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ON TWO CONJECTURES CONCERNING SQUAREFREE
NUMBERS IN ARITHMETIC PROGRESSIONS
RAMON M. NUNES
Abstract. We prove upper bounds for the error term of the distribution
of squarefree numbers up to X in arithmetic progressions (mod q) making
progress towards two well-known conjectures concerning this distribution and
improving upon earlier results by Hooley. We make use of recent estimates for
short exponential sums by Bourgain-Garaev and for exponential sums twisted
by the Möbius function by Bourgain and Fouvry-Kowalski-Michel.
1. Introduction
The distribution of arithmetic sequences in arithmetic progressions is a central
subject in analytic number theory. Let f : Z>0 → R>0 be a positive arithmetic
sequence. If f is sufficiently reasonable, one expects that, for all (a, q) = 1, we have
(1)
∑
n≤X
n≡a (mod q)
f(n) ∼ 1
ϕ(q)
∑
n≤X
(n,q)=1
f(n) (X →∞).
Two important questions that arise naturally concern the uniformity of such a
formula (see section 1.1 below) and the size of the error term
(2) Ef (X, q, a) :=
∑
n≤X
n≡a (mod q)
f(n)− 1
ϕ(q)
∑
n≤X
(n,q)=1
f(n).
These questions are intimately related to the analytic properties of the associated
L-functions
Lf (s, χ) :=
∞∑
n=1
f(n)χ(n)n−s,
where χ is a Dirichlet character. Two particularly interesting cases occur when
f = Λ is the van Mangoldt function or f = µ2, where µ is the Möbius function.
The first one is closely related to the distribution of prime numbers while the latter
corresponds to squarefree numbers. For such choices the associated L-functions are,
respectively,
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LΛ(s, χ) =
L′(s, χ)
L(s, χ)
and Lµ2(s, χ) =
L(s, χ)
L(s, χ2)
,
where L(s, χ) is the classical Dirichlet L-function. In that context, H. L. Mont-
gomery stated two conjectures whose implications are much deeper than the gen-
eralized Riemann Hypothesis for Dirichlet L-functions (GRH). The original con-
jectures can be found, respectively in [12, Formula (15.9), page 136] and [3, top
of page 145]. We state them in slightly improved forms, which, in the case of the
van Mangoldt function, is due to Friedlander and Granville [7] and in the case of
squarefree numbers can be found in a recent preprint by Le Boudec [11].
Conjecture 1. Let ǫ,X > 0. Let a and q be integers such that (a, q) = 1 and
1 ≤ q ≤ X, then we have
• for primes,
(3) EΛ(X, q, a)≪ǫ Xǫ
(
X
q
)1/2
,
• for squarefree numbers,
(4) Eµ2(X, q, a)≪ǫ Xǫ
(
X
q
)1/4
,
where the implied constants depend at most on ǫ.
Concerning (3), it is not known, for the moment, if there exists δ > 0 such that
EΛ(X, q, a)≪
(
X
q
)1−δ
holds in any range whatsoever. For instance, GRH would imply that for every
α < 12 , there exists δ = δ(α) > 0, such that
EΛ(X, q, a)≪
(
X
q
)1−δ
,
uniformly for 1 ≤ q ≤ Xα and (a, q) = 1. Still under GRH, Turán [15] proved that
(3) holds on average: Uniformly for 1 ≤ q ≤ X , we have
q−1∑
a=0
(a,q)=1
EΛ(X, q, a)
2 ≪ X(logX)4.
If one seeks for unconditional results, one needs an extra sum over q ≤ Q, for a
certain Q ≤ X . In this direction, Montgomery proved that for every A > 0, one
has
(5)
∑
q≤Q
q−1∑
a=0
(a,q)=1
EΛ(X, q, a)
2 = QX logX +OA
(
QX log
2X
Q
+QX(logX)−A
)
,
uniformly for Q ≤ X , where the implied constant depends at most on A. Therefore,
for every A > 0, (5) implies that (3) holds true on average over q ≤ X(logX)−A
and a modulo q, with (a, q) = 1.
In the case of squarefree numbers, Prachar [14] proved that for every ǫ > 0,
uniformly for (a, q) = 1, X ≥ 2
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Eµ2(X, q, a)≪ǫ X
1
2+ǫq−
1
4 + q
1
2+ǫ,
where the implied constant depends at most on ǫ. This result was later improved
by Hooley [10] who showed that the above error term can be replaced by
(6) Oǫ
(
X
1
2 q−
1
2 + q
1
2+ǫ
)
.
Both this results show that for every ǫ > 0, there exists δ = δ(ǫ) > 0
Eµ2(X, q, a)≪ǫ
(
X
q
)1−δ
,
uniformly for q ≤ X 23−ǫ. In a parallel to Túran’s result, the author [13] (uncondi-
tionally) proved the asymptotic formula:
q−1∑
a=0
(a,q)=1
Eµ2(X, q, a)
2 ∼ C
∏
p|q
(
1 +
2
p2
)−1
X
1
2 q
1
2 ,
as X, q → ∞ and q satisfying X 3141+ǫ ≤ q ≤ X1−ǫ, where C is an absolute positive
constant. This implies (4) on average on the above mentioned range. In a subse-
quent work, le Boudec [11] proves that if one seeks for an upper bound rather than
an asymptotic formula, one gets a larger range. He proved that
q−1∑
a=0
(a,q)=1
Eµ2 (X, q, a)
2 ≪ǫ X 12+ǫq 12 ,
uniformly for X
1
2 ≤ q ≤ X .
Suppose q ≤ X 12 . In this case Hooley’s result shows an approximation of (4),
with 1/2 instead of 1/4. In this paper, we improve on the exponent 1/2 for Xǫ ≤
q ≤ X 12−ǫ, therefore making a further step towards (4). For simplicity, we shall
henceforth write E(X, q, a) instead of Eµ2(X, q, a).
Theorem 1. For every ǫ > 0, we have the inequality
E(X, q, a)≪ǫ
(
X
q
) 1
2+ǫ
q−
1
192 +
(
X
q
) 24
49+ǫ
q
3
196 ,
uniformly for every X > 1, every prime number q such that q ≤ X, and every
integer a such that (a, q) = 1.
Note that for Xα < q < 2Xα, α ≤ 25 , Theorem 1 shows that
E(X, q, a)≪ǫ
(
X
q
) 1
2− α192(1−α)+ǫ
+
(
X
q
) 1
2− 2−5α196(1−α)+ǫ
.
For example, when α = 96283 <
2
5 , the exponent is
93
187 <
1
2 , which is the best
exponent given by Theorem 1. Therefore, we have the following corollary
Corollary 2. For every 0 < ǫ < 15 , let δ(ǫ) = min
(
ǫ
192(1−ǫ) ,
25ǫ
196(3+5ǫ)
)
. Then we
have
E(X, q, a)≪ǫ
(
X
q
) 1
2−δ(ǫ)
,
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uniformly for every X > 1 and every prime number q such that Xǫ ≤ q ≤ X 25−ǫ,
and every integer a such that (a, q) = 1.
Our next result states that we can still obtain an exponent below 12 for q as large
as X
1
2−ǫ, but one cannot quantify the exponent.
Theorem 3. For every 0 < η < 14 , there exists δ = δ(η) > 0 such that we have
E(X, q, a)≪η
(
X
q
) 1
2−δ
,
uniformly for every X > 1 and every prime number q such that Xη ≤ q ≤ X 12−η,
and integer a such that (a, q) = 1.
The main new input in the proofs of Theorems 1 and 3 are bounds for exponen-
tials sums twisted by the Möbius function given by Fouvry et al. [5] and Bourgain
[1]. The same exponential sums were estimated trivially in [10].
1.1. Range of uniformity. Concerning the range of uniformity, it is largely be-
lieved that if f is sufficiently reasonable, then (1) should hold uniformly for q ≤
X1−ǫ. In the case where f = µ2, we know, thanks to Prachar [14] that this is true
in the range q ≤ X 23−ǫ. Our next result proves that we can overcome the threshold
q = X
2
3 , but only by a small power of logX . More precisely, we prove
Theorem 4. For every 0 < γ < 12 , there exists C(γ) such that for every X > 3,
for every prime q, for every a coprime with q, one has the inequality
|E(X, q, a)| ≤ C(γ)
(
X
1
3 (log logX)
7
3
(logX)
1
6− γ3
+
X(log logX)2
q(logX)
γ
2
)
.
By taking γ arbitrarily small, we see that for every ǫ > 0, the asymptotic formula
(7)
∑
n≤X
n≡a (mod q)
µ2(n) ∼ 1
ϕ(q)
∑
n≤X
(n,q)=1
µ2(n)
(
∼ 6
π2
(
1− 1
p2
)−1
X
q
)
holds as X →∞, uniformly for q ≤ X 23 (logX) 16−ǫ and integers (a, q) = 1. This is
the first time ocurrence of such an asymptotic formule for prime values of q tending
to infinity faster than X
2
3 .
The main ingredient in the proof of Theorem 4 is an upper bound for incom-
plete Kloosterman sums that fall just outside the Polya-Vinogradov range given by
Bourgain-Garaev (see Theorem B).
Finally, we remark that Corollary (7) implies that if n(a, q) denotes the least
positive squarefree number that is congruent to a modulo q, then for every ǫ > 0,
we have the inequality
n(a, q)≪ǫ q 32 (log q)− 16+ǫ,
where the implied constant depends only on ǫ. The best result in this direction is
due to Heath-Brown [9], who proved that
n(a, q)≪ (d(q) log q)6q 139 .
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2. Preliminary results
The next lemma is a simple consequence of Weil’s bound for exponential sums
that come from algebraic curves over finite fields and classical estimates for Gauss
sums.
Lemma 1. Let A < B be real number, let a and q be integers satisfying (a, q) = 1,
q ≥ 1. Then for every ǫ > 0, we have∑
A<r≤B
e
(
ar¯2
q
)
≪ǫ qǫ
(
B −A
q
1
2
+ q
1
2
)
where r¯ denotes the multiplicative inverse of r (mod q), e(z) = e2πiz and the im-
plicit constant depends at most on ǫ.
2.1. Approximation to the ψ function. The next lemma is an useful analytic
tool to avoid the problems arising from the lack of continuity of the sawtooth
function. The version we use here can be found in [4], and is inspired by an idea of
Vinogradov.
Lemma 2. (see [4, Lemma 4]) Let ψ(x) = x− ⌊x⌋ − 12 and Y > 1. There are two
functions A and B with period 1 such that, for every real x, one has
|ψ(x) −A(x)| ≤ B(x),
where
A(x) =
∑
h 6=0
Ahe(hx),
B(x) = Y −1 +
∑
h 6=0
Bhe(hx),
with
(8) Ah, Bh ≪ Ch := min
(
1
|h| ,
Y 3
|h|4
)
, (h 6= 0).
2.2. Exponential sums twisted by the Möbius function. We now state the
estimates for exponential sums twisted by the Möbius functions that were men-
tioned in the introduction. The first one is a very particular case of [5, Theorem
1.7] by Fouvry, Kowalski and Michel, which was based on a previous work by Fou-
vry and Michel [6]. It gives non-trivial bounds for R ≥ q 34+ǫ and will be used in
several places of the proof of Theorem 1.
Theorem A. For every ǫ > 0, there exists C(ǫ) such that, for every R ≥ 1, for
every prime q, and every a coprime with q, one has the inequality
(9)
∣∣∣∣∣∣
∑
n≤R
µ(n)e
(
an2
q
)∣∣∣∣∣∣ ≤ C(ǫ)R
(
1 +
q
R
) 1
12
q−
1
48+ǫ.
To prove Theorem 3, we need to replace Theorem A by an estimate that gives
something non-trivial in the larger range R ≥ q 12+ǫ. For this we have the next result
which is a combination of a remarkable result by Bourgain [1], which is non-trivial
in the range q
1
2+ǫ ≤ R ≤ q, and Theorem A itself.
6 RAMON M. NUNES
Theorem B. For every η > 0, there exists δ(η) > 0 and C(η) such that, for every
R ≥ 1, for every prime q satisfying q 12+η ≤ R ≤ q 1η , and every a coprime with q,
one has
(10)
∣∣∣∣∣∣
∑
n≤R
µ(n)e
(
an2
q
)∣∣∣∣∣∣ ≤ C(η)R1−δ(η).
Proof. For q
1
2+η ≤ R ≤ q, this is exactly [1, Theorem A.9]. For q < R ≤ q 1η , it
follows from Theorem A. 
2.3. Short exponential sums. In the course of the proof of Theorem 4, we are led
to deal with very short exponential sums, for which we use the following result by
Bourgain-Garaev. It gives non-trivial results for short Kloosterman sums (mod q)
where the length is as small as qǫ for any ǫ > 0.
Theorem C. (see [2, Theorem 16]) There exists an absolute constant C such that
for every M ≥ 2, every prime q, and every a coprime with q, one has the inequality
∣∣∣∣∣∣
∑
m≤M
e
(
am
q
)∣∣∣∣∣∣ ≤ C
M log q(log log q)3
(logM)
3
2
,
The following lemma is obtained by combining Lemma 2 and Theorem C above.
Lemma 3. Let ψ(x) be as in Lemma 2. Then we have the inequality
∑
m≤M
ψ
(
N +
am
q
)
≪ M
log q
+
M log q(log log q)4
(logM)
3
2
.
uniformly for every pair of real numbers M,N such that M > 1 and prime q > 2,
where the implied constant is absolute.
Proof. Let 1 ≤ Y ≤ q to be chosen later. By Lemma 2, we deduce that
∑
m≤M
ψ
(
N +
am¯
q
)
≪ M
Y
+M
∞∑
h=−∞
h 6=0
Chq +
∑
q∤h
Ch
∣∣∣∣∣∣
∑
m≤M
e
(
ahm¯
q
)∣∣∣∣∣∣ ,
where Ch is as in (8). By Theorem C and the bounds (8), we have that
∑
m≤M
ψ
(
N +
am¯
q
)
≪ M
Y
+
M log q(log log q)3
(logM)
3
2
log Y,
since Y ≤ q. We conclude by choosing Y = log q. 
2.4. Selberg’s Sieve. Another important input to the proof of Theorem 4 is the
Selberg sieve for detecting squares (see [8, Chapter 8]). We shall need the following
result.
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Theorem D. Let A = (an) be a finite sequence of non-negative numbers. Let P be
a squarefree number. For each p | P , let Ωp be a set of congruence classes modulo
p. For every d | P we write <
(11) |Ad| =
∑
n (mod d)∈Ωp
for every p|d
an = g(d)Y + rd(A),
where Y > 0 and g(d) is a multiplicative function with 0 < g(p) < 1 for p | P . Let
h(d) be the multiplicative function given by h(p) = g(p)(1 − g(p))−1 and for any
D > 1 define
J = J(D) :=
∑
d|P
d<
√
D
h(d).
Then, for any D > 1 we have the inequality∑
n (mod d) 6∈Ωp
for every p|P
an ≤ Y J−1 +
∑
d|P
d≤√D
τ3(d) |rd(A)| ,
where τ3 is the generalized divisor function.
Proof. The proof follows exactly as that of [8, Theorem 7.1], taking into account
the simple inequality
∑
n (mod p) 6∈Ωp
for every p|P
an ≤
∑
n
an
( ∑
d
n (mod p)∈Ωp
for every p|d
ρd
)2
,
for any real numbers ρd supported on d | P with ρ1 = 1. the optimal choice of
these ρd is the heart of the Selberg’s sieve.

3. Proofs of the results
3.1. Proof of Theorem 1. Let X > 1 and ǫ > 0 be real numbers and let q be a
prime number. Since the upper bound given by Theorem 1 is worse than (6) for
q ≤ X2/5, we may suppose q ≤ X2/5. Let
(12) S :=
∑
(r,q)=1
µ(r)
∑
m≤X/r2
m≡ar2 (mod q)
1,
and
(13) S0 :=
1
ϕ(q)
∑
n≤X
(n,q)=1
µ2(n),
We have
E(X, q, a) = S − S0.(14)
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It is rather elementary to see that S0 satisfies (recall that q is prime)
(15) S0 =
6
π2
(
1− 1
q2
)−1
X
q
+Oǫ(X
1
2 q−1+ǫ).
Let 1 < R ≤ X 12 be a parameter to be chosen later depending on X and q. We
split S as
(16) S = SI + SII ,
where
(17)


SI =
∑
r≤R
(r,q)=1
µ(r)
∑
m≤X/r2
m≡ar2 (mod q)
1,
SII =
∑
R<r≤X 12
(r,q)=1
µ(r)
∑
m≤X/r2
m≡ar2 (mod q)
1.
For the first sum in (17), we have that
SI =
∑
r≤R
(r,q)=1
µ(r)
{
X
qr2
− ψ
(
X
qr2
− ar¯
2
q
)
+ ψ
(
−ar¯
2
q
)}
=: T − U + V ,(18)
say. The first term satisfies
(19) T = 6
π2
(
1− 1
q2
)−1
X
q
+O
(
R−1Xq−1
)
.
3.1.1. Study of V. Let 1 < Y ≤ X be a parameter to be chosen optimally later
depending on X and q, then Lemma 2 gives us two functions A and B whose
Fourier coefficients satisfy (8), and such that
(20) |V| ≤ V1 + V2,
where
V1 =
∣∣∣∣∣∣∣∣
∑
r≤R
(r,q)=1
µ(r)A
(
−ar¯
2
q
)∣∣∣∣∣∣∣∣
, V2 =
∑
r≤R
(r,q)=1
B
(
−ar¯
2
q
)
.
Writing down the Fourier development for A(x), and using (8), we see that
(21) V1 ≤
∑
h 6=0
Ch
∣∣∣∣∣∣∣∣
∑
r≤R
(r,q)=1
µ(r)e
(
−ahr¯
2
q
)∣∣∣∣∣∣∣∣
.
The contribution of the terms where q | h is trivially seen to be
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(22) ≪ R
∑
h 6=0
Chq ≪ǫ XǫRq−1,
by (8). For the remaining terms, we use Theorem A and see that their contribution
is
(23) ≪ǫ Xǫ
(
Rq−
1
48 +R
11
12 q
1
16
)
,
again by (8). Hence, by (21), (22) and (23), we have
(24) V1 ≪ǫ Xǫ
(
Rq−
1
48 +R
11
12 q
1
16
)
.
The analysis of V2 is completely analogous. The only difference is that we shall
need Lemma 1 instead of Theorem A. We obtain
(25) V2 ≪ǫ Xǫ
(
Rq−
1
2 + q
1
2 +RY −1
)
.
Gathering (24) and (25) in (20), we have that
(26) V ≪ǫ Xǫ
(
Rq−
1
48 +R
11
12 q
1
16 + q
1
2 +RY −1
)
.
3.1.2. Study of U . This part is very similar to the study of V but with the difference
that we need an Abel summation to take care of the oscillation of the term X/qr2.
Let 1 < R0 ≤ (X/q) 12 to be chosen optimally later. We write
(27) U =W +O(R0),
where
W :=
∑
R0<r≤R
(r,q)=1
µ(r)ψ
(
X
qr2
− ar¯
2
q
)
.
Again by Lemma 2, we obtain two functions A and B satisfying (8) and such that
(28) |W| ≤ W1 +W2,
where
W1 =
∣∣∣∣∣∣∣∣
∑
R0<r≤R
(r,q)=1
µ(r)A
(
X
qr2
− ar¯
2
q
)∣∣∣∣∣∣∣∣
, W2 =
∑
R0<r≤R
(r,q)=1
B
(
X
qr2
− ar¯
2
q
)
.
We write down the Fourier development of A(x) and again, we separate the contri-
bution from the terms where q | h as we did for V1. We deduce
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(29) W1 ≤
∑
(h,q)=1
Ch
∣∣∣∣∣∣∣∣
∑
R0<r≤R
(r,q)=1
µ(r)e
(
hX
qr2
− ahr¯
2
q
)∣∣∣∣∣∣∣∣
+Oǫ
(
XǫRq−1
)
.
Summing by parts, we see that
∑
R0<r≤R
(r,q)=1
µ(r)e
(
hX
qr2
− ahr¯
2
q
)
≪ |h|X
q
∑
R0<t≤R
(t,q)=1
1
t3
S(t, q) + S(R, q) + S(R0, q),
where
(30) S(t, q) := max
(a,q)=1
∣∣∣∣∣∣∣∣
∑
r≤t
(r,q)=1
µ(r)e
(
ar¯2
q
)∣∣∣∣∣∣∣∣
The terms on the right-hand side of the above inequality can be estimated by
means of Theorem A giving
∑
R0<r≤R
(r,q)=1
µ(r)e
(
hX
qr2
− ahr¯
2
q
)
≪ǫ Xǫ
(
|h|R−10 Xq−
49
48 + |h|R−
13
12
0 Xq
− 1516
+Rq−
1
48 +R
11
12 q
1
16 +R0
)
.
Injecting it in (29) and using (8), we deduce
(31) W1 ≪ǫ Xǫ
(
R−10 XY q
− 4948 +R−
13
12
0 XY q
− 1516 +Rq−
1
48 +R
11
12 q
1
16 +R0
)
.
The treatment of W2 goes in a similar fashion, replacing Theorem A by Lemma 1
in the appropriate places. We end up with
(32) W2 ≪ǫ Xǫ
(
R−10 XY q
− 32 +R−20 XY q
− 12 +Rq−
1
2 + q
1
2 +RY −1 +R0
)
.
Gathering (31) and (32) in (28), we have that
(33) W ≪ǫ Xǫ
(
R−10 XY q
− 4948 +R−
13
12
0 XY q
− 1516 +Rq−
1
48 +R
11
12 q
1
16 +R−20 XY q
− 12
+q
1
2 +RY −1 +R0
)
.
Putting together (18), (19), (26), (27) and (33), we see that
(34)
SI =
6
π2
(
1− 1
q2
)
X
q
+Oǫ
(
Xǫ
(
R−1Xq−1 +Rq−
1
48 +R
11
12 q
1
16 + q
1
2 +RY −1
+R−10 XY q
− 4948 +R−
13
12
0 XY q
− 1516 +R−20 XY q
− 12 +R0
))
.
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3.1.3. Study of SII . We procceed now to estimate SII . We follow the lines of [10,
Lemma 2]. Ignoring the oscillation of µ, we see that
SII ≪
∑
R<r≤√X
∑
m≤ X
r2
r2m≡a (mod q)
log
(
3
√
X
r2m
)
=
∑
R<r≤
√
X
∑
m≤ X
r2
r2m≡a (mod q)
∫ 3√Xm
r
dt
t
≪
∫ 3√X
R
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1
dt
t
.(35)
We put
(36) Z = max(R, q)
and break up the integral on the right-hand-side from (35) as
∫ Z
R
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1
dt
t
+
∫ 3√X
Z
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1
dt
t
For the first integral, we use additive characters to detect the congruence condition.
We have
(37)
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1 =
1
q2
q−1∑
α=0
q−1∑
β=0
S(q;α, aβ)Θ(t, α)Θ
(
9X
t2
, β
)
,
where
S(q;α, β) :=
q−1∑
h=1
e
(
αh+ βh¯2
q
)
,
and
(38) Θ(t, α) :=
∑
n≤t
e
(
−αn
q
)
≪ min
(
t,
∥∥∥∥αq
∥∥∥∥
−1)
.
In order to estimate the sum on the right-hand side of (37), we need bounds for
S(q;α, β). In the cases where αβ ≡ 0 (mod q), the sum is either trivial, a Ramanu-
jan sum or a Gauss sum. And the classical upper-bound for these sums are used.
If both α and β are 6≡ 0 (mod q), then we shall use the following upper-bound that
follows from the work of Weil
S(q;α, β)≪ q 12 , (α, β 6≡ 0 (mod q)).
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Combining these bounds with (38), we see that
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1≪

X
qt
+
t
q
3
2
q−1∑
β=1
∥∥∥∥βq
∥∥∥∥
−1
+
X
q3t
q−1∑
α=1
∥∥∥∥αq
∥∥∥∥
−1
+
1
q
3
2
q−1∑
α=1
q−1∑
β=1
∥∥∥∥αq
∥∥∥∥
−1 ∥∥∥∥βq
∥∥∥∥
−1


≪ǫ Xǫ
(
X
qt
+
t
q1/2
+ q1/2
)
(39)
Notice that if Z = R, this first integral vanishes. So we can suppose Z = q. With
that in mind, if we integrate both sides of inequality (39) against
dt
t
, we obtain
(40)
∫ Z
R
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1
dt
t
≪ǫ Xǫ
(
X
Rq
+ q1/2
)
.
For the remaining integral, we notice that for fixedm, the equation r2m ≡ a(mod q)
has at most two solutions for r modulo q (recall that q is prime). Thus, we have
(since Z ≥ q)
∫ 3√X
Z
∑
m≤ 9X
t2
∑
r≤t
r2m≡a (mod q)
1
dt
t
≪ X
Zq
≤ X
Rq
.(41)
Adding up (40) and (41), we have, in view of (35), that
(42) SII ≪ǫ Xǫ
(
R−1Xq−1 + q1/2
)
.
Adding together (16), (34) and (42), we have
(43) S − 6
π2
(
1− 1
q2
)−1
X
q
≪ǫ Xǫ
(
R−1Xq−1 +Rq−
1
48 +R
11
12 q
1
16 + q
1
2 +RY −1
+R−10 XY q
− 4948 +R−
13
12
0 XY q
− 1516 +R−20 XY q
− 12 +R0
)
.
Forcing the first, the fifth and the last terms to be equal, we are faced with the
choices
R =
(
X
q
) 1
2
Y
1
2 , R0 =
(
X
q
) 1
2
Y −
1
2 .
Injecting these values in (43), we see that
(44) S − 6
π2
(
1− 1
q2
)−1
X
q
≪ǫ Xǫ
((
X
q
) 1
2
Y −
1
2 +
(
X
q
) 1
2
Y
3
2 q−
1
48
+
(
X
q
) 11
24
Y
37
24 q
1
16 + Y 2q
1
2
)
.
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Take Y = min
(
q
1
96 , X
1
49 q−
5
98 , X
1
5 q−
2
5
)
to optimize the right-hand side of (44).
Then (14), (15) and (44) imply that we have
E(X, q, a)≪ǫ Xǫ
((
X
q
) 1
2
q−
1
192 +
(
X
q
) 24
49
q
3
196 +
(
X
q
) 2
5
q
1
10
)
,
and the last term is dominated by the first in the range q ≤ X 25 . Hence we conclude
the proof of Theorem 1.
3.2. Proof of Theorem 3. Let X > 1 and η > 0 be real numbers and let q be
a prime number such that Xη ≤ q ≤ X 12−η. We let again S and S0 be as in the
previous section (see (12) and (13)). Notice that we have
(
X
q
) 1
2
≥ q 12+η.
Let δ1 > 0 to be chosen later depending on η. Also let
(45) R =
(
X
q
) 1
2+δ1
, R0 =
(
X
q
) 1
2−δ1
, Y =
(
X
q
)2δ1
.
Notice that we can choose δ1 sufficiently small so that
R0 ≥ q 12+
η
2 .
Theorem B now gives us a certain δ2 > 0 depending on η such that
(46) S(t, q) ≤ t1−δ2 , (t ≥ R0),
where S(t, q) is as in (30). We start as in the last section, writing
(47) S = SI + SII ,
where SI and SII are as in (17). We deal SI in the exact same way as before, only
replacing each use of Theorem A by the upper bound (46). Thus we obtain
(48)
SI =
6
π2
(
1− 1
q2
)
X
q
+Oǫ,η
(
Xǫ
(
R−1Xq−1 +R1−δ2 +RY −1 +R−1−δ20 XY q
−1
+R−10 XY q
− 32 +R−20 XY q
− 12 +R0
))
,
for any ǫ > 0 (compare with (34)).
As for SII , we have the exactly same bound as in the previous case (see (42)).
Gathering (42), (48) and (47), we see that
S − 6
π2
(
1− 1
q2
)
X
q
≪ǫ,η Xǫ
(
R−1Xq−1 +R1−δ2 +RY −1 +R−1−δ20 XY q
−1
+R−10 XY q
− 32 +R−20 XY q
− 12 +R0
)
.
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Now, we deduce from (14), (15) and (45) the inequality (recall that Xη ≤ q ≤
X
1
2−η)
(49) E(X, q, a)≪ǫ,η Xǫ

(X
q
) 1
2−δ1
+
(
X
q
) 1
2+3δ1−
δ2
2 +δ1δ2
+
(
X
q
) 1
2+3δ1− η2
+
(
X
q
) 1
2+4δ1−2η
)
.
Notice that since q ≤ X1/2, one has Xǫ ≤ (X/q)2ǫ. Now, taking ǫ < δ1/4 and δ
sufficiently small, we deduce
E(X, q, a)≪η
(
X
q
) 1
2−
δ1
2
.
Taking δ := δ1/2 concludes the proof of Theorem 3.
3.3. Proof of Theorem 4. Let X > 1 and let q be a prime number such that
q ≤ X . Since the upper bound from Theorem 4 is worse than (6) for q ≤ X 12 , we
can suppose that q ≥ X 12 . Let S and S0 be as in (12) and (13), respectively, and
1 < R ≤ X 13 be a parameter to be chosen optimally later. We split S as before,
writing
(50) S = SI + SII ,
where SI and SII are as in (17). For SI , it suffices to detect the congruence trivially.
We have
(51) SI =
∑
r≤R
(r,q)=1
µ(r)
(
X
qr2
+O(1)
)
=
6
π2
∏
p|q
(
1− 1
p2
)−1
X
q
+O(R+R−1Xq−1).
For SII , by estimating the µ function trivially and changing the order of sum-
mation, we have that
|SII | ≤
∑
m≤X/R2
∑
r≤(X/m)1/2
r2m≡a (mod q)
1
= SIII + SIV ,(52)
where
(53)


SIII =
∑
m≤ X
R2(logX)
∑
r≤(X/m)1/2
r2m≡a (mod q)
1,
SIV =
∑
X
R2(logX)
<m≤ X
R2
∑
r≤(X/m)1/2
r2m≡a (mod q)
1.
For SIII , we detect the congruence trivially, obtaining
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SIII =
∑
m≤ X
R2(logX)
(
X
1
2
m
1
2 q
+O(1)
)
≪ X
Rq(logX)
1
2
+
X
R2(logX)
.(54)
As for SIV , we proceed by dyadic decomposition of the values of m. Doing so,
we find that there exists M ≥ 1, a power of two, such that
(55)
X
2R2(logX)
< M ≤ 2X
R2
,
and
(56) SIV ≪ S log logX,
where S = S(X,M ; q, a) is given by
(57) S :=
∑
M<m≤2M
∑
r≤(X/M)1/2
r2m≡a (mod q)
1.
In what follows, we show how to use the Selberg’s sieve (see Theorem D) to estimate
S.
3.3.1. Implementing the Selberg’s sieve. Let
(58) an =
∑
M<m≤2M
mn≡a (mod q)
1, if n ≤ X
M
,
and an = 0, otherwise. Then
S =
∑
n=
an,
where the condition n =  means that we only sum over the n that are perfect
squares.
Let P be a product of distinct odd primes such that p ∤ q. For each p | P , let Ωp
denote the set of non-square residue classes modulo p. Note that we can soften the
condition n =  to n 6∈ Ωp for every p | P . In other words, the following inequality
holds:
S ≤
∑
n6∈Ωp
for every p|P
an.
We want to use Theorem D. Thus, we need to give asymptotic formulas for |Ad|
(see (11)). We notice that with an as in (58), we have
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(59) |Ad| =
∑
α (mod n)
α (mod p)∈Ωp
for every p|d
G (d, α) ,
where
G (d, α) :=
∑
n≡α (mod d)
an.(60)
We use the ψ function to evaluate G (d, α). Injecting (58) in (60) and interchanging
the order of summation, gives
G (d, α) =
∑
M<m≤2M
(
X
Mdq
− ψ
(
X
Mdq
− adm
q
− αq
d
)
+ ψ
(
−adm
q
− αq
d
))
,
for every d coprime with q and α (mod d). By Lemma 3, we obtain that
(61) G (d, α) = X
dq
+O
(
M log q(log log q)4
(logM)
1
2
)
.
Note that the inequality (55) implies
M ≥ X 13 (logX)−1.
Hence, (61) and (59) imply
(62) |Ad| = g(d)X
q
+O
(
d
M(log logX)4
(logX)
1
2
)
,
where g(d) is the multiplicative function supported on squarefree numbers and such
that
g(p) =
p− 1
2p
.
Let D > 1 and
P :=
∏
2<p≤√D
p∤q
p.
We use Theorem D for Y = Xq and D and P as above. We obtain, in view of (62),
the inequality
S ≤
∑
n6∈Ωp
for every p|P
an ≪ X
q
J−1 +
M(log logX)4
(logX)
1
2
∑
d≤√D
τ3(d)d,
where
J =
∑
d|P
d<
√
D
h(d) ≥
∑
p<
√
D
p∤q
g(p)
1− g(p) ≫
√
D
logD
.
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Thus
(63) S≪ X logD
q
√
D
+
DM(logD)2(log logX)4
(logX)
1
2
.
Gathering (55), (56) and (63), we see that
SIV ≪ X logD log logX
D
1
2 q
+
DX(logD)2(log logX)5
R2(logX)
1
2
.
For each 0 < γ < 12 , the choice D = (logX)
γ gives the inequality
(64) SIV ≪ X(log logX)
2
q(logX)
γ
2
+
X(log logX)7
R2(logX)
1
2−γ
.
Putting together (50), (51), (52), (54) and (64), we obtain
(65) S − 6
π2
(
1− 1
q2
)−1
X
q
≪ R+R−1Xq−1 + X(log logX)
2
q(logX)
γ
2
+
X(log logX)7
R2(logX)
1
2−γ
.
Forcing the first and last terms to be equal, we are faced with the choice
R = X
1
3 (logX)−
1
6+
γ
3 (log logX)
7
3 .
Replacing it in (65) gives the inequality
(66) S − 6
π2
(
1− 1
q2
)−1
X
q
≪ X
1
3 (log logX)
7
3
(logX)
1
6− γ3
+
X(log logX)2
q(logX)
γ
2
.
Theorem 4 now follows by combining (14), (15) and (66).
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