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1 ABSTRACT
In this paper, we aim to do code completion based on implementing
a Neural Network from Li et. al. [2]. Our contribution is that we
use an encoding that is in-between character and word encoding
called Byte Pair Encoding (BPE) [4]. We use this on the source
code les treating them as natural text without rst going through
the abstract syntax tree (AST). We have implemented two models:
an aention-enhanced LSTM and a pointer network, where the
pointer network was originally introduced to solve out of vocabu-
lary problems. We are interested to see if BPE can replace the need
for the pointer network for code completion.
2 INTRODUCTION
Code completion is when the IDE suggests the next probable code
tokens based on existing code in the context. Research in the eld
of code completion is important as programmers are becoming
vastly more numerous, and code completion tools are one of the
most important tools for a programmer to reduce workload. ere-
fore, the more accurate code completion tools are, the less work
a programmer has to put in to produce a certain piece of code.
Since the amount of programmers is increasing fast, accurate code
completion tools could save tremendous amounts of work.
2.1 Out of Vocabulary Problem in Source Code
Source code has a non-xed dictionary size, and variance in method,
class, and variable names. is means that many word based encod-
ings will provide a UNK token. We call this an out of vocabulary
(OoV) prediction. In most works, the OoV problem is handled by
reducing the size of the vocabulary by using the most frequent
K words from the corpus and replacing OoV words with a UNK
token. is reduces the computational complexity of computing
a high-dimensional Somax, which is generally the last layer of
neural language models. However, this introduces another problem
of predicting that the next token isUNK , which is not so useful.
One of the major contributions of [2] was the beer prediction of
OoV words in code completion using the pointer-mixture network.
is pointer-mixture network learns to predict tokens in the local
context, where the aention-enhanced LSTM would fail to predict
a token in vocabulary.
2.2 Our Contribution
We argue that predicting from local context is not a complete so-
lution to the OoV problem because the predictions are limited by
the size of the input context. We also argue that the increase in
accuracy and OoV rate that the authors of [2] reported are seen
only because the pointer network gets chances to predict unknown
tokens, whereas in the aention-enhanced LSTM unknown tokens
are treated as wrong predictions. is means that the pointer net-
work is not tackling the OoV problem head-on; rather, it is reducing
the occurrence of the unknown token predictions.
emain contribution of this work is the following:
To tackle the OoV problem head-on, we propose to use Byte Pair
Encoding on the input data which can learn to encode rare and
even unknown tokens as sequences of sub-word units [3]. We
believe that the compact vocabulary generated by BPE will result
in less frequent OoV predictions and hence obviates the need for
the pointer-mixture network. e pointer-mixture network trained
on BPE encoded tokens could even reduce the accuracy of the
predictions if it has a bias towards predicting words in a local
context. We will revisit this in the Results section.
3 RELATEDWORK
In this paper, we aim to do code completion by implementing a
variation on [2]. is paper was authored by Jian Li, Yue Wang,
Irwin King, and Michael R. Lyu. All authors are aliated with e
Chinese University of Hong Kong. e paper was published in 2017
and was cited 14 times on Google Scholar at the time of writing.
Figure 1: Illustration of the attention-enhanced LSTM taken
from [2].
e aention-enhanced LSTM from [2] is given in gure 1. e
program that is fed into the network is rst converted to its abstract
syntax tree (AST). Every node in the AST consists of a tuple (Ti ,Vi ),
where Ti is the type of node i and Vi is the value of node i . ese
AST nodes are encoded, embedded, and then fed into the LSTM,
where the green dots represent Ti and the yellow dots represent Vi .
e LSTM then outputs a vector. is is element-wise multiplied
by the aention scores αt to create an output distribution of yt .
However, this is not the nal model that is used for code comple-
tion in [2]. To balance predicting a token from the global context or
the local context, the pointer mixture network is used. e authors
state that their pointer mixture network consists of two compo-
nents: the global RNN component and the local pointer component.
ey combine and balance these components using a controller.
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Figure 2: Illustration of the pointer mixture network taken
from [2].
e global component uses the aention-enhanced LSTM from
gure 1 to predict a token from a predened vocabulary, resulting
in the RNN distribution wt from gure 2. is predened global
vocabulary is created by taking the K most frequent tokens. All
Out-of-Vocabulary (OoV) tokens are replaced with the special UNK
token. e local components use a pointer to point to a token in the
local context by using the pointer distribution lt from the global
component.
e controller, indicated by pt , is a value between 0 and 1, such
that it balances the two distributions lt and wt based on either
the global or local context. is controller multiplies its value pt
with the global componentwt and 1−pt with the local component
lt . ese results are then added up to achieve the nal output
distribution yt . For validation purposes, we can then compare yt
to the original label of the token sequence to assess the quality of
the model.
4 DATA ACQUISITION AND GENERATION
We used SRI lab’s 150k Python Dataset1 as a basis for our prediction
task. Figure 3 depicts an overview of our data processing pipeline.
We will discuss this process with more detail now. How to run the
data acquisition and generation can be found in our README 2.
4.1 Processing
We take the Python les in the 150k Python Dataset and remove all
whitespaces and newlines, such that all expressions are separated
by a single space. is results in each Python le of source code
being on just a single line. We then create a le containing all these
lines, which we use for the encoding task.
4.2 Encoding
Machine learning for code completion oen suers from the Out of
Vocabulary Problem because source code contains rare and unseen
words which the model never learns to predict. We propose to alle-
viate this by using BPE 3 to encode our dataset which now contains
sub-word tokens instead of word tokens to drastically reduce the
size of the vocabulary, making the downstream learning task more
1hps://www.sri.inf.ethz.ch/py150
2hps://github.com/serg-ml4se-2019/group6-code-completion
3hps://github.com/google/sentencepiece
Figure 3: Overview of our data processing pipeline. Here
lines represent lines of code. squares are tokens, where blue
squares are input and green squares are labels. for more de-
tails please read Data acquisition and generation
tractable. Our choice of using the plain text les instead of the ASTs
to encode the data diers from the implementation in [2]. We have
chosen this approach since we encode sub-tokens with Byte Pair
Encoding, therefore just using the plain text would be sucient.
We also believe that code has paerns similar to natural language
since it is an act of communication. is is nicely summarized by
the Naturalness of Code Hypothesis as mentioned in [1]:
”e naturalness hypothesis holds that, because
coding is an act of communication, one might ex-
pect large code corpora to have rich paerns, sim-
ilar to natural language”
Another perspective on the naturalness hypothesis is that both
code and language share two important characteristics, namely the
presence of syntax in the form of grammar and structure invalid
sequences, and semantically that words have a meaning and can
refer to each other.
Back to our encoding model, we train a BPE model with a vo-
cabulary size of 8k from our le with 150k les of source code. We
then used this model to encode the entire train set as described
below.
4.3 Generation of labelled training data
To generate the labelled training data, we iterate over the source
code with a sliding window of N + 1 tokens (with a step size of S).
ese are encoded using the trained model from above. e rst N
encoded tokens are used as the training input parameters and the
last encoded token is used as the label. We also include a script to
replicate this in our repository.
e nal training data that we used to train the model was done
by using a sliding window of 50 with a step size of 20, which we
use as input to the embedding layer of our model. is is shown in
gure 3.
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Unfortunately, due to space constraints, we were unable to gen-
erate the entire training data. for more on this please see section
7.
5 MODELS
In this section, we will discuss our two implementations.
5.1 Attention-enhanced LSTM
e rst model we implemented is an aention-enhanced LSTM. A
schematic overview of our model can be found in gure 4.
Figure 4: Illustration of our implementation of the
attention-enhanced LSTM.
Aer encoding the plain text as described in subsection 4.2, the
input is embedded into a vector of length 256. e weights of the
embedding are initialized randomly and learnt jointly with the
rest of the model. e embedded vector is fed into an aention-
enhanced LSTM with a batch size of 128, a learning rate of 0.001,
Adam optimizer, and a gradient clipping of 5. We train this LSTM
for 8 epochs. e LSTM consists of a single hidden layer of size
128 and outputs a vector. is vector is then multiplied with the
aention vector, resulting in the nal output vector. Li et. al. [2]
also included a learning rate decay of 0.6, but given the usage of
Adam, this is likely to make the results worse so we chose not to
include this in our model.
5.2 Pointer network
In this subsection, we will discuss the second model we imple-
mented; a pointer network. An overview of our model can be found
in gure 5.
As you can see, the dierence between this model and the previ-
ous model we implemented is that we added a pointer component
with a controller that balances predictions from the local and global
scope. It was unclear in the original paper about how they computed
the loss when the global component dominates the vocabulary com-
ponent. As we understood it, we construct the label by nding the
token the local context vector points to and then create a one-hot
encoding of vocabulary vector with a 1 in the location correspond-
ing to the token and the simply evaluate this as we would with an
in vocabulary prediction.
However, as stated in section 2.2, it is important to keep in
mind that this pointer network might reduce the accuracy from
our model since the goal of the pointer network is to x the OoV
problem. However, the Byte Pair Encoding should also take care of
this problem.
Figure 5: Illustration of our implementation of the pointer
network.
Note that the hyperparameters for this network are the same as
the Aention-Enhanced LSTM describe in section 5.1.
6 EVALUATION
In this section, we will evaluate our implementations by presenting
and comparing the results. Aerwards, we will discuss certain
points of our implementation that might have aected these results.
6.1 Results
e results from our models are shown in table 1.
Accuracy
Aention Enhanced LSTM with BPE (ours) 69.94%
Pointer Mixture Network with BPE (ours) 58.04%
Aention Enhanced LSTM(Li et. al. 2017) 80.6%
Pointer Mixture Network(Li et. al. 2017) 81.0%
Table 1: Comparison of metrics between our implementa-
tion of Attention Enhanced LSTM and the Pointer Mixture
Network and that of Li et. al. 2017 [2]
6.2 Discussion & Conclusion
As shown in table 1, our aention enhanced LSTM vastly outper-
forms our pointer mixture network in terms of accuracy. is
conrms our hypothesis that we stated in subsection 2.2 where we
state that the pointer component could reduce the accuracy and
that the BPE encoding makes the pointer-mixture network obsolete.
is result also hints towards BPE being able to tackle the OoV
problem beer than a pointer-mixture network.
In the original paper by Li et al. 2017 [2], the authors train both
the aention enhanced LSTM and the Pointer Mixture Network on
encoded ASTs of 150k Python Dataset, whereas in our implementa-
tion we use BPE on the plain text of the data. Both models from Li
et al. 2017 [2] outperform our aention enhanced LSTM. However,
this is not due to an inferior implementation. We discuss some of
the reasons why our accuracy is worse than the models from the
original paper in section 7. If we can tackle these problems, we
suspect that our aention enhanced LSTM with Byte Pair Encoding
could outperform the models from Li et al. 2017 [2].
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Despite having some small problems with the generation of our
training data, the model performs surprisingly well. To reect
on the question we asked ourselves in section 1 where we were
wondering whether BPE could replace the need for pointer net-
works in code completion, we believe that BPE is indeed a suitable
replacement.
7 REFLECTIONS
ere were several things that we could have done that would have
likely improve the results we have goen.
(1) e sample generation for training and evaluation never
fully completed and thus we only trained on a less than
5% of all data. is happened because we did not expect
the amount of data to explode as it did; the training set
is almost 500 MB, but the fully processed result would be
at least around 40 GB. is happens because of the way
we generate our labelled data as described in subsection
4.3, resulting in a large increase of data. Also, training on
all this data could have taken weeks, meaning that this
amount of data would have been infeasible in the scope
of this project. However, training on all this data could
signicantly increase the accuracy of our models.
(2) We only ran our training for 8 epochs, because otherwise,
the training process would have been infeasible. One of
the reasons why we believe that the training is so slow is
because we could not train the model on multiple GPUs
since our model is not optimized for multi-GPU processing.
If we were to implement the GPU optimized code, it will
allow us to train for more epochs in a reasonable amount
of time which will likely have a positive impact on the
accuracy.
(3) We suspect that our implementation of the pointer network
is not the most ideal since the paper was not very clear
about how to compare the labelled data with the prediction
from the model.
(4) e models were trained on Amazon AWS SageMaker on
an ml.p2.xlarge instance with 4 vCPUs, 1 Tesla K80 GPU
with 12GB of memory. It took about 24 hours to train each
model. In total, we spent about $102, which we believe is
quite reasonable.
(5) e data might have been skewed because of the way we
create our labelled data as described in subsection 4.3. Since
we oen have a case where there are not 50 tokens available
at the end of the document, we oen have to append 0s to
the vector. However, the case where we have to prepend 0s
because a prediction occurs at the very start of a document
never occurs. is could have a negative impact when
using our model on tokens at the beginning of a le.
8 FUTUREWORK
Since we did not train on the complete data set nor for a larger
number of epochs, future work might be to train the model for a
larger amount of epochs on the complete data set and see how the
model performs. With this work, we might be able to draw even
more reliable conclusions on the suitability for BPE to tackle the
Out of Vocabulary prediction in code completion.
Possible further future research also includes a look into beer
sample generation, because currently there are no samples gener-
ated with nothing in the beginning and then only a small amount
of meaning full tokens at the end, resulting in the fact that applica-
tion of this model in the real world will likely fail unless there is
sucient context before the point of the prediction task.
A third possibility is to do hyperparameter tuning of the LSTM.
As it stands, we used the hyperparameter values from Li et al. 2017
[2], but further optimization of these parameters could also improve
the performance of the model.
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