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LYAPUNOV COEFFICIENTS FOR MONODROMIC TANGENTIAL
SINGULARITIES IN FILIPPOV VECTOR FIELDS
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ABSTRACT. In planar analytic vector fields, a monodromic singularity can be distinguished be-
tween a focus or a center by means of the Lyapunov coefficients, which are given in terms of
the power series coefficients of the first-return map around the singularity. In this paper, we are
interested in an analogous problem for monodromic tangential singularities of piecewise analytic
vector fields Z = (Z+, Z−). More specifically, for positive integers k+ and k−, we consider a
(2k+, 2k−)-monodromic tangential singularity, which is defined as an invisible contact of multi-
plicity 2k+ and 2k− between the discontinuity manifold and, respectively, the vectors fields Z+
and Z− for which a first-return map is well defined around the monodromic tangential singular-
ity. We first prove that such a first-return map is analytic in a neighborhood of the monodromic
tangential singularity. This allow us to define the Lyapunov coefficients. Then, as a consequence
of a general property for pair of involutions, we obtain that the index of the first non-vanishing
Lyapunov coefficient is always even. In addition, a recursive formula for computing all the Lya-
punov coefficients is obtained. Such a formula is implemented in a Mathematica algorithm in the
appendix. We also provide results regarding limit cycles bifurcating from monodromic tangential
singularities. Several examples are analysed.
1. INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS
The center-focus problem and the cyclicity problem are a classical problems in the quali-
tative theory of smooth planar vector fields, which goes back to the studies of Poincare´ and
Lyapunov. In brief, the center-focus problem consists in characterizing when a monodromic
singular point of a planar vector field is either a center or a focus. A singular point is called a
center if there exists a small neighborhood of this point such that all orbits are closed. A sin-
gular point is called a stable (resp. unstable) focus if there exists a small neighborhood of this
point such that all orbits spiral towards to (resp. outwards from) the singularity. The center-
focus problem can be studied by means of the first-return map defined in a section containing
the monodromic singularity. Indeed, the monodromic singularity is a center if, and only if,
the first-return map is the identity. If the vector field is analytic, then the first-return map is
also analytic as well as the displacement function, which is given as the difference between the
first-return map and the identity. The coefficients of the power series of the displacement func-
tion around the singularity provide the so-called Lyapunov Coefficients, Vn’s. Consequently, the
monodromic singularity is a center if, and only if, Vn vanishes for every n ∈ N. This immedi-
ately provides sufficient conditions in order for a monodromic singularity to be a focus. For
polynomials vector fields, Poincare´ and Lyapunov reduced the problem of solving the infinite
system of equations Vn = 0, n ∈ N, to an equivalent problem of finding a specific first inte-
gral for the vector field. On the other hand, the cyclicity problem consists in estimating the
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number of limit cycles that can bifurcate from a monodromic singularity, which can also be in-
vestigated by means of the Lyapunov coefficients. For more informations on the center-focus
and cyclicity problems, the interested readers are referred to the book [11].
1.1. Filippov Vector Fields and Tangential Singularities. In this paper, we are interested in
an equivalent problem for monodromic tangential singularities of piecewise analytic planar vec-
tor fields:
(1) (x˙, y˙) = Z(x, y) =
{
Z+(x, y), h(x, y) > 0,
Z−(x, y), h(x, y) < 0,
(x, y) ∈ D,
where D is an open set of R2, Z+, Z− : D → R2 are analytic vector fields on D, and h :
D → R is a smooth function having 0 as a regular value. Notice that Σ = h−1(0) is the
discontinuity manifold of (1). Usually, when the context is clear, the piecewise vector field (1)
can be concisely denoted by Z = (Z+, Z−).
Here, we shall assume the Filippov’s convention [6] for the trajectories of (1), which will be
accordingly called Filippov Vector Field. In the Filippov context, the notion of singular points
also comprehends the tangential points Σt, which are constituted by the contact points be-
tween Z+ and Z− with Σ, that is,
Σt = {p ∈ Σ : Z+h(p) · Z−h(p) = 0},
where Fh(p) = 〈∇h(p), F(p)〉 denotes the Lie derivative of h at p in the direction of the vector
field F.
Some tangential singularities give rise to local monodromic behavior. In what follows, we
shall introduce the concept of a (2k+, 2k−)-monodromic tangential singularity for Filippov
vector fields (1). Recall that p is a contact of multiplicity k (or order k − 1) between a smooth
vector field F and Σ if 0 is a root of multiplicity k of f (t) ..= h ◦ ϕF(t, p), where t 7→ ϕF(t, p) is
the trajectory of F starting at p. Equivalently,
(2) Fh(p) = F2h(p) = . . . = Fk−1h(p) = 0, and Fkh(p) 6= 0,
where the higher Lie derivative Fnh(p) is recursively defined as Fnh(p) = F(Fn−1h)(p), for
n > 1. In addition, when considering Filippov vector fields (1), an even multiplicity contact,
say 2k, is called invisible for Z+ (resp. Z−) when (Z+)2kh(p) < 0 (resp. (Z−)2kh(p) > 0).
Otherwise, it is called visible.
Definition 1. A tangential singularity p ∈ Σt of a Filippov vector field Z (1) is called a (2k+, 2k−)-
monodromic tangential singularity provided that p is simultaneously an invisible 2k+-multiplicity
contact of Z+ with Σ and an invisible 2k−-multiplicity contact of Z− with Σ, and Z has a first-return
map defined on Σ around p.
1.2. Main Results: Lyapunov Coefficients. In [3], the authors studied the Lyapunov coeffi-
cients for parabolic-parabolic points, which in light of Definition 1 correspond to the (2, 2)-
monodromic tangential singularities. In this paper, our main goal consists in extending the
previous results for (2k+, 2k−)-monodromic tangential singularity. It is worth mentioning that
in [3] the Lyapunov coefficients were obtained by means of generalized polar coordinates (see
[1]). Here, we propose a different way of obtaining it by considering an auxiliary section
which is transversal to both the flow and the discontinuity manifold. This method allows us
to provide a recursive formula for the Lyapunov coefficients.
Suppose that the Filippov vector field (1) has a (2k+, 2k−)-monodromic tangential singu-
larity at p ∈ Σ. By taking local coordinates, we may assume, without loss of generality, that
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p = (0, 0) and h(x, y) = y. Denoting Z± = (X±(x, y), Y±(x, y)), the Filippov vector field (1)
writes as
(3) Z(x, y) =
{
(X+(x, y), Y+(x, y)), y > 0,
(X−(x, y), Y−(x, y)), y < 0.
Working out the higher Lie derivatives (2) for Z±, we get
(Z±)nh(0, 0) = X±(0, 0)n−1 ∂
n−1Y±
∂xn−1
(0, 0),
provided that (Z±)ih(0, 0) = 0 for i = 1, . . . , n − 1. Thus, from Definition (1), one can see
that the origin is a (2k+, 2k−)-monodromic tangential singularity for (3) provided that the
following three conditions are satisfied:
C1. X±(0, 0) 6= 0, Y±(0, 0) = 0, ∂
iY±
∂xi
(0, 0) = 0 for i = 1, . . . , 2k± − 2, and ∂
2k±−1Y±
∂x2k±−1
(0, 0) 6= 0;
C2. X+(0, 0)
∂2k
+−1Y+
∂x2k+−1
(0, 0) < 0 and X−(0, 0)∂
2k−−1Y−
∂x2k−−1
(0, 0) > 0;
C3. X+(0, 0)X−(0, 0) < 0.
Condition C1 imposes that the origin is a contact of multiplicity 2k+ (resp. 2k−) between
Z+ (resp. Z−) and Σ. Condition C2 imposes that both contacts are invisible. Finally, condition
C3 imposes that the orientation of the orbits of Z+ and Z− around the origin agree in such
way that the trajectories of both vector fields can be concatenated at Σ in order to a first-return
map be well defined around the origin. Denote
(4) δ = sign(X+(0, 0)) = −sign(X−(0, 0)).
Notice that, Z is turning around the origin in the clockwise direction if δ > 0, and in the
anticlockwise direction if δ < 0.
The flows of Z+ and Z− restricted, respectively, to Σ+ = {(x, y) : y ≥ 0} and Σ− = {(x, y) :
y ≤ 0} define half-return maps ϕ+ and ϕ− on Σ around 0, which are known to be involutions
satisfying ϕ+(0) = ϕ−(0) = 0 (see [5]), that is, ϕ+ ◦ ϕ+(x) = x and ϕ− ◦ ϕ−(x) = x wherever
they are defined (see Figure 1).
x1 ϕ+(x2) 0 ϕ+(x1)x2
Σ
FIGURE 1. Illustration of half-return map ϕ+.
Our first main result states that such half-return maps are analytic provided that the vector
fields Z+ and Z−:
Theorem A. Consider the FIlippov vector field (3) and suppose that the vector field Z+ (resp. Z−)
is analytic and has an invisible 2k+-multiplicity (resp. 2k−-multiplicity) contact at the origin with
Σ = {(x, 0) : x ∈ R}, for a positive integer k+ (resp. k−). Then, the half-return map ϕ+ (resp. ϕ−)
is analytic around x = 0.
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In [3], the authors proved Theorem A when k± = 1 by means of Generalized Polar Coordi-
nates. In Section 3.1, we shall adapt their proof in order to obtain Theorem A. In the proof of
Theorem A, it will be clear that if we impose Z+ (resp. Z−) to be Cr, 1 ≤ r ≤ ∞, instead of
analytic, then the half-return map ϕ+ (resp. ϕ−) would be Cr around x = 0.
Here, instead of working with the first-return map, we consider the displacement function
∆(x) = δ(ϕ+(x) − ϕ−(x)). Assuming the analyticity of the vector fields Z+ and Z−, from
Theorem A and taking into account that ϕ+ and ϕ− are involutions, we have
(5) ϕ±(x) = −x + α±2 x2 + α±3 x3 + · · · = −x +
∞
∑
n=2
α±n xn.
Thus,
∆(x) =
∞
∑
n=2
Vnxn,
where Vn = δ(α+n − α−n ), for n ≥ 2. Notice that (3) has a center at the origin if, and only if, the
displacement function is identically zero, equivalently, Vn = 0 for every integer n ≥ 2. Hence,
if there exists n ∈ N such as Vn 6= 0, then (3) has a focus at the origin. In addition, if n0 is the
first index such that Vn0 6= 0, then the origin is asymptotically stable (resp. unstable) provided
that Vn0 < 0 (resp. Vn0 > 0). Accordingly, it is natural to define ith-Lyapunov coefficient of a
(2k+, 2k−)-monodromic tangential singularity by Vn as above.
For non-degenerated monodromic singularities of planar smooth vector fields, the index of
the first non-vanishing Lyapunov coefficient is always odd (see [11]). Here, as a consequence
of the involutive property of the half-return maps, our second main result establishes that the
index of the first non-vanishing Lyapunov coefficient of a (2k+, 2k−)-monodromic tangential
singularity is always even:
Theorem B. Consider the Filippov vector field Z given by (3) and suppose that the vector fields Z+
and Z− are analytic. Assume that Z has a (2k+, 2k−)-monodromic tangential singularity at the origin,
for positive integers k+ and k−. If Vn = 0 for every i = 1, . . . , 2`, then V2`+1 = 0.
Theorem B is proven in Section 4.1.
Our third main result provides a recursive formula for computing the coefficients α+n and
α−n of the series (5) of the half-return maps ϕ+ and ϕ− and, consequently, the Lyapunov coef-
ficients Vn’s.
Consider the value
(6) a± = 1
(2k± − 1)!|X±(0, 0)|
∂2k
±−1Y±
∂x2k±−1
(0, 0).
Notice that, from condition C3, δa± < 0. Also, define the functions
(7)
f±(x) = ±δY
±(x, 0)− a±x2k±−1X±(x, 0)
x2k±X±(x, 0)
and
g±(x, y) = ±X
±(x, 0)Y±(x, y)∓ X±(x, y)Y±(x, 0)
yδX±(x, y)X±(x, 0) .
Theorem C. Consider the Filippov vector field Z given by (3) and suppose that the vector fields Z+
and Z− are analytic. Assume that Z has a (2k+, 2k−)-monodromic tangential singularity at the origin,
for positive integers k+ and k−. Then, the functions f± and g± are analytic in a neighborhood of
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x = y = 0. Also, consider the sequence of functions y+i and y
−
i defined, in a neighborhood of x = 0,
recurrently by
(8)
y±1 (x) =a
±x2k
±−1 + x2k
±
f±(x),
y±i (x) =(±δ)i−1
(
a± (2k
± − 1)!
(2k± − i)! x
2k±−i +
i−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−1−l)(x)
)
+
i−1
∑
l=1
l
∑
j=1
j
(
i− 1
l
)
(±δ)i−l−1Bl,j(y±1 (x), . . . , y±l−j+1(x))
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0), if 2 ≤ i ≤ 2k±,
y±i (x) =(±δ)i−1
((
i− 1
2k±
)
(2k±)! f±i−1−2k
±
(x) +
2k±−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−l−1)(x)
)
+
i−1
∑
l=1
l
∑
j=1
j
(
i− 1
l
)
(±δ)i−l−1Bl,j(y±1 (x), . . . , y±l−j+1(x))
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0), if i > 2k±.
Then, the coefficients α+n and α−n of the series (5) of the half-return maps ϕ+ and ϕ− are given recur-
sivelly by
(9)

α±1 = −1,
α±n =
p±n,k±(α
±
1 , α
±
2 , · · · α±n−1)− µ±n+2k±−1
2k±µ±2k±
,
where
p±n,k±
(
α1, . . . , αn−1
)
= µ±2k± Bˆn+2k±−1,2k
(
α1, . . . , αn−1, 0
)
+
n+2k±−1
∑
i=2k±+1
µ±i Bˆn+2k±−1,i
(
α1, . . . , αn+2k±−i
)
,
and
(10) µ±i =
1
i!
i
∑
j=1
(∓δ)j
(
i
j
)
(y±j )
(i−j)(0).
Theorem C is proven in Section 5.2.
In the recurrences above, we are using the concept of partial Bell polynomials and ordinary Bell
polynomials (see, for instance [4]), which for positive integers p and q are defined, respectively,
as follows
(11)
Bp,q(x1, . . . , xp−q+1) =∑
p!
b1! b2! · · · bp−q+1!
p−q+1
∏
j=1
( xj
j!
)bj
and
Bˆp,q(x1, . . . , xp−q+1) =∑
p!
b1! b2! · · · bp−q+1!
p−q+1
∏
j=1
x
bj
j .
The sums above are taken over all the (p− q+ 1)-tuple of nonnegative integers (b1, b2, · · · , bp−q+1)
satisfying b1 + 2b2 + · · ·+ (p− q + 1)bp−q+1 = p, and b1 + b2 + · · ·+ bp−q+1 = q. Notice that
Bˆp,q(x1, . . . , xp−q+1) =
q!
p!
Bp,q(1!x1, . . . , (p− q + 1)!xp−q+1).
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It is worth mentioning that partial Bell polynomials are implemented in algebraic manipula-
tors as Mathematica and Maple. In Section 6.2, based on Theorem C, we provide an imple-
mented Mathematica algorithm for computing the Lyapunov coefficients.
In the following corollary, applying Theorem C, we compute α+i and α
−
i for i = 1, 2, 3, 4.
Corollary 1. Assume that the Filippov vector field (3) has a (2k+, 2k−)-monodromic tangential sin-
gularity at the origin, for positive integers k+ and k−, and denote
f±(x) =
∞
∑
i=0
f±i x
i and g±(x, y) =
∞
∑
i=0
∞
∑
j=0
g±i,j x
iyj.
Then,
α±1 = −1, α±2 =
−2 f0 ± 2δag0,0
2ak + a
, α±3 = −(α±2 )2,
α±4 =
4(k(2k + 3) + 7)(− f0 ± δag0,0)3
3a3(2k + 1)3
∓ 12δa( f0 ∓ δag0,0)
(
a
(
g1,0 ∓ δg0,02
)
+ 2 f0g0,0 ∓ 2δ f1
)
3a3(8k + 4)
±4δa
2 (a (g2,0 + g0,03)+ 6g0,0 f1 + 3 f0g1,0 ∓ 3δ (ag1,0g0,0 + f0g0,02 + f2))
3a3(8k + 12)
+ ξk.
where ξ1 = −4ag0,115 and ξk = 0 for k > 1. For the sake of simplicity, in the above expressions we are
dropping the sign ± from a±, k±, f±i and g±i,j.
1.3. Application: Bifurcation of Limit Cycles. It is well known that Lyapunov coefficients
can be used to study the appearance of small amplitude limit cycles in smooth and non-smooth
vector fields around weak focuses (see, for instance, [11] for smooth vector fields and [3, 7,
8] for non-smooth vector fields). In this section, we apply the classical ideas to study the
appearance of limit cycles around monodromic tangential singularities. We start by providing
a Hopf-like bifurcation theorem for monodromic tangential singularities.
Theorem D. Let k+ and k− be positive integers and let Zλ be a 1-parameter family of Filippov vector
fields (3) having a (2k+, 2k−)-monodromic tangential singularity at the origin for every λ in an interval
I. Let V2(λ) and V4(λ) be, respectively, the second and the forth Lyapunov coefficients. Assume that,
for some λ0 ∈ I, V2(λ0) = 0, d := V′2(λ0) 6= 0, and ` := V4(λ0) 6= 0. Then, there exists a
neighborhood J ⊂ I of λ0 such that, for every λ ∈ J satisfying d`(λ− λ0) < 0, the Filippov vector
field Zλ admits a limit cycle in a
√|λ− λ0|-neighborhood of the origin. In addition, such a limit cycle
is asymptotically stable (resp. unstable) provided that ` < 0 (resp. ` > 0).
Theorem D is proven in Section 6.
Example 1. Let k+ and k− be positive integers, λ ∈ R, and consider the following 1-parameter family
of Filippov vector fields:
(12) Zλ(x, y) =

(
− 1,−x2k+−1(λ x + 1)
)
, y > 0,(
1, x2k
−−1(x− 1)
)
, y < 0.
Notice that the origin is a (2k+, 2k−)-monodromic tangential singularity for every λ ∈ R. From
Corollary 1, we compute
V2(λ) = − 21+ 2k+ λ+
2
1+ 2k− and V4(λ) = −
4(7+ k+(3+ 2k+))
3(1+ 2k+)3
λ3 +
4(7+ k−(3+ 2k−))
3(1+ 2k−)3
.
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Thus, for λ0 =
1+ 2k+
1+ 2K− , we have
V2(λ0) = 0, d = V′2(λ0) = −
2
1+ 2k+
< 0, and ` = V4(λ0) =
4(k+ − k−)(3+ 2(k+ + k−))
3(1+ 2k−)3
6= 0.
Since sign(`) = sign(k+ − k−), Theorem D implies that, for k+ < k− (resp. k+ > k−), the Filippov
vector field (14) admits an asymptotically stable (resp. unstable) limit cycle for every λ < λ0 (resp.
λ > λ0) sufficiently close to λ0. Such a limit cycle converges to the origin as λ goes to λ0.
Example 2. Let k be a positive integer, λ ∈ R, and consider the following 1-parameter family of
Filippov vector fields:
(13) Zλ(x, y) =

(
− 1, x2k−1(λ x− 1) + y
)
, y > 0,(
1, x2k−1(x− 1)
)
, y < 0,
Notice that the origin is a (2k, 2k)-monodromic tangential singularity for every λ ∈ R. From Corollary
1, we compute
V2(λ) =
−2λ+ 4
1+ 2k
and
V4(λ) =
1
3(3+ 2k)(1+ 2k)3
(
4(k(4k(k + 3) + 37) + 40)− 12(14k + 19)λ
+6(2k + 3)(2k + 13)λ2 − 4(2k + 3)(k(2k + 3) + 7)λ3
)
.
Thus, for λ0 = 2, we have
V2(λ0) = 0, d = V′2(λ0) = −
2
1+ 2k
< 0, and ` = V4(λ0) =
−4(8+ 7k)
3(1+ 2k)(3+ 2k)
< 0.
Theorem D implies that the Filippov vector field (14) admits an asymptotically stable limit cycle for
every λ < λ0 sufficiently close to λ0. Such a limit cycle converges to the origin as λ goes to λ0.
Theorem D can be generalized as follows:
Theorem E. Let k+ and k− be positive integers and let ZΛ be an n-parameter family of Filippov
vector fields (3) having a (2k+, 2k−)-monodromic tangential singularity at the origin for every Λ in
an open set U ⊂ Rn. Let V2i(Λ) be the 2i−th Lyapunov coefficient, for i = 1, 2 . . . , n + 1, and denote
Vn = (V2, V4, . . . , V2n) : U → Rn. Assume that, for someΛ0 ∈ U, Vn(Λ0) = 0, det(DVn(λ0)) 6= 0,
and V2n+2(Λ0) 6= 0. Then, there exists an open set W ⊂ U such that ZΛ has n limit cycles for every
Λ ∈W. In addition, all the limit cycles converge to the origin as Λ goes to Λ0.
Theorem E is proven in Section 6.
Example 3. LetΛ = (λ1,λ2, . . . ,λ5) ∈ R5 and consider the following 5-parameter family of Filippov
vector fields:
(14) ZΛ(x, y) =

(
− 1,−x + λ1x2 + λ2xy + λ3y2
)
, y > 0,(
1,−x + x2 + λ4xy + λ5y2
)
, y < 0.
Notice that the origin is a (2, 2)-monodromic tangential singularity for every Λ ∈ R5. From Theorem
C, we compute V5 = (V2(Λ), V4(Λ), . . . , V10(Λ)) and V12(Λ). Thus, for
Λ0 =
(
1,
5(7+
√
109)
4
,
5(−1+√109)
2
,
5(7−√109)
4
,
5(1+
√
109)
2
)
,
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we have
V5(Λ0) = 0, det(DV5(λ0)) = − 152076874263959 , and V12(Λ0) =
20030
√
109
9009
.
Therefore, from Theorem E, there exists an open set W ⊂ R5 such that ZΛ has 5 limit cycles for every
Λ ∈W. In addition, all the limit cycles converge to the origin as Λ goes to Λ0.
1.4. Structure of the paper. First, in Section 2, we recall a canonical expression, introduced in
[5], for Filippov vector fields (3) around (2k+, 2k−)-monodromic tangential singularities. Such
a canonical form will be of major importance for proving our main results. Then, in Section 3,
we introduce the concept of generalized polar coordinates (see [1]), which allow us to obtain,
in Section 3.1, the proof of Theorem A about the regularity of the half-return maps defined
around (2k+, 2k−)-monodromic tangential singularities. In Section 4, we discuss a general
property for pair of involutions from which we straightforwardly conclude that the index of
the first non-vanishing Lyapunov coefficient of a (2k+, 2k−)-monodromic tangential singular-
ity is always even. This leads to the proof of Theorem B in Section 4.1. Section 5 is devoted to
obtaining the recursive formula for the Lyapunov coefficients stated in Theorem C, which is
then proven in Section 5.2. In addition, an Appendix is provided containing the implemented
algorithms, based on Theorem C, for computing the Lyapunov coefficients. Finally, in Section
6, we discuss the appearance of small amplitude limit cycles around (2k+, 2k−)-monodromic
tangential singularities. Theorems D and E are proven in Section 6.
2. CANONICAL FORM
In this section, we provide a simpler expression for Filippov vector fields around a (2k+, 2k−)-
monodromic tangential singularity. This canonical expression has been introduced in [5] and
will be important for proving our main results. In what follows, for the sake of completeness,
we briefly explain how to obtain it.
Assuming that the Filippov vector field (3) has a (2k+, 2k−)-monodromic tangential singu-
larity at the origin (see conditions C1, C2, and C3), we have that X±(0, 0) 6= 0. Therefore,
there exists a small neighborhood U of the origin such that X±(x, y) 6= 0 for all (x, y) ∈ U.
Taking into account that |X±(x, y)| = ±δX±(x, y) for every (x, y) ∈ U, a time rescaling can be
performed in order to transform the Filippov vector field (3) restricted to U into
(x˙, y˙) = Z˜(x, y) =
{
(δ, η+(x, y)), y > 0,
(−δ, η−(x, y)), y < 0,
where
η+(x, y) = δ
Y+(x, y)
X+(x, y)
and η−(x, y) = −δY
−(x, y)
X−(x, y) .
In addition, we can show that
(15) (Z˜±)ih(0, 0) = 0 if, and only if, (Z±)ih(0, 0) = 0, for all i = 1, 2, . . . , 2k±,
and
(16) Z˜±h(x, 0) = η±(x, 0) and (Z˜±)ih(x, 0) = ∂
i−1
∂xi−1
η±(0, 0), for all i = 1, . . . , 2k±.
Since (Z±)ih(0, 0) = 0 for i = 1, 2, . . . , 2k± − 1 and (Z±)2k±h(0, 0) 6= 0, by combining (15) and
(16), we can expand η±(x, 0) around x = 0 as follows:
η±(x, 0) =
2k±−1
∑
i=0
1
i!
∂iη±
∂xi
(0, 0)xi + x2k± f±(x) = a±x2k
±−1 + x2k± f±(x).
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Consequently, the function η±(x, y) writes
η±(x, y) = a±x2k
±−1 + x2k
±
f±(x) + yg±(x, y).
Notice that
a± = 1
(2k± − 1)!
∂2k
±−1η±
∂x2k±−1
(0, 0) =
±δ
(2k± − 1)!
∂2k
±−1
∂x2k±−1
(
Y±(x, 0)
X±(x, 0)
) ∣∣∣∣∣
x=0
=
1
(2k± − 1)!|X±(0, 0)|
∂2k
±−1Y±
∂x2k±−1
(0, 0),
which coincides with the value defined in (6), and the functions f±(x) and g±(x, y) coincide
with the ones defined in (7).
Accordingly, the Filippov vector field (3) on U is equivalent to
(17) (x˙, y˙) =
{
(δ, a+x2k
+−1 + x2k+ f+(x) + yg+(x, y)), y > 0,
(−δ, a−x2k−−1 + x2k− f−(x) + yg−(x, y)), y < 0.
3. REGULARITY OF THE HALF-RETURN MAP
In [3], the authors obtained the analyticity of half-return maps around (2, 2)-monodromic
tangential singularities by means of generalized polar coordinates (see [1]). Here, we shall
follow the same ideas for extending this result for (2k+, 2k−)-monodromic tangential singu-
larities.
First, we recall the definition of generalized polar coordinates. For positive real numbers p
and q, the (R, θ, p, q)-generalized polar coordinates are given by
(
x, y
)
=
(
RpCs(θ), RqSn(θ)
)
,
where R > 0, θ ∈ S1, and the function (Sn(θ), Cs(θ)) is the solution of the following Cauchy
problem: {
C˙s = −Sn2p−1,
S˙n = Cs2q−1,
Cs(0) = 2q
√
1
p
, Sn(0) = 0.
In [2], it is proven that the functions Cs(θ) and Sn(θ) are analytic, T-periodic with
T = 2p
−1
2q q
−1
2p
∫ 1
0
(1− s)
1−2p
2p s
1−2q
2q ds > 0,
and satisfy the following properties:
• p(Cs(θ))2q + q(Sn(θ))2p = 1;
• Cs is an even function and Sn is an odd function;
• Cs( T2 − θ) = −Cs(θ) and Sn( T2 − θ) = Sn(θ).
Taking the above properties into account, one can see that
(18)
Cs(− T4 ) = Cs( T4 ) = 0,
Cs(θ) > 0 for θ ∈ (− T4 , T4 ), and Cs(θ) < 0 for θ ∈ [− T2 ,− T4 ) ∪ ( T4 , T2 ],
Sn( T2 ) = Sn(0) = Sn(
T
2 ) = 0,
Sn(θ) > 0 for θ ∈ (0, T2 ), and Sn(θ) < 0 for θ ∈ (− T2 , 0).
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3.1. Proof of Theorem A. We shall prove the analyticity of the ϕ+. The analyticity of ϕ− will
follows analogously.
Using the (R, θ, p, q)-generalized polar change of coordinates for p = 1 and q = 2k+ and
rescaling the time by taking τ =
t
R
, the vector field (17) restricted to y ≥ 0 is transformed into
(19) (θ′, R′) = (F+(R, θ), G+(R, θ)), θ ∈ [0, T
2
] and R > 0,
where
F+(R, θ) =a+Cs(θ)2k
+ − 2δk+Sn(θ)
+ RCs(θ)
(
Sn(θ)g+
(
RCs(θ), R2k
+
Sn(θ)
)
+Cs(θ)2k
+
f+(RCs(θ))
)
G+(R, θ) =RCs(θ)2k
+−1
(
δCs(θ)2k
+
+ aSn(θ)
)
+ R2Sn(θ)
(
Sn(θ)g+
(
RCs(θ), R2k
+
Sn(θ)
)
+Cs(θ)2k
+
f+(RCs(θ))
)
Notice that, for R = 0, F+(0, θ) = a+Cs2k
+
(θ)− 2δk+Sn(θ). Thus, since δa+ < 0, and takinxg
(18) into account, we conclude that any root of F+(0, θ) = 0 must satisfy − T2 < θ < 0. Conse-
quently, for R > 0 sufficiently small, θ′ > 0 for every θ ∈ [0, T2 ]. This means that θ can be taken
as the independent variable in (19). Indeed, denoting
H+(R, θ) =
G+(R, θ)
F+(R, θ)
the differential equation (19) writes
(20)
dR
dθ
= H+(R, θ), θ ∈ [0, T
2
] and R > 0,
Since H+(R, θ) is analytic in a neighborhood of {0} × [0, T2 ], the differential (20) can be analit-
ically extended to R = 0. Accordingly, let r+(θ, x0) denote the solution of such an extension
satisfying r+(0, x0) = x0. From the comments above, we get that r+(θ, x0) is analytic in a
neighborhood of [0, T2 ] × {0}. Finally, notice that ϕ+(x0) = r+( T2 , x0)Cs( T2 ). Therefore, we
conclude that ϕ+(x0) is analytic in a neighborhood of x0 = 0, which concludes the proof of
Theorem A for the analytic case. The Cr case is analogous.
4. A GENERAL PROPERTY OF INVOLUTIONS
This section is devoted to prove a general property for pair of involutions. First, we recall
the usefull Faa´ di Bruno’s Formula for higher derivatives of a composite function (see [9])
(21)
dl
dαl
g(h(α)) =
l
∑
m=1
g(m)(h(α))Bl,m
(
h′(α), h′′(α), . . . , h(l−m+1)(α)
)
,
where Bl,m denotes the partial Bell polynomials as defined in (11).
Theorem B is a direct consequence of the following property of involutions:
Proposition 4. Let ϕ,ψ : I → R be C2`+1 involutions around 0. If ϕ(0) = ψ(0) and ϕ(i)(0) =
ψ(i)(0) for i = 1, 2 . . . , 2`, then ϕ(2`+1)(0) = ψ(2`+1)(0).
Proof. Since ϕ ◦ ϕ(x) = x and ψ ◦ ψ(x) = x, then ϕ′(0) = −1 and ψ′(0) = −1.
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Now, applying Faa´ di Bruno’s Formula (21) for computing the n-th derivative of the com-
position ϕ ◦ ϕ(x) = x, we get
(22)
n
∑
i=1
ϕ(i)(0)Bn,i(ϕ′(0), ϕ′′(0), . . . , ϕ(n−i+1)(0)) = 0, n ≥ 2.
Denote
S(ϕ′(0), . . . , ϕ(n−1)(0)) := −
n−1
∑
i=2
Bn,i(ϕ′(0), . . . , ϕ(n−i+1)(0)).
Thus, from (22), we have
ϕ′(0)Bn,1(ϕ′(0), . . . , ϕ(n)(0)) + ϕ(n)(0)Bn,n(−1) = −
n−1
∑
i=2
Bn,i(ϕ′(0), . . . , ϕ(n−i+1)(0)),
which implies that
(23) ((−1)n − 1)ϕ(n)(0) = S(ϕ′(0), . . . , ϕ(n−1)(0)).
Analogously, we obtain that
(24) ((−1)n − 1)ψ(n)(0) = S(ψ′(0), . . . ,ψ(n−1)(0)).
Now, assume that ϕ(i)(0) = ψ(i)(0) = αi, for i = 1, 2, . . . , 2`. From (23) and (24), taking
n = 2`+ 1, we get that
−2ϕ(2`+1)(0) = S(ϕ′(0), . . . , ϕ(2`)(0)) = S(α1, . . . , α2`) = −2ψ(2`+1)(0),
which concludes the proof. 
4.1. Proof of Theorem B. The proof of Theorem B follows directly from Proposition 4 by tak-
ing ϕ = ϕ+ and ψ = ϕ−.
5. LYAPUNOV COEFFICIENTS
Consider a Filippov vector field given in the canonical form (17). The main idea for deter-
mining the coefficients α±n ’s of the series (5) of the half-return maps ϕ± consists of building
functions µ+ (resp. µ−) that map a point (x0, 0) ∈ Σ into its image under the flow of Z+ (resp.
Z−) to a transversal section Σ⊥+ = {(x, y) ∈ U : x = 0, y > 0} (resp. Σ⊥− = {(x, y) ∈ U :
x = 0, y < 0}) as shown in Fig. 2. Then, the coefficients α+n ’s (resp. α−n ’s) can be computed
implicitly by comparing the series of both sides of the identity µ+(ϕ+(x0)) = µ+(x0) (resp.
µ−(ϕ−(x0)) = µ−(x0)).
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⇒ µ−(ϕ−(x0)) = µ−(x0)
⇒ µ+(ϕ+(x0)) = µ+(x0)
Σ Σ
Σ⊥+
Σ⊥−
µ+(x0)
µ−(x0)
x0
x0
ϕ+(x0)
ϕ−(x0)
FIGURE 2. Illustrations of the functions µ+ and µ−.
5.1. Preliminary Results. Denote by φ±(t, x0) = (x±(t, x0), y±(t, x0)) the solutions of
(x˙, y˙) = (±δ, a±x2k±−1 + x2k± f±(x) + yg±(x, y))
with initial condition φ±(0, x0) = (x±(0, x0), y±(0, x0)) = (x0, 0) ∈ Σ. Notice that x±(t, x0) =
x0 ± δt, so that x±(t, x0) = 0 if, and only if, t = ∓δx0. Accordingly, we define
(25) µ±(x0) = y±(∓δx0, x0).
As commented before, we compute the series of µ±(x0) around the origin:
µ±(x0) =
∞
∑
n=1
µ±n xn0 ,
where
µ±n =
µ±(n)(0)
n!
= ∑
i+j=n
(∓δ)i
(
n
i
)
∂ny±(0, 0)
∂ti∂xj0
=
1
n!
n
∑
i=1
(∓δ)i
(
n
i
)
∂n−i
∂xn−i0
(
∂iy±
∂ti
(0, 0)
)
.
In the last equality above, we are using that y±(0, x0) = 0 and, consequently,
∂ny±
∂xn0
(0, 0) = 0.
Now, denoting y±i (x) =
∂iy±
∂ti
(0, x), we get
µ±i =
1
i!
i
∑
j=1
(∓δ)j
(
i
j
)
(y±j )
(i−j)(0).
Notice that this last expression coincides with the one presented in (10).
From here, in order to prove Theorem C, we need to establish two preliminary technical
lemmas. The first lemma states that (8) provides a recursive formula for y±i (x), and the second
lemma establishes that the coefficients µ±i vanishes for i ≤ 2k± − 1. In their proofs and also
in the proof of Theorem C, we shall use some additional identities. Namely: the well-known
General Leibniz Rule for higher derivatives of product of functions
(26)
dl
dαl
(
g(α)h(α)
)
=
l
∑
k=0
(
l
k
)
g(l−k)(α)h(k)(α);
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and the following Multinomial Formula in terms of ordinary Bell polynomials (see [4])
(27)
(
∞
∑
j=1
αjxj
)n
=
∞
∑
i=n
Bˆi,n(α1, . . . , αi−n+1)xi,
where Bˆl,m denotes the ordinary Bell polynomials as defined in (11).
Lemma 5. The functions y±i (x), for i = 1, 2, . . . , are defined recurrently by (8).
Proof. First of all, notice that
∂y±
∂t
(t, x) =η±(x± δt, y±(t, x))
=a±(x± δt)2k±−1 + (x± δt)2k± f±(x± δt) + y±(t, x)g±(x± δt, y±(t, x)).
Then,
y±1 (x) =
∂y±
∂t
(0, x) = a±x2k
±−1 + x2k
±
f±(x),
which coincides with the initial condition for i = 1 of the recursive formula (8).
Now, denoting
(28) g±i (x) =
1
(i− 1)!
∂i−1
∂yi−1
g±(x, 0),
we get that
yg±(x, y) =
∞
∑
m=1
ymg±m(x).
Thus, for i ≥ 2,
∂iy±
∂ti
(t, x) =
∂i−1
∂ti−1
(
a±(x± δt)2k±+1 + (x± δt)2k± f±(x± δt) +
∞
∑
j=1
yj(t, x)g±j (x± δt)
)
=a± ∂
i−1
∂ti−1
(x± δt)2k±+1 + ∂
i−1
∂ti−1
(
(x± δt)2k± f±(x± δt)
)
+
∂i−1
∂ti−1
( ∞
∑
j=1
yj(t, x)g±j (x± δt)
)
.
Clearly,
(29)
∂i−1
∂ti−1
(x± δt)2k±+1
∣∣∣∣∣
t=0
=
(±δ)i−1
(2k± − 1)!
(2k± − i)! x
2k−i, if i ≤ 2k±,
0, if i > 2k±.
Now, using the Leibniz general rule (26), we get that
(30)
∂i−1
∂ti−1
(
(x± δt)2k± f±(x± δt)
)∣∣∣∣∣
t=0
=
(±δ)i−1
i−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−1−l)(x), if i ≤ 2k±,
(±δ)i−1
2k±−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−l−1)(x), if i > 2k±.
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and
(31)
∂i−1
∂ti−1
( ∞
∑
j=1
(y±(t, x))jg±j (x± δt)
)∣∣∣∣∣
t=0
=
∞
∑
j=1
i−1
∑
l=0
(
i− 1
l
)
(±δ)i−l−1 ∂
l
∂tl
(
y±(t, x)j
)∣∣∣∣∣
t=0
g±j
(i−l−1)
(x).
In addition, denoting Pj(y) = yj, we get from the Faa´ di Bruno’s Formula (21) that
(32)
∂l
∂tl
(y±(t, x)j)
∣∣∣∣∣
t=0
=
∂l
∂tl
Pj(y±(t, x))
∣∣∣∣∣
t=0
=
l
∑
m=1
P(m)j (0)Bl,m(y
±
1 (x), . . . , y
±
l−m+1(x))
=
0, if l < j,j!Bl,j(y±1 (x), . . . , y±l−j+1(x)), if l ≥ j.
Therefore, substituting (32) into (31) and taking (28) into account, we obtain
(33)
∂i−1
∂ti−1
( ∞
∑
j=1
(y±(t, x))jg±j (x± δt)
)∣∣∣∣∣
t=0
=
∞
∑
j=1
i−1
∑
l=j
(
i− 1
l
)
(±δ)i−l−1 j!Bl,j(y±1 (x), . . . , y±l−j+1(x))
1
(j− 1)!
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0)
=
i−1
∑
l=1
l
∑
j=1
j
(
i− 1
l
)
(±δ)i−l−1Bl,j(y±1 (x), . . . , y±l−j+1(x))
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0).
Finally, putting (29), (30), and (33) together we get the recursive formula (8) for y±i (x),
i ≥ 2. 
Lemma 6. The value µi vanishes for i = 1, . . . , 2k± − 1.
Proof. First of all, we proceed by induction in order to prove that
(34) y±i (x) = x
2k±−iR±i (x) for i ≤ 2k±,
where R±i (x) is a smooth function. For i = 1, (34) holds. Indeed,
y±1 (x) = a
±x2k
±−1 + x2k
±
f±(x) = x2k
±−1(a± + x f±(x)).
Now, let i ≤ 2k±. Recall that, from (8),
y±i (x) =a
±(±δ)i−1 (2k
± − 1)!
(2k± − i)! x
2k−i +
i−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−1−l)(x)
+
i−1
∑
l=1
l
∑
j=1
j
(
i− 1
l
)
(±δ)i−l−1Bl,j(y±1 (x), . . . , y±l−j+1(x))
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0).
Suppose that (34) holds for all s ≤ i − 1, that is, y±s (x) = x2k±−sRs(x). Then, taking into
account that Bl,j is a homogeneous polynomial of degree j with l − j + 1 variables, we have
that
i−1
∑
l=1
l
∑
j=1
j
(
s− 1
l
)
(±δ)s−l−1Bl,j(y±1 (x), . . . , y±l−j+1(x))
∂j+i−l−2g±
∂xi−l−1∂yj−1
(x, 0) = x2k
±−i+1T(x),
LYAPUNOV COEFFICIENTS FOR MONODROMIC TANGENTIAL SINGULARITIES 15
where T is a smooth function. Then,
y±i (x) =a
±(±δ)i−1 (2k
± − 1)!
(2k± − i)! x
2k±−i +
i−1
∑
l=0
(
i− 1
l
)
(2k±)!
(2k± − l)! x
2k±−l f±(i−1−l)(x) + x2k
±−i+1T(x)
=x2k
±−iR±i (x),
which implies that (34) holds for all i ≤ 2k±.
From (10) and (34), we conclude that
µ±i =
1
i!
i
∑
j=1
(±δ)j
(
i
j
)∂i−jy±j
∂xi−1
(0) =
1
i!
i
∑
j=1
(±δ)j
(
i
j
)
∂i−j
∂xi−1
(
x2k
±−jRj(x)
) ∣∣∣∣
x=0
= 0,
for i ≤ 2k± − 1. 
5.2. Proof of Theorem C. Suppose that Z± are analytic vector fields and assume that the
piecewise analytic Filippov vector field (3) has a (2k+, 2k−)-monodromic tangential singularity
at the origin, for positive integers k+ and k−. From the comments of Section 2, we know that
there exists a small neighborhood U ⊂ R2 of the origin such that (3) is equivalent to the
canonical form (17) through a time rescaling, where δ, a±, f±(x), and g±(x, y) are given by (4),
(6), and (7), respectively. In addition, since X±(x, y) 6= 0 for every (x, y) ∈ U, we get that the
functions f± and g± are analytic in a neighborhood of x = y = 0.
Now, working out the identity µ±(x0) = µ±(ϕ±(x0)), we obtain
(35)
∞
∑
n=1
µ±n xn0 =
∞
∑
n=1
µ±n (
∞
∑
j=1
α±j x
j
0)
n
=
∞
∑
n=1
µ±n
∞
∑
i=n
Bˆi,n(α±1 , . . . , α
±
i−n+1)x
i
0
=
∞
∑
n=1
∞
∑
i=n
µ±n Bˆi,n(α±1 , . . . , α
±
i−n+1)x
i
0.
In the second equality above, we are using the multinomial formula (27).
By comparing the coefficients of xi0 in both sides of equality (35) and taking Lemma 6 into
account, we conclude that
µ±i =
i
∑
j=2k±
µ±j Bˆi,j(α
±
1 , . . . , α
±
i−j+1), i ≥ 2k±.
Doing some computations, we have that
(36)
µ±i =µ
±
2k± Bˆi,2k±(α
±
1 , . . . , α
±
i−2k±+1) +
i
∑
j=2k±+1
µ±j Bˆi,j(α
±
1 , . . . , α
±
i−j+1)
=µ±2k± Bˆi,2k±(α
±
1 , . . . , α
±
i−2k± , 0) + µ
±
2k±α
±
1
2k±−1
α±i−2k±+12k
±
+
i
∑
j=2k±+1
µ±j Bˆi,n(α
±
1 , . . . , α
±
i−j+1).
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Therefore, isolating α±i−2k±+1 in (36), we get
(37) α±i−2k±+1 =
µ±i − µ2k± Bˆi,2k±
(
α±1 , . . . , α
±
i−2k± , 0
)− i∑
j=2k±+1
µj Bˆi,j
(
α±1 , . . . , α
±
i−j+1
)
α±1
2k±−12k±µ2k±
.
Finally, taking into account that α±1 = −1 and doing a change of the index in (37), we obtain
the recurrence (9) for α±i . This concludes the proof of Theorem C.
6. BIFURCATION OF LIMIT CYCLES
This section is devoted to the proofs of Theorems D and E, which are based on the Malgrange
Preparation Theorem (see [10]) and Implicit Function Theorem.
6.1. Proof of Theorem D. Let Zλ be a 1-parameter family of Filippov vector fields (3) hav-
ing a (2k+, 2k−)-monodromic tangential singularity at the origin for every λ in an interval I.
Let V2(λ), V3(λ), and V4(λ) be, respectively, the second, the third, and the forth Lyapunov
coefficients. Accordingly, the displacement function of Zλ around the origin writes
(38) ∆(x;λ) = V2(λ)x2 +V3(λ)x3 +V4(λ)x4 +O(x5) = x2Γ(x;λ)
where
(39) Γ(x;λ) = V2(λ) +V3(λ)x +V4(λ)x2 +O(x3).
By hypothesis, there exists λ0 ∈ I such that V2(λ0) = 0, V′2(λ0) = d 6= 0, and V4(λ0) = ` 6=
0. Thus,
Γ(0,λ0) = V2(λ0) = 0,
∂2Γ
∂x2
(0,λ0) = 2V4(λ0) 6= 0,
and, from Theorem B,
∂Γ
∂x
(0,λ0) = V3(λ0) = 0.
Therefore, as a consequence of the Malgrange Preparation Theorem (see [10]), there exists a
small neighborhood W ⊂ R2 of (0,λ0) and smooth functions c(x;λ), a0(λ), and a1(λ) such
that c(x,λ) 6= 0 and
(40) Γ(x;λ) = c(x,λ)(x2 + a1(λ)x + a0(λ)),
for every (x,λ) ∈W.
From (39) and (40) we obtain that
a0(λ) =
V2(λ)
c(0,λ)
and a1(λ) =
V3(λ)− ∂xc(0,λ)a0(λ)
c(0,λ)
.
Consequently, a0(λ0) = a1(λ0) = 0. In addition, one can see that
c(0,λ0) = V4(λ0) = ` and a′0(λ0) =
V′2(λ0)
c(0,λ0)
=
d
`
.
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Now, taking the hypothesis d`(λ− λ0) < 0 into account, we can easily compute the unique
positive root of (40) in W as
x∗ =−a1(λ) +
√
a1(λ)2 − 4a0(λ)
2
=
√
−V′2(λ0)(λ− λ0)
V4(λ0)
+O(λ− λ0)
=
√
−d(λ− λ0)
`
+O(λ− λ0).
Thus, there exists a unique limit cycle bifurcating from the origin which intersects the discon-
tinuity manifold for x > 0 at (x∗(λ), 0), which lies
√|λ− λ0|-close to the origin. Moreover,
the stability of such a limit cycle coincides with the stability of the monodromic singularity at
the origin for λ = λ0, that is, it is asymptotically stable (resp. unstable) provided that ` < 0
(resp. ` > 0). This information could also be obtained by computing the derivative of (38) at
x = x∗.
6.2. Proof of Theorem E. Let ZΛ be an n-parameter family of Filippov vector fields (3) hav-
ing a (2k+, 2k−)-monodromic tangential singularity at the origin for every Λ in an open set
U ⊂ Rn. Let Vi(Λ) be the i−th Lyapunov coefficient, for i = 1, 2 . . . , 2n + 2. Accordingly, the
displacement function of Zλ around the origin writes
∆(x;Λ) =
2n+2
∑
i=2
Vi(Λ)xi +O(x2n+3) = x2Γ(x;Λ),
where
(41) Γ(x;Λ) =
2n+2
∑
i=2
Vi(Λ)xi−2 +O(x2n+1).
Notice that
∂iΓ
∂xi
(0, ) = i!Vi+2(Λ0), for i = 0, . . . , 2n.
By hypothesis, there existsΛ0 ∈ U such that Vn(Λ0) = 0, det(DVn(Λ0)) 6= 0, and V2n+2(Λ0) 6=
0, where Vn = (V2, V4, . . . , V2n) : U → Rn. Thus,
∂2iΓ
∂x2i
(0,Λ0) = 0, for i = 1, . . . , n− 1, and ∂
2nΓ
∂x2n
(0,Λ0) = (2n)!V2n+2(Λ0) 6= 0.
In addition, from Theorem B,
∂2i+1Γ
∂x2i+1
(0,Λ0) = 0, for i = 1, . . . , n− 1.
Therefore, as a consequence of the Malgrange Preparation Theorem (see [10]), there exists a
small neighborhood W ⊂ R × Rn of (0,Λ0) and smooth functions c(x;Λ), and ai(Λ), for
i = 0, . . . , 2n− 1, such that c(x,Λ) 6= 0 and
(42) Γ(x;Λ) =c(x,Λ)(x2n + a2n−1(Λ)x2n−1 + · · ·+ a1(Λ)x + a0(Λ))
for every (x,Λ) ∈W.
From (41) and (42), we have that
i!Vi+2(Λ) =
∂iΓ
∂xi
(0,Λ) =
i
∑
j=0
(
i
j
)
∂i−jc(0,Λ)j!aj(Λ).
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Hence, denoting A(Λ) =
(
a0(Λ), . . . , a2n−1(Λ)
)
and V(Λ) =
(
2!V2(Λ), . . . , (2n− 1)!V2(Λ)
)
,
we see that
M(Λ)A(Λ) = V(Λ),
where M(Λ) is a lower triangular matrix with every entry in the diagonal given by c(0,Λ).
Therefore, M(Λ) is invertible for every Λ in a small neighborhood of Λ0 and
A(Λ) = M(Λ)−1V(Λ).
Consequently, A(Λ0) = (0, . . . , 0) and DA(Λ0) = M−1(Λ0)DV(Λ0). Thus, since by hypothe-
sis DVn(Λ0) is invertible, we conclude that DV(Λ0) and, consequently, DA(Λ0) are full rank
matrices, that is, rank(DV(Λ0)) = rank(DA(Λ0)) = n.
Now, for (x,Λ) ∈W, denote
P(x,Λ) =
Γ(x;Λ)
c(x,Λ)
= x2n + a2n−1(Λ)x2n−1 + · · ·+ a1(Λ)x + a0(Λ).
Let xi, i = 1, 2, . . . , n, be distinct n positive values and ε > 0. In what follows, we will con-
clude the proof of Theorem E by showing that for ε > 0 sufficiently small there exists Λ∗(ε)
sufficiently close to Λ0 such that
P(εxi,Λ∗(ε)) = 0, for i = 1, 2, . . . , n.
This will imply that ZΛ∗(ε) has n limit cycles bifurcating from the origin for ε > 0 sufficiently
small.
First, consider the system of equations
(43) P(εxi,Λ) = 0, for i = 1, 2, . . . , n,
which is equivalent to
(44) N(ε)A(Λ) = b(ε),
where
N(ε) =

1 εx1 . . . (εx1)2n−1
1 εx2 . . . (εx2)2n−1
...
...
. . .
...
1 εxn . . . (εxn)2n−1
 and b(ε) = −

(εx1)2n
(εx2)2n
...
(εxn)2n
 .
Notice that the matrix N(ε) is composed by two blocks, N(ε) =
(
T(ε) S(ε)
)
, where T(ε)
and S(ε) are square matrices given by
T(ε) =

1 εx1 . . . (εx1)n−1
1 εx2 . . . (εx2)n−1
...
...
. . .
...
1 εxn . . . (εxn)n−1
 and S(ε) =

(εx1)n . . . (εx1)2n−1
(εx1)n . . . (εx2)2n−1
...
. . .
...
(εx1)n . . . (εxn)2n−1
 .
Since T(ε) is a Vandermonde Matrix, we known that
det(T(ε)) = εn ∏
1≤i<j≤n
(xj − xi)
and, therefore, invertible for ε 6= 0. Thus, consider the smooth matrix-valued functions N˜(ε) =
T(ε)−1N(ε) and b˜(ε) = T(ε)−1b(ε) which, because of the factor εn in both S(ε) and b(ε), can
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be smoothly extended for ε = 0 as N˜(0) =
(
In 0n
)
and b˜(0) = 0. Now, define the function
F : Rn ×R→ Rn as
F(Λ, ε) = N˜(ε)A(Λ)− b˜(Λ).
Clearly, the systems of equations (43) and (44) are equivalent to F(Λ, ε) = 0. Notice that
F(Λ0, 0) = 0 and, since N˜(0) and DA(Λ0) are full rank matrices, we conclude that the square
matrix
∂F
∂Λ
(Λ0, 0) = N˜(0)DA(Λ0) has full rank and, therefore, is non-singular. Then, from the
implicit function theorem, we obtain for ε > 0 sufficiently small a smooth function Λ∗(ε) such
that Λ(0) = Λ0 and F(Λ∗(ε), ε) = 0 for ε > 0 sufficiently small. This concludes the proof of
Theorem E.
APPENDIX: ALGORITHMS
In this appendix, based on Theorem C, we present an implemented Mathematica algorithm
for computing the coefficients α+n and α−n of the series (5) of the half-return maps ϕ+ and ϕ−
and, consequently, the Lyapunov coefficients Vn’s.
In what follows, we are denoting k+ = kp, k− = kn, a+ = ap , a− = an, µ+ = µp, and
µ− = µn. In addition, yp0[i] and yp1[i] denote y+i , respectively, for i ≤ 2k+ and for i > 2k+.
Analogously, yn0[i] and yn1[i] denote y−i , respectively, for i ≤ 2k− and for i > 2k−.
In order to run the codes for computing the first N Lyapunov coefficients, we have to specify
the values for kp, kn, δ, and imax=N.
LISTING 1. Mathematica’s algorithm for computing y±i .
1 yp0[1] = ap xˆ(2 kp − 1) + xˆ(2 kp) fp[x]
2 yp0[ i ] := δˆ(i −1) (ap (2 kp − 1)!/(2 kp − i)! xˆ(2 kp − i) + Sum[Binomial[i − 1, l] (2 kp)!/(2 kp − l) ! x
ˆ(2 kp − l) D[fp[x ], {x, i − 1 − l}], { l , 0, i − 1}]) + Sum[Sum[j Binomial[i − 1, l] δˆ(i − l − 1)
BellY[ l , j ,Yp[l − j + 1, x ]] (D[D[gp[x, y ], {y, j − 1}], {x, i − 1 − l}] /. y −> 0), {j, 1, l }], { l ,
1, i − 1}]
3 yp1[ i ] := δˆ(i − 1) (Binomial[i − 1, 2 kp] (2 kp)! D[fp[x ], {x, i − 1 − 2 kp}] + Sum[Binomial[i − 1, l] (2
kp)!/(2 kp − l) ! xˆ(2 kp − l) D[fp[x ], {x, i − 1 − l}], { l , 0, 2 kp − 1}]) + Sum[Sum[j Binomial[i −
1, l] δˆ(i − l − 1) BellY[ l , j , Yp[l − j + 1,x ]] (D[D[gp[x, y ], {y, j − 1}], {x, i −1 − l}] /. y −> 0),
{j ,1, l }], { l , 1, i − 1}]
4 Yp[1] = {yp0[1]};
5 For[ i = 2, i <= 2 kp, i++, Yp[i] = Join[Yp[i − 1],{yp0[ i ]}];]
6 For[ i = 2 kp + 1, i <= 2 kp + imax, i++, Yp[i] = Join[Yp[i − 1], {yp1[ i ]}];]
7 For[ i = 1, i <= 2 kp + imax, i++, yp[i] = Yp[2 kp + imax][[i ]]]
8
9 yn0[1] = an xˆ(2 kn − 1) + xˆ(2 kn) fn[x]
10 yn0[ i ] := (−δ)ˆ(i − 1) (an (2 kn − 1)!/(2 kn − i)! xˆ(2 kn − i) + Sum[Binomial[i − 1, l] (2 kn)!/(2 kn − l)
! xˆ(2 kn − l) D[fn[x ], {x, i − 1 − l}], { l , 0, i − 1}]) + Sum[Sum[j Binomial[i − 1, l] (−δ)ˆ(i − 1 −
l) BellY[l , j , Yn[l − j + 1,x ]] (D[D[gn[x, y ], {y, j − 1}], {x, i − 1 − l}] /. y −> 0), {j ,1, l }], { l ,
1, i − 1}]
11 yn1[ i ] := (−δ)ˆ(i −1) (Binomial[i − 1, 2 kn] (2 kn)! D[fn[x ], {x, i − 1 − 2 kn}] + Sum[Binomial[i − 1, l]
(2 kn)!/(2 kn − l) ! xˆ(2 kn − l) D[fn[x ], {x, i − 1 − l}], { l , 0, 2 kn − 1}]) + Sum[Sum[j Binomial[i
− 1, l] (−δ)ˆ(i − 1 − l) BellY[l , j ,Yn[l − j + 1, x ]] (D[D[gn[x, y ], {y, j − 1}], {x, i − 1 − l}] /. y
−> 0), {j, 1, l }], { l , 1, i − 1}]
12 Yn[1] = {yn0[1, x ]};
13 For[ i = 2, i <= 2 kn, i++, Yn[i] = Join[Yn[i − 1], {yn0[ i ]}];]
14 For[ i = 2 kn + 1, i <= 2 kn + imax, i++, Yn[i] = Join[Yn[i − 1], {yn1[ i ]}];]
15 For[ i = 1, i <= 2 kn+ imax, i++, yn[i] = Yn[2 kn + imax][[i ]]]
LISTING 2. Mathematica’s algorithm for computing µ±n .
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1 µp[n ] := 1/n! Sum[(−δ)ˆj Binomial[n, j] D[yp[j, x ], {x, n − j}] /. x −> 0, {j, 1, n}]
2 µn[n ] := 1/n! Sum[δˆj Binomial[n, j] D[yn[j , x ], {x, n − j}] /.x −> 0, {j, 1, n}]
LISTING 3. Mathematica’s algorithm for computing α±n and Vn
1 αp[1] = −1;
2 Ap[1] = {αp[1]};
3 For[n = 2, n <= imax, n++, αp[n] = Factor[(µp[2 kp] (2 kp)!/(n + 2 kp − 1)! BellY[n + 2 kp − 1, 2 kp, Join[
Ap[n − 1], {0}]] + Sum[µp[i] i!/(n + 2 kp − 1)! BellY[n + 2 kp − 1, i, Ap[n + 2 kp − i ]], { i , 2 kp + 1,
n + 2 kp − 1}] − µp[ n + 2 kp − 1])/(2 kp µp[2 kp])]; Ap[n] = Join[Ap[n − 1], {n! αp[n]}];]
4
5 αn[1] = −1;
6 An[1] = {αn[1]};
7 For[n = 2, n <= imax, n++, αn[n] = Factor[(µn[2 kn] (2 kn)!/(n + 2 kn − 1)! BellY[n + 2 kn − 1, 2 kn, Join[
An[n − 1], {0}]] + Sum[µn[i] i!/(n + 2 kn − 1)! BellY[n + 2 kn − 1, i, An[n + 2 kn − i ]], { i , 2 kn + 1,
n + 2 kn − 1}] − µn[n + 2 kn − 1])/(2 kn µn[2 kn])]; An[n] = Join[An[n − 1], {n! αn[n]}];]
8
9 For[n = 1, n <= imax, j++, V[n] = δ(αp[n] − αn[n]);]
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