Normal ranges based on the distribution of single sampies from a large number of individuals reflect both intra-and interindividual variation. if the average ratio of these two sources of variation is small, then, assuming gaussian distributions, the conventional normal range will usually include a larger than expected proportion of an individual's distribution of values. When the average ratio exceeds 1.4, the normal range will include a proportion either larger or smaller than expected, depending on whether the individual's variability is less than or greater than average intra-individual variation. Investigation of multivariate normal regions in certain cases where calculations are feasible produced similar results. With these numerical guidelines, data from recent blood-chemistry studies indicate that conventional normal ranges are likely to be less sensitive than desired to significant changes in an individual's biochemical state. This analysis supports the continued development and use of cumulative (in time) systems for reporting laboratory test results for individuals. and provided a great deal of evidence for, the exis-
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larger than the average standard deviation. Figure 2 may be derived.
The range of r given by the 1st and 99th percentiles extends roughly from .6 r to 1.7 r. The number of standard deviation units between the normal limit and the i th individual's mean may be denoted by z. In these AST data, the average value of z came to 2.9, considerably greater than the In an earlier paper (4 ), estimates of r were derived and tabulated for a large number of blood constituents. The r-ratio was denoted by 5p'/G.
A similar ratio in which analitical variation was entirely eliminated was also tabulated under the notation Sp/5G. These ratios have been reprinted in 
Multivari#{224}te Normal Regions
The use of multivariate normal regions rather than univariate ranges has recently been proposed by Winkel et al. (13) and Grams et al. (9). Healy (14) has cautioned, however, that such multivariate regions may be misleading when they include variables affected by a particular abnormal process together with other variables that remain unaffected. The latter will act as "noise" variables and may obscure statistically (and perhaps clinically) significant changes Answers can be obtained, however, in a somewhat unrealistic but instructive special case that arises when certain conditions are placed on the parameters. The first step is to transform the elliptical normal range to a circle (or spheroid, if p > 2) with center at the origin (0, 0, . . . , 0). This is done by applying a set of p linear transformations to the p vanables. Applying these same transformations to an individual multivariate gaussian distribution will retain the general gaussian form but will change the means, standard deviations, and correlations of the vanables. In one special case, the original multivariate gaussian distribution in the i th subject will be re- When, in addition to these conditions, the individual's mean values of the variables are equal to their respective population means, then the individual's distribution (after applying the linear transformations) becomes centered at the origin, like the population-based normal region. Now the latter will be a circle or spheroid with radius equal to Xp,0.952)2, assuming a 95% normal region. However, the radius of the region that includes 95% of the individual's distnibution will be r1 [xp,o.952/(1 + r2 )jh/2. If r/(1 + 2 )1/2 less than unity, the conventional normal region will include more than the specified proportion of multivariate values in the i th individual's distribution. If r were .6 for all or almost all the vanables, this situation would be true of the large majority of individuals in the population sampled (as in the univariate problem). If r /( 1 + 2 )1/2 exceeds unity, the normal region will include less than the specified proportion of the individual's distribution. When r is relatively large (say, 1.4) for all or almost all the variables, this situation will exist in (slightly less than) half the sampled individuals and the converse in the other half.
When the individual's mean values do not coincide with those of the population as a whole, then his multivariate distribution (after the transformation) does not symmetrically overlay the normal region but is offset by the distance between individual and population means. Calculations in this case involve the non-central chi-square distribution function (15) .
For the same sets of r , and r-values, the normal region will include a smaller proportion of the i th mdividual's distribution when the latter is offset than when it is centered at the origin (see Appendix, Figure 4A and B ) . This implies that for a given value of r, the numerical size of the area (or volume) of the offset individual distribution that is included in the normal region may approximate more closely the specified probability for the population as a whole. For example, in the two-variable case, if r r 1 for both variables, an individual distribution offset by a distance (d"2) of 1.6 standard deviation units will have exactly 95% of its area within the standad 95% normal region ( Figure 4A less than unity,3 the probability of results below xu will, in the large majority of individuals, be greater than the expected 97.5%. When equation 1 is written with the lower limit XL in mind, and the algebra carried through, the resulting value of m.*, say m *(L)j, will be the negative of the rn* in equation For r > .6, the proportion of negative values of m* increases (see Figure 3 ) until at r 1. 4 , m* appears to be positive whenever r < r, and negative when r > r. This is not exactly true since the locus of points (r,r) for which m* 0 is a hyperbola, r2 -r2 = 1. Thus, when r 1.4, r will have to be slightly larger than r (about 1.2 r) in order that rn* 0.
The average value of z -that is, the average number of standard deviation units between an individual mean ij and the upper limit xU (or lower limit XL )-is given by the general formula:
When intra-individual variability is about the same for all persons, the term E (1/ri) becomes 1/r, and E 
