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Abstract 
This thesis investigates the classification of objects in infra-red images. The research forms part 
of a British Aerospace Systems and Equipment project into object detection and classification 
in thermal images for Automatic Target Recognition (ATR). Classification is a complex process, 
as object characteristics change with time and movement. Moreover, classifiers have generally 
been 'single-shot', that is, each instance of an object is considered in isolation. This thesis 
investigates the use of temporal and three-dimensional information within the context of the 
classification process to see if such an approach can improve performance. 
A survey of existing ATR systems and classification techniques is presented. Through this 
failure mechanisms for the existing system are identified and new techniques are proposed. 
Bayesian inference is successfully applied to an existing single shot classifier. The motivation 
for this is two-fold. Firstly, classification performance is improved by taking into account 
previous classification results when determining the class of the object. Secondly, the 
investigation identifies failings of the existing classifier (e.g. when an object turns, it is 
sometimes difficult to identify accurately due to changes in its signature). This reveals areas 
which required further investigation, in particular, the application and evaluation of a new 
classification technique for thermal images. 
The Feature Space Trajectory (FST) classifier overcomes many of the problems identified in the 
earlier experiments. Temporal information, specifically object poise, is included in the 
classification process. Information on the poise of the object not only assists classification but 
also tracking. Spurious changes in the poise of the object can be used to detect mis-
classification. The FST classifier has been tested on databases of synthetic and real-world 
targets. Results show that the FST classifier is a technique which can be applied successfully to 
infra-red images. 
A number of directions for future investigation of the FST classifier are discussed. These include 
integration into an ATR system and the use of adaptive feature extraction to improve 
classification rates. 
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Glossary 
ANN: Artificial Neural Network. 
ATR: Automatic Target Recognition. 
BASE: British Aerospace Systems and Equipment. 
Bounding Box: A rectangular area which defines an area, known as the region of interest, 
that may contain a potential target. 
Classification: The process of determining the class of an unknown object by comparing 
its features to known references. 
Feature: A descriptive or representative characteristic of an object. 
Field: An image consisting of alternate scan lines starting at 1 for the odd field 
and 2 for the even field. 
FLIR: Forward Looking Infra-Red. 
Frame: The complete image formed by interlacing the odd and even fields. 
FST: Feature Space Trajectory, the path that the features of an object form in 
feature space as that object rotates about an axis. 
Identification: The process of identifying Regions Of Interest within the scene. 
MILP: Multi-Layer Perceptron, a type of Artificial Neural Network. 
ROl: Region Of Interest, an area within the scene that may contain a potential 
target. 
Segmentation: The process of extracting the object contained in the region of interest 




This chapter discusses the basic concepts of image processing and introduces the varied range 
of applications where it is applied. It moves on to Automatic Target Recognition in general with 
an emphasis on classification techniques. The background to the project is discussed and the 
aims of the project highlighted. Finally an overview of the structure of the thesis is presented. 
1.1 Image Processing and Automatic Target Recognition 
Image processing is the general term applied to the manipulation of images using signal 
processing techniques. During the past two decades the field of image processing and its 
applications have increased dramatically. This is a direct result of the availability of computer 
hardware powerful enough to handle the volume of data and algorithmic complexity required. 
There are a variety of reasons why image processing is required. It can be used to automate 
repetitive and monotonous tasks, such as traffic monitoring, as an aid to a human operator, for 
example, image enhancement in medical images, or to reduce the risk of error through fatigue. 
In places such as space, the deep ocean and nuclear facilities the environment may be too hostile 
for a human to work effectively or at all. In these situations remote sensing and analysis can 
sometimes be applied. 
Images can be formed using a range of different sensors. The sensors may use visible or near 
visible light, for example, still cameras, scanners, video and infra-red cameras. Alternatively the 
images may be a visualisation of more abstract information, such as Magnetic Resonance 
Imaging (NMI) and Computer Tomography (CT) used in medical diagnosis, radar images, 
chemical composition maps and laser range images. If a meaningful two-dimensional 
representation of the data can be formed then image processing techniques can be applied. 
The image itself may be a single still image or form part of a sequence; the sequence can contain 
moving or static objects. Sequences of images can be treated as a series of individual stills or 
may be considered in relation to other images in the sequence. When frames are processed in 
sequences this is known as temporal processing. 
1 
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The range of applications where image processing techniques are used is wide and varied. A few 
applications, in no particular order, are given below: 
• 	Image compression, including video conferencing (11261), MPEG and fractal 
compression. 
• 	Traffic monitoring and number plate recognition. 
• Remote crop and land use monitoring for environmental assessment and agreement 
enforcement. 
• 	Astronomy for the processing and analysis of images from radio and optical telescopes. 
• Meteorological applications include temperature, humidity and cloud formation 
monitoring. 
• 	Automatic target recognition. Detection, tracking and classification of potential threats 
in a military environment. 
• 	Fingerprint recognition for security and identification purposes. 
• Handwriting recognition as a part of the human computer interface. 
• 	Surveillance applications such as vehicle tracking from helicopters. 
• Intruder detection. 
• 	Medical diagnosis including NMI and CT imaging. 
This thesis concentrates on the area of Automatic Target Recognition (ATR) and specifically the 
classification of objects identified with images. ATR is the general name given to detecting, 
tracking and in some cases classifying an object of interest within a scene. Detection is the 
process of identifying regions of interest within the image that may contains potential threats or 
targets. Once a region has been detected it may be followed around the scene as it moves, this 
is known as tracking, and provides information on the movement of a target and allows a weapon 
to be trained on the target. Whether the weapon is fired is usually determined by a human 
operator. A simplistic overview of an ATR system is given in Figure 1-1. 
Image 	 Object 
Image Source H Enhancement 	Detecnri j.......i Evaluation 	 Action 
Figure 1-1 - Model of a simplistic ATR system 
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Over recent years, for several reasons, research has focussed on attempting to classify objects in 
the scene. Classification is achieved by extracting a set of descriptive features from the object 
and attempting to match them against a series of example images or models of objects. The 
extracted features are generally representative of the object and not descriptive. A range of 
difference classifiers have been developed and are based on statistical, artificial intelligence or 
neural network techniques. 
Classification is intended to reduce the workload of the operator by providing additional, useful, 
information about the object identified in the scene. Instead of the operator deciding which 
objects are a threat the computer assesses the situation. Obviously there are huge issues of 
accuracy, safety, reliability and robustness to be considered. Moreover, weapons systems are 
becoming ever faster. Warships have about four seconds from detection to impact of an 
incoming missile. This speed of operation and situation assessment is beyond what a human 
operator can cope with and in these situations the operator has the ability only to halt 
countermeasures being taken. A similar situation occurs with aircraft where recent incoming 
missiles have a flight time of approximately ten seconds between detection and impact. 
Source images for an ATR system can be generated by a variety of techniques. They may be a 
video sequence from a visible light or infra-red camera, or a representation from a synthetic 
aperture or millimetre wave radar system. The overall principle is generally the same, objects 
of interest need to be detected, tracked and classified. 
One of the main functions of the ATR system is to detect potential targets within the scene. If 
the object is not detected, it cannot be classified or tracked, and the user will not be alerted to its 
presence. However, if the detection algorithm is too 'eager', then false objects will be detected 
that are of no interest. There is a tradeoff between the probability of detection and the probability 
of a false alarm. The balance point is application specific. In a military environment, every 
object of interest is a potential target and may be deadly, whereas in civilian applications the 
objects of interest are more innocuous. 
1.2 Scope of the Thesis 
This research project was one of three overlapping projects sponsored by British Aerospace 
Systems and Equipment (BASE) in the department of Electrical Engineering at the University 
of Edinburgh. The aim of these projects was to investigate novel techniques for use in ATR 
systems and cover a wide range of ATR functions. The projects were split into three distinct 
areas outlined below, however, it is important to note that there is some degree of overlap 
between them. 
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• 	Single shot classification: Improvement of classification accuracy for objects 
detected in infra-red images on an individual frame basis'. 
• 	Segmentation: 	 Enhanced detection and segmentation of objects in the 
images with reduced false alarm rates 2 . 
• 	Temporal classification: 	Improved classification of objects through the use of 
temporal and three-dimensional information. 
This thesis presents the research work for the temporal classification project. The existing BASE 
system incorporated an experimental classification stage based on statistical feature extraction 
and an multi-layer perceptron neural network. Classification was performed on a frame-by-frame 
basis, that is, the objects on each frame were considered in isolation to those on other frames. 
It was felt that by incorporating some sort of temporal information into the classification system 
and overall increase in classification performance could be effected. 
For this project an existing BASE ATR systems was used as a reference. It was the intention that 
the techniques developed by the research projects could be successfully integrated into this 
system. Therefore it was necessary to consider the impact of other modules in the BASE system 
on classification performance. This may appear to limit the scope of the research but in practice 
was not an issue. 
1.3 Project Aims 
The aim of this project was the thesis that "Temporal and three-dimensional information can 
enhance the performance of classifiers for ATR in thermal images". The project can be 
divided into several detailed stages. These are listed below: 
• 	Highlight failure mechanisms with the existing BASE classifier 
There are a number of deficiencies associated with the existing BASE classification 
system. Some can be attributed to segmentation problems and others result from the 
operation of the classifier itself. 
• 	Creation of a practical solution 
Any replacement classifier should be a practical solution. It should be straightforward 
to implement, easy to train and be rapid in operation. BASE ATR systems are 
implemented as embedded custom solutions so there is the issue of storage requirements 
and algorithmic complexity. 
Investigated by Mike Smart. 
2  Investigated by Richard Reavy. 
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• 	Ease of integration 
As discussed above it is intended that the new classification stage should be integrated 
into the existing BASE system. 
• 	Development of system architecture 
It is possible for the classifier to have an impact on, and be affected, by the operation of 
other modules in the BASE system. It may be deemed necessary for the classifier only 
to consider objects identified by the tracker or conversely classification results may 
feedback into the segmentation and tracking processes. 
• 	Distortion invariance 
The classifier should be able to handle changes in the size, position and rotation of the 
object. 
• 	Identify failure mechanisms with the new classifier 
The new classification stage will fail under certain conditions. These should be identified 
and discussed. 
1.4 Impact Areas 
The nature of the subject area of this thesis means there is a lack of published information. 
Detailed and critical documents of the techniques employed for ATR are often designated as 
commercial in confidence, restricted or secret. Although this is true with all commercial research 
the unavailability of information is more pronounced with products relating to the defence 
industry. Moreover, published research results for classification performance using thermal 
targets are scarce. This can make it difficult to evaluate the impact of the results with respect to 
the subject area as a whole. 
This thesis focuses on temporal and three-dimensional classification of objects in infra-red 
images. A relatively new type of classification technique, the Feature Space Trajectory classifier, 
has been applied to new image databases of synthetic and real vehicles. The generation of a 
synthetic object database permitted full control of the aspect view of the vehicles and a detailed 
investigation into the properties of the feature set as the test vehicles move around. The classifier 
has been shown to work with both databases and is able to generate both classification and poise 
information from the objects. 
The thesis concludes with a study of the issues in implementing the classifier within an existing 
ATR system. Amendments to the system architecture are proposed to incorporate the poise 
information into the object tracking process. In addition a possible hardware realisation is 
discussed. From this work a number of areas of future research have been identified. 
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The results and techniques described in this thesis need not necessarily be applied in this narrow 
domain. For example, within image processing, radar and visual image classification could also 
benefit from these techniques. The Feature Space Trajectory classifier can be applied to any 
image that undergoes a systematic distortion. Moreover, the techniques can be applied to similar 
areas where a two-dimensional representation of a signal can be formed. By encoding temporal 
information along with classification data, the classifier can be used to in speech processing and 
to track deterioration within a condition monitoring application. For example in the degradation 
of the condition of a patient. 
1.5 Thesis Plan 
This thesis presents the research work conducted during a three year study into temporal 
classification techniques for Automatic Target Recognition. Two approaches to temporal 
classification are investigated. Firstly, a statistical post processing stage is applied to the existing 
classification stage as a technique for handling sporadic classification errors. Secondly, a new 
type of classifier is investigated that can provide rotational information about the object with the 
aim of improving classification, segmentation and tracking. The work is presented in 
chronological order and a description of each chapter is given below. 
Chapter two presents a general overview of image processing for automatic target recognition 
systems with a review of the important image processing techniques. One of the British 
Aerospace image processing systems is used to illustrate some of the techniques used. 
Shortcomings of this system are highlighted and possible improvements discussed. This 
investigation formulates the focus for the research reported in this thesis. The chapter concludes 
with a discussion of the image processing tools and data available. 
The third chapter describes work on improving classification accuracy by using a Bayesian 
inference post-processing module with the existing classifier. A description of the technique is 
given and its relevance to target recognition problems is discussed. The specification and 
creation of a new sequence database suitable for testing this technique is detailed. Results using 
the new database are presented and discussed. 
Chapter four presents, in detail, the Feature Space Trajectory classifier. The work on this 
classifier forms a substantial part of this thesis. The classifier is compared to other classification 
techniques and two possible implementations are discussed. For testing and evaluating of the 
classifier a five object synthetic target database is described. Two suitable feature sets are 
discussed and one, based on Gabor wavelets, is used in a number of experiments to evaluate 
classification performance, using the synthetic database and is also used to determine how the 
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features respond to out-of plane rotation of the targets. Finally conclusions have been drawn 
about the suitability of the FST classifier for ATR. 
In chapter five the Feature Space Trajectory classifier is applied to a new database of real 
vehicles. The specification and collation of the new database is described. Segmentation 
problems with the new images are discussed and suitable solutions applied. Technical limitations 
of the infra-red camera used are also outlined. Finally results for classification performance, 
poise accuracy and the performance metrics are presented and discussed. 
Chapter six presents a discussion of some of the issues involved in integrating the FST classifier 
into an existing ATR system. A new system architecture, intended as a starting point for future 
development of the FST classifier within an ATR environment, is been presented. Possible 
modifications to the existing tracking algorithms are described. The impact of segmentation 
errors on classification and tracking performance is discussed using illustrations from the 
seascape image database. In addition, the adaptability of the classifier to other datasets and 
applications is discussed. 
The final chapter, chapter seven, discusses and summarises the work presented in this thesis. A 
number of future areas of research are suggested for the further evaluation and development of 
the FST classifier. Final conclusions are drawn about the suitability of the FST classifier for use 
in an ATR environment. 
1.6 Summary 
This chapter has introduced image processing and the wide range of applications where is it 
applied. An outline of automatic target recognition systems along with the background to the 
project has been given. From these discussions a list of project aims has been formed. An 
overview of the structure of the thesis has been presented and the areas of contribution have been 
highlighted. 
Chapter 2 
Automatic Target Recognition 
This chapter presents a general overview of image processing for automatic target recognition 
systems. A review of the important image processing techniques is presented. One of the British 
Aerospace image processing systems is used to illustrate some of the techniques. Shortcomings 
of this system are highlighted and possible improvements discussed. This formulates the focus 
for the research reported in this thesis. The chapter concludes with a discussion of image 
processing tools and data available. 
2.1 Overview 
Automatic Target Recognition (ATR) is the process of detecting, classifying and in some cases 
tracking an object of interest within a scene [RCM95]. This is a task humans often perform with 
little difficulty, however, there are limitations. The environment may be hostile, speed of 
operation too rapid or there may be a large risk of error through fatigue. For these and other 
reasons automation is needed. However, ATR is a difficult problem and there are issues of 
robustness and reliability. 
The source material for an ATR system can be a video image from a visible light or an infra-red 
camera, or a representation from a radar system; the overall principle is the same. The image 
may be part of a sequence or a single still image and the camera may be moving or stationary. 
Over the past two decades, the use of computers for Automatic Target Recognition has increased 
dramatically. This is a direct result of the availability of computer hardware powerful enough 
to handle the volumes of data and algorithmic complexity required for image processing systems. 
Most image processing systems follow a standard sequential form, as shown in Figure 2-1. 
Scone
Image 	H Detection and 	 Feature Enhancement 	Segmentation Extraction H Classification  H 	Cla Object ssification 
Figure 2-1 - General image processing system for ATR 
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For the images considered in this study, a scene is composed of three components: 
• 	Objects: 	 These are the items of interest in the scene. They usually have 
different characteristics or signatures that distinguishes them from 
the background. 
• 	Background: 	The background of the scene which is of little or no interest to the 
classifier or tracker. 
• 	Clutter: 	 Parts of the background that have a similar signature to objects of 
interest. These are erroneously identified by the segmenter and be 
classified wrongly generating a false alarm. Such clutter can be 
continuous or transient in nature. 
The main aim of the system is to detect objects of interest, or potential targets, within the scene. 
If the object is not detected, it cannot be classified or tracked, and the user will not be alerted to 
its presence. However, if the detection algorithm is too 'eager', then false objects will be 
detected that are of no interest. In ATR systems there is a tradeoff between the probability of 
detection, P D, and the probability of a false alarm, P r.A .What is an acceptable compromise 
depends on the application. In a military environment, every object of interest is a potential 
target and may be deadly, whereas in civilian applications the objects of interest are more 
innocuous. Image enhancement, detection and segmentation are used to highlight and identify 
objects of interest. 
The next stage in the ATR process is to classify the object. Classification is generally achieved 
by extracting a set of descriptive features from the object and using them for classification. The 
features should be representative of the object, but are not usually descriptive. For example, 
when classifying types of vehicles such as cars, vans and lorries, it is not necessary to consider 
the detail or decal on the vehicle, only the gross outline and a sense of proportion is required. 
Classification can be performed using statistical, artificial intelligence or neural techniques. 
Due to the nature of ATR systems there is a distinct lack of detailed published information. Most 
public papers and articles are superficial and lack meaningful results. However there are a 
number of papers that are provide a good introduction to the subject along with comprehensive 
references including [ZGP94] and [CN95]. In addition, there are also techniques for related 
civilian application, including industrial inspection, and some of these are detailed in [Par96]. 
The following sections detail the various techniques involved in image processing and uses a 
British Aerospace ATR system to illustrate how the modules fit together to form an overall 
system. This system is known as the 'BASE' ATR system. One of the objectives of this research 
project was to improve the performance of this system. 
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2.2 Target Acquisition and Tracking Systems 
Most image processing systems are based on a number of functional modules. The BASE system 
[Moy86] is no different in its broad approach than other systems, and hence has been chosen to 
illustrate some of the processes and techniques used. Figure 2-2 shows a simplistic outline of 
the BASE ATR system. The model has been simplified to enhance clarity. Each of the functional 
blocks solves a different aspect of the ATR problem. An overview of each module is given 
below. 
Visualisation Fire Control 
Figure 2-2 - The BASE ATR system 
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• 	Image Source: 	 Provides the input image or video signal for the system. 
In this application the image is from an 8-12jm infra-red 
camera. 
• 	Image Enhancement: 	Enhancement of the scene to improve the detection rate of 
potential targets and to aid segmentation. 
• 	Segmentation: 	 Identification and extraction of regions of interest from 
the scene. These regions contain potential targets. 
• 	Tracker: 	 Tracks the movement of objects around the scene and 
provides kinematic information about their motion. 
• 	Classifier: 	 Attempts to classify the objects identified in the scene. 
• Visualisation: Provides visual feedback of the analysed scene to the user. 
• 	Fire Control: 	 By using information from the tracker and classifier an 
armament can be tracked on the target. 
Object detection and segmentation is the process of identifying and extracting regions of interest 
from the source scene for further processing. For detection to be possible, the object should 
possess characteristics that distinguish it from its background. This can range from differences 
in brightness or colour in visible light images to a different thermal signature in infra-red images. 
How easy this is depends on the sensor as well as the target and background. Sensor selection 
is summarised in the next section. 
2.2.1 Image Source 
There are various sensors which can be used as the image or video source for an image 
processing system. The choice of sensor is application specific and depends on a variety of 
criteria including: cost, environment, range, resolution, time of operation (day, night or twilight) 
and passivity. An overview of some of the sensors available is given in Table 2-1 and [RCM95]. 
It may be advantageous to combine two or more sensors, such as an infra-red and visible light 
camera or an infra-red camera and laser range finder. The former is used when a target can be 
located using its infra-red signature and identified by its colouration; the latter where range 
information, and hence size, may aid classification. Sensor outputs may be combined using 
multi-sensor data fusion [Blo94]. 
A 8-12im infra-red camera was used as the image source for this application. This was chosen 
for several reasons: potential targets are thermal emitters in comparison to the background (the 
gearbox and caterpillar tracks on a tank or the engines of an aircraft), infra-red also has the ability 
for all weather 24 hour operation and is able to penetrate aerosols, such as smoke, dust and fog. 
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Standard Visible Light High Wide Low No No No Yes Yes 
Camera  
Forward Looking Infra- Med Wide High Yes Yes Yes Yes Yes 
Red (FLIR)  ____ ____ ____ ____ 
Synthetic Aperture MeW Wide High Yes Yes Yes No No 
Radar (SAR) High  
Millimetre Wave Radar High Wide Med Yes Yes Yes No Yes 
(MMWR)  
Table 2-1 - Comparison of different ATR sensors 
The choice of infra-red wavelength is largely dependent on locale. Thermal imagers operating 
in the 8-12im wave-band are used in locations similar to the North Atlantic where a higher 
temperature difference exists between the target and background. 3-511m wave-band imagers 
perform poorly in cold climates at determining temperature differences. They are, however, very 
good in high humidity conditions, such as the Indian Ocean, where they have a larger range than 
visible light cameras and 8-12tm thermal cameras. The image from the shorter wavelength 
camera also bears more similarity to a standard television picture so the viewer is able to interpret 
the scene more easily. 
The camera used for this application was the Iris 15/5 manufactured by Nanoquest. It is 
constructed from five main modules: SPRITE  detector, detector optics, cooler, scanner and 
sensor electronics. The SPRITE infra-red detector is an array of eight separate detector elements. 
The element is scanned by a 9-sided polygon mirror scanner wheel for the horizontal scan 
process and a galvanometer scanner for the vertical scan. Figure 2-3 shows the optical 
Signal PRocessing Inside The Element 





Figure 2-3 - Optical configuration of the JR camera 
(Source: Nanoquest Isis 15/5 technical data manual) 
configuration of the camera. The detector is cooled to a temperature of -190°C using a Linear 
Drive Stirling Cooler. The SPRITE detector is digitally sampled and a standard composite video 
signal is generated by the sensor electronics. 
2.2.2 Image Enhancement 
It is often necessary to improve the image obtained from the video source. The image may be 
too dark, bright, noisy, incorrectly biased or have poor contrast. It may be desirable to improve 
certain aspects of the image, such as edge definition of the objects. Image enhancement 
techniques for monochrome images [SHB93] fall into two categories: grey-scale manipulation 
and spatial filtering. 
Grey-scale manipulation deals with point-to-point intensity mapping, that is, adjusting the pixel 
grey level values according to a transfer function. The transfer function is usually implemented 
as a lookup table. Often this process increases the grey level difference between the object and 
its background. Histogram equalisation [GW87] is also commonly used; the grey values in the 
entire image are adjusted so that they have a uniform distribution. A variation of this technique 
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is local histogram equalisation, which serves to enhance detail over small regions of the image. 
The grey-scale distribution is calculated for the local, arbitrarily chosen, area around the pixel 
and the pixel intensity is modified to give a uniform distribution. 
Filtering techniques consider neighbouring pixels to calculate the grey values of the output 
image. The quantity of noise or other small fluctuations in an image can be reduced by using a 
linear smoothing filter. The filter is implemented by scanning a kernel, such as the one in Figure 
2-4, over the source image. Although very effective in certain applications, smoothing does blur 
object edges. Another solution is to use the non-linear median filter. Each point on the image 
is replaced by the median value of the pixels in its neighbourhood. The size of the 
neighbourhood is arbitrarily chosen. The median filter preserves object edges and so it can be 
used iteratively. However, it can damage fine detail in the image, such as thin lines and sharp 
corners, though this can be minimised by modifying the shape of the neighbourhood used. 
111 
1 
1 1 1 
111 
Figure 2-4 - 3-by-3 Pixel smoothing filter 
One of the main sources of image degradation is attenuation and scattering introduced by the 
effects of aerosols such as fog and haze [Cao92]. This can be especially problematic with 8-
I 2im infra-red imagery. Radiation is absorbed by aerosols and scattered back towards the 
sensor. The total radiation incident on the sensor is the sum of the radiation from the scene and 
the unwanted interference. Since the amount of scattering is a function of the distance to the 
scene it is possible to generate a parametric model of the scattered radiation [LPG92]. The 
original image is improved by simply subtracting the scattered radiation. This technique has been 
shown to work in both the visible [0SH96, 0S98] and infra-red spectrum [Pri96]. Work is on-
going at British Aerospace to evaluate the technique further [EHG98, Hun98]. 
2.2.3 Object Detection and Segmentation 
Object detection and segmentation is the process of identifying and extracting regions of interest 
from the source scene for further processing. For detection to be possible, the object should 
possess characteristics that distinguish it from its background. In the case of infra-red images 
this is a strong thermal signature emitted by the object, for example, from an engine in the 
vehicle or craft. 
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Object detection has be achieved using a variety of techniques [WGS96], including gradient or 
edge detection [QH96], thresholding [Par96, WJR96] and threshold evaluation techniques 
[WR78], optical flow [SB95], neural network based approaches [Rea95, RM97, KL971, 
morphological operations [GA95] such as wavelet transforms [KKM97, LHR96, WC95] and 
hybrid methods [CS94]. The BASE system uses a combination of the Sobel gradient [GW92, 
Rus90] filter and various morphological filters for detection. Figure 2-5 shows the BASE 
detection and segmentation system. 






Figure 2-5 - BASE object detection and segmentation block diagram 
The Sobel filter is used to detect edges in the image; that is, areas within the image where there 
are strong discontinuities and possibly object boundaries. The filter computes the magnitude of 
the gradient of the input image by scanning two Sobel operators or kernels over the image. The 
kernels are shown in Figure 2-6, S, calculates the horizontal component and S,, calculates the 
vertical component. The magnitude of the gradient is calculated using Equation 2-1 and forms 
an edge-map of the scene. 
(Eq 2-1) G, = 	+ S) 
—101 121 
S= -2 02 S,= 0 0 0 
—1 0 1 —1 —2 —1 
Figure 2-6 - Sobel operators 
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A frequency distribution histogram of the strength of the edges is formed from the edge map. 
Each bin in the histogram represents a pixel intensity value. A suitable threshold is chosen and 
the pixels above this limit are set to 1 ('on'); all other pixels are set to 0 ('off'). This crude, but 
highly effective, process creates a binary version of the edge map. 
Under certain conditions this technique fails. Part of the background, such as the border 
between a road surface and the verge, can be identified erroneously. An effective solution is to 
process the original image further using line mean removal. Here, the mean value of each pixel 
line on the image is calculated and then this is subtracted from each pixel in the line. The process 
is repeated for all the lines in the image. A binary edge map is formed by taking the logical AND 
of the line mean removal image and the Sobel edge image. This technique is useful is handling 
more complicated scenes and has been implemented in various BASE systems. 
The next stage in the segmentation process is to attempt to identify structures within the edge 
map. In this application we are looking for pixels that can be grouped together as a potential 
targets. These groups of pixels are subsequently passed to the tracking and classification 
modules. Association of pixels into groups is achieved using an 'edge-walking' algorithm. 
The edge-walker scans the edge map from left to right, top to bottom until an 'on' pixel (i.e. a 
pixel with a value of 1) is found. This is considered to be the upper left limit of the potential 
target. The algorithm scans along the line until an 'off' pixel is located. The search direction is 
rotated clockwise in 90° steps until another 'on' pixel is found, and the search continues in that 
direction until another 'off' pixel is found, when the direction rotates again. This process is 
repeated until the algorithm walks around the object and returns to the starting pixel. Each time 
a pixel is 'walked' it is stored in a tag map for use by a later stage. Figure 2-7 shows a graphical 
example of the edge walking process. 
By keeping a record of the limits of the edge-walked object a bounding box around the object can 
be formed. The bounding box is the most narrow and short quadrilateral that can completely 
contain the pixel group. Bounding boxes are used extensively by the tracking algorithm to track 
objects around the scene and to segment objects from the scene background. 
Once each bounding box has been identified it is filtered by size and aspect ratio. Objects that 
are considered to be too thin or squat, or those that are too large to be targets are discarded. If 
the segmentation of a scene is poor, then filtering may remove potential targets. For the image 
databases available, filtering tended to remove large areas of scene background mistakenly 
identified as objects by the edge-walk algorithm. 
The penultimate stage of the segmentation process is to fill in the tag map generated by the edge- 




Figure 2-7 - Edge-walk of a simple object 
walker. This is achieved by taking the filtered list of bounding boxes to identify the object 
within the tag map and then 'filling in' between the leftmost and rightmost pixels within the 
bounding box on each line. The result of this exercise is to create a binary mask that can be used 
to extract the object from the scene without any of the background. Figure 2-8 shows how the 
binary mask is created. 
Figure 2-8 - Creation of a binary mask from the tag map data 
Finally, the object is extracted from the grey-scale image. The bounding boxes are used to 
identify the regions of interest and individual pixels with the regions are identified by the binary 
mask. This allows the object not only to be extracted from the scene as a whole, but also its local 
Automatic Target Recognition 	 18 
background. This type of segmentation technique is invariant to distortions of the target, such 
as changes in rotation or scale. As long as the target has a different signature from its 
background it will be detected and segmented. At this stage in the system potential targets 
contained in a scene have been identified and extracted; this information is now passed to the 
tracking and classification stages. 
2.2.4 Tracking 
Essentially, the function of a tracker is to follow objects of interest around the scene. By the use 
of tracking, moving objects in the scene can be highlighted and their future positions intelligently 
estimated. There are many applications for tracking techniques, including air traffic control, 
maritime traffic, environmental - clouds, icebergs and animals, surveillance, and command and 
control in a military environment. Regardless of the application, the basic requirement of a 
tracking system is to maintain lock on existing targets and form tracks on new targets. 
The precise operation of the tracker is system dependent and may include the ability to track 
multiple targets, to provide clutter resistance and to combine data from multiple sensors, such 
as infra-red video and laser range detection. Targets may be slow moving or stationary, for 
example in long-range surveillance, or be highly agile, such as combat aircraft or missiles. The 
degree of human interaction required is highly application dependent. In the field of air traffic 
control, the object tracks are constantly monitored, whereas for missile to missile defence 
systems a human operator is unable to function quickly enough. 
It is important that the tracking system can be relied on. During the Falklands conflict, the 
Argentine ship General Belgrano was sunk by HMS Conqueror. Although the Tigerfish torpedos 
were available to the Conquerors captain, a decision was made not to use them as the tracking 
system was consider to be unreliable. The Tigerfish was considered to have the most advanced 
target acquisition and tracking system for a torpedo at that time. Instead, a more traditional 
torpedo was used, based on technology dating back to the 1950s. 
Tracking algorithms follow an object by utilising properties such as brightness, colour, texture, 
shape, trajectory and range. Tracking objects in clutter [ZB93] and low-contrast conditions 
[BR94] can be problematic. There are a variety of different implementations of tracking systems 
[GS98]. The Kalman filter [Kal60, Mut981 is commonly used. This provides an efficient 
solution of the least-squares method and supports estimation of past, present and future states of 
the parameters of the tracking model. A precise model of the system is not required. The 
Kalman filter can incorporate the effects of noise and provides an estimate of the system error 
at each iteration. The parameters of the model can be altered to minimise the error. For systems 
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with a non-linear model the extended Kalman filter can be used to make the system linear. 
For tracking objects in substantial clutter the Condensation' algorithm has been shown to be very 
effective [1B96]. The outlines and features of objects are represented as curves and are tracked 
by applying probabilistic models of the objects shape and motion. The algorithm has been 
extended by Xerox Palo Alto Research Centre for use in human-computer interfaces [BJ98]. 
Correlation matching or classification tracking uses a template object, taken from the first scene 
or an image database, to find the next instance of the object. Combining the classification and 
tracking functions can improve the overall system performance [Law88]. 
For video images containing moving objects, simple, non-robust, tracking can be implemented 
by using the difference between consecutive frames [ZGP94]. This technique is not very tolerant 
of clutter and does not perform well with multiple objects; it also requires that the camera is kept 
stationary and assumes the scene background remains stationary. 
The BASE Tracker 
The BASE tracker uses the list of bounding boxes generated by the segmentation algorithm 
described in §2.1.3. The heart of the tracking algorithm is the track table. This consists of a list 
of targets against their track positions. Initially the track table is empty, so each object from the 
segmenter is allocated a sequential track number and entered in the table with its position. For 
the first iteration of the tracking loop, the previous position of the object in the scene is 
considered to be the actual position. The information in the track table is then passed to the track 
prediction model. This attempts to estimate the next position of each object using an alpha-beta 
[Lef8 1] filter. During the first iteration, the object has not moved between the first two frames, 
so its predicted position will be identical. The estimated track positions are entered back into the 
track table. 
When the next scene is segmented an attempt is made to match the objects against the track table 
using a similarity metric. The metric is a function of difference in position and size of the object 
from each entry in the track table. The most likely match is considered to be the lowest value of 
the metric (below a chosen limit). If the object cannot be matched then a new entry is made in 
the track table. 
A confidence value is stored with each object. Each time the object is identified on the scene the 
value is increased, and when the object is not present, it is decreased. Tracked objects are not 
Conditional Density Propagation over time 
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displayed until the confidence level has reached a given threshold. If an object is not visible for 
a given number of scenes it is deleted from the track table. 
Object identification, position predication and matching continues throughout the tracking 
process 
2.2.5 Classification 
The purpose of the classification stage is to determine the identity of an unlabelled object located 
in the scene. The object is identified in the scene by the segmenter. A mathematical or statistical 
description of the object is generated, for example, a frequency spectrum using a Fourier 
transform or a frequency distribution of the pixels that form the object. The description is 
compared against a model to determine the class of the unknown object; or it may be compared 
against a set of reference images and the class is considered to be the same as the closest 
matching reference image. The model or training images are usually generated off-line. 
Classification techniques are detailed in §2.3 and so only an overview of the BASE classifier will 
be given here. 
The original BASE classifier extracted a 108 value statistical feature vector from a combination 
of the grey level foreground and background images, and the Sobel edge map of the target. The 
feature vector consists of statistical features, such as population size, mean, median and 
covariance, and Hu moments. A complete description of the feature set is given in [Gre9la, 
Gre9lb] and information on feature selection in [Cas87]. The classification stage is a three layer 
non-linear artificial neural network. At the time of writing no performance figures are available 
for the BASE system, however, the proposed system has a number of inherent shortcomings and 
these are discussed in §2.5. 
2.2.6 Other Functions 
Ideally, by this stage in the ATR process, potential targets in the scene have been identified and 
classified. It is necessary for this information to be passed back to the user and/or acted upon. 
The most common technique for displaying information is to overlay graphics on to the original 
image to aid identification. These usually identify the limits and centre of the object as shown 
in Figure 2-9. Highlighting the object by changing its colouration or to reflect its classification 
can also be useful. 
The ATR system can also control other equipment. The tracker can control a moving camera and 
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be configured so that a chosen single target is always kept within its view. This is often the case 
with automatic surveillance equipment. Alternatively, the system can control a weapon to 
follow the position (or predicted position) of the target. If demanded by the application, an 
audible warning could be generated if when new target appears or other significant event occurs. 
Figure 2-9 - Example of a classified seascape image 
2.2.7 Summary 
This section has given an outline of the various modules used in an ATR system. The number 
of different modules used and the integration and feedback between the modules is applications 
specific. It may be necessary to incorporate several different solutions [PS96] to a particular task 
to ensure system performance. A good example of this is the classification stage where the 
decisions of two or more classifiers are combined to give the most likely result. 
Research into ATR systems tends to focus on three main areas, segmentation, tracking and 
classification. Each area is generally considered in isolation to the others, however, it is worth 
remembering the effect of the preceding stages. If an object is not identified then it cannot be 
classified or tracked. Similarly, if the performance of the camera is poor, then identifying objects 
within the scene can be difficult or impossible. 
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The aim of the research reported in this thesis is to improve the performance of the classification 
stage of the BASE system. Although most of the work concentrates in this area, the effects of 
the other stages and possible improvements to them are also discussed where appropriate. The 
following sections introduce feature extraction and discuss classification techniques in detail. 
2.3 Feature Extraction 
A classification stage generally Consists of a feature extractor followed by a classifier. The 
feature extractor generates a representative description of the object. These descriptors are the 
features of the object and may be a statistical description, mathematical transform of the input 
data or combination of the two. The features are plotted in an rn-dimensional feature space, 
where m is the number of features extracted. 
Feature extraction serves to structure and reduce the number of inputs to the classifier. It is 
unrealistic to present raw pixel data to the neural network classifier, as high resolution images 
result in too many free parameters in the system. A large number of free parameters leads to poor 
decision boundaries and high computational complexity. If raw pixel data is used, the classifier 
may act as a memory storage element, resulting in poor generalisation of the classifier. These 
problems can be overcome by reducing the number of inputs, and hence free parameters, by 
extracting features based on the spatial structure of the image. 
Most image classification systems extract 'features' or properties from objects identified in the 
scene. The feature extraction process maps high dimensional pixel images generated by the 
segmentation process into a lower dimensional feature space. This mapping reduces the number 
of inputs to the classifier whilst maintaining separability between the classes. For most 
classification techniques only feature space is considered when determining the class of the 
object. 
Features are selected to maximise the information content of the raw input data relevant to the 
application. However the selection process is a tradeoff between maximising the ability of the 
classifier to discriminate between different classes and maintaining the ability to generalise 
between objects in the same class. The optimal set of features for one classification problem is 
not necessarily the ideal solution for another one. 
An important criterion in feature selection is invariance. This is the ability of the feature to 
tolerate distortions of the object such as changes in size, scale, rotation, texture and intensity. 
Certain feature sets are invariant to some of these transformations and hence can be much more 
useful. For example, in some applications there exists a need to classify objects that may be 
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rotated in-plane. By using rotationally invariant features the classifier needs only to be trained 
on the upright images of the object. If invariant features were not used then the training data 
would need to include all possible rotations of the object. This can lead to a large (and maybe 
unavailable or impractical) training set which gives poor generalisation and long training times. 
There are many different type of features that can be used. Some are based on statistical 
measures and others on mathematical mappings. An overview of some common features is given 
below: 
• 	Fourier transform: A two-dimensional frequency domain transform of the 
object. 	Size and scale invariant features 	[Kul93] are 
calculated by summing the transform into wedge and 
angular bins. 
• 	Statistical features: Descriptors 	of the 	object 	and 	its 	pixel distribution 
including height, width, aspect ratio, compactness, centre 
of mass and population have all been used successfully for 
classification. Further details are given in [Gre9la]. 
• 	Hough transform: The generalised Hough transform is used to provide a 
description of a parametric curve outlining the object. 
The parameters of the curve can then be used to classify 
the object. The Hough transform is generated from the 
edge-image of the object [SHB93]. 
• 	Discrete cosine transform: Mathematical transforms used for data compression, such 
as the Discrete Cosine Transform (DCT), can also be used 
as features for classification. 
• 	Gabor functions: A Gabor function is a Gaussian distribution modulated by 
a sinusoidal surface. 	The size of the Gaussian and the 
spatial frequency of the sinusoid is modified to suit the 
object size of interest. Gabor functions have been shown 
to be good edge and blob detectors and are also used for 
object detection. 
• 	Zernike moments: Zernike moments are based on Zemike polynomials, 
orthogonal functions with rotationally invariant properties. 
By combining the 	functions 	algebraically, a set of 
moments invariant to translation, rotation and size can be 
formed [Tea80]. 
Once a set of features has been generated the class of the object can be determined using one or 
more of the classification stages described below. 
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2.4 Classification Techniques 
In an ATR system, the classification stage attempts to identify the class or type of an unlabelled 
object extracted from the scene. This is achieved by comparing a representation of the object 
against a set of references. There are many different techniques for performing this operation, 
ranging from statistical analyses, through expert systems to biologically inspired neural networks. 
One of the main characteristics of a classifier is its ability to successfully classify objects that 
have not been previously seen, i.e., the ability to generalise [BJ90]. Classifiers achieve this by 
interpolating between the reference or training images. Some classifiers, such as neural 
networks, are able to extrapolate from the reference images. The optimal classification rate is 
given by the Bayes rate [DH73]. 
The following sections introduce a number of different classification techniques. Many of the 
descriptions given are simply outlines that aim to give an introduction to the area. Further details 
can be found in the references given in each section. 
2.4.1 Parzen Estimator 
The Parzen Estimator [The89] calculates class conditional probability densities that can be used 
for a likelihood ratio test, and hence classification. The densities can be estimated by assuming 
that RN  is a rn-dimensional hyper-cube in feature space of side length, h. Hence the volume, v, 
of the cube is given in Equation 2-2. 
	
V ?j 
 = h'" 
	
(Eq 2-2) 
An expression for the number of samples falling within the cube can be found by defining a 
kernel function or Parzen window given in Equation 2-3. 
Ii V 1 1/2 	j=1,...,d 
(u) 
= 10 otherwise (Eq 2-3) 
If a sample falls within the hyper-cube centred on x then p((x-x)Ih)=1 and 0 otherwise. It can 
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and the density estimate, p(x), can be obtained using Equation 2-5. 
1 ' 1 _____ 
h J 	(Eq2-5) i=1 Vn ( 
To make the density function valid then it should be non-negative and integrate to 1. The 
estimate contains discontinuities, though these can be smoothed out by choosing other kernel 
functions, (p(u). 
The kernel method requires all of the sample to be stored and, hence, may make evaluation of 
the density function slow if there are many sample points. This can be overcome by using fewer 
kernel functions and adapting their positions and widths. The Parzen estimator is similar to the 
K-Nearest Neighbour classifier. The latter modifies the volume of hyper-space in order to get 
k samples where as the Parzen estimator keeps the volume constant. 
2.4.2 Linear Discriminators 
Linear discriminant classifiers use a model of a general discriminant function for classification. 
The form of the model is known and the sample points are used to estimate the parameters of the 
model. The model is optimised by minimising a criterion function, usually the sum-of-squares 
error. A two class linear discriminator can be written as Equation 2-6. 
g(p)= w 1 p+ w0 	 (Eq 2-6) 
where w is the weight vector and w 0 is the threshold weight. If g(p)>.O then p is assigned to class 
1 and class 2 if g(p)<O. If g(p)=O, point p is on the decision boundary and may be assigned to 
either class or be considered unclassified. If g(p) is linear then g(p)=O defines a hyper-plane 
decision surface. The distance, d, from p to the hyper-plane is given in Equation 2-7. This 
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For systems with c possible classes, c linear discriminant functions are defined as Equation 2-8. 
g(p)= w1 p+ w,0 
	 (Eq 2-8) 
where i=1, ..., c. Feature space is divided into c regions and p is assigned to class i if g 1 (p)>g(p) 
for all j#i. Figure 2-10 shows decision boundaries for a multiple class problem. The distance 
from p to the decision boundary is given by Equation 2-9. 
(g1 - g) 
llu~. - wi ll 
	 (Eq 2-9) 
Both two and multiple class linear discriminant functions are a sub-class of generalised linear 
discriminant functions. These can be written as Equation 2-10. 
III 
g(p) = Yaji (p) 
	
(Eq 2-10) 
where a is an m-dimensional weight vector and y 1 (p) are arbitrary functions of p. If m is large 
enough, then any function can be approximated using a polynomial expansion. 
Figure 2-10 - Linear decision boundaries for a multiple class problem 
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There are a variety of criterion functions that can be minimised to solve the inequalities aty>O . 
These include functions of the mis-classification rate, minimum squared error and stochastic 
approximation methods. The functions can be minimised using steepest descent, downhill 
simplex or conjugate gradient. A good overview of linear discriminant functions is given in 
[DH73]. 
2.4.3 K-Nearest Neighbour 
The K-Nearest Neighbour (KNN) [DH73] classifier is based on a simple decision rule. A fixed 
number of samples, k, are taken around an unlabelled point in feature space, p. The class of p 
is assigned to the class that occurs most frequently in the k samples. This can be considered to 
be sampling an rn-dimensional 'hyper-sphere' of feature space around p. The volume of the 
hyper-sphere, V, is adjusted so that it contains k sample points andp is assigned to the class that 
has the most number of samples within the hyper-sphere. As the number of samples is increased 
the error rate approaches Bayesian limit. When k=oo the Bayesian limit is achieved. Figure 2-11 
shows a two class example. 
bIue 3 
red 








Figure 2-11 - Two feature K-nearest neighbour classification example 
To find the k nearest points, the distance from the test point to all the sample points must be 
calculated; hence, the number of on-line calculations and storage required for the kNN classifier 
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is large. Computation time can be reduced by ignoring sample points far from the hyper-sphere, 
as they have no impact on the classification. This is the condensed form of the algorithm 
[Har67]. 
2.4.4 Fuzzy Classification 
• fuzzy classifier works on the principle that the distinctions between objects are not definitive. 
• previously unseen object may have properties that make it a member of overlapping 
classification groups. One solution to this problem is to use a fuzzy classification system 
[Ped92}. 
Classification in a fuzzy system is determined from a 'frame or cognition' as shown in Figure 2-
12. The fuzzy sets are labelled A 1 to A 3 and form the classification groups. Usually, at any point 
along the x-axis the total membership of the fuzzy sets adds up to unity. Classification 
boundaries can be formed on the frame of cognition by introducing a Boolean partition. The 
boundaries within the partition are formed whenever the fuzzy sets intersect. Figure 2-13 shows 
the Boolean partition and the classes are represented by C 1 , C2 and C3 . More information on 




Figure 2-12 - Frame of cognition for a fuzzy classifier 





Figure 2-13 - Boolean partition of the frame of cognition 
2.4.5 Neural Networks 
Over the last decade advances in computer performance have made neural networks an attractive 
solution for ATR. If a good data-set is available, and the neural network is trained correctly, it 
has an excellent ability to generalise from one data-set to another. That is the network learns the 
underlying model of the training data and attempts to classify previously unseen data from the 
model. It should not store and use the training data itself to classify unseen data. 
A neural network is formed from a series of neurons arranged into functional layers with 
connections between consecutive layers. Detailed information on the history, architectures, 
training and evaluation of neural networks can be found in [Rip96, Bis96, Hay941. 
The first artificial model of a neuron was proposed in 1943 [MP43]. It is a basic information 
processing unit that is arranged in a network of other neurons to form an Artificial Neural 
Network (ANN). The neuron has three elements: a set of weighted links that are connected to 
other neurons or the outside world, a summing junction to add the weighted inputs and an 
arbitrary thresh-hold value, and an activation function which serves to raise or lower the 
activation potential of the neuron. Figure 2-14 show a model of an artificial neuron. The 
function of the neuron can be expressed mathematically as Equation 2-11. 
I 
Yk = 	WkJXJ_OkJ 	
(Eq2-11) 
j=1 









Figure 2-14 - Model of an artificial neuron 
The activation function, p,  limits the output amplitude of the neuron usually between [0,1] or [-




	 (Eq 2-12) 
where a is the slope parameter of the sigmoid function. The sigmoid function is used because 
of its smoothness and asymptotic properties. Various activation functions are shown in Figure 
2-15. 
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A neural network can have several different architectures. The simplest is the single layer feed-
forward network consisting of an input layer and output layer. It is known as single layer as there 
is only one layer (the output layer) performing any computation. The network is feed-forward 
as data passes from the input layer to the output layer and not vice-versa. A linear associative 
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Multilayer networks consist of one or more hidden layers. The addition of a hidden layer allows 
the network to extract higher order statistics from the input data and consequently generate higher 
order decision surfaces for classification. This type of network architecture is known as a Multi 
Layer Perceptron (MLP). Generally, each neuron in one layer is connected to every neuron in 
the previous layer, and the network is considered to be fully connected. Figure 2-16 shows a 
5:7:3 network, i.e., it has 5 input, 7 hidden, 3 output neurons and contains 56 connections. 
Because of the large number of interconnections and free parameters possible in the network, any 
decision surface can be generated. The complexity of the model can be controlled by adjusting 
the number of connections in the network. 
Recurrent networks have some form of feedback loop. The feedback is usually between the 
output and input layers, though it may be between hidden and output layers or be the output of 
a neuron fed back to its input. Recurrent networks are often used for the classification of 
temporal data. Because of the feedback loops they require less inputs to handle the input data. 
This can reduce the number of free parameters in the system and hence improve generalisation 
for a given training set [VA95]. However, training times may be excessive and the network may 
not converge [Ped97]. 
Input 	 Hidden 	 Output 
Layer Layer Layer 
L1 	 L2 	 L3 
Figure 2-16 - Architecture of an MLP classifier 
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An MLP is trained by adjusting the weights, or free parameters, in the network to minimise an 
error function. Often the error function is the standard sum-of-squares error, given by: 
= 	 - tk) 	
(Eq 2-13) 
where Yk  is the response of the kth  neuron and tk is the desired response. The error surface is an 
rn-dimensional surface where m is the number of free parameters. The parameters can be 
optimised by many different techniques, for example, gradient descent, line search or conjugate 
gradient to find the minimum value of the error surface. Weights in the network are updated 
according to the first order derivative of the error at each neuron. 
The aim of neural network training is not to learn the training data but to form a statistical model 
of the process generating the data. This can be achieved by splitting the available data into three 
data-sets: training, validation and testing. The training set is used to estimate the parameters, or 
train, the network. After each training iteration, the validation set is classified by the network 
and an error value is calculated. As subsequent training iterations take place, there should be a 
decrease in the error when classifying the training and validation data-sets. However, once the 
network begins to learn the training data (and not its underlying model), the error rate for the 
validation set will start to increase. Training should be stopped at this point to ensure the best 
generalisation performance of the network. The relationship between the training and validation 
error functions is shown in Figure 2-17. After training, the test set is used to evaluate system 
performance on a previously unseen data-set. 
Error 
Training 	 Training Iteration 
Halted 
Figure 2-17 - Validation and training data-set errors during training 
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Neural networks have other properties that make them a desirable choice for ATR applications. 
Feature extraction can be built into the first layer of the network and hence the parameters of the 
feature set can be optimised as part of the training process [SM96]. When operating in 
classification or forward mode, the algorithm is not heavily computationally intensive and can 
be implemented on standard processors in real time. General neural processing hardware [Jac96] 
is also under development at this time. 
2.4.6 Radial Basis Functions 
Radial Basis Function networks (RBF) are another type of neural network. RBF networks are 
extensively documented [Rip96, Bis96, Hay94] and only a brief overview is given here. In its 
simplest implementation, an RBF network has an input layer, a non-linear hidden layer and a 
linear output layer. For comparison, a neural network usually has a non-linear output layer. The 
hidden layer also serves a different purpose from a neural network. 
During training, a neural network can be considered to be fitting a hyper-dimensional plane to 
provide a best fit with the training data. It follows that a neural networks ability to generalise is 
based on the use of this surface to interpolate the test data. An RBF network uses a different 
approach. The hidden layer defines a series of basis functions around which feature space is 
partitioned into receptive fields. The functions are of the form shown in Equation 2-14. 
Y = a + 	flfl(Dx_ X ) 	 (Eq 2-14) 
where .p  is the basis function and the centres are x. The basis function is usually Gaussian 
though other functions such as multi-quadratic and thin-plate-spline functions can be used. The 
parameters for the basis functions, a and 0, are determined in the training process. Often, least-
squares fitting is used. The centres of the basis functions can be found by taking a representative 
sample of the training data or be made adaptive. If adaptive centres are used, the number of basis 
functions required, and hence the number of free parameters in the system can be reduced. 
Figure 2-18 shows how feature space is partitioned differently for an RBF network and an MILP 
network for a two-dimensional, two class problem. Classification of an unknown point is 
achieved by calculating the distance to each of the receptive fields. This distance can also give 
an indication of the novelty of the object. 















Figure 2-18 - Comparison of feature space partitions for an RBF and neural network 
2.4.7 Feature Space Trajectory 
The Feature Space Trajectory (FST) classifier provides classification and poise information about 
the object. The classifier is discussed in detail in chapter four and the work on it forms a 
substantial part of this study, hence, only a brief overview will be given here. 
During training, each aspect view of any one training image is plotted as a point in feature space. 
Points for adjacent aspect views are connected with straight lines to form a trajectory. This gives 
an FST which represents a subset of distorted views of an object at a single elevation. A different 
FST will be produced for each object. The trajectories will form a closed loop if the aspect views 
are rotational through a full 3600. 
To classify an unknown object, its features are calculated to define a point in feature space. The 
Euclidean distance from the point to each known FST is then calculated and the closest FST is 
chosen as the class of the object. Moreover, by interpolating along the nearest FST line segment, 
the poise of the object can be calculated. This information may be useful in a post processing 
stage, as an aid to temporal classification, in addition to assisting object tracking. By evaluating 
temporal information about the object classification accuracy can be improved. 
2.4.8 Other Techniques 
A variety of different classification techniques have been described in detail. There are other 
methods that are worth mentioning at this point: 
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Correlator: 	A correlator or template classifier uses a series of template images 
attempt classification [TS096]. The templates can either be 
representative of or descriptive potential targets. Each template 
is scanned over the scene until a match or correlation occurs. If 
the correlation is over a certain threshold then the object is 
considered to be classified. The correlator can be configured to 
be invariant to distortions, such as rotation and size, through the 
use of a large template database or invariant features. 
Expert systems: 	Expert or knowledge based systems [Mic82] use series of rules to 
classify an object. The rules are designed to embody a skill or 
area of expertise from a human operator. As with other 
classification systems a set of descriptive features are extracted 
from the object. The features are assessed using the rules to 
determine the classification. 
2.4.9 Summary 
This section has discussed various classifiers. A number of different techniques have been 
introduced, including statistical analysis, fuzzy systems, neural network and expert systems. All 
of these techniques have been used with various degrees of success for object recognition. In 
recent years neural networks have enjoyed considerable interest from the ATR community. 
There are many factors that affect the choice of classification algorithm including speed of 
operation, memory requirements and ease of implementation and training. For some of the 
classifiers discussed, such as the nearest neighbour and the Parzen estimator, large amounts of 
on-line storage are required. They also exhibit relatively slow classification times as all the 
training data points are considered when a classification attempt is made. Other techniques, 
including neural networks, RBF and FST classifiers, have much smaller storage requirements and 
a higher speed of forward operation. However, for RBFs and neural networks, training times are 
much longer. 
It is important to consider the end implementation of the classifier. There are several possible 
techniques for implementing classification algorithms including an embedded computer, custom 
silicon or digital signal processing (DSP) hardware. The existing BASE system uses a 
combination of custom silicon and DSP devices with limited on-line storage. For these reasons 
it was decided to investigate the FST classifier further as it offers fast classification performance, 
quick training times and low on-line storage requirements. The FST classifier is discussed in 
detail in chapter four. 
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The next section details the problems with the BASE classification system based on a neural 
network. Details are given of failures mechanisms from the configuration of the classifier itself 
and errors arising from previous stages in the ATR system. 
2.5 The BASE ATR classifier 
The BASE classifier works by extracting statistical features based on the size and pixel 
distribution of the object (as described in §2.2.5). These features are classified using a three layer 
non-linear artificial neural network. The object is considered to be one of seven different classes: 
hard target, track, explosion, background, terrain boundary, far target and soft target [Gre9lc]. 
There are several disadvantages with this approach, which may be split into two groups, those 
to do with the operation of the classifier itself and those as a result of the segmentation process. 
The classifier is based on a neural network with 108 inputs and 7 outputs. Depending on the 
network configuration used, the model could have over 100,000 free parameters. The training 
database consists of only 2000 images and, hence, produced a classifier which acted as a storage 
element and generalised poorly. The performance problems of the classifier were compounded 
by some of the training data being taken from consecutive scenes in the image database. 
Moreover, the image enhancement and segmentation processes were optimised for each scene, 
so the training data was ideal and unrealistic when compared to real world data. 
Regions of interest are extracted by the segmenter and passed to the classifier. If the region is 
incorrectly identified a partial image or part of the background may be passed to the classifier. 
This may result in false alarms being generated by the system. This sort of classification problem 
is not considered in this study as the operation and performance of the segmentation stage is on-
going as a parallel research project at Edinburgh [Rea95]. 
Classification is performed on a single-shot basis, i.e., the objects in each frame are classified in 
isolation to those in the previous frame. There are a couple of notable cases where single-shot 
classification fails. Firstly, transient clutter with a similar signature to a potential target could 
appear. In the sea-scape image databases, this manifested itself as the wash from a boat or 
waves, and appeared for a small number of frames. Occasionally this was identified as a target 
and, hence, flashed on the screen for a fraction of a second. This type of error could be 
minimised by requiring the object to be visible for a number of frames before being highlighted 
to the user. During this time confidence in the identity of the object could be increased by 
considering previous classification results. 
Secondly, if one target is in close proximity to another the bounding boxes can merge. The 
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classifier receives an image containing two objects, and has not been trained on this type data, 
so the classification may be incorrect. A similar problem occurs when one object obscures 
another or two objects diverge. By keeping a note of the position and size of the object through 
the use of tracker this type of error could be reduced. 
Another error mechanism to consider is the change in view as an object rotates out-of plane; 
different objects can appear similar head-on. Consider a sequence of a yacht sailing across a 
scene, around a triangular buoy, and back across the scene. The yacht will be identified correctly 
for most of the sequence, but when the yacht sails around the buoy it is more difficult to classify. 
There is a point, when the yacht is head-on to the camera, where the yacht and the buoy can only 
be distinguished by the observer from their size. However, many classifiers, including the BASE 
one, are size invariant, so the yacht may be classified as a buoy for part of the sequence. By 
incorporating temporal information into the classification process the yacht could be correctly 
classified for the entire sequence. It is felt this type of classifier may be able to handle a wide 
range of ATR problems from the yacht and buoy problem to obscuration. Because of the 
possible feedback the segmentation process may also be improved. 
2.6 Future Work 
It was felt that by incorporating a temporal element in the classification process an overall 
increase in classification performance could be achieved. This might be handled using two 
techniques. Firstly, the configuration of the classifier could be changed to provide feedback of 
previous classification results and hence provide classification overtime. This could be achieved 
using a recurrent neural network. However, in this application the approach is unsuitable as each 
scene may contain multiple targets. If classification was performed on-line the recurrent neural 
network would not know the association between objects on consecutive frames. In the worst 
case the classifier could become confused. Running the classifier off-line is not suitable in this 
application. 
Another solution could be to add a temporal post-processing stage to the classification system. 
Using a statistical technique, such as Bayesian inference, can give a measure of confidence in the 
classification result. The confidence level is determined from the previous classification results 
and the a priori probability of an object appearing in the scene. Once the confidence reaches a 
predetermined limit the object is highlighted in the scene. Because classification is based on 
previous results, Bayesian inference provides a method for handling situations were the view of 
a object may become distorted, such as the yacht and buoy problem. This technique is discussed 
in detail and applied to the ATR problem in chapter three. An initial study at BASE [Bro93] 
provided the motivation behind this work. 
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The failure mechanisms of the BASE classifier also suggest that classification accuracy would 
be improved by changing the operation of the classifier itself. Some form of temporal 
information can be encoded into the classifier as an aid to classification. The FST classifier 
offers a method for doing this by encoding the rotation, or poise, of the training object along with 
its class. Thus when a previously unseen object is classified an indication of its poise is also 
given. This information can be fed back to the tracker to assist object tracking and is assessed 
together with the class in a post-processing stage to give an overall classification. The FST 
classifier forms a substantial part of this study and is discussed in chapter four. 
2.7 Available Resources 
There are a number of image databases available at BASE covering a wide range of scenarios and 
many different subjects. Most of the material at BASE is restricted and, hence, access to it is 
difficult. The notable exception was the infra-red sea-scape database of civilian marine craft at 
various locations around Falmouth, S. W. England. This image database was used for the initial 
trials in chapter three and was chosen because of its availability. For the evaluation of other 
techniques and systems further image databases were compiled. Equipment to do this, such as 
an infra-red camera and video capture system, was supplied by BASE. 
BASE have made available WiT, an image processing program. WiT uses a dataflow model, 
accessible through a graphical interface, to build up a system from a series of functional modules. 
The modules can be either from a set supplied with WiT or algorithms written by the user in C. 
It provides a very useful tool for developing and prototyping systems. The version of WiT 
supplied runs on a UNIX workstation. 
After an algorithm or system has been developed it is often desirable to move from WIT entirely 
to C. This provides two advantages: algorithms can run more efficiently as the workstation no 
longer has the overhead of the user interface and scheduling functions of WiT. Secondly, 
applications can be run over a number of workstations greatly increasing execution speed. 
2.8 Summary 
A general overview of ATR systems has been presented. A discussion of the different types of 
suitable sensors has been given. The different stages which build up a complete ATR system 
have been detailed using the BASE technique as an example. Shortcomings of the existing 




This chapter describes work on improving the classification accuracy by using a Bayesian 
inference post-processing module with the existing classifier. A description of the technique is 
given and its relevance to ATR problems is discussed. The specification and creation of a new 
sequence database for testing the classifier are also detailed. Results using the new database are 
presented and discussed. 
3.1 Overview 
Ongoing research at Edinburgh has developed a three layer MILP classifier [Sma95]. The 
features used by the classifier are based on twenty Gabor wavelets [Dua88] orientated at various 
rotations. To generate suitable features the wavelets are correlated with objects segmented from 
the scene. This was known as the 'Gabor' classifier. 
Through the use of a softmax output layer [Bri91] the classifier provides a set of probabilities 
that an object is a certain type or classification. However, it is only a single shot, i.e., it classifies 
each object in isolation and does not consider any previous declarations of the object class. 
Bayesian inference [Hal92] provides a statistical method for considering previous classifications. 
It updates the likelihood of the classification of an object, or hypothesis, given a previous 
likelihood estimate and additional evidence from the classifier. 
Temporal classification is useful in ATR where an object may become distorted for a period of 
time. Distortion may be due to occlusion by another object in the scene, or result from the aspect 
of the object changing. As classification is based on previous results, Bayesian inference 
provides a method for handling these situations. However, distortions may be outside the 
variations in the object previously specified within the classifier's training data. By considering 
previous likelihoods, the classifier will continue to identify the object correctly. If the object 
remains distorted for too long then the mounting evidence from the classifier will outweigh 
previous likelihood estimates and the object can become incorrectly classified. 
To evaluate how the Gabor classifier responded to temporal data it was necessary to generate a 
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new image database. This was known as the 'Plot!' image database. It was not possible to use 
the existing image database [Sma93] as it consisted of a variety of craft taken from a large 
number of disparate scenes and hence, no temporal or motion information was available. The 
classifier had been trained on a variety of seascape images so it was an obvious choice to 
continue to use seascape images for the temporal classification experiments. This also removed 
the need to retrain the classifier to recognise a different target type, such as ground-to-air or 
ground-to-ground. 
The image sequences were segmented and identified objects were classified using WiT. The 
tracking and classification data was exported to Excel for analysis. The Bayesian algorithm was 
implemented in Excel using Visual Basic. 
3.2 Collation of the 'Floti' Database 
Seven hours of infra-red seascape video footage had been previously captured by BASE. The 
footage was taken at various coastal locations around Falmouth, S.W. England and consisted of 
various sea-faring craft taken with a constant elevation angle and from different perspectives. 
A TICM H thermal camera, capturing the 8-1211m region of the electromagnetic spectrum, was 
used as the video source. The craft were easily identified from the background in the infra-red 
images due to their internal heat sources and the hot weather. 
3.2.1 Criteria for Scene Selection 
The video footage was made up of a wide range of different scenes with various characteristics. 
Each sequence was assessed using the following criteria: 
• 	Number of targets: 	Sequences were grouped according to the number of 
objects of interest (targets): none, one or many. An object 
of interest was considered to be any target. 
• 	Target size: 	 A small target was considered to be up to 16 pixels in 
size. A medium target between 16 and 256 pixels and a 
large target over 256 pixels. Multiple target images were 
grouped in combinations of small, medium or large. 
• Target type: In infra-red images the intensity of an object is 
representative of its radiated heat. Hot targets were 
defined as having a mean intensity greater than the local 
background level. Cold targets have a lower mean 
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intensity than the background. 
Clutter level: 	 In this study, clutter level was defined as the quantity of 
image data that had similar properties to potential targets. 
Each sequence was considered to have low, medium or 
high clutter. This measurement was used to ensure the 
database had a wide range of sequences of various 
complexity. 
In addition, there were a number of events in the sequences that were of interest. These included 
the speed at which the various targets were moving, converging, or diverging and whether the 
target became occluded for part of the sequence or not. The ease of scene segmentation was also 
an important consideration. By selecting scenes where the craft were bright (but not saturated) 
against the background craft could be identified and extracted from the background without 
difficulty. 
Since the nature of this project is to classify targets in a wide variety of images, it was necessary 
to select video clips that were diverse in their nature. In total 40 sequences, each 125 frames in 
length (5 seconds), were selected from the video footage. The sequence length was of sufficient 
duration to capture the events of interest, for example, yachts diverging and partial occlusion of 
various craft. The frames were captured at a resolution of 512 by 512 pixels at 8 bits per pixels 
and consisted of two interlaced fields. A registration problem was discovered between the two 
captured fields. This was overcome by discarding the odd field and effectively halving the height 
of the images. A complete description of the image database is given in [Con95]. Once each 
sequence had been digitised it was processed using WiT. 
3.2.2 Database Processing 
Each sequence was processed using the WiT simulation package. The fields in the sequence 
were lowpass filtered and enhanced using histogram equalisation. Potential targets in each field 
were segmented from the background and passed to a Track Association Module (TAM). The 
TAM assigned a unique track number to each target in the field and the track number of the target 
remained constant from frame to frame. This is the standard BASE segmentation and multiple 
object tracking process. 
By associating the track of a target with a manual classification provided by the user, the need 
to label every target in each field of the sequence was removed. Only the first occurrence of an 
object needed to be classified. This technique significantly reduced the time required to classify 
a sequence of frames. However, the classification process needs to be monitored to ensure that 
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the TAM does not incorrectly associate target tracks. The description of each potential target in 
the sequence, including its track number, classification and bounding box coordinates were 
stored. 
Storing the description of each potential target in the scene enables the potential database object 
to be extracted from the parent image using a second processing stage. The second stage 
produced an edge map, binary mask and grey-scale image for each target. A 128 value statistical 
description [Gre91b] of the target was also calculated. Utilising a two stage process allowed the 
database to be reprocessed with new extraction parameters or a different statistical description 
when required. 
The specification of the 'Flotl' image database is given below: 
• 	Targets extracted from 40 Sequences each 125 frames in length. 
• A range of targets: yachts, motorboats, buoys and clutter. 
• 	Various target sizes. 
• Temporal information. 
• 	Relative kinetic information. 
To simplify subsequent data processing each of the four objects of interest were assigned a 
number class as shown in Table 3-1. 
[Object 
[ 
Yacht Motorboat I 	Buoy I 	Clutter 
Class II 	0 1 2 
Table 3-1 - Class numbers for the objects in the sequence database 
3.3 Bayesian Inference 
Bayesian techniques have been used in the military environment for identification [LC951, and 
situation and threat assessment [TLW98]. They permit the analysis of an exhaustive set of causes 
and also deal with single and multiple events. For target identification, Bayesian inference 
[Ha192] provides a statistical method for considering previous classifications. The likelihood of 
an object's classification, or hypothesis, is updated given a previous likelihood estimate and 
additional evidence from the classifier. Possible architectures for the integration of a Bayesian 
stage in an ATR system are given in [RBG89] and [SLY92]. 
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Bayesian Inference [GCS95, Lee97] makes statistical conclusions about a hypothesis, H 1 , in terms 
of probability statements. The probability statements are conditional on the observed evidence, 
E, and are written as P(H 1IE), where P(H 1JE) is the possibility of H i given E. To make probability 
statements about H. given E, a model providing the joint probability distribution for H and E is 
used. The joint probability distribution can be written as a product of the prior distribution P(H) 
and the sample distribution P(E/H 1 ) and is given by: 
P(H,E) = P(Hi) P(EIH,) 	 (Eq 3-1) 
Bayes's formula provides a relationship between the a priori probability of a hypothesis, the 
conditional probability of an observation given a hypothesis and the a posteriori probability of 
a hypothesis. The aposteriori probability of hypothesis H 1 being true is given by: 
P(H1JE) = 	
P(H ,E) 
Ei P(E/H1) P(H1 ) 
P(EIH1) P(H,) 
P(EIH1 ) P(H1 ) 
(Eq 3-2) 
Where: 	P(HIE) 	a posteriori probability of H 1 being true given evidence E 
P(H) a priori probability of hypothesis H being true 
P(E/H) 	the probability of observing evidence, E, given H 1 is true 
During training and validation of the Gabor MLP classifier a confusion matrix is generated. 
Once normalised, this matrix gives the probability of an object being a particular class, given the 
declaration by the classifier. It can easily been seen that this is similar to the parameter P(EIH 1 ) 
above. The percentile confusion matrix for the Gabor classifier used in these trials is shown 
below in Table 3-2. 
Guess 
Correct 
0 1 2 3 
0 82.3 0.6 12.8 4.3 
1 0.2 85.8 1.1 12.9 
2 16.1 0.7 73.7 9.5 
3 4.5 7.5 2.6 85.5 
Table 3-2 - Typical Gabor classifier percentile confusion matrix 
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In this context Bayesian Inference is an iterative process which updates the probability of the 
classification of an object each time a new decision is generated by the classifier. Each time a 
new classification decision is made the a posteriori probability is taken from the column of the 
confusion matrix corresponding to the output of the classifier. This gives the probability of the 
classifier output being correct. The a priori information is taken from the previous Bayesian 
classification decision. For the first iteration of the Bayesian inference process, the a priori 
values are taken from the normalised class population. This was considered to be a rough 
estimation of the probability of an object appearing in a sequence. The class population is shown 
in Table 3-3. 




Population 738 533 338 [801 
Prohahility(%) 30.6 22.11 14.033.3 
Table 3-3 - Training class population for the Gabor classifier 
For the application of Bayesian inference, the object classes must be mutually exclusive and 
exhaustive. This condition is satisfied by the four object classes in this application, yacht, 
motorboat, buoy and clutter, as all possible object classes are covered. 
The effect of altering both the percentile confusion matrix and a priori values on classification 
accuracy and the rate of convergence were investigated. 
3.4 Experiments and Results 
For a sequence in the image database it is possible to plot the classifier output for each object 
over time. The object class is declared as the maximum likelihood output. Figures 3-1 to 3-4 
show the variation over time for four different objects without the application of Bayesian 
inference. 
For a well segmented object, that has similar features to similar objects in the training data, a 
classification can be made with a high probability of success. This characteristic can be seen in 
Figure 3-1, which is similar to those for the other object types, the motorboat and buoy. In these 
situations, the application of Bayesian inference offers no advantages, as the object class is 
unambiguous. 
Figure 3-2 shows the classifier output for a buoy. It can be seen that the output from the 
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classifier is less polarised than in Figure 3-1, with the buoy class near to that of the yacht. On 
several occasions the object is classified as a yacht or clutter. Initially the Bayesian technique 
was applied using the percentile confusion matrix and a priori values derived from the training 

































£0.1 	 I 	 rJ 	Y 	ii 
£00 
 
1 	6 11 16 21 26 31 38 41 46 51 56 61 66 71 76 81 86 91 96 101 106 111 116 121 
Image 


















Bayesian Inference 	 46 
diagonal elements of the confusion matrix less dominant and the a priori values more evenly 
distributed, the convergence time is increased. The classification output can be seen in Figure 
3-6 and the confusion matrix used in Table 3-4. Although the second system is slightly more 
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Figure 3-3 - Gabor classifier output of a region with two yachts diverging 
1 	6 11 16 21 26 31 36 41 • 46 51 56 61 66 71 76 81 86 91 96 101 106 111 116 121 
Image 
Figure 34 - Gabor classifier output of a flickering buoy 
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0 1 2 3 
0 40.0 20.0 20.0 20.0 
1 20.0 40.0 20.0 20.0 
2 20.0 20.0 40.0 20.0 
3 20.0 20.0 20.0 40.0 
Table 34 - Typical Gabor classifier percentile confusion matrix 
The classification over time for two yachts diverging over time is shown in Figure 3-3. The 
yachts are classified as clutter. This is because the segmenter presents both objects to the 
classifier and the classifier is unable to differentiate between each yacht in the region of interest. 
Halfway through the sequence it can be seen that as the two yachts diverge and the tracker 
follows one of them, the classifier identifies the object as a yacht. The sequence was useful to 
determine how Bayesian inference copes with distinct changes in classification. Figure 3-7 
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It can be seen that the system has a lag of about fifty images before the object class begins to 
change. The lag can be reduced by relaxing the a priori values further though this leads to 
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instabilities in the system. The instabilities manifest themselves as rapid oscillations between 
classes as the raw output of the classifier changes. Towards the end of the sequence the yacht 
is classified as clutter because of a change in the poise of the object. 
3.5 Dempster-Shafer Evidential Reasoning 
The Dempster-Shafer method is a generalisation of Bayesian inference. As with Bayesian 
inference, the technique updates an a priori mass density function to obtain an a posteriori 
evidential interval. The evidential interval quantifies the credibility (level of belief) of a 
proposition and its plausibility (lack of evidence refuting the hypothesis). Mass density functions 
are analogous to Bayesian probabilities. A comparison between Bayesian and Dempster-Shafer 
techniques is given is [HM93] and a general overview of decision level fusion techniques in 
[Fre94]. 
Bayesian inference requires that the classes are mutually exclusive, that is, there is no overlap 
in the labelling of the object classes. The Dempster-Shafer method relaxes the Bayesian 
restriction on mutually exclusive hypothesis by assigning evidence to propositions rather than 
hypotheses. A hypothesis is a fundamental statement - the object is a motorboat, whereas a 
proposition may be a hypothesis or a set of hypotheses - the object is a motorboat, the object is 
a boat, the object is a yacht. Also, the technique permits a general level of uncertainty, i.e., an 
exhaustive set of hypotheses does not need to be defined or, in other words, there does not need 
to be a hypothesis for each of the possible classes. A detailed description of the technique is 
given in [Hal92] and [Sha76]. Dempster-Shafer and Bayesian inference produce identical results 
when all of the hypotheses are mutually exclusive and the set of hypotheses is exhaustive 
[Ha192]. 
For this application the belief measures are taken from the normalised classifier outputs. A level 
of uncertainty is introduced by reducing to zero all the values below a predetermined threshold. 
The threshold affects the final class and speed of convergence. It was found that this technique 
did not lead to any improvement in classification accuracy. 
3.6 Discussion and Conclusions 
From this initial research Bayesian inference appears to provide one possible solution for 
improving classification over time. Further work on six sequences with an average of eight 
objects per sequence was carried out. It was found that the Bayesian parameters had to be 
tailored for each object and it was difficult to determine a link between the object type and 
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parameters used. In addition, if an object changed class during a sequence (possibly due to the 
track number changing) there was a significant delay before the system responded. 
The results from the Bayesian trials lead to the conclusion that improving classification accuracy 
over time can be more successfully achieved by modifying the operation of the classifier. This 
may be done by retraining the classifier using a more varied database, incorporating motion data 
or changing the nature of the classifier. The next chapter focuses on the latter. 
This technique has been shown to improve classification accuracy. It is felt that with an 
improved classifier the combination of a Bayesian post-processing and modified classifier may 
provide a significant increase in temporal classification performance. 
3.7 Summary 
This chapter has described experiments on improving the accuracy of an existing classification 
stage using Bayesian inference. A description of the technique has been given and its application 
to the ATR problem discussed. The creation of a new image sequence database has been 
described for testing the Bayesian method and results using the database have been presented. 
Chapter 4 
Feature Space Trajectory Classifier 
This chapter presents the Feature Space Trajectory (FST) classifier. The FST algorithm is 
detailed and a comparison made with other classification techniques. For testing and evaluation 
purposes, a synthetic image database has been generated and the methods for achieving this have 
been outlined. Suitable descriptive features are identified and detailed. Following on from this, 
results for the synthetic database are presented and discussed. 
4.1 Classifier Overview 
The Feature Space Trajectory (FST) classifier, introduced by Casasent [CN95], is a new type of 
classifier for distortion-invariant multi-class pattern recognition. The input training data for 
different classes are represented in a feature space. As a single distortion parameter, such as the 
aspect view, of the training set object is varied, an ordered training set is produced. Points for 
adjacent aspect views are connected with straight line segments to produce a trajectory, with 
different point along the trajectory corresponding to different aspect views. Each object class is 
described by a different trajectory. The trajectories will form a closed loop if the aspect views 
are rotational through a full 360°. Futher information on the FST classifer can be found in 






Figure 4-1 - Feature space trajectory for three feature classifier 
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To classify an object, its features are calculated to define a point in feature space. The Euclidean 
distance from the point to each known FST is then calculated and the closest FST is chosen as 
the class of the object. Moreover, by interpolating along the nearest FST line segment, the poise 
of the object can be calculated. This information may be useful in a post processing stage, as an 
aid to temporal classification, in addition to assisting object tracking. 
During training many neural network classifiers partition feature space into class boundaries; the 
FST classifier does not do this. In addition, it does not require all the distorted versions of an 
object to lie in clusters within feature space. Therefore it can provide classification of 
overlapping clusters of distorted object data. Objects are classified using distance data, so it is 
like a nearest neighbour classifier. However, the use of straight lines connecting adjacent object 
aspect views should provide better accuracy than nearest neighbour classifiers. A more detailed 
comparison the FST other classifiers is given in §4.1.3. 
On-going research at Edinburgh has developed a rotationally invariant classifier [SM96,Sma96] 
based on Zernike [Tea80, TC881 moments. This classifier is able to cope with any in-plane 
object rotation, such as rotation of the infra-red camera. However, it is not designed to cope with 
out of plane rotation. (This can be overcome by increasing the training set, but leads to poor 
generalisation [BH89] as discussed in §2.3.6.) It was envisaged that by combining the FST 
classifier with rotationally invariant features, a classifier could be constructed with both in-plane 
and out-of-plane rotational invariance. 
4.1.1 FST Detailed Description 
A test vector is generated from the unknown object by calculating its features and forming a 
multi-dimensional vector. The test vector is denoted by x , an FST vertex node by a i and the next 
node by where i is the FST vertex index number. The FST vertices are numbered from 0 to 
n, hence 0ci!~ n. Each vertex is translated about a i , using Equation 4-1, moving the problem to 
the origin and reducing the complexity of the computation. 
- = x. 	x 
'-I 	
- 	 1 	 (4-1) 
i1 = Q 
For a given test vector an orthogonal projection onto every FST vertex is made. The orthogonal 
projection coefficient, a, at vertex i, is defined in Equation 4-2. 








If O!~ ctc 1 then the test vector can be projected onto the FST line segment and is therefore a 
possible match. For each test vector, x , a list of all the possible matches is generated. Consider 
the example shown in Figure 4-2. 
VA 
x 
Figure 4-2 - Orthogonal projections in 2D feature space 
The point X 1 can be projected onto the midpoint of the line segment a 1 . 1 , giving u=0.5. However, 
point X, projects onto a point before the start of the line segment, hence a<O. Similarly X 3 
projects to a point after the end of the line segment, giving a>1. If a test point projects exactly 
onto the start or end of the FST line segment, then a is 0 or 1 respectively. 
Once a has been determined it is a trivial matter to determine the point of intersection, p,  and 
hence the distance, d,, from the test point to the FST line segment using Equation 4-3. 
Iii = ai + a(Q 1+1 - 4i) 
(4-3) 
di = II,i - 12i 
The stored distances from the test point, x , to each FST vertex are ranked in ascending order, and 
the object is considered to be of the same type as the nearest FST. In the example shown in 
Figure 4-3, the nearest FST is the jeep. 
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Figure 4-3 - 2 Dimensional FST classification 
It is possible to limit the distance from an unknown object to an FST. If an object is too far from 
an FST then it is unlikely that the object is of that type. Using such a limit provides a technique 
for clutter rejection. 
If no matches are found for the test vector then the object is deemed to be unclassified. In future 
it may be worth re-attempting classification by performing k-Nearest Neighbour [DH73] 
classification on the same feature space. 
From the example in Figure 4-3 it can be seen that, by utilising the information on the poise of 
the objects in the training set, the poise of the unknown object can be determined. This is 
achieved simply by interpolating along the nearest FST. Hence, in the above example, X would 
be classified as a jeep with an approximate rotation of 1200.  The rotation angle, or poise, 0, is 
calculated using Equation 4-4. 
0 = O + a(0 +1 - 0,) 	 (4-4) 
Where O i and 0 are the rotation of the training objects at points ai  and 	respectively. 
4.1.2 FST Algorithm 
The FST classifier can be implemented using two very different architectures. In the first 
implementation, the classifier can be modelled with the topology of a Single Layer Perceptron 
(SLP) network [Rip96, Bis96], with an input layer, a single hidden layer and a back-end output 
layer. Figure 4-4 shows this type of FST architecture. 
Features are extracted from the region of interest and presented as a vector x, to the input layer 
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Figure 4-4 - SLP FST architecture 
L 1 . The L 1 -L, interconnection computes the Vector Inner Product (VIP) of the test vector, x, and 
all the FST training vertices, a , , to give y, at L,. 
Yi = xTa 
	
(4-5) 
Since the VIPs, fl = a.Ta are dependent only on the training data, the values are calculated off-
line and stored. The orthogonal projection coefficient, a 1 , and the distance from the test point to 
each FST vertex, d 1 , can be calculated between layers L 2-L3 using Equation 4-6. 
a = 
	- Yi + 13ii*I - 13 i,i 
13 i*1,ii-1 - 	+ 13i,i 
T 	I 	 I 	 2 	 (-) d = - 2ay 1 - 2a 1 y 1 + (a1 ) f3, + 2a 1 aj3, 1 + l 
where: a = a1 - 1 
Finally the distances, d,  are passed to a 1-of-N encoder. The class of the object is determined 
to be the closest FST vertex (smallest d). As before, the poise of the object can be calculated 
using Equation 4-4 above. 
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It can be seen that this architecture is highly parallel and thus lends itself to be implemented 
using specialist hardware, such as a Digital Signal Processor (DSP) accelerator or custom neural 
network architecture. 
The second method of implementing the FST classifier is as a conventional Von Neumann 
algorithm as shown in Figure 4-5. An attempt is made to project each test point on to all the FST 
line segments consecutively. When a projection is possible (and is within the distance limit), the 
class of the object and the distance to the line segment are stored in a look-up table. After all the 
line segments have been considered, the look-up table is sorted in descending order of distance 
and the correct classification is deemed to be the nearest to an FST line segment. If no possible 
projections are found, then the test point is unclassified. This process is repeated for all the test 
points. 
It is clear to see that the conventional algorithm loses most of the parallelism that is inherent in 
the SLP topology; hence, its operation will be slower. The choice of architecture depends on a 
number of factors, including available hardware, ease of implementation, availability of 
development tools and speed of operation. It was not the intention of this research to produce 
an efficient and fast classification system, but to prove the suitability of the FST classifier for this 
classification problem. 
The conventional implementation of the FST classifier was used for the experiments in this 
study. This algorithm was easier to code and speed of operation is not a major issue at this time. 
Subsequent analysis of the program operation would also be simpler using a non SLP 
architecture. The initial software was developed in Matlab and subsequently re-implemented in 
C to increase speed. 
4.1.3 Comparison with other Classifiers 
A widely used neural network architecture is the Multi Layer Perceptron (MLP) described in 
§2.3.6. This consists of an input layer, one or more hidden layers of neurons and an output layer 
of neurons. Weighted connections are formed between consecutive layers. For an MILP with 
three layers (input, hidden and output), connections are made from the input to the hidden layer 
and from the hidden layer to the output layer. The weights are usually initialised randomly over 
a normal distribution. 
There are many optimisation or training techniques for neural networks with one of the most 
common being back-propagation [RHW86]. With this method, an input is applied to the network 
and propagated through to the output layer. This is compared to the desired target response 
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Figure 4-5 - Conventional (Von Neumann) FST implementation 
Feature Space Trajectory Classifier 	 58 
and an error value is generated. The weights of the network are adjusted so as to minimise the 
sum of squared errors usually using a steepest decent algorithm [PTV92]. During the training 
process decision surfaces are formed in feature space. 
This training algorithm has proved very successful in applications such as handwriting and 
speech recognition. However, it does have a number of well documented problems, including 
local minima and sometimes slow convergence [Sm189]. There are several techniques to 
eliminate or minimise these problems, including initialising the back propagation optimisation 
with prototypes [DL93]. This provides faster convergence [CB90] and better classification 
accuracy [DL93]. Using a conjugate gradient optimisation algorithm with restarts [Pow77] 
avoids problems with step size and momentum present when using steepest descent. The training 
time for the network is reduced by several order of magnitude and classification accuracy is also 
improved 
Traditional neural network classifiers generate decision surfaces from training data. The FST 
classifier does not explicitly compute decision boundaries; instead each trajectory representing 
a training object is altered to improve both intra-class and inter-class recognition. Different 
object classes are represented as different trajectories and each trajectory is represented as a 
piece-wise linear function. It is not necessary for all distorted views of an object to reside in 
different regions of feature space and, hence, overlapping clusters of object data can be classified. 
The FST classifier is related to other distance based classifiers such as the k-Nearest Neighbour 
(k-NN) [DH73] and the Condensed Nearest Neighbour (CNN) [Har67] classifiers. In a k-NN 
classifier, as described in §2.3.4, all the training set vectors are stored. Classification is achieved 
by assigning the class most frequently occurring among the k nearest training vectors. As the 
distance from the test point to all the training set points must be calculated, the number of on-line 
calculations and storage required for the k-NN classifier is large. By using fewer training images, 
the CNN classifier reduces the amount of storage and the number of calculations required. 
One of the major issues in neural network performance is generalisation. A network is 
considered to generalise well if, when presented with previously unseen data, most is classified 
correctly. One of the difficulties in training a neural network is selecting the number of hidden 
layer neurons. Most neural networks seperate overlapping clusters of data by increasing the 
number of hidden neurons; however, this can lead to memorisation of training data and poor 
generalisation [BH89]. 
For every problem utilising neural networks there is an optimum number of hidden layer neurons. 
If the number of hidden neurons is below the optimum value, training set performance will be 
poor. Moreover, if there are many more than the optimum hidden neurons, training set 
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performance will be good, but test set performance can be poor and unreliable. The optimum 
number of hidden neurons is difficult to select, but the best value can be found using an 
exhaustive search. When the number of adaptive parameters, including the number of hidden 
layer weights, to be determined is large [BH89], a bigger training set is required. Obtaining a 
suitable data-set may be problematic. 
4.1.4 Summary 
This section has presented the FST classifier. A detailed description of the operation of the new 
classifier has been given and a simple classification example has been used for illustration 
purposes. A comparison has been made between the new classifier and other classification 
techniques. 
The new classifier offers a number of advantages over other techniques. It does not partition 
feature space into class boundaries and therefore all the distorted versions of an object are not 
required to be clustered in the same region of feature space. The points for each training object 
are connected in feature space using straight lines. Unknown objects are classified using 
distances from the training data similar to a k-Nearest Neighbour classifier. However, by 
connecting the training objects in feature space and interpolating along the lines, performance 
should be better than the k-Nearest Neighbour technique. 
The FST classifier has been implemented as a conventional algorithm. This was easier to 
implement and debug than the MLP architecture. Analysis of the internal operation of the SLP 
classifier was also considered to be more difficult. 
As the classifier is relatively new and largely unproven it was decided to use a synthetic image 
database to evaluate its operation. The use of synthetic data permitted complete control of the 
position, size and rotation of the objects; something that is difficult to achieve with real world 
data. The large variety of different views of the object in the synthetic database allowed a 
number of different experiments to be run. The next section describes the creation of the 
synthetic image database. 
Feature Space Trajectory Classifier 
4.2 Synthetic Database Generation 
In order to test the operation of the FST classifier it was decided to use synthetic models. The 
use of synthetic models permits total control of the view of an object and its size and therefore 
provides an efficient tool for evaluating the classifier. A database of fully rendered models at 
various rotation angles was created; this will be referred to as the 'Syn 1' database. An overview 
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Figure 4-6 - Synthetic database creation 
Wireframe models of different objects were obtained from the Avalon FTP site. This site is 
maintained by the U.S. military and contains a wide variety of 3D wireframe models. Ground 
vehicles were chosen as any real data subsequently collated at BASE would most likely be of a 




The models were converted from their native object file format using a DOS utility 'OBJ2ASC', 
and the resulting ASCII files were then imported into 3D Studio and exported in DXF format. 
Finally, the DXF wireframe models were imported into AutoCAD and saved as DWG files. It 
was necessary to use several programs for file format conversion as a direct object to drawing 
file converter was unavailable. Due to the nature of the file formats used, no loss of detail 
occurred in the conversion process. Figure 4-7 shows the five wireframe models used. 
Figure 4-7 - Wireframe models used to generate the Syni database 
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Using AutoCAD there are several ways of describing the view of a drawing. In this instance, it 
was decided to use the spherical coordinate system as this was considered to be analogous to the 
operation of the FST classifier. Three parameters are specified, the out-of-plane rotation of an 
object, in-plane rotation and elevation. 
To generate an FST for each object it was decided to rotate the objects out-of-plane, whilst 
keeping the other parameters constant. The objects were rotated in 10  steps, generating 360 
images for each class. Due to the nature of the end application (long range JR targets), it is 
unlikely that the elevation of the targets will vary substantially, hence it was decided to keep the 
elevation of the models constant, at 30°. This angle was chosen, rather than the side elevation, 
in order to discern more information from the image database. Certain vehicles can appear 
similar head on, for example, the jeep and the trucks. In addition the in-plane rotation was kept 
at 0°. It is envisaged that in-plane rotation will be handled by using rotationally invariant 
features and not by the classifier itself. 
Automation of the rendering process was achieved by writing an AutoLISP program to control 
the operation of AutoCAD. This simply asked for the start and end rotation angles, together with 
the increment step size and elevation angle. It was necessary to render the objects at less than 
full screen to avoid clipping as the object rotated round. Table 4-1 gives the various scaling 
factors and LISP program required for each vehicle type. 
Vehicle Type LISP Program Scaling Factor 
Jeep cr N/A 
Tank cr_tank 0.6x 
Truck cr_tank 1.3x 
Flatbed Truck cr_tank 1 .5x 
Comms cr_tank 0.7x 
Table 4-1 - Scaling factors for different vehicle types 
The images were saved to disk in 256 shade greyscale GIF file format at a resolution of 640 by 
480 pixels. Each image required between two and five minutes to render. Figure 4-8 shows the 
five object classes, each at an elevation of 30° and a rotation of 45°. 
Once rendering of the models was complete, the images were converted to sun raster file format 
using Paint Shop Pro and transferred to the UNIX environment. WiT was used to segment each 
image from its black background (as each object was rendered less than full screen) and the 








Figure 4-8 - Fully rendered models 
images were then re-scaled to 4,8,16,32,64,128 and 256 pixels square using a cubic B-spline 
algorithm [PKT83]. To ensure that no distortion of the images occurred due to re-scaling, the 
segmented region was square. Each image at each size was saved in a separate file as an array 
























Figure 4-9 - WiT igraph for object segmentation, scaling and image saving 
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The specification of the Syn 1 database is given below. 
• 	5 different object types 
• An image for each I ' rotation of the object resulting in 360 images per object 
• 	Each image saved in 4,8,16,32,64,128 and 256 image resolution 
• Each object has a constant elevation angle of 30° 
• 	Each object is not rotated in-plane 




3 Flatbed Truck 
4 Tank 
5 Comms 
Table 4-2 - Numeric classes assigned to the synthetic vehicles 
Because of the flexibility of the software used it is a straightforward task to expand the database 
to enable a range of elevations and in-plane rotations to be included. The database has been used 
in another BASE research project [Sh197]. 
4.3 Feature Selection 
Image classification systems generate features from the object identified and segmented from the 
scene. Feature extraction maps high dimensional raw pixel images to a lower dimensional 
feature space. The purpose of this mapping is to reduce the number of inputs to the classifier 
whilst maintaining separability between the classes. Object classification is determined from the 
distribution of the features in feature space. 
Features are chosen to extract suitable information for object classification from the raw pixel 
data. The optimal set of features for one image and target type may not necessarily the ideal 
solution for other images and targets. However, there are features that provide good, but not 
excellent, performance for a variety of object classification problems. Generating features from 
the image does not add more information to the data, it is merely represents the image in a 
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different manner. The importance of features selection has been previously discussed in chapter 
two. 
Another consideration in feature selection is invariance. This is the property of a feature set to 
tolerate distortions of the object such as changes in size, scale, rotation, texture and intensity. 
The importance of invariance is application dependent. The targets of interest to BASE are 
medium range, 7-10 km away. Targets at this range vary little in size, in-plane rotation and 
texture, hence, using invariant features at this stage was not considered important. Changes in 
the brightness of the target could he handled by preprocessing the images. 
There are many different type of features that can be used. This section concentrates on two, the 
Fourier transform and Gabor wavelets, that have previously been used successfully for object 
classification. 
4.3.1 Fourier Features 
A technique widely used in signal processing is the Fourier transform [BW88, Sha85 and 
0WY83]. The transform is used to represent a time varying signal in terms of its constituent 
frequency components. This is useful for modelling and analysing signals in terms of their 
frequency content and bandwidth. The Discrete Fourier Transform (DFT) of a sampled one-
dimensional signal, for example a digitised audio waveform, is defined in Equation 4-7 where 
N is the number of samples and u = 0, 1, 2, ..., N- 1. 
N-I 
F(u) = --- 	x(n)e 2" 	 (Eq 47) 
N
, 
As the Fourier transform converts spatial coordinates into frequencies any surface can be 
represented as a sum of sine and cosine curves. In the Fourier transform the image is represented 
as the coefficients of these sine and cosine functions. Images are two-dimensional signals in 
nature, hence, the two-dimensional Fourier transform defined by Equation 4-8 is used 
1 	M-IN-1 	 (mu fly) 
F(u,v) = f(m , n)e 2'MV1 	 (Eq 4-8) 
MN m=O =0 
where u = 0, 1, 2, ..., N-i and v = 0, 1, 2, ..., M-1. 
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To significantly reduce the amount of computation required the Fast Fourier Transform (FF1') 
is used. This requires that the image is a square N*N  array, when N is a power of 2. For images 
were this is not the case, the size of the image can be expanded by adding rows and columns of 
zeros. The transform of the image, f, is formed by calculating the Fourier transform of each row 
to give an intermediate image, g. The Fourier transform each column of g is then calculated to 
give, F, the transform of the image. Figure 4-10 shows an image of the tank and its Fourier 
transform. 
Figure 4-10 - The tank and its Fourier transform 
To obtain rotationally and scale invariant features the Fourier transform is sampled using angular 
and radial bins as shown in Figure 4-11. This is also known as wedge-ring sampling [Ku193]. 
Since the Fourier transform is symmetrical about the x and y axes, it is possible to use one half 
of the plane for the angular bins and the other for the radial bins. The angular bins are scale 
invariant and provide information on the rotation of the object. Conversely, the radial bins are 
rotation invariant and provide information on the size of the object. The centre point of the 
Fourier transform is the DC value of the image and is usually ignored. Fourier transforms for 
image processing are discussed in [Par96]. 
Figure 4-11 - Radial and angular sampling of the 2D Fourier transform 
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4.3.2 Wavelets Transforms 
Wavelet transforms have been used successfully in image processing applications for object 
detection [WC95, CSY92] and recognition [PB95, Z0M96, PTH96, QS94], data compression 
[STG96], medical image analysis [KKR96] and speech recognition. In a similar way to a signal 
being approximated with a series of sines and cosines in a Fourier transform, a signal can be 
represented with a number of scaled and translated versions of a mother wavelet. The scaled 
versions of the mother wavelet are known as wavelets an are useful for extracting spatial-
frequency information from an image. 
The wavelet transform, W, of a one-dimensional spatial function, f(x), is defined in Equation 4-9 
W(a,x) 
= Wa f f(x)( X_aXfl dx 
	 (Eq 4-9) 
where p  is the mother wavelet function, a is the scale and x defines the translation. There are 
many different mother wavelets that could be used including Haar and Daubechies. 
Although not technically a wavelet transform the Gabor transform has similar properties. The 
transform consists of a Gaussian distribution modulated by a complex exponential. The two-
dimensional Gabor transform is defined in Equation 4-10. 
2 





The Gaussian is centred at (x 1 ,y), its size is controlled by a and b, and the horizontal and spatial 
frequencies of the exponential are defined by u 0 and v0 . Figure 4-12 shows the real and 
imaginary parts of the Gabor transform. The spatial frequency, f, of the transform is defined by 
Equation 4-11 and the orientation, p,  by Equation 4-12. 
f = 	
+ V02 
	 (Eq 4-11) 
0 = tan'1 
	
	 (Eq 4-12) 
U, ) 
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Figure 4-12 - Real and Imaginary Gabor feature kernels 
As the Gabor wavelet is a linear transform it can be applied to an image as a feature kernel. 
Several wavelets have been combined in a single kernel to form a 'super wavelet' and this has 
been successfully used for object detection in noisy infra-red images [WC95]. The real part of 
the Gabor transform has been shown to be an excellent blob detector [CS94] and the imaginary 
part an excellent edge detector [MNR92]. A classifier based on Gabor wavelets has been 
demonstrated to work well [Sma98]. 
The two-dimensional Gabor wavelet is a suitable model for the receptive field profiles of corticle 
cells in mammals [Dau88]. The Gabor wavelet parameter match those of the primary visual 
cortex neurons, namely orientation, spatial frequency, location and receptive field dimensions. 
4.3.3 Summary 
This section has given a description of two of many possible features suitable for object 
recognition. The two-dimensional Fourier transform is used in a wide range of image processing 
applications, both in image enhancement, for frequency domain filtering, and for feature 
extraction. A Fourier feature extractor is straightforward to implement and through the use of 
angular and radial sampling of the transform a set of scale and in-plane rotationally invariant 
features can be generated. 
The Gabor wavelets offer advantages over Fourier transforms. The wavelets can be orientated 
to pick out physical properties, such as object edges, and the spatial frequency can be adjusted 
to maximise the discriminatory ability of the wavelets. Gabor wavelets work well for both object 
detection and classification. It was felt that Gabor wavelets were the most suitable features for 
the initial research on the FST classifier. The following experiments investigate the effect of the 
wavelet parameters on the quality of the trajectories and classification performance. 
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4.4 Experiments and Results 
A number of experiments were designed and run to evaluate the robustness of the features and 
the operation of the classifier. These experiments used the Gabor feature set. An overview of 
the analyses of the feature sets and tests on the FST classifier is given below. 
• 	Jeep Size and Rotation: 	A single vehicle from the synthetic image database was 
rotated out-of-plane to see the effect on feature properties 
and trends. Similar experiments were also run changing 
the object image size. 
• 	General Vehicle Rotation: A second set of experiments were run to determine if 
similar trends in the features could be identified for other 
vehicle types and not just the jeep. 
• 	Spatial Frequency: 	Features are generated for all vehicles at all rotations and 
plotted. The spatial frequency of the Gabor features is 
changed to view the effect on the structure of the 
trajectories and the inter-class distance. 
• 	FST Overlays: 	 The image database was split into a training and test data- 
sets - every 10' image was considered to be a training 
image and the remaining ones for testing. Features were 
extracted from each set and FSTs formed to give an 
indication about data structure and representation in 
feature space. 
• 	Target Size: 	 A number of trials were run with various target image 
resolutions to determine a minimum practical image size 
for object recognition. 
• 	Number of Features: 	Classification performance was evaluated as the number 
of features was increased. This was assessed over a range 
of target sizes. 
• 	Noise: 	 Gaussian noise was added to the synthetic image database 
to see the effect of noise on classification performance. 
4.4.1 Jeep Size and Rotation 
Once the 'Syni' image database had been created an investigation was made into the 
characteristics of the features extracted from it. This was to determine the effect of the vehicle's 
rotation angle and the size of the image on feature properties and trends. 
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For the jeep in the'Synl' database each image was considered in turn. Gabor features were 
calculated at -90°, -60°, -30°, 0°, 30°, 600  and 90° orientation at spatial frequencies of 1.0 and 
0.5. The size of the image was increased from 4 to 256 pixels square using an incremental step 
size of the power of 2. This resulted in a number of feature files per object, each containing a 
set of Gabor features with different parameters, over a range of object sizes. Each set of features 
was calculated for every rotation of the jeep from 00  to 360°, in steps. Figure 4-13 shows the 
features calculated with a spatial frequency of 1.0 and an image size of 256 pixels square as the 
jeep rotates out-of-plane from 00  to 360°. The out-of-plane rotation of the jeep increases along 









Figure 4-13 - Gabor features for the jeep 
In Figure 4-13 the light blue line represents G 05 . It can be seen that this feature is symmetrical 
around a jeep rotation of 180°. This result can be predicated from observation of the image 
database. Figure 4-14 shows the front elevation and plan view of the jeep in wireframe form. 
The wireframe model ofthejeep is symmetrical about the y-axis. Therefore as the vehicle rotates 
round at constant elevation, the images from 181 0  to 360° will be a mirror image of those from 
0° to 180°. Hence, any features which exhibit symmetry in they-plane (such as Gabor features) 
will give identical values for the mirror set of images. This can be seen on Figure 4-15 for both 
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Figure 4-14 - (a) Front elevation and (b) Plan view of the jeep 
G0 and G. Any deviation from this symmetry is the result of the feature kernel not being 
correctly centred on the object in the image. The Gabor features are symmetrical around the y-
axis, therefore features G 90 and G-90 are identical and overlay each other. 
The pink line represents G- 60 and does not exhibit any symmetry around 180° rotation unlike G 
and This can be explained by the nature of the database and the symmetry of the Gabor 
features in the y-plane. The jeep rotates round from 0° to 180° and as expected the value of the 
feature changes. At 181° however, although the image is a reflection of the jeep at 179° the 
value of the feature is not the same. This is because the Gabor feature is orientated at -60° and 
the jeep has symmetry around the y-axis, as shown in Figure 4-15. It can be seen that a feature 
orientated at 600 would, however, produce a characteristic that is a reflection of the 60° one 
around 180°. This can be seen on the graph as the pink and brown lines. The same explanation 




Figure 4-15 - Rendered model of jeep at -45° and +45°. 
Orientation of Gabor filter at -60° and y-axes are shown. 
For completeness, the graphs for the same Gabor features as the size of the image (and hence the 
Gabor feature kernel) reduces in size from 128 to 4 pixels square, are shown in Appendix A. The 
features become more noisy as the resolution decreases. At 16 pixels, the characteristics of the 
features can still be determined, using for 4 and 8 pixels images noise is dominant. 
Feature Space Trajectory Classifier 	 73 
Similar observations can be made when the spatial frequency of the Gabor features is 0.5. 
Although the traces have a different shape, the same observations for Figure 4-12 are valid. 
However, in this case, the features are more discernable from noise at an image size of 8 pixels. 
The 4 pixel features are also more visible above the noise than those with a spatial frequency of 
1.0. The graphs for the range of kernel sizes at a spatial frequency of 0.5 are also shown in 
Appendix A. 
From this experiment it was decided to use a spatial frequency of 0.5. Two image sizes, 32 and 
256 pixels square, were chosen as an initial 'optimum' values and used in other tests with Gabor 
features. A spatial frequency of 0.5 seems to discern the most information from the images in 
these experiments. The use of two different image sizes provides a contrast in system 
performance between the most likely target size (32) and an ideal target size (256). 
4.4.2 General Vehicle Rotation 
Once the symmetrical nature of both the image database and derived features had been 
established for the jeep, the investigation was extended to the other vehicle types. This was to 
determine if the properties of the features for the jeep were applicable to the rest of the images 
in the database. 
For each of the vehicle s real Gabor features were again calculated at an orientation of -90°, -60°, 
-30°, 0°, 30°, 60° and 90°and a spatial frequency of 1.0. The target size was 256 pixel square 
and all vehicle rotations were used. This resulted in five feature files, one for each vehicle. 
Graphs of the features are shown in Figures 4-16 to 4-20. As before the y-axis is the out-of-plane 
vehicle rotation and the feature value is on the y-axis. 
Figure 4-16 shows the features for the truck. The traces, are on the whole, symmetrical apart 
from G. The region of the G 90 feature from 80° to 120° is not the same as from 240° to 280°. 
This is the result of asymmetries in the vehicle model affecting the features. In this case, the 
small effect of the vehicle exhaust and footplate. 
Simply by inspecting the features for the flatbed truck in Figure 4-19, it can be seen that the 
model is not entirely symmetrical. The G 9, feature peaks at 63° and 286°, which are not 
equidistant from 180°. Again this is due to the effect of the vehicle exhaust and footplate. Since 
the exhaust protrudes more from the vehicle the effect is more pronounced. 
The tank is highly symmetrical and this can easily be seen from its features plotted in Figure 4- 
18. The con-ims vehicle has a high degree of symmetry. However, the influence of the 




















Figure 4-16 - Gabor features for the truck at a spatial frequency of 1.0 
protruding part of the vehicle can be seen from a rotation of 330° to 30°. The features for the 
vehicle are shown in Figure 4-19. For completeness, Figure 4-20 show the features for the jeep. 
As discussed in §4.4.1, the vehicle exhibits a large degree of symmetry around the y-axis. 
The structured rotational properties that were initially found for the jeep have been shown to 
extend to the other vehicle types. From these trials it can be seen that each of the vehicles 
generate unique characteristic features as they rotate. Hence, by using these features with the 
FST classifier, it is possible to correctly classify a previously unseen object and determine its 
poise. 






























Figure 4-17 - Gabor features for the flatbed truck at a spatial frequency of 1.0 
Rotation (degreea) 















































Figure 4-19 - Gabor features for the comms vehicle at a spatial frequency of 1.0 
Rotation (degree.) 
Figure 4-20 - Gabor features for the jeep at a spatial frequency of 1.0 
Feature Space Trajectory Classifier 	 77 
4.4.3 Spatial Frequency 
It was noted, in previous experiments, that the spatial frequency of the features had a marked 
impact on the proximity of the trajectories for the different vehicles and the structure of the 
individual trajectories for each vehicle. The further apart the trajectories, the better classification 
performance will be, as it is easier to distinguish between the different classes. In addition, the 
less overlap there is on a trajectory, the more accurately the poise of the vehicle can be 
determined. Hence, it was decided to investigate the effect of spatial frequency on the 
trajectories in more detail. 
Real Gabor features were generated for all the vehicle types at every rotation. The Gabor 
wavelets were orientated at 0° and 90° and the spatial frequency increased from 0.1 to 1.0 in 
steps of 0.1. A source image size of 32 pixels square was used. The Gabor feature kernel was 
offset from the centre of the image in an attempt to reduce the symmetry between the features and 
the images 
Figure 4-21 shows the two features plotted against each other, the spatial frequency is 0.1 and 
the different vehicle types are colour coded. All the features for the FST plots are shown 
normalised. Although distinct trajectories can be seen, there is substantial overlap between some 
of the different classes. Also, within each class, most of the vehicle trajectory overlaps for 
rotations above 180°. Whilst this is due to the symmetry of the features (as discussed in §4.4.1), 
it was expected that there should be less overlap as the feature kernel is shifted. 
By increasing the spatial frequency both the overlap between the classes and the different poises 
within each class can be reduced. This is shown in Figure 4-22, where the spatial frequency is 
0.4. This was determined to be the optimum value as the trajectories exhibited the least amount 
of overlap. The distance between reflected views of the vehicle was close but a difference can 
be discerned, hence the objects poise can be determined. 
As the spatial frequency increases, the structure of the trajectories becomes more chaotic. The 
trajectories shown in Figure 4-23 were generated with a spatial frequency of 1.0. The classes 
have become more overlapped. Moreover, there are sections where the points for the different 
aspect views of the vehicles have become highly clustered (for example at around (-0.1, -0.45) 
the jeep, tank and comms vehicle trajectories overlap). At this point it would be difficult to 
classify between different vehicle types and classification performance would be poor. 
For comparison, the plots of all the trajectories as the spatial frequency increases from 0.1 to 1.0 
are shown in Appendix A. 
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These trials have shown that increasing the spatial frequency of the Gabor kernel increases the 
distance between the trajectories of the different classes. However, at a certain values for a 
particular image size, the structure of the trajectories becomes more chaotic and classifier 
performance will be reduced. Moreover, as the spatial frequency increases, the distance between 
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Figure 4-21 - FST at a spatial frequency of 0.1 
Several attempts were made to improve the trajectories using spline curve fitting through the FST 
data points. Unfortunately the software did not work reliably or successfully so it was decided 
to pursue other avenues of interest with the time available. Spline fitting to the FST data points 
could be a good method of reducing the overlap of different FSTs and reducing the impact of 
rogue training values. 
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Figure 4-23 - FST at a spatial frequency of 1.0 
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4.4.4 FST Overlays 
Following on from the spatial frequency trials, a number of feature sets were generated to see 
how well a set of training features overlayed a test feature set. These trials indicated how well 
the features formed FSTs and conclusions could be drawn about data structure and representation 
in feature space. For the FST classifier it is important that the training and test sets have a high 
degree of correlation in feature space, not only to enhance classifier performance, but also to 
permit interpolation along the FST line segments to determine the poise of the target to some 
degree of accuracy (this is discussed in detail in §4.1.1). 
The image database was split into a training and test data-sets. For the image sequences for each 
vehicle, every 10' image was considered to be a training image and the remaining images were 
test images. This split was used for the majority of the experiments of training and testing the 
classifier and gave a training to test data ratio of 10:90. Gabor features, orientated at 0° and 90° 
with a spatial frequency of 0.4, were extracted from each data set and FSTs were formed. Figure 
4-24 shows the training set and data set for the jeep class. It can be seen that the two datasets 
overlay closely. This was expected as the target size is large (256 pixels square) and the spatial 
frequency is 0.4, a value considered to be the most discerning in previous experiments. 
When the spatial frequency was increased to 1.0, the training and test sets became less closely 
matched as can be seen in Figure 4-25. Where the training trajectory departs from the test 
trajectory (for example around (0.1 ,-0.4)), the targets poise will be incorrectly estimated as the 
test point will be associated with the wrong FST line segment. Moreover, if the trajectory for 
another vehicle was in close proximity to the test point, the vehicle would be incorrectly 
classified. Obviously, the further away the training data is from the test data in feature space, the 
more likely mis-classification is to occur. 
Increasing the spatial frequency to 2.0 decreases the match between training and test data further 
still. This will decrease the overall classification rate further still and make target poise 
estimation less accurate. For example, angle estimation becomes difficult in the region (-0.1,-
0.4) as there is little correlation between test and training data. The trajectories formed are shown 
in Figure 4-26. 
Although only the results for the jeep are shown here, similar analyses of the other vehicle types 
shows that the same observations are valid. 
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Figure 4-25 - Training and test data overlays at a spatial frequency of 1.0 
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Figure 4-26 - Training and test data overlays at a spatial frequency of 2.0 
4.4.5 Target Size 
A number of experiments were run to see the effect of the target size on the feature 
characteristics and classification accuracy. These trials were run to determine if the quality of 
the features reduced gradually or underwent a catastrophic failure as the target size decreased. 
From this information a minimum practical target size for object recognition could be 
ascertained. 
Gabor feature sets were generated for all the vehicle types at a spatial frequency of 0.50 and an 
orientation of 00  and 900.  The target size was reduced from 256 to 8 pixels square in steps of 
2. Image scaling was performed using a cubic B-spline algorithm [PKT83] when the synthetic 
image database was generated. This algorithm introduced the least amount of noise into the 
scaled image and so was considered the most applicable for these trials. On this occasion, the 
feature kernel was not offset from the centre of the image, so the traces from 00  to 1800  and 181 
to 360° were expected to be closely aligned. 
Figure 4-27 shows the trajectories for each of the five vehicles. The target size is 8 pixels square. 
It can be seen that the trajectories overlap considerably and that, at certain points, there is a 
significant level of clustering of data points. One of the advantages of the FST classifier is that 
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there is no need to partition feature space, so some overlap is not considered to be a problem. 
To determine classification performance, the feature set was run through the FST classifier. 
The image database was split into a training and test data-sets; every 10th  image was considered 
to be a training image and the remainder test images. Table 4-3 presents the classification rates 
for the synthetic database at the various target sizes. As expected classification performance 
increases as the target size gets bigger. The features are able to extract more useful information 
as the target size increases. Classification performance for the 8 pixel square targets was poor 
(at around 58%). This was expected as the target size is small and, hence, there is a large degree 







8 57.82 42.18 
16 76.91 23.09 
32 80.37 19.63 
64 86.17 13.83 
128 90.31 9.69 
256 91.30 8.70 
Table 4-3 - Classification rates for various target sizes 
Table 4-4 shows the percentile confusion matrix for the 8 pixel square data. There are a couple 
of areas of interest where the classifier has difficulty discriminating between the classes. 
Considering classes 1 and 2, the jeep and the truck, there are instances when the classification 
decision is incorrect. Inspection of the raw classification data reveals that the classification 
breaks down when viewing the rear of the vehicles. At this point the facets highlighted by the 
lighting on the rear of the vehicles are lost when re-sampling to a small target size; hence both 
vehicles appear similar. This leads to confusion by the classifier. A similar error occurs when 
the comms vehicle is mis-classified as one of the trucks. 
A different error mechanism occurs between the flatbed truck and the tank (classes 3 and 4). In 
this case one of the orientation and spatial frequency of one on the Gabor filters closely matches 
the structure of the object; the barrel of the tank and the open chassis of the flatbed truck. At 
certain rotations this generates a strong correlation between the two objects leading to 
classification failure. 




1 2 3 4 5 
1 15.37 4.44 0.00 0.00 0.19 20.00 
2 3.21 10.19 1.91 2.10 2.59 20.00 
3 0.06 1.79 13.15 2.53 2.47 20.00 
4 0.00 1.54 5.99 8.70 3.77 20.00 
5 0.31 3.89 2.59 2.78 10.43 20.00 
18.95 1 	21.85 j 	23.64 j 	16.11 j 	19.44 100.00 
Table 4-4 - Percentile confusion matrix for 8 pixels square data 
Increasing the target size to 32 pixels square has a dramatic effect on the structure and 
positioning of the trajectories. Figure 4-28 shows distinct traces with a much lesser extent of 
clustering and overlap and, as expected, the classification rate is much higher at approximately 
80%. 
The percentile confusion matrix for the 32 pixel targets is shown in Table 4-5. It can be seen 
from the table that the mis-classification between the jeep and truck has reduced significantly. 
This is a direct result of more useful information being able to be extracted from the images due 
to the larger target size. Confusion between the flatbed truck and tank is also reduced as the 




1 2 3 4 s 
1 18.15 1.85 0.00 0.00 0.00 20.00 
2 2.16 15.00 0.19 0.74 1.91 20.00 
3 0.00 0.37 16.73 2.04 0.86 20.00 
4 0.00 1.05 3.02 15.74 0.19 20.00 
5 0.12 3.64 1.36 0.12 14.75 20.00 
20.43 21.91 j 	21.30 18.64 j 	17.72 100.00 
Table 4-5 - Percentile confusion matrix for 32 pixels square data 
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Finally, Figure 4-29 shows the trajectories generated using images with a target size of 256 pixels 





1 2 3 4 5 
1 19.38 0.62 0.00 0.00 0.00 20.00 
2 0.37 18.02 0.06 0.80 0.74 20.00 
3 0.00 0.12 18.70 0.43 0.74 20.00 
4 0.00 0.62 1.91 17.35 0.12 20.00 
5 0.12 1.05 0.86 0.12 17.84 20.00 
19.88 20.43 21.54 18.70 19.44 100.00 
Table 4-6 - Percentile confusion matrix for 256 pixels square data 
The experiments described here have shown, as expected, that an increases the target size 
increases classification accuracy. The increase in target size allows the feature set to discern 
more information about the spatial structure of the image and hence leads to a more 
discriminatory feature set. It was noted that at smaller target sizes vehicles could appear very 
similar at various rotations. However, as the target size increased, the degree of similarity 
reduced. 
At certain spatial frequencies and orientations the Gabor wavelets correlated with a particular 
detail on the object. Most of the time this increased class separability but on occasions also 
confused the classifier. 























Feature 1(0 Deg) 
Figure 4-27 - Trajectories for a target size of 8 pixels square 
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Figure 4-28 - Trajectories for a target size of 32 pixels square 
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Figure 4-29 - Trajectories for a target size of 256 pixels square 
4.4.6 Number of Features 
In the previous section a number of experiments were conducted using only two features for 
classification. The results presented in this section show the effect of the number of features used 
on classification performance for different target sizes. All the features used were based on 
Gabor wavelets. 
The number of Gabor wavelets used was increased from two to twenty. The orientation of the 
wavelets was equally spread through 1800,  so for a five feature problem, the wavelets were 
orientated at 00,  36 0 , 72°, 108° and 144°. Similarly for the six feature problem the wavelets 
were orientated at 0°, 30°, 60°, 90°, 120° and 150 0 . The spatial frequency remained constant 
at 0.4. Figure 4-30 shown the classification rate for the various target sizes used, 8, 16, 32, 64, 
128 and 256 pixels square as the number of features increases. 
From the chart it can be seen that the classification rate using the two feature system is relatively 
poor for all the target sizes. Using three features increases classification performance and adding 
another feature has a positive effect though not as pronounced. For five through to twenty 
features there was little or no benefit is using the extra information. By this stage classification 
performance was determined entirely by the interaction of the trajectories in feature space. The 
Gabor feature kernels at the different orientations were generating similar features which were 
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Figure 4-30 - Change in classification rate as number of features and image size increases 
of little use to the classifier. The discriminatory ability of the features could be increased by 
modifying the size of the Gaussian used but at the time of writing the synthetic image database 
was no longer available. It should also be noted that the difference in classification rates for the 
64 to 256 pixels targets was small at about 0.35 %. 
Table 4-7 looks at the classification results for the four feature system in detail. It can be seen 
that there is only a small improvement in classification accuracy as the target size increase from 
32 to 256 pixels. The table also shows how the poise error varies with the target size. As the 
target size increases the unknown object is represented more accurately in feature space, hence, 
the poise of the object can be more accurately determined. Standard deviations for the poise error 







Feature Space Trajectory Classifier 
Target Size Mean Classification 
Rate (%) 
Poise Error  
(0) 
8 81.7 ±23.9 (85.1) 
16 92.5 ±11.1 (61.5) 
32 97.1 ±6.2 (48.2) 
64 98.6 ±2.8 	(31.8) 
128 98.8 ±1.7 (24.5) 
256 99.0 ±1.4 (21.5) 
Table 4-7 - Classification and poise estimation results for a four feature classifier 
4.4.7 Noise 
Finally Gaussian noise was added to the images in the synthetic database. The noise was added 
to the image database by using WiT to reprocess the images. The mean of the added noise was 
0, which keeps the average pixel intensity over each images the same, and the noise had a 
standard deviation of 506.  The FST classifier was trained using the original images and the noisy 
images were used as test data. For comparison purposes the number of feature trials were run 
on the new test data. Figure 4-31 shows the results for 8 to 64 pixel targets. 
From the chart it can be seen that, as expected, classification performance is poorer than with the 
ideal images. On average the accuracy has reduced by approximately 18%. As before 
performance is poor for the two feature classifier but increases steadily until six features are used 
and then remains steady. Another interesting observation is that the range of classification rates 
for the different target sizes is wider. 
4.5 Discussion and Conclusions 
The FST classifier offers a number of advantages over other techniques. It does not partition 
feature space into class boundaries and therefore all the distorted versions of an object are not 
required to be clustered in the same region of feature space. The points for each training object 
are connected in feature space using straight lines. Unknown objects are classified using 
6  Refer to the WiT operator 'add noise ag' for more information on the noise model. 
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distances from the training data in a similar manner to a k-Nearest Neighbour classifier. The FST 
classifier has been implemented as a conventional algorithm. This was easier to implement and 
debug than the SLP architecture and analysis of the internal operation of the classifier was more 
straightforward. 
As the classifier is relatively new and largely unproven it was decided to use a synthetic image 
database to evaluate its operation. The use of synthetic data permitted complete control of the 
position, size and rotation of the objects; something that is very difficult to do with real world 
data. The large variety of different views of the object in the synthetic database allowed a 
number of different experiments to be run. 
It was found that the Gabor wavelets generated structured rotational features as the objects in the 
synthetic database rotated out-of-plane. The characteristics for each vehicle were unique so 
classification using the feature set was possible. From the trials it was found that wavelets with 
a spatial frequency of 0.5 produced smooth trajectories and gave the best classification results. 
It was decided to use two target sizes, 32 and 256 pixels, for most of the experiments. A target 
size of 256 pixels square was considered to be the ideal and was used as a benchmark. The 32 
pixel targets were more similar in size to the end application and, hence, the results using this 
target size could be considered to be more realistic. 
The trials have shown that increasing the spatial frequency of the Gabor kernel increases the 
distance between the trajectories of the different classes. However, at a certain values for a 
particular image size, the structure of the trajectories becomes more chaotic and classifier 
performance is reduced. Moreover, as the spatial frequency increases, the distance between the 
reflected views of the vehicle increases and the objects poise can be more accurately determined. 
A number of feature sets have been generated to determine how well a set of training features 
overlayed a test feature set. The experiments provided an indication of the quality of the FSTs 
formed by the Gabor features; the trajectories were, in the main, well structured and not noisy. 
For the FST classifier it is important that the training and test sets have a high degree of 
correlation in feature space. This enhances classifier performance and also permits interpolation 
along the FST line segments to determine the poise of the target to some degree of accuracy. 
It has been shown that increasing target size improves classification accuracy. The larger target 
sizes allow the feature set to discern more information about the spatial structure of the image 
and hence leads to a more discriminatory feature set. It was noted that at smaller target sizes 
vehicles could appear very similar at various rotations. However, as the target size increased the 
degree of similarity reduced. At certain spatial frequencies and orientations the Gabor wavelets 
correlated with a particular detail on the object. Most of the time this increased the class 
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separability but on occasions also confused the classifier. 
As expected, classification performance using the two feature system was relatively poor for all 
the target sizes. Increasing the number of features used improved classification performance, 
however, using more than six or seven features had a negligible effect on the classification rate. 
It is felt that reducing the size of the Gaussian for the Gabor wavelets would produce more 
selective features, thus improve system performance with larger number of features, but the data 
was no longer available to run the experiments. Adding a large amount of noise to the test 
images reduced classification rates by about 18% on average. The investigation into the effect 
of increasing the number of features on the classification performance was limited and there is 
more detailed research that could be done in this area. 
These experiments have shown that the FST classifier can be used successfully for classification 
of small targets in ideal and noisy environments. The experiments described here used synthetic 
data as this permitted full control of the poise and size of the object. The performance of the 
classifier with images of real vehicles is evaluated in the next section. 
4.6 Summary 
This chapter has presented, in detail, the Feature Space Trajectory classifier. A comparison has 
been made with other classification techniques and two possible implementations have been 
discussed. A synthetic image database with five object classes has been generated for testing and 
evaluation the FST classifier. Two suitable feature sets have been described and one, based on 
Gabor wavelets, has been used in a number of experiments. The experiments have evaluated 
classification performance using the synthetic database and how the features respond to out-of-
plane rotation of the targets. Finally conclusions have been drawn about the suitability of the 
FST classifier for ATR. 
Chapter 5 
Classifier Evaluation 
In this chapter the Feature Space Trajectory classifier is applied to a new database of real 
vehicles. The specification and collation of the new sequence database is described. A number 
of segmentation problems with the new images are discussed and suitable solutions applied. 
Technical problems with the infra-red camera used are also outlined. Results for experiments 
on classification accuracy and poise estimation are presented and a comparison is made against 
other classification techniques. 
5.1 Overview 
In the previous chapter the Gabor feature set have been shown to exhibit structured properties 
as a synthetically generated vehicle rotated out-of-plane. These features have been shown to 
provide good classification and poise estimation performance over a range of target sizes. This 
chapter extends the trials on the FST classifier to determine if the same properties hold true for 
a database of real vehicles. 
For further evaluation of the classifier a new database of real infra-red targets was collated. This 
was known as the 'FIot2' image database. The database consists of a range of different domestic 
and commercial vehicles moving in a controlled environment. There were a number of problems 
with the collation and post-processing of the database and these are outlined in the following 
section. 
The Flot2 database was processed using a two stage process in WiT. One stage for detection and 
the other for segmentation. Some image enhancement and batch processing of the sequences was 
performed using Paint Shop Pro. Excel was used for the analysis of the classification and poise 
estimation results. 
92 
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5.2 The 'FIot2' Sequence Database 
The previous chapter used a database of synthetic images to evaluate the FST classifier and the 
results from the database were encouraging. For further evaluation of the classifier a database 
of images of real vehicles was collated; this was known as the 'Flot2' database. 
It was necessary for the database to contain images of different objects at various out-of-plane 
rotations. This could have been achieved using boats, aircraft or land vehicles. For the sequence 
database described here land vehicles were used. They offered the highest degree of control of 
the position of the object and a range of vehicles were made available at BASE. 
The image database should be constructed to make it straightforward to segment the vehicles 
from the background using the available segmenter. For this to be possible the background 
should be nondescript and not have any heat sources in the area in which the vehicle is moving. 
Moreover, the gain on the camera should not be too high as to saturate the image of the vehicle 
and mask any differences in the thermal signature. 
An important consideration is how to determine the poise of the vehicle as it moves. The most 
straightforward way to do this was to take a note of the rotation at several keyframes and 
interpolate between them. This is by no means the most accurate way to determine poise, but it 
is reasonably reliable and effective. 
In an attempt to eliminate the registration error between fields a digital Time Base Corrector 
(TBC) was used. This device samples the video signal and reconstructs it using new timing and 
synchronisation pulses. Unfortunately this method did not correct the problem and a more drastic 
approach, described in §5.3.1, was used. 
The general discussion of the 'Flot2' database given above allows a specification for the database 
to be developed. The new database should: 
• 	Contain a range of different vehicles 
• Each vehicle to powered by an engine 
• 	Target size of approximately 32 pixels high 
• Slow moving vehicles to give a maximum rotation of 10  per frame 
• 	Targets not to be saturated 
• Sequences taken under similar weather conditions 
• 	Nondescript background for ease of segmentation 
Using these criteria a suitable site and range of vehicles were selected. 
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5.2.1 Collation 
A suitable site was found for recording the sequences at Crapstone airfield, near Yelverton, 
Devon. There was an area of tarmac where the vehicles could drive around and the background 
consisted mostly of foliage. In infra-red images, assuming the ambient temperature is not too 
high, foliage appears as a featureless grey background. There were very few other heat sources 
on the site. Six different vehicles were used: a Range Rover, Ford Fiesta, 7 ton truck, Transit 
van. Austin Maestro and a Rover car and the images were captured using a Steinheil 8-121.tm 
infra-red camera. Positioning the camera approximately 200 metres away from the tarmac gave 
a target size of between 32 and 64 pixels high. 
To generate training and test data for the FST classifier it was necessary for the out-of-plane 
rotation of the vehicles to change. This was achieved by driving each vehicles around in a circle. 
In addition, if the vehicle moved at a constant speed, the rotation of the vehicle in each frame 
could be calculated. The vehicles moved slowly to give change in poise between 0.50  and per 
frame. 
The data was collected over two days and on both days the position of the camera and turning 
circles of the vehicles remained in the same location. Weather conditions during data collection 
were poor and there was a lot of mist. This substantially reduced the contrast of the images and 
made the objects appear much less well defined. The following section details the post-
processing of the captured sequences. 
5.3 Database Processing 
Once the database has been collated the vehicles within each scene were detected and segmented. 
The images were of very poor quality due mainly to atmospheric conditions when the footage 
was taken. As a result of the poor quality of the images captured segmentation was more difficult 
than it first appeared. The vehicles had very low contrast against the background of the scene 
which made their extents difficult to detect. In some cases this could be overcome by tweaking 
the detection parameters for each sequence but in other sequences another approach was required. 
The movement of the vehicles was modelled using curvefitting techniques and the model was 
used to define the region for segmentation. This worked reasonably well for one of the sequences 
captured but the contrast of the other sequences was so poor that this offered little additional 
information. This section describes the segmentation techniques used on the collated sequences. 
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In addition, the poise of the vehicle was estimated by interpolating between known rotations. 
This was achieved using the 'quadrant' data described in §5.3.4. 
A registration problem between the odd and even fields of the frame was discovered. This is 
discussed in the following section. 
5.3.1 Frame Registration 
A problem with the interlaced video signal was mentioned briefly in §3.2.1. A registration error 
between the odd and even field from the camera resulted from the vehicle moving between the 
time when the alternate fields were captured. The error is not due to the synchronisation pulses 
in the video signal as static objects in the scene have well defined edges. For the vehicle 
sequences in the Flot2 database, the registration error is more pronounced than the sea-scape 
data, as the vehicles move more rapidly. Figure 5-1 shows a section of the Range Rover scene 
where the registration error can clearly be seen with the even field shifted temporally with respect 
to the odd one. 
Figure 5-1 - Registration problems between fields 
It should be possible to reconstruct the frame correctly by splitting the image into two fields and 
then performing motion compensation on one field so that the reformed frame does not suffer 
form this effect. 
An easier approach is to discard one of the fields and for this application only the even field was 
used. This effectively reduced the height of the target (and hence the available pixel data) by half 
but resulted in the classifier being trained on reasonable quality images. An alternative approach, 
which was not available, would have been to use a non-interlaced video camera. 
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5.3.2 Segmentation 
Object segmentation was performed as a two stage process, object detection followed by 
segmentation. The two stage process allowed the object database to be re-segmented using 
different criteria as required and permitted errors in object detection to be corrected. The poor 
contrast of the images in the sequences made the objects difficult to segment. For those that 
could not be segmented visually, the motion of the vehicle was estimated, and this was used to 
generate position and size information. The sequences of the truck and transit van could not be 
segmented at all. 
The first stage was object detection and this was modelled on the standard BASE detection 
algorithm as shown in Figure 5-2. For each vehicle the region of interest was modified so 
detection only occurred within the section of the scene where the vehicle was moving. This 
removed some of the clutter from the scene. The objects were detected using a thresholding 
technique with the level modified for each sequence and in some cases for each frame. Bounding 
boxes were formed by using the edge-walker and the position and size of the vehicle was saved 
for processing by the segmentation stage. 
The second stage was to segment the object from the scene background. This was achieved by 
reading in the file generated by the segmenter and extracting the object from the scene using the 
position and size information. The size of the object was increased to 64 by 64 pixels square by 
adding rows and columns of black pixels as required. The final images were saved as sun raster 
files for later experiments. Figure 5-3 shows the segmentation stage. 
To simplify subsequent processing each of the objects of interest were assigned a numeric class 
as shown in Table 5-1. 
Class Vehicle 
Range Rover 
2 Rover Car 
3 Ford Fiesta 
4 Maestro 
Table 5-1 - Numeric classes assigned to the vehicle types 
Most of the sequences could not be easily segmented visually. This is because the contrast of the 
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obscured from the camera. This changed the thermal window of the infra-red camera and hence 
the contrast of the image. The manual controls for the brightness and offset of the camera were 
found to be erratic at best. It was found that the majority of the segmentation problems were due 
to the x component of the size and position of the object being incorrectly determined. Errors 
in the height of the target were easier to correct as the height varied by only one or two pixels as 
the vehicle rotated. The solution was to use curve fitting techniques, as described in the 
following section, on the coordinate data produced by the detection stage to generate size and 
position information. 
5.3.3 Position Estimation 
From the coordinate data generated by the segmenter a plot of the variation in the size of the 
vehicle can be produced. The blue line on Figure 5-4 shows the size of the Rover car as it rotates 
round and is similar to the plot for the Sherpa van which was also difficult to segment. Other 
plots can be produced for the position of the vehicle within the frame. It can be seen that the 
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Figure 54 - Horizontal size of the Rover car 
The solution applied was to fit a sinusoidal curve of the type shown in Equation 5-1 to the data. 
Many other functions could have been fitted, including polynomial, quadratic and Gaussian. The 
sinusoidal was chosen as it models how the size of the object would vary under ideal conditions. 
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For this to be applied, the data was split into two sets, centred around the middle frame. For the 




The parameters of the curve were determined by minimising the standard error, Sr,  defined in 
Equation 5-2. The error is a function of the least squares and is minimised using the steepest 
descent method. The number of data points to fit is denoted by n and the value at point i by y 1 . 
n p 





The results of fitting the Rover car sequence are shown as the red line in Figure 5-4. To segment 
the object from the scene the size information in the detection file is replaced with the fitted 
function. The scene is processed with the previous WiT segmentation igraph (shown in Figure 
5-3) using the new file. Visual inspection of the processed targets showed that this technique 
worked reasonably for a couple of sequences, although the merits of accurately segmenting a very 
poor quality image of a vehicle are dubious. Most of the targets were closely segmented from 
the background without clipping the extents. 
5.3.4 Poise Estimation 
The final step in the creation of the object database is to estimate the poise of the object. This 
is achieved by making three assumptions about the movement of the vehicle and its aspect to the 
camera 
The vehicle moves at constant speed 
The vehicle turns in a perfect circle 
The camera views the turning circle head on 
These assumptions mean that the vehicle is moving at constant angular speed, and hence, there 
is a constant, and known, amount of movement between consecutive frames from the camera. 
Therefore the poise of the vehicle can be estimated from the frame number. 
A note was taken of the frames when then vehicle was directly facing towards and away from the 




the 'quadrant' data and were determined by visual inspection of the image sequence using the 
Quantel video capture system at BASE. Figure 5-5 shows the process diagrammatically. The 
poise of the vehicle is estimated by interpolating between the quadrant data. 
Figure 5-5 - Capturing the quadrant information 
The quadrant data for the Rover car can is shown in Table 5-2. For most of the sequence, the 
angular velocity, co, remained relatively constant, however, there is a change between 90° and 
1800 .  This is a result of the speed of the car decreasing for part of the turning manoeuvre. It was 
not possible to correct for this and so this will introduce a small error in the poise estimation 






( 	 per frame) 
0 34 - - 
90 176 142 0.63 
180 338 162 0.56 
270 483 145 0.62 
360 625 142 0.63 
Table 5-2 - Quadrant data for the Rover car 
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5.3.5 Summary 
This section has presented the post processing of the sequences in the Flot2 database. The 
quality of the footage taken with the infra-red camera was poor with low contrast between the 
vehicle and the scene background. The digitised images had a low signal to noise ratio and 
occasionally some of the vehicles in the images were saturated to bright white. There was very 
little that could be done to improve the quality of the images. Histogram equalisation improved 
the contrast of the images slightly but not enough for the edge detection algorithm to identify the 
limits of all the vehicles correctly or consistently. 
Most of the problems with the quality of the images were the result of two factors. Firstly, the 
weather conditions when the database was collated were poor with some rain and mist. This 
reduced the contrast of the images. Secondly, the controller for the infra-red camera was not 
functioning correctly. Manual control of the gain and offset of the camera drifted substantially 
over time. Automatic control was erratic and led to the brightness of the image changing 
spuriously. Unfortunately, due to the limited availability of personnel, equipment and vehicles, 
it was not possible to postpone collation of the database until weather conditions were more 
favourable and better equipment was available. 
Using the two stage segmentation process with position estimation permitted four of the six 
sequences to be segmented. The remaining two sequences of the truck and transit van were not 
able to be segmented using the algorithms available and the data was discarded. Of the four 
sequences segmented, two, the Range Rover and Maestro car, were segmented adequately with 
the bounding boxes mostly encompassing the limits of the vehicle. Segmentation of the Ford 
Fiesta and the Rover car was poor. For the majority of these sequences, due to low contrast, it 
was difficult to differentiate which pixels were part of the vehicle and the background pixels. 
The problems with the Flot2 database were compounded by the registration error between the 
scan fields from the camera. By discarding one of the fields the amount of useful information 
in the images of the vehicles was effectively halved. 
The complete Flot2 database contained 4 classes with a total of 2793 objects. The population 









Figure 5-6 - Population of the Flot2 database 
5.4 Experiments and Results 
A number of trials were implemented to enable evaluation of the FST classifier with the new 
image database. Most of the experiments concentrated on the classification performance of the 
FST classifier. The number of experiments performed was limited due to the quality of the Flot2 
database. An overview of the experiments is given below: 
Classification: 	The sequences were split into training and test datasets for the 
classifier. Classification performance was assessed as the number 
of features were increased and as the amount of training data was 
reduced. 
Poise Estimation: 	Poise estimation accuracy was investigated as the number of 
training images were varied. Comparisons are made between the 
accuracy for badly and well segmented sequences. 
Repeatability: 
	
	A number of previously unseen sequences were run through the 
classifier to determine how well the classifier generalised from 
one series of vehicles to another. The accuracy of the poise 
estimation for these sequences was also investigated. 
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5.4.1 Classification Performance 
The objects in the Flot2 database were split into two datasets, a training set and a test set, each 
containing half of the 2,793 objects in the database. The distribution of objects between the two 
datasets was chosen randomly. 
A set of fixed Gabor features with orientations of 0°, 36°, 72°, 108° and 144° at spatial 
frequencies of 0.25, 0.5, 1.0 and 2.0 were generated from the datasets and classified using the 
FST classifier. The overall classification rate was 95.5% and the average error in the estimation 
of the poise of the object was 18.9°. Table 5-3 shows atypical percentile confusion matrix. For 




1 2 3 4 
1 97.43 0.29 2.29 0.00 25.09 
2 0.00 92.39 2.17 5.43 19.78 
3 1.48 1.78 96.14 0.59 24.16 
4 0.00 3.70 0.93 9537 30.97 
24.80 19.93 24.52 30.75 100.00 
Table 5-3 - Typical percentile confusion matrix for Flot2 database 
The results shown here compare favourably with other classification techniques. Both a linear 
and MLP classifier were also used for classification  and the results are given in Table 5-4. 
These results are the average of 20 different trials using the same dataset. 




Table 5-4 - Results using different types of classifier 
7  These classifier results are courtesy of Mike Smart [Sma98] pp.  69. 
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These results are not unsurprising. The linear classifier is unable to produce good decision 
boundaries in feature space and so classification performance is poorer. This is supported by the 
good performance of the MLP with an increase of approximately 15%. The MLP is able to 
produce higher order decision surfaces and hence better decision boundaries. There is only a 
small improvement by using the FST classifier. The FST classifier is more similar in operation 
to a nearest neighbour classifier, however, the ability to classify overlapping clusters of data by 
the used of trajectories offers comparable performance to the MLP. 
Figure 5-7 shows the variation in the classification rate as the number of features is increased. 
The features were increased using the same method as the synthetic data trials (as described in 
§4.4.6). The classification rate improves as the number of features increase up until nine features 
are used when it levels off. As for the synthetic data (in §4.4.8) there appears to be no benefit 
from using any additional features. For comparison, classification performance using Fourier 
features, is shown. The overall performance is poorer. This is probably because the Fourier 
features are not as discerning as the Gabor ones. The Gabor features are able to extract edge 
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Figure 5-7 - Classification rate vs number of features 
The effect of the ratio of the split between test and training data on classification performance 
was also investigated. Here every nth  image of the rotating vehicle was taken as training data and, 
hence, the database was not split randomly. The remaining images were used as the test data. 
Taking every 10' frame (approximately a 60  rotation of the vehicle) was used as a benchmark. 
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Table 5-5 shows the classification performance and average poise estimation error as n is 
increased and the amount of training data is reduced. 




10 77.1 ±18.8 (81.0) 
20 73.8 ±22.8 (84.0) 
50 65.2 ±34.5 (99.8) 
100 58 ±41.7 (92.6) 
Table 5-5 - Classification and poise estimation results as the training data is reduced 
From the table it can be seen that the classifier does not fail catastrophically as the quantity of 
training is reduced. Inspection of the features space shows that the training points for the 
different vehicle types are intermingled in feature space (as shown for the synthetic data in 
§4.4.3). However, the use of straight lines connecting adjacent training points means that the 
classification accuracy does not fall dramatically even when very little training data is used. 
Poise estimation accuracy is discussed in the following section. 
5.4.2 Poise Estimation 
Table 5-5 also shows how the poise error varies with the number of training images. Standard 
deviations are shown in parenthesis. The accuracy of the estimation of the poise of the object 
is affected dramatically as the number of training points are reduced. Although the classifier can 
determine the class of the object by locating the nearest FST, because the training points are so 
disparate, the classifier is unable to estimate the poise accurately. If every 100' frame is used 
then the poise of the object can only be estimated to an accuracy of ±42° and this level of 
accuracy is unable to be used to improve tracking performance. 
The distribution of the poise error for the equally split training and test data is shown in Figure 
5-8. The chart shows that most of the errors estimation are below 20° with very few estimates 
90° or more out. The average error was ±9.5° with a standard deviation of 25°. An accuracy 
of ±100  in estimating the poise could be used for modelling the movement of a vehicle using the 
tracker. Figure 5-9 shows the error distribution where only every 50 ' frame is used as training 
data. It can be seen that there is a although the poise is estimated well in a large number of cases 
























Figure 5-8 - Poise estimation error for equally split data 
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Figure 5-10 shows how the poise varies as the Range Rover rotates round. The blue trace shows 
the actual rotation and the purple trace the estimated one. The estimate is promising for most of 
the sequence and the major failures can be seen as spikes. 
Frame 
Figure 5-10 - Poise estimation accuracy for the Range Rover sequence 
Finally, Figure 5-11 shows what happens when the poise estimation breaks down 
catastrophically. The red line on the chart shows how the poise of the Rover car varies over time 
and the blue is the actual poise. It can be seen that there are no discernable trends in the data and 
the structure estimated poise is more analogous to noise than a continuous change in poise. 
Figures 5-10 and 5-11 show that there is little that can be done using the Flot2 database. 
5.4.3 Repeatability 
The classifier was trained on 50% of the original objects in the Flot2 database and then tested on 
previously unseen sequences of the Austin Maestro and Rover cars. From the previous results 
with the Flot2 database poor results were expected and this was indeed the case. Table 5-6 
shows how the new sequences were classified. The sequence for the Rover car was classified 
correctly in only 40% of cases. Inspection of the sequences revealed that the training data and, 
to a lesser extent the unseen sequence, were very poor images. The objects were effectively a 
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Figure 5-11 — Poise estimation accuracy for the Rover car sequence 
internal structure. The edges of the vehicles were not distinctive from the background in the 
majority of images. As expected the poise estimation accuracy was also poor as can be seen in 
Figure 5-12 where the trace is effectively noise. The chart also shows a moving average of the 
last 20 values which reveals no underlying structure. 
Unseen Range Rover Ford Austin Population 
Sequence Rover Car Fiesta Maestro 
Rover Car 6.7 % 40.0% 42.0% 3.3 % 498 
Maestro 1.3 % 10.5% 17.8% 70.4% 399 
Table 5-6 — Classification performance for previously unseen sequences 
Classification rates for the Maestro car were better at approximately 70%. The images of the 
Maestro car were better segmented than those for the Rover car. Although the image quality was 
poor, the sequence was the best one captured in the Flot2 database. Unlike the other sequences, 
the images of the vehicles had some edge definition and internal structure. The Gabor features 
were able to represent this structure and hence the improvement in classification rates. Poise 
estimation was still poor as can be seen in Figure 5-13. Although there is a constant offset in the 




















Figure 5-12 - Poise estimation accuracy for the Rover car sequence 
Figure 5-13 - Poise estimation accuracy for the Austin Maestro sequence 
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5.4.4 Summary 
This section has presented some of the results from using the FST classifier with the Flot2 
database. The quality of the images of the vehicles in the Flot2 database is not good. The 
number of experiments that were run were limited by the database and it rapidly became apparent 
that further evaluation of the classifier using this database would be fruitless. 
It was found that the classifier performed well when the training and test data were generated 
from the same sequence. Classification rates were high at approximately 95%. However, this 
result is misleading as the classifier is recognising frames within a sequence it has already been 
trained on, i.e., it is effectively a memory element. Moreover, as the vehicles could not be 
extracted from their local background, there is also some concern that the background 
information is helping to differentiate between the classes. Using this dataset, performance was 
comparable to a MLP network, as expected. 
Further evidence of the classifier acting as a memory storage element and being unable to 
generalise was offered by the repeatability tests. Half of the objects in the Flot2 database were 
used as training data and two previously unseen sequences of two of the vehicles were used as 
test data. The correct classification rates for the Rover car and the Maestro were 40.0% and 
70.4% respectively. 
It is thought that the inability to generalise is due to the poor quality of the training data. It was 
interesting to note that the classifier performed well when tested on the well segmented sequence. 
Classification failure due to segmentation errors is a well known ATR problem and is discussed 
by Zhang [Zha95]. Both the training and test data for this sequence did not overlap as much with 
the other sequences in feature space thus improving classification rate. The training data for this 
sequence also produced a more structured and smooth trajectory than the other vehicles. 
However, without a better quality database it is not possible to evaluate this further and draw 
more detailed conclusions. 
As with the synthetic data, classification accuracy was found to improve as the number of 
features increased, though the benefits of using more than nine features were minimal. The 
Gabor features performed substantially better than other features tested including the Fourier 
feature set. 
When the original sequences were split into training and test sets poise estimation was found to 
be good with an average error of ±9.5%. This was found to decline gracefully as the number of 
training images used decreased and gave an accuracy of ±42% when only 1% of the database was 
used as training data. This is a feature of adjacent training points being connected using straight 
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lines and allows the poise to be estimated reasonably well as shown with the synthetic data. 
When the classifier was shown the previously unseen sequences of the Maestro and Rover car 
poise estimation failed. As classification rate was poor it was not expected that the poise 
estimation would be accurate. The results had a great deal of noise although some underlying 
structure could be detected. 
5.5 Discussion and Conclusions 
It has been difficult to evaluate the classifier using the Flot2 database. There were a number of 
problems with the database. The database was collated under poor weather conditions giving low 
contrast images with a low signal to noise ratio and badly defined object edges. This was 
compounded by technical problems with the camera controller and the registration error between 
the fields requiring half the image to be discarded. 
The difference between seascape, synthetic and vehicle (Floti, Syni and Flot2 respectively) 
databases are highlighted in Figure 5-14. It can be seen that the objects in the Flot2 database are 
much less well defined and more noisy. 
Figure 5-14 - Representative images from the Floti, Syni and Flot2 image databases 
Some of the results from the classifier have been encouraging. Classification rates for the 
previouIv seen sequences were high. at 	and comparable to the MLP classifier. Accuracy 
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for the well segmented unseen sequences were encouraging at 40% and 70%, although poise 
estimation was poor. It was encouraging that the poise estimation was found to work 
successfully on some of the real world data. 
It is felt that these results do not represent the true potential of the FST classifier and this is 
largely due to the image database. Unfortunately, due to logistical and organisational difficulties 
at BASE, there has been no new opportunity to collate and process a replacement database. 
However, it is felt that, should a suitable database become available, the encouraging results from 
the synthetic database and the Flot2 database merit further evaluation of the classifier. 
5.6 Summary 
In this chapter the PSI classifier has been applied to a database of real objects. The specification 
and collation of the database has been discussed. Problems with processing and the subsequent 
quality of the new database have been detailed. A number of experiments on classification 
accuracy and poise estimation have been run and the results presented. Finally, the results have 
been discussed and conclusions drawn. 
Chapter 6 
System Integration 
This chapter presents a discussion of some of the issues involved in integrating the FST classifier 
into an ATR system. A new system architecture, derived from an existing BASE system, is 
proposed to take advantage of the new classifier. Modifications to the operation of the existing 
tracker to incorporate the poise information are discussed. Possible causes of classification error 
due to segmentation failure and object occlusion are also detailed using examples from the 
seascape database. Finally, the adaptability of the classifier to other datasets and applications is 
discussed 
6.1 Overview 
There are a number of issues to be considered before the classifier can be integrated into an ATR 
system. The classifier is one of a series of modules that form a complete ATR system and its 
operation can have a big impact on the functionality of other elements in the system. The impact 
will be larger still, when the poise information, generated by the FST classifier, is incorporated 
into the tracking process. Failure of the classification stage could lead to reduced performance 
of the tracker. Currently, the tracker runs in parallel and independently of the classifier. 
Assuming the classifier is well trained, there are three main reasons the classifier could fail: 
segmentation error, object occlusion and poor performance of the infra-red camera. In this 
chapter segmentation errors and occlusion are discussed. The performance of the infra-red 
camera is beyond the scope of this thesis. An overview of the issues considered here for system 
integration are given below: 
• 	Classifier Integration: 	The interaction between the classifier and other 
components in the ATR system. This includes the 
utilisation of poise information in the tracking module and 
post processing of the classifier decision. 
• 	Hardware Realisation: 	The classifier can be implemented using a variety of 
different systems, such as embedded computer, custom 







When an ATR system in presented with real world images 
segmentation can fail under certain circumstances. The 
extents of the object can be incorrectly identified as a 
result of overlapping objects, occlusion and non-closure 
of the edge-map. 
Targets can become occluded by other objects or detail in 
the scene. Features extracted from the occluded object 
can vary dramatically and segmentation and tracking 
errors can occur. 
This is the ability of the classifier to be used with other 
data sets. The FST classifier also has attributes that make 
it suitable for use in other applications. The training and 
test data used needs to be structured (as with other 
classification techniques. 
This discussion starts with the operation of the classifier within the ATR system. 
6.2 Classifier Integration 
The classifier is one of a series of modules that form a complete ATR system. Each element of 
the system does not operate in isolation to the others. Therefore the performance of one module 
can directly or indirectly affect the operation of other modules in the system and consequently 
the performance of the system as a whole. The successful operation of the classifier depends 
primarily on the correct operation of the segmentation system. 
Figure 6-1 shows a proposal for an ATR system utilising the FST classifier. The model is 
designed to be modular in architecture and is derived from an existing BASE system. It is 
designed to give a reference point for future development of the ATR system. A modular 
architecture allows development of individual functions in isolation from the system. After the 
functions have been developed they can be migrated into the system. 
Each image from the infra-red camera is enhanced using a median filter. This reduces the 
amount of speckle in the image while maintaining the object edges. In addition, histogram 
equalisation is used to improve the contrast of the image. Object detection and segmentation is 
then performed on the enhanced image. This generates a series of bounding boxes describing 
regions of interest that may contain a potential targets. A binary mask for each bounding box is 








Figure 6-1 - Proposed ATR system architecture 
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The segmentation stage is probably the most critical within the system and to this end a great deal 
of research has been conducted in this area. Segmentation errors are one of the main sources of 
classification failure and are discussed in §6.4. Moreover, the location and size of the bounding 
boxes generated by the object detector are used as the basis for the tracking algorithm. If the 
detector generates a lot of spurious and incorrect bounding boxes then both the tracking and 
classification systems will fail. 
Two dimensional features are extracted from the greyscale image of the object and passed to the 
new FST classifier. This determines the class and poise of the object. In the future the class 
information generated by the classifier will be temporally processed using contextual data from 
the knowledge base. If a probability of the object belonging to each potential class can also be 
calculated then Bayesian inference could be applied at this stage. Moreover, if the distance limit 
of the classifier is used to reject clutter, then ambiguity is introduced into the probabilities, and 
Dempster-Shafer evidential reasoning can be used instead. 
The tracker can and usually does operate in parallel with the classifier. It uses positional 
information relating to the segmented objects to calculate positional, velocity and acceleration 
information about the movement of the object. A prediction algorithm is used to estimate the 
next position of the object from its current position, velocity and acceleration. The estimate is 
compared against the locations of identified objects in the next frame using a metric. The metric 
is a function of the difference in position and size of the detected objects and the estimates. The 
most likely match is considered to be the lowest value of the metric. Amore detailed description 
of the tracker has been given previously in §2.2.4. 
The poise information can assist tracking in two ways. Firstly, it may be used to augment the 
confidence value calculated each time an object appears. The angular velocity and acceleration 
might be calculated and this may be used as part of the metric. Secondly, the poise information, 
and its rate of change, may be used to form a more accurate model of the movement of an object. 
This model would form part of the position and size prediction algorithm. 
A lot of pertinent information can be derived form the tracker. Information about the movement 
of the object alone is sometimes enough for classification. 
All of the information from the different ATR modules, classification, poise, tracking 
information, temporal data and a priori information from the knowledge base is evaluated. This 
serves to give an overall evaluation of the scene and the objects identified within it before 
suitable action is taken. 
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6.3 Hardware Implementation 
As with other classification algorithms, the FST classifier can be implemented using one of many 
different architectures. Possible techniques are custom silicon, digital signal processing (DSP) 
or an embedded computer. The choice of architecture depends on several factors including, 
speed of operation, flexibility, cost and ease of implementation. 
A software implementation offers many advantages over custom hardware. For software, the size 
of the network is limited by computational speed and available memory, whereas hardware 
places firm limits on the network size, but may be faster in operation. Software also affords the 
advantage of quicker system development and easier upgrade path. 
Any future classifier is intended to be implemented within the existing BASE 8 object tracking 
system. This is a two board solution comprising of a Video Conversion and Symbology (VCS) 
processor and an object tracker. The VCS module handles analogue video processing, video 
overlays and the main proportion of the system input/output. The second module, the object 
tracker, performs the main target detection and tracking functions. 
The digital video signal, generated by the VCS, is split into two channels. One channel is filtered 
using the Line Mean Removal technique and the other is passed to a Sobel edge detector. Both 
channels are then intensity histogrammed, thresholded and combined before the resulting binary 
image is edge-walked. This parallel process serves to enhance the performance of the object 
detection stage. The segmentation stage is implemented using FPGA devices. Segmentation is 
performed on each field and takes 2.5ms to complete using the custom hardware. 
The second stage of the system implements the tracking functions using a DSP. Bounding boxes 
generated by the edge-walker are filtered before being tracked and prioritised. This essentially 
implements an improved version of the tracking algorithm described in §2.2.5. Tracking is 
performed on sixteen objects once per frame and takes approximately lOms. Figure 6-2 shows 
and overview of the system and Figure 6-3 shows the object tracking PCB. 
Object classification is intended to be performed when the tracker is idle during alternative fields. 
Classification would be performed using the DSP sub-system. This gives a period of 25ms for 
classification and it is envisaged that 4 objects per field can be identified during this time. In 
future, improvements to the system performance can be achieved by updating the TMS320C30 
DSP device with the TMS320C67. This will give a twenty fold increase in speed and allow 32 
objects per field to be tracked and 8 classified. 
8  Information on the BASE tracking system courtesy of Mike Green. 
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Figure 6-2 - Hardware Architecture 
Figure 6-3 - Object tracking module 
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6.4 Segmentation Failure 
When an ATR system is exposed to real world images segmentation failure can occur. 
Segmentation failure is more common in cluttered scenes where there are a lot of objects of 
interest. In this section the errors that occurred with the seascape database are discussed although 
identical problems occur with road vehicle data. 
For the segmentation algorithm described in chapter two, errors can occur for several reasons: 
non-closure of the edge-walked object, overlapping of objects, interlacing problems, thermal 
saturation of the camera or incorrect thresholding. All of these problems generally lead to the 
region of interest of the object in the scene being incorrectly defined. The bounding box, which 
identifies the region of interest, can be too small and cut off part of the object, or may be too 
large and include areas of the scene background. This leads to classification problems and 
tracking errors. 
A common segmentation problem is non-closure of the binary edge map of the object. If the 
edges of the object are not well defined or an incorrect value for the histogram threshold is 
chosen then the edge map of the object will not be complete. Hence, the edge-walker is not able 
to form a complete edge-map of the object and the binary mask formed from the edge map is ill-
defined. Figure 6-4 shows an example of non-closure with a yacht from the Floti seascape 
database 
Figure 6-4 - Grey scale and non-closed binary mask of a yacht 
A full description of the object segmentation and edge-walking process is given in §2.2.3 
The choice of incorrect threshold value for the histogram can lead to other segmentation 
problems. Figure 6-5 shows part of a sequence of a motorboat. The wash from the boat is darker 
that the boat, however, the wash has been segmented with the boat as the threshold level was not 
set high enough. In the edge-map this appears as the trail behind the motorboat and the bounding 
box is oversized. A similar problem happens with smoke from vehicles, and when an object is 
on the horizon where a section of the horizon may also be segmented. 
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Figure 6-5 - Grey scale and non-closed binary mask of a motorboat 
If the gain of the infra-red camera is too high then detail on the image or whole areas of the image 
become saturated. When this happens the segmentation breaks down catastrophically as the 
difference in intensity between the background and the target is greatly reduced. Even if the 
detection algorithm identifies objects in the image they are usually linked to large areas of the 
scene background. Subsequent classification of the unknown object fails for two reasons. 
Firstly, the bounding box contains both the object and a large proportion of the scene 
background. The classifier is not usually trained on this type of badly segmented data and hence 
it has difficulty in identifying the object. Secondly, even if the bounding box encompasses the 
object correctly, there is little internal structure. Features which are generated from the outline 
of the object will work well, but those, such as Gabor wavelets and Zernike moments, that utilise 
the texture of the object work less successfully. 
Another common problem found with the seascape data were overlapping objects. The resulting 
bounding box described a region of the image that contained two or more objects. There were 
three main causes for this type of error. One object could be occluding part of another and the 
edge-walker produces an outline of the a composite object formed by combining the two objects 
A similar error also occurs when two distinct object are connected by wash from one craft. 
Finally, problems occur from the rectangular shape of the bounding boxes. Consider the yacht 
which has a triangular outline. If there are two yachts in close proximity in the scene, one in the 
foreground and the other in the background, it is possible for the bounding box of the foreground 
yacht to contain both the near and far craft. Figure 6-6 shows the grey scale images for 
overlapping, joined and perspective objects respectively. 
Figure 6-6 - Overlapping objects generated by the segmenter 
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The final source of segmentation failure found in the real image databases was due to interlacing 
problems. As discussed earlier the two fields forming the frame were shifted temporally and was 
especially pronounced if the vehicles or craft in the scene were moving quickly. This resulted 
in the edge map of the object becoming jagged. If one field is displaced a large amount relative 
to the other then this could produce the non-closure errors discussed above. 
Depending on the type of target that the system is interested in object occlusion can be a 
significant problem in ATR. It has been mentioned briefly here but is discussed in more detail 
in the following section. 
6.5 Occlusion 
Occlusion or obscuration generally occurs in highly cluttered scenes. Regions of the area of 
interest can be obscured by other detail in the scene. Examples of this include other objects, 
smoke from various sources such as exhausts and fires, vegetation and street furniture. 
Occlusion usually leads to two forms of segmentation failure. The object of interest can be 
combined with the occluding object and the resulting bounding box defining the region of 
interest contains both objects and is oversized. This occurs when the occluding object has a 
similar thermal signature to a potential target. For example, the exhaust gases of a vehicle are 
hot in comparison to the scene background, and both the vehicle and its smoke plume are 
combined in a single bounding box. 
The second method of failure occurs when the occluding object is similar to the scene 
background. In this case the only a section of the object is extracted and the bounding box is 
undersized. Consider a vehicle moving behind a tree. As the vehicle begins to be obscured by 
the tree the size of the bounding box reduces until the size of the object in considered too small 
to be a potential target. If the vehicle begins to appear on the other side of the tree then the 
vehicle could be identified as two separate regions of interest separated by the tree. This not only 
confuses the classifier but also the tracking system. 
In both cases is it difficult to identify the true extents of the object and preform accurate 
segmentation. This affects the tracking algorithm as the perceived size of the object and its 
centre of mass change. In some cases the tracker may identify a single object as two separate 
objects. How well the tracker copes with these errors depends of the robustness of the tracking 
algorithm. It may be possible to use the tracker itself as an aid to predicting the position of an 
object. This is because the tracker estimates the size and next position of the target to link 
objects between consecutive frames and this information could be used identify regions of 
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interest for the seginenter. 
Classification performance is also affected by object occlusion. If the bounding box is oversized, 
then the region of interest contains data that is not part of the object, and if undersized then 
amount of useful pixel information is reduced. The ability of the classifier to cope with badly 
segmented objects depends on the feature set. If the feature set extracts global information about 
the object, for example object size and pixel distribution, then the features will change 
dramatically and classification rate is reduced. Standard Fourier features cannot be used for the 
recognition of occluded objects, as shown in [SI-1B93] page 207. However, if a feature set based 
on local detail, such as local boundaries and edges, is used, the features will be less severely 
affected and classification performance can be maintained. 
6.6 Adaptability 
The FST classifier has been evaluated on two object databases. One was synthetic and consisted 
of computer generated imagery and the other was a real world database of infra-red images of 
road vehicles. The classifier has been shown to work with various degrees of success with both 
databases. The Gabor feature set used in the experiments presented has exhibited a good three 
dimensional representation of the objects. 
The classifier can be trained on any data where there is a systematic distortion of the object. In 
the examples investigated in this thesis, the out-of-plane rotation of the object has been varied. 
However, this maybe any other distortion, such as in-plane rotation, size or elevation angle. The 
ability to handle and extract distortion information from an object could be applicable to an 
number of different ATR and general image processing scenarios, including: 
• 	Land vehicles, such as the cars and trucks used in the Flot2 object database. 
• Marine craft, for example the yachts, motorboats and buoys used in the Floti database 
and the logical extension to military vessels. 
• 	Aircraft, however, the many degrees of freedom possible with aircraft would require the 
use of manifolds in feature space rather than trajectories. 
• 	Production line environment, for the recognition of distorted views of a workpiece in an 
automated production line. The use of rotational information about the object may be 
useful for robotic handling of the workpiece. 
• 	Robot navigation systems, the ability to recognise and interpret the poise of objects may 
be useful in navigation systems for autonomous vehicles. 
The classifier is easy to train and implement; no special hardware is required. Any feature set 
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can be used as long as it is not invariant to the distortion of the object being changed. As with 
other classification techniques the training data should be well segmented and the objects have 
good internal structure. The object classes should be mutually exclusive as the current classifier 
does not allow for ambiguity in its decision. Moreover, for the correct calculation of the distorted 
parameter, the distortion in the training data must be accurately determined. 
Online storage requirements depend on the size of the training set and may be reduced by 
replacing training points with interpolated ones along the trajectories. Unlike an MLP, the FST 
classifier has shown reasonable performance with low quantities of training data. This is a result 
of the use of trajectories connecting adjacent training points. 
6.7 Discussion 
From the information presented in this chapter it is clear that the FST classifier can have a 
positive impact on the performance of an ATR system. The classifier can be integrated into the 
heart of the system. It is able to provide classification information for object recognition and 
poise information to the tracker. The poise information is useful as it may improve the prediction 
algorithm for target movement and improve confidence in track prediction. 
A new system architecture has been presented. This has not been implemented at this stage but 
it is hoped that it will provide a reference point for future development of the classifier and the 
overall ATR system. It is interesting to note that there is no feedback between the tracker and 
the segmenter. This could be incorporated in the future since the position prediction algorithm 
used in the tracker could augment the detection stage in the segmenter. 
The hardware realisation of the classifier is straightforward. The classifier can be implemented 
using the DSP hardware for the existing tracking module. The tracker and the classifier would 
be run on alternate fields, allowing 16 independent objects to be tracked and 4 classified. The 
number of objects that can be handled is limited by the field time (20ms) but this can be 
increased by using a more powerful DSP device. 
A number of possible classification failures due to segmentation errors and object occlusion have 
been identified. As has been shown in chapter three these problems occur in other types of 
classifier. It is hoped that future work on both the classifier and the ATR system in general will 
be able to reduce the impact of segmentation errors. A temporal post-processing stage (similar 
to the Bayesian one used on the original Gabor classifier in chapter three) could be utilised. This 





A discussion of some of the issues involved in integrating the FST classifier have been discussed 
in this chapter. A new system architecture, intended as a starting point for future development 
of the FST classifier within an ATR environment, has been presented. Possible modifications 
to the existing track prediction algorithm and track confidence calculation have been described. 
The impact of segmentation errors on classification and tracking performance have been 
discussed using illustrations from the seascape image database. Finally, the adaptability of the 
classifier to other datasets and applications has been discussed. 
Chapter 7 
Conclusions 
This chapter discusses and summarises the work presented in this thesis. An overview of the 
research work is given. A number of future areas of research are suggested for the further 
evaluation and development of the FST classifier. Finally conclusions are drawn about the 
suitability of the FST classifier for use in an ATR environment. 
7.1 Overview 
This thesis has presented an investigation into temporal and three-dimensional classification 
techniques for object recognition in ATR systems. Chapter two detailed a study of the 
components that form a complete ATR system from the image source through to the presentation 
of the detected, tracked and classified objects to the operator. This work, along with a review 
of classification techniques, helped to identify areas where the BASE classification system failed 
and directed subsequent research work. 
Chapter three applied Bayesian inference to an existing classifier using objects of interest taken 
from a new seascape sequence database. This served two purposes. Firstly, classification rates 
were improved as previous classification results were considered when determining the class of 
the object. Secondly, the work identified failings of the classifier when dealing with temporal 
sequences 
Chapters four and five applied a new classification technique for infra-red objects, the FST 
classifier, on databases of synthetic and real objects. The classifier was shown to work well on 
the synthetic database. Results with the real object database were less impressive, although they 
were encouraging. The processing of the real object database highlighted some of the problems 
encountered when dealing with real world data. 
The penultimate chapter discussed the issues in integrating the FST classifier into an ATR 
system. A new system architecture is proposed to take advantage of the classifier. Modifications 
to the operation of the existing tracker to incorporate the poise information have been described. 
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Possible causes of classification error due to segmentation failure and object occlusion were also 
considered. The following section discusses the extent that the project aims have been satisfied. 
7.2 Discussion 
The discussions of the project, including the literature review and evaluation of the existing 
system, led to a list of project aims being formed. These were originally detailed in chapter one 
and are repeated below: 
• 	Highlight failure mechanisms with the existing BASE classifier 
• Creation of a practical solution 
• 	Ease of integration 
• Development of system architecture 
• 	Identify failure mechanisms with the new classifier 
The extent to which each of these aims has been satisfied has been discussed in chapters two 
through to six. However, there are a number of important points to be considered and these are 
dealt with in turn. 
7.2.1 System Failure Mechanisms 
Several failings of the existing ATR classifier were identified in chapter two. These were split 
into two groups, those to do with the operation of the classifier itself and those as a result of the 
segmentation process. The existing BASE classifier was based on an MLP network with 108 
inputs and 7 outputs. Depending on the network configuration, the model could have over 
100,000 free parameters. The training database consisted of approximately 2,000 images and 
produced a classifier with an ill-partitioned feature space. 
Many of the classification problems were found to be caused by the segmentation process. If the 
region of interest was incorrectly identified a partial image or part of the background was passed 
to the classifier. This type of segmentation error was one of the main problems with the Flot2 
vehicle database described in chapter five. Other segmentation errors include: non-closure of the 
edge-walked object, overlapping of objects, interlacing problems, thermal saturation of the 
camera or incorrect thresholding. These problems have been discussed in detail in chapter six. 
The work on the application of Bayesian inference, described in chapter three, helped to identify 
temporal classification failures. Classification on a single-shot basis led to errors when transient 
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clutter, with a similar signature to a potential target, appeared and was identified as a target. 
Other temporal segmentation problems occurred when the bounding boxes for two objects in 
close proximity merged, for example, objects occluding each other and diverging objects. The 
results in chapter three show that some of these type of errors can be handled by using a 
statistical post-processing stage on the classifier. 
7.2.2 Creation of a Practical Solution 
One of the main criteria of this project was the creation of a practical classification solution 
suitable for use within an ATR system. The FST classifier offers a number of advantages over 
other classification techniques and these have been discussed in chapter four. No complicated 
feature extraction or selection techniques are required. The classifier is easy to implement using 
an SLP topology or as a conventional von-Newman implementation. The SLP topology permits 
increases in classification speed through parallelisation. 
Traditional neural network classifiers generate decision surfaces from training data. The FST 
classifier does not explicitly compute decision boundaries; instead each trajectory representing 
a training object is altered to improve both intra-class and inter-class recognition. Different 
object classes are represented as different trajectories and each trajectory is represented as a 
piece-wise linear function. The class of an unknown object is that of the closest FST line 
segment in feature space. It is not necessary for all distorted views of an object to reside in 
different regions of feature space and, hence, overlapping clusters of object data can be classified. 
This offers advantages with the training data. The number of training data points can be reduced 
because there is effectively an infinite number of points between the training points through the 
use of the connecting line segments. Classification performance does not fail catastrophically 
as the quantity of training data is reduced (as shown in §5.4.1). This is a direct result of the 
trajectories connecting the training points. Training data is easy to generate provided the objects 
used are well segmented and the classifier has no training requirements as such. The storage 
requirements for the classifier are dependent on the number of training points used. 
7.2.3 Ease of Integration 
The FST classifier can easily be integrated into the existing BASE ATR system. The 
classification module is a two stage process consisting of a feature extractor followed by the FST 
classifier. It requires no modifications to the existing system for successful operation as the 
binary mask and grey data generated by the segmentation stage are sufficient. This was shown 
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to be correct for the well segmented data in chapter five where the classifier produced good 
results in a reduced implementation of the BASE system. Any future improvements in the 
performance of the segmentation process are likely to have a positive effect on the operation of 
the classifier. 
Discussions with BASE have concluded that a hardware realisation of the classifier would be 
straightforward, although this has not been done at this time. It is intended to use a software 
implementation of the classifier as this affords quicker system development. The classifier will 
be implemented using the DSP processor for the existing tracking module. The tracking module 
is one of two boards that form part of the BASE object tracking module. The classifier and the 
tracker would be run on alternate fields, allowing 4 independent objects to be classified and 16 
tracked. The number of objects that can be handled is limited only by the field time. 
In chapters four and five the accuracy of the estimated poise for unknown object was evaluated. 
Accuracy for the synthetic data was found to be good and results for the real vehicle data were 
encouraging. By using a better quality real image database the results can be improved further. 
As has been discussed in chapter six there are various ways the poise information can be used 
within the ATR system for object tracking. 
7.2.4 System Architecture 
In chapter six a new system for the development and evaluation of the FST classifier was 
detailed. This provided a reference point for future development of the classifier and the ATR 
system in general. The modular architecture allows development of individual modules that can 
be subsequently integrated into the system as a whole. A number of additional links between the 
classifier, tracker and the evaluation stage have also been detailed. These may increase the 
overall performance of the system. 
A greyscale image of the object of interest and a binary mask is generated by the segmentation 
stage. Three dimensional features are extracted from the greyscale image and then passed to the 
new FST classifier. The effectiveness of the feature extraction stage has been discussed in 
chapter three and the Gabor feature set has been shown to provide a good representation of the 
out-of-plane rotation of the object. The FST classifier determines both the class and the poise 
of the object by comparing the features against the training objects. 
The tracker can and usually does operate in parallel with the classifier. The poise information 
can assist tracking in two ways. Firstly, it may be used to augment the confidence value 
calculated each time an object appears. The angular velocity and acceleration could be calculated 
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and this could be used as part of the track matching metric. Secondly, the poise information, and 
its rate of change, could be used to form a more accurate model of the movement of an object. 
This model would form part of the position and size prediction algorithm. 
7.2.5 Summary 
The discussion in this section has shown that the combination of a Gabor feature extraction stage 
and the FST classifier provides good classification and poise estimation results. Implementation 
of the classifier within the existing BASE ATR system should also be straightforward. The 
proposed new system architecture allows future development and evaluation of the classifier. 
It can be seen that the results from the classifier are promising but that additional work should 
be carried out to evaluate the classifier further. The following section outlines some avenues that 
may be worth pursuing. 
7.3 Future Work 
This section suggests future areas of research that would lead to further evaluation and 
development of the FST classifier within an ATR environment. An outline of suggested further 
work is given below: 
• 	Future Data Collection: 	A new database of real objects would provide a useful tool 
for further evaluation of the classifier. 
• 	Adaptive Features: 	The parameters of the features used in these trials have 
been manually determined. By adding a feature extraction 
layer to the classifier the features can be adjusted 
automatically to suit the objects of interest and maximise 
the classification rate. 
• 	Adaptive Trajectories: 	The position of the trajectories formed by a systematic 
distortion of an object in feature space can be modified to 
improve classification accuracy. 
• 	Clutter Rejection: 	By limiting the distance from the trajectory to the 
unknown object in feature space the classifier provides a 
means of clutter rejection. This has not been investigated 
in this thesis. 
• 	Object Tracking: 	If further testing of the classifier produces positive results 
then information on the poise of the object can be utilised 
within the tracking module. 
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The discussion of future work with the classifier begins with the collation of a new image 
database. 
7.3.1 Prospective Data Collection 
Overall, results from the evaluation of the FST classifier with the real database were not as good 
as expected. This can be attributed to the quality of the source image database as discussed in 
chapter five. From a visual comparison of the different databases used in this study (as shown 
previously in Figure 5-14) it can be seen that the quality of real data used is low. However, the 
results for the well segmented objects were encouraging, with good classification rates and poise 
estimation accuracy. 
The collation of a better quality real world database would be the logical first step in evaluating 
the FST classifier further. Not only would this provide a suitable benchmark for the relative 
performance of different feature sets but it would also permit a more rigorous analysis of the 
ability of the classifier to generalise between different object types. The accuracy of the 
estimation of the poise of the object could also be investigated further. If the poise is found to 
be reasonably accurate then the information could be used in the tracking and segmentation 
stages. 
A suitable database should not be too difficult to collate. The FIot2 database used in chapter five 
was collated over two days. The image quality problems with this particular database occurred 
as a result of the camera used and the weather conditions at the time. It is felt that if the same 
process was used for data collection again, but with better equipment and more favourable 
conditions, then a more useful database could be collated. 
7.3.2 Adaptive Feature Extraction 
The parameters for the Gabor features used in most of the experiments described in this thesis 
have been determined manually or through the use of exhaustive searches. This can result in a 
lengthy feature selection process. In recent years, the addition of an adaptive feature extraction 
layer to an existing MLP network has been used [Sma96]. The parameters of the features, for 
example, orientation and spatial frequency, are adjusted against an error function. The error 
function is usually based on the difference between the actual and desired response of the 
network. One of several optimisation techniques, including downhill simplex and conjugate 
gradient, could be used to minimise the error function. This would permit the feature parameters 
to be adapted to maximise the classification rate for a given object of interest. 
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It is envisaged that a feature extraction layer could be added to the SLP FST architecture 
discussed in §4.1.2. The feature extraction layer would be the first layer of the new classifier and 
raw pixel data would be applied as the network inputs. A softmax output layer would be used 
to provide the 1 of N encoding required to determine the final object classification. Figure 7-1 
shows the proposed classifier architecture. 
Class 
L,er Dislance L11111 	Poise 
Input 	 Output 
L, 	 L 2 	 L3 	 L4 	 L5 
Figure 7-1 - Adaptive feature extraction FST architecture 
7.3.3 Adaptive Trajectories 
For the experiments described in this thesis, the trajectories formed in feature space by the 
training data have not been modified. However, it is highly likely that the trajectories formed by 
the training data are not ideal. By adjusting the position of the training points and, hence, the line 
segments connecting them, classification accuracy may be improved. Moreover, additional 
training points could be added in areas of feature space where there is a large degree of overlap 
between trajectory line segments. The additional line segments in the crowded regions of feature 
space may improve the classification rate. Adjustment of the position of the training points and 
insertion position of the new points could be determined by the performance of the classifier with 
a new set of test data. 
An adaptive algorithm has been implemented to reduce the number of training points and to 
modify the position of the trajectories using a RBF neural network [NCFC951. The purpose of 
this was to reduce the storage requirements so the classification algorithm could be implemented 
using a fixed network size. As has been shown in §5.4.1 with the Flot2 vehicle database, 
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classification performance degrades gracefully as the number of training points is reduced. 
7.3.4 Clutter Rejection 
The discussion on the FST classifier in §4.1.1 introduced the concept of clutter rejection which 
has not been investigated in this thesis. Clutter rejection can be achieved by placing a limit on 
the distance from the unknown object to each of the trajectories. This effectively forms hyper-
dimensional tubes between training points replacing the straight line segments used previously. 
The features of the unknown object must be within the cross-section of the tube or the object is 
considered to be clutter. Figure 7-2 shows this diagrammatically with a cross section of a tube. 
The concept of clutter rejection by utilising the distance information has been previously 







 Feature 1 
Figure 7-2 - Clutter rejection using the FST classifier 
It is envisaged that the clutter rejection technique could improve classification rates by 
classifying badly segmented objects as clutter. Moreover, distance from the unknown object to 
the trajectory could give some indication of the novelty of the object. 
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7.3.5 Object Tracking 
In the discussion on classifier integration in §6.2 the incorporation of poise information in the 
tracking algorithm was mentioned. Matching of objects between consecutive frames is achieved 
by using previous kinematic information to predict the position of the object and comparing the 
position against all the objects identified in the next scene using a similarity metric. The metric 
is a function of the position, area and aspect ratio of the objects and the detected object is 
considered to have the same track as the lowest metric. Equations 7-1 to 7-3 calculate the change 
in position, area and aspect ratio respectively. 
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The similarity metric, M, is calculated using Equation 7-4. Values of the coefficients are 
modified to suit the type of the object of interest. 
1W = ( w *LPos)+ (x *AA)+ ( y *AR) 
	
(Eq 7-4) 
The rotation of the object, 0, or its rate of change, could be included in the similarity metric. The 
prediction algorithm would be required to estimate the next rotation of the identified object. 
Change in rotation could be calculated using Equation 7-5 and the new similarity metric 
calculated using Equation 7-6. 
°esti,nared AR 	 (Eq 7-5) °actual 
M =(w*APos)+(x*  AA)  + (y *AR)+ (z*AR) 	(Eq 7-6) 
In addition to using the poise information for the similarity metric, the data could also be used 
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for more accurate prediction of the position of the object. if a model of the vehicle is available 
then the poise could assist estimation of the size and position as the vehicle negotiates a turn. 
The effectiveness of incorporating the poise information in the tracking process depends on the 
ability of the classifier to predict poise accurately. Further research in this direction would follow 
on from future investigations with other real world image databases. 
7.4 Conclusions 
The work described in this thesis has investigated the temporal and three-dimensional 
classification of objects detected in infra-red images. Classification is a complex process as 
object characteristics change with time and movement. Two techniques have been investigated 
for improving classification accuracy using temporal information and additional rotational 
information. 
The application of Bayesian inference to the results of an existing classification stage was 
successful. The technique required a knowledge of the a priori probability of an object appearing 
in the scene. For the experiments performed this information was taken from the class 
distributions of the image databases available. However, for a given application this information 
may not be known accurately and errors could have a dramatic impact on the system 
performance. 
More importantly, a quantitative measure of the probability of determining one class given the 
available evidence was required. This information is more difficult to discern and was initially 
taken from a typical confusion matrix for the classifier on a sample data set. In a real world 
application these probabilities are difficult to determine and can easily be skewed by the sample 
data set population and classifier performance. 
However, Bayesian techniques have been shown to handle well, several problems encountered 
when using sequences of real data. Mis-classification errors resulting from segmentation 
problems, such as object occlusion and spurious changes in the target signature, were dealt with 
effectively. 
The failure mechanisms of the BASE classifier suggested classification accuracy could be 
improved by changing the operation of the classifier itself. The FST classifier provided a 
different approach to classification problems by attempting to handle the distortion of an object 
as it moves. This was achieved by encoding the out-of-plane rotation, or poise, together with the 
class of training objects. Unlike an MLP classifier feature space was not partitioned but adjacent 
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training points for an object were connected using straight line segments. Therefore all distorted 
versions of an object are not required to be clustered in the same region of feature space. 
Gabor wavelets generated structured rotational features as the object rotated out-of-plane. The 
characteristics for each of the objects in the test databases were found to unique so object 
classification was possible. Classification results for the synthetic object database was good for 
a range of object sizes from 8 to 256 pixels square. By changing the spatial frequency and 
orientation of the Gabor wavelets it was found that the object trajectories could be separated 
further in feature space leading to an increase in classification accuracy. Gabor wavelets are by 
no means the only feature set that could be used, however, their ability to extract structural 
information from the image and intuitive nature made them an attractive choice. 
Classification rates and poise estimation accuracy was not as good as expected for the real image 
database. This is a direct result of the poor quality of the database. The work on processing the 
real image database highlighted many of the problems in dealing with real world data. There 
were technical problems with the camera and its controller. Moreover, weather conditions 
during the database collation were not favourable. The poor image quality resulted in the 
standard object segmenter being unable to deal with some of the image sequences. This is turn 
led to a training database of many badly defined and low contrast objects. However, for the two 
sequences of well segmented objects, classification and poise estimation performance was 
encouraging. It is worth noting that, in the past, the segmenter has been shown to work well on 
a wide range of other test sequences ranging from aircraft to seascape data. 
The results presented in this thesis show the FST classifier can have a positive impact on the 
performance of an ATR system. The classifier can be integrated into the heart of the system. It 
is able to provide classification information for object recognition and poise information to the 
tracker. The poise information is useful as it may improve the prediction algorithm for target 
movement and improve confidence in track prediction. A temporal post-processing stage 
(similar to the Bayesian one used on the original Gabor classifier discussed in chapter three) 
could be added. This would consider both the class and the variation in poise to arrive at a final 
classification decision. 
7.5 Summary 
The overall aim of this project was the thesis that: "Temporal and three-dimensional 
information can enhance the performance of classifiers for ATR in thermal images". This 
project has shown that the FST classifier, combined with a Gabor feature extraction stage, has 




The Gabor feature set has been shown to extract valuable rotational information from the objects 
and the classifier is able to determine both the class of the object and its poise. 
Results from a synthetic database of vehicles were good and a database of poor quality images 
of real vehicles gave encouraging results. The poise information, which is not generated by other 
classification techniques, offers valuable information which can be utilised by other stages in the 
ATR process. With further investigation and development the classifier may become a valuable 
technique for object recognition. 
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For the purpose of completeness this appendix contains charts relating to chapter four. These 
graphs show how the features are affected by changes in the target size and spatial frequency. 
All the information presented here is derived from the synthetic, or Floti, image database. 
Figures A-i to A-7 are plots for the jeep at different sizes as it rotates out-of-plane. The spatial 
frequency of the Gabor wavelets is 1.0. Similarly Figures A-8 to A-iS show the same vehicle 
but with features at a spatial frequency of 0.5. This information complements the results 
presented in §4.4.1. 
Figures A-15 to A-24 show plots of the trajectories formed for all the vehicles as the spatial 
frequency is increased from 0.1 to 1.0. This data supplements the results shown in §4.4.3. 





































Figure A-2 - Gabor features for 8 pixel square image of the jeep with f= 1.0 
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Figure A-li - Gabor features for 32 pixel square image of the jeep with f=0.5 
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Figure A-16 - FST at a spatial frequency of 0.2 
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Figure A-18 - FST at a spatial frequency of 0.4 
—1 - Jeep 
2 - Truck 
3- FD Truck 
4 - Tank 



























Feature 1 (0 Deg) 
Figure A-19 - FST at a spatial frequency of 0.5 
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Figure A-20 - FST at a spatial frequency of 0.6 
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Abstract 
Automatic Target Recognition (ATR) is an area in 
which there has been significant  research. One of the 
problems ofATR is classification  confidence as objects 
,nay be mobile and change their poise. This paper 
describes the use of the Feature Space Trajectory 
(FST) classifier  to determine both the class and poise 
of objects. Investigations have been carried out using 
both .vvnthetic and real data (long range infra-red) and 
results show that the FST classifier can provide 
additional valuable information to the ATR process. 
Future enhancements of the FST class jfler are also 
discussed. 
1- Introduction 
Object recognition is  formidable problem which has, 
over the years, led to many different approaches and 
processing stages. An Automatic Target Recognition 
(ATR) system can be split into different stages and a 
general system overview is shown in figure 1. 
Figure 1 - General ATR system 
The regions of interest (ROI) are extracted, or 
segmented, from the scene background. Segmentation 
is done on a frame by frame basis. In landscape infra-
red imagery, targets have a greater intensity than their 
surroundings and therefore an edge detection algorithm 
will provide an outline of objects on the image. Each 
outline is 'edge-walked' to determine its size, bounding 
box and aspect ratio. Finally the outline is filled to give 
a binary mask for the object allowing the raw pixel data 
to be extracted. 
The classification stage may be based on statistical, 
rule-based, neural or fuzzy techniques. Recently 
interest has focused on the use of a neural network 
classifiers for pattern recognition and this approach 
uses a classifier based on artificial neural network 
techniques abstracted from biological models. 
It is unrealistic to present raw pixel data to a neural 
network classifier. High resolution images result in 
too many degrees of freedom in the system. If raw 
pixel data is used, the neural network classifier simply 
acts as a memory storage element, resulting in poor 
generalisation of the classifier. The problem can be 
overcome by reducing the number of inputs, and hence 
degrees of freedom. This can be done by extracting 
features based on the spatial structure of the image and 
passing this data to the classifier. 
On-going research at Edinburgh has developed a 
rotationally invariant classifier [2] based on Zernike 
[3,4] moments. This classifier together with the image 
segmentation optimisation algorithm [7] forms part of 
the Edinburgh-BASE OSTRICH project. Theclassifier 
is able to cope with any in-plane object rotation, i.e., 
rotation of the object with respect to the camera. 
However, it is unable to handle out of plane rotation. 
One way to improve performance is to increase the 
training set, but this leads to poor generalisation. 
This paper describes the operation of the Feature Space 
Trajectory (FST) classifier and investigates its use to 
determine both the clans and poise of objects. An 
outline is given of the creation of two image databases. 
The first is a synthetic database created from computer 
generated models and the second consists of infra-red 
images of real vehicles. Results for both image 
databases are given. 
2- FST Classifier 
In a Feature Space Trajectory classifier [5], each aspect 
view of any one object is plotted as a point in feature 
space. Points for adjacent aspect views are connected 




FST which represents all views of an object at a single 
elevation; an FST can be created for each object. 
Figure 2 shows an example FST for a three feature 
system. 
___l 	• 	":4 
°. 
Figure 2 - Feature space trajectory for three feature 
classifier 
The classifier is trained by extracting features from the 
training set and creating trajectories in feature space. 
Different objects will produce different trajectories. 
The trajectories will form a closed loop assuming the 
aspect views to be rotational through a full 3600 
through a single axis of rotation. 
To classify an object, its features are calculated and 
represented as a point in feature space. The Euclidean 
distance from the point to each known FST is 
calculated and the closest FST is chosen as the object 
class. Moreover, by interpolating along the nearest FST 
line segment, the poise of the object can be calculated. 
This information is useful in assisting object tracking 
and may also be useful in a post processing stage as an 
aid to temporal classification. 
Although the FSTs are created by rotating training 
objects, the classifier is one-shot - a single feature 
vector is compared with all of the FSTs. Classification 
does not require two feature vectors, related by 
rotation. A test vector is generated from the unknown 
object by calculating its features and forming a multi-
dimensional test vector. The test vector is denoted by 
x, an FST training vertex by and the next vertex by 
The FST vertices are numbered from 0 ton, hence 
0<i<(n-1). Each vertex is translated by . moving the 
problem to the origin and reducing the complexity of 
the maths: 
= a - 
For a given test vector an orthogonal projection onto 
every FST vertex is made. The orthogonal projection 
coefficient, a,, is defined as: 
cc 1 = 
/ 	T 	/ 
(a/_I) Q,-t 
lfO5a,!~ I then the test vector can be projected onto the 
FST line segment and is therefore a possible match. 
For each test vector, x , a list of all the possible matches 
is generated. 
Once a has been determined it is a trivial matter to 
determine the point of intersection, p,,  and hence the 
distance, d,, from the test point to the FST line segment. 
The rotation angle, e, can also be calculated by 
interpolating along the FST line segment. 
	
= 	+ a(j 1 - ij) 
di = !ae - ciII 
o = 	+ cc(O 11 — O) 
The stored distances from the test point, .v, to each FST 
vertex are ranked in ascending order, and the object is 
considered to be of the sane type as the nearest FST. 
In the example shown in figure 3, the nearest FST is 
the jeep and the rotation of the vehicle is approximately 
1200 . 
Figure 3 - Example of two feature FST 
classification 
It is possible to limit the distance from an unknown 
object to an FST. If an object is too far from an FST 
then it is unlikely that the object is of that type. If no 
matches are found for the test vector then the object is 
deemed to be unclassified. Using such a limit provides 
a technique for clutter rejection. 
During training, many neural network classifiers 
partition feature space into class boundaries [6];  the 
FST does not do this. In addition, it does not require 
all the distorted versions of an object to lie in clusters 
within feature space. Therefore it can provide 
classification of overlapping clusters of distorted object 
data. Objects are classified using distance data, so it is 
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like a nearest neighbour classifier. However, the use of 
straight lines connecting object aspect views should 
provide better accuracy than nearest neighbour 
classifiers. 
3 - Source image databases 
Two image databases were generated to evaluate the 
operation and performance of the FST classifier. The 
first database was computer generated and the second 
consisted of thermal images of real vehicles. 
3.1 - Synthetic image database 
The use of synthetic models permits total control of the 
view of an object and its size and therefore provides a 
useful tool for evaluating the classifier. A database of 
fully rendered models at various rotation angles was 
created; this was known as the 'SynI' database. 
Wireframe models of different objects were obtained 
from the Avalon FTP site. This site is maintained by 
the U.S. military and stores a variety of 3D wireframe 
models. Ground vehicles were used, as real data 
subsequently collated at BASE would be of a similar 
nature. The wireframe models were rendered using 
Aut0CAD. 
To generate an FST for each object, the objects were 
rotated out-of-plane, whilst keeping the in-plane 
rotation and elevation constant. The objects were 
rotated in steps, generating 360 images for each 
class. Due to the nature of the end application (long 
range IR targets), it is unlikely that the elevation of the 
targets will vary substantially, hence it was decided to 
keep the elevation of the models constant at 30 0 , This  
angle, rather than the side elevation, was chosen in 
order to discern more information from the image 
database; certain vehicles can look very similar head 
on. In addition, the in-plane rotation was kept at 00.  It 
is envisaged that in-plane rotation will be handled by 
the use of rotationally invariant features [4] and not by 
the classifier itself. 
Automation of the rendering process was achieved by 
writing an AuIoLISP program to control the operation 
of AutoCAD. This simply asked for the start and end 
rotation angles, together with the increment step size 
and elevation angle. Each image took between two and 
five minutes to render. Figure 4 shows the five fully 
rendered object classes, each at an elevation of 30° and 
a rotation of 450 
Figure 4 - Fully rendered models 
Once rendering of the models was completed. WiT [9] 
was used to segment each image from its black 
background (as each object was rendered less than full 
screen). The images were then re-scaled to 
4,8,16,32,64,128 and 256 pixels square using a 
high-resolution cubic spline function [8]. This method 
produced an image with a better frequency response 
than other techniques considered. To ensure that no 
distortion of the images occurred due to re-scaling, the 
segmented region was square. In summary: 
• There are 5 different types of objects. 
• 	There is an image for each 1 ° rotation of the 
object - 360 images per object. 
• 	Each image is saved in 4.8,16,32,64,128 and 256 
image resolution. 
• 	Each object has a constant elevation angle of 300 . 
• 	No object is rotated in-plane. 
Because of the flexibility of the software used it is a 
straightforward task to expand the database in the 
future for a range of elevations and in-plane rotations. 
3.2 - Real Image Database 
For further investigation of the classifier, a database of 
real vehicles was collated - the 'Flot2' database. Five 
vehicles were used, varying in shape, size and colour. 
Each vehicle was driven around in a clockwise 
direction at constant speed and recorded at a range of 
150m using a Steinheil infra-red camera withal. I 211m 
wavelength. The camera elevation angle was around - 
20 .  The slow speed of the vehicles gave between 400 
and 1000 frames per complete circle and hence the 10 
step required. 
The resulting video tape was digitised at a resolution of 
512 by 512 pixels in monochrome at 8 bits/pixel. Only 
the even fields for each frame were retained as a result 
of registration problems and temporal differences 
between fields. Due to the low contrast of the vehicles 
the images were difficult to segment using edge 
detection techniques: hence in most cases the motion 
of the vehicle was used to predict the position and size 
of ROI. Figure 5 shows a typical digitised scene from 
the database and figure 6 the different vehicles 
Figure 7- Features extracted from the jeep 
These features were plotted as trajectories in 2D space 
to determine if continuous and smooth trajectories 
could be formed for all vehicle types. A typical plot is 
shown in figure 8 and clearly distinct trajectories can 
be formed. It can also be seen that the training dataset 




extracted. The use of low contrast objects provided a 
c ha km in nida'- ifl an in nrhkm 
Figure 5 - Digitised scene from Flot2' database 
---i 
Figure 6 - Segmented 'Flot2' vechicles 
4- Results 
The synthetic database was used for the initial 
evaluation of the classifier. The image database was 
split into training and test sets - ISO training images 
and 1620 test images. Every lO franz in the image 
database was used in the training data and the 
remaining images were used as the test set. Class 
distributions were equal in both data sets. Two sets of 
features were extracted from the images - the first was 
a set of Fourier wedge features [10] to provide size 
invariance and the second a set of real Gabor features 
which have been shown to be excellent blob detectors 
[1]. The two feature sets were used independently. 
An Investigation was made into the characteristics of 
the features. This was to determine the effect of the 
vehicle's rotation angle and the size of the image on 
feature properties and trends. Gabor features were 
calculated at -90°, -60°, -30°, 0°, 30°, 60° and 90° 
orientation. Figure 7 show the continuous nature ofthe 
features as the jeep rotates. The symmetry of the 
models can be seen in the features. 
ir 
Figure S - Sample FST for synthetic model 
The features for the synthetic database produce 
trajectories that intermingle and hence a traditional 
classifier would have difficulty identifying the objects. 
Most traditional classifiers form decision boundaries 
and partition feature space; the FST does not do this. 
The FST has achieved a classification rate of 96.0% 
using synthetic objects of 32 pixels square. Table I 
shows the confusion matrix and it can be seen that the 
classifier discriminates well between classes. 
Figure 9-Classification Rate vs object size 
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Moreover, the poise of an object can be estimated 
reasonably accurately, with an average angle error of 
around 7°. It should therefore be possible to increase 
classification confidence by using this valuable 
additional information of the object's motion in a 
tracking system or other temporal processing stages. 
Calculated Class 
2 1 98.9 1.11 	0.00 	0.00 0.00 1 20.00 
Ce 
	
2 1 1.94 95.56 0.00 	0.83 1.67 20.00 
3 0.00 0.00 96.39 2.78 0.83 1 20.00 
4 0.00 2.78 2.22 95.00 0.00 20.00 
20.28 20.22 19.89 19.83 19.78! 100.00 
Table I - Confusion matrix for synthetic data 
After the preliminary work, further investigation was 
carried out and the vehicles in the synthetic database 
were scaled to various pixel sizes to monitor the effect 
of object size on classification performance. For all 
but the smallest targets sizes (8 pixels), results 
remained good. This is unsurprising as the smaller an 
object is, the more difficult it is to extract viable 
features. Classification rate against object size is 
shown in Figure 9. 
Following on from the work using synthetic models, a 
real image database 'Flot2' was used. Results were 
poorer than those of the synthetic database. Although 
segmentation was optimised to suit the scene, the 
nature of the database is such that it contains objects 
with some combination of poor segmentation, low 
contrast and low signal-to-noise ratio. The overall 
classification accuracy of this set was 86.2%. 
Calculated Class 
1 2 	3 4 Total 
Ce 
1 94.71 1.86 	1.86 1.57 25.03 
2 1.27 74.46 	12.32 11.96 19.76 
3 3.24 6.49 	77.14 13.13 24.27 
4 0.26 7.41 	9.72 82.41 30.93 
Total 124.88 19.05 24.63 31.44 1100.00 
Table 2 - Typical confusion matrix for real images 
Figure 10 shows how the estimated poise of an object 
varies over one revolution. It highlights the problem 
with the FST classifier, that when classification fails an 
object may be identified as being part of another class 
with a different poise, hence the noise spikes on the 
chart There are two solutions to this problem currently 
being investigated. The distance metric mentioned 
above can be optimised to classify any poorly 
segmented objects as unclassified. Secondly, the poise 
and class information can be handled with a post 
processing stage to remove any gross errors. Such a 
stage could be based on Bayesian inference. Work is 
currently on-going on both of these techniques. 
Figure 10-Object poise over time 
It is envisaged that by combining the FST classifier 
with rotationally invariant features, a classifier could be 
constructed with both in-plane and out-of-plane 
rotational invariance. 
5 - Conclusion 
The FST classifier has been shown to be an elegant 
solution to an awkward classification problem. Two 
distinct large image databases have been prepared to 
allow thorough investigation of the operation and 
optimisation of the classifier for use in a real 
application. 
Although the results are preliminary it is envisaged 
that, with further work, the classifier can be optimised 
to provide a high degree of clutter rejection, while 
maintaining high overall classification performance. 
This may be achievable through the use of adaptive 
features and feature selection techniques. 
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