In
n-linear and volatile nature of foreign exchange data cannot be efficiently predicted by current statistical models used for forecasting of stock exchange rates (Philip et al., 2011) . Artificial neural networks (ANNs) are used to solve countless real-world problems, with financial time series forecasting being one of the most challenging amongst them. The performance of time series forecasting model however is limited by its low accuracy for forecasting longer periods of time. This work presents a Neuro-evolutionary algorithm based on Cartesian Genetic Programming evolved Artificial Neural Network (CGPANN).
This paper depicts a novel computational method of input selection for stock market forecasting using neural networks. Such an approach, where the algorithm selects the desired number of nodes that gives the best possible output and an optimal network, has not been proposed up till now. The method involves extracting the best possible feature of input variables of neural networks and that of stock market time series. The system provides flexibility in real-time feature selection, network architecture and connectivity pattern for prediction. Feature selection results in the removal of irrelevant features. Selection of the connectivity pattern involves deciding whether to use a recurrent connection or a feed-forward connection. Hence the system could be used as a recurrent neural network as well as a feed-forward network.
Literature review
Forecasting research literature is rich in terms of the published work in recent times owing to the development of information technology. The experimental results show that as opposed to the statistical models such as ARIMA (Autoregressive integrated moving average), neural network models produce better results, demonstrating their suitability for forecasting the foreign exchange rates. (Philip et al., 2011) , Hidden Markov Models are unstable for trading tool on foreign exchange data, the reason being that the results are dependent on too many factors. Although the Multilayer Perceptron (MLP) neural network is used widely in forecasting systems, it has the drawback of being time consuming and not being able to restore the memory of past events (Wei & Cheng, 2012) . To improve the past forecasting models, (Wei & Cheng, 2012) suggests a hybrid forecasting model that refines past models and optimizes the Elman Recurrent Neural Network (Elman NN) for predicting the Taiwan stock price trends. The proposed model outperforms the other listed models due to nonlinear prediction capabilities, faster convergence, and accurate mapping ability.
Recurrent Cartesian Genetic Programming evolved Artificial Neural Network (RCGPANN)
The research solution discussed here for the purpose of foreign currency exchange forecasting has been implemented for recurrent CGPANN (9) (10) served Bank. tworks. Five ot affect the solution. Sigmoid is used as the activation function. Each node consists of five nodes. Because a mutation rate of 10% is thought to produce more satisfactory results in comparison to other rates, it has been used in our experiment (Kadilar & Alada, 2009; Chen et al., 2008) . The inputs to the network are the 10 consecutive currency values. The network choses the optimal number of inputs from these 10 inputs in the final evolved network. There are 5 inputs per neuron so these inputs can be connected either to input of the system or the other preceding neurons. The mutation of initial genotype generated randomly results in further nine networks. This is done using the 1+ evolutionary strategy where corresponds to 9. The resulting offspring is assessed for its performance using the Mean Absolute Percentage Error (MAPE) value and compared to select the fittest network for up gradation to the next generation. The same network is used to produce nine more networks through mutation. The process goes on until the desired fitness is achieved or the maximum number of generations is completed. We run all our experiments for one million generations when the network is being trained. MAPE and fitness is given by:
Fitness = 100-MAPE (12) L F is the forecasted value, L A the actual value and n indicates the number of days . Fig 1(a) shows an RCGPANN phenotype with weights, connection and functions and a single feedback path, with Fig 1(b, c) representing the corresponding 5 and 10 feedback paths respectively.
Results and Analysis
The performance of the network has been evaluated on historical data sets of 1000 days for five different currencies, starting from the 1st of February, 2003. These currencies include Japanese Yen, New Zealand Dollars, Canadian Dollars, Korean Won and Indonesian Rupiah. The training phase was followed by testing. Tables 1, 2, and 3 give the accuracy achieved during the testing phase for the three scenarios with single, five (5) and Ten (10) feedback networks. The final results have been obtained after averaging the 5 individual results, each from an independent evolutionary run carried out for various network sizes and feedback scenarios. The tables show the dominance of the algorithm in terms of accuracy, producing models having 98.5% accuracy on average, with more feedback based network achieving the highest accuracy of 98.872 % (400 nodes, 10 feedback network, highlighted in Table 3 ). The results validate the efficiency of the networks generated for currency forecasting. It is clearly evident from the comparison table (Table 4 ) that the best results are achieved by RCGPANN with an accuracy of 98.872 % and MAPE value as low as 1.1280 % for a period of 1000 days.
Conclusion
This work explores a recently introduced Neuro-evolutionary technique termed as Recurrent Cartesian Genetic Programming evolved Artificial Neural Network (RCGPANN) for implementation of forex prediction. The reason for the efficient performance of the system is the ability of the system to select the best possible feature, network architecture and connectivity pattern for prediction and to decide whether to use a recurrent connection or a feed-forward connection. The results also demonstrate that the network accuracy increases with increase in number of feedback paths, thus improving the capabilities of the network to predict the future data. A neural network model that implements feature selection is thus a promising candidate for forex prediction. Table I . The testing results for various currencies in terms of accuracy of RCGPANN predicting the eleventh day on the basis of 10 days' data history with a single feedback for a period of 1000 days, starting from Feb, 2003. Table II The testing results for various currencies in terms of accuracy of RCGPANN predicting the eleventh day on the basis of 10 days' data history with a 5 feedback scenario for a period of 1000 days, starting from Feb, 2003. Table III . The testing results for various currencies in terms of accuracy of RCGPANN predicting the eleventh day on the basis of 10 days' data history with a 10 feedback scenario for a period of 1000 days, starting from Feb, 2003. 
