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Energy-dependent sum rules are useful tools in many fields of physics. In nuclear physics, they
typically involve an integration of the response function over the nuclear spectrum with a weight
function composed of integer powers of the energy. More complicated weight functions are also
encountered, e.g., in nuclear polarization corrections of atomic spectra. Using the Lorentz integral
transform method and the Lanczos algorithm, we derive a computationally efficient technique for
evaluating such sum rules that avoids the explicit calculation of both the continuum states and the
response function itself. Our numerical results for electric dipole sum rules of the 4He nucleus with
various energy-dependent weights show rapid convergence with respect to the number of Lanczos
steps. This demonstrates the usefulness of the method in a variety of electroweak reactions.
PACS numbers: 36.10.Ee, 21.60.De, 25.30.-c
I. INTRODUCTION
Since the introduction of the Thomas-Reiche-Kuhn [1]
and the Bethe [2] sum rules, quantum mechanical sum
rules have been widely applied to many fields of physics,
including fundamental particles [3, 4], atomic nuclei [5–7]
and nuclear matter [8–10]. The definition of the term
“sum rule” (SR) may vary in different physical problems.
In the studies of atomic nuclei, energy-dependent sum
rules are often referred to the spectral integration over
a nuclear response function with an energy-dependent
weight function. The response function is associated with
transitions between the ground and excited states of a nu-
cleus due to an external probe. The SRs reflect important
information about the structure and properties of nuclei.
They are also key ingredients in calculating nuclear po-
larization effects on the spectrum of muonic atoms, which
have recently drawn renewed interest [11–15].
Since the response function is related to the reaction
cross section through kinematic factors, the correspond-
ing SR can be evaluated through an integration over
the appropriate cross section obtained from experiments.
However, when there are no available data, or when the
measurements are either limited in energy range or too
scattered for a reliable estimation of the response func-
tion, one must rely on theory for evaluating the SRs. In
many cases SRs can be directly obtained from ground-
state expectation values of operators, and in some special
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cases they can even be evaluated in a model independent
or quasi-independent way [16, 17]. Best known exam-
ples are the Thomas-Reiche-Kuhn sum rule [1] and the
bremsstrahlung sum rule [18–21]. They are associated
with the first two spectral moments of the unretarded
electric dipole response function, which corresponds to
the dominant contribution in nuclear photoabsorption re-
actions.
In general, a sum rule may contain a weight function in
a rather complex form (see, e.g., [11, 13, 15]) and cannot
simply be written as a ground-state expectation value.
In such cases, a theoretical evaluation of the SR requires
a calculation of the response function, followed by an
explicit integration over all the relevant excitation spec-
trum. An ab-initio solution of all the continuum states
is a rather challenging task, often out of reach. There-
fore, using indirect methods, such as the Lorentz integral
transform (LIT) [22, 23], is presently the only viable way
for calculating the response functions in an ab-initio ap-
proach (c.f. [24] for a recent update), and consequently
the SR. Even then, obtaining accurate results from an
explicit integration of the response function may be a
rather demanding task, especially when the SR is rela-
tively sensitive to the high-energy part of the response
function.
Here, we use the Lanczos algorithm [25] to derive a gen-
eralized numerical technique for evaluating SRs, dubbed
‘the Laczos sum rule (LSR) method’, which avoids the
complications associated with explicitly calculating the
continuum states or even the response function. Simi-
lar LSR methods have been applied to study sum rules
associated with Gamow-Teller and electromagnetic tran-
sitions (see, e.g., [7, 26–28]), whose spectral weights only
included integer powers of the energy.
2In essence, in this paper we extend the sum rule
method applied in Ref. [7] for evaluating the electric
polarizability [29] to SRs with energy-dependent weight
function of a more general form.
We define a general SR
I =
∫ ∞
0
dω S (ω) g (ω) , (1)
where g (ω) is the energy-dependent weight function, and
S(ω) is the response function describing the excitation
probabilities of a nucleus due to some external probe.
The response function is given by
S(ω) =
∑∫
f
|〈f |Oˆ|i〉|2δ (Ef − Ei − ω) , (2)
where Oˆ is the transition operator (e.g., an electric dipole
or quadrupole operator). |i〉 and |f〉 are the initial and
final eigenstates of the Hamiltonian H with eigenvalues
Ei and Ef , respectively. The
∑∫
symbol in Eq. (2) indi-
cates a sum over the discrete part of the spectrum and
an integral over the continuum states. Throughout our
discussion, the weight function g (ω) can have an arbi-
trary analytical form, restricted to only two conditions:
(i) the integrand S(ω)g(ω) in Eq. (1) is regular, and (ii)
the integral (1) exists and is finite.
The lower bound of the integral (1) is the lowest exci-
tation energy of the system, ωth≥0. The upper bound
is unlimited, however, for a given desired accuracy it can
be regarded finite, since S(ω) vanishes for ω →∞.
To calculate |i〉 and |f〉 one often expands them on a
complete discrete set of localized basis states, effectively
truncated at some finite basis size M , and then diago-
nalizes the Hamiltonian H, obtaining a set of eigenstates
|µ〉 and corresponding eigenvalues Eµ. The states |µ〉 are
not real eigenstates of the physical Hamiltonian, but can
be regarded as the discrete set of eigenstates that emerge
when the system is confined in a finite volume. For ener-
gies below the continuum threshold Eµ < Eth, the states
{|µ〉} are controlled approximations of the true bound
states that improve by increasing the basis size M . For
Eµ > Eth, these states are viewed as a discretized ap-
proximation of the continuum that gradually fills in the
continuum as the basis size is increased. In terms of this
discrete basis, the SR of Eq. (1) becomes a sum over
the transition probabilities from the ground state to the
discretized excited states, weighted by the function g(ω):
IM =
M∑
µ
|〈µ|Oˆ|i〉|2g(ωµ) , (3)
where ωµ = Eµ − Ei is the excitation energy and the
sum runs over all states but the ground state. Here,
the index M denotes the fact that we are working with
discrete states in a finite model space of size M . Naively,
IM may be expected to converge to the SR’s physical
value, I, as M increases. However, the verity and rate of
the convergence IM → I require further investigation.
Additionally, in many calculations a complete diago-
nalization of the Hamiltonian is computationally imprac-
tical. The Lanczos algorithm [25] can be introduced to
handle the problem of large-model-space diagonalization.
Based on a recursive mapping of the fullM×M Hamilto-
nian matrix into a tridiagonal matrix HˆN whose dimen-
sion N is much smaller than M , the Lanczos algorithm
effectively preserves information on the low-lying eigen-
states and spectral moments [26, 27]. Using the Lanczos
algorithm, the SR in Eq. (3) becomes
IN = 〈i|Oˆ†Oˆ|i〉
N−1∑
ν=0
|Qν0|2g(ων) . (4)
Here the index N denotes the number of Lanczos itera-
tions, Q is the unitary transformation matrix that diago-
nalizes HˆN , and ων ≡ E(N)ν − Ei, where E(N)ν is the ν-th
eigenvalue of HˆN .
Due to the advantage of the Lanczos algorithm [30–32],
IN converges rapidly to IM , i.e., |IN − IM | → 0 for a
sufficiently large N , which turns out to be much smaller
than the size of the discretized basisM . Therefore, when
IM → I is established, we obtain that IN → I, where N
can be kept relatively small. Thus, Eq. (4), as the main
point of this paper, provides an efficient way to calculate
SRs using the Lanczos algorithm, where the weight func-
tions are more generalized than just integer powers of ω
as in the traditional first moments of a distribution [26].
In the rest of the paper we will present a theoretical
derivation of Eq. (4). Using the properties of Lorentz in-
tegral transform (LIT), we will discuss the conditions for
which IM , and therefore also IN , converge to I. In par-
ticular, in Sec. II we will prove that (i) Eq. (3) is exact
if the inverse LIT of the weight function g(ω) exists, and
(ii) IM converges to I at the same rate as the LIT does.
In Sec. III, we obtain the constraints required for the
existence of the inverse LIT of g(ω), which follow from
the properties of the response function and the analytic
form of g. In Sec. IV we illustrate the technical details
behind the derivation of Eq. (4), based on the Lanczos
algorithm. In Sec. V we show the practical convergence
rate of the LSR method with respect to the Lanczos step
N for sum rules associated with the electric dipole tran-
sition, emphasizing that a rapid convergence in N can be
reached for a variety of weight functions.
II. DERIVATION
As detailed in Refs. [22, 23], the response function
can be obtained from a numerical calculation using its
Lorentz integral transform (LIT)
L(σ,Γ) = Γ
pi
∫
dω
S(ω)
(ω − σ)2 + Γ2 , (5)
which is an integral transform of the response function
with a Lorentzian kernel. In order to prove the validity of
3evaluating the SR of Eq. (1) using the square-integrable
basis represented by Eq. (3), we assume that there exists
a function h(σ,Γ) such that the weight function g(ω) in
Eq. (1) can be presented in the form
g(ω) =
Γ
pi
∫
dσ
h(σ,Γ)
(ω − σ)2 + Γ2 . (6)
Comparing Eqs. (5) and (6) we find that the relation be-
tween g(ω) and h(σ,Γ) is similar to the relation between
L(σ,Γ) and S(ω). There is, however, one important dif-
ference: for any physical response function, the LIT in-
tegral L(σ,Γ) is well defined. In contrast, the existence
of h(σ,Γ) is not self evident, and the conditions under
which h(σ,Γ) exists will be discussed in the next section.
At this moment we shall carry out our arguments assum-
ing that (6) holds.
Inserting the LIT representation of the weight function
(6) into the SR of Eq. (1) and changing the order of inte-
gration, we rewrite the SR in terms of the LIT function
L(σ,Γ) instead of S(ω)
I =
∫
dω
∫
dσ S (ω)
Γ
pi
h(σ,Γ)
(ω − σ)2 + Γ2
=
∫
dσL(σ,Γ)h(σ,Γ) . (7)
Similar to Eq. (1), also here the integration limits can be
regarded as effectively finite, due to the properties of L.
The advantage of introducing the LIT function L(σ,Γ)
stems from the fact that it can be calculated numeri-
cally using a set of localized basis functions with bound-
state-like boundary conditions [22, 23]. Consequently, it
is much simpler to calculate L(σ,Γ) than the response
function itself. We expand L(σ,Γ) over the set of square-
integrable basis functions {|µ〉} that diagonalizes the
Hamiltonian, obtaining
LM (σ,Γ) = Γ
pi
M∑
µ6=i
|〈µ|Oˆ|i〉|2
(ωµ − σ)2 + Γ2 . (8)
Substituting the calculated LM (σ,Γ) of Eq. (8) into (7)
we recover Eq. (3) for IM , which is to some extent an
intuitive discrete representation of the SR. Nevertheless,
with this derivation we have further justified the use of
a localized basis.
If we consider an expansion on a basis of size M , such
that the accuracy of the calculated function LM (σ,Γ) is
within εM ,
|L(σ,Γ) − LM (σ,Γ)| ≤ εM , (9)
then the accuracy of IM calculated using the same basis
can be bounded by
|I − IM | ≤
∫
dσ |L(σ,Γ)− LM (σ,Γ)| |h(σ,Γ)|
≤ εM
∫
dσ |h(σ,Γ)| . (10)
Therefore, if the function h(σ,Γ) exists and the integral∫
dσ|h(σ,Γ)| on the right-hand-side of Eq. (10) is finite,
then the discretized SR in Eq. (3) converges to the exact
sum rule I at the same rate as LM (σ,Γ) converges to
L(σ,Γ). In other words, the discrete representation be-
comes exact when the LIT function converges to its exact
value without any need to recover the continuum limit.
In the following we will present a more rigorous discus-
sion on the conditions for which h(σ,Γ) exists and on the
convergence properties of IM constrained by Eq. (10).
III. EXISTENCE AND CONVERGENCE
In this section we will explore the conditions for which
we can locate such a function h(σ,Γ), which satisfies that∫
dσ|h(σ,Γ)| is finite, and the implications on the conver-
gence of the calculated SR.
To this end, we use the Fourier transform and utilize
the Fourier representation of the Lorentzian kernel [33]
1
x2 + α2
=
1
2α
∫
dke−α|k|+ikx , (11)
so that we can rewrite Eq. (6) in the following form
g(ω) =
1
2pi
∫
dσ dk h(σ,Γ)e−Γ|k|+ik(σ−ω) . (12)
We define the Fourier transforms of g and h, respectively,
as
g˜(k) =
∫
dω g(ω)eikω ,
h˜(k,Γ) =
∫
dσ h(σ,Γ)eikσ , (13)
and obtain from Eq. (12) a simple relation between them
h˜(k,Γ) = eΓ|k|g˜(k) . (14)
Performing the inverse Fourier transform on Eq. (14) we
obtain the function h(σ,Γ) as [33]
h(σ,Γ) =
1
2pi
∫
dk eΓ|k|g˜(k)e−ikσ . (15)
This relation provides us with a necessary and sufficient
condition for the existence of h(σ,Γ): If the integral on
the right hand side of Eq. (15) converges, h(σ,Γ) is well
defined; Otherwise we cannot find h(σ,Γ) that fulfills
Eq. (6) exactly.
We first provide an extreme example, where g(ω) is
a Dirac delta function g(ω) = δ(ω − ω0), whose Fourier
transform is g˜(k) = exp(ikω0). It is straightforward to
obtain that the integral in Eq. (15) diverges in this case.
However, in many cases the weight function g(ω) will
be a continuous function, which can be expanded using
a complete set of square-integrable basis functions. In
practice, in bound nuclear systems the response function
S(ω) provides a lower bound for the integral in Eq. (1)
4at the lowest excitation energy ωth≥ 0, and vanishes for
ω →∞. Therefore, the weight function g(ω) only needs
to be known over a finite range of ω. Consequently, the
weight function g(ω) may be approximated by a finite
number of basis functions, i.e., g(ω) ∼= ∑k1 cigi(ω), as
long as the Mu¨ntz-Sza´sz condition [34] is fulfilled.
Here, we provide two common choices of complete ba-
sis sets, Lorentzians and Gaussians integral bases, respec-
tively. In the Lorentzian basis, represented by
gi(ω) =
βi
pi
1
(ω − ωi)2 + β2i
, (16)
the Fourier transform of the basis function gi(ω)
yields g˜i(k) = exp (−βi|k|+ ikωi). By substituting it in
Eq. (15), we obtain the inverse transform
hi(σ,Γ) =
βi − Γ
pi
1
(σ − ωi)2 + (βi − Γ)2 , (17)
only for βi > Γ > 0. Under this condition,∫
dσ|hi(σ,Γ)| = 1 is finite and thus fulfills the require-
ment from Eq. (10). However, when the weight function
is narrowly peaked at a particular value of ω, then in or-
der for it to be adequately described, the expansion must
include a Lorentzian function gi that has a similar narrow
width, i.e., a small value of βi. In this case, the condition
βi > Γ can become prohibitively difficult to satisfy, due
to the numerical properties of the LIT method: the con-
vergence rate of LM (σ,Γ) to L(σ,Γ) worsens as Γ→ 0.
For the Gaussian basis, expressed as
gi(ω) =
1√
piβi
e−(ω−ωi)
2/β2
i , (18)
the Fourier transform of the basis function gi(ω) leads to
g˜i(k) = exp(−β
2
i
k2
4 + ikωi). Similarly, we substitute it
into Eq. (15), and find the inverse transform in this case
to be
hi(σ,Γ) =
1√
piβi
Re [F(z)] , (19)
with
F(z) ≡ [1 + Erf (z)] exp (z2) (20)
and z ≡ Γ+i(σ−ωi)βi . The function Erf(z) is the error func-
tion defined by
Erf(z) =
2√
pi
z∫
0
e−t
2
dt . (21)
As shown numerically in Fig. 1, hi(σ,Γ) is symmet-
ric around its peak value at σ = ωi, i.e., |hi(σ,Γ)| ≤
hi(ωi,Γ) = F(Γ/βi)/
√
piβi
2, and vanishes rapidly as the
value of |σ − ωi| increases. Therefore, one can demon-
strate that the integral
∫
dσ|hi(ωi,Γ)| will be finite, pro-
vided that hi’s peak value, hi(ωi,Γ), is finite. However,
hi(ωi,Γ) grows extremely fast with increasing Γ/βi, be-
cause of its exp(Γ2/β2i ) component, and so does the in-
tegral
∫
dσ|hi(ωi,Γ)|. Consequently, if g(ω) can be ad-
equately described by a set of Gaussian basis functions,
then the corresponding function h(σ,Γ) =
∑k
1 cihi(σ,Γ)
can be constructed, and the convergence condition re-
quired by Eq. (10) holds if Γ/βi is kept small. How-
ever, again it is evident that calculation of SRs associ-
ated with narrowly peaked weight functions may become
prohibitively difficult. This situation, manifested in the
Gaussian basis by the presence of a gi(ω) with small βi,
makes it challenging to find an appropriate Γ that is large
enough to make LM converge at a reasonable rate, and
small enough to keep exp(Γ2/β2i ) small.
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FIG. 1. (Color online) The Gaussian-basis-related function
hi(σ,Γ) of Eq. (19) is plotted as a function of the argument
(σ − ωi)/βi for various values of Γ/βi. hi(σ,Γ) is rescaled by
division with its peak value at σ = ωi.
These examples indicate the robustness of the LSR
method in the general case. However, the short com-
ing of the method is to resolve SRs whose energy weight
contain very narrow features or discontinuities. In prac-
tice, the convergence of the results need to be verified
numerically for each case individually.
IV. THE LANCZOS ALGORITHM
The calculation of the SR in Eq. (3), as well as the
calculation of the LIT of Eq. (8), involves a summation
over the entire spectrum of H using a discretized com-
plete basis expansion. However, the basis sizeM required
to obtain converged results is usually too large to allow
a direct diagonalization of H. To overcome this problem
in the LIT method, the use of the Lanczos algorithm was
introduced [35]. This practice has been successfully ap-
plied to many electroweak processes of light nuclei [23].
In these cases, it was found that with sufficiently large
number of Lanczos steps, which is still much smaller than
the basis size, LM can converge to the exact value L
within a sub-percentage accuracy.
5Following this example, we seek an equivalent
formalism for calculating the SR using the eigen-
states of the Hamiltonian in the Krilov subspace [36]
{|ϕ0〉,H|ϕ0〉,H2|ϕ0〉, . . .HN−1|ϕ0〉}. The appropriate
choice of the starting vector |ϕ0〉 is the normalized tran-
sition vector
|ϕ0〉 = Oˆ|i〉/
√
〈i|Oˆ†Oˆ|i〉 . (22)
Using the Lanczos algorithm [25] one can
straightforwardly construct an orthonormal basis
{|ϕ0〉, |ϕ1〉, |ϕ2〉, . . . |ϕN−1〉} to the Krilov subspace. In
the Lanczos algorithm one represents H, which is an
M ×M matrix, by the tridiagonal N ×N matrix
HˆN =


a0 b1 0 · · · 0
b1 a1 b2
. . .
0 b2 a2
. . .
...
. . .
. . .
. . . bN−1
0 bN−1 aN−1


, (23)
where N ≤ M . HˆN and {|ϕi〉} are constructed through
the Lanczos iterations,
bi+1|ϕi+1〉 = H|ϕi〉 − ai|ϕi〉 − bi|ϕi−1〉 , (24)
where the coefficients ai and bi are obtained as
ai = 〈ϕi|H|ϕi〉 ; bi = ‖bi|ϕi〉‖ . (25)
This representation effectively provides the distribution
of the starting vector |ϕ0〉 on the low-lying spectrum of
H [26].
The tridiagonal matrix HˆN can be easily diagonalized
through unitary transformation
HˆN = QDQ
† , (26)
where D ≡ diag
(
E
(N)
0 , E
(N)
1 , . . . , E
(N)
N−1
)
. The first N
eigenstates of H approximated by the Lanczos algorithm
are therefore given by
|ν˜〉 =
N−1∑
j=0
Qjν |ϕj〉 , (27)
where |ν˜〉 satisfies H|ν˜〉 ∼= HˆN |ν˜〉 = E(N)ν |ν˜〉. If we now
substitute the discrete sum over the states |µ〉 in Eq. (3)
with a sum over the N approximated eigenstates |ν˜〉, we
obtain
IN ≡
N−1∑
ν=0
|〈ν˜|Oˆ|i〉|2g(ων)
= 〈i|Oˆ†Oˆ|i〉
N−1∑
ν=0
∣∣∣∣∣∣
N−1∑
j=0
Q†jν〈ϕj |ϕ0〉
∣∣∣∣∣∣
2
g(ων)
= 〈i|Oˆ†Oˆ|i〉
N−1∑
ν=0
|Qν0|2g(ων) , (28)
which yields Eq. (4) given in the Introduction. In this
form, the calculated SR depends only on the norm of
the transition vector and on the eigenstates and eigen-
values of the Lanczos matrix HˆN . Furthermore, this
sum converges very rapidly with increasing N , due to
the excellent convergence properties of the Lanczos al-
gorithm [30–32]. In practice we have found that a few
hundred Lanczos steps N , which is much less than the
basis size M , are sufficient for convergence of the most
commonly used SRs.
We would like to add two comments regarding the ap-
plication of Eq. (28): (i) If one is only interested in the
inelastic response, then the initial state should be ex-
cluded from the sum in Eq. (28). (ii) The SR defined
in Eq. (28) is equivalent to the ground state expectation
value 〈i|Oˆ†g
(
HˆN − Ei
)
Oˆ|i〉, which is finite even with
functions g(ω) for which the integral (1) does not exist.
V. RESULTS
As an example for the application of the proposed
LSR method, we consider the unretarded dipole re-
sponse function of the 4He nucleus, calculated using the
effective interaction hyperspherical harmonics (EIHH)
method [37, 38]. This response function was first cal-
culated for 4He using a modern nuclear Hamiltonian in
Ref. [39]. More recently, it was used in Ref. [13] to esti-
mate nuclear polarizability effects in muonic 4He. Here
we use the same model space as in [13]. In the Hamilto-
nianH we adopt the chiral effective field theory potential,
including two-nucleon interactions up to next-to-next-to-
next-to-leading order, and three-nucleon interactions up
to next-to-next-to-leading order [40], with parametriza-
tion from Ref. [41]. The dipole response function SD1 is
defined as in Eq. (2) where the operator Oˆ is the unre-
tarded dipole operator
Dˆ1 ≡ 1
Z
Z∑
i
RiY1(Rˆi) . (29)
Here, (Ri, Rˆi) denotes the position of the i-th proton in
the center-of-mass frame, and Y1 denotes the rank-one
spherical harmonics.
In Fig. 2 we demonstrate the convergence of the
LSR method for dipole sum rules with weight functions
g(ω) = ω−3/2, ω−1, . . . , ω3/2 defined as
I(n)D1 =
∫ ∞
ωth
dω ωn SD1(ω) . (30)
It can be seen that when calculating these SRs as in
Eq. (28), N ≈ 200 Lanczos steps are sufficient for con-
vergence. This should be compared with M ≈ 105, the
6size of the model space used in this calculation. Indeed, a
slightly slower convergence is obtained for more negative
powers of ω, since g(ω) becomes relatively narrower at
the origin. However, this does not create practical dif-
ficulties to obtain convergence. These examples demon-
strate the accuracy and efficiency of the LSR method.
We would like to add that the dipole SR with
g(ω) = ω−1 is related to the electric dipole polarizabil-
ity αE through αE = (8piZ
2α/9)I(−1)D1 . Our result for
αE of
4He is 0.0694 fm3, which is in agreement with a
previous calculation [42], considering the accuracy esti-
mated there.
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FIG. 2. (Color online) Convergence of various energy-
dependent sum rules with increasing number of Lanczos steps.
The calculations are done using the unretarded dipole re-
sponse of 4He. The sum rules are normalized to their con-
verged values.
TABLE I. Energy-dependent SRs of the unretarded dipole
response of 4He. A comparison between the Lanczos sum-
rule method (LSR) and an explicit integration of the response
function (ESR). Both calculations are made with the same
model space as in [13].
Weight Units LSR ESR Relative Difference
ω−3/2 fm7/2 8.414 8.434 ∼ 10−3
ω−1 fm3 3.405 3.409 ∼ 10−3
ω−1/2 fm5/2 1.431 1.431 ∼ 10−4
1 fm2 0.637 0.636 ∼ 10−3
ω1/2 fm3/2 0.312 0.309 ∼ 10−2
ω fm1 0.178 0.173 ∼ 10−2
ω3/2 fm1/2 0.133 0.117 ∼ 10−1
In Table I we compare the energy-dependent SRs cal-
culated using the LSR method with SRs obtained from
an explicit integration of the response function (ESR) as
in Eq. (30), for various weight functions g(ω). It can be
seen that there is an excellent agreement between the two
methods. One should keep in mind that when the many-
body Hamiltonian needs to be solved, as in this example,
the calculation of the response function is always limited
in accuracy. Therefore, it is remarkable that the rela-
tive difference between the results of the two methods is
rather small for most SRs. In this example, the response
function used for explicit integration was only calculated
up to ωmax = 518 MeV. This leads to a varying error
in the ESR results. Obviously, this error is larger for
weight functions with higher powers of ω, as can be seen
from the difference between the ESR and LSR results for
g(ω) = ω3/2 in Table I. We note that the numerical accu-
racy of the LIT method, and therefore also of the LSR,
is at the sub-percentage level (see Ref. [13]).
VI. SUMMARY
We have presented an efficient algorithm for evaluat-
ing a generalized energy-dependent sum rule and dis-
cussed its properties and applicability. With the pro-
posed method one can calculate sum rules without ex-
plicitly calculating the continuum states or the response
function, thus achieving better accuracy. We have shown
that the convergence rate of the calculated sum rule is
bounded by the convergence rate of the LIT function
times a factor, whose magnitude depends on the struc-
ture of the weight function. A set of localized basis func-
tions can be used to calculate the sum rule, and using the
Lanczos algorithm we have demonstrated that a few hun-
dred steps of Lanczos iterations are sufficient to achieve
a reasonable accuracy. In fact, this is an order of magni-
tude lower than the number of Lanczos steps needed to
calculate the corresponding response function using the
LIT method. This suggests that the proposed method
can be valuable also in other cases, for example to cal-
culate polarization corrections in other muonic atoms, as
well as any energy-dependent sum rule that is of rele-
vance in electro-weak reactions of nuclei.
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