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The stereo method can detect static objects; those cannot be 
detected by the motion based method. Although the stereo 
method might divide an object into some regions, they can be 
merged into the object by the motion based method. Thus this 
paper adopts a novel method for object detection based on 
both the stereo vision and motion analysis. In addition, object 
tracking with motion estimation, which follows the next 
object detection starting with an initial solution given by the 
tracking, improves detection accuracy. A combination of these 
methods can be used for general object detection and tracking.  
Based on the general method, a novel method for vehicle 
detection and tracking with road detection is proposed in this 
paper. The road detection with motion segmentation, 
considering a parallax in stereo vision as a motion, enables 
on-road vehicle and obstacle detection. All elements 
constructing the proposed method are founded commonly on 
affine motion segmentation, which uses affine motion model 
to merge pixels into a region.  Software and hardware 
implementations become efficient because their parts can 
share the common principal procedure. Especially, the 
hardware implementation can possibly reduce plenty of gates 
by sharing a circuit for the affine motion segmentation. The 
affine motion segmentation was difficult to execute in real-
time so far, because of the high computational costs. However, 
a VGA 30 fps VLSI processor has been proposed in [4]. We 
can expect real-time processing of the proposed method with 
this processor.  
This paper is organized as follows. The next section 
describes the affine motion segmentation. Then, the vehicle 
detection and tracking algorithm based on the motion 
segmentation is proposed in section 3. In section 4, simulation 
results show the effectiveness. Finally, we conclude this paper. 
II. AFFINE MOTION SEGMENTATION 
This section describes affine motion segmentation, which is 
a basis of the proposed method for vehicle detection and 
tracking. The algorithm was originally proposed in [5]. The 
aim of the motion segmentation is to extract moving regions 
in a video sequence. For example, the algorithm extracts the 
region R1 moving to the left and R2 moving to the right in a 
case of Fig.2. Each motion model of Θଵ and Θଶ expresses a 
motion of the corresponding region. The algorithm assigns a 
region label to each pixel according to the conformity to the 
motion model, resulting in a label map ݁ூ for the frame ܫ. 
 
 
Fig. 2.  Affine motion segmentation and label map 
Fig.3 shows a flowchart of the affine motion segmentation. 
The algorithm adopts the affine motion model with a global 
illumination change ξ  as a motion model. The model can 
express a motion of the region such as rotation, zoom in/out, 
and transformation. All pixel flow in a region can be 
expressed by a set of linear equations. The model is composed 
of seven parameters as below: 
Θ௟ = ሾܽଵ௟ 	ܽଶ௟ 	ܽଷ௟ 	ܽସ௟ 	ܽହ௟ 	ܽ଺௟ 	ߦሿ୘,            (1) 
ࢊ஀೗(ݏ) = ൤
ݑ௟(ݔ, ݕ)
ݒ௟(ݔ, ݕ)൨ = ቈ
ܽଵ௟ + ܽଶ௟ ݔ + ܽଷ௟ ݕ
ܽସ௟ + ܽହ௟ ݔ + ܽ଺௟ ݕ቉,          (2) 
where ݏ is a coordinate of (ݔ, ݕ), ࢊ஀೗(ݏ) is a motion vector at 
the coordinate ݏ . The algorithm estimates an affine motion 
model Θ௟  corresponding to the region R௟ . A symbol {Θ௟}ூ௃ 
means a set of motion models from the frame ܫ  to ܬ . The 
algorithm estimates Θ௟ with accumulation of ΔΘ௟෢ obtained by 
the iterative re-weighted least square method minimizing sum 





௦∈ୖ೗ ,           (3) 
ݎ൫ݏ, Θ෡௟൯ = ∇ܬ ቀݏ + ࢊ஀෡೗(ݏ)ቁࢊ୼஀෡೗(ݏ) + Δߦ௟ 
																			+ܬ ቀݏ + ࢊ஀෡೗(ݏ)ቁ − ܫ(ݏ) + ߦ௟,          (4) 
where ܫ(ݏ)  represents a illumination value at ݏ  in ܫ . The 
illumination gradient ∇ܫ(ݏ)  is defined as ∇ܫ(ݏ) = ൤ܫ௫(ݏ)ܫ௬(ݏ)൨
୘
, 
using illumination differentials ܫ௫(ݏ) and ܫ௬(ݏ) in the ݔ and ݕ 
direction. The residual ݎ(ݏ, Θ௟)  is derived from a linear 
approximation of the illumination conservation law expressed 
by: ܫ(ݏ) = ܬ൫ݏ + ࢊ஀೗(ݏ)൯ + ߦ௟ . The weight ݓ௦  is a weight 
assigned to a pixel at ݏ. To set up small weight for each outlier 
pixel makes the estimation more robust. Introduction of 
hierarchical method enables large motion estimation. 
 
 
Fig. 3.  Affine motion segmentation flowchart 
R2
R1
Label for R1 Label for R2
(a) Image (b) Label map 
Motion Estimation



















































el so that the
ction ܷ is 
, Θ௟, ܫ, ܬ, ݁ூ, ݁̃ூ
 label ݈௦ to m
 according to
he term ଵܷ r
el. This term
mination diff
el in ܬ after m
didate label ݈
tinuity in a m
ls agree with
 term ܷଷ dec
l at the same
regularization
he region de





l a pixel with
w region afte
he region pr
l map ݁ூ  an
es labels in 
ver all label 
mentation acc









) = ଵܷ(ݏ, Θ௟,
inimize this f










 position of t
 terms to mak
tection step d
n R௟, whose 
, becomes a n
 static region
to the model 
tion similar 
 static or mob
r labelling wi
ediction step 
d a set of m
the region R௟
݈, yielding a p
uracy of the
g. 4.  Stereo visi
P
p obtains a 
 prediction m
is is define
on the MRF 
odel, a label 
tion is minim
of three te
ܫ, ܬ) + ܷଶ(ݏ, ݁
unction is as
n	ܷ(ݏ, Θ௟, ܫ, ܬ,
pixel conform
ording to the 
en the pixel
e model Θ௟ co
ଶ expresses th
 decreases a
e label at ݏ in
 candidate lab
he prediction 













 next image 
on and plane para
label map 
ap ݁̃ூ using a 





ூ) + ܷଷ(ݏ, ݁ூ
signed to the 
݁ூ, ݁̃ூ). 
ity to the m
error based o
 at ݏ  in ܫ  an
rresponding 
e energy of 
s many neigh
 the label m
el is equal t





e region; the 
le region doe
on ܷ is defin
ile region bec
n. 
bel map ௃݁ us
s {Θ௟}ூ௃ . The
 the motion m
 ݁̃௃. This incr
using the ݁̃௃ a
llax 









































































n. When a po
 by two came
epth ݀ from c
݀ = ௥௙௣ = ܽݔ
e ݎ represents
al length of 
orresponding
 ݀ is inverse 
 arbitrary po
r equation, w
ܽ  and ܾ  are
ssed using th
݌ = −௔௥௕ ݕ +
equation me
n can be exp






ce does not p
reo image ta
entation igno
 is usually d
l can approx

















int in the pl









 The affine 
le surface int
ented region 
ch as a rear
roduce many 




he model is a






ng to a plane
tical axes are 
 point P is ex
 
etween two 
 expresses a 
 left and the 
to the paralla
ane can be 
oordinate sho
Then the pa












ss on the sur
 them. In ad
rallax on a fl
pplicable to 
x model on flat r
CKING 




 in a 3D spac
set up in para
pressed by:




x ݌. The dep
expressed by
wn in the fig
rallax ݌  can
low: 
       



















































































eo vision at t
es by the seg
t image, and 




g the similar 
ne motion s
ction result, 











 time t, the 
ation with le
e affine motio
7 shows a co
d processing
les on the roa
on stereo vis
 regions are 
ime t. An obj
mentation. F
(c) is a segm
his step. The 
















ft and right 
n segmentati
nceptual exa




ect might be 





y pixel with 
on in the regi
 Fig.7 (d) 
s this step di
ry, which wa
 the same tim
 t and t+1. A
t surface are
r moving obje
 step. Fig.7 (






on with time 
mple compos
every step in







 using the pa
road or non
on detection o







f) is a result o
 the near righ


























ut images and id
Fig. 6.  Fl







































































































s share the co
Simulation C
e took a ste
ning in Kana
 a stereo cam




sible. In the v
kground of b
gram in C la
















es are 10 sec
ediction in th





















era made by 
cameras (Ex
ngth) mounte



















ep blue can 
onds apart in 




















 the speed o
ourselves. W
emode DV5




 trees. We m





e depth map 
llax model fo
ehicles and t
s a result of
epth map. Th
g in the dep
sswalk as a r
can be tak
roposed algo
red in both s





















 the front of 
f 20km/h~40




































































Fig. 8.  Simul
. 9.  Road detect
ation results 




In Fig.9 (a), there are pixels labelled with road on vehicles. 
They can be removed by appropriate thresholding of label 
density in the region. The pixels on the crosswalk boundary 
are not labelled with road. They will be improved by applying 
an individual parallax model to each divided area or adjusting 
the energy function parameters. Another promising approach 
is to investigate the region conformity to a parallax model, 
which assumes the object to be standing vertically on the road. 
In the case of the object included in the road surface such as 
the crosswalk, the total energy within the region applying the 
vertically standing model increases in comparison with that of 
the road surface model. 
V. CONCLUSION 
This paper proposed a novel method for vehicle detection 
and tracking based on stereo vision, motion analysis, and road 
detection. All elements constructing the proposed method are 
founded commonly on the affine motion segmentation. We 
also proposed the affine parallax model for the segmentation 
in stereo vision. In the simulation results, the proposed 
method could detect and track moving vehicles on the road 
with relative depths in a complicated scene of downtown. The 
future works are quantitative investigation of segmentation 
and depth accuracy, investigation of camera calibration 
influence to the detection accuracy, and robustness evaluation 
of the proposed method. We plan to implement the real-time 
system with our VLSI processor for the affine motion 
segmentation. Application of object detection and tracking 
with the affine motion segmentation to the gesture recognition 
is another challenge. 
ACKNOWLEDGMENT 
This research was supported by the Ministry of Education, 
Science, Sports and Culture, Grant-in-Aid for Scientific 
Research (C), 22560325, 2010-2011. 
REFERENCES 
[1] Zehang Sun, George Bebis, Ronald Miller, “On-Road Vehicle 
Detection: A Review,” IEEE Transactions on Pattern Analysis and 
Machine Intelligence, vol.28, No.5, May 2006. 
[2] Z. Sun, G. Bebis, and R. Miller, "Quantized Wavelet Features and 
Support Vector Machines for On-Road Vehicle Detection," Proc. IEEE 
Int’l Conf. Control, Automation, Robotics, and Vision, Dec. 2002. 
[3] F. Han, Y. Shan, R. Cekander, “A Two-Stage Approach to People and 
Vehicle Detection with HOG-Based SVM,” PerMIS, pp. 133-140, 
2006. 
[4] Masayuki Miyama, Yoshiki Yunbe, Kouji Togo, Yoshio Matsuda, “A 
VLSI Architecture for VGA 30 fps Video Segmentation with Affine 
Motion Model Estimation,” ISIC-2009 - 12th International Symposium 
on Integrated Circuits, pp. 449-452, 2009. 
[5] Jean-Marc Odobez, Patrick Bouthemy, “Direct incremental model-
based image motion segmentation for video analysis,” Signal 
Processing, Vol.66, pp.143-155, 1998. 
 
