In this paper, we study a kind of extended multiple-set split equality common fixed-point problem with Lipschitz quasipseudocontractive operators, which is an extension of multiple-set split equality common fixed-point problem with quasinonexpansive operator. We propose two mixed simultaneous iterative algorithms, in which the selecting of the stepsize does not need any priori information about the operator norms. Furthermore, we prove that the sequences generated by the mixed simultaneous iterative algorithms converge weakly to the solution of this problem. Some numerical results are shown to illustrate the feasibility and efficiency of the proposed algorithms.
Introduction
Throughout this paper, we always assume that 1 , 2 , and 3 are real Hilbert spaces with inner product ⟨⋅, ⋅⟩ and induced norm ‖ ⋅ ‖. Let and be nonempty closed and convex subsets of 1 and 2 , respectively.
: 1 → 2 is a bounded linear operators. Let denote the identity operator. The split feasibility problem (SFP) originally introduced by Censor and Elfving [1] which is to find ∈ such that ∈ .
It can be used in various disciplines such as image restoration, radiation therapy treatment planning [2, 3] . These applications are in finite-dimensional Hilbert spaces [4] [5] [6] [7] . It also can be found in an infinite-dimensional real Hilbert space [8] [9] [10] and references therein.
In [11] , Censor et al. introduce the multiple-set split feasibility problem (MSFP) which finds application in intensitymodulated radiation therapy. It is formulated as finding a point satisfying the following property:
where , ≥ 1 are integers and { } =1 and { } =1 are nonempty closed convex subsets of 1 and 2 , respectively. When = = 1, then MSFP (2) is known as SFP (1) . About the corresponding results in finite-dimensional spaces, we can see [12] [13] [14] and references therein. Since every closed convex subset of a Hilbert space is the fixed-point set of its associating projection, problems (1) and (2) are all special cases of the so-called multiple-set split common fixed-point problem (MSCFP) which is to find
where , ≥ 1 are integers, { } =1 : 1 → 1 and { } =1 : 2 → 2 are nonlinear operators. In particular, if = = 1, then MSCFP (3) reduces to the split common fixed-point problem (SCFP) [15] [16] [17] which is to find
where : 1 → 1 and : 2 → 2 are nonlinear operators.
Recently, Moudafi [18] introduced the split equality common fixed-point problem (SECFP) which is to find
where :
1 → 3 and : 2 → 3 are two bounded linear operators. It allows asymmetric and partial relations between the variables and . The interest is to cover many situations, for instance, applications in decomposition methods for PDEs, in game theory, and in intensitymodulated radiation therapy (IMRT). At the same time, Moudafi [18] introduced the following iterative method
for firmly quasi-nonexpansive mappings and . The weak convergence property was proved where was dependent in the spectral radiuses of * and * . Furthermore, Che and Li [19] proposed the following iterative algorithm:
for quasi-nonexpansive mappings and and the weak convergence of scheme (7) can also be established. Chang, Wang, and Qin [20] modified the iterative scheme (7) and provided the following framework:
for quasi-pseudocontractive mappings and with weak convergence property. In [21] , Zhao et al. study the multiple-set split equality common fixed-point problem (MSECFP) which is to find
where , ≥ 1 are integers and { } =1 : 1 → 1 and { } =1 : 2 → 2 are nonlinear operators. In particular, if = = 1, then MSECFP (9) reduces to the split equality common fixed-point problem (SECFP) (5) . They proposed the following iterative algorithm:
for quasi-nonexpansive mappings, where { } ⊂ [0, 1], = 0, 1, 2, . . . , ; = 1, 2, . . . such that ∑ =0 = 1 for every = 1, 2, . . . and { } ⊂ [0, 1]. ( ) = (mod ) + 1. Weak convergence results were obtained under certain assumption conditions.
Recently, Li et al. [22] studied the extended split equality common fixed-point problem (ESECFP) which is to find
where ⊂ 3 is a nonempty set. For L-Lipschitz and quasipseudocontractive mappings and , as well as a kind of special = { ∈ 3 : ℎ( ) ≤ 0}, they proposed the following iterative algorithm:
where fl (1− ) + ((1− ) + ), fl (1− ) + ((1− ) + ), 0 < < < 1/(1+ √ 1 + 2 ), and ∈ ℎ(( + )/2). They also proved the weak convergence results under mild conditions. Inspired by the above results, in this paper, we study the following extended multiple-set split equality common fixedpoint problem (EMSECFP) which is to find
Mathematical Problems in Engineering 3 where , ≥ 1 are integers and : 1 → 1 ( = 1, 2, . . . , ) and : 2 → 2 ( = 1, 2, . . . ) are −Lipschitzian mappings with ≥ 1 and quasi-pseudocontractive mappings with nonempty fixed-point sets which is more general than the class of quasi-nonexpansive mappings. When = 3 , the EMSECFP (13) is MSECFP (9) . When = = 1, the EMSECFP (13) is ESECFP (11) . Therefore, EMSECFP (13) is the extension of MSECFP (9) and ESECFP (11) . In this paper, we propose two mixed simultaneous iterative algorithms for solving EMSECFP (13) , which avoids using the projection and the selecting of stepsize which do not depend on the operator norms. Furthermore, we prove that the sequences generated by the algorithms weakly converge to a solution of the EMSECFP (13) . Numerical examples show the feasibility and efficiency of these algorithms.
Preliminaries
In this paper, we use ⇀ and → to indicate that the sequence { } converges weakly to and { } converges strongly to , respectively. We write ( ) = { : ∃ ⇀ } to stand for the weak −limit set of { } and use Ω to stand for the solution set of the EMSECFP (13) .
Definition . An operator :
→ is called demiclosed at the origin, for any sequence { } which weakly converges to , and if the sequence { } strongly converges to 0, then = 0.
In the proof of our results, we need the following lemmas.
Lemma 3 (see [23] ). Let be a real Hilbert space, then the following conclusions hold:
Lemma 4 (see [20] ). Let be a real Hilbert space and : → be a L-Lipschitzian mapping with ≥ 1. Denote
If 0 < < < 1/(1 + √ 1 + 2 ), then the following conclusions hold:
If is demiclosed at , then is also demiclosed at .
(iii) In addition, if : → is quasi-pseudocontractive, then the mapping is quasi-nonexpansive; that is,
Lemma 5 (see [21] ). Let be a real Hilbert space. en
for any , ∈ {0, 1, 2, . . . , } and for ∈ , = 0, 1, 2, . . . , with 0 + 1 + ⋅ ⋅ ⋅ + = 1 and 0 < < 1.
Lemma 6 (see [16] ). Let be a real Hilbert space and : → be a quasi-nonexpansive mapping. Set = +(1− ) for ∈ [0, 1). en the following properties are reached for all ( , ) ∈ × ( ) :
Main Results
In this section, we give the following assumption.
Assumption . Assume that (i) 1 , 2 , and 3 are real Hilbert spaces and isdimensional Euclidean space. : 1 → 3 and : 2 → 3 are two bounded linear operators; * and * are their adjoint operators, respectively. 
where
and ∈ ( , (1 − )
Assume Ω ̸ = 0, lim inf →∞ 0 > 0, = 1, 2, . . . , , and ⊂ ( , 1 − ) for small enough > 0. en ( , ) ⇀ (̃,̃), ( , V ) ⇀ (̃,̃), and ⇀̃fl̃=̃, where (̃,̃) ∈ Ω.
Proof. It is obvious that ⊂ for any ∈ . Let ( * , * ) ∈ Ω, that is, * ∈ ⋂ =1 Fix( ), * ∈ ⋂ =1 Fix( ) and * = * = * ∈ . By Lemma 3, we have
Similarly,
By (23) and (24), we have
Combining (22) and (25), we have
Since , = 1, 2, . . . , , are quasi-pseudocontractive, from Lemma 4, , = 1, 2, . . . , , are quasi-nonexpansive. Furthermore, from Lemma 5, we have
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Similarly, since , = 1, 2, . . . , are quasi-pseudocontractive, from Lemma 4, , = 1, 2, . . . , , are quasinonexpansive. By Lemma 6 (ii), we have
Combining (27) and (28) with (26), we have
As a result, we have from (29) and (30) that
We see that the sequence {‖ − * ‖ 2 + ‖ − * ‖ 2 } is decreasing and lower bounded by 0. Consequently it converges to some finite limit. 
According to (36), (38), and
we have lim →∞ +1 − = 0 (40) which infers that { } is asymptotically regular. From (33) and (37), we have
As a result,
which implies that { } is asymptotically regular. It follows from
Furthermore,
Taking (̃,̃) ∈ ( , ), from lim →∞ ‖ − ‖ = 0 and lim →∞ ‖V − ‖ = 0, we have (̃,̃) ∈ ( , V 
According to the demiclosednesses of − and − at 0, it yields from (33), (34) and (46) that (̃) =̃and (̃) =f or 1 ≤ ≤ and 1 ≤ ≤ . Hence,̃∈ ⋂ =1 ( ) and ∈ ⋂ =1 ( ). From Lemma 4, we havẽ∈ ⋂ =1 ( ) and ∈ ⋂ =1 ( ). Furthermore,̃−̃∈ ( − ) and the weakly lower semicontinuity of the norm imply that
that is,̃=̃. From lim →∞ ‖ − ‖ = 0 and lim →∞ ‖ − ‖ = 0, we have ⇀̃=̃=̃.
(48)
As follows, we provẽ∈ . According to the boundedness of { }, there exists a constant > 0, such that ‖ ‖ ≤ . 
Without loss of generality, we suppose that ⇀ , ⇀ . By passing to the limit in relation (52), we have (̃,̃) = ( , ) + ‖ −̃‖ 2 + −̃2 .
(53)
Reserving the role of (̃,̃) and ( , ), we also have
By adding the two last equalities, we obtaiñ= and̃= , which shows that whole sequence {( , )} weakly converges to the unique solution of (13) . The proof is completed.
Similar to the proof of Theorem 8, we can easily prove the following theorem. 
and
Assume Ω ̸ = 0, ⊂ ( , 1 − ) for small enough > 0 and lim inf →∞ 0 > 0, = 1, 2, . . . , . en ( , ) ⇀ (̃,̃), ( , V ) ⇀ (̃,̃), and ⇀̃fl̃=̃, where (̃,̃) ∈ Ω.
Numerical Examples
In this section, we give an example to show some insight into the behavior of the algorithms presented in this paper. The algorithms presented in Theorems 8 and 9 are denoted as In this section, we need the following lemmas.
Lemma 10 (see [24, 25] ). For every ≥ 0, let ∈ , = { ∈ | ( ) + ⟨ , − ⟩ ≤ 0}. en for any ∈ , we have
Lemma 11 (see [26] ). Suppose ℎ : → is a finite convex function, then it is subdifferentiable everywhere and its subdifferentials are uniformly bounded on any bounded subset of .
Example . Let 1 = 2 , 2 = 3 , and 3 = 4 . Assume that 1 = −3 , ∈ 1 , 2 = −4 , ∈ 1 , 1 = −6 , ∈ (59)
It is easy to see that : 1 → 1 , = 1, 2 and : 2 → 2 , = 1, 2 are all Lipschitz quasi-pseudocontractive operators, but not quasi-nonexpansive operators. Therefore, the Example 12 cannot be calculated by the algorithms in [21] .
In the experiments, we take = 0.6, = 7, = 1/3 , = 1/2 , 0 = 1 = 0.25, 2 = 0.5, and = 0.3. And the stopping criterion is ‖ − ‖ + ‖ − ‖ ≤ . Tables 1 and 2 show the number of iterations, the cpu time, and the final iteration points for different when the initial point is 0 = (0.1, 0.1) , 0 = (0.1, 0.1, 0.1) in Algorithms 1 and 2. We denote by Iter., Sec. and Fina. the number of iterations, the cpu time in seconds, and the final iteration points, respectively. It is easy to see that the presentation reveals that = . Furthermore, for testing the stationary property of iterative numbers, we carry out 500 experiments for different initial points which are presented randomly, such as = 0.1 * rand (2, 1) , = 0.1 * rand (3, 1) .
(60) Figures 3 and 4 illustrate the behaviors of iterative numbers for = 10 −4 and = 10 −6 , which reveals the stationary property of iterative numbers of the Algorithms 1 and 2. Especially, Figure 5 illustrates the behaviors of ‖ +1 − ‖ and ‖ +1 − ‖ for = 10 −4 in Algorithm 1. Figure 6 shows the behaviors of iterative numbers for different in Algorithm 1. 
