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Abstract
We propose a novel approach to investigate and implement unsupervised segmentation
of color images particularly natural color images. The aim is to devise a robust unsu-
pervised segmentation approach that can segment a color textured image accurately.
Here, the color and texture information of each individual pixel along with the pixel’s
spatial relationship within its neighborhood have been considered for producing precise
segmentation of color images. Precise segmentation of images has tremendous potential
in various application domains like bioinformatics, forensics, security and surveillance,
the mining and material industry and medical imaging where subtle information related
to color and texture is required to analyze an image accurately.
We intend to implement a robust unsupervised segmentation approach for color im-
ages using a newly developed multidimensional spatially variant finite mixture model
(MSVFMM) using a Markov Random Fields (MRF) model for improving the over-
all accuracy in segmentation and Haar wavelet transform for increasing the texture
sensitivity of the proposed approach.
Unsupervised segmentation means automatic discovery of classes or clusters in im-
ages rather than generating the class or cluster descriptions from training image sets.
One of the primary goals of this project is to devise a robust technique that auto-
matically determines the number of natural segments or clusters in an image. Over
the last few years, researchers from different computing communities have attempted
to find a general approach that performs well in all situations but differences in con-
text and assumption make the problem harder. In this particular work, we utilized
i
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SNOB, a Minimum Message Length (MML) based approach, for finding the number
of components in an image.
The evaluation of the performance of the final system is done by measuring the
accuracy in finding the correct number of objects in a color image and the accuracy
of segmentation of those objects. We have developed an evaluation matrix where
we utilize a new set of performance evaluation criteria to measure the accuracy in
segmentation in color and textured images and in finding the correct numbers of objects
or segments.
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Chapter 1
Introduction
1.1 Brief Overview of Color Image Segmentation
Image segmentation is a process that identifies homogenous and meaningful regions in
an original image. The process of image segmentation is the critical first step in the
extraction of image information for computer vision and image understanding. Simple
structural characteristics of objects and surfaces can be determined by this process
using detailed image domain properties. It partitions an image into some number of
disjoint regions consisting of groups of contiguous pixels in the spatial image plane.
These disjoint regions correspond to visually distinct objects in a scene. Although the
identification of objects and object boundaries are easy to a human observer, automatic
and accurate image segmentation is difficult and complex. Obtaining satisfactory seg-
mentation results depends mainly on similarity criteria as defined to detect uniformity
among the pixel’s features.
Over the last three decades, the interest of researchers around the world has been
focused on image segmentation. So far, a lot of research activities have been carried
out on gray scale images but there was less attention from the research community on
color image segmentation. A common problem in segmentation of a monochrome image
occurs when an image has a background of varying gray level such as gradually changing
shades. This is an inherent difficulty as intensity is the only available information for
1
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segmentation of monochrome images. It is long recognized that the human eye can
only detect one or two dozen intensity levels in comparison to thousands of color
shades and intensities. The reason is the human eye has a limitation in terms of
brightness adaptation (Ihaka, 2003). Color is a perceptual phenomena related to human
response to different wavelengths in the visible electro-magnetic spectrum. Generally,
three attributes namely hue, saturation and intensity are used to represent color. In
addition to intensity, color image provides additional information in the form of hue and
saturation. In fact, color information is useful and necessary for powerful processing in
computer vision. Researchers in the computer vision field have attempted to utilize this
additional information to devise a perceptually uniform color space that corresponds
to human visual system in image analysis. As a result, applications with color images
has received tremendous attention (Kato and Pong, 2006).
Color image segmentation is a process of extracting one or more connected regions
from the image satisfying uniformity or homogeneity criteria. Their criteria is based
on features derived from spectral components, defined in a chosen color space model.
Some additional knowledge about the objects in an image such as texture properties
could also be added to the segmentation process.
So, in addition to the color, texture is another feature that can be considered
as a cue for image segmentation. Texture features are constructed in such a way
that they characterize local variation in intensity or color within the neighborhood
surrounding the pixel. As a result, a value is assigned to the pixels with a given
texture. Recently, researchers (Kato and Pong, 2001), (Kato et al., 2003) & (Kato and
Pong, 2006) have found that segmentation based purely on color is more sensitive to
local variation, but provides sharp boundaries. On the other hand, segmentation based
purely on texture gives fuzzy boundaries, but usually homogenous regions. In other
words, color and texture based segmentation are in combination capable of producing
sharp boundaries and homogenous regions. In fact, an individual object can be detected
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more efficiently with the combined features of color and texture than either the color or
texture feature used independently. As a result, segmentation with combined color and
texture outperforms others in terms of sharpness and homogeneity (Kato and Pong,
2001), (Kato et al., 2003) & (Kato and Pong, 2006).
Segmentation subdivides an image into its constituent regions or objects. The
level to which the subdivision is carried depends on the problem being solved which
means that on identification of the anatomical parts of interest, the segmentation
process should stop. For an example, in medical images, the aim is to segment different
anatomical parts or interests.
We can consider clustering as the most significant unsupervised machine learning
problem that deals with finding matching members in a collection of unlabeled data
and partitions them into different groups based on their similarity. So, organizing data
into partitions based on similarity in some way - could be a good definition of data
clustering. In other words, we can define data clustering as collection of similar data
in the same cluster and dissimilar data in other clusters. When data clustering is
applied to partition an image into different meaningful objects then we can refer to
data clustering as unsupervised image segmentation.
In color technical imaging1, there are fundamental demands of accuracy in defining
borders of objects or segments. A reliable and faithful segmentation can bring enor-
mous benefits in many technical imaging problems in medical, bioinformatics, forensics,
material sciences and mining. In addition, recognition of objects like small traces of a
particular interest would benefit enormously from reliable segmentation. Measurement
of size and shape of an object is always a challenging task for the analysts specially for
the objects that have irregular size and shape and have branches. Once an object is
accurately segmented, the measurement of its size and shape becomes a simple task.
So, the knowledge of exact size and shape is crucial in any technical image analysis.
1Technical imaging means industrial imaging which includes among others; medical imaging, foren-
sic imaging, mineral and mining imaging, material science imaging and many more.
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An accurate segmentation can solve many contemporary technical imaging problems.
1.2 Aims of Color Image Segmentation
Color image segmentation should have the following aims:
1. Color image segmentation should ensure the partitioning of a color image into a
set of perceptually uniform color and texture regions.
2. Extracted regions should be homogenous.
3. Adjacent regions should exhibit significant differences in characteristics in terms
of color and/or texture.
4. Region boundaries should be clear and distinct.
5. No overlapping regions or segments should occur in the segmented image
Most of the time, achieving the aforesaid goals is a difficult task as the source images
contain some spurious pixels due to the noise introduced by light variation like shading
and highlight effects, camera electronics, surface reflectance, and lens characteristics.
As a result, it is hard to get strictly uniform and homogenous regions without small
holes and ragged boundaries. In order to achieve the aforesaid goals, color image
segmentation can contribute to a great extent as it contains more information than the
monochrome images. Color information contains some features like hue and saturation
based on which judgment for color uniformity can be made. This is an advantage
over the monochrome image segmentation where only the luminance information is
considered.
1.3 Role of Clustering in Image Segmentation
Feature-based image segmentation has become an important research focus in the im-
age segmentation community. Several authors have suggested different approaches to
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improve the performance and efficiency of pixel classification.
Various approaches have been proposed by different authors which includes among
other; edge detection, region growing, histogram thresholding, and clustering (Celenk,
1988). Among them, the clustering technique has gained popularity in the research
community even though clustering of color image is a computationally expensive pro-
cess as the feature space is multi-dimensional. One natural approach to segmentation
is to determine which components of the data set (i.e. which pixels) naturally belong
together. This approach for data partitioning is known as clustering. In the cluster-
ing process a data set is ultimately replaced by clusters of data that belong together.
We can consider unsupervised image segmentation as clustering; we can represent an
image in terms of clusters of pixels that have similarity in features. Pixels in an indi-
vidual cluster have the same color and/or texture and/or they are neighbors. Basically
data can be clustered in two ways: divisive clustering and agglomerative clustering.
In divisive clustering the entire data set is considered as a cluster then the clusters
are recursively split into smaller clusters up to produce a satisfactory clustering. Ag-
glomerative clustering, on the other hand, considers each data item as a cluster and
the clusters are merged recursively to form larger clusters up to a level of satisfactory
clustering.
Although a large number of clustering techniques exist, none of them has been
found accurate in all cases. For measuring cluster similarity and finding the numbers
of clusters each approach has used its own perspective which makes it challenging to
devise a robust clustering approach. For a long time, the statistics, data mining, and
machine learning communities have been investigating to find such a robust approach.
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1.4 Unsupervised vs Supervised Image Segmenta-
tion
At the beginning, we need to understand the difference between clustering and discrimi-
native analysis. Clustering means unsupervised classification of data while discriminant
analysis means supervised classification.
In supervised classification, a collection of labeled data are provided and the prob-
lem is to label a new set of data based on supplied collection of pre-classified labeled
data. These given labeled data are called training data. Usually, these training data
are used to learn the descriptions of classes which in turn are used to label a new
set of data. In supervised learning, limitations and restrictions on which data can or
cannot reside in the same cluster either are known or are computable automatically
from background knowledge.
In contrast, in clustering the aim is to group a given set of unlabeled data into
different clusters in a meaningful way. Clusters are associated with labels but they
are solely obtained from the unlabeled data itself. In general, clustering algorithms
aim to discover underlying patterns in a data set automatically by performing a search
through the space of possible organizations of the data, preferring those that group
similar instances together and keep dissimilar instances apart. Here, automatically
means that this sort of search proceeds in an entirely unsupervised way. We apply
clustering approaches when enough class labels are not available to apply supervised
classification to the problem. A clustering approach could use this incomplete class
information to confirm the placement of data into the appropriate group or cluster.
Discriminant analysis refers to supervised segmentation in the context of image
content. In supervised segmentation,the segments are predefined for a set of training
images and the primary goal is to understand the basis for the segmentation from a set
of labeled pixels and to build a classifier for future unlabeled observations. Supervised
segmentation must only look at training images. Supervised segmentation computes a
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pre-processing model from training data and applies the model to test images.
Clustering refers to unsupervised segmentation in the context of image. In unsu-
pervised segmentation, the segments are unknown a priori and the primary goal is to
discover the natural objects or segments in an image. Unsupervised image segmentation
does not use any prior knowledge about the image to be segmented or any information
about the distribution of training images. As a whole, the unsupervised image seg-
mentation means automatic discovery of natural objects or segments in images rather
than generating the segment description from training image sets.
The choice of supervised and unsupervised segmentation is completely application
specific. Some applications in one domain may need supervised segmentation while
other applications in the same domain prefers unsupervised segmentation. Supervised
image segmentation is preferred where generation of class description is possible using
a set of training images. That means supervised image segmentation is applicable to
the images that have similar objects or segments and thus are being applied to segment
a specific type of images. One specific advantage of this type of segmentation is, it is
algorithmically simpler as it does not need to focus on generating class descriptions or
number of classes or objects rather it concentrates on segmentation of an image based
on the supplied class descriptions. Different pattern recognition application domains
like forensics, biomedical, bio-technical, material sciences and mining need this type of
segmentation.
Unsupervised image segmentation on the other hand needs to generate class de-
scription and segmentation simultaneously to segments an image into its constituent
parts thus applicable to the images where objects or segments varies image to image.
Here, different images have different types of objects or classes and thus have different
class descriptions. For processing a set of images where generation of class description
of a specific type of images do not perform well, unsupervised segmentation is ideal in
these situations. From an algorithmic point of view, this approach is more complex
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and computationally more expensive than its supervised counterpart because class de-
scriptions and similarity criteria for clustering need to be generated simultaneously.
The main advantage of unsupervised segmentation approach lies in the fact that it is
independent of class description. As a result, a wide variety of images that have differ-
ent types of objects or cluster can be processed simultaneously. Processing of training
images is not required at all and thus saves the computational expenses which can be
compensated with the algorithmic complexity of this approach.
In unsupervised image segmentation, the determination of the number of compo-
nents or classes is a crucial aspect. Using more or less than the actual number results
in over or under segmentation which may mislead the analyst in retrieving the infor-
mation she/he is looking for. So, accuracy in finding the number of components in
an image in turn attributes accuracy in segmentation results as well. A segmentation
approach itself can not provide faithful and realistic results under an unsupervised
framework without using the actual number of classes or objects even though it is
otherwise effective and efficient.
1.5 Problem Statement
One can say that the primary goal of clustering is to partition the data into different
clusters or groups such that the extent of natural relationship among members of the
same cluster is high. For measuring cluster similarity and finding the numbers of clus-
ters, each algorithm has its own approach. Differences in contexts and assumptions in
different communities have attributed more complexity in finding an algorithm that
can efficiently meet the data clustering need of all communities. So, there is a gen-
uine need for a robust data clustering technique that can equally perform well in all
situation. So far, we have tried different data clustering techniques like AutoClass C
(AutoClass C - General Information, 2002), Global K-means (Bagirov and Mardaneh,
2006), COBWEB (Wagsta and Cardie, 2000), and SNOB (Wallace and Boulton, 1968),
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(Wallace and Dowe, 2000), out of which SNOB has been found to be effective in find-
ing number of objects in a color image with more accuracy. The difficulties of other
techniques (as mentioned above) include among others; inability to handle corrupted
data, inability to handle intensity inhomogeneity and shadows
Image data has some peculiar characteristics that differs entirely it from other
form of data. Image data may have corrupted values due to the usual limitations or
artifacts of the imaging devices. Noisy data, data sparsity, and high dimensionality
of data cause difficulties in image pixel clustering. As a result, image pixel clustering
becomes a harder problem than other form of data. Although there are a few existing
algorithms for unsupervised color image segmentation, but all of them are based on
high level features like line, edge, and area. As a result, none of them has been found
to be robust in determining accurate number of components or segments.
As a rule, color technical image contains more noisy image data. Imaging under
artificial environment makes this problem more difficult. Therefore, it is hard to develop
a robust and faithful unsupervised technique for automatic determination of number
of objects in a color technical image. This issue has not been resolved yet for any color
technical image.
To address the problem of finding numbers of objects in a color and color technical
image, we can utilize the potential power of SNOB (an MML based technique) (Wallace
and Boulton, 1968), (Wagsta and Cardie, 2000). Being inspired by Yiming, Xiangyu,
and Kap’s work (Yiming et al., 2003), we have tested an MML based technique (SNOB)
to find the number classes in an image and found promising results. Yiming et al.
utilized MML based technique to find the number of classes in an image and Maximum
Likelihood Estimate for pixel clustering while on the other hand, we have utilized
the same MML based technique along with a Maximum a posteriori (MAP) based
approach for pixel clustering where an MRF Model palys a crucial role in clustering.
So, SNOB has been utilized for the first time to find the actual number of classes under
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a Markovian framework.
The presence of intensity inhomogeneities is perhaps the primary difficulty with
color technical image segmentation. The reasons behind these inhomogeneities includes
among others; attenuation of radiofrequency (RF) wave, inhomogeneities in the static
magnetic field, non-uniform RF coil transmission, and magnetic receptiveness of tissue
(in case of medical imaging). Moreover, in some areas these inhomogeneities are known
to change over time along with the relative movement of imaging device. Apart from
that, the limitations of image capturing devices lead to further difficulties in getting
noise free technical images. In some applications, miniature camera/sensor and light
source are being used. A miniature unidirectional light source is not quite enough for
homogenous illumination of an object or interest and its surroundings. As a result,
captured images suffer from several varieties of imperfections including white spots due
to reflectance and unclear edges, shadows and inhomogeneity
Naturally, technical image segmentation demands well defined borders of objects as
future analysis and processing is completely based on accurate identification of objects.
So, there is a fundamental demand of accuracy. The segmented regions or components
should not be further away from the true object than one or a few pixels. So, there is a
need for an improved image segmentation technique that can segment different objects
precisely.
More noise means more uncertainty. We are looking for a robust probabilistic
method for handling this sort of uncertainty as we know the technical image data
has more noise than other form of natural images data. Although some probabilistic
models for technical image like medical image segmentation exist, their main focus is
on gray scale images. Very few approaches on color technical particularly on medical
images have been found but all of them are supervised in nature and none of them
has taken into account the neighborhood relationship among the image pixels which
is found to be an essential and important criteria in getting accurate segmentation.
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Handling uncertainty is the most significant problem in image segmentation. Sources
of uncertainty includes among others; noise, intensity inhomogeneity, imprecision in
computations, ambiguity in class definitions. The traditional probability theory was
the primary mathematical model that used to deal with these sort of uncertainty. Re-
searchers have found that the traditional probability theory alone is not quite adequate
to handle uncertainty especially where situation demands more precise handling. As
a result, there was a constant need to augment the traditional probability models by
introducing some additional concept or knowledge to make it more powerful. Over the
last few decades researchers from the different computing communities proposed vari-
ous approaches that are quite efficient in handling uncertainty. The Markov Random
Field Model (MRF) based approaches are among them. The only difference between an
MRF model based approaches with other models is that MRF model based approaches
consider the neighborhood influences of pixels in addition to their features while other
models consider the pixel features only. This basic difference adds an extra degree in
respect of segmentation accuracy especially while handling noisy image data.
Sajay-Gopal and Herbert employed the MRF model for the first time into the finite
mixture model to make it a Spatially Variant Finite Mixture Model (SVFMM)and
utilized it to segment gray scale images (Sanjay-Gopal and Herbert, 1998). Later,
Blekas, Likas, Galatsanos, and Lagaris worked on it and improved further (Blekas et al.,
2005). Their works are limited to gray scale images only and not applicable to color
images at all. We have modified the SVFMM and developed a new Multidimensional
Spatially Variant Finite Mixture Model (MSVFMM) to address this difficulty. Now,
it is capable to handle color images successfully. Further, this newly developed model
(MSVFMM) can accommodate multiple cues (intensity, color, texture, coordinate)
simultaneously.
So far, we have not found any relevant work on an MRF model based approach
for color image segmentation using unsupervised framework. Although Kato et al.
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proposed an unsupervised multi-layer MRF model for color image segmentation, we
can not consider it as a general solution to color image segmentation due to lack
of convincing results and continuation of the work (Kato et al., 2003). They have
tested their approach on a simple natural color image that has only one object on
a background. Further, they have applied MRF model directly in each layer instead
of using it with a finite mixture model which ultimately makes their approach more
computing intensive.
As a whole, in this research, the problem we want to investigate is to implement a
novel unsupervised segmentation approach for color textured image based on a newly
developed Multidimensional Spatially Variant Finite Mixture Model (SVFMM) using
Markov Random Fields (MRF) model for improving the overall accuracy in segmenta-
tion and Haar wavelet transform for increasing the texture sensitivity of the proposed
approach to improve segmentation accuracy.
1.6 Research Objectives
From the earlier discussion, it is evident that research in technical image segmentation
needs to focus on more effective approaches that would take into account color and
texture feature sets and the neighborhood relationship amongst the pixels. Hence, the
main emphases of this research are;
• To investigate the difficulties and limitations of the existing well-known unsu-
pervised data clustering approaches to find the number of components in a color
image.
• To determine the suitability of an existing unsupervised technique for finding the
number of objects in a color image based on the aforesaid study.
• To develop a novel color image segmentation approach that allows us to segment
a color image including color technical images in an effective and meaningful
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manner.
1.7 Significance of Research
The best way to get a good segmentation is to draw the boundary of the objects
manually but it is a time consuming job. Manual segmentation is not only a tedious
job but time consuming as well especially when experts usually have a stressful working
environment with tight time schedules. Further, most of the time it is inconsistence
as manual segmentation by experts has been shown to be variable. So there is a
need for algorithms for the development of a computer aided tool, where unsupervised
image segmentation is a pre-requisite for image content understanding and subsequent
objects recognition with the highest accuracy. In addition, robust unsupervised image
segmentation technique can play a crucial role in the analysis of a color technical image
database aimed at formulating useful knowledge for image analysis especially when
there is no prior knowledge about the image. The aim of our proposed approach is to
devise a robust and faithful segmentation technique that will automatically segment
a color image and color technical image with more accuracy and reliability using the
MSVFMM model.
Even a few years back it was hard to imagine a color technical image for analysis pur-
pose except a few in medical imaging like endoscopy and colonoscopy. So, researchers
were mainly concentrated with gray scale images over the last three decades. Now the
situation is gradually changing. With the advent of advanced imaging technology, color
technical imaging is gradually replacing conventional gray scale imaging. Our proposed
approach can play a significant role in image content understanding via unsupervised
segmentation of color images and producing faithful and accurate segmentation of color
images including technical images in the context of object or interest.
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1.8 Outline of Research Methodology
From the above discussion, the methodological approach for such a study would en-
compass the following steps:
1. Study on well-known data clustering algorithms- Well known data clus-
tering algorithms are to be tested on color images and on color technical images.
2. Determination of number of components using a robust unsupervised
technique- SNOB, an MML principle based data clustering technique has been
employed for finding the actual number of meaningful objects in a color image
based on the aforesaid study.
3. Development of a robust image segmentation algorithm - Development
of an effective image segmentation approach for unsupervised color and color
technical image that allows us to segment a color image precisely and accurately
in a meaningful manner.
4. Performance Evaluation of Image Segmentation- Performance of the
proposed approach are evaluated by using a newly developed set of evaluation
criteria for color images.
1.9 Outline of the Research Proposal
The reminder of this report is organized as follows:
• Chapter 2: Literature Review - The aim of this chapter is to bring to the reader
a review of color image segmentation and existing approaches in color image seg-
mentation, both supervised and unsupervised. The chapter ends with a thorough
description on the background of our proposed segmentation model.
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• Chapter 3: Methodology - This chapter introduces the proposed methodology
related to two main problems of the proposed image segmentation model: finding
the number of components in a color image automatically and more accuracy
in color image segmentation. It also explains the strategy for texture feature
extraction using wavelet transform. Finally, the newly developed performance
evaluation method is described.
• Chapter 4: Experimental Results - This chapter presents extensive experimental
results obtained with experiments using the above mentioned algorithms on color
images and comparison of results with other similar techniques.
• Chapter 5: Conclusion - This chapter includes concluding discussion and com-
ments.
Chapter 2
Literature Review
To better understand color image segmentation, it is beneficial to examine some of the
current work or literatures on these topics.
In recent years, lot of techniques or algorithms have been proposed by researchers
for effective color image segmentation using different segmentation techniques. The
literature review has been organized as follows;
- Feature-Based Image Segmentation
- Image Features
- Difference between classical and model based approaches
- Broad categories of image segmentation technique
- Separate literature review sections for each category, further subdivided into
classical and model-based approaches under each category.
2.1 Feature-Based Image Segmentation
Before going into the details of literature review, we need to discuss the image feature
for better understanding of the literatures. An image may have several features: some
of them are high level while others are low level. High level features (line, edge, area,
16
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shape, and motion) based segmentation approaches work well in small applications for
simple images. Moreover, from accuracy point of view, high level feature based ap-
proaches produces somewhat rough segmentation as these approaches consider region
homogeneity, connectedness of line, edge, and area for segmentation of an image. Low
level features (intensity, color, texture, and coordinate), on the other hand are effec-
tive in producing more accurate segmentation results. These low level feature based
approaches could be applied on pixel to pixel basis to get a more precise clustering of
pixels which eventually produces accuracy in segmentation.
In this particular work, we will employ low level features only in our proposed
segmentation approach.
Feature based image analysis means the segmentation or analysis of relevant images
on the basis of image features/contents derived from the image. Low level segmentation
provides us an efficient way to understand an image in terms of its features or contents,
while segmentation based on simple homogeneity (region) and connectedness (edge or
line) is not sufficient for complete understanding of an image. In fact, some fixed and
global features like region, edges, line etc. are not adequate enough to produce satisfac-
tory results. More powerful mechanism like accurate representations of image content
(color and texture information) in terms of features can play a significant role in image
segmentation. Whatever is significant in the image under segmentation need to be
captured and represented accurately for producing a reliable image segmentation. For
meaningful image segmentation, accurate representations of image contents in terms
of features are crucial.
Recently, there is a pressing need for accurate representations of image content
in terms of its different features like intensity, color, and texture, for a meaningful
image segmentation and analysis. The image data (pixels) are potentially an extremely
valuable source of information, but their value is limited unless they can be effectively
explored and retrieved, and it is becoming increasingly clear that in order to be efficient,
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image segmentation needs to be based on salient features of image pixels. However, the
extraction of pixel’s features, which is usually a multi-dimensional data from an image
poses tremendous scientific challenges due to mathematical complexity like handling
nonlinearity1. As a result, though segmentation based on pixel features shows great
promise but purely perfect and accurate representations of image in terms of its features
remains a distant dream yet.
Mathematically image segmentation is a ill-posed problem as its algorithm does not
have any single goal. So, to make it well-posed, it should be regarded as an optimiza-
tion task that has a firm statistical foundation. Recently, there has been considerable
interest in statistical clustering technique for image segmentation inspired by the sta-
tistical physics, which were develop to study the equilibrium of large, lattice-based
systems consisting of identical and interacting components. In a clustering technique
in image segmentation, each pixel is associated with at least one or more of a finite
number of categories like color, intensity, and texture to form disjoint regions (Baraldi
et al., 2000).
2.2 Image Features
Groups of image pixels can be characterized by many low level feature descriptors like
intensity, color, texture, and co-ordinates. Among these, the three feature descriptors
that are most frequently used are intensity, color, and texture. In our case we will
consider color and texture features. We will discard intensity and co-ordinate features
as these features become insignificant when considering color and MRF model.
1Nonlinear generally refers to a situation that has a disproportionate cause and effect. In mathe-
matics, nonlinearity represents a system whose behavior is not expressible as a linear function of its
descriptors. Further, nonlinearity always involves more than one unknown parameters in equations
that imparts difficulty in mathematical solutions
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2.2.1 Color Features
Color is an important dimension of human visual perception that allows discrimination
and recognition of visual information. In principle, a color sensation is being described
by three parameters. These three parameters are short (S), middle (M), and long
(L) wavelengths as captured by human eye receptors which are also known as cone
cells. The tristimulus values of a color are usually defined by the amounts of the three
primary colors in a three-component color model. In the CIE 1931 color space, the
tristimulus values are most often denoted by X, Y, and Z. The method that associates
tristimulus values with each color is called a color space.
Extracting and matching color features are relatively easy. Color features have been
found to be effective in image segmentation (Kato and Pong, 2001), (Kato and Pong,
2006), (Kato et al., 2003), (Randen and Husoy, 1999), (Shivani et al., 2004).
A color model is an abstract mathematical model. It describes the way that colors
can be represented as tuples of numbers, typically as three or four values or color
components. Choice of a color space is the main aspect of color feature extraction.
Color space is a multidimensional space where different components of color are being
represented with the different dimensions. Most color spaces are three dimensional.
The most commonly used RGB is an example of a three dimensional color space,
which assigns to each pixel a three element vector specifying the intensities of the
three primary colors, red, green and blue. For example, in computer graphics, colors
are usually defined in the RGB (red, green and blue) color space. This is one way
of making the same colors, and red, green and blue can be considered as the X, Y
and Z axes. Another way of making the same colors is to use their hue, saturation,
and brightness as represented with a three dimensional values (XYZ) similar to RGB,
which is known as the HSV color space. In this manner, many color spaces can be
defined as three-dimensional values though some have more, or fewer dimensions, and
some cannot be represented in this way at all. The most commonly used and popular
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color spaces are: RGB, CIE-Luv, CIE-Lab, HSV, CMY, CMYK, YUV, YIQ. Apart
from them there are few other color spaces that are not commonly used. These spaces
are being used in a few specific applications only and hard to define clearly due to the
non-availability of supporting literatures.
Although RGB is the most commonly used color space unfortunately, it is not
perceptually uniform. In RGB space, equal distances in different intensity ranges and
along different dimensions of the three dimensional RGB color space do not correspond
to equal perception of color dissimilarity (Kato and Pong, 2006).
Therefore, alternative color spaces based on RGB color space transformation are
often used. The idea for color space transformation is to develop a model of color
space that is perceptually similar with human color vision. We can generate color
spaces such as HSV, CIE -Lab, and CIE-Luv by nonlinear transformation of the RGB
space. Hue, lightness, and saturation are the three characteristics of the CIE color
spaces that best characterize color perceptually. However, there is a very limited use
of the CIE color spaces as they are inconvenient due to calculation complexities of the
non-linear transformation to and from the RGB color space. In spite of this, we will
use CIE color space considering the fact that it is the most perceptually uniform color
space so far.
CIE Standard for Color:
Wright and Guild carried out a series of color matching experiments in 1920s and
1930s and showed that there was enough consistency in color matching to define a
Standard Observer. This Standard Observer provides an absolute reference standard
for color, where color matching function of a Standard Observer represents a typical
human color response. In 1931, the Commission Internationale de l
′
Eclairage (CIE)
sponsored this standardization (Ihaka, 2003). Supersaturated shades of violet-blue,
yellow-green and orange are being considered as CIE primaries. X, Y, and Z are
denoted as tristimulus values of these primaries where chromaticity are denoted by x,
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y, and z. Although the CIE tristimulus values are able to provide a complete color
description, they do not correspond to a human visual system. In fact, distances
between the tristimulus values cannot reflect to the extent to which people perceive
the color difference. Considering this difficulty in 1976, the CIE introduced two new
perceptually uniform color spaces; CIE-Lab and CIE-Luv by non-linear transformation
of the RGB spaces that corresponds to the human visual system. The CIE-Lab space is
generally preferred by the printing and textile industries when working with dyes and
pigments while the CIE-Luv space is preferred by industries who work with emissive
color technologies like computer graphics and television. As a result, CIE-Luv is a de
facto standard for television and computer display.
Now, we will concentrate on CIE-Luv only as we have decided to use this color
space as color descriptor in our work considering their perceptual advantages.
The CIE-Luv space works in terms of three perceptual axes:
- L or luminance which specifies brightness of colors on a scale from 0 to 100
- u which specifies color location on a red-green axis with grey located at 0
- v which specifies color location on a yellow-blue axis with grey located at 0
Out of these three coordinates, the CIE-Luv space based on the following chro-
maticity coordinates;
u′ = 4X/(X + 15Y + 3Z)
v′ = 9Y/(X + 15Y + 3Z)
These coordinates correspond to positions on red-green and yellow-blue axes. These
coordinates need to be scaled and combined with brightness information in order to
produce a full color description. The full CIE-Luv spaces is defined by the coordinates:
L =
{116(Y/Yn)1/3−16 for Y/Yn>0.008856,
903.3(Y/Yn) otherwise
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u∗ = 13L∗(u′ − u′n)
v∗ = 13L∗(v′ − v′n)
where Yn is the Y tristimulus value and u
′
n and v
′
n are the uniform chromaticity for
the white point of the display.
This parameterization means that the u axis corresponds to the horizontal axis
and the v axis to the vertical one. The intersection of the two axes takes place at the
color-neutral white point (Ihaka, 2003).
2.2.2 Texture Features
Texture characterizes local variations of image color or intensity. There is no formal
or unique definition of texture even though texture based methods are commonly used
in computer vision. Each texture analysis method defines texture according to its own
need. Texture can be defined as a local statistical pattern of texture primitives in
observer’s domain of interest. Texture is often described to consist of primitives that
are arranged according to a placement rule which gives rise to structural methods of
texture analysis that explicitly attempt to recover the primitives and the placement
rules. On the other hand, statistical methods considers texture as a random phenomena
with identifiable local statistics. The neighborhood property is a common similarity
among all the texture descriptions. So, we can define texture as an image feature which
is characterized by the gray value or color pattern in a neighborhood surrounding the
pixel.
Rao and Lhose identify three features as being important in human texture percep-
tion: repetition, orientation, and complexity (Rao and Lhose, 1993). Repetition refers
to periodic pattern and is often associated with regularity. Orientation refers to the
presence or absence of directional textures. Complexity refers to the descriptional com-
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plexity of texture which is the combination of characterization of coarseness, contrast,
directionality, line-likeness, regularity and roughness (Tamura et al., 1978).
According to Manjunath and Ma, the existing texture descriptors can be classified
into three categories (Manjunath and Ma, 2002):
- Features that are computed in the spatial domain
- Features that are computed using a model based approach
- Features that are computed in a transform domain
The aforesaid categories are explained below;
Spatial Domain:
For texture features based on spatial-domain analysis, one way to describe the descrip-
tor is using second order statistics of pairs of intensity values of pixels in an image.
This method, called co-occurrence matrices (Julezs, 1975), counts how often pairs of
grey level of pixels, separated by a certain distance and lying along certain direction,
occur in an image. Much work has been done on this feature descriptor; however it
now appears that this characterization of texture is not very effective for classification
and retrieval (Manjunath and Ma, 2002). In addition, these features are expensive to
compute. For these reasons, co-occurrence matrices are rarely used in modern image
applications (Manjunath and Ma, 2002).
Model Based Approach:
Model-based texture methods try to capture the process that generated the texture.
By using the model-based features some part of the image model is assumed and an
estimation algorithm is used to set the parameters of the model to yield the best fit
(Wu, 2003). Assume the image is modeled as a function f(r, ω) , where r is the position
vector representing the pixel location in the 2D space and ω is a random parameter.
For a given value of r, f(r, ω) is a random variable (because ω is a random variable).
Once a specific texture ω is selected, f(r, ω) is an image, which is a function over
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the two-dimensional grid indexed by r. Function f(r, ω) is called as a random field
(Rosenfield and Kak, 1982).
There are currently three major model based methods: Markov Random Fields
(MRF) by (Dubes and Jain, 1989), fractals by (Pentland, 1984), and the multi resolu-
tion autoregressive (AR) features introduced by (Mao and Jain, 1992). Markov random
fields define an efficient framework for specifying nonlinear interactions between fea-
tures of the same nature or of a different one. They help to combine and organize
spatial and temporal information by introducing strong generic knowledge about the
features to be estimated. Fractal models, proposed by Mandelbrot (Mandelbrot, 1983),
describe images with a set of self-similar functions characterized by fractal dimension,
which correlate to perceived roughness of image texture (Pentland, 1984). The auto-
regression model provides a way to use a linear operator to estimate a pixel’s grey
level, given the grey levels in the neighborhood containing it. The advantage of the
autoregression model is that it is easy to use the estimator in a mode that synthesizes
texture from any initially given linear estimator which uses linear operator. Using
linear estimate instead of non-linear estimate is an advantage. However, it can only
characterize micro level textures or fine textures (Wu, 2003).
Transform Domain Feature:
The word transform refers to a mathematical representation of an image. There are
several texture classifications using transform domain features in the past, such as
discrete Fourier transform (DFT), and discrete wavelet transform (DWT).
Fourier analysis consists of breaking up a signal into sine waves of various frequen-
cies. On the other hand, wavelet analysis breaks up a signal into shifted and scaled
versions of the original wavelet (mother wavelet) which refers to decomposition of a
signal with a family of basis functions obtained through translation and dilation of a
special function (Manjunath and Ma, 2002). Moments of wavelet coefficients in various
frequency bands have been shown to be effective for representing texture (Unser, 1995).
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Discrete Wavelet Transform
Decomposition of textures is one of the keys to access characteristics of textures in
different scales and a wavelet transform can do such decomposition. The wavelet trans-
form is based on using an orthonormal family of basis functions. A wavelet expansion
is a Fourier series expansion, but is defined by a two-parameter family of functions
f(x) =
∑
m,n
Cm,nψm,n(x) (2.1)
where m and n are integers, the functions ψm,n(x) are the wavelet expansion func-
tions and the two-parameter expansion coefficients Cm,n , are called the discrete wavelet
transform (DWT) coefficients of f(x). The coefficients are given by
Cm,n =
∫ +∞
−∞ f(x)ψm,n(x) (2.2)
The wavelet basis functions can be computed from a function ψ(x) called the gen-
erating or mother wavelet through translation and dilation:
ψm,n(x) = 2
−m/2ψ(2−mx− n) (2.3)
where n is the translation and m the dilation parameter. The mother wavelet
function is not unique, but it must satisfy a small set of conditions. One of them is
multi-resolution condition and related to the two-scale difference equation:
φ(x) =
√
2
∑
k
h(k)φ(2x− k) (2.4)
where φ(x) is scaling function and h(k) must satisfy several conditions to make
basis wavelet functions unique, orthonormal and have a certain degree of regularity.
The mother wavelet is related to the scaling function via:
ψ(x) =
√
2
∑
k
g(k)φ(2x− k) (2.5)
where g(k) = (−1)kh(1− k).
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At this point, if valid h(x) is available, one can obtain g(x). J-level wavelet decom-
position can be computed via:
f0(x) =
∑
k
c0,kφ0,k(k)
=
∑
k
(cJ+1,KφJ+1,k(x) +
J∑
j=0
dj+1,kψj+1,k(x)) (2.6)
where coefficient c0,k are given and coefficients cj+1,n, and dj+1,n at scale j + 1 and
they can be obtained if coefficient at scale j is available via:
cj+1,n =
∑
k
cj,kh(k − 2n)
dj+1,n =
∑
k
cj,kg(k − 2n) (2.7)
As mentioned before, different h(x) and scaling function may lead to different qual-
ified wavelets such as Daubechies, Haar and Battle Lemarie’.
Haar and Daubechies Wavelet
The Haar wavelet is the simplest wavelet and is suitable to explain how wavelet function
can be derived from a specific scaling function and filter coefficient h(k).
The derivation of 1D (Continuous) Haar wavelet Haar scaling function:
φ(t) =
{
1 t ∈ [0, 1)
0 t /∈ [0, 1).
If h(k) = 1 for all k, φji (t) =
√
2jφ(2jt− i), j = 0, 1, ... and i = 0, 1, 3, 7, ...., 2j − 1
Because h is always 1, g can be only 1 or -1 and the Haar mother wavelet is:
ψ(t) =

1 t ∈ [0, 1/2)
−1 t ∈ [1/2, 1)
0 t ∈ [0, 1).
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Averages: Differences:
(7 + 1)/2 = 4 (7− 4) = (4− 1) = 3
(6 + 6)/2 = 6 (6− 6) = (6− 6) = 0
(3 + 5)/2 = −1 (3−−1) = (−1−−5) = 4
(4 + 2)/2 = 3 (4− 3) = (3− 2) = 1
And wavelet basis function is:
ψi,j =
√
2ψ(2jt− i), j = 0, 1, ...and i = 0, 1, 3, 7, ..., 2j − 1 (2.8)
This implies that for lowpass output, the result at each position is an average and
for highpass output, the result is a difference. The following shows the example of
applying Haar wavelet to 1D input.
Input: 7 1 6 6 3 -5 4 2
Result of First level decomposition: 4 6 -1 3 3 0 4 1
Second level decomposition of the first four elements: 5 1 -1 -2 3 0 4 1
Third level decomposition of the first two elements: 3 2 -1 -2 3 0 4 1
In 2D case, the expansion can be achieved easily by performing the wavelet trans-
form in the horizontal direction first. Thus, if the original image is modeled as the
following figure:
After applying the transform in horizontal direction, the result can be viewed as
Figure 2.2.
The left section of Figure 2.2 is corresponding to highpass result and right one
lowpass result. Then, if the result of each section is undergone vertical decomposition,
four sections of results obtained.
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Figure 2.1: Original Input
Figure 2.2: Output after applying horizontal wavelet transform
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Figure 2.3: Output after applying vertical wavelet transform to each section
of Figure 2.2
Thus, each section of each part in the Figure 2.3 is corresponding to the result of
the combination of horizontal lowpass/highpass and vertical lowpass/highpass. It is
clear that in 2D transform, the decomposition yields four parts of result.
2.3 Classical and Statistical Model Based Approach
To better understand color image segmentation techniques, it is beneficial to examine
Classical and Statistical Model based approaches. Classical models are purely math-
ematical models that are based on mathematical theory. Statistical models, on the
other hand, are completely based on statistical concepts.
Each of the broad categories can be further grouped into classical based approaches
and statistical model based approaches. A statistical model include issues like sta-
tistical characterization of numerical data, estimating the probabilistic behavior of a
phenomena based on past behavior, extrapolation and interpolation of data based on
some best fit, error estimate of observations, or spectral analysis of data or model
generated output. There is a significant interest among researchers to utilize various
statistical model based clustering approaches like fuzzy clustering, k-means clustering,
hierarchical clustering, and MAP clustering instead of classical approaches like his-
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togram based segmentation, edge based segmentation with edge detecting filters, and
recursive region splitting and merging over last decade. Approaches based on statistical
model certainly have some distinct advantages over the traditional classical approach.
Statistical models can be used to understand and explore the meaning of physical phe-
nomena like image. A few of the advantages in the context of image segmentation are
summarized below (Why Use Mathematical and Statistical Models, 2007);
1. In the development of conceptual model of a physical phenomena like an image,
a statistical model helps us to reveal numerical data for defining the required
measurements of a conceptual model.
2. In estimating uncertainties especially correct values for corrupted pixel values in
observed image data and calculation based on them as well.
3. To develop a statistical prediction model to estimate the future behaviors of
image pixel data in a probabilistic way based on past statistical records on image
data
4. To the process of constructing new data points outside a discrete set of known
data points or constructing new points between known points
5. In the estimation of model parameters for more complex mathematical models,
statistical models ( such as EM Algorithm ) are being used.
6. To get model output and frequency spectrum of observed image data
We will consider classical based approaches first and then the model based ap-
proaches in our literature review under the categories as mentioned above. There are
huge quantities of literatures on these topics that makes it difficult to include all of
them due to time and space constraints. So, we feel the urgency for narrowing down
the quantity of literatures by omitting the literatures that are not significant and have
very little or no resemblance with our approach.
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2.4 Type of Current Segmentation Technique
Based on the current works or literatures on these topics, color image segmentation
techniques can be broadly categorized into four groups;
• Pixel Based segmentation
• Area Based segmentation
• Edge Based segmentation
• Physics Based segmentation
Each group can be further divided into different subgroups.
The most significant aspect of segmentation is region definition. We can define a
region in 4 broad ways (Skarbek and Koschan, 1994);
1. Pixel Based Definition: A Region is a component formed by a connected pixel
set specified by a class membership function; For instance:
- pixel color is in the given half space defined by a plane;
- pixel color is in the given polyhedra
- pixel color is in the Voronoi cell with the given representative
- fuzzy membership function for a class defuzzified by α-cutoff operation;
2. Area Based Definition: Region is a maximal connected set of pixels that have
similarities in features. For instance:
- uniform region derived by growing from a seed block by joining other pixels
or blocks of pixels
- uniform region obtained by splitting a larger region, which is not uniform
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3. Edge Based Definition: Region is a connected set of pixels surrounded by
edge pixels creating a color contour. Edge detection by vector median or Hueckel
operator with model guided filling of gaps in contours are a good example of
edge based segmentation. Here, we get the uniform regions as well. The reason
is, they are in the complementary set of non-uniform set which edge pixels create
4. Physics Based Definition: Region represents connected material in the scene,
which corresponds to a surface or an object of homogenous material. As a result,
in physics based definition shading, shadow, and highlight have no influence on
the result of image segmentation although they change the color values in the
image
2.4.1 Pixel Based Segmentation
Classical Approach
Ohlander et al. proposed a method for image segmentation using recursive region
splitting where nine color features were collected manually from spaces RGB, HIS, and
YIQ (Ohlander et al., 1978). Histogram peak in one of nine color features determines
the interval. Pixels falling within this interval create one region whereas pixels fallen
out side the interval creates another one. Further recursive splitting is carried out
on both regions until the output is connected region with no clear peak. Further
improvements for the basic scheme such as removing of small regions, work on reduced
image version, and adding textural features have been suggested by the authors.
Subsequently, Ohta et al. proposed another technique on the basis of Ohlander’s
paper but with modifications to the color features (Ohta et al., 1980). They proposed
three features instead of nine features. The proposed algorithm is similar to Ohlander’s
one but its presentation is more clear and suggests data structures for more efficient
implementation in both time and space aspects. General purpose algorithms for both
the works were not robust as they are dependent on histogram thresholding. Moreover,
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these algorithms entirely rely on color features only.
Holla proposed another algorithm based on finding peaks in the two dimensional
histogram of the opponent color pairs ((Holla, 1982). Here, the opponent color pairs are
red-green and yellow-blue (Skarbek, 1994). The mountains in the histogram determine
areas. Pixels falling within one of these areas create one region. Pixels falling within
another area create another region. The algorithm is not effective as there remain some
non-attachable parts in the image during segmentation. Holla’s algorithm is capable
to assign only 30% to 80% of the pixel to the corresponding regions. In order to en-
hance the effectiveness there was a suggestion from the author to include additional
features such as luminance or the local connection of pixels into the segmentation pro-
cess. von Stein and Reimers modified Holla’s algorithm with the introduction of a 3x3
neighborhood as an additional refinement process that merges pixels due to spatial
neighborhood relations (von Stein and Reimers, 1983). This approach significantly im-
proves the performance of segmentation in comparison with its predecessor. However,
in spite of this improvement, the algorithm is still only able to assign 90% of the pixel
to the corresponding regions.
Tominaga proposed a color image segmentation technique using three perceptual
attributes where peaks of the three histograms in the H, V, and C components of
the Munsell space determine intervals (Tominaga, 1986). Professor Albert H. Mun-
sell developed the Munsell color system, a color space that specifies colors based on
three color dimensions, hue (H), value (V), and chroma (C). Pixel falling in one of
these interval create one region while pixels falling into another area create another
region. Recurrence of splitting and merging of image is another drawback that makes
the technique computationally intensive. Tominaga proposed another color classifica-
tion algorithm which improved the previous technique by overcoming the problem of
handling overlapping clusters (Tominaga, 1990). In addition to that the next step is
supplemented to the algorithm for the reclassification of the pixels on a color distance.
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To find significant peaks and valleys three 1-D histograms are analyzed and subse-
quently a reclassification process classifies the representative colors for the extracted
clusters on a color distance. Finding significant peaks and valleys in the histograms,
thresholding, and recurring computation of color distance are significant aspects of the
algorithm that make the algorithm a weak and an inefficient technique in terms of
computing efficiency. Apart from that, segmentation quality is not encouraging.
Celenk introduced another color segmentation technique based on recursive clus-
tering that determines the color distribution of clusters through 3-D volumes in the
CIE-Lab color space (Celenk, 1988). Pixels with color vector located inside this vol-
ume belong to the same region. Celenk’s approach detect clusters by fitting to them
some circular-cylindrical decision volume in the CIE-Lab space where determination
of boundaries of the clusters were being done by finding peaks and valleys in the 1-D
histogram of L, a, and b. Subsequently the estimated color distribution is projected
onto the Fisher Linear function for 1-D thresholding. The authors did not compare
their novel ideas with existing ones and estimate the algorithmic complexity of their
methods.
Bonsipen and Coy proposed a stable segmentation technique based on histogram-
ming and single threshold computing in bimodal histograms (Bonsipen and Coy, 1991).
The algorithm segments pixels with a color scalar feature below the threshold belonging
to the background, whilst the others belonging to the object. They used normalized
RGB from where a scalar feature is extracted but they did not address the method
that was used to extract the scalar feature. Further, RGB color space does not provide
perceptually uniform color. In addition to that the thresholding histogram makes the
proposed technique pixel misclassification prone and hence not considered as a faithful
approach. Lin and Chen proposed an algorithm for color image segmentation using
modified HSI system (Lin and Chen, 1991). They selected the HSI space for road fol-
lowing and compared the results with those computed in the RGB space. The objective
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of their study to color image segmentation for road following is to divide an outdoor
image into road and non-road regions. The authors found their algorithm is more sta-
ble than when using RGB space especially when the image contains shadowed parts of
the road. Applying of HSI color space is very successful in many image segmentation
applications especially when the intensities values are not too small. Care should be
taken when intensities are small. The hue is the dominant wavelength or dominant
frequency that determines the color. If the intensities in the HSI color space is small,
there may be ambiguity in determining the dominant wavelength.
Umbaugh et al. proposed a color segmentation algorithm to identify skin tumor
feature using RGB, HIS, Luv, and XYZ, color space (Umbaugh et al., 1993). In this
technique, representatives are obtained by median splitting process in KL transform
coordinates in color space. The best classification results are found for chromatic
coordinates as claimed by the authors but from the text of their paper we can only
guess that the RGB color space was used. Moreover, the technique is only suitable
for a specific type of image and hence can not be considered as a general approach for
color image segmentation.
Lauterbach and Anheier devised another technique for segmentation of colored to-
pographic maps using perception based color spaces where maxima in the cumula-
tive uv-histogram of the Luv color space are searched for to define cluster centers for
segmentation (Lauterbach and Anheir, 1993). Here luminance is not taken into an
account that’s why this algorithm is not considered as a general approach to color
image segmentation. Further, authors did not make any comparison with other similar
approaches.
Skarbek developed another color image segmentation technique using recursive prin-
cipal component analysis and vector medial splitting (Skarbek, 2002). He used RGB
color space. In his technique, pixels in the given region are in the list assigned to a leaf
in the median tree. This tree is created by splitting of the space by the plane perpen-
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dicular to the direction of biggest variance going through the median point. Splitting is
continued unless the uniformity condition is not true. The technique is algorithmically
efficient and robust but the approach is only applicable to small applications where the
user have prior information about the image.
Model Based Approach
Huntsberger et al. suggested another technique that employs Fuzzy c-means algorithm
for pixel clustering based on RGB color features (Huntsberger and Descalzi, 1985). This
approach elaborates a fuzzy membership function for each pixel and when its maximum
value satisfies the α-cutoff (defuzzification limit), the pixel is classified. Trivedi and
Bezdek applied a similar approach to real images (Trivedi and Bezdek, 1986). Their
algorithm is almost identical to the fuzzy c-means algorithm suggested by Huntsberger
et al. (Huntsberger et al., 1985). The only difference between these two approaches is
that Trivedi and Beztek implemented their algorithm using a pyramid data structure.
Both the techniques are based on parameters, constants and thresholds which are
usually fixed on the basis of a huge number of experiments. Adaptive parameter
tuning based on iterative framework is rarely performed.
Another technique has been proposed by Lim and Lee based on basic mathematical
methods like histogram scale space analysis and fuzzy c-means clustering (Lim and Lee,
1990). The proposed technique emphasizes pixel allocation to the region with the max-
imum of the fuzzy membership function. An initial coarse segmentation assigns most
of the pixels to regions using hexahedra bounds. Involvement of histogram, hexahe-
dra and fuzzy membership calculation make the technique computationally expensive.
Further, comparisons with other similar methods were not done by the authors.
Ferri and Vidal proposed a color segmentation technique based on clustering with
Neural Network algorithm (Ferri and Vidal, 1992). Multi-edit algorithm and Con-
densing algorithm yield the prototypes for the regions. The proposed technique was
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found 90% accurate in correct pixel classification. The general purpose algorithms are
not robust and usually not computationally efficient as image have a wide variety in
characteristics where general approach can not perform well in all situations. Hild et
al. introduced another technique where regions are defined by 19 given hue clusters
(Hild et al., 1992). Here, authors used a knowledge indexing technique to find relevant
piece of knowledge from the knowledge base. The technique appears to be algorith-
mically efficient and robust but the approach is only suitable for the particular small
application assuming well specified knowledge about the scene.
Siddheeswar and Turi proposed another unsupervised color image segmentation ap-
proach based on K-Means clustering where they employed an intra-cluster and inter-
cluster distance measures based simple validity measure among the clusters to address
the main disadvantage of K-means in finding the numbers of clusters automatically
(Siddheeswar and Turi, 1999). The technique is clearly specified and appears to be al-
gorithmically efficient. The authors did not use texture information and neighborhood
relationship among the neighboring pixels in their segmentation approach.
Kato and Pong suggested a model based color image segmentation approach that
aims at combining color and texture using Markov Random Field model theory (MRF
model will be discussed in more details in Section 2.8.3 in this chapter) (Kato and
Pong, 2001). The approach relies on Bayesian classification associated with combi-
natorial optimization or simulated annealing where all the pixels are classified into
different groups to form segments. The authors have used the perceptually uniform
CIE-Luv color space and Gabor filters as color and texture descriptors respectively.
It appears from their experiments that they have tested their algorithm on synthetic
and simple natural images only. Experimental results reveal that this approach is able
to produce coarser (most prominent objects only) segmentation on very simple images
only. Further, no model parameter estimation and number of components estimation
technique has been suggested by the authors which makes the approach primarily su-
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pervised in nature. In 2003, Kato et al. proposed an algorithm using a multi-layer
MRF model for unsupervised segmentation that automatically determines the number
of components in the Gaussian mixture and the associated model parameters (Kato
et al., 2003). To find out the number of components in the mixture, they have intro-
duced a mathematical term to the energy function of each layer. Gaussian parameter
estimation has been done by using an adaptive segmentation scheme where at every
10th iteration, they simply recomputed the mean values and covariance matrices based
on the current labeling and the initial estimates at feature layers are obtained via
mean shift clustering. In this paper, they have used perceptually uniform CIE-Luv
color values as color features and a set of Gabor and Multi-Resolution Simultaneous
Auto-Regressive (MRSAR) as texture features. Kato and Pong suggested another color
image segmentation method based on MRF model, which aims at combining color and
texture features (Kato and Pong, 2006). The theoretical frame works relies on Bayesian
estimation via combinatorial optimization. This work is basically a comparative study
among the segmentation results produced by color and texture features independently
and in combination. The authors have tested their algorithm on a variety of color
images including synthetic images and have compared their results for supervised and
unsupervised segmentation using color only, texture only and combined features. No
technique for automatic determination of number of components has been employed;
instead they manually set the number. Using Expectation-Maximization (EM) algo-
rithm, they have estimated the model parameters only. So, their claims regarding the
comparison of results between supervised and unsupervised segmentation is invalid as
the algorithm they have utilized for unsupervised segmentation was not completely
unsupervised in nature.
Yiming et al. suggested another unsupervised color image segmentation method
based on finite Gaussian mixture model (Yiming et al., 2003). The segmentation is
carried out by Maximum Likelihood estimation. EM algorithm has been employed
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to estimate the model parameters while MML criterion automatically determines the
number of mixture components. The authors did not mention anything regarding the
color space they applied. Further, their algorithm is based on color only; no texture
information has been taken into consideration.
A spatially constrained mixture model for image segmentation has been proposed
by Blekas et al. where they suggested a new methodology for the M-step of the EM
algorithm that is based on a novel constrained optimization formulation (Blekas et al.,
2005). The special characteristic of their approach is that it considers the pixel loca-
tions, apart from their intensity values during the pixel classification. The algorithm
is supervised in nature and applicable for gray level images only.
2.4.2 Area Based Segmentation
Classical Approach
Amadasun and King implemented an algorithm for low level segmentation of multi-
spectral images via agglomerative clustering of uniform neighborhoods based on merg-
ing regions and recursive computation of statistics methods (Amadasun and King,
2005). As per the algorithm, a region is a maximal area satisfying uniformity condi-
tion and including the given seed. The proposed technique can not be considered as a
general approach as this algorithm has been proposed for only multi-spectral images
like LANDSAT images.
Westman et al. developed an algorithm using symmetric neighborhood filters for
image enhancement and hierarchical connected components analysis for region growing
in RGB color space (Westman et al., 1990). Region homogeneity is defined by the
homogenous sets of pixels. Based on the color difference between two adjacent pixels
and the average edge contrast between adjacent regions the homogeneity is determined
using a threshold value for both. Further, application of threshold on both the criteria
makes the approach computationally expensive.
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Taylor and Lewis proposed a technique based on a boundary relaxation technique
(Taylor and Lewis, 1992). A region is uniform if the average distance of its color points
to its centroid is less than a threshold, which is set experimentally. The technique uses
two algorithms; one is boundary relaxation technique used as correction technique for
already coarsely segmented image. The other one is alternative segmentation technique,
used for true region growing. A weakness of this particular approach lies in setting
threshold through experiments.
Meyer proposed an algorithm using the topographic watershed algorithm for region
growing in RGB and HSL color spaces where uniform regions are homogenous sets of
pixels and the homogeneity is defined by the minimum color difference between pixels
(Meyer, 1992). As the segmentation starts with seed points, in real world application,
the seed points in the color image might be found by calculating the minima of the
gradients in all three color channels. Moreover, the difference between the intensity
values is replaced by a color difference between two pixels. The author utilized the
maximum norm to measure the color difference between two pixels in order to make it
computationally more efficient, but he could use any norm for this purpose. The main
drawback of this approach lies in the need for prior knowledge about which minima
are relevant and which are not to avoid over segmentation.
Priese and Rehrmann devised a general purpose fast hybrid color segmentation
technique that uses bottom-up region growing and top-down separation technique in
RGB and HSV color space (Priese and Rehrmann, 1992), (Priese and Rehrmann, 1993).
Homogeneity of region is defined by a seven-directional predicate/indicator holds in
several levels of hierarchy. No justification has been given by the authors for using two
color spaces, RGB and HSV.
Vlachos and Constantinides adopted a graph-theoretic approach in their general
purpose algorithm for color segmentation and contour classification (Vlachos and Con-
stantinides, 1992). Their algorithm is based on region growing using Euclidean distance
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to measure the difference between color in RGB and CIE-Lab color spaces.
Tseng and Chang introduced another color image segmentation procedure using
perceptual HIS color space where images are first split into chromatic and achromatic
regions (Tseng et al., 1992). Subsequently they are further split by histogram thresh-
olding and merged using an 8x8 operator to get the final segmentation. The general
architecture of the algorithm is not robust or algorithmically efficient.
Brand devised a technique utilizing the concept of a simulated mass moving through
an irregular field of forces for defining homogenous regions (Brand, 1993). This tech-
nique is valid for any tristimulus color space. The two page paper does not include
enough details for a comprehensive evaluation. As prior knowledge about seed points
is required, the algorithm is supervised in nature and hence can not be considered as
a general approach for color image segmentation.
Schettini proposed a modified version of Ohlander’s paper where he introduced
another peak detection technique in addition to the techniques as proposed by Ohlander
(Schetini, 1993). The algorithm uses CIE-Luv where most similar adjacent regions
are merged. Though few improvements have been made, still the approach is not
completely free from most of the flaws as present in the Ohlander’s paper.
Skarbek introduced color feature flow in color image segmentation where regions
are expanded by flow of color through enabled edges and fine correction on borders
is done by the pixel relaxation technique (Skarbek, 2002). He utilizes HSI space with
modified metric for small intensities for his proposed technique. The main drawback
of this approach is that the color models for all the objects in the scene must be known
in advance which makes the approach not generally applicable and thus can not be
considered as a general approach for color image segmentation.
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Model Based Approach
Fesharaki and Hellestrand developed an algorithm for real time color image segmen-
tation (Fesharaki and Hellestrand, 1992). In this proposed algorithm, testing of pixel
homogeneity around a center pixel is done by using statistical inference technique
where a 5x5 window around each pixel is partitioned into two sub-samples in four dif-
ferent orientations. As authors use RGB color space, so the algorithm lacks perceptual
advantage of color. Further, this type of approach is only applicable to small applica-
tions using very simple images which prevent it from being a general solution to image
segmentation or being suitable for real time segmentation.
Panjwani and Healy suggested another model based unsupervised segmentation
approach which uses MRF model for color texture to capture spatial interaction within
and between the bands of a color image (Panjwani and Healy, 1993a). The Maximum
Pseudo-Likelihood scheme has been employed to estimate the model parameters. The
final stage of the segmentation algorithm is a stepwise optional merging process that
at each iteration selects a merge that maximizes the conditional pseudo-likelihood of
the image. The proposed technique is semi-supervised in nature, as no technique for
automatic determination of the number of mixture components is used.
Combined Approach
Apart from the classical and model based approaches there are a few combined ap-
proaches as well. Huang et al. proposed such an approach where he for the first
time introduce Hidden Markov Random Field model along with Scale Space Filter for
color image segmentation in RGB color (Huang et al., 1992). Scale Space Filtering
histograms are used to produce coarse segmentation in the image which subsequently
is more finely segmented using Markov Random Field with region labels. However,
the authors did not elaborate their algorithmic details for construction of the energy
function of the Markov Random Field.
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Panjwani and Healey introduced Gaussian Markov Random Field for an unsuper-
vised segmentation of textured color images in RGB color space (Panjwani and Healy,
1993b). By splitting initial fixed size blocks, uniform blocks are obtained. Then it
is subjected to conservative merging. Finally, agglomerative clustering is done using
global functional expressed in Gaussian Markov random field. For a complete evalua-
tion, clear idea and enough details for Markov Random Field (MRF) optimization are
not available in the two page paper.
Further, a few algorithms are based on combined classical approaches like JSEG
(Deng and Manjunath, 2001), where simultaneously edge and area based segmentation
approaches have been used. The authors have used a few natural color images along
with three cell images which are basically very simple color medical images as they
have only two objects and the images do not have much variations like endoscopic and
colonoscopic images. Further, no statistical model, color and texture information have
been employed in the segmentation approach.
2.4.3 Edge Based Segmentation
Classical approach
A general purpose algorithm has been proposed by Gauch and Hsia that uses RGB,
YIQ, HSL, CIE-Lab color spaces (Gauch and Hsia, 1992). In this approach regions
are defined by homogenous set of pixels which is measured using Euclidean distance
in the color space, the covariance matrix, or the location of a pixel inside or outside a
bounding contour, respectively. Seed based region growing, edge based segmentation
using a directional derivative operator, and a recursive split and merge technique have
been applied in this approach. The algorithm is apparently computing intensive as it
uses 3 algorithms simultaneously.
Chapron introduced another general purpose approach where only edge pixels are
detected through computing the maxima of a combination of elementary chromatic
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gradients (Chapron, 1992).
Skarbek devised another general purpose approach where edge pixels are detected
with vector median filtering based on RGB with Euclidean distance color spaces (Skar-
bek, 1994). This approach looks better with respect to computational efficiency but
can not be considered as a novel approach for unsupervised color textured image seg-
mentation as it does not consider any texture information and unsupervised technique
to determine the number of components as well.
Model Based Approach
A general purpose approach has been offered by Nevitia where he used Fourier ex-
pansion in radial basis functions based on Yrg color space (Nevatia, 1977). In this
approach the color edge at a point is locally modeled by defining some edge parame-
ters and placing them in a vector that can be found by minimizing the modeling error
function calculated for a neighborhood between the image color function and the ideal
edge step function. Hueckel’s approach, where radial Fourier transform is used to detect
gray scale edges, has been applied to solve these nonlinear optimization problems.
Daily proposed another general purpose algorithm using Markov Random Fields
model with edge pixels where edge points are only detected (Daily, 1989). The search
for the output image and edge elements is performed by the minimization of the energy
which is equivalent to searching of Maximum a Posteriori Probability (MAP) for a
Markov Random Field modeling the given image. In MRF, the image content together
with edge elements content create one global state, the probability of which is governed
by the Gibbs distribution with the energy function calculated by summing the local
energies over the entire image. He uses RGB, CIE-Lab with Euclidean distance, HIS
with maximum distance. Several different color spaces were employed by the author
but there is no discussion of any advantage of one of the color spaces over others.
Further, no technique has been employed for unsupervised segmentation.
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Wright suggested another general purpose algorithm based on Markov Random
Field approach where edge pixels are only determined and based on these edge pixels
boundary lines around the segments are generated (Wright, 1989). The algorithm is
based on RGB color space where Markov Random Field theory has been applied to
cliques between color components in addition to cliques of points. Simulated Annealing
(Geman and Geman, 1984) has been applied to solve the energy minimization prob-
lem. Due to the application of RGB color space, the algorithm lacks the perceptual
advantage as RGB color space is not perceptually uniform color space.
Combined Approach
Like area based segmentation, edge based segmentation has some combined approaches.
Allen and Huntsberger proposed such an approach where a color contour is created with
a connected set of pixels bounded by edge pixels (Allen and Huntsberger, 1989). The
authors use Yrg, RGB, and opponent color pairs red-green and yellow-blue. Histogram
based splitting and fuzzy c-means segmentation again makes the algorithm inappro-
priate as a general approach for an efficient and unsupervised algorithm.
Perez and Koch suggested another combined approach based on the Canny edge
detector and Markov Random Field with line process. They used HIS and RGB color
spaces (Perez and Koch, 1994). In this approach, initially Canny edge operator was
applied to generates intensity edge map and subsequently gradually eliminates the
edge maps that are not due to hue difference. In doing so, the authors are discounting
edges due to confounding cues of highlights, shading, transparency, and shadows for
moderately chromatic images. From image chromaticity point of view, this approach
has limitations.
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2.5 Merits and Demerits of Different Types of Ap-
proaches
Statistical model based approaches can easily be implemented in the case of low level
segmentation approaches like pixel based segmentation whereas other approaches are
hard to fit into a statistical model. From an accuracy point of view, pixel based
approaches are more effective though it is computationally expensive. Development
of processing power and memory in computing over the last decade has successfully
compensated for much of that expense. Pixel by pixel basis classification based on
its low level features is being done in pixel based segmentation which is more robust
than edge and region based segmentation approaches as these are basically high level
segmentation approaches. In other words, pixel based segmentation is a micro level
approach while the others are macro level approaches. Superior segmentation accuracy
in pixel based segmentation can be attributed to the micro level segmentation. The
only difficulty in pixel based segmentation lies in getting the correct pixel information
for all the pixels in terms of color and texture which is not possible in practice due to
some inherent technical difficulties. In order to combat with this difficulty, researchers
have proposed various statistical approaches in the form of statistical model. The
recent trend is toward the pixel based approaches considering the merits and demerits
of the segmentation approaches as a whole.
Most of the proposed approaches discussed above are classical approaches. These
classical approaches are algorithmically efficient and robust for particular small applica-
tions assuming well specified knowledge about the image. The proposed approaches are
based on various parameters, thresholds, and constants. Iterative adaptive techniques
for parameter tuning (such as EM-algorithm) were rarely performed; rather the authors
have run several experiments to fix these. In most of the proposed methods, authors
did not consider the algorithmic complexity. Further, many techniques which claims
to be unsupervised aren’t because they need values such as seed points or number of
COLOR IMAGE SEGMENTATION 47
clusters to be specified. Apart from that, several different color spaces are employed
but general advantage of one of the color spaces with regard to the other color space
are not addressed. The main success of these proposed model based approaches is that
they paved the foundation for implementing more improved and robust model based
algorithmic approaches for color image segmentation though they are not algorithmi-
cally efficient. Today’s state of the art model based approaches are the outcome of
those weaker model based approaches.
2.6 Classification and Clustering
Basically, pixel based image segmentation is a clustering technique that identifies mean-
ingful objects in an image though pixel clustering has some peculiar characteristics
compared with other form of data clustering. Now, the fundamental question is, what
is the difference between classification and clustering. Conceptually, supervised meth-
ods are more suited to classification of data sets whilst unsupervised methods perform
the job of data clustering. In clustering the data points are unlabeled. However, in
classification, the data points are labeled.
Unsupervised Image segmentation is nothing but image pixel clustering. Similarity
of content is being measured with selected feature based representations such as color
and texture and the distance or conceptual measures used between the representa-
tions. In unsupervised segmentation, the number of segments are unknown and the
primary goal is to identify the number of natural objects in the image and perform
the clustering to discover the natural objects or segments in the image. As such, the
unsupervised image segmentation can detect natural objects or segments in images au-
tomatically rather than generating the segment description from training image sets.
In supervised segmentation, on the other hand, prior knowledge about the image to be
segmented and information about the distribution of training images are being used
for detecting the individual segment in test images.
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Clustering can be considered as a problem that deals with finding a structure in a
collection of unlabeled data. The process of partitioning data into groups whose mem-
bers are identical in some way could be a loose definition of clustering. A cluster can
be defined as a collection of objects which are similar to each other and dissimilar to
the objects belonging to other clusters. Basically, two types of similarity measures are
commonly used in data clustering; (i) distance measure and (ii) conceptual measure.
Based on these similarity measures, there are two types of clusterings exist: distance-
based clustering and conceptual clustering. In distance-based clustering, two or more
objects belong to the same cluster if they are close according to a defined homogene-
ity criteria whereas in conceptual clustering, two or more objects belong to the same
cluster if they satisfy a common concept . In other words, objects are grouped accord-
ing to their common descriptive concepts, not based on simple similarity measures in
distance.
2.7 Need for an Efficient Segmentation Approach
for Color Textured Image
For qualitative and quantitative analysis of different objects, color image segmentation
has become an indispensable tool. Conventional color image segmentation approaches
show difficulties when applied to relatively complex images like technical imaging as
technical images usually contain diverse imperfections in the form of intensity inhomo-
geneity, noise, and unclear edges of different segments or objects.
Perhaps, presence of intensity in-homogeneities is the primary difficulty with tech-
nical images segmentation. The reasons behind these inhomogeneities includes among
others: attenuation of radiofrequency (RF) wave, inhomogeneities in the static mag-
netic field, non-uniform RF coil transmission, and magnetic receptiveness of imaging
devices which are responsible for local changes in cluster mean and variance. Apart
from that, the limitations of image capturing devices attribute further difficulties in
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getting noise free technical image. Due to the technical difficulties in some practical
domain, current technology is not in a position to afford more advanced and sophisti-
cated camera and light source for capturing these technical images; instead miniature
camera/sensor and light source are used. A miniature unidirectional light source is not
quite enough for homogenous illumination of an object or interest and its surroundings.
Image segmentation plays a crucial role in color image analysis as size and shape
measurement of different objects, three dimensional visualization, and image content
analysis, all rely on an accurate and faithful image segmentation. Therefore, the pro-
posed approach should be robust enough to handle the diverse varieties of technical
imaging imperfections or faults as mentioned earlier.
Our current literature review reveals that up to date success in this specific field still
can not provide an ideal solution neither in terms of automatic color image segmenta-
tion nor in terms of segmentation accuracy. To address these deficiencies, we introduce
an improved and automatic color image segmentation approach based on MRF model,
which will not only provide us the segmentation accuracy but the numbers of segments
in an image automatically as well.
2.8 Conceptual Elements in Our Proposed Approach
Our proposed segmentation model is composed of the following conceptual elements
that need to be discussed before going into the methodology section of this thesis.
1. Contextual model
2. Context in pixel labeling
3. MRF model
4. MRF-Gibbs equivalence
5. Prior and Degradation Model
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6. Bayes theorem and Bayesian posterior energy function
7. MAP estimation by Simulated Annealing
8. EM algorithm for model parameter estimation
2.8.1 Contextual Models
For a long time contextual information has played a crucial role in image process-
ing. Recently, contextual information in general decision making has received great
attention from the researchers in pattern recognition, image processing, computer vi-
sion, and machine learning domain. Contextual information can be used in order to
eliminate possible ambiguities, correct errors, and recover missing information.
A decision made about an image entity, such as the class of a pixel, the identification
of an edge pixel, identification of line segments, the true intensity of a pixel or category
of a region are the basic requirements of labeling problem. The variables like color of a
pixel, vectors of image features or the depth value from a range sensors can be realized
as an observation. We need two different models for decision making. The first one
is a model for the underlying image called the prior model, through which decision
maker gets the prior contextual information about the image. A Bayes classifier needs
this prior distribution for classification of pixels. The other one is a degradation model
for the observation at each pixel to describe the type of degradation involved or the
relation between feature vectors and pattern classes (Duda and Hart, 1973). Besag
(Besag, 1986) suggests that the prior model need not be highly accurate for pixel
classification problem. In a neighborhood, spatially neighboring pixels determine the
true label of a pixel. Assuming this fact, our focus is on contextual models for the
underlying image which incorporate context. Blending information about local spatial
interaction into a global framework can be done efficiently using random field models.
The use of contextual information is not new to the image processing community.
The importance of contextual information is significant in image labeling problem.
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Context provides us an efficient way to handle usual artifacts. As a result we can use
context to eliminate possible ambiguities, correct errors, and recover missing data.
2.8.2 Context in pixel labeling and image segmentation
Image segmentation requires the assignment of labels to pixels in an image based on a
degraded version of the true image. In such problems, MRF models can serve as prior
distribution (Dubes and Jain, 1989).
We can specify an image labeling problem in terms of a set of objects and a set
of object labels K = {k1, k2, ...., kL}. Individual pixels, edge elements, line segments,
regions and any other cues can be considered as objects. In image segmentation, the
number of labels means the number of pattern classes in the image. If an image
contains an object placed in front of the background, we can use 2 labels only, one for
the object and the other for the background. Further, several gray level values might
be present in the object. When restoring an image with 256 gray levels values, G = 256
and the labels represent the groups of gray values. The true pixel labeling is denoted
m∗ = {m∗1,m∗2, ...m∗n}. The objective of all segmentation algorithms is to estimate this
m∗ (Dubes and Jain, 1989).
Y = {Y1, Y2, YM} represent a set of observable random variables, where the t-th
pixel has the feature vector Yt. MRF introduces the contextual information in the
labeling problem through a model of the statistical dependence among the neighboring
pixels. The true labeling m∗ is viewed as a realization of an MRF imposed on X =
{X1, X2, ..., XM} where each random variable Xt takes on values in K. In estimating
labeling of the pixels, this MRF serves as the prior distribution.
2.8.3 Markov Random Field Model
In image processing, Markov Random Field models have become quite significant in
several areas including image segmentation. The Markov Random Field is able to
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provide good, flexible and stochastic image models as a result of which, it can provide
an adequate representation of the intensity distribution of a given image. MRF models
have been found efficient in areas like image and tomographic reconstruction, image
and texture segmentation, texture classification, surface construction texture synthesis,
image compression and restoration. The main idea behind the MRF model is that the
local physical structure of image can contain sufficient information to represent a good
quality global image where the information is captured by means of a local conditional
probability distribution. This conditional probability is called the MRF. In MRF
model, the intensity of a pixel at a particular location depends on its neighboring pixels.
The MRF image models are defined on the basis of pixel intensities and a further set
of attributes like edges, texture, and region labels (Rangarajan and Chellappa, 1995).
Following are the five steps that are involved in specifying an MRF;
• In order to obtain a global joint probability distribution, the joint distribution of
the MRF is obtained
• Capturing the process in a degradation probability distribution that generated
the observation from the images
• Based on this observation, posterior probability distribution of the image is ob-
tained using the Bayes theorem. The posterior distribution gives us the proba-
bility that an image could have been degraded to obtain the particular observed
noisy, blurred image
• After getting the posterior probability distribution, a cost function can be associ-
ated with each configuration in the posterior. A measure of the cost is minimized
with respect to the image intensities in an image recovery task or image attributes
in a labeling task
• Model parameters are estimated either from a training set or adaptively along
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with a cost minimization phase like EM-algorithm
Through the local probability distributions, MRF image models represent knowl-
edge. MRF generate local probability distributions based on local neighborhood struc-
ture (Rangarajan and Chellappa, 1995).
Markov Random Fields are n-dimensional random process defined on a discrete
lattice. Usually lattice means a two-dimensional grid in the plane, either finite or
infinite.
Let us assume Xn is a Markov chain taking values in a finite set. Then,
Pr(Xn = xn|Xk = xk, k 6= n) = Pr(Xn = xn|Xn−1 = xn−1, Xn+1 = xn+1) (2.9)
which means that the neighbors Xn−1 and Xn+1 entirely control the full conditional
distribution of Xn. Assume that N
2 points, called sites of the lattice has a set S =
{1, 2, ...N} x {1, 2, ...N}. We can now define a neighborhood Ns for a fixed site s.
In a two-dimensional lattice we can define a site with its coordinates. Therefore,
neighborhood could be N ((i, j)) = {(i− 1, j), (i+ 1, j), (i, j − 1), (i, j + 1)} for a site
(i, j).
Assuming association of an image with a random process X whose element is Xs,
where an individual site in the image is referred to as s ∈ S. Now, the local conditional
distribution can be defined as
Pr(X(s) = xs|X(t) = xt, t 6= s, t ∈ S) = Pr(Xs = xs|Xt = xt, t ∈ Ns) (2.10)
where X and x denote the random field and a particular realization respectively. Ns
represents the local neighborhood at site s. Irrespective of the size of the neighborhood,
it is a local neighborhood that serves the purpose of MRF modeling to capture the local
spatial relationship among the pixels.
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If we consider s to be the site (i, j) then the first order local neighborhood Ns at
site s, is the collection of following set of pixels; (i, j+1),(i, j−1),(i+1, j and (i−1, j)
Now, the local conditional distribution takes the form
Pr(X(s) = xs|X(t), t ∈ Ns) = 1√
2η
exp
[
− 1
2
− (xij −
1
4
[xi,j+1 + xi,j−1 + xi+1,j + xi−1,j])2
]
(2.11)
This is a very simple special case of the first order Gauss-Markov model (Besag,
1974), (Woods, 1972) & (Rangarajan and Chellappa, 1995).
In addition to the concept of neighborhood, we also need to understand the notion
of clique. A clique is a set of sites in which all pairs of sites are mutual neighbors, where
neighborhood relations are defined in the probabilistic sense. Individual sites are, by
definition cliques. If Qs denotes the set of Cliques containing site s, a neighborhood
system is the ordered class {Q1, Q2, ..., QM}. Generally, cliques are not pairwise dis-
joint. Cliques consisting of simple lattice point {s} are simplest cliques ; the set of all
these will be denoted by Q1. Q2 shall then be set of all cliques where each contain two
neighboring lattice points, and Q3 = {{s, s′, s′′}|s, s′, s′′} is the set of all cliques con-
taining three neighboring lattice points. Similarly, we can define the cliques of higher
order. Cliques up to a certain degree exist for limited neighborhoods. In Fig. 2.4, a
system of neighborhoods where each lattice point has four neighbors (first order) and
eight neighbors (second order) has been shown respectively. In 4-neighborhood system,
the possible cliques that we can get have been shown in Fig. 2.5. Similarly, possible
cliques in 8-neighborhood system have been shown in Fig. 2.6.
The number of distinct sites are directly related with the order of a clique. The
clique energies involving the site xij can be calculated by expanding the conditional
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Figure 2.4: Left: Lattice having 4 neighbors and Right: Lattice having 8
neighbors
Figure 2.5: Possible cliques in 4-neighborhood system
Figure 2.6: Possible cliques in 8-neighborhood system
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probability density and collecting the terms. Followings are cliques of order one and
two;
x2ij
2
,
xijxi,j+1
4
, and − xijxi+1,j
4
. (2.12)
In the equation (2.12), the first one is first order term and the rest two are second
order terms.
P (X) =
1
Z
exp{U(X)/T}, (2.13)
where Z is a normalizing constant called the partition function, T is temperature and U
is a energy term called Hamiltonian function or energy function. The energy function
is nothing but the summation of clique energies or potentials Vc over all possible cliques
c ∈ C, which can be expressed by;
U(X) =
∑
c∈C
Vc(X) (2.14)
The value of Vc depends on the local configuration on the clique c.
If the Gibbs Random Field is independent of the relative position of the clique c
in S, then the GRF is homogenous. Further, if it is independent of the orientation
of c, in that case the GRF is isotropic, which is a property of direction-independent
regions. We can simply specify whether the GRF is homogenous or isotropic, but it
is hard to specify the GRF that does not have such properties. For mathematical and
computational convenience, homogeneity is assumed in most MRF vision models. An
MRF is characterized by its local property while GRF is characterized by its global
property or Gibbs distribution. In 1971, Hammersley and Clifford established the
equivalence of these two types of properties, which is called the Hammersley-Clifford
theorem. The theorem states that X(S) is a MRF on S with respect to N , if and only
if X(S) is a GRF on S with respect to N . In other words, each MRF with a system
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of neighbors and the associated system of cliques is also a GRF with the same system
of cliques, and, vice-versa, each GRF is also a MRF with the corresponding system of
neighbors.
2.8.4 MRF-Gibbs equivalence
Now we will look for joint probability distribution given the conditional probability
distribution Pr(Xx = xs|Xt = xt, t ∈ Ns). It is of utmost importance since it is the
joint probability distributions and not the conditional that contains the complete image
representation.
Here we will introduce the concept of a Gibbs distribution which is crucial in speci-
fying the neighborhood relationship. Gibbs distribution is generally expressed in terms
of an ”energy function” E(x), which can be defined as
Pr(X = x) =
1
Z
exp(−E(x)) (2.15)
where
Z =
∑
x
exp(−E(x)) (2.16)
is a normalizing constant called the partition function that involves the sum of all
clique potentials over all possible cliques. An ordered system of spins corresponds to
the minimum energy configuration.
An MRF is characterized by its local property whereas a GRF (Gibbs Random
Field) is characterized by its global property. The Hammersly-Cliford theorem estab-
lises the equivalence of these two types of properties. The theorem states that any
conditional distribution has a joint distribution which is Gibbs if the following condi-
tions are satisfied;
Positivity: Pr(X = x) > 0.
Locality: Pr(Xs = xs|Xt = xt, t 6= s, t ∈ S) = Pr(Xs = xs|Xt = xt, t ∈ Ns).
Homogeneity: Pr(Xs = xs|Xt = xt, t ∈ Ns) is the same for all sites s.
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Here, the condition of locality maintains the Markovian property as shown in (2.10).
So, Hammersley-Clifford theorem allow us to upgrade the conditional probability dis-
tribution (2.10) into joint probability distribution as shown in (2.15).
We can calculate the joint density function using the following steps;
1. Assemble the different clique energies from the conditional probability
2. Compute the energy function by summing up the clique energies
The energy function for the simple first order Gauss-Markov model can be expressed
as:
E(x) =
1
2
(∑
ij
[
x2ij −
xijxi,j+1
2
− xijxi+1,j
2
])
=
1
8
∑
ij
[
(xij − xi,j+1)2 + (xij − xi+1,j)2
]
(2.17)
The energy function E(x) and the conditional density shows that main aspect of
Hammersley-Clifford theorem are the clique energies. After examining the conditional
density and breaking apart the first and second order cliques, the energy function E(x)
can be calculated by summing up all the clique energies (Rangarajan and Chellappa,
1995).
2.8.5 The Prior and Degradation Models
MRF-Gibbs image models can be used in a wide variety of image processing task
including object recognition in images. Bayesian estimation is quite appropriate to fit
with MRF modeling. Bayesian estimation/inference is based on two models; the Prior
and the Degradation model. Image pixels may have different attributes X that are of
interest, based on which the Prior model is defined. For example, in edge preserving
image restoration, X includes the set of image intensities and a further set of binary-
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valued edge labels while X includes the image intensities and a set of texture labels at
each location in case of texture segmentation.
On the other hand, the Degradation model corresponds to the physical process
by which the observations are generated. In a real word scenario we get noisy and
incomplete observations with corrupted data. Now, we denote this observation as Y
and express the Degradation model in light of MRF-Gibbs distribution:
Pr(Y = y|X = x) = 1
ZD(x)
exp(−ED(x,y)) (2.18)
where
ZD(x) =
∑
y
exp(−ED(x,y)) (2.19)
2.8.6 Bayes Theorem
In general, the probability of an event X conditional on another event Y is different
from the probability of Y conditional on X. However, they hold a definite relationship
between them. Bayes’ theorem states that relationship mathematically.
Bayes’ theorem relates the conditional and marginal probabilities of two events A
and B. The conditional probability of A for two stochastic events A and B, where B is
given;
P (A|B) = P (A
⋂
B)
P (B)
. (2.20)
On simplification, Bayes Theorem can be expressed as:
P (A|B) = P (B|A)P (A)
P (B)
. (2.21)
For an event B, and a partition A1, A2, ..., An, as per Bayes Theorem we have;
P (B) = P (B|A1)P (A1) + P (B|A2)P (A2) + ....+ P (B|An)P (An)
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=
n∑
i=1
P (B|Ai)P (Ai), (2.22)
which yields the more commonly used version of Bayes theorem on further simpli-
fication;
P (Ai|B) = P (B|Ai)P (Ai)∑n
i=1 P (B|Ai)P (Ai)
. (2.23)
The essence of the Bayesian approach is to provide us a mathematical expression
explaining how we can change our existing beliefs when new evidence occurs. So, Bayes
theorem allows us to combine new data with their existing knowledge. Often we are
able to understand the probability of some outcome B, conditional on various possible
hypotheses Ai. Then, we can find probabilities of the form P (B|Ai). However, we are
interested in the probabilities of the hypotheses conditional on the outcome, P (Ai|B),
when we actually observe some outcome. Although the answer is dependent on prior
probabilities of the hypothesis P (Ai), Bayes theorem provides us an efficient way to
compute these. Thus Bayes theorem acts as an efficient tool for updating our prior
beliefs about the hypotheses P (Ai) to P (Ai|B), our posterior beliefs based on the
occurrence of B.
2.8.7 Bayesian Posterior Energy Function:
Bayes theorem provides us the basis for calculating the posterior distribution Pr(X =
x|Y = y) on the basis of degradation and prior models. So,
Pr(X = x|Y = y) = Pr(Y = y|X = x)Pr(X = x)
Pr(Y = y)
(2.24)
An estimate (Xˆ) of X is obtained through minimizing the term known as expected
cost which is a measure of distance between the true and estimated values.
Xˆ = |C|min =
∑
x
C(x, x∗)Pr(X = x|Y = y) (2.25)
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where x∗ is the true value. The estimator turns out to be the conditional mean
ε(X|Y = y) when the squared-error cost is used. Here, ε stands for expectation opera-
tor. The MAP estimator results if the cost penalizes all x different from x∗(C(x, x∗) =
δx, x
∗).
If the degradation and prior models are Gibbs, the posterior is also Gibbs. Let us
assume a prior energy function EP (x) giving Pr(X = x) =
1
ZP
exp(−EP (x)). Then using eqn. 2.24, the posterior distribution can be calculated as
hereunder;
Pr(X = x|Y = y) = exp(−ED(x, y)− log(ZD(x))− EP (x))∑
x exp(ED(x, y)− log(ZD(x))− EP (x))
(2.26)
where, E(x) = ED(x, y)+ log(ZD(x)+EP (x)) is the posterior energy function. As the
partition function of the posterior is independent of x, the Bayesian estimation reduces
to minimizing this posterior energy function E(x) in MAP estimation.
2.8.8 MAP Estimation using Simulated Annealing:
From the previous subsection, we observed that MAP estimation reduces to mini-
mizing the posterior energy function E(x). Using MAP estimation for pixel labeling
problem presents a considerable challenge as its computational demand is extremely
high. Different types of algorithms have been proposed that are aimed at MAP esti-
mates. Among them, MAP with simulated annealing estimates the MAP for all the
pixels simultaneously.
The MAP estimate is the mode of the posterior distribution for X, given Y = y.
Minimizing a complicated function of M numbers of pixels is the basis for calculation of
MAP estimates. Simulated annealing is an optimization function that tries to avoid the
inherent drawback in other methods for optimizing functions of many variables. Here,
no assumptions are made about the smoothness of functions to be optimized but it is
computationally expensive. Simulated annealing is a stochastic relaxation algorithm
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based on classical method of simulating systems containing large numbers of particles
(Metropolis et al., 2000). Kirkpatrick et al. popularized the function optimization
approach based on simulated annealing (Kirkpatrick et al., 1983). Later, Laarhoven
and Aarts provided the background and explained the underlying concepts of simulated
annealing in detail (Laarhoven and Aarts, 1987). Geman and Geman applied simulated
annealing in image segmentation for the first time (Geman and Geman, 1984).
A typical algorithm for MAP estimation by Simulated Annealing
1. Choose an initial temperature T .
2. Initialize xˆ by choosing xi as the color xˆi that maximizes P (Yi = yi|Xi = xi) for
each pixel i
3. Perturb xˆ into zˆ. Let
∆ = U(zˆ|y)− U(xˆ|y), where U is energy
If ∆ > 0 then replace xˆ by zˆ; else replace xˆ by zˆ with probability e∆/T .
4. Repeat step 3 N times. (N = no. of pixels)
5. Replace T by f(T ) where f is a monotonically decreasing function. Repeat step
2-5 until convergence.
The posterior distribution of X must be a GRF for this algorithm. Otherwise it
will not work. The terms xˆ and zˆ are energy functions as explained in Section 2.8.3
In fact, here in order to compute ∆, the partition function need not be computed or
estimated.
The main idea is analogous to a process in metallurgy where a small region of a
metal structure is heated to high temperature to make it soft enough for bending into
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a desired shape. Upon bending, the metal structure will become weaker due to internal
stress, which can be neutralized by annealing. Annealing is a heat treatment process
where heat is applied to the structure to just below the melting point and then cool
it very slowly with a uniform rate of cooling so that the metal gets sufficient time to
respond to each temperature. That results in a crystallized and hard metal structure
with minimum internal stress. Almost all perturbed images zˆ are accepted when T is
large. Changing temperature slowly allows us to avoid local maxima and seek a global
maxima.
2.8.9 Model Parameter estimation using EM Algorithm:
The EM algorithm (E for ’expectation’ and M for ’maximization’) is a particular iter-
ative procedure for approximating maximum-likelihood estimates of the parameters in
mixture densities numerically. This procedure is a specialization to the mixture den-
sity estimation problem of a general method for approximating maximum-likelihood
estimates in an incomplete data context which is formalized by Dempster et al., and
Render and Walker (Dempster et al., 1977) & (Render and Walker, 1972). We can
construct a sequence of parametric vectors {θ(k)} that converge towards the maximum
likelihood with the EM algorithm. The definition of θ(k+1) for given θ(k) consists of two
steps (Honerkamp, 2006).
1. In the expectation step, an expectation value is calculated. This value is the
expectation of the function lnρ(y1....N, x1...N |θ) with respect to the density
ρ(x1...|y1....N, θ(k)), which is
A(θ, θ(k)) =
∑
x1...N
[
ln ρ(y1...N , x1...N |θ)
]
ρ(x1...N |y1...N , θ(k)) (2.27)
2. Then, in the maximization step, the function A(θ, θ(k)) will be maximized with
respect to θ, and the value of θ at the maximum will be called θ(k+1)):
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θ(k+1) = arg maxθ A(θ, θ
(k)) (2.28)
Researchers have found that 50 iterations are quite sufficient for color image seg-
mentations purpose (Kato and Pong, 2001), (Kato and Pong, 2006), (Kato et al., 2003).
So, we have used a termination criteria of 50 iterations in our proposed approach.
Chapter 3
Methodology
3.1 Background of our Segmentation Model
Recognition of a particular object in an image is a crucial task that is carried out
through image segmentation, which in turn follows recognition of the individual object
on the image. In unsupervised image segmentation the effectiveness of an approach lies
in selection of a tool for determining the number of components, selection of feature
descriptors and design of an appropriate segmentation model. In this particular work,
we have employed an MML based technique (SNOB) to get the number of components
or objects in an image. A more context sensitive image segmentation technique can
produce reliable segmentation of color images on the basis of subtle color and texture
variation. Further, the texture descriptor plays a significant role in the analysis of con-
textually dependent physical phenomena like image in addition to the color descriptor.
In this work we have employed CIE-Luv as color feature and introduced wavelet trans-
forms for the first time as texture descriptor under Markovian framework for increasing
the content sensitivity of our proposed segmentation model.
3.1.1 Conceptual Framework Behind Our Proposed Approach
Our literature review has found that during image segmentation most of the authors
have used an adaptive algorithm where the number of components or objects in the
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image are adaptively selected by gradually increasing the number of components until
a stopping criteria is met. As they used k-means for initialization, the initial clus-
ter assignment is random. So, different runs of the clustering algorithm may provide
different number of components or clusters (Wang and Weiderhold, 2000),(Zhang and
Zhang, 2002). Further, k-means has been known to work well when clusters are rather
well separated from one another. However, when there are large differences in the size
or geometries of different clusters, the k-means method may lead to improper clustering
and split large clusters to minimize the square error (Guha et al., 1998). In order to get
rid of this difficulty, we need to get a stable unsupervised data/pixel classification algo-
rithm that will provide us a more reliable number of clusters. Yiming et al. successfully
utilized MML criterion to determine the number of mixture components automatically
in their proposed approach for unsupervised color image segmentation where the actual
segmentation of the image is being done through the maximum likelihood estimation
(Yiming et al., 2003) and found promising results in respect of automatic determina-
tion of number of clusters. This leads us to select SNOB, an MML based clustering
algorithm developed by the Monash University is used as a tool to detect the number
of clusters automatically from the mixture (Wallace and Boulton, 1968), (Wallace and
Dowe, 2000). Although we have used the same technique for detecting the number
of classes automatically but Yiming at el’s segmentation approach is quite different
from our approach. Our approach is based on Maximum a posteriori based estimation
while Wu at el’s approach is based on Maximum likelihood estimation. Further, their
approach is a non-MRF model based approach that does not take into account the
spatial relationship among the neighboring pixels. Yiming et al’s approach does not
consider texture features. So, it is entirely color feature based approach.
To increase the clustering accuracy, the authors of SNOB have utilized MML (Min-
imum Message Length) to group similar objects to form clusters. SNOB is found to be
effective in overcoming the difficulties of k-means. In this study, we have utilized SNOB
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as a tool that will provides us the accurate number of natural components/clusters or
objects in an image.
Although complex, CIE-Luv is the best perceptually uniform color space so far.
Further, image analysis in some specific domains like bio-medical, bio-engineering,
material sciences, mining, mineral and metallurgy demands a more sensitive texture
descriptor that can provide us an efficient way to capture the subtle variation in texture.
The Wavelet transform has the capability to capture subtle information about the
texture while other texture descriptors are not ideal in those specific situations.
Recently, approaches using MRF models and Bayesian methods have provided an-
swers to various contemporary problems in image segmentation. The theoretical frame-
work relies on Bayesian estimation via combinatorial optimization. The application of
a clustering method to image segmentation has the particular characteristics that spa-
tial information should be taken into account. Here in addition to intensity-values of
pixels, the pixel location must also be used to determine the cluster to which each
pixel is assigned. Conceptually, in most cases it is desired that the same cluster label
be assigned to spatially adjacent pixels. In implementing these ideas, the Bayesian
framework provides a natural approach. Pixel intensity information is captured by the
likelihood term in Bayesian Networks, while a prior biasing term captures the spatial
location information with the help of Markov Random Fields (MRF)model.
Conceptual idea behind the MRF model is that the neighboring pixels must have
influences on a pixel. What we capture through the MRF model is, a pixel’s inter-
action with its neighboring pixels. In other word, MRF model captures the spatial
relationship among the neighboring pixels. As a result, it determines the probability
of a pixel to remain in the same cluster with its adjacent pixels. Image pixel data
specially the technical images are usually noisy due to the inherent technical difficul-
ties of the capturing devices which causes imaging artifacts like noise and intensity
inhomogeneity. So, for maintaining the accuracy in segmentation, pixel clustering ap-
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proaches for color images need a higher degree of discriminative ability in determining
different pixel clusters or segments. Over the last few years, MRF models have been
found efficient in handling such degraded situations, especially in case of synthetic
and natural color images, as it increases the accuracy of segmentation by introduc-
ing neighborhood relationship among the neighboring pixels in addition to the pixel
features (Kato and Pong, 2006),(Kato and Pong, 2001),(Kato et al., 2003). Markov
Random Field models in conjunction with the Bayesian methods provided answer to
many contemporary problems in image analysis especially in image restoration and im-
age segmentation (Mardia, 1989). The theoretical framework of MRF models relies on
Bayesian estimation via combinatorial optimization (Simulated Annealing). One can
think of MRF model as clustering the image pixels into different clusters: The mean
value represents the cluster center and the covariance matrix determines the extent
of the cluster. However, clustering algorithms work on the feature space only. MRF
models, on the other hand also take into account the spatial relationship of pixels in
the image (Kato and Pong, 2006).
As a whole, in this research we address issues for fully unsupervised color textured
image segmentation based on a newly developed Multidimensional Spatially Variant
Finite Mixture Model (MSVFMM) using Markov Random Fields for improving the
overall accuracy in segmentation and increasing the content sensitivity by using Haar
wavelet transform to add an extra value in respect of segmentation accuracy under
markovian framework.
3.2 Proposed Multidimensional SVFMM Model
Basically, SVFM model is a classical finite mixture model that employes MRF model
to capture the neighborhood relationships among the neighboring pixels. We have pro-
posed a multi-dimensional spatially variant finite mixture model (MSVFMM) which is
able to handle a large feature vector rather than a single feature as proposed by Sanjay-
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Gopal & Herbert and Bleakas et al., which are in fact single dimensional (Sanjay-Gopal
and Herbert, 1998), (Blekas et al., 2005). As a result, our proposed approach allows
us to employ SVFMM in color and textured image segmentation. Using a finite mix-
ture model in image segmentation is a popular approach as in statistical model-based
methods computationally intensive algorithms are a common drawback. As a result,
classical finite mixture models have received significant attention from researchers in
the last decade. Finite mixture models have been further modified by Sanjay-Gopal
and Herbert (Sanjay-Gopal and Herbert, 1998) and Bleakas at el (Blekas et al., 2005) to
spatially variant finite mixture models by introducing a process based on Markov Ran-
dom Fields (MRF), which is able to capture the spatial relationship among neighboring
pixels. So, SVFMM has some advantageous features, especially in the case of contex-
tually dependent physical phenomena like images as it incorporates the outstanding
features of the MRF model without additional computational burden. In the proposed
MSVFMM method, MRF introduces a prior distribution that takes into account the
neighborhood dependency or relationship among the neighboring pixels. We elaborate
a stochastic model based segmentation framework based on Gaussian Mixture Models
which constitute a well-known probabilistic Neural Network Model.
In fact, the SVFMM model is a modification of the classical mixture model or
gaussian mixture model with the introduction of MRF model (Blekas et al., 2005). We
assume a mixture model with an unknown number of components K each one having
its own vector of density parameter θj for each feature.
In our multi-dimensional model, each ith pixel of the image is represented as a
vector of values as: χi = (xi1, x
i
2, · · · , xin) where xin denotes pixel values in the nth
dimensional plane. So, the probabilities of the ith pixel belonging to the jth class label
are given as:
piij = P (j|χi) (3.1)
where, χi= observation at the ith pixel. Here, model parameters should
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strictly satisfy several constraints as mentioned at the end of this section.
Similar to the SVFMM, we assume that the density function f(xi|Φ,Γ) at any obser-
vation χi is given by (Γ being the set of component parameters Γ = (Θ
1,Θ2, · · · ,ΘK)):
f(xi|Φ,Γ) =
K∑
j=1
pijΨ(χi|Θj) (3.2)
where, Ψ(χi|Θj) is a Gaussian distribution with parameters
Θj = ((µ
1
j , σ
1
j ), (µ
2
j , σ
2
j ), · · · , (µnj , σnj )), and K is the number of components
in the mixture.
Maximum a posteriori (MAP) introduces a prior distribution for the parameter set Φ
that takes into account spatial information based on the Gibbs function. According to
the Hammersley-Clifford theorem, Gibbs distribution takes the following form;
P (Φ) =
1
Z
exp(−U(Φ)) (3.3)
where, U(Φ) = β
∑
VNi(Φ)
Φ is a vector of features. The function −U(Φ) is an energy term. β is called the
regularization parameter, the normalizing constant Z is called a partition function and
VNi(Φ) denote clique potentials of the label configuration p
m within the neighborhood
Ni of the ith pixel which can be calculated as;
VNi(Φ) =
∑
m∈Ni
g(ui,m) (3.4)
where the ui,m denotes the distance between the two label vectors p
i and
pm, The function g(u) must be gradually increasing and non-negative.
A posterior log-density function can be derived from Eq.(3) as:
P (Φ,Γ|χ) =
N∑
i=1
log(χi|Φ,Γ) + logP (Φ) (3.5)
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The Expectation-Maximization (EM) algorithm requires that the computation of the
conditional expectation values zij of the hidden variables must be at the Expectation
step due to MAP estimation of the parameters {pij} and {Θj};
zi
(t)
j =
pi
(t)
j Ψ(χ
i|Θ(t)j )∑K
l=1 p
i(t)
l Ψ(χ
i|Θ(t)l )
(3.6)
Then, maximization of the following log-likelihood corresponding to the complete data
set is performed in the M-step;
QMAP(Φ,Γ|Φ(t)Γ(t)) (3.7)
where, t = iteration step.
For each parameter, QMAP can be maximized independently, which yields the update
equations for parameter of the component densities µ
(t+1)
j and [σ
2
j ]
(t+1). Moreover, at
this stage the parameters are calculated for each dimension according to the number
of dimensions.
However, maximization of the function QMAP with respect to the label parameters
pij does not provide a closed form of update equations. In addition, the maximization
procedure must also take into account the constraints 0 ≤ pij ≤ 1 and
∑K
j=1 p
i
j = 1.
However, this difficulty has been countered successfully by (Sanjay-Gopal and Herbert,
1998) and subsequently by (Blekas et al., 2005). (Sanjay-Gopal and Herbert, 1998) has
introduced a Gradient Projection (GP) algorithm to make the EM algorithm using
closed form expressions while (Blekas et al., 2005) implemented the M-step based on a
closed form update equation followed by an efficient projection method.
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3.3 Reason for Improvement of the SVFM Model
From color textured image point of view, approaches based on the SVFMM as proposed
in (Sanjay-Gopal and Herbert, 1998) & (Blekas et al., 2005) have a common limitation
that they can only handle one dimensional features. As a result, their application is
limited to gray level images only. In our proposed approach, we have improved and
modified the model to a multidimensional SVFM model which is efficient for handling
longer set of features. As a result, it is able to handle multiple feature set simulta-
neously. Therefore, our proposed multidimensional SVFM Model is capable to handle
multiple cues including color and texture features.
3.4 Sequential Phases in Our Proposed Model
The three main tasks of our image segmentation technique are;
1. Image feature extraction
2. Determination of number of components in the image using SNOB
3. Segmentation of image using MSVFMM
Figure 3.1 provides an overview of the system architecture developed in this project.
Detailed descriptions of these steps are provided in the following sections.
3.4.1 Image feature extraction
Color textured image has different features like intensity, color, texture and coordinates.
In our project, we have used color and texture features for the segmentation purpose.
To segment an image into objects, six features are extracted from the image. Three
features are color features and the rest are texture features. CIE-Luv color space has
been chosen for color feature extraction considering its several advantages as already
discussed in the Chapter 2.
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Figure 3.1: Block Diagram of Color Image Segmentation System
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To obtain the other three features, we apply the Haar wavelet transform to the L
components (number of pixels) of the image. The Haar wavelet is discontinuous and
resembles a step function. It represents the energy in high frequency bands of the
Haar wavelet transform (Daubechies, 1992). After a one-level wavelet transform, a 4x4
block is decomposed into 4 frequency bands, each band containing a 2x2 matrix of
coefficients. Suppose the coefficients in the HL band are Ck+i, Ck,l+1, Ck+1,l, C(k+1,l+1.
Then the feature of the block in the HL band is computed as:
f =
(
1
4
1∑
i=0
1∑
j=0
C2k+i,l+j
) 1
2
(3.8)
The other two features are computed similarly in the LH and HH bands.
Color Feature Extraction
Choice of a suitable color space is one of the main aspects of color feature extraction.
Most of the color spaces are three dimensional where different dimensions represent
the different color components. The most common color space in computer graphics is
RGB. Unfortunately, as discussed in Section 2, this 3D color space does not correspond
to equal perception of color dissimilarity. As a result, alternative color spaces are gen-
erated by transformation of the RGB color space. The color spaces like HSV, CIE-Lab
and CIE-Luv can be generated by non-linear transformation of the RGB space. We
prefer CIE-Luv as it represents the three characteristics (hue, lightness and saturation)
that characterize the perceptually uniform color efficiently.
Algorithm for Color Feature Extraction as described in Chapter 2 (Sec-
tion 2.2.1)
==============================================
1. Read the image
2. Apply transformation to change to XY Z
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3. Transform XY Z space to Luv space
==============================================
Texture Feature Extraction
The texture features are constructed in such a way that similar texture represents
similar intensities. As a result, a well determined value with some variance is assigned
to the pixels with a given texture. The image textures are being extracted through
the wavelet transform as already mentioned earlier. Wavelet transform computation
involves recursive filtering and sub-sampling; and each level, it decomposes a 2D signal
into four sub-bands, which are often referred to as LL, LH, HL, and HH (L=Low,
H=High) according to their frequency characteristics (Chang and Kuo, 1993).
In our work, to extract the texture features, we represent the features by the energy
in the high frequency bands of the Haar wavelet transforms. The reason for choosing
Haar wavelet is that it has better reflection of texture properties where the coefficients
in different frequency bands signal variations in different directions, such as horizontal,
vertical, and diagonal (Unser, 1995). In addition to that, Haar transform require less
computation compared to other wavelet transform with longer filters.
Algorithm for Texture Feature Extraction as described in Chapter 2 (Sec-
tion 2.2.2)
==============================================
1. Read the image
2. Change to indexed image1 using colorcube2
3. Transform using Haar wavelet transform
4. Perform level-one decomposition
1An image whose true pixel values are indexed is called indexed image
2Colorcube always creates the same colormap for a given number of colors
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5. Construct the level-one approximation
6. Resize coefficient matrices to original image size to get the image with texture
features
==============================================
Figure 3.2: Color and Texture Feature Extraction as described in Chapter 2
3.4.2 Determination of number of components in an image
We have utilized SNOB (Wallace and Boulton, 1968), (Wallace and Dowe, 2000), a
program for classification, mixture, modeling, clustering, taxonomy, and unsupervised
pattern recognition for unsupervised determination of the number of components in
the image. Other than SNOB, there are some data classification applications such as
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AutoClass C (AutoClass C - General Information, 2002), Global K-means (Bagirov and
Mardaneh, 2006), and COBWEB (Wagsta and Cardie, 2000), where clustering starts
from computing a measure of similarity for each pair of data. Then the data are sorted
into different classes according to their similarity measure so that members of one
class are similar to one another, but members of different classes are dissimilar. Such
methods have shown satisfactory results for many purposes but can not be considered
as reliable approaches due to the presence of some practical and theoretical difficulties.
These difficulties include;
1. Similarity measure is a somewhat arbitrary term. In fact, there no reliable theo-
retical basis for choosing any one of the many which have been proposed
2. Inability in handling discrete data
3. Difficulty in handling corrupted values consistently. In practice, many pixels
may not have measured values for some of their attributes or may have corrupted
values due to some inherent difficulties of the image capturing devices like sensors,
camera etc.
4. The ultimate difficulty of these methods lies in failure in identifying the actual
number of classes - a problem which originates from lack of theoretical and practi-
cal foundation for the definition of similarity. As a result, most of these programs
produce hierarchical clustering where the data are not partitioned into a partic-
ular cluster in a single step. Instead, a series of partitions takes place, which
may run from a single cluster containing all objects to number of clusters each
containing a single object. It is up to the user to decide what level of clustering
best suits them.
We have found SNOB is more effective in handling this sort of difficulty. A general
theory of inductive inference which is consistent with conventional statistical inference
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is the underlying approach used in SNOB. Given the attributes for each data point in a
finite sample of data set drawn from the population, SNOB attempts to decide whether
the population can usefully be considered to be the union of a number of classes of data,
such that the distribution of data within a single class is fairly tight and has simple
form, but such that different classes differ significantly in their attribute distribution.
The attributes of data are considered to form a message. If some reasonable code is
used for encoding the data, the length of this message can be computed. However, if
we can divide the sample into classes, a more concise encoding may be possible. Then
a message construction may be as follows:
1. The message begins by stating the number of classes. Then every class has a
segment. This segment express the distribution of attribute values in the class.
2. The message then has a segment for each data. The segment starts by stating
the class to which the data is regarded as belonging. It then states the attribute
values of the things, using for each value a Huffman code which would be optimal
in the sense of least expected code word length if the values of this attributes for
members of this class indeed had the distribution stated in the class description
segment. Missing values are omitted from the message.
The above form of message is an instance of a general form of message called an
explanation. An explanation refers to encoding a body of data by first stating a theory
about the data, then encoding the data in a code which would be optimal were the
theory true. In this case, the ”theory” is the class structure asserted of the population.
In fact, SNOB has been implemented on the basis of the Minimum Message Length
(MML) Principle. The MML Principle is an information-theoretic approach to induc-
tion, hypothesis testing, model selection, and statistical inference. MML, provides a
formal specification for the implementation of Occam’s Razor, asserts that the ’best’
explanation of observed data is the shortest. Further, an explanation is acceptable (i.e.
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the induction is justified) only if the explanation is shorter than the original data.
The attributes of image data or pixel have significant difference with that of other
data. Some attributes of image data may have corrupted values due to the inherent
technical difficulties of image capturing devices like sensors and cameras. We have
found SNOB is effective in handling that sorts of discrepency of image data compared
to other clustering approaches.
In fact, we are encouraged by the work by Yiming et al., where the authors pro-
posed an unsupervised color image segmentation approach based on MML criterion for
automatic determination of number of classes from image and subsequent partitioning
of the image (Yiming et al., 2003). The authors got promising results. The basic dif-
ferences between their approach with our proposed approach are they use Maximum
likelihood estimation for pixel classification and did not consider texture information in
segmentation process while on the other hand we employed MAP estimation for pixel
classification and texture features are taken into consideration. The other significant
difference is that they fed raw pixel data to the MML approach directly, while we in-
put the raw pixel data into MRF model to incorporate the neighborhood relationships
among neighboring pixels. The output of the MRF model will be fed into the SNOB
as input to determine the number of classes in the input image on the basis of these
color and texture features.
Algorithm for Determining the number of Components
==============================================
1. Encoding of data
2. Formation of message from features or attributes of data
3. Computation of the message length
4. Identifying the number of classes or segments using the computed message length
==============================================
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3.4.3 Segmentation of image
After extraction of the six color and texture features, we put all the features into a MRF
model for incorporating the neighborhood relationships among pixels in the context of
these six features.
Now, the six original features along with the number of classes to be obtained from
SNOB, are the input of our segmentation model, where clustering of pixels will be done
on the basis of homogeneity in color and texture properties. As a result, regions are
obtained where there is a discontinuity in either color or texture.
After we put these input into the segmentation model, the K-means algorithm
determines the centers of the clusters for each component of the image. Then the EM
algorithm as described in Section 2.8.9, is used for estimating the model parameters.
In fact, model parameter estimation and segmentation of pixels will run simultaneously
within MAP estimation under Markovian framework. Finally, MAP will classify the
pixels of the input images into different pixel classes on the basis of color and texture
features.
We introduce here a weight parameter to remove the ambiguity from the algorithm.
In fact, the segmentation process can even fail completely if there is too much color
contradiction between color and texture features. In that case, the weight parame-
ter will decide which component will dominate the segmentation process. Larger the
weight, greater the influence on segmentation process. In other words, segmentation
result depends on the larger weighted component.
Here, the function QMAP plays a crucial role in determining the actual membership
of a class. In fact, the color and texture features of pixel directly influence the max-
imization of the QMAP function. That means each and every individual feature has
some influence on the maximization process of the QMAP function. Some features have
greater influences while other have minimum effect. If the influence of some particu-
lar feature is greater than others in the maximization process of the QMAP function
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for a particular pixel then the clustering of that pixel is greatly influenced by those
particular features.
Algorithm for MAP Classification
==============================================
1. Initialize centers with k-means
2. Get distance from center for each pixel
3. Start EM algorithm
4. Compute neighborhood and update
5. Update means and covariance
6. Assign specific weight to color and texture feature
7. Choose an initial temperature T
8. Initialize xˆ by choosing xt as the combined color and texture xˆt that maximizes
P (Yt = yt|Xt = xt) for each pixel t.
9. Perturb xˆ into zˆ. Let
∆ = U(zˆ|y)− U(xˆ|y)
If ∆ > 0 then replace xˆ by zˆ;
else replace xˆ by zˆ with probability e∆/T .
10. Repeat step 9 N times, where N = no. of pixels
11. Replace T by f(T ) where f is a monotonically decreasing function. Go to Step 8
till T reaches a specified value
12. Repeat step 3 to step 11 50 times or until convergence.
13. Transform image matrix to XY Z from CIE − Luv space.
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14. Transform image matrix in RGB space.
15. Segments the image into different components.
16. Display all the segments individually along with original image and combined
segmented image
==============================================
3.5 Supervised and Unsupervised Performance Eval-
uation
The performance evaluation for an image segmentation can be done in two ways: 1)
Comparison of segmentation results with a ground truth, 2) Comparison of segmen-
tation results as obtained from different segmentation techniques without using any
ground truth. Comparison of segmentation results with a ground truth is called Su-
pervised Performance Evaluation whilst comparison of segmentation results without
any ground truth is called Unsupervised Performance Evaluation.
3.5.1 Recent work on Performance Evaluation on Image Seg-
mentation
Tianhu et al. proposed a new approach for performance evaluation of unsupervised
image segmentation based on a stochastic model (Tianhu et al., 1995). Performance
evaluation has been measured in three areas:
1. Detection ability of the number of components in image
2. Accuracy in model parameter estimation and
3. Pixel classification error
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Their test results on moderate quality images demonstrate that the detection pro-
cedure is robust, the parameter estimates are accurate and the segmentation errors are
negligible.
Sharma proposed a performance evaluation approach for image segmentation and
texture analysis algorithms on synthetic and real images (Sharma, 2001). The main as-
pect of her studies is to demonstrate that optimization of an individual image analysis
tool is not adequate for getting optimal performance. Rather, the effect of a preced-
ing process on its successor is significant and important. The author has used four
image segmentation algorithms, and two classifiers to demonstrate the variability in
performance of an image understanding system performance.
Yong et al. proposed an approach for selection of the optimal algorithm for image
segmentation where they attempt to obtain the optimal algorithm directly from image
features by employing learning techniques (Yong et al., 2003). In fact, they proposed a
framework of algorithm selection system to achieve an automated image segmentation
based on off-line learning scheme. In their approach, they have constructed a predictor
and trained it using the performance ranks of all candidate algorithms on every image
and image features. Then the performance ranks of all candidate algorithms are pre-
dicted according to image features. Finally, algorithm with the highest rank is selected
as optimal algorithm. In this study, histogram has been considered as image feature.
Chabrier et al. proposed another performance evaluation method for image seg-
mentation (Chabrier et al., 2005). In the first part of their approach, they present
a technique that makes possible the visual evaluation of segmentation result by us-
ing a colored representation. In the second part of their approach their focal point is
unsupervised evaluation criteria by considering different statistics without any apriori
knowledge that allows quantifying the quality of a segmentation result. Their ap-
proach can be utilized for comparison of different segmentation methods and choosing
the best-fitted parameters of a segmentation method as well.
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Chabrier et al. proposed another unsupervised evaluation criteria that able to
quantify the quality of an image segmentation result by computing some statistics for
each region or class in a segmentation result (Chabrier et al., 2006). Here, the authors
first presented the state of the art of unsupervised evaluation, and then they compared
six unsupervised evaluation criteria where Vinet’s measure3 is used as an objective
criterion to compare the behaviour of the different criteria. Here, Vinet’s measure has
been utilized to find out the pixel misclassification rate derived from human perception
(ground truth).
Moteiro and Campilho proposed a new approach for evaluation of image segmen-
tation that takes into account the accuracy of the boundary localization of the created
segments (Monteiro and Campilho, 2006). In addition, it considers the effects of under
and over segmentation. Further, it takes into account the way humans perceive visual
information.
3.5.2 Our Proposed Performance Evaluation Scheme
Region Segmentation:
One of the most intuitive criterion being able to quantify the quality of segmentation
result is the intraregion uniformity. Levin and Nazif defined the following criterion
that calculates the uniformity of a region characteristic based on the variance of this
characteristic (Levine and Nazif, 1985);
Suppose, X = 1− 1
Card(I)
LEV 1(IR) = X ×
NR∑
k=1
∑
s²Rk[gI(s)−
∑
t²RkgI(t)]2
(maxs²Rk(gI(s))−mins²Rk(gI(s))
(3.9)
where,
1. IR corresponds to the segmentation result of the image I in a set of regions
R = R1, ......RNR having NR regions
3Vinet’s measure determines the rate of pixel classification error
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2. Card(I) corresponds to the number of pixels of the image I.
3. gI(s) and gI(t) corresponds to the planer gray level intensity of pixel ’s’ and ’t’ of
the image I and can be generalized to any other characteristic (intensity, color,
texture,and coordinate)
Levin and Nazif criterion is not applicable to color images as it works for single
plane. So, we modified the Levin and Nazif criterion to make it able to handle multiple
planes as present in color images. So, modified LEV1 can be expressed mathematically
as;
Suppose, Y = 1− 1
Card(I)
∑Np
p=1
∑NR
k=1
MOD LEV 1(IR) = Y ×
∑
s²Rk[gI(s)−
∑
t²RkgI(t)]2
(maxs²Rk(gI(s))−mins²Rk(gI(s)))
(3.10)
where, Np is the number of planes for color images.
As a complementary to the intra-region uniformity, a disparity measurement be-
tween 2 regions to evaluate the dissimilarity of regions in a segmentation result is
defined by Levin & Nazif (Levine and Nazif, 1985) as;
Suppose, A=
∑NR
k=1
WRk
∑NR
j=1/Rk²WRk∑NR
j=1/Rk²WRk
LEV 2(IR) = A× [PRk\Rj(|g¯I(Rk)− g¯I(Rj)|/(g¯I(Rk) + g¯I(Rj)))] (3.11)
where, WRk is the weight associated with Rk that can be dependent on its area.
The original interregion disparity as defined by Levin and Nazif is extended in this
work further to accommodate multidimensional plane structure characteristic of color
images which can be expressed mathematically as;
Suppose, B =
∑NR
k=1
WRk
∑Np
p=1
∑NR
j=1/Rk²WRk∑Np
p=1
∑NR
j=1/Rk²WRk
MOD LEV 2(IR) = B × [PRk \Rj(|g¯I(Rk)− g¯I(Rj)|/(g¯I(Rk) + g¯I(Rj))] (3.12)
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Also, note here that as all segmented regions have multiplaner characteristics, Np
giving the number of planes for color images is a modification suitable for this type of
images.
Considering the types of regions (textured or uniform) in the segmentation result,
Rosenberger (Rosenberger, 1999) and Chabrier et al. (Chabrier et al., 2004) presented
a criterion that enables to estimate intraregion homogeneity and interregion disparity.
The criterion can be formulated as;
ROS2(IR) =
D¯(IR) + 1−D(IR)
2
(3.13)
where, D¯(IR) quantifies the disparity of each neighbor region of the image I which
corresponds to the total interregion disparity. While, on the other hand, D(IR) corre-
sponds to the total intraregion disparity that computes the homogeneity of each region
of the image I;
D(IR) =
1
NR
NR∑
i=1
Card(Ri)
Card(I)
D(Ri) (3.14)
where, D(Ri) is the intraregion disparity of the region Ri. D¯(IR) has a similar defini-
tion.
We have employed these modified LEV1 and LEV2 along with original ROS2 to
develop evaluation matrices as our measure of performance for different segmentation
techniques or approaches.
Chapter 4
Experimental Results
4.1 Implementation Issues
We have implemented unsupervised color image segmentation using MATLAB along
with Image Processing Toolbox, Statistical Toolbox, Wavelet Toolbox and Signal Pro-
cessing Toolbox. The implementation has been done on a platform of Pentium 3.06
GHz CPU with 1 GB RAM. The reason for using MATLAB is that it contains many
useful mathematical functions for matrix handling.
Our primary goal is to devise an unsupervised color image segmentation approach.
Initially we have tested its effectiveness on a wide variety of color textured images like
natural color images, before going into color technical images, derived from medical and
mining domains. Effectiveness has been measured in terms of accuracy and finding the
correct number of objects in an image. No human expert evaluation and comparison
has been done rather we utilize a new set of criteria to judge the segmentation accuracy.
We have sourced our images from two professional image databases; one is on nat-
ural color images and other one is on color medical images. Limited access to the
professionally organized natural and technical image databases was the real hurdle in
acquiring sufficient images for testing. We need professional quality images with their
required baseline information for research purpose. Images as available on the Internet
and other electronic media are not in fact, appropriate for research purpose. These
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images don’t have any baseline information and are compressed with loosy compres-
sion techniques which eventually suppress detail color and texture information. As our
proposed approach was mainly based on detail color and texture information, we were
unable to use these freely available images on the Internet or other electronic media
in our project. During my research, I was only able to find out one professional image
segmentation database on natural color images with all the required baseline informa-
tion that has no access restriction (The Berkeley Segmentation Dataset, 2007). I have
taken 5 images from there as representatives for a wide variety of natural images in
the database and it looked sufficient to evaluate the performance of our proposed ap-
proach on a wide variety of natural color images as rests of the images in the database
have same baseline information (codec, resolution, class description, possible number of
classes/segment, type of objects etc.). Similarly, we have got a professional color med-
ical image database on the Internet that does not have any access restriction (Atlas,
2007). We have taken eight (8) color medical images from there for testing.
4.2 Performance Evaluation Matrix on Segmenta-
tion results
Most of the time, human expert evaluation is inconsistence and has been shown to
be variable. Further, the job is not only tedious but time consuming as well. As a
result, human expert evaluation is a bit expensive. Therefore, we avoided human expert
evaluation rather we developed a new full functional performance evaluation matrices
using a modified set of evaluation criteria, which gives us the quantitative measurement
of segmentation accuracy. These performance evaluation matrices are self explanatory
in nature which provides us the real scenario of segmentation accuracy through some
quantitative measures.
In Section 3.5.2, we have discussed a set of evaluation criteria for quantitative mea-
surement of segmentation accuracy. The inputs for generating the evaluation matrix
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is the segmentation results as obtained from different approaches or methods. The
output from these evaluation criteria is a set of scores as determined by the criteria.
The final evaluation matrix is generated by combining the different scores as produced
by different segmentation methods. Highest score determines the best segmentation
result in terms of segmentation accuracy and finding the correct number of objects in
an image.
In Fig. 4.1 to Fig. 4.5, we present 4 segmented images produced by the proposed
approach and other similar standard MRF-based approaches to compare the effective-
ness of our proposed approach with other unsupervised MRF-based approaches. As we
don’t have any reliable unsupervised MRF-based approaches from any author so far,
we need to develop a mechanism by implementing different unsupervised MRF-based
techniques.
For comparison,we have chosen 3 such methods: 1) Combining our proposed ap-
proach with Gabor filter instead of Wavelet transform (Luv-Gabor), 2) Our proposed
approach for gray scale image. (Gray-Wavelet), 3) Combining our proposed approach
for gray scale image with Gabor filter (Gray-Gabor). Here, we need to develop some
performance evaluation criteria to measure and quantify the performance of our pro-
posed approach with these standard MRF model based approaches or methods.
4.3 Experimental Results on Natural Color Images
We have run a series of experiments on a wide variety of natural color images available
from a professional image segmentation database on the Internet (The Berkeley Seg-
mentation Dataset, 2007). Here, we will provide a few experimental results followed
by their performance evaluation matrices as discussed in the previous section.
In our experiment, we have mainly used The Berkeley Segmentation Dataset (The
Berkeley Segmentation Dataset, 2007) to compose our images. In all our experiments,
we have used pixel levels in the range 0 to 255 in each color plane. The size and
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Figure 4.1: Original and Segmented Natural Images by Other Similar Meth-
ods.
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.6912∗ 0.3975 0.4210 0.3745
MOD LEV2 0.7125∗ 0.2514 0.2947 0.3958
ROS2 0.7133∗ 0.2801 0.3658 0.4322
Table 4.1: Performance Evaluation Matrix on Segmentation Results in Figure 4.1.
Asterisk marks denote the highest score
number of classes greatly affect the computing time. The performance of our approach
could be evaluated in terms of both computing time and segmentation quality. For this
particular project, we didn’t consider the computing time as it is mostly related with
the hardware and the language on which the algorithm has been implemented. Rather,
we have simply evaluated the accuracy of the proposed approach in segmenting image
in terms of its discriminating ability.
The proposed algorithm has been tested with 5 images that represent a wide variety
of natural images. Our proposed approach has identified 3 segments in Fig. 4.1, 3
segments in Fig. 4.2, 5 segments in Fig. 4.3, 3 segments in Fig. 4.4, and 3 segments in
Fig. 4.5. In most of the cases, we have found similarities with human visual system in
finding the number of objects in the image. We observe that our approach has identified
correct number of objects or regions in these five images. Careful examination through
our human visual system can also identify the same numbers of objects or segments in
those images. These promising results indicate that our approach is able to identify
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Figure 4.2: Original and Segmented Natural Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.5923∗ 0.5441 0.5247 0.4821
MOD LEV2 0.6954∗ 0.5598 0.5147 0.4896
ROS2 0.7311∗ 0.6122 0.5823 0.5625
Table 4.2: Performance Evaluation Matrix on Segmentation Results in Figure 4.2.
Asterisk marks denote the highest score
and segment a color image accurately by taking into account the subtle variation in
color and texture.
It is clearly evident from the experiments that our proposed approach is able to
segment the images in a meaningful manner into number of classes as determined by
SNOB. Eventually these classes represents individual object in the images. Our experi-
ments reveal that the proposed algorithm is capable of capturing the finer details of the
image in terms of color and texture accurately. The higher score in the performance
evaluation matrices further confirms that the proposed approach clearly outperforms
the other similar approaches.
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Figure 4.3: Original and Segmented Natural Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.7529∗ 0.5844 0.3215 0.5744
MOD LEV2 0.6974∗ 0.5747 0.2988 0.5870
ROS2 0.7826∗ 0.6125 0.3365 0.6858
Table 4.3: Performance Evaluation Matrix on Segmentation Results in Figure 4.3.
Asterisk marks denote the highest score
Figure 4.4: Original and Segmented Natural Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.8754∗ 0.5547 0.3965 0.2123
MOD LEV2 0.7251∗ 0.4857 0.3854 0.1489
ROS2 0.8857∗ 0.5428 0.4321 0.2690
Table 4.4: Performance Evaluation Matrix on Segmentation Results in Figure 4.4.
Asterisk marks denote the highest score
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Figure 4.5: Original and Segmented Natural Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.8366∗ 0.6810 0.5624 0.4123
MOD LEV2 0.7412∗ 0.6322 0.5412 0.3489
ROS2 0.7533∗ 0.5833 0.4113 0.3269
Table 4.5: Performance Evaluation Matrix on Segmentation Results in Figure 4.5.
Asterisk marks denote the highest score
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4.4 Experimental Results on Color Technical Im-
ages
Finer segmentation of images has tremendous potentials in mining and metallurgi-
cal engineering fields specially where situation demands more precise analysis of im-
age. Different mineral and metallic ores contains different combinations of minerals
and compounds. Identification of different components from such an image needs
very sensitive segmentation approaches as these sorts of image have randomly ordered
structures, where there may be a small trace of an compound surrounded by another
compound. For an accurate analysis of this type of image, we need to know each and
every constituent in it.
Figure 4.6: Original and Segmented Mining Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.7914∗ 0.6975 0.6165 0.6123
MOD LEV2 0.6154∗ 0.5203 0.5550 0.5489
ROS2 0.6874∗ 0.6493 0.5596 0.6269
Table 4.6: Performance Evaluation Matrix on Segmentation Results in Figure 4.6.
Asterisk marks denote the highest score
In Figure 4.6, we present four segmented mining image produced by the proposed
approach and other similar approaches. We observed that our proposed approach has
identified six segments whereas we can roughly estimate only four segments through
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our human visual system. In mining, this type of finer segmentation is required to find
the finer particle or interest within an ore which might not be perceptible to a naked
human eye. In this perspective, our methods could identify the finer particles within
an image in particular, mining and material science applications. Highest score in the
performance evaluation matrix also ensures this facts.
From that point of view, our approach has the ability to perform beyond the human
vision system, which is very much needed for this particular sorts of applications. So,
one can find some tendency of over segmentation in our proposed approach when she
or he is not interested for that much details but that sort of precision is very much
needed in micro analysis of an image.
Proposed segmentation has tremendous potentials in color medical imaging spe-
cially where situation demands more accuracy in segmentation of different anatomical
objects. We have done some experiments with a few color medical images. In our
experiment, we have sourced our images from the web site of Atlanta South Gastroen-
teroloy, P.C. (Atlas, 2007). The proposed algorithm has been tested with a variety of
endoscopic images especially on stomach. We have evaluated the performance of the
proposed approach with the results being evaluated by a gastroenterologist. As per the
expert’s opinion, our proposed approach is able to find the number of anatomical inter-
ests or objects accurately and segment images accordingly with sufficient segmentation
accuracy. Further, for comparing our segmentation results with other similar standard
methods as mentioned earlier, we have employed performance evaluation matrices.
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.5385∗ 0.4901 0.3100 0.3026
MOD LEV2 0.6141∗ 0.6287 0.3591 0.3474
ROS2 0.6855∗ 0.5439 0.2574 0.2263
Table 4.7: Performance Evaluation Matrix on Segmentation Results in Figure 4.7.
Asterisk marks denote the highest score
RESULTS 96
Figure 4.7: Original and Segmented Medical Images by Other Similar Meth-
ods
Figure 4.8: Original and Segmented Medical Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.8587∗ 0.3998 0.5174 0.2949
MOD LEV2 0.7154∗ 0.2254 0.6563 0.3056
ROS2 0.6874∗ 0.3436 0.5525 0.4238
Table 4.8: Performance Evaluation Matrix on Segmentation Results in Figure 4.8.
Asterisk marks denote the highest score
Figure 4.9: Original and Segmented Medical Images by Other Similar Meth-
ods
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DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.6675∗ 0.6288 0.4169 0.5887
MOD LEV2 0.7131∗ 0.6959 0.5554 0.6123
ROS2 0.6821∗ 0.6424 0.6537 0.5185
Table 4.9: Performance Evaluation Matrix on Segmentation Results in Figure 4.9.
Asterisk marks denote the highest score
Figure 4.10: Original and Segmented Medical Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.7561∗ 0.7463 0.5179 0.5174
MOD LEV2 0.7184∗ 0.6724 0.4827 0.5467
ROS2 0.8825∗ 0.7493 0.6531 0.6285
Table 4.10: Performance Evaluation Matrix on Segmentation Results in Figure 4.10.
Asterisk marks denote the highest score
Figure 4.11: Original and Segmented Medical Images by Other Similar Meth-
ods
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DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.6743∗ 0.5354 0.6132 0.6257
MOD LEV2 0.7129∗ 0.6098 0.5541 0.4491
ROS2 0.7887∗ 0.6176 0.5565 0.5271
Table 4.11: Performance Evaluation Matrix on Segmentation Results in Figure 4.11.
Asterisk marks denote the highest score
Figure 4.12: Original and Segmented Medical Images by Other Similar Meth-
ods
DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.8416∗ 0.6924 0.6257 0.5220
MOD LEV2 0.8169∗ 0.6296 0.5335 0.5352
ROS2 0.7875∗ 0.5253 0.4329 0.4311
Table 4.12: Performance Evaluation Matrix on Segmentation Results in Figure 4.12.
Asterisk marks denote the highest score
Figure 4.13: Original and Segmented Medical Images by Other Similar Meth-
ods
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DIFFERENT METHODS
Proposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.7836∗ 0.4933 0.4280 0.4325
MOD LEV2 0.6185∗ 0.4241 0.3487 0.3875
ROS2 0.7554∗ 0.5496 0.5358 0.3164
Table 4.13: Performance Evaluation Matrix on Segmentation Results in Figure 4.13.
Asterisk marks denote the highest score
Figure 4.14: Original and Segmented Medical Images by Other Similar Meth-
ods
DIFFERENT METHODS
PProposed Luv-Gabor Gray-Wavelet Gray-Gabor
MOD LEV1 0.7412∗ 0.6758 0.5963 0.5434
MOD LEV2 0.6941∗ 0.6125 0.6112 0.6011
ROS2 0.7632∗ 0.7012 0.6744 0.6352
Table 4.14: Performance Evaluation Matrix on Segmentation Results in Figure 4.14.
Asterisk marks denote the highest score
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Our goal is to segment the ulcerated mass and adenocarcinoma lesion from the
images with a greater accuracy. For example, in Fig. 4.7, there is an ulcerated mass in
the middle surrounded with prominent folds of adenocarcinoma lesion. Our proposed
approach is able to differentiate the central ulcerated mass and adenocarcinoma lesion
accurately with sharper regions. Segregated white spots are due to the usual artifacts
of endoscopy system, where light reflection of the internal camera creates such white
spots on the images. Similarly, in Fig. 4.8, our proposed approach shows accuracy
in identifying the ulcerated mass and the signet-ring type adenocarcinoma. The dark
grey region at the right side is representing the opening of esophagus in the stomach.
Segregated dark grey spots at the bottom part of the image are less significant as it
represents the white spot. Similar results were also observed for images from Fig. 4.9
to Fig. 4.14.
If we look at the results as obtained with other three similar methods, the LUV-
Gabor method has been found to be outperformed by the Gray-Wavelet method in
most cases. In fact, Wavelet transform is more powerful in capturing both the coarser
and finer details of an texture simultaneously, which makes the difference. Gabor filter
can capture strong or coarse texture information quite efficiently but not ideal for
capturing finer details of texture (Kato, 2008).
Chapter 5
Conclusion
One significant feature of our proposed approach is that it is able to produce accurate
segmentation despite the images having different types of imaging artifacts including
the problem of low intensity areas which is present in almost all color image particularly
in technical images. These low intensity areas are successfully minimized up to an
acceptable level. This thesis has demonstrated that the proposed approach is capable
to segment a color image precisely and effectively. The algorithm has focussed on
capturing the finer details of color and texture in color images and thus able to extract
the object or regions in an image meaningfully. The approach developed in this thesis
has been applied to problems in color image segmentation including medical color
images under Markovian framework. Such problems may be characterized by the search
for a robust technique that can identify the correct number of segments or objects in
an image and segments the image accordingly with maximum accuracy. This thesis has
demonstrated the reliability and accuracy of the novel approach herein and shown that
they are superior both in theory and practice to other similar MRF-based techniques.
5.1 What’s New in the Thesis
Our approach is different from existing work in a few major ways. No robust and
faithful unsupervised approach has been proposed so far. Although there are few
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approaches for unsupervised color image segmentation none of them has employed the
MRF model for taking into account the neighborhood relationship among the pixels
except (Kato et al., 2003). In 2003, the authors (Kato et al., 2003) introduced an
exclusively MRF model based unsupervised technique for determining the number of
components. The authors did not use SVFM model. This approach is mainly focused
on synthetic color images. Only one very simple natural color image that has only two
objects has been tested so far. Further, the approach is based on a multi-layer MRF
model where an independent MRF model has been applied in each of the color, texture
and combined layer, which make the approach computationally expensive. Moreover,
so far, we have not found any continuation of this approach. Taking these facts into
account, we could not consider this approach as a robust solution for unsupervised
color image segmentation as a whole.
Apart from that, several authors (Panjwani and Healy, 1993b) & (Kato and Pong,
2006) claimed their MRF based approaches for color image segmentation as unsuper-
vised approaches but in fact, that are semi-supervised in nature as no automatic tech-
niques are there to determine the number of components. The EM algorithm has been
employed to determine the model parameters only whilst the number of components
were being set manually.
From color textured image point of view, approaches based on the SVFMM as
proposed in (Sanjay-Gopal and Herbert, 1998) & (Blekas et al., 2005) have a common
limitation that it can handle a single feature only. As a result, its application is
limited to gray level images only. In our proposed approach, we have improved and
modified the model to a multidimensional model which is able to handle multiple
features simultaneously. Therefore, our proposed multidimensional SVFMM is capable
to handle multiple cues including color and texture features simultaneously.
The algorithms as proposed by Kato et al in (Kato and Pong, 2006), (Kato and
Pong, 2001), & (Kato et al., 2003) are exclusively based on MRF models that uses
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Gabor and MRSAR texture features in addition to the color features. Gabor filters
are efficient in capturing strong ordered texture while MRSAR filters are sensitive to
weak ordered or random texture only. As a result, for capturing both the coarser and
finer details of texture, both the texture descriptors (Gabor and MRSAR) are required.
Haar wavelet transform alone, on the other hand, is able to capture both the coarser
and finer details of texture. Moreover, in general, Wavelet transform perform better
than Gabor filters (Randen and Husoy, 1999),(Shivani et al., 2004). Apart from that,
the main methodological difference between our proposed approach and these existing
approaches is that the authors of these existing approaches did not use SVFM models
instead they employed MRF models directly to capture the neighborhood relationships
among pixels.
Further, these existing approaches are greatly influenced by similarity in color. In
relatively complex images like technical images, similarity just in color does not re-
ally mean the same object. Many objects lie in front of a background of a similar
color, which can be distinguished only through variation of their textures. Although
Wavelet transforms have made significant contribution in many image processing fields
like image enhancement, image restoration, image compression and image registration,
it is yet to employed as a texture feature extraction tool under Markovian framework.
So, this can be considered as a new addition that empowers the proposed segmenta-
tion scheme with a better texture discriminating ability which eventually maximizes
accuracy in segmentation.
If color and texture information contradict each other too much, in that case the
segmentation can even fail completely. For example, if a textured object is present in
front of a background containing different colors, it is not clear to the system whether
the texture or the color will play crucial role in segmentation. The result will depend on
which feature has the larger weight. We have assigned higher weight to the color feature
to resolve this sort of ambiguity in the algorithm and to ensure the sharp boundaries
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of the segmented regions as well. In order to get sharp boundaries, we have assigned
65% weight on color features and 35% weight on texture features in the same layer in
MAP classification that adds some extra advantages in terms of computing efficiency.
Other authors have used independent layer for implementing different feature weight
in their segmentation models (Kato et al., 2003).
Finally, for quantitative measurement of quality in segmentation result, we have
extended or modified the existing performance evaluation criteria for gray scale images
to make it applicable for color images as well.
Considering aforesaid discussions, it is quite reasonable to claim that our proposed
approach is a novel approach for unsupervised color image segmentation including color
technical images.
5.2 Conclusion
5.2.1 Finding number of classes or objects
In this study, SNOB, an MML based technique was described in Chapter 3 for finding
number of components or objects in an image. The advantage of applying SNOB had
long been recognized as essential to reliably cluster or classify data sets that have
noise. Noise embedded in a data set results in some corrupted values for the data set.
This was particularly true in image segmentation problem where data sets are usually
noisy due to diverse imaging artifacts like low intensity, inhomogeneity, and shadow.
This thesis has demonstrated that a powerful statistical modeling like SNOB along
with MRF model is robust enough to handle complex image data to find the accurate
number of components or objects in a color image thus can be embedded as an essential
tool in unsupervised color image segmentation approaches.
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5.2.2 Multidimensional Spatially Variant Finite Mixture Model
MSVFMM, a novel stochastic model based technique as described in Chapter 3 treated
the Spatially Variant Finite Mixture Model (SVFMM) from multidimensional view-
point thus has paved a solution to utilize the entire benefits of SVFMM into color
images segmentation processes. MSVFMM has demonstrated the ability to segment a
color image with the highest accuracy compared to the other techniques. The technique
was applied to both natural color image and color technical images. Results demon-
strated that the proposed method has excellent performance, improving on both the
accuracy and effectiveness. This thesis has demonstrated that MRF model plays a sig-
nificant role in segmentation accuracy and thus proved that neighborhood relationships
among the neighboring pixels influence the clustering to a great extent toward getting
accuracy in segmentation.
5.2.3 Wavelet Transform
We described Wavelet Transform, an effective texture descriptor in Chapter 2. This
thesis has demonstrated that wavelet transform is very much efficient in capturing
texture details of an image while applying with MSVFMM. Further, it has been found
to be effective in capturing entire details of image texture (both strong and weak),
while other texture descriptors are either biased to strong or weak texture. The wavelet
transform has increased the overall content sensitivity of the the proposed approach
and thus can be considered as a precious tool in texture discrimination process for a
wide variety of images.
5.3 Original Contribution
The significant original contributions of this thesis are;
1. Development of a multidimensional spatially variant finite mixture model for
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color image segmentation
2. Application of this MSVFMM in an effective algorithm to segment color image
with maximum accuracy and reliability
3. Employing a well-known clustering technique (SNOB) into a newly developed
segmentation model under Markovian framework for finding the number of ob-
jects in an image.
4. A novel approach for unsupervised color image segmentation under Markovian
framework
5. Modification or extension of performance evaluation criteria on segmentation
results for gray scale images into a full functional performance evaluation criteria
for color images.
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