We introduce a new measure constructed from high-frequency financial data which we call the Realized Laplace Transform of volatility. The statistic provides a nonparametric estimate for the empirical Laplace transform of the latent stochastic volatility process over a given interval of time. When a long span of data is used, i.e., under joint long-span and fill-in asymptotics, it is an estimate of the volatility Laplace transform. The asymptotic behavior of the statistic depends on the small scale behavior of the driving martingale. We derive the asymptotics both in the case when the latter is known and when it needs to be inferred from the data. When the underlying process is a jump-diffusion our statistic is robust to jumps and when the process is pure-jump it is robust to presence of less active jumps. We apply our results to simulated and real financial data.
Introduction
Day-to-day moves in asset prices are typically modeled with Gaussian shocks that have a slowly moving over time stochastic volatility plus occasional big jumps. The persistent market stochastic volatility typically captures the state of the economy and is a manifest of the time-varying opportunity set that investors face. This time-variation has nontrivial economic applications as investors seek to optimally allocate risks across time by hedging today against inverse changes in the investment opportunities tomorrow.
However, recent empirical evidence suggests that there are periods when the volatility can quickly increase over short time and then revert back to its pre-crisis level. This higher frequency moves in volatility are typically triggered by a jump in the stock market itself. Recent evidence from options markets indicate that the presence of this risk associated with the stochastic volatility can have a significant economic implications in helping explain the large magnitudes of various risk premia on the asset markets, see e.g., Bollerslev and Todorov (2009) .
While recovering the spot volatility at a given point in time is theoretically possible by using a local window of high-frequency data, e.g., Foster and Nelson (1996) , such estimation is very challenging as reflected by its slow rate of convergence (it is √ n where n is the number of observations in the local window but n increases at a slower rate (typically twice as slow) than the rate at which the mesh of the observation grid shrinks to zero, see Jacod and Todorov (2010) ). An alternative, that has received a lot of attention recently (Andersen et al. (2001 (Andersen et al. ( , 2003 , Barndorff-Nielsen and Shephard (2002) ), is to estimate instead integrals over time of the volatility process using the highfrequency data. This can be done by the Realized Variance, which is just the sum of high-frequency squared returns over a given period of time, and its jump-robust extensions (the Multipower Variations proposed by Barndorff-Nielsen and Shephard (2004) and the Truncated Variance of Mancini (2009)). By aggregating over time, a lot of the errors in estimating the spot volatility get "canceled"
and this provides in most cases √ n rate of convergence for the integrated volatility estimators (for n denoting the total number of high-frequency observations on the time interval).
However, inferring distributional properties of the spot volatility directly from those of the integrated measures of volatility is difficult due to the time aggregation, e.g., the mapping between the probability distribution of the spot and integrated volatility is not one-to-one in general. In this paper we address this issue by proposing an alternative way of aggregating the high-frequency data into a realized measure which we call Realized Laplace Transform of volatility. Our measure estimates the empirical Laplace transform of the volatility over a given interval of time and thus preserves information about the characteristics of spot volatility. For example, when a long span of data is used, we are able to estimate the Laplace transform of the stochastic volatility which identifies uniquely its marginal distribution. The latter is of central importance for building stochastic volatility models of non-Gaussian type suggested by Barndorff-Nielsen and Shephard (2001) (see also references therein) as well as for the nonparametric estimation of the diffusion function in the context of Markov diffusion processes proposed by Ait-Sahalia (1996) .
Similar to the (jump robust) analogues of the Realized Variance, the Realized Laplace Transform of volatility has typically √ n rate of convergence. Further, in the context of jump-diffusion models it posses robustness with respect to jumps as good as (and even slightly better than) that of the Truncated Variance.
We recall that for a generic non-negative random variable X with distribution function F and scalar u ≥ 0, the real Laplace transform of X is given by 1
The family of functions {e ux } u≥0 is separating within the class of distribution functions supported on [0, ∞) (Breiman, 1968, Proposition 8.51, p. 183) , so the mapping from F (x) to L X (u) is one-to-one. Thus, any information in F is embodied in L X as well and vice versa. Evidently 0 ≤ L X (u) ≤ 1, and we further denote the log of the Laplace transform with X (u) = log [L X (u)]
for u ≥ 0. We have:
mean preserving spread Y = X + V , V independent of X, E (V ) = 0, ⇒ Y (u) = X (u) + V (u), log convexity X (u) is a convex function of u (Boyd, 2004, Example 3.41, p. 106) .
In general, the behavior of the log-Laplace transform near the origin conveys information about the tail behavior of X, and, vice versa, the tail behavior of the log-Laplace transform tells us about the behavior of the distribution of X near the origin; (Rozovsky, 2009 ) contains some interesting new results along these lines.
Given observed discrete-time data set {X} T t=1 , the empirical Laplace transform, i.e., the Laplace transform of X t with respect to the empirical measure, is simple to obtain, 2
Under standard regularity conditions on the process X t , the estimatorL X (u) is consistent for L X (u) and √ T -asymptotically normal, as isˆ X (u). However our situation here is much more complicated since the spot volatility {σ t } is unobserved. Using our Realized Laplace transform of volatility we are able to overcome this latency problem and make inference for the Laplace transform of the stochastic volatility feasible.
The intuition behind our estimator can be explained as follows. By decreasing the length of the interval over which we sample asset prices, we can get to frequencies where the stochastic volatility is approximately constant. Thus over such short intervals of time, most of the price increments (except for the occasional "big" jumps) are approximately draws 3 from the process σ×Z i × √ ∆ where σ is the unknown level of (locally constant) volatility, ∆ is the length of the high-frequency interval, and {Z i } is a sequence of independent standard normal variables. 4 Therefore, by using fill-in asymptotics we can estimate "locally" the characteristic function of the normal returns, i.e., e −u 2 σ 2 /2 . Recognizing that volatility changes over time and integrating to a unit interval of time, e.g., a day, the highfrequency data thus allows us to estimate nonparametrically t+1 t e −u 2 σ 2 s /2 ds. Then, using long-span asymptotics we are able to recover from the data E e −u 2 σ 2 t /2 . The latter, when viewed as function of u 2 /2, is the Laplace transform of σ 2 t . Thus, by transforming appropriately the real part of the empirical characteristic function of the (scaled) high-frequency returns, we are able to recover the empirical Laplace transform of the unobserved spot volatility.
The above discussion was based on the premise that when we "zoom in" by sampling more frequently, most returns (apart from the ones containing the "big" jumps) look like coming from a Gaussian distribution (with different variance). However, there can be situations where local Gaussianity might be inappropriate even when looking at very fine intervals of time. A natural question then arises as to how our ability to identify nonparametrically the distribution of the stochastic volatility is connected with the type of "local" distribution of high-frequency returns.
In terms of the underlying continuous-time semimartingale model for the price, this distributional distinction of "local" Gaussianity versus non-Gaussianity is equivalent to distinguishing whether the asset price is generated by a jump-diffusion or a pure-jump process. In the latter case the small jumps play similar role to the continuous martingale and account for the day-to-day moves in asset prices. Their so-called Blumnethal-Getoor index (see e.g., Ait-Sahalia and Jacod (2009)), taking values in [0, 2], determines how "active" they are. The limit case when the index equals 2 means essentially that the small asset price moves are generated by a diffusion, i.e. "locally" high-frequency returns are Gaussian.
Given the above discussion, we relax the local Gaussianity assumption by assuming more generally that "locally" the high-frequency returns behave approximately like generated from a stable distribution with index β (β = 2 corresponds to the locally Gaussian case discussed above) and this allows naturally to nest together the locally Gaussian and locally non-Gaussian cases. 5 In particular, in this more general case our realized measure builds on the observation that "locally" the high-frequency returns can be treated as draws from the process σ × Z i × ∆ 1/β where now {Z i } i is a sequence of independent β-stable random variables. Our Realized Laplace Transform of volatility in this more general case then provides a nonparametric estimate for Ee −|Z β uσs| β where Z β is some constant depending on β. The latter becomes a Laplace transform for |σ t | β when viewed as a function of |Z β u| β .
Our analysis reveals the tight connection between the inference for the stochastic volatility and the small scale behavior of the price process. In particular, the activity of the small moves, i.e., the value of β, determines not only the limit behavior of our statistic but it also enters directly in its construction. The activity of the small price moves is of course unknown (although in many cases it is assumed to be 2 since the model that is used contains a continuous martingale) and in a final step of our theoretical analysis we show that we can perform the above analysis using estimated value for β and derive explicitly its asymptotic effect on the limit behavior of the Realized Laplace Transform of volatility.
We test the asymptotic theory for our estimator on a simulated data, and in an empirical application we apply it to two real financial data sets: S&P 500 futures index and the VIX index.
For the S&P 500 index series we find that the Laplace transform of spot variance deviates from that of integrated variance even when looking at daily level, while the corresponding difference is relatively smaller for the VIX index series. We investigate model features that can generate this wedge and find that quickly mean-reverting jump-driven factors in volatility can account for it.
The empirical analysis of the VIX index also illustrates the importance of treating the activity level of small moves in the estimation as unknown. For this data set we find that "local" Gaussianity is inappropriate and when one erroneously imposes it, it leads to underestimation of the level of volatility and an overestimation of the wedge in the Laplace transforms of spot and integrated volatility.
Finally, there are several antecedents in the literature of using trigonometric functions in problems related to the estimation of stochastic volatility. First, the use of the empirical characteristic function of the returns in estimation dates as early as Feuerverger and Mureika (1977) and more recent contributions include Singleton (2001) and Carrasco et al. (2007) (in which the conditional characteristic function is being used). The key difference with our approach is that in these papers the distance between observations is fixed. Therefore, while our method relies on the high-frequency data to allow us work directly with the volatility process (i.e., regardless of the presence in the price of lower activity jumps as well as the relationship between the driving martingale and the volatility, i.e. the so-called "leverage effect"), the above mentioned papers are applied in settings where the (conditional) characteristic function of the return process is available in closed-form.
Second, in the context of a pure-diffusion process (i.e., continuous semimartingale), Malliavin and Mancino (2009) propose estimator for the spot volatility using high-frequency data and estimates for the Fourier transform of the price process 1 2π 2π 0 e −ius dX s , (X s denoting the price process). By contrast here, our Realized Laplace transform of the volatility is the (real part of) the Fourier transform of the empirical measure of the return process. So, while Malliavin and Mancino (2009) 's estimator results in cross-products of the price increments over a given period of time, ours involves cosine transformation of the scaled price increments. Of course, this is also reflected in the different limits of the statistics, spot or weighted average of it (e.g., integrated variance) in Malliavin and Mancino (2009) versus the empirical Laplace transform of the volatility in our case. For the reasons discussed above, the contribution of this paper is to overcome some of the limitations of the integrated variance when making inference for stochastic volatility.
The rest of the paper is organized as follows. In Section 2 we introduce our setup and main assumptions. Section 3 defines formally the Realized Laplace Transform of volatility and derives its asymptotic behavior both in the case of fixed and estimated value of the activity of the small moves. In Section 4 we provide evidence from a Monte Carlo for the small sample behavior of our statistic and Section 5 contains the results from the empirical application. Section 6 concludes. All proofs are in Section 7.
Setting and Assumptions
Throughout the paper, the process of interest is denoted with X and is defined on some filtered probability space (Ω, F, (F t ) t≥0 , P). We assume that X has one of the following dynamics:
where α t and σ t are càdlàg processes; W t is a Brownian motion; µ is a homogenous Poisson measure with compensator (Lévy measure) ν(x)dx; δ(t, x) :
where α t and σ t are càdlàg processes; κ is a symmetric function with bounded support with
The two specifications essentially encompass all continuous-time processes used for modeling financial prices. The drift term, α t , captures compensation for time and risk associated with holding the asset and we will leave it unspecified. In the pure-jump model the jump martin- ds, dx) ) substitutes the Brownian motion in modeling the "small" moves in the asset prices. In both models the day to day variation in the price is determined by the martingales (the second components in (3) and (4)). To see this note that the "dominant" part of the price increment over a short interval of time (t, t + ∆) will be σ t− × Z t,t+∆ where Z t,t+∆ is either (dt, dx) . This term will be of order O p (∆ α ) for α ∈ [1/2, 1), while the rest of the components of X will be at most O p (∆) when ∆ ↓ 0.
We will refer henceforth to W t and t 0 R κ(x)μ(ds, dx), respectively in the jump-diffusion and pure-jump models, as the driving martingales of X. These are Lévy processes and hence are time-homogenous. In both models the stochastic volatility process, σ t , is integrated with respect to these martingales and this results in martingale components of X that exhibit time-varying volatility (and other moments). Our object of interest in this paper is the stochastic volatility. Of course we observe only X and σ t is hidden into it, so our goal in the paper will be to uncover σ t , and its distribution in particular, with assuming as little as possible about the rest of the components of X and the volatility itself (including whether X is generated from a jump-diffusion or a pure-jump model). Given the preceding discussion, the scaling of the driving martingale components over short intervals of time will be of crucial importance for us, as at best we can observe only a product of the stochastic volatility with Z t,t+∆ . Our assumption A below characterizes the behavior of X over small scales.
Assumption A. The Lévy measure of µ satisfies:
for every t > 0 and every p > β , where 0 ≤ β < 1 is some constant.
where there exists
The small scale behavior of the driving martingale in both models (W t and t 0 R κ(x)μ(ds, dx) respectively) is like that of a stable process with index β. The case β = 2 corresponds to the jump-diffusion model and the case β < 2 to the pure-jump model. The index β determines the "activity" of the driving process, i.e., the vibrancy of its trajectories, and thus henceforth we will refer to it as the activity. 6 The higher β is the more active the process X is, i.e., the more vibrant its trajectories are. The value of the index β is crucial for recovering σ t from the discrete data on X, as intuitively it determines how big on average the increments Z t,t+∆ should be for a given sampling frequency. This will become clearer when we develop our estimators in the next section.
The following lemma formalizes the above discussion on the small scale behavior of the driving martingale.
Lemma 1 Let Z t = W t and β = 2 in the case of jump-diffusion model (3) and (ds, dx) and β be the parameter in (6) 
in the case of the pure-jump model (4). Then for h → 0 we have
where the convergence is for the local uniform in t topology and S t is a stable process with charac-
with A being the constant in (6).
In assumption A we also restrict the "activity" of the residual jump components of X, i.e., we limit their effect in determining the small moves of X. In both cases, jump-diffusion and pure-jump, this is conveniently captured by the parameter β . In the case of the jump-diffusion model, the "leading" component is the diffusion and the "residual" is the jumps. In the pure-jump model the leading component is the "stable" part of the jump process and ν (x) controls the "residual" jump component. In both cases we restrict β < 1, i.e., the "residual" jump component is of finite variation (and this is why we do not need a martingale measure to define it). This restriction is not necessary if one is interested only in convergence in probability results (only β < β in both cases is needed for this). However, if one needs also the asymptotic distribution of the statistics that we introduce in the paper, then this assumption is unavoidable. In most parametric continuous models used to date this restriction is satisfied.
It is important to note that ν (x) in part (b) of the theorem is a signed measure and therefore assumption A restricts only the behavior of ν(x) for x ∼ 0 to be like that of a stable process.
However, for the big jumps, i.e., when |x| > K for some arbitrary K > 0, the stable part of ν(x) can be completely eliminated or tempered by negative values of the "residual" ν (x). An example of this, which is covered by our assumption A, is the tempered stable process of Rosiński (2007) generated from the stable by tempering its tails. The latter guarantees that unlike the stable, the tempered stable process has all its moments finite. We will use later this process in our Monte Carlo study. Therefore, while assumption A ties the small scale behavior of the driving martingale of X with that of a stable process, it importantly leaves its large scale behavior unrestricted (i.e., the limit of h −α Z th for some α > 0 when h → ∞ is unrestricted) and thus in particular unrelated with that of a stable process. Finally, part (b) of assumption A can be further weakened by requiring the "residual" term in X due to ν (x) to have arbitrary time-dependence (and not necessarily tied with σ t ). This however would be only a mild extension that has not been used in the parametric pure-jump models to date and therefore we do not consider it here.
Our next assumption imposes minimal integrability conditions on α t and σ t and further limits the amount of variation we can have in these processes over short periods of time. Intuitively, we will need the latter to guarantee that by sampling frequently enough we can treat "locally" σ t (and α t ) as constant.
Assumption B. The processes α t and σ t are square-integrable and satisfy for every 0 < s < t
where C is a constant that does not depend on time.
Assumption B is very weak: it covers all processes used in continuous-time econometrics to date, including the most typical case of Itô semimartingales, but also Lévy-driven moving average processes (e.g. Brockwell (2001) ) as well as long-memory models where the driving process is a fractional Brownian motion (e.g. Comte and Renault (1998) 
where W is a Brownian motion independent from W ; µ is a homogenous Poisson measure, with Lévy measure ν(dx), having arbitrary dependence with µ. We have for every t and s:
where C > 0 is some constant that does not depend on t and s.
where µ is a homogenous Poisson measure, with Lévy measure ν(dx), having arbitrary dependence with µ. We have for every t and s:
Assumption B implies of course the weaker assumption B. It is still a very general assumption, which is satisfied by the multifactor stochastic volatility models that are widely used in financial econometrics (e.g. the affine class of Duffie et al. (2000) ). In particular, note that assumption B allows for a completely arbitrary dependence between the increments in σ t and those in X, i.e., socalled "leverage" effects in a most general form (by linking either jumps or Brownian motions) are allowed. Assumption B also strengthens the integrability assumption on σ t by requiring existence of moments up to order 6, but this is relatively mild strengthening.
Finally, in our estimation we make use of long-span asymptotics, for (a transformation of) the process σ t and the latter contains temporal dependence. Therefore, we need a condition on this dependence that guarantees that a Central Limit Theorem for the associated empirical process exists. This condition is given in our next assumption.
Assumption C-u. The volatility σ t is a stationary and ergodic process and we further have for some
where β = 2 if the process is a jump-diffusion and else is the constant appearing in (6).
The above assumption guarantees that the following integral, which will be the asymptotic variance of our estimator, is well defined (see Jacod and Shiryaev (2003) , Theorem VIII.3.79):
where the constant Z β is given in (8). Assumption C-u can be easily verified when the conditional characteristic function of |σ t | β is known in closed form, e.g., in the affine jump-diffusion models.
We note also that more primitive sufficient conditions for (14) can be given in terms of mixing coefficients (if σ t is mixing), an example is given by assumption C below.
Assumption C . The volatility σ t is a stationary and α-mixing process with E|σ
where
3 Limit theory for Realized Laplace Transform
The Case of Fixed Activity
Now we are ready to develop our estimators and derive their asymptotic properties. We will assume that we observe the process X at the equidistant times 0, ∆ n , ..., i∆ n , ..., [T /∆ n ] where ∆ n is the length of the high-frequency interval and T is the span of the data. Most of the asymptotics in this paper will be joint: fill-in (∆ n → 0) and long-span (T → ∞). This is appropriate for financial applications where one has long series of finely sampled asset prices. We start our analysis with the case when the activity level β is known to the econometrician.
We aggregate the high-frequency data into the following realized measure:
V T (X, ∆ n , β, u) is essentially the real part of the empirical characteristic function of the appropriately scaled increments of the process. Its connection with the Laplace transform of the volatility that we are after can be intuitively described as follows. Since the driving martingale over small scales behaves like β-stable (assumption A) and the volatility changes over short intervals are not too big on average (assumption B), then the "dominant" part (in a fill-in asymptotic sense) of the increment ∆ n i X (when ∆ n is small) is σ (i−1)∆n Z (i−1)∆n,i∆n with Z (i−1)∆n,i∆n being approximately stable. Then, using the self-similarity of the stable process, Z (i−1)∆n,i∆n will behave like ∆ 1/β n × Z 0,1 , and further the characteristic of a stable process is given by e −|uZ β | β . Therefore, for a fixed T , V T (X, ∆ n , β, u) is approximately a sample average of a heteroscedastic data series. Thus, by a law of large numbers (when ∆ n → 0), it will converge to T 0 e −|uσtZ β | β ds, which is the empirical Laplace transform of |σ t | β (when viewed as a function of |uZ β | β and after dividing by T ). For this reason we will refer to V T (X, ∆ n , β, u) as the Realized Laplace Transform of volatility. The following theorem gives the precise fill-in asymptotics result. In it we denote with L − s convergence stable in law, which means that the convergence in law holds jointly with any random variable defined on the original probability space. We also use the standard notation x ∧ y = min{x, y} and
Theorem 1 For the process X, assume that assumptions A and B hold, fix T and let ∆ n → 0.
(a) If β > 4/3 and β < β/2 for β and β the constants of assumption A, then we have
where E is a standard normal variable defined on extension of the original probability space and further
A consistent estimator for the asymptotic variance is given by
The high-frequency data allows us to "integrate out" the increments Z (i−1)∆ n ,i∆ n , i.e. it essentially allows to "deconvolute" σ t from the driving martingale of X (W t and t 0 R κ(x)μ(ds, dx) respectively). The fill-in asymptotic limit of (17) is the empirical Laplace transform of the stochastic volatility (after dividing by T ). Then, by letting T → ∞ (and dividing by T ) we can eliminate the sampling variation due to the stochastic nature of σ t , and thus recover its population properties, i.e., estimate E e −|Z β uσ t | β . The latter is the Laplace transform of |σ t | β that we are after (after an appropriate change of variable with respect to u). The next theorem gives the asymptotic behavior 
where Z is standard normal random variable and
(b) If in part(a) we strengthen assumption B to assumption B , we get the weaker
where U is standard normal random variable and the function F β was defined in Theorem 1.
Under the condition of Theorem 2 (a), the leading component in the asymptotic expansion (for the joint asymptotics) of the scaled and centered realized Laplace transform can be split into two com-
T (u) and Y T (u) captures the effect from the discretization error, i.e., the fact that we use high-frequency data and not continuous record of X in the estimation. The magnitude of the discretization error is hence naturally a function of how big are the intervals between price observations, i.e., ∆ n . Therefore, in order to determine the relative importance of the discretization error and the error associated with the empirical process, we need a condition for the relative speed of ∆ n → 0 and
Part a and b of the above theorem provide such relative speed conditions. In analyzing them, it is helpful first to evaluate these conditions in the most typical case in finance, i.e., when X is a jump-diffusion model with finite activity jumps (e.g. compound Poisson). In this case β = 2 and β = 0. If further assumption B holds (as in the multifactor stochastic volatility models), then the relative speed condition becomes √ T ∆ n → 0. This is a very weak condition and allows in particular the span of the data to increase much faster than the sampling frequency. Compared with the standard requirement T ∆ n → 0 found in the related problem of maximum-likelihood estimation of diffusion processes with discrete data, see e.g., Prakasa Rao (1988) , our relative speed condition is much weaker.
In the more general case for X, the relative speed condition is a function of the elements present in X. It is worth to keep in mind that the leading component determining the behavior of the realized Laplace transform V T (X, ∆ n , β, u) is the "stable process part" of X ("convoluted" with the stochastic volatility σ t ). However, X contains other components, mainly less "active" jumps and a drift term, whose effect on V T (X, ∆ n , β, u) although dominated by the "stable process part" might still affect its rate of convergence. In particular, the drift term in terms of its small scale behavior is similar to a stable process with activity level of β = 1. Hence, when the index β in (6) is lower, the leading component gets closer in small scale behavior to the drift term. Therefore, the relative speed condition deteriorates (this is captured by the term
T (u) stated in Theorem 2). The effect of having additional jumps with activity β (in addition to the "locally stable" part) is similar.
Finally, in part (c) of the theorem we give the limiting distribution of the discretization error
The processes Z and U will be independent when σ t and the driving martingale in X are independent, i.e., the case of no "leverage". Otherwise there will be dependence between them determined by the "leverage" effect. Of course, the relative speed conditions discussed here give asymptotic limits and we will check in the empirical section if the asymptotic theory applies well for the time span and frequencies of the typical financial data sets that are available.
It is interesting to compare our Theorem 2 with the results of Van Es et al. (2003) . In the context of a pure-diffusion model (i.e., the model in (5) but with no jumps), these authors propose to estimate the density of the stochastic volatility process by utilizing the fact that the squared high-frequency returns are approximately sum of the log-volatility (the signal) plus the log of a squared normal random variable (the noise). Then the estimation of the log-volatility density is done by using a deconvolution density estimator. However, since the density of the noise is very smooth, the deconvolution is very hard and results in mean squared errors decreasing at a logarithmic rate only. 7 By contrast, our estimator of the Laplace transform of volatility (which uniquely identifies its distribution) possesses the standard √ T rate of convergence and naturally extends without any modification in the case with jumps.
The limit results so far were derived for a fixed u. However, in a typical application one would like to know the Laplace transform as a function of u. Therefore, we next show in the following theorem that the asymptotic results for β, u) in Theorem 2 hold also functionally, i.e., when one considers 
T (u) is a Gaussian process with variance-covariance
2 ∞ 0 E e −|Z β uσt| β − E e −|Z β uσt| β e −|Z β vσ 0 | β − E e −|Z β vσt| β dt, u, v > 0. (24) (ii) The limit of Y (2) T (u) in
case (c) of Theorem 2 is a Gaussian process with variance-covariance matrix
So far we have established the asymptotic behavior of the Realized Laplace Transform of the volatility. One might naturally ask whether this analysis can be extended to derivatives of our realized measure with respect to u, i.e., whether the latter converge to the corresponding derivatives of the limit E(e −|Z β uσ t | β ). Unfortunately this is not the case for two reasons. First, powers above 2 of a stable random variable with β < 2 do not exist, and therefore the derivatives of
will not exist when evaluated at u = 0. Second, and more importantly the derivatives
, and the asymptotic behavior of these terms will be affected by the "big" jumps.
We turn now to making Theorem 2 feasible, i.e., deriving estimates from the high-frequency data for the asymptotic variance of the leading term Y T (u) is just a sample average of (19)). To state our next theorem we introduce some more notation. We denote for t = 1, ..., T
and we further set
Theorem 4 Suppose assumptions A, B and C hold. Then, when T → ∞ and ∆ n → 0, for arbitrary integer k ≥ 1 and every u, v > 0 we have
If further L T is a deterministic sequence of integers satisfying
we have
where ω(i, L T ) is either a Bartlett or a Parzen kernel.
The result in (26) is of independent interest. The sample average of the limit in (26) essentially identifies the joint Laplace transform of |σ t | β and |σ s | β . This result can be used for estimation and testing of the transitional density specification of the volatility process. This is outside of the scope of the current paper and we do not pursue this any further here.
We finish this section with stating a corollary that summarizes the estimation of the Laplace transform of the volatility in the case when the true β is known. In this corollary we set A in (6) such that Z β = 2 −1/β for ∀β ∈ (1, 2]. From an econometric point of view we are free to set A in an arbitrary way since what we observe is X which is an integral of σ t with respect to the jump martingale and we never observe the two separately (in the same spirit in the jump-diffusion model the integration is "normalized" to be with respect to the Brownian motion and not a multiple of it). The above choice of A ensures continuity across β (including the case β = 2). 8 
Corollary 1 Under the conditions of Theorem 2, we have that
Finally, if we put a wrong value of β in the calculation of the Realized Laplace Transform of volatility, then it is easy to see that 1 T V T (X, ∆ n , β, u) will converge either to 1 or 0 depending on whether the wrong value is above or below the true one respectively.
The Case of Estimated Activity
The above asymptotic results relied on the premise that the value of β is known to the econometrician, which is somewhat unrealistic in practice. On the other hand, the realized Laplace transform crucially relies on the value of β, as the latter enters not only in its asymptotic limit and variance but also in its construction. At the same time developing an estimate for β from the high-frequency data is relatively easy (we will give an example in the next section). Hence, here we investigate the effect of estimating β on our asymptotic results from the previous section. The result is stated in the following theorem.
Theorem 5 Suppose there exists an estimator of β, denoted with β and assumptions A, B and
for some α > 0, then we have 
where G β (x) = βx β e −x β for x > 0. (uZ β σ t ) ) is given by
(c) Under the conditions of part (b), a consistent estimator for E(G β
Unlike the estimation of E e −|Z β uσ t | β , which requires both ∆ n → 0 and T → ∞, the estimation of β can be performed with a fixed time span by only sampling more frequently. Therefore, typically the error β − β will depend only on ∆ n . Thus, in the general case of part (a) of the theorem, we need the relative speed condition T ∆ 1+α n → 0 for some arbitrary small α > 0 to guarantee that the estimation of β does not have an asymptotic effect on the estimation of the Laplace transform of the volatility. By providing a bit more structure, mainly imposing the restriction that β is estimated by previous part of the sample or an initial part of the current sample with a fixed time span, we can derive the leading component of the introduced error in our estimation. This is done in part (b) of the theorem, where it is shown that the latter is a linear function of β − β (appropriately scaled). As mentioned earlier, β does not need long span, just sampling more frequently, i.e., ∆ n → 0. Therefore, in a practical application one can estimate β from a short period of time at the beginning of the sample and use the estimated β and the rest of the sample (or the whole sample) to estimate the Laplace transform of the stochastic volatility. In such a case, part (b) allows to incorporate the asymptotic effect of the error in estimating β into calculation of the standard errors for E e −|Z β uσt| β . For this, one needs to note that the errors in (21) and (29) in such case are asymptotically independent. Finally, the results of Theorem 5, suggest that a more efficient estimator, in the sense of faster rate of convergence, will mean that the approximation β, u) will be smaller asymptotically. Hence, it is desirable to use estimators for β that have good properties. And this is the case under fairly general conditions: √ ∆ n -consistent estimates for β (when β < β/2) can be constructed by using a ratio of power variations over two scales for appropriately chosen power, see Todorov and Tauchen (2009a) and equation (35) in the next section. We note finally that the upper bound on α in part(b) of the above theorem would typically be satisfied as it is due to the effect from the presence of less active (from the leading stable) components of X, and the latter will typically bound the rate of convergence of an estimator β in a similar way. Similar to Theorem 3 there is a functional analog of Theorem 5. We omit this (trivial) extension.
We finish the section with stating the analogue of Corollary 1 in the case when β is estimated from the data. We make the same choice for the constant A as in that corollary. 
Corollary 2 Under the conditions of Theorem 5, we have that
L |σ t | β (u) = 1 T V T (X, ∆ n , β, (2u) 1/ β ) for some u > 0
Monte Carlo Assessment
We now examine the properties of the estimators of the Laplace transform given by Corollaries 1 and 2 of the preceding section. The Monte Carlo work is undertaken for the setups in Cases A-F described immediately below, which are based on five models calibrated for a financial price series evolving in continuous time. The results are then summarized in the two subsequent subsections.
Since our estimators are intended for large dense data sets, we use 1, 000 Monte Carlo replications of 3, 000 "days" worth of 200 within-day price increments. In the descriptions of the cases below, W and B are generic Wiener processes and L is a generic pure-jump Lévy process with no drift.
Case A: Continuous affine stochastic volatility model
This model is the basic affine model without jumps and with persistent volatility:
Case B:
This model is (31) above but with added Merton-type jumps, i.e., compound Poisson jumps with normally distributed jump size:
Case C: Jump-diffusion with pure-jump volatility
Here, a finitely active pure-jump volatility process replaces the continuous volatility process of the preceding case: 
Case D: Stable pure-jump price process with continuous volatility
L t is pure-jump with Lévy density where ν(x) = 0.11 |x| 1+1.7 (β = 1.7).
(34)
Case E: Tempered stable pure-jump price process with continuous volatility This case is the same as Case D except L t is a tempered stable also with activity β = 1.7; its Lévy density is
We can represent the above tempered stable process as a sum of a stable process with index β = 1.7 and another Lévy process with activity 0.7 (these two processes will be dependent) and hence assumption A will be satisfied with β = 0.7. This implies that X contains "residual" (to the stable) component which is quite active and therefore Case E represents a very stringent test for the small sample behavior of the Realized Laplace transform of volatility.
Case F: Incorrectly chosen value of the index β
The data generating process is the same as Case E, where the index is β = 1.7, but the computations are done under the presumption the index is 2. The most interesting situation is Case F, where the true index is 1.7 but the computations are done on the assumption that it is 2.0. Now the estimator severely overestimates the true Laplace transform. The reason is that in forming the realized Laplace transform the increments should be inflated by the factor (1/∆ n ) 1/1.7 but they are instead inflated by the much smaller (1/∆ n ) 1/2.0 .
Monte Carlo Results When Activity is Fixed
Using the under-inflated increments in the computations induces a very large upward bias in the estimator. Table 2 summarizes the Monte Carlo evidence pertinent to Corollary 2 where the index β is presumed unknown and estimated as using the method described in Tauchen (2010, 2009a) . 9 Only Case A-Case E are shown since Case F (an incorrectly chosen index) is not rele-9 The estimator is given by vant when the index is estimated. As to be be expected, the estimator of the Laplace transform is less accurate than when the activity is known as in Case A-Case E of Table 1 above. In the basic Case A the estimator remains quite precise in the presence of continuous stochastic volatility. On the other hand, the finitely active price or volatility jumps of Case B and Case C cause some mild downward bias in estimator while the infinitely active price jumps of Case D and Case E induce some upward bias. These biases however are small when compared with the median absolute deviation of the estimator.
Monte Carlo Results When Activity is Estimated
5 Empirical Application
Initial Empirical Evidence
We use two data sets to illustrate the estimator and some potential uses. The first is 1-minute level data on the S&P 500 futures index, January 1, 1990, to December 31, 2008, yielding 1, 900, 000
1-minute price increments. Preliminary investigations indicated that the autocorrelations in this returns series are very small and insignificant, suggesting microstructure noise is not a serious concern for these returns 10 . The second data set consists of 5-minute observations on the S&P 500 volatility index, the VIX, from The top two panels of Figure 1 show the estimated log-Laplace transform of the spot variance, σ 2 t , of the two series along with two-sigma confidence bands. The calculations were done using Corollary 1 with β = 2 for both series. We compare our estimates with the estimate of the logLaplace transform of the Realized Variance, which is shown with a dashed line on the two top panels. There is a clear wedge between the two log-Laplace transforms for both data sets that becomes more evident from the LT×LT plot (analogous to a Q-Q plot) in the lower panels of where p * is optimally chosen from a first-step estimation of the activity and the power variation Φ T (X, p, ∆ n ) is defined as
10 We also performed the estimation at 5-minute and found very little difference between the estimates at the two frequencies.
11 The VIX index represents a traded security whose value is computed by the CBOE using a portfolio of out-ofthe-money options written on the index over a wide range of strike prices. Its value is a very close approximation to that of a variance swap, a forward contract on the total quadratic variation of the log-price of the underlying asset over a fixed interval into the future. See Todorov and Tauchen (2009b) and the references therein for a much more extended discussion of the VIX index. 
where L is a nonnegative Lévy process and κ is a nonnegative function capturing the persistence in volatility. Then the integrated variance is
where the kernel κ * of the integrated variance is readily determined from the kernel κ of the spot process by a simple interchange of order of integration. When volatility is persistent, κ and κ * will be similar. Given this evident tight connection, it is interesting to explore the reasons for the wedges so apparent in Figure 1 .
Model Features that Drive the Spot/Realized Variance Wedge
We undertake this investigation by computing the Laplace transforms on a single simulation for the four most pertinent cases, B, C, D and F, with the implied LT×LT plots displayed in Figure 2 . 13 From Case B in the top left panel, it is seen that price level jumps contribute to the wedge in a manner consistent with the data, but the effect is small. 14 In Case C price jumps in conjunction with volatility jumps generate much more separation in the expected direction. In order to "net out" the effects of the price jumps, the top right panel also shows the LT×LT plot for the Truncated Variance of Mancini (2009) 
as u > 0 varies. The LT×LT plot reveals differences just as a Q-Q plot in statistics, and if it lies everywhere on the 45-degree line then the two transforms are the same. Our convention is that the horizontal axis of the LT×LT plot corresponds to the log Laplace transform of the spot variance while the vertical axis corresponds to that of an alternative variance measure.
13 As seen from the Monte Carlo, the amount of sampling variation is relatively small to have any impact on our comparisons here.
14 The asymptotic limit of the Realized Variance in the jump-diffusion case is
where here = 0.49, i.e. very close to 1/2 and α is 4 × √ BV for BV denoting the bipower variation over the day.
These choices of the tuning parameters ensure reliable estimation of the integrated variance place of the Realized Variance only entails a small reduction in a large wedge, suggesting that it is the volatility jumps that account for most of the separation seen in the top right panel of the figure.
In the bottom row, cases D and F, the data generation process is quite different and some care is needed in interpreting the two panels. For both cases the price process is pure-jump without a Brownian component. For the bottom left panel an appropriately adjusted Truncated Variance 16 is used to recover T 0 |σ s | β ds. Now the two LT×LT plots lie on top of each other, which is not surprising because the larger price jumps have been removed, volatility jumps are absent, volatility is persistent, and the correct value of β = 1.7 is used in computing. By contrast, for Case F in the lower right panel the data generation process is the same, but the incorrect value of 2.0 is used in the computations for the estimator of the Laplace transform of the spot volatility. Now there is a huge wedge which is due to the fact that the wrong scaling factor is used in the computations for the Realized Laplace transform.
The takeaway message from Figure 2 is twofold: First, both price and volatility jumps, and likely more so the latter, generate a wedge between the Laplace transforms of the spot and Realized Variance in a direction completely consistent with that seen in the data. Second, the use of an incorrect value for the activity index in computing the Realized Laplace transform can generate a very misleading estimate, because the price increments are incorrectly scaled in computing the cosine transformation (17) of the data.
Empirical Evidence Revisited

The Spot/Realized Variance Wedge
Guided by the findings of the preceding subsection, we re-estimated the plots of Figure 1 . Now we use estimated values of the activity index β (using (35)), which are 2.002 for the S&P 500 Index and 1.733 for the VIX, in computing the spot volatility Laplace transform estimate. We also use 16 In the pure-jump model the Truncated Variance would converge to zero. In order for it to trim out just the largest jumps, we need to scale it up. The following is easy to show for a re-scaled Truncated Variance, see e.g. Ait-Sahalia and Jacod (2010)
Using our choice for A, this simplifies to
from which it is easy to note that the scaling factor multiplying T V T converges to 1 when β approaches 2 (i.e. the jump-diffusion case). In our application we set α = 15 and = 0.49. Figure 3 . A plausible explanation is that the VIX is a pure-jump process, consistent with the findings adduced in a much different manner by Todorov and Tauchen (2010) . The use of the fixed value 2.0 for the activity index in Figure 1 improperly scaled the VIX price increments and left a misleading impression about the wedge, while the use of the estimated value of the activity index properly scales the increments and yields a more reliable depiction in Figure 3 .
Unconditional Density of Volatility
As noted in the Introduction, an established strategy for modeling a stochastic volatility process entails specifying its unconditional density along with the dynamic dependence; our estimator is of direct use for the former and there are well established strategies for the latter. The left-hand panel of Figure 4 shows the implied log Laplace-transform of the unconditional density (a Gamma distribution) of the affine diffusion Model A in equation (31) along with the two-sigma confidence bands for the estimated spot variance based on Corollary 2. The model-implied transform is determined by calibrating the two parameters of the Gamma using numerical interpolation to two points at the outer range of the estimated transform of the S&P 500 index spot variance.
Comparing the Gamma model-implied transform to the confidence bands suggests the empirical evidence discredits the Gamma as a candidate distribution. In contrast, the right-hand panel of Figure 4 shows the model-implied log-Laplace transform from a Generalized-Inverse-Gaussian. This three-parameter distribution nests the Gamma and is also the marginal density for many stochastic volatility models (Barndorff-Nielsen and Shephard, 2001) . The parameters were calibrated by matching three points of the estimated spot volatility Laplace transform, two at outer range of the domain and one in the center. Unlike the Gamma, the Generalized-Inverse-Gaussian gives essentially a perfect fit (R 2 ≈ 1.00) over the entire domain of the transform. The GeneralizedInverse-Gaussian thus appears to be an an excellent choice for the required marginal distribution of volatility.
Since probability densities are easier to interpret, we show in Figure 5 the implied density under the Generalized-Inverse-Gaussian distribution for log |σ t | β along with that of the daily log The left panel shows the implied log-Laplace transform for spot variance under a Gamma distribution along with the datadetermined confidence interval for the nonparametric estimate of the log transform; the right panel is the same but for a Generalized-Inverse-Gaussian distribution fit.
Truncated Variance (which measures the log of T 0 |σ s | β ds), both obtained by the interpolation scheme described above. Evidently, the density of the spot variance is more dispersed around the mode than is the the density of the integrated variance. The integration used to accumulate the daily integrated variance smoothed over sharp short-term within-day movements as would be induced by factors such as volatility jumps. 17 The density of the smoothed variance would therefore be misleading in the established two-pronged approach to modeling stochastic volatility.
Conclusions
We propose and derive the asymptotic properties of the Realized Laplace transform of volatility computed from high-frequency data. The results are sufficiently general to cover essentially all jump-diffusion and pure-jump processes that have been used in modeling financial prices. A crucial step in estimating reliably the Realized Laplace transform is to account correctly for the small scale behavior, i.e., the level of activity, of the driving martingale. We show that after properly accounting for the activity, the estimator has very good robustness properties. This includes robustness against the presence of additional components in the discretely-observed process which are of lower activity like the drift term and jumps of finite variation. In a practical application we find that, after estimating and accounting for the activity levels, the Laplace transforms of the spot and integrated variance of S&P 500 index differ in an explicable way, while the transforms for the VIX index are closer.
Finally, our realized measure can be used in developing estimators for the volatility process.
This can be done in two ways. One is to match the marginal density and the dependence structure with the ones observed in the data. Our realized measure is of direct use for the first part of such estimation. The second way is to match the model-implied joint Laplace transform of the volatility process over different points in time with that estimated from the data using our realized measure. This is particularly attractive for models in which the conditional Laplace transform of the volatility process is known in closed form. We leave these applications for future research.
Proofs
In all the proofs we will denote with C a constant that does not depend on T and ∆ n , and further it might change from line to line. We also use the short hand E n i−1 for E ·|F (i−1)∆n . In all proofs we will restrict attention only to the case of pure-jump: the proofs for the jump-diffusion proceed in exactly the same way with only minor adjustments.
Proof of Lemma 1
Since h −1/β Z ht is a Lévy process to prove the convergence of the sequence we need to show the convergence of its characteristics (see e.g. Jacod and Shiryaev (2003) , Corollary VII.3.6), i.e., we need to establish the following for
where g is an arbitrary continuous and bounded function on R, which is 0 around 0.
The first convergence result in (37) follows trivially as we have R κ(x)ν(x)dx < ∞, and β > 1.
The last two results of (37) follow by a change of variable in the integration and using the fact that by assumption A we have |ν (x)| < K |x| β +1 for |x| ≤ x 0 where x 0 is fixed and β < β.
Proof of Theorem 2
First, the Lévy measure of a standard β-stable process, i.e., a Lévy process L t with E e −iuL t = e −t|u| β , is 1
and further using Lemma 14.11 of Sato (1999) , we can simplify 2
.
Then the pure-jump, zero-mean stable Lévy process corresponding to the Lévy measure A
times the pure-jump, zero-mean standard β-stable process (this follows from the self-similarity property of the stable process). Therefore it is no limitation to assume that the constant A in the theorem corresponds to that of a standard stable process and we will do so without further mention.
Throughout, after appropriately extending the original probability space, we will use an alternative representation of the process X, which is given by
where µ 1 , µ 2 and µ 3 are homogenous Poisson measures with compensators respectively
Finally, to simplify notation we will also use L t = t 0 R xμ 1 (ds, dx) which is just a β-stable process. With this notation we have the following decompostion
First, given assumption C-u and using a CLT for stationary and ergodic process, see Jacod and Shiryaev (2003) , Theorem VIII.3.79, we have
where Z is the standard normal variable appearing in equation (22). Next, using the self-similarity of the stable process L, and the expression for its characteristic function, we have
Since |F β (x)| ≤ C|x| β−1 for F β (x) denoting derivative with respect to x, the process σ t is square integrable and stationary, and by an application of Cauchy-Schwartz inequality and assumption B,
we can further write
where σ * s is a value between σ s and σ (i−1)∆ n − . Then, applying Theorem VIII.2.27 of Jacod and Shiryaev (2003), we get
for U the standard normal variable in equation (23).
We are left with the terms involving ξ
i,u and ξ
i,u . We will determine their order of magnitude by bounding their first or second moment. We start with the term involving ξ (2) i,u . When only assumption B is made, we can use a first-order Taylor expansion and Cauchy-Schwartz inequality to get
where σ * s is some value between σ s and σ (i−1)∆ n . Therefore, under assumption B we get
Now we derive the bound for ξ
i,u when we assume the stronger assumption B . In this case we first can decompose ξ (2) i,u using first-order Taylor expansion as
where K 1 (x, u) = −βsign{x}|u| β |x| β−1 e −|ux| β , σ * s is a number between σ (i−1)∆n− and σ s , and
Since
i,u (1) = 0. Using Itô 's isometry and square integrability we further have
Therefore using the integrability conditions in assumption B , we have altogether
For ξ
i,u (2), by using Cauchy-Schwartz inequality, Itô 's isometry and the integrability conditions of assumption B , we can write
To continue further we make use of the following algebraic inequality
where the constant C depends only on the value of u. We can further simplify this inequality upon noticing |y| β−1 1 {|x−y|≥0.5|y|} ≤ C|x − y| β−1 . Plugging in the above inequality x = σ * s and y = σ (i−1)∆ n − , using successive conditioning (first on the filtration F (i−1)∆ n ), Burkholder-DavisGundy inequality, and finally the Holder inequality combined with the integrability conditions of the theorem, we get
Finally, first-order Taylor expansion implies
and using the integrability conditions in assumption B , we can write
Turning to ξ
i,u , we can decompose it as
i,u (5) =
and u∆ 
where we made use of the assumption that |ν 2 (x)| ≤ K |x| β +1 for |x| sufficiently small. Therefore
i,u (2), using the boundedness of the function sin(x) and the square integrability of a s from assumption B, we trivially have
Similarly,
i,u (4) we first can use assumption B and apply Jensen's inequality to get
. Therefore, upon noticing that κ (x) is 0 around 0 (and hence the integral with respect toμ in ξ
i,u (4) becomes the usual Riemann integral), we get from the above inequalities
i,u (5), we have trivially when only assumption B holds:
We derive now a tighter bound when the stronger assumption B is assumed. The proof proceeds
Then for each of the terms we can argues as follows. First we can split the range of integration:
Then for the first integral on the right hand side of the above decomposition we can use BurkholderDavis-Gundy inequality and get
where we made use of the definition of ν 1 (dx) and the fact that for x sufficiently close to 0, κ(x) = x.
For the second integral we can decompose as integration with respect to µ and the compensated measure and then use again Burkholder-Davis-Gundy inequality to get
Similar analysis also gives the following bounds
To continue further we denote Y n s =
when this is not the case. Note that Z n s is time-homogenous martingale independent from the stable process L (and the measure µ). This follows from our assumption on µ and the fact that the Brownian motion and a homogenous Poisson measure generate independent filtration. With this notation using integration by parts, we have
where we made use of the independence of Z n s from Y n s andỸ n s . 18 Finally for the case when µ and µ are not necessarily independent, we have the following additional bound.
for ι > 0 arbitrary small. Thus altogether under assumption B we have
On the other hand using the boundedness of the sin(x) function, Itô 's isometry (note that κ(x) has bounded support and therefore R κ 2 (x)ν 1 (dx) < ∞), and the fact that E i∆ n
Similar transformations yield
Proof of Theorem 1
The results for
i,u and
i,u in the proof of Theorem 2 above can be applied directly in showing that
t Z β | β ds converges in distribution to a continuous martingale with quadratic variation T 0 F β (uZ β σ s )ds. Thus, we only need to show that the convergence holds stably on the original probability space. To prove the latter, using Theorem IX.7.28 of Jacod and Shiryaev (2003) , we need to show only
18 In the case β = 2, i.e., the jump-diffusion model, we will have an additional term sin
. This term will be in expectation zero because of the symmetry of the Brownian motion and the fact that sin(x) is symmetric in x.
where M is a bounded martingale defined on the original probability space. When M is discontinuous martingale, the result follows from the fact that the limit of
i,u is a continuous process and the fact that continuous and pure-jump martingales are orthogonal, see e.g., I.4.11 of Jacod and Shiryaev (2003) . When M is a continuous martingale, we can write
t denoting the filtration generated by the jump measure µ 1 . Then using a martingale representation for the martingale (N t ) t≥(i−1)∆n with respect to the filtration F µ 1 t (note µ 1 is a homogenous Poisson measure), we can represent N t as an integral with respect toμ 1 . But then since pure-jump and continuous martingales are orthogonal, we have
Proof of Theorem 3
In the proof we use the same decomposition of the difference
− E e −|uσt| β as in the proof of Theorem 2, and as in that proof we choose A so that Z β = 1. Since assumption C implies C-u for any u, we have from Theorem 2 the finite dimensional convergence of
dt to a Gaussian process with variance-covariance matrix given in (24). Hence we are left with establishing the tightness of the sequence. For this lets denote for arbitrary u, v ≥ 0:
Then, using successful conditioning, Holder's inequality and Lemma 3.102 in Jacod and Shiryaev (2003) , together with the boundedness of z t and assumption C , we get
Using Theorem 12.3 of Billingsley (1968) , the above bound implies the tightness of the sequence
)dt, and from here we have its convergence for the local uniform topology.
Turning now to
i,u , from the proof of Theorem 2, we have the finite-dimensional convergence to a Gaussian process with variance-covariance given by (25). Therefore, we only need to establish the tightness of the sequence. For this we use the proof of Theorem 2 to get
≤ C|u − v| p for some constant C and 1 < p < β. From here using Theorem 12.3 of Billingsley (1968) , we get the tightness of
Similarly, using the proof of Theorem 2, we can show
for 1/2 < p < β/2 and ι arbitrary small. This establishes tightness for ∆
i,u (2) and together with the finite-dimensional result in the proof of Theorem 2 for it, we have convergence for the uniform topology. When assumption B holds, we can show in the same way
for 1/2 < p < β/2 and ι arbitrary small. This together with the finite-dimensional result in the proof of Theorem 2 for this term implies that
i,u (1) converges on the space of continuous functions equipped with the local uniform topology.
Next, using the proof of Theorem 2, it is easy to show that for any u > 0 and when only assumption B holds, we have lim
The same holds when in the above we replace (
i,u with either of the following terms:
i,u (2) and ( 
i,u (6). This implies that those terms are uniformly in u bounded in probability. Finally, we are left with the term involving ξ (5) i,u under the stronger assumption B . We can argue for each of its subcomponents, according to the decomposition given in the proof of Theorem 2, using either the approach in (52) or the one in (53).
Proof of Theorem 4
To simplify notation, as in the proof of Theorem 2, we will assume that A is such that Z β = 1. If we denote for k ≥ 0 Z k (β, u) = 1 T 
then under our assumptions, by standard arguments, see e.g., Proposition 1 in Andrews (1991), we 
From here, the result in (26) follows immediately. For (27), the proof follows by taking into account also (55) as well as the relative speed condition between L T and ∆ n in the theorem.
Proof of Theorem 5
Part a. Given Theorem 2, we need to prove that the difference
is asymptotically negligible. We have
where β * is between β and β. Then, using the integrability of the absolute values of the increments of X and also the fact that β > 1, and upon applying Markov's inequality, we get
Since β − β = o p (1), we have P Part b. In the case when β uses an initial part of the sample (with fixed span) that is used in the construction of V T (X, ∆ n , β, u), we can replace the latter with the same statistic but using only that part of the sample that is not used in the calculation of β. Since the time span of the sample used in the calculation of β is fixed, this will have no asymptotic effect. Therefore, it is sufficient to consider only the case when β uses only information before the beginning of the sample and we do so in the proof of the theorem.
First, since β P −→ β, it is no limitation to restrict attention on the set for which |1/ β − 1/β| < /2 for some > 0 such that < 1/(β ∧ β ) − 1/2 and < (1 − β /β) ∧ (2 − 2/β) − α. Then, using the proof of Theorem 2 and notation of that proof, we can write for arbitrary ι > 0
(1−β /β−ι)∧(2−2/β−ι)∧1/2 n . Similar, using successive conditioning on the set of data used in the estimation of β, we can write
(1−β /β−ι− )∧(2−2/β−ι− )∧1/2 n . Thus, we need to prove asymptotic negligibility of
where we used a first-order Taylor expansion around the true value β and we further denoted with β * some value between β and β. As in the proof of Theorem 2, in what follows without loss of generality we will set A such that Z β = 1. The proof consists of the following steps.
Step 1. We show
sin u∆
First upon differentiating in u both sides of the identity E(cos(uL)) = e −|u| β , and using the self-similarity of the stable process, we have From here using the fact that the function G β (x) is differentiable (in x), assumption B, the ergodicity of σ t combined with a law of large numbers, we get
The result then follows using Theorem VIII.2.29 of Jacod and Shiryaev (2003) and the fact that for some 1 < p < β we have
Step 2. We have 
from which the results follows by taking into account that the second term converges in L 1 and β − β = o p (∆ α n ) for some α > 0.
Step 3. The result of the theorem follows by taking into account that 
