Abstract. This paper is about guaranteed nonlinear parameter and state estimation. Sets are computed that contain all possible values of the parameter (or state) vector given bounds on the acceptable errors. The main requirement is that the dynamical equations describing the evolution of the model can be bounded between cooperatives models, i.e., models such that the off-diagonal entries of their Jacobian matrix remain positive. The performances and limitations of the techniques proposed are illustrated on a nonlinear compartmental model.
Introduction
Parameter and state estimation problems are encountered when modeling a process that involves uncertain quantities to be estimated from measurements.
Consider a system with known input vector u (t) and output vector y (t). Assume it is described by a model with the same input and consisting of a dynamical state equation
x (t) = f (x (t) , p, w (t) , u (t)) ,
with initial condition
and an observation equation
where the vector x is the state of the model, x is its derivative with respect to time, p is a vector of unknown parameters and w and v are vectors of state perturbations and measurement noise. State perturbations account for the fact that (1) is only an approximation of reality. Measurement noise is introduced in (3) to represent the imperfection of the sensors measuring the outputs of the system. Finding an estimate p for p such that the output of the model y m (x (t) , p,t) is an acceptable approximation of the output of the system y (t) is called parameter estimation. Similarly, finding an estimate x (t) for x (t) is called state estimation. When the two problems are solved simultaneously, one speaks of joint parameter and state estimation. This paper focuses on bounded-error estimation. In this context, it is assumed that the pertubations and noise are bounded with known bounds and one looks for the set of all parameter (or state) vectors that are consistent with the experimental data and these bounds. Specific methods are available for the case where the model output is linear in the parameter vector (or the initial state vector), and we shall concentrate on the more difficult nonlinear case.
The first part of this paper deals with recursive state estimation of a continuoustime model assuming that the system output is measured at discrete time instants. An idealized algorithm is presented first. As the Kalman filter, it alternates prediction and correction. The prediction step computes the evolution of the set corresponding to the state estimate. The correction step takes place as soon as a measurement of the system output becomes available. It computes the intersection of the previously calculated set with the set of all state vectors that are consistent with this measurement and the bounds on the measurement error.
The second part of this paper deals with parameter estimation. It is much shorter since the same type of tools are used as in the correction step of state estimation.
The specific difficulty when estimating the parameter or state vector of a continuoustime state-space model is that most often there is no closed-form solution of the differential state equation, which complicates the required obtention of an inclusion function for this solution. Guaranteed interval integration could in principle be used, but it becomes notoriously pessimistic as soon as the uncertainty in the parameters and initial conditions is large, as required here. We shall see that a much less pessimistic numerical inclusion function for the model output can be evaluated if the differential model can be enclosed between two cooperative systems.
State and parameter estimations are illustrated with compartmental models, widely used in biology.
Recursive state estimation

Introduction
In this section, an estimate x (t) for x (t) is to be obtained such that y m (x (t) , p,t), the output of the model (1) − (3), is an acceptable approximation of the output y (t) of the system.
Note that the parameter vector p is not necessarily known. Two approaches may be considered to estimating x (t) when p is uncertain. A first method assumes some prior knowledge about the evolution of p, described by the differential equation
where w p plays the same role as w for x. (If the parameters are assumed to be constant, the differential equation in (4) boils down to p (t) = 0.) Defining an extended state vector
makes it possible to obtain from (1) and (4) an extended dynamical state equation
or equivalently (x e (t)) = f e x e (t) , w (t) , w p (t) , u (t) , x e (0) = x e 0 (p 0 ) . With this approach, which corresponds to joint parameter and state estimation, the distinction between state variables and parameters disappears, and the situation is formally equivalent to the case with no uncertain parameters.
A second method, which is the one to be employed in this paper, integrates the uncertainty about p in the state perturbations and measurement noise. No attempt will then be made at estimating p, which will be considered as a nuisance parameter vector.
When f and g in (1) and (3) are linear functions of the state vector and when moreover the perturbations and noise are additive and receive a probabilistic description by their means and covariances, Kalman filtering [15] is the standard approach to state estimation. In the context of bounded errors, many tools are also available, see, e.g., [2] , [20] and [23] .
In a nonlinear context, the methodology is far less developed. When uncertainty is explicitly taken into account, this is most often by using an extended Kalman filter [4] based on the linearization of (1) around the state trajectory. It is well known that this type of filter may fail to produce a useful estimate of the state vector, and that the characterization of the uncertainty in this estimate is not reliable.
Guaranteed state bounding is an attractive alternative, which has been considered in a discrete-time context in [11] and [18] . All state vectors consistent with the data, model and bounds are enclosed in a subpaving, consisting of a union of disconnected boxes. In a continuous-time context, a state estimator for models such as that described by (1) and (3) was proposed in [10] but with no state perturbation or parameter uncertainty taken into account. Techniques bounding the state of continuous-time systems with poorly known state equations and inputs are presented in [1] and [6] , with applications in waste processing. Provided specific assumptions are satisfied by the signs of the entries of ∂ f/∂ x, interval observers can be built. An interval observer is a pair of classical point observers computing a box enclosure of the state x at any given time based on lower and upper bounds for each of the uncertain variables.
In this paper, interval observers and the recursive state estimation algorithm presented in [12] and [18] are combined to enclose the state x (t) of the model (1) − (3) at any given instant of time t in a subpaving. This is performed recursively and can thus be implemented in real time. Preliminary results have been presented in [19] .
An idealized algorithm is first proposed in Section 2.
2. An implementable counterpart of this algorithm is then described in Section 2.3. The advantages and limitations of the approach are illustrated on an example in Section 2.4.
Idealized algorithm
Consider the model (1) − (3) and a set of sampling instants T = {t i } i∈N * , such that t i+1 > t i , at which the measurements y (t i ) have been collected. Initially, x (0) is only known to belong to some box [x 0 ]. The vector p of uncertain parameters is assumed to be constant and to belong to some known prior box [p 0 ]. The state perturbation w (t) is assumed to satisfy w (t) w (t) w (t) at any t 0, where [w (t)] = [w (t) , w (t)] is known for all t and the inequalities are to be understood componentwise. The measurement noise v (t i ) is similarly assumed to belong to [v (
The information I (t) available at time t 0 is given by
where t M is such that t M t < t M+1 . In this context, causal state estimation is the caracterization of the set X (t) of all values of the state x (t) at any time t 0 that are consistent with I (t).
As in the Kalman filter, the idealized recursive causal state estimator consists of two steps.
For the prediction step, assume that X (t i ) ⊂ D is some set guaranteed to contain t] be the value at time t of the flow associated with (1) that coincides with x at time t i . Define the predicted set X + (t i+1 ) as
By construction, x (t i+1 ) ∈ X + (t i+1 ). Now, for the correction step, let [y (t i+1 )] be the box containing all possible values of the noise-free output when the value of the measured output is
and let X o (t i+1 ) be the set of all values of the state at time t i+1 that could have led to an observation y in [y (t i+1 )]
Then, the corrected set
is also guaranteed to contain x (t i+1 ) (see Figure 1 ). This is summarized in the following idealized algorithm.
Algorithm 1
It is easy to show [16] that X (t) as evaluated by Algorithm 1 is the smallest set guaranteed to contain x (t) that can be computed from I (t) and (1). The next section presents the basic tools required to obtain an implementable counterpart to Algorithm 1. 
Implementation issues
To obtain an implementable counterpart to Algorithm 1, three main problems have to be solved.
The first one is to represent the sets X (t i ) , X o (t i ) and X + (t i ) in computer memory. In this paper, the description of sets using subpavings presented in [17] is used.
The second problem is the evaluation of X o (t i+1 ) during the correction step (8).
An outer approximation
) by a subpaving can be obtained using the SIVIA algorithm (see below). The precision of this outer approximation is controlled by a precision factor ε S . The remaining problem is the solution at the prediction step of the set of IVPs required to evaluate X + (t i+1 ). Standard guaranteed tools are available to solve IVPs such [22] ), COSY ([8] , [9] ) or VNODE ( [24] ). These techniques are based on Brouwer's fixedpoint theorem and build a Taylor expansion of the solution while bounding the remainder in a guaranteed way. However, they become very inefficient in the presence of unknown parameters or bounded state perturbations because the bounds on the remainder soon become extremely large. We shall present a more efficient approach, based on cooperativity.
SIVIA Using interval analysis, it is possible to provide inner and outer approximations of the set X o (t i+1 ) defined by (8), using the algorithm SIVIA (for Set Inverter Via Interval Analysis, see [13] and [14] ) briefly recalled here.
An initial bounded search set X o guaranteed to contain X o (t i+1 ) has to be provided first. SIVIA partitions X o into three subpavings, namely X in contained in X o (t i+1 ) , X out such that its intersection with X o (t i+1 ) is empty and X bound for which no conclusion could be reached.
such an undetermined box is larger than the precision factor ε S , then it is bisected into two subboxes [x 1 ] and [x 2 ] to which the same tests are applied. Undetermined boxes that are too small to be bisected are stored into X bound .
X o (t i+1 ) is thus bracketed (in the sense of inclusion) between X in and X o (t i+1 ) = X in ∪ X bound . The volume of the uncertainty subpaving X bound may be reduced, at the cost of increasing computational effort. Note that there is actually no need to store X out .
Inclusion functions based on cooperativity This section aims at defining an implementable procedure for computing X + (t i+1 ) defined by (6) based on the concept of cooperativity [26] .
i.e., if all off-diagonal entries of the Jacobian matrix of f are non-negative for all t 0 and x ∈ D.
The following theorem, which is a reformulation of a result in [26] , will be used to obtain an enclosure for x (t) in (1). This enclosure will be instrumental in the implementation of the prediction step. for all p ∈ p, p , w (t) ∈ [w (t) , w (t)], t 0 and x ∈ D then the state of (1) satisfies
where x (t) = φ x 0 ,p, p,t is the flow associated with x = f x,p, p,t , x (0) = x 0 and x (t) = φ x 0 ,p, p,t is the flow associated with x = f x,p, p,t , x (0) = x 0 .
For any t 0, the box-valued function
is thus an inclusion function for x (t), the solution of (1). However, this function is difficult to evaluate, as usually no explicit expressions are available for φ (.) and φ (.).
Interval analysis provides tools for computing guaranteed outer approximations of the solution of initial value problems, see, e.g., [24] . Using these techniques, it becomes possible to compute tight enclosures of φ x 0 , p, p,t and φ x 0 , p, p,t as
The function
is thus such that
,
, t 0, and is therefore an inclusion function for the solution x (t) of (1), which can be numerically evaluated for any t 0.
be the set of all x (t) that can be traced back to an initial condition in [x 0 ] according to (1) with a parameter vector p ∈ [p 0 ]. Then if the conditions of Theorem 1 are verified Figure 2 . Here, we propose to improve the accuracy of the approximation of Φ ([x 0 ] , [p 0 ] ,t) by enclosing it in a subpaving using the IMAGESP algorithm presented in [17] and [18] and briefly recalled now.
The algorithm IMAGESP consists of three steps. First, [x 0 ] is minced, i.e., divided into boxes of width less than a given precision factor ε I . Then, the images of all these boxes are evaluated using an inclusion function of Φ and stored into a list L of image boxes. Finally, all boxes in L are merged to obtain a subpaving guaranteed to contain
The time needed to obtain this subpaving and the precision of the description (measured, e.g., using a Hausdorff distance to the approximated set) increase when the precision factor ε I decreases.
The only requirement for IMAGESP is the availability of an inclusion function for Φ, which is obtained using
Remark 1. In the previous presentation, only [x 0 ] has been minced, but if one considered the extended state vector x e (t) = (x T (t) , p T ) T , with initial condition x e 0 ∈ x e 0 = ([x 0 ] T , [p 0 ] T ) T , the mincing could have been performed on x e 0 . When [p 0 ] is a nondegenerate interval, the resulting enclosure is usually more precise, but obtained with an increased computational effort. Implementable algorithm Assume that X (t) has to be evaluated, with t such that t = t N and that X (0) = [x 0 ]. The following algorithm is a counterpart to Algorithm 1.
Algorithm 2
For i = 0 to N − 1, do { 1. Prediction: evaluate X + (t i+1 ) using IMAGESP; 2. Correction: evaluate X (t i+1 ) using SIVIA with initial search domain X + (t i+1 ); } Convergence properties have been established in [14] for SIVIA and in [18] for IMAGESP. The convergence of Algorithm 2 depends not only on ε S and ε I , but also on the quality of the enclosure of (1) provided by the pair of cooperative systems.
Example
Compartment models are frequently used in pharmacokinetics, chemistry or biology. They consist of a collection of tanks containing material. These tanks, represented by circles echange material between them and with the rest of the world, as materialized by arrows. Each tank is supposed to be homogeneous and the quantity of material in compartment i is denoted by x i . Many types of compartment models are available (see, e.g., [5] ), but all share the property that the evolution of the quantities of material in the compartments is governed by a state equation that may easily be enclosed between cooperative models.
Assume that the evolution of the vector of quantities of material x = (x 1 , x 2 ) T in the compartments of the model of Figure 3 is given by     
2
Fig . 3 . Two-compartment model and that only x 2 is measured, according to the measurement equation
where ε 1 is bounded. 
and
which are easily proved to be cooperative, as the vector of quantities of material is positive. Moreover, as
, the conditions of Theorem 1 are satisfied. Thus, the prediction part of the recursive state estimation algorithm presented in Section 2.3 can be implemented using an inclusion function built from (14) and (15) and evaluated by guaranteed numerical integration. The correction step involves the SIVIA algorithm presented in Section 2.3. The bounds for v (t i ) in (3) are computed knowing that
where e 1 (t i ) is a realization of a random variable with support restricted to [−0.1, 0.1] and g (x, p) = x 2 .
Thus
At each measurement time, the measurement noise is thus known to belong to
All resulting intervals guaranteed to contain the noise-free output of the system are represented on Figure 4 . Two simulations have been performed, both with the algorithm described in Section 2.3, but with differing prediction step. The first one (Case a) is performed with a direct guaranteed integration of (12) taking into account the uncertain parameters. The second (Case b) involves an inclusion function built with (14) and (15) . Guaranteed integration has been performed using the VNODE package, see [24] . The lower and upper bounds of the smallest boxes enclosing the predicted and corrected sets are represented for each measurement time on Figure 5 (for x 1 , the lower bounds of the predicted Table 1 . Simulation results for recursive state estimation sets coincide with the lower bounds of the corrected sets). All computations have been performed with ε S = ε I on an Athlon 1800+ and the results are summarized in Table 1 .
In both cases, 90% of the computing time is spent during the first prediction step, when the knowledge about the initial value of the state is poor; the last steps take less than 0.1 s each. The enclosures obtained in Case b are more accurate than in Case a for the same value of ε S and ε I , and obtained much faster when a given final precision is required. These results illustrate the efficiency of the bounding approach using cooperative systems. In this section, an estimate p for p is to be obtained such that the output y m (x (t) , p,t) of the model (1) − (3) is an acceptable approximation of the output y (t) of the system. Here, the state vector x (t) , if it is only known to belong to a given box [x (t)], plays the role of the nuisance uncertain quantity that is not estimated.
Introduction
Standard parameter estimation techniques (see, e.g., [28] and the references therein) compute p as the argument of the minimum of a given cost function, e.g.,
where
are the system and model outputs collected at given time instants t i , i = 1, . . . , N. This minimization can be performed by local-search algorithms such as Gauss-Newton or Levenberg-Marquardt, but there is no guarantee of convergence to a global minimizer of j (p) and this minimizer may even not be unique. Random search, using, e.g., simulated annealing or genetic algorithms cannot provide any guarantee either that the global minimum has been found after finite computations. Only global guaranteed techniques, such as Hansen's algorithm [7] , based on interval analysis, can obtain such guaranteed results. Parameter bounding is an alternative approach searching for the set of all parameter vectors that are consistent with the experimental data, model structure and error bounds. It is similar to the correction step involved in the recursive state estimation algorithm presented in Section 2.2.
Principle
With the same hypotheses as in Section 2.2, the parameter vector p ∈ [p 0 ] is deemed acceptable if the difference between the ouput g (x (t i ) , p) of the deterministic part of the model and the experimental datum y (t i ) remains in [v i , v i ] for all i = 1, . . . , N. Parameter estimation then amounts to characterizing the set P of all acceptable p ∈ [p 0 ]
When the observation equation (3) reduces to
with h (p,t) some closed-form expression where x (t) does not appear, then the way P may be characterized depends mainly on whether h (p,t) is linear in p. If it is, P is a polytope that may be described exactly [27] or by an outer-approximation for instance using ellipsoids [3] , [25] . When h (p,t) is nonlinear in p, P is no longer a polytope and may even be disconnected. One may nevertheless get a guaranteed enclosure of P using SIVIA. When no closed-form solution of the model equations is available, again numerical integration has to be put at work to compute a box [x (t i )] containing the state at each t i in order to enclose g (x (t i ) , p) . The box [x (t i )] is obtained efficiently when (1) can be bounded between two cooperative systems as in Section 2.3. The characterization of P is then realized using SIVIA, as presented in Section 2.3. The main difference is that bisection is now performed in p-space instead of x-space.
Example
Consider the same example as in Section 2.4, and suppose now that the initial state is perfectly known x 0 = (0, 0)
T and that only the last two components of the parameter vector are known, the first two (p 1 , p 2 ) being only known to belong to [0, 5] × [0, 5].
Data have been obtained using the same simulation conditions as in Section 2.4. To evaluate an inclusion function for the state, the two bounding cooperative systems are now       
and       
The problem is now to evaluate the set of all parameter values (p 1 , p 2 ) that are compatible with the collected data and their associated error bounds (see Figure 4) . The SIVIA algorithm has been used with initial search box 
Conclusions
This paper presents an alternative and guaranteed approach for parameter and state estimation for continuous-time nonlinear differential models in a context of bounded errors with known bounds. An outer-approximation of the set of all parameter or state vectors that are consistent with the model structure and experimental data is obtained.
The only requirement is that the dynamical state equation of the system can be bounded between two cooperative systems. This is the case for all compartment models and for many other positive systems, i.e., systems for which the state and parameters are constrained to remain positive. The benefit of the enclosure between cooperative systems has been illustrated on an example. An ODE with uncertain parameters is replaced by two bounding ODEs with known parameters, the integration of which can be performed much more accurately, eliminating the wrapping effect.
