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Abbildende Radartechnik ist ein Fernerkundungsverfahren, welches das Ziel hat, von einer be-
obachteten Gegend eine hochaufgelo¨ste Reflektivita¨tskarte im Mikrowellenbereich zu erzeugen.
Erreicht wird dies durch Abstrahlung und Empfang von elektromagnetischer Strahlung im Mi-
krowellenbereich, typischerweise durch Sensoren, die auf Flugzeugen oder Satelliten montiert
sind. Unter einer ganzen Reihe von Mikrowellensensoren hat sich in den letzten Jahren ein beson-
deres Interesse in Radar mit synthetischer Apertur (SAR) herausgebildet. Der Grund hierfu¨r ist,
dass das SAR als einziger Mikrowellensensor eine fla¨chige Abbildung mit einer hohen ra¨umlichen
Auflo¨sung, die durchaus mit der optischer Systeme vergleichbar ist, ermo¨glicht.
Die Entwicklungsgeschichte des Radars mit synthetischer Apertur begann bereits vor u¨ber 50
Jahren mit der Idee, die Doppler-Verschiebung des Radarsignals zu nutzen, um die Azimut-
auflo¨sung des damals aktuellen side-looking airborne radar (SLAR) zu verbessern [215]. Zur
Prozessierung der Daten war man, bis in die 1970er Jahre hinein, auf die Verwendung opti-
scher, holographischer Verfahren angewiesen; erst danach war man in der Lage, mittels digitaler
Datenverarbeitung hochaufgelo¨ste SAR Aufnahmen in hoher Qualita¨t zu erzeugen [10],[216].
Seitdem entwickelte sich die Fernerkundung mit SAR Sensoren rasant weiter, hin zu immer
ho¨heren Auflo¨sungen und Aufnahmemodi. In den letzten 10 Jahren gewannen dabei vor allem
die mehrkanalige SAR Modi stark an Bedeutung, wie z.B. multispektrales SAR [66], SAR Inter-
ferometrie [8] und SAR Polarimetrie [13]. Diese Arbeit bescha¨ftigt sich vor allem mit speziellen
Datenverarbeitungstechniken solcher mehrkanaliger SAR Daten.
SAR Sensoren arbeiten im Mikrowellenbereich des elektromagnetischen Spektrums bei Wel-
lenla¨ngen zwischen wenigen Millimetern und mehreren Metern. Betrachtet man das Transmis-
sionsspektrum der Erdatmospha¨re, so stellt man fest, dass bei Wellenla¨ngen gro¨ßer als etwa
1cm praktisch keine nennenswerte Absorption mehr auftritt. Dies gilt sowohl fu¨r die Luft selbst
als auch fu¨r Wolken und kleinere Wassertropfen. SAR Aufnahmen lassen sich daher praktisch
unabha¨ngig von den aktuell herrschenden Wetterbedingungen generieren, wohingegen Wolken
und Nebel fu¨r optische Systeme oft eine große Einschra¨nkung darstellen. Als aktives System, das
seine eigene Beleuchtung mitbringt, besteht weiterhin keinerlei Abha¨ngigkeit von der jeweiligen
Tageszeit. Zusammengenommen fu¨hren diese Punkte dazu, dass sich SAR Sensoren besonders
gut fu¨r verla¨ssliche und regelma¨ßige Beobachtungen eignen.
Der Informationsgehalt von Radaraufnahmen ist deutlich anders gelagert als der von optischen
oder Infrarotsystemen. Wa¨hrend im optischen Bereich vor allem die molekulare Zusammenset-
zung des Objekts fu¨r die charakteristische Reflektivita¨t des Objekts verantwortlich zeichnet, sind
im Mikrowellenbereich vor allem die geometrische Form sowie die dielektrischen Eigenschaften
fu¨r die Sta¨rke der Ru¨ckstreuung von Bedeutung. In Radaraufnahmen tritt daher das Relief und
morphologische Strukturen besonders deutlich hervor. Auch A¨nderungen in der Leitfa¨higkeit,
z.B. durch unterschiedliche Bodenfeuchte, ko¨nnen so beobachtet werden. Aufgrund der Sensiti-




Eine weitere wichtige Eigenschaft von Radaraufnahmen ergibt sich aus den Ausbreitungseigen-
schaften von Mikrowellen: Durch ihre lange Wellenla¨nge sind Mikrowellen bis zu einem gewissen
Grad in der Lage, in Vegetationsschichten, in Schnee und Eis und sogar in den Boden einzudrin-
gen [203]. Das Eindringvermo¨gen ha¨ngt dabei von der Wellenla¨nge des Sensors, aber auch von
den dielektrischen Eigenschaften und der Leitfa¨higkeit des Objekts ab. Ku¨rzere Wellenla¨ngen,
wie das X-Band, werden stark geda¨mpft und daher vor allem von der Oberfla¨che reflektiert. In
ku¨rzeren Wellenla¨ngen sammelt man daher in erster Linie Informationen u¨ber die oberen Schich-
ten von Vegetation oder Boden. La¨ngere Wellenla¨ngen, wie L- oder P-Band, dringen hingegen
oft tief in Vegetation ein. Ru¨ckstreuung in solchen Wellenla¨ngen enthalten daher Anteile aus
dem gesamten ru¨ckstreuenden Volumen.
An dieser Stelle zeigt sich bereits ein typisches Problem der Fernerkundung im allgemeinen:
Die zu untersuchenden Objekte sind meist recht komplex, und ihre Eigenschaften wirken sich in
vielerlei Weise auf das gemessene Bildergebnis aus. Ein Fernerkundungssensor liefert aber nur
einen sehr niedrigdimensionalen Raum von Observablen, im Falle eines konventionellen SAR Sen-
sors sogar nur einen einzigen Messwert. Es ist daher in vielen Fa¨llen sehr schwierig, oder sogar
unmo¨glich, aus dem gemessenen Bildergebnis auf den gesuchten Objektparameter zu schließen.
Es besteht also ein Mehrdeutigkeitsproblem: Mehrere verschiedene Sa¨tze von Objektparametern
ko¨nnen zu exakt dem gleichem Satz an Observablen fu¨hren. Der einzige Weg dieses Problem
zu umgehen, ist die Erho¨hung der Dimensionalita¨t des Sensors, also die Verwendung mehre-
rer unabha¨ngiger Empfangskana¨le. Thema dieser Arbeit sind spezielle sogenannte multimodale
Verarbeitungstechniken, die fu¨r die korrekte Bearbeitung solcher multidimensionaler Datensa¨tze
notwendig sind. Es soll dabei insbesondere aufgezeigt werden, dass durch Hinzunahme weiterer
Datendimensionen generell eine verbesserte Informationsextraktion erreicht, bzw. mit ihnen eine
verbesserte Datenverarbeitung erzielt werden kann.
Generell ergeben sich in der SAR Fernerkundung vor allem folgende Mo¨glichkeiten fu¨r multimo-
dale Erweiterungen:
Multifrequentes SAR: Alle bislang betriebenen satellitengestu¨tzten SAR Systeme arbeiten nur
in einem einzigen Band, besitzen also eine dedizierte zentrale Wellenla¨nge. Verwendet wird dabei
meist das C-Band, wie z.B. bei den europa¨ischen ERS-1, ERS-2 [4] und ENVISAT [119] und den
kanadischen RADARSAT-1 [161] und RADARSAT-2 [125]. Es kommt aber auch L-Band, z.B.
beim japanischen ALOS-PALSAR [99], und X-Band, wie bei in Ku¨rze startenden TerraSAR-
X [214], zum Einsatz. Prinzipiell stehen daher also SAR Daten in verschiedenen Wellenla¨ngen
zur Verfu¨gung. Trotzdem sind solche inhomogenen Datenquellen als nicht ideal anzusehen, da
unterschiedliche Aufnahmezeitpunkte, sowie abweichende Bildauflo¨sungen und Sensorcharakte-
ristika zu beachten sind. Die einzige Ausnahme stellen die Shuttle Missionen SIR-C/X-SAR im
Jahr 1994 (X-, C- und L-Band) [92] und SRTM im Jahr 2000 (X- und C-Band) [213] dar, bei
denen zum ersten Mal aus dem Orbit multifrequente SAR Daten simultan aufgezeichnet wur-
den. Im Gegensatz dazu bieten die allermeisten heutzutage betriebenen flugzeuggestu¨tzten SAR
Systeme die Mo¨glichkeit mehrerer Wellenla¨ngen. Zu nennen sind hier beispielsweise das E-SAR
System des Deutschen Zentrums fu¨r Luft- und Raumfahrt (X-, C-, S-, L- und P-Band) [89], das
franzo¨sische RAMSES System von Onera (W-, Ka-, Ku-, X-, C-, S-, L- und P-Band) [45] oder
das amerikanische AIRSAR System des JPLs (X-, C- und L-Band) [207].
Die Reflektivita¨t im Mikrowellenbereich kann stark von der verwendeten Wellenla¨nge abha¨ngen,
da die Dielektrizita¨tskonstante vieler Materialien stark frequenzabha¨ngig ist [203]. Auch die
Oberfla¨chenrauhigkeit hat in verschiedenen Wellenla¨ngen einen unterschiedlichen Einfluss auf
die Sta¨rke der Ru¨ckstreuung [203]. Aus diesen Gru¨nden erscheinen SAR Aufnahmen, die in un-
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terschiedlichen Ba¨ndern angefertigt worden sind, oft sehr verschieden. Genau diese Unterschiede
erlauben es mache Oberfla¨chen oder Materialien zu trennen, die bei Betrachtung in nur einer
Wellenla¨nge noch identisch erscheinen; dies la¨sst sich z.B. zu Klassifikationszwecken ausnutzen.
Wie bereits zuvor erwa¨hnt, a¨ndert sich mit der Wellenla¨nge auch das Eindringvermo¨gen der
Mikrowellen. Es wird in verschiedenen Ba¨ndern also auch Informationen aus unterschiedlichen
Schichten eines Volumens gewonnen; dies kann dazu benutzt werden um beispielsweise in Kom-
bination mit interferometrischen Ansa¨tzen Vegetationsho¨hen zu bestimmen [217][205].
Dadurch dass sich die verschiedenen Ba¨nder im allgemeinen nicht spektral u¨berlappen, sind mul-
tifrequente SAR Daten untereinander inkoha¨rent. Die Datenverarbeitung der einzelnen Kana¨le
erfolgt daher in erster Linie unabha¨ngig voneinander; erst zum Schluss werden die verschiedenen
Aufnahmen kombiniert ausgewertet. In dieser Arbeit wird aus diesem Grund nicht weiter auf
die Verarbeitung multifrequenter Daten eingegangen.
Polarimetrisches SAR: Die SAR Polarimetrie (PolSAR) ist eine weitere wichtige Mo¨glichkeit,
den Beobachtungsraum von SAR Sensoren zu erweitern. Elektromagnetische Wellen sind trans-
versaler Natur und erlauben daher zwei orthogonale Schwingungsrichtungen. Dies gilt sowohl
fu¨r den Sende- als auch fu¨r den Empfangskanal, man erha¨lt also im Idealfall 4 unabha¨ngige
Messungen. Dies ist Gegenstand der Radarpolarimetrie, initiiert im Jahre 1948 durch G.W. Sin-
clair mit der Einfu¨hrung des Konzepts der Streumatrizen [188]. Da Radarpolarimetrie deutlich
ho¨here Hardwareanforderungen stellt, blieb sie lange nur ein theoretisches Konstrukt [90] [12],
und ihr praktischer Nutzen wurde vor allem im zivilen Bereich lange nicht erkannt. Diese Si-
tuation a¨nderte sich mit der Verfu¨gbarkeit polarimetrischer SAR Daten verschiedener flugzeug-
gestu¨tzter SAR Systeme, wie beispielsweise dem AIRSAR oder dem E-SAR, sowie den beiden
SIR-C/X-SAR Missionen, bei denen polarimetrische SAR Daten in mehreren Wellenla¨ngen er-
zeugt wurden. Seitdem hat sich die SAR Polarimetrie zu einer etablierten Fernerkundungsme-
thode entwickelt, welche auch in zunehmenden Maße von den neuesten SAR Satelliten, wie dem
kanadischen RADARSAT-2, dem japanischen ALOS-PALSAR und dem deutschen TerraSAR-X,
unterstu¨tzt wird.
Eine besondere Eigenschaft der SAR Polarimetrie ist die prinzipielle Mo¨glichkeit, verschiedenar-
tige Ru¨ckstreumechanismen unterscheiden zu ko¨nnen. Dies kann erreicht werden, da die gemes-
senen polarimetrischen Signaturen stark vom jeweils aufgetretenen Streuprozess abha¨ngen. Im
Vergleich zum herko¨mmlichen einkanaligen SAR ergibt sich damit eine signifikante Verbesserung
bei der Unterscheidung verschiedener Oberfla¨chentypen, was sich beispielsweise in der Verbesse-
rung von Landnutzungsklassifikationen [35],[111] ausnu¨tzen la¨sst. Des weiteren erlaubt die SAR
Polarimetrie durch ihren vergro¨ßerten Raum an Observablen auch einfache physikalische Model-
lierungen. Durch Invertierung polarimetrischer Streumodelle lassen sich z.B. Bodenparameter
wie Rauigkeit und Bodenfeuchte bestimmen [30]. Weiterhin lassen sich mit Hilfe der SAR Pola-
rimetrie auch die Anteile verschiedener charakteristischer Ru¨ckstreuklassen ermitteln [65], selbst
wenn sie sich innerhalb eines Pixels gegenseitig u¨berlagern.
In Kapitel 3 wird auf die Besonderheiten der Verarbeitung polarimetrischer SAR Daten einge-
gangen. Aufbauend auf die grundlegenden Konzepte der SAR Polarimetrie, zusammengefasst
in Abschnitt 3.1, wird in Abschnitt 3.2 eine Zeit-Frequenz Analyse polarimetrischer Daten
vorgenommen. Der hierdurch weiter vergro¨ßerter Raum an Observablen erlaubt die Detekti-
on sto¨render anisotroper Ru¨ckstreumechanismen sowie die Entfernung ihres Einflusses aus den
Daten. Des weiteren wird in Abschnitt 3.1.2 ein verbessertes polarimetrisches Klassifikations-




Interferometrisches SAR: SAR Interferometrie (InSAR) ist eine multimodale Erweiterung in
der SAR Fernerkundung, welche den Beobachtungsraum geometrisch durch mehrere Aufnah-
men von leicht verschiedenen Orten erweitert. Anschaulich wird in der SAR Interferometrie eine
leichte Variation des Einfallswinkels vorgenommen, wobei davon ausgegangen wird, dass sich die
Ru¨ckstreueigenschaften dabei nicht signifikant vera¨ndern. Analysiert wird dann der aufgetretene
Phasenunterschied zwischen zwei oder mehreren solcher Aufnahmen, der einen direkten Zusam-
menhang zu der Topographie des Bodens aufweist und sich daher zur Erstellung von genauen
Ho¨henmodellen eignet. Die ersten Experimente in diese Richtung wurden 1974 von L.C. Gra-
ham durchgefu¨hrt [79] und in den 1980ern experimentell in Form von InSAR Modifikationen
am AIRSAR Sensor fortgefu¨hrt [220]. Popula¨r wurde die SAR Interferometrie aber erst mit
dem Start der ERS Satelliten, die erstmals operationelle satellitengestu¨tzte SAR Interferometrie
bieten konnten. Im Jahr 2000 kumulierte diese Entwicklung in der Shuttle Radar Topography
Mission (SRTM), wa¨hrend der ein hochgenaues Ho¨henmodell der gesamten Landoberfla¨che der
Erde zwischen 60◦N und 60◦S erzeugt wurde [213]. Die SAR Interferometrie ist heutzutage ei-
ne etablierte Technik, welche mit einer Vielzahl von satellitengestu¨tzten Sensoren mo¨glich ist
[68][72][128].
Neben der Abbildung der Terraintopographie kann die SAR Interferometrie auch zur Bestim-
mung kleinster Topographiea¨nderungen eingesetzt werden. Mit dieser sogenannten differentiellen
SAR Interferometrie (DInSAR) lassen sich durch Phasenmessung Genauigkeiten unterhalb der
Wellenla¨nge, also typischerweise bis in den Millimeterbereich hinein, erzielen. Dies ist in ver-
schiedensten Anwendungsbereichen einsetzbar, wie z.B. in der Analyse tektonischer Prozesse,
oder in der Beobachtung von Absenkungsprozessen als Folge menschlicher Bergbauaktivita¨ten
[124],[48],[105]. Des weiteren la¨sst sich der erweiterte Beobachtungsraum der SAR Interferome-
trie auch mit dem der SAR Polarimetrie verschneiden [142]. In der sogenannten polarimetrischen
SAR Interferometrie (PolInSAR) wird dies ausgenutzt, um physikalische Ru¨ckstreumodelle meh-
rerer sich u¨berlagernder Streumechanismen aufzustellen. Eine Modellinvertierung erlaubt dann
die Bestimmung von Schichtdicken und anderer Parameter des Objekts, was sich z.B. zur Be-
stimmung von Waldho¨hen und Bodentopographie ausnutzen la¨sst [31].
Kapitel 4 bescha¨ftigt sich mit der Verarbeitung interferometrischer SAR Daten. In Abschnitt
4.1 werden wiederum zuerst die grundlegenden Konzepte von SAR Interferometrie und differen-
tieller SAR Interferometrie vorgestellt. In der Folge wird auf die Besonderheiten von flugzeug-
gestu¨tzter Repeat-Pass SAR Interferometrie eingegangen, eine wichtige Variante der Interfero-
metrie, die aber bislang aufgrund verschiedener Fehlereinflu¨sse (siehe Abschnitt 4.2) nur sehr
eingeschra¨nkt mo¨glich ist. In 4.3 werden mehrere Techniken zur Umgehung dieser Probleme
eingefu¨hrt, wobei wiederum Zeit-Frequenz Analysen benutzt werden, um entweder erweiterte
Beobachtungsmo¨glichkeiten zu erhalten oder genauere Korrekturen anbringen zu ko¨nnen.
Along-Track Interferometrie / MTI: Die im vorherigen Abschnitt beschriebene SAR Interfe-
rometrie wird pra¨zise auch als across-track Interferometrie bezeichnet. Des weiteren existiert
auch noch eine zweite Variante, die sogenannte along-track Interferometrie (ATI). Bei ihr wer-
den zwei oder mehr, in Flugrichtung versetzte, Antennenelemente simultan betrieben. Bewegt
sich ein Objekt wa¨hrend der Aufnahme in Blickrichtung des Sensors, so kommt es durch die
geringfu¨gig verschiedenen Empfangszeitpunkte zu einer Phasenverschiebung zwischen den bei-
den Aufnahmen, was sich ausnutzen la¨sst, um die Geschwindigkeit des Objekts zu bestimmen.
Fru¨he Experimente in Richtung along-track Interferometrie fanden z.B. bereits in den 1980er
Jahren mit einem modifizierten AIRSAR Sensor statt [74]; in der Folge wurde ATI verbreitet
zur Messung von Stro¨mungsgeschwindigkeiten von Wasseroberfla¨chen eingesetzt. U¨ber die Jah-
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re entstanden mehrere Variationen dieses Konzepts, welche vor allem das Ziel hatten, durch
Einfu¨hrung weiterer Empfa¨ngerkana¨le die Genauigkeit der Geschwindigkeitmessung zu verbes-
sern [22][98]. Mit den geplanten TerraSAR-X und RADARSAT-2 Sensoren wird auch erstmals
operationelle Along-Track Interferometrie mit einem zivilen satellitengestu¨tzten Sensor mo¨glich
sein [179][137].
Eine weitere Mo¨glichkeit von Sensoren mit mehreren simultanen betriebenen Antennenelemen-
ten in Azimut ist die Detektion von Position und Geschwindigkeit von Bewegtzielen am Boden
(moving target detection, MTI) [184]. Die Anwendungsgebiete lagen bislang vor allem im mi-
lita¨rischen Bereich [46], in neuerer Zeit wird aber auch der Einsatz von MTI fu¨r die zivile
Verkehrsbeobachtung vorgeschlagen [126][87]. Sind mehr als 2 Empfa¨ngerkana¨le verfu¨gbar, wird
zur Unterdru¨ckung der Ru¨ckstreuung nicht-bewegter Ziele bei MTI Anwendungen gerne auf so-
genanntes space-time adaptive processing (STAP) zuru¨ckgegriffen [101]. Diese Arbeit bescha¨ftigt
sich nicht weiter mit der Verarbeitung von Daten, die simultan von einem Antennenarray in Azi-
mut aufgezeichnet wurden, die also simultan unter mehreren Squintwinkeln empfangen wurden.
Zeit-Frequenz Analysen: Existiert nur ein Empfa¨ngerkanal, so la¨sst sich trotzdem eine gewisse
Adaption auf den Squintwinkel u¨ber sogenannte Zeit-Frequenz Analysen erreichen. Dabei wird
dasDoppler-Spektrum in Azimut in mehrere Subba¨nder aufgespalten, die jeweils eine leicht un-
terschiedliche mittlere Blickrichtung auf die Szene repra¨sentieren. Man erha¨lt damit gleichzeitig
eine gewisse Auflo¨sung in Azimut (d.h. Zeit) als auch im Squintwinkel (d.h.Doppler-Frequenz).
Gleiches ist auch in Entfernungsrichtung mo¨glich, wobei hier die verschiedenen Subba¨nder ver-
schiedenen Wellenla¨ngen entsprechen. Zeit-Frequenz Zerlegungen besitzen eine lange Geschichte
in der SAR Fernerkundung und wurden vor allem zur optimierten Prozessierung von SAR Daten
[129][190] und zur Analyse bzw. zur Fokussierung von bewegten Objekten verwendet [26].
In neuerer Zeit wurden außerdem Zeit-Frequenzanalysen direkt in der SAR Bildanalyse einge-
setzt. So la¨sst sich beispielsweise das Korrelationsverhalten zwischen Subaperturen ausnutzen,
um koha¨rente Punktstreuer in der Szene zu detektieren [191][185]. Polarimetrische Signatu-
ren weisen in vielen Fa¨llen eine starke Abha¨ngigkeit vom Blickwinkel auf, was ein Problem fu¨r
hochauflo¨sende SAR Systeme darstellt und durch polarimetrische Zeit-Frequenz Analysen gelo¨st
werden kann [1][58]. Noch einen Schritt weiter geht die Kombination von Polarimetrie, Interfero-
metrie und Zeit-Frequenzanalyse auf Basis von Waveletzerlegungen mit dem Ziel der optimalen
Erzeugung von Ho¨henmodellen [37].
In dieser Arbeit wird an mehreren Stellen auf die Zeit-Frequenzanalyse von SAR Daten einge-
gangen. Kapitel 2.2.2 gibt eine Einfu¨hrung in der Bildung von Subaperturen mit Hilfe Fourier-
Transformationen. In Abschnitt 2.3.2 und 2.3.3 wird eine Zeit-Frequenz Analyse teilprozessierter
Daten verwendet, um Fehler der Bewegungskompensation in adaptiver Weise auszugleichen. In
a¨hnlicher Weise wird in Kapitel 4.3.1 eine Zeit-Frequenz Analyse benutzt, um eine Adaption der
Bewegungskompensation auf die Topographie der Szene zu erreichen. Kapitel 3.2 bescha¨ftigt
sich mit der Zeit-Frequenzanalyse polarimetrischer SAR Daten zur Eliminierung anisotroper
Ru¨ckstreuung. Schließlich wird in Kapitel 4.3.2 eine Zeit-Frequenz Analyse interferometrischer
Daten vorgenommen, um kleinste Fehler in der Bestimmung der Basislinie aus den Daten selbst
abzuleiten.
Weitere Techniken: Die obige Aufstellung mehrkanaliger Erweiterungen des SAR Prinzips ist
bei weitem nicht vollsta¨ndig und gibt nur einen U¨berblick u¨ber die wichtigsten Bereiche. Eine
wichtige noch zu erwa¨hnende Technik ist die Bildung von Zeitreihen, d.h. die regelma¨ßige Beob-
achtung eines Gebiets mit anschließender kombinierter Auswertung der Datensa¨tze. Dies la¨sst
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sich natu¨rlich in vielerlei Hinsicht direkt zur Beobachtung von zeitlich vera¨nderlichen Prozessen
einsetzen. Aber auch im Sinne der differentiellen SAR Interferometrie werden solche Zeitrei-
hen z.B. zur Filterung von atmospha¨rischen und topographischen Fehlern verwendet, was es
erlaubt, minimalste Bodendeformationen sehr zuverla¨ssig zu detektieren [47][48]. Eine andere
Mo¨glichkeit, einen solchen Datensatz mit vielen interferometrischen Basislinien kombiniert aus-
zuwerten, stellt die sogenannte SAR Tomographie dar. Bei ihr wird eine zusa¨tzliche synthetische
Apertur senkrecht zu Azimut- und Entfernungsrichtung aufgebaut, um eine echte dreidimen-
sionale Abbildung der Szene zu erreichen [168]. Dies Technik la¨sst sich wiederum auch mit der
SAR Polarimetrie kombinieren [81].
Schwerpunkt dieser Arbeit wird die Verarbeitung multimodaler hochauflo¨sender SAR Daten
bilden. Zu diesem Zweck wird ein Exkurs durch die drei aktuell wohl bedeutsamsten Themen-
komplexe der SAR Fernerkundung unternommen - der SAR Prozessierung (Kapitel 2), der SAR
Polarimetrie (Kapitel 3) und der SAR Interferometrie (Kapitel 4). Zusa¨tzlich zu einer detaillier-
ten Einfu¨hrung in das jeweilige Gebiet soll in allen Bereichen aufgezeigt werden, wie sich durch
Hinzunahme multimodaler Verarbeitungstechniken, bzw. mit Hilfe der mehrkanaligen Informa-




2.1.1 Das Auflo¨sungsvermo¨gen eines SAR Sensors
Das Ziel der Radarfernerkundung ist es, eine zweidimensionale Reflektionskarte des Bodens im
Mikrowellenbereich des elektromagnetischen Spektrums anzufertigen. Radarsysteme basieren auf
der Messung von Laufzeiten (RADAR = Radio Detection And Ranging) [141]. Ein normales,
monostatisches, bildgebendes Fernerkundungsradar besteht aus einem Mikrowellensender und
-empfa¨nger, welche auf einer beweglichen Plattform, wie einem Flugzeug oder Satellit, betrieben
werden. Im einfachsten Fall wird die Antenne senkrecht zur Flugrichtung und schra¨g nach unten
ausgerichtet (siehe Abb. 2.1). Die Blickrichtung des Sensors wird dabei u¨blicherweise mit Entfer-
nung oder engl. slant range bezeichnet, die Flugrichtung mit Azimut. Der Sender schickt schnell
hintereinander mit der sog. Pulswiederholfrequenz (PRF) kurze Mikrowellenpulse aus, welche
vom Boden zuru¨ckgestreut werden, nach einer gewissen Verzo¨gerung ∆t wieder am Empfa¨nger





ist eine Funktion des Abstands r zwischen Sensor und Streuer, wobei c die Lichtgeschwindigkeit
bezeichnet. Verschiedene Objekte am Boden ko¨nnen unterschieden werden, da ihre Echos ver-
schiedene Laufzeiten aufweisen. Die erzielbare Auflo¨sung in Entfernung δsr ha¨ngt nur von der








Ganz offensichtlich ist die Auflo¨sung in Entfernung nicht von der Entfernung des Objekts, der
sogenannten Zielentfernung, abha¨ngig. Um hohe Auflo¨sungen zu erzielen, sind extrem kurze
Pulse notwendig, was allerdings in der Praxis zu technischen Problemen mit den dabei auf-
tretenden hohen Energiedichten an der Antenne fu¨hrt. Aus diesem Grund wird in modernen
Radarsystemen stattdessen eine hohe Bandbreite durch einen langer Puls mit linearer Frequenz-
modulation (ha¨ufig als Chirp bezeichnet) erzielt. Die Energie eines solchen Pulses ist u¨ber eine
la¨ngere Zeit verteilt, kann aber durch ein Pulskompressionsverfahren im Empfa¨nger wieder kom-
primiert werden [100]. Im folgendem wird, ohne Beschra¨nkung der Allgemeinheit, von bereits
entfernungskomprimierten, bzw. von mit einem kurzen Puls erzeugten Daten ausgegangen.
In Flug- bzw. Azimutrichtung entspricht die Auflo¨sung eines einfachen side-looking radar (SLAR)


















Abbildung 2.1: Links: SLAR/SAR Abbildungsgeometrie im Strip-map Modus. Rechts: Geometrische
Darstellung der maximal mo¨glichen La¨nge der synthetischen Apertur Lsa
der La¨nge L wird vor allem durch Beugungseffekte an ihrer O¨ffnung beschra¨nkt. Gema¨ß dem




Die ra¨umliche Auflo¨sung in Azimut in einer gegebenen Entfernung r0 betra¨gt somit
δaz ' αrar0 = λr0
L
. (2.4)
Ganz offensichtlich nimmt die Azimutauflo¨sung mit steigender Entfernung bzw. Flugho¨he ab.
Hohe Azimutauflo¨sungen erfordern daher generell große Antennen und kurze Zielentfernungen,
was den Einsatz eines SLARs auf Satelliten nicht sinnvoll erscheinen la¨sst. Beispielsweise wu¨rde
sich im L-Band, bei einem 800 km hohen Orbit und einer Antennenapertur von 15m, nur eine
Azimutauflo¨sung von ca. 3 km ergeben.
Das modernere Synthetic Aperture Radar (SAR) lo¨st dieses Problem: Es erzielt auch u¨ber hohe
Entfernungen und mit relativ kleinen Antennen eine hohe Azimutauflo¨sung [40]. Ein SAR System
nutzt den Effekt aus, dass das Echo eines Streuers am Boden in mehr als nur einem Empfangs-
echo enthalten ist und sich eine charakteristische Phasenhistorie wa¨hrend der Beleuchtungszeit
ausbildet. Eine geeignete koha¨rente Verarbeitung mehrerer Pulse fu¨hrt zu der Bildung einer
sogennannten synthetischen Apertur, also einer ku¨nstlichen Verla¨ngerung der eigentlichen An-
tennenstruktur. Die Bildung der synthetischen Apertur a¨hnelt sehr stark der Handhabung eines
Antennenarrays, nur mit dem Unterschied, dass die einzelnen Antennenpositionen nacheinander
durch die Vorwa¨rtsbewegung des Sensors eingenommen werden.
Die Winkelauflo¨sung einer synthetischen Apertur der La¨nge Lsa wird wiederum durch das Beu-








Der Faktor zwei ist ein Ergebnis der Bildung der synthetischen Apertur: Die Phasendifferenzen
zwischen den einzelnen Elementen der synthetischen Apertur entstehen durch den Zweiwegelauf-
zeitunterschied zum Streuer und sind daher zweimal so groß wie im Fall einer realen Antenne,
wo nur der Einweglaufzeitunterschied auftritt.
Die maximale mo¨gliche La¨nge der synthetischen Apertur entspricht genau der La¨nge der Flug-
bahn, auf der ein Streuer beleuchtet und damit beobachtet wird. Wie aus Abb. 2.1 hervorgeht,
entspricht diese La¨nge genau der La¨nge der Antennenkeule am Boden in der Entfernung r0, in
der der Streuer sich befindet:
Lsa ' αrar0 = λr0
L
. (2.6)
Wenn die volle synthetische Apertur genutzt wird, entsteht in der Entfernung r0 somit eine
ra¨umliche Auflo¨sung in Azimutrichtung von




Interessanterweise ist die erzielte Auflo¨sung gema¨ß Gl. 2.7 vo¨llig unabha¨ngig von Zielentfernung
und Wellenla¨nge und nur von der Gro¨ße der realen Antenne bestimmt. Dies ist ein Ergebnis
der sich mit steigender Entfernung verla¨ngernden synthetischen Apertur, welche den theoretisch
einhergehenden Auflo¨sungsverlust genau kompensiert. Aufgrund der dann breiten Antennen-
charakteristik erzielt ein SAR, im Gegensatz zu einem SLAR, auch mit einer ku¨rzeren realen
Antenne eine bessere Auflo¨sung. Bei großen Flugho¨hen besteht aber dennoch das Problem der
geringen Ru¨ckstreuintensita¨t, was eine genu¨gend hohe Antennenversta¨rkung und damit eine
gewisse Antennengro¨ße notwendig macht. Aufgrund technischer Einschra¨nkungen (elektrische
Leistung, Datenrate, etc.) haben satellitengestu¨tzte Systeme daher trotzdem typischerweise eine
etwas niedrigere Auflo¨sung (bis zu ca. 1m) als flugzeuggestu¨tzte Systeme (bis ca. 10cm). Ge-
nerell la¨sst sich aber sagen, dass erst mit dem SAR Prinzip eine hochauflo¨sende Abbildung im
Mikrowellenbereich u¨ber großen Entfernungen hinweg mo¨glich wurde [40].
2.1.2 Das SAR Signal
Die SAR Bildgenerierung aus den vom Sensor aufgenommenen Rohdaten, u¨blicherweise als SAR
Prozessierung bezeichnet, entspricht der Bildung der synthetischen Apertur. Wa¨hrend der Da-
tenaufzeichnung wird ein beleuchtetes Objekt durch eine spezielle Transferfunktion auf die ge-
messenen Rohdaten abgebildet; die Aufgabe der SAR Prozessierung ist es nun, diesen Prozess
ru¨ckga¨ngig zu machen um somit die bestmo¨gliche Wiedergabe der Szene aus den Rohdaten zu
erzielen. Da der Informationsgehalt der Rohdaten prinzipiell begrenzt ist, kann mit einer solchen
Inversion der Daten natu¨rlich auch nur eine na¨herungsweise Darstellung der Reflektivita¨t der
Szene erzielt werden.
Bevor eine detaillierte Beschreibung von Prozessierungsmethoden gegeben werden kann, ist zu-
erst eine pra¨zise Darstellung der Eigenschaften des SAR Signals no¨tig. Aus Gru¨nden der Einfach-
heit wird daher vorerst ein idealer Sensor angenommen, der sich mit konstanter Geschwindigkeit
v auf einer gradlinigen Flugbahn in Azimutrichtung, mit den Koordinaten x = v · taz und r = 0
bewegt, wobei taz den Azimutzeitpunkt wa¨hrend der Datenaufzeichung bezeichnet. Außerdem
wird, wie bereits erwa¨hnt, eine mo¨gliche Frequenzmodulation wa¨hrend des Pulses ignoriert, da
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diese nur der Umgehung technischer Schwierigkeiten dient und nur einen geringen Einfluss auf
die Gegebenheiten der SAR Bildfokussierung hat [100].
Zur Beschreibung des Prozesses der Ru¨ckstreuung des Sendepulses am Boden wird eine soge-
nannte Reflektivita¨tsfunktion %(x, r) herangezogen, welche ein Pixel als koha¨rente U¨berlagerung




ρnδ(x− xn, r − rn) (2.8)
wobei ρn die komplexe Ru¨ckstreuamplitude des n-ten Streuers an der Positionenen (xn, rn) und
δ(x, r) die zweidimensionale Dirac’sche Deltafunktion bezeichnet. Der Sender emittiert wie
erwa¨hnt mit einer gewissen Pulswiederholfrequenz (PRF) kurze Pulse in Richtung des Bodens
und empfa¨ngt deren zuru¨ckgestreute Echos nach einer kurzen Zeitverzo¨gerung . Die gesendeten
Pulse des Sensors an der Azimutposition x lassen sich als
st(x, t) = P (t) exp(iω0t) := δ(t) exp(iω0t) , (2.9)
darstellen, wobei P (t) die Einhu¨llende des Pulse, in dieser Darstellung als Deltafunktion ange-
nommen, und ω0 die Tra¨ger-Kreisfrequenz des Radars ausdru¨ckt. An jeder Azimutposition x
bezeichnet die Zeit t = 0 den Moment, an dem der Radarpuls ausgesendet wurde. Aufgrund
des großen Unterschieds zwischen der Ausbreitungsgeschwindigkeit der Mikrowellen c (Lichtge-
schwindigkeit) und der Geschwindigkeit der Sensorplattform v kann der Versatz zwischen der
Sende- und der Empfangsposition der Pulse vernachla¨ssigt werden1. Unter dieser Annahme wird
nach einer Zeitverzo¨gerung von




das Echo eines Streuers an der Position (xn, rn) am Sensor empfangen, wobei r(x − xn, rn)
den Abstand zwischen dem Sensor an der Position x und dem Streuer an der Position (xn, rn)
bezeichnet. Das Echo eines einzelnen Streuers besitzt die gleiche Einhu¨llende wie der gesendete
Puls, ist aber aufgrund der Laufzeitverzo¨gerung um ω0∆tn phasenverschoben. Das gesamte
empfangene Echo an der Position x ist eine koha¨rente U¨berlagerung der Echos aller Streuer, die
von dieser Position aus beleuchtet wurden:





















δ(t−∆tn)) dxn drn . (2.11)
In der Hardware des Empfa¨ngers wird die Tra¨gerfrequenz durch eine koha¨rente quadratische
Demodulation entfernt [88], bevor die Daten in komplexer Form digital aufgezeichnet werden.
Die Demodulation eliminiert den Exponentialterm vor dem Integral in Gl. 2.11. Die Echopha-
se, sowie die Position jedes einzelnen Streuers in den Rohdaten, ha¨ngt von dem Verlauf von
∆tn und damit r(x − xn, rn) wa¨hrend der Beleuchtungszeit ab. Diese Phasenhistorie wird in
1Fu¨r einen typischen flugzeuggetragenen Sensor liegt dieser Versatz typischerweise unter einem Zentimeter
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der Literatur oft fa¨lschlicherweise als Doppler-Phase bezeichnet, obwohl genaugenommen nur
der Positionswechsel und nicht die Geschwindigkeit der Sensorplattform fu¨r den beobachteten
Phaseneffekt no¨tig ist.
Da sich der Sensor an der Position r = 0 befindet, la¨sst sich der Entfernungsverlauf des n-ten
Streuers folgendermassen beschreiben:
r(x− xn, rn) =
√




Unter dieser Na¨herung ergibt sich damit ein quadratischer Phasenverlauf in den Rohdaten. Fu¨r

















entspricht, wobei β den sogenannten Squintwinkel bezeichnet, unter dem ein Signal relativ zur
Doppler-Null Richtung empfangen wird.
Die Echos eines Streuers kommen, von verschiedenen Azimutpositionen x aus betrachtet, nicht
mit der gleichen Verzo¨gerung an und erscheinen damit eventuell nicht in der selben Entfernungs-
zeile. Stattdessen folgt ihr Empfangszeitpunkt einer hyperbolischen, um xn zentrierten Kurve
mit einer Kru¨mmung, die von rn abha¨ngig ist. Dieser Effekt wird in der Literatur als Zielentfer-
nungsa¨nderung oder range cell migration (RCM) bezeichnet [18][116]. Im Falle einer im Vergleich
zur Zielentfernung kurzen synthetischen Apertur ist die in Gl. 2.12 beschriebene parabolische
Na¨herung mo¨glich. Sie ist fu¨r mittel- und niedrigauflo¨sende SAR Systeme im allgemeinen gu¨ltig,
kann aber bei modernen, sehr hochauflo¨senden Sensoren nicht immer angenommen werden.
In Abb. 2.2 wird der RCM-Effekt anhand einer einfachen Konfiguration aus zwei Streuern in
unterschiedlichen Azimut- und Entfernungspositionen illustriert. In den Rohdaten erscheinen
die beiden Punktstreuer als zwei sich u¨berlagernde gekru¨mmte Linien. Unter der parabolischen
Na¨herung kann die gesamte Rohdatenantwort eines einzelnen Streuers als
















geschrieben werden. Es ist anzumerken, dass Gl. 2.15 den Signalverlauf entlang der parabolischen
Kurve und nicht entlang konstanter Laufzeitverzo¨gerung ∆t beschreibt. Der erste Exponential-
term besitzt eine konstante Phase, welche dem minimalen Abstand zwischen Sensor und Objekt
entspricht. Er besitzt keinerlei Bedeutung in der normalen zweidimensionalen SAR Prozessie-
rung, wird aber bedeutsam in weiterfu¨hrenden Techniken wie der SAR Interferometrie. Der
zweite Exponentialterm beinhaltet einen quadratischen Phasenterm, welcher die Variation der
empfangenen Phase entlang Azimut beschreibt. Die Auswertung dieses charakteristischen Pha-




1 falls |x| ≤ 0.5
0 falls |x| > 0.5 (2.16)
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Abbildung 2.2: Links: Realteil von simulierten komplexen Rohdaten zweier punktfo¨rmiger Ziele an un-
terschiedlichen Azimut- und Entfernungspositionen. Rechts: Prozessiertes Bildergebnis nach RCM Kor-
rektur und Azimutfokussierung.
die Endlichkeit der Beleuchtungsdauer aufgrund der Antennencharakteristik (Gl. 2.6), welche
bereits durch die verwendete parabolische Na¨herung impliziert wurde.
Gl. 2.11 und 2.12 beschreiben in einer allgemeinen Weise, wie sich die beobachtete Szene in
den aufgezeichneten Rohdaten manifestiert. Aufgrund des Effekts der Zielentfernungsa¨nderung
besitzt jedes Objekte eine zweidimensionale Repra¨sentation in den Rohdaten. Die SAR Pro-
zessierung hat nun die Aufgabe, diesen Prozess ru¨ckga¨ngig zu machen und ist daher generell
auch fu¨r ein punktfo¨rmiges Objekt eine zweidimensionale Operation. Nur unter bestimmten
Annahmen kann sie in zwei unabha¨ngige, eindimensionale Probleme aufgespalten werden.
2.2 Prozessierungsmethoden
2.2.1 Bildfokussierung u¨ber Matched Filter
Die Aufgabe der SAR Prozessierung ist es, die Ru¨ckstreuenergie eines Objekts, welche wa¨hrend
eines gewissen Intervalls auf der Azimuttrajektorie empfangen wurde, wieder auf die Position
des Streuers, von der sie gekommen ist, zu fokussieren. In anderen Worten, es soll eine Na¨herung
der originalen Reflektivita¨tsfunktion %(x, r) bestimmt werden. Wie bereits erwa¨hnt sind Azimut-
und Entfernungskoordinaten nicht unabha¨ngig voneinander, da jeder Streuer eine zweidimensio-
nale Antwort in den Rohdaten hervorruft. Zusa¨tzlich variiert deren Kru¨mmung mit der Distanz
zwischen Objekt und Sensor. Allgemein erha¨lt man das Bildergebnis v(x, r), indem man die
Rohdaten Pixel fu¨r Pixel mit einer zweidimensionalen Referenzfunktion href (x, t, xn, rn) korre-
liert, welche je nach Position des prozessierten Punktes im Bild geeignet angepasst wird. Fu¨r
ein einzelnes Pixel an der Stelle (xn, rn) la¨sst sich dies folgendermaßen ausdru¨cken:
v(xn, rn) =
∫∫
stotr (x, t)href (x, t, xn, rn) dxdt . (2.17)
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Gl. 2.17 stellt die allgemeinste Form der SAR Bildgenerierung dar [76]. Die Referenzfunktion
href (x, t, xn, rn) muss so gewa¨hlt werden, dass die Multiplikation mit den Rohdaten die Phasen-
historie eines Pixels an (xn, rn) entlang der hyperbolischen Kurve, wie in Gl. 2.15 beschrieben,
kompensiert. Die Integration addiert alle Werte auf, was immer dann zu einer großen Summe
fu¨hrt, wenn eine U¨bereinstimmung zwischen Referenzfunktion und Rohdaten besteht. Falls nicht,
lo¨schen sich die resultierenden, unkorrelierten komplexen Werte wa¨hrend der Integration mehr
oder weniger aus. Aufgrund der von modernen hochauflo¨senden Sensoren aufgezeichneten hohen
Datenmengen kann diese zweidimensionale Korrelation mit vera¨nderlichen Korrelationskernen
ein extrem rechenaufwendiger Prozess werden. Fu¨r den praktischen Einsatz werden daher meist
spezielle optimierte Algorithmen verwendet.
Im folgenden soll eine auf mehreren Vereinfachungen basierende SAR Prozessierungsmetho-
de beschrieben werden. Sie wird normalerweise als Doppler-Prozessierung bezeichnet und ist
durch ihr einfaches Konzept gut geeignet, das Prinzip der SAR Bildgenerierung zu verstehen.
Im Anschluss werden in Kapitel 2.2.4 fortschrittlichere Prozessierungstechniken im U¨berblick
vorgestellt, bevor in Kapitel 2.2.5 und 2.3 ein Fokussierungsverfahren betrachtet wird, welches
eine enge Beziehung zur physikalischen Wellenausbreitung besitzt und nahezu ohne Na¨herungen
auskommt.
Ist die prozessierte synthetische Apertur kurz genug, sind die Entfernungsvariationen der Echos
wa¨hrend der Beleuchtungszeit so klein, dass alle Echos in derselben Entfernungszeile abgebildet




Unter dieser Bedingung werden Laufzeit und Entfernung austauschbar mittels r = ct/2. Die
zweidimensionale Korrelation in Gl. 2.17 reduziert sich dann auf einen Satz eindimensionaler
Operationen. Eine Azimutspalte des Bildergebnisses kann folgendermaßen berechnet werden
v(x, rn) = stotr (x, t = 2rn/c)x href (x, rn)







wobei x die mathematische Korrelation in x-Richtung bezeichnet. href (x, rn) ist die passende
Referenzfunktion fu¨r einen Punktstreuer in der Entfernung rn. Sie kann einfach von Gl. 2.11
abgeleitet werden, indem man stattdessen eine inverse Azimutphasenhistorie fu¨r ein Signal von
(xn, rn) verwendet. Fu¨hrt man diese Korrelation fu¨r ein Punktstreuer an der Stelle (xn, rn)
durch, so ergibt sich







































wobei ‘sinc’ die Kardinalsinusfunktion sin(x)/x bezeichnet. Die erzielte Auflo¨sung wird norma-








Die erzielte Auflo¨sung ha¨ngt also von der La¨nge der synthetischen Apertur und der Entfernung
ab. Substituiert man Gl. 2.6 in Gl. 2.21, so zeigt sich die Korrektheit von Gl. 2.7. Außerdem zeigt
Gl. 2.20, dass die komplexe Amplitude des Peaks von v(x, rn) an der Stelle xn proportional zu
der Ru¨ckstreuamplitude ρn des Objekts ist, versta¨rkt durch einen Faktor, der proportional zu der
La¨nge der prozessierten synthetischen Apertur ist. Die Phase an der Stelle des Peaks entspricht
dem geometrischen Phasenterm, der sich aus dem minimalen Abstand zwischen Sensor und
Objekt ergibt. Abseits vom Peak kann des weiteren ein quadratischer Phasenverlauf beobachtet
werden, der dem der Rohdaten entspricht.
Fu¨r den Grenzfall Lsa →∞ wird die sinc-Funktion in Gl. 2.20 ein Ausdruck fu¨r δ(x− xn), was
theoretisch einer perfekten Inversion des Datenaufzeichnungsprozesses entsprechen wu¨rde. In
der Praxis kann dies nicht erreicht werden, da fu¨r lange synthetische Aperturen die parabolische
Na¨herung ihre Gu¨ltigkeit verliert. Die maximal mo¨gliche Auflo¨sung bleibt prinzipiell beschra¨nkt
auf das physikalische Limit von λ/4.
Die beschriebene Zeitbereichsformulierung ist extrem rechenaufwendig und daher sehr ineffizient.
Mit Hilfe des Faltungstheorems [144] la¨sst sich die Korrelation aus Gl. 2.20 auch als Multiplikation
mit einer zeitinvertierten Antwortfunktion im Wellenzahlbereich ausdru¨cken:
V˜ (kx, rn) = S˜totr (kx, 2rn/c)H˜ref (kx, rn) , (2.22)
wobeiV˜ (kx, rn), S˜totr (kx, 2rn/c) und H˜ref (kx, rn) die Fourier-Transformationen von v(x, rn),
stotr (x, 2rn/c) und href (x, tn, rn) in x-Richtung sowie kx die Wellenzahl in Azimut ausdru¨cken.
Die Transferfunktion H˜ref (kx, rn) kann aus href (x, rn) u¨ber
















gewonnen werden. Eine Na¨herung fu¨r das Integral in Gl. 2.23 kann durch das Prinzip der stati-
ona¨ren Phase bestimmt werden. Diese Na¨herung geht davon aus, dass der Integrand aufgrund
einer schnell vera¨nderlichen Phase wa¨hrend der Integration viele Zyklen durchla¨uft. Die meisten













= 0 ⇒ x¯ = −crnkx
2ω0
. (2.24)
Mit diesen stationa¨ren Punkten la¨sst sich das Integral na¨hern:
H˜ref (kx, rn) =
1
2pi





























Mit diesem Spektrum der Referenzfunktion la¨sst sich das Spektrum des Prozessierungsergebnis-
ses u¨ber Gl. 2.22 bestimmen. U¨ber eine Ru¨cktransformation in den Zeitbereich erha¨lt man dann
das Bildergebnis. Diese Frequenzraumdarstellung ist wesentlich effizienter als die entsprechen-
de Operation im Zeitbereich, da die gesamte Korrelation durch eine einzige Multiplikation im
Frequenzbereich ersetzt werden kann. In der Praxis werden daher gro¨ßtenteils SAR Prozessoren
eingesetzt, die im Frequenzraum arbeiten.
Zusammenfassend sind die folgenden Schritte fu¨r eine einfach SAR Prozessierung no¨tig
1. Kompression in Entfernung, falls eine Chirp-Pulsform benutzt wurde
2. Eindimensionale Fourier-Transformation in Azimut
3. Multiplikation mit dem entfernungsabha¨ngigen Spektrum der Referenzfunktion
4. Inverse Fourier-Transformation in Azimut
Die beschriebene Methode ist ein vereinfachter Prozessierungsansatz unter Verwendung mehre-
rer Na¨herungen, die nur im Fall sehr niedriger Bildauflo¨sung gu¨ltig sind. Im allgemeinen Fall
la¨sst sich das Problem der SAR Fokussierung aber nicht, wie gerade beschrieben, in Azimut
und Entfernung entkoppeln. Es sind dann komplexere Algorithmen no¨tig, um zu hochwertigen
Bildergebnissen zu gelangen. Solche Algorithmen verwenden den genauen hyperbolischen Pha-
senverlauf und sind auch in der Lage, den Effekt der Zielentfernungsa¨nderung zu beru¨cksichtigen.
In Kapitel 2.2.4 werde einige solche Algorithmen u¨bersichtsweise vorgestellt.
2.2.2 Multilooking / Bildung von Subaperturen
Ein generelles Problem von SAR Aufnahmen ist der sogenannte Speckle-Effekt, welcher dazu
fu¨hrt, dass homogene Fla¨chen, trotz hoher Auflo¨sung, nicht in einer gleichma¨ßigen Helligkeit
erscheinen. Dies ist eine typische Eigenschaft koha¨renter Abbildungssysteme und begru¨ndet
sich in der unterschiedlichen Anordnung der Einzelstreuer innerhalb einer Auflo¨sungszelle. Al-
le einzelnen in einem Pixel reflektierten Wellenzu¨ge addieren sich koha¨rent auf; der Wert der
resultierenden Intensita¨t ist letztendlich ein Zufallswert, der von der jeweiligen Verteilung und
Art der Streuungen innerhalb des Pixels abha¨ngt. Die sich ergebende Bildintensita¨t ist daher
verteilt um die wahre durchschnittliche Ru¨ckstreuintensita¨t, was sich u¨ber ein multiplikatives
Rauschmodell statistisch beschreiben la¨sst [113][118].
Die im vorherigen Kapitel beschriebene Vorgehensweise fu¨hrt zu sogenannten single-look complex
(SLC) Bildern. SLC Bilder besitzen eine hohe ra¨umliche Auflo¨sung; gleichzeitig ist in ihnen aber
auch der Speckle maximal ausgepra¨gt. Gema¨ß Gl. 2.21 steigt die Bildauflo¨sung linear mit la¨nger
werdender synthetischen Apertur an. Eine alternative Prozessierungsmethode, die Multi-Look
Prozessierung , teilt die gesamte verfu¨gbare synthetische Apertur in mehrere Abschnitte auf und
bildet aus jedem Abschnitt der Apertur ein eigenes Bildergebnis, die sogenannten Looks [181].
Wie in Abb. 2.3) dargestellt, entspricht dies im Frequenzbereich dem Aufspalten der gesamten
Doppler-Bandbreite in mehrere Unterba¨nder. Gleiches ist auch in Entfernungsrichtung mo¨glich,
nur dass hier die Bandbreite des ausgestrahlten Pulses in mehrere Ba¨nder aufgespalten wird.
Die einzelnen Looks weisen eine geringere Bandbreite und damit eine entsprechend geringere





















Abbildung 2.3: Multilook-Prozessierung / Bildung von Subaperturen. Links: Aufteilung der gesamten
synthetischen Aperture in mehrere Subaperturen. Rechts: Darstellung der Doppler-Bandbreiten der
Subaperturen im Frequenzraum.
ihrer Amplituden la¨sst sich also der sto¨rende Einfluss des Speckles reduzieren. Eine Multilook-
Aufnahme weist daher eine geringere Specklekomponente auf, ist aber niedrigauflo¨sender und
nicht mehr komplexwertig.
Ein ganz a¨hnliches Konzept wird bei der Erzeugung von sogenannten Subaperturen verfolgt.
Eine Subaperturaufnahme ist eine SAR Aufnahme, die nicht die volle Bandbreite in Azimut
oder Entfernung aufweist, typischerweise aber noch komplexwertig ist. Sie entspricht also einem
einzelnen Look aus einer Multilookprozessierung. Subaperturaufnahmen sind potentiell interes-
sant, da sie durch die im Detail unterschiedlichen Aufnahmebedingungen auch unterschiedliche
Informationen tragen.
Aus Gl. 2.14 ist bekannt, dass ein direkter Zusammenhang zwischen dem Squintwinkel β und







Eine Subapertur in Azimut, die um eine zentrale Doppler-Frequenz herum gebildet wird, ent-
spricht also einer SAR Aufnahme aus genau der zu dieser Doppler-Frequenz geho¨renden Blick-
richtung. Werden aus einer Aufnahme mehrere solche Subaperturen mit unterschiedlichen zen-
tralen Doppler-Frequenzen gebildet, so ergeben sich Aufnahmen, in denen jeweils die gleiche
Szene aus unterschiedlichen Richtungen betrachtet wird. Analog dazu entsprechen Subaperturen
in Entfernungsrichtung Aufnahmen in geringfu¨gig verschiedenenen Wellenla¨ngen.
Fu¨r die Erzeugung von Subaperturaufnahmen bestehen zwei Mo¨glichkeiten. Die erste ist selbst-
versta¨ndlich die oben besprochenen Multilookprozessierung, wobei jede einzelne Subapertur vor
der inkoha¨renten Mittelung gesondert gespeichert werden muss. U¨blicher ist aber die Erzeu-
gung von Subaperturaufnahmen aus dem fertig synthetisierten SAR Bild in voller Auflo¨sung.
Hierzu wird zuna¨chst die SAR Aufnahme durch eine ein- oder zweidimensionale Fourier-
Transformation in den Frequenzbereich u¨berfu¨hrt. Dort wird dann ihr Spektrum, analog zur
Frequenzraumdarstellung in Abb. 2.3, in mehrere Subba¨nder aufgespalten, die jeweils fu¨r sich
durch eine inverse Fourier-Transformation zuru¨ck in den Zeitbereich u¨berfu¨hrt werden. Zu
beachten ist bei dieser Vorgehensweise, dass synthetisierte SAR Aufnahmen ha¨ufig eine un-
gleichma¨ßige spektrale Gewichtung aufweisen, vor allem um Nebenkeulen der Impulsantwort zu
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Abbildung 2.4: Multilook-Prozessierung / Bildung von Subaperturen. Oben: SLC Amplitude mit ma-
ximaler Auflo¨sung, sowie Multilook Amplitude mit 9 Looks. Auflo¨sung und Speckle Rauschen sind re-
duziert. Unten: 4 Subaperturaufnahmen mit verschiedenen Squintwinkeln. Je nach relativer Orientierung
der Szene zum Sensor zeigen sich leichte Variationen in der Ru¨ckstreuung.
unterdru¨cken. Solche Gewichtungsfunktionen mu¨ssen vor dem Auftrennen des Spektrum ent-
fernt werden und anschließend auf den Spektren der individuellen Subaperturen neu angebracht
werden.
Abb. 2.4 zeigt am Beispiel einer urbanen Szene die Gegenu¨berstellung der SLC Amplitude
und einer aus 9 Subaperturen erzeugten Multilook Aufnahme. Außerdem wird exemplarisch die
Zerlegung in 4 Azimut-Subaperturen dargestellt. An einigen Geba¨udekanten ist die Variation
der Ru¨ckstreuintensita¨t mit dem Squintwinkel deutlich zu erkennen. Dies ist ein Resultat des
Auftretens von sehr starken Doppelreflektionen an Geba¨udekanten, wenn diese genau senkrecht
zur aktuellen LOS Richtung orientiert sind.
2.2.3 Bewegungskompensation
Bislang wurde davon ausgegangen, dass sich der Sensor auf einer idealen geradlinigen Flugbahn
und mit konstanter Vorwa¨rtsgeschwindigkeit bewegt. In der Praxis ist das nur selten der Fall;
es kommt zu sogenannten Bewegungsfehlern, also von zeitlich variablen Abweichungen von der
geradlinigen Flugbahn, oder zu Variationen in der Sensorgeschwindigkeit. Ignoriert man Bewe-

















Abbildung 2.5: Links: Azimutabha¨ngigkeit der Gro¨ße der Bewegungskompensation durch die Sensorbe-
wegung. Rechts: Entfernungsabha¨ngigkeit der Bewegungskompensation durch A¨nderung des Blickwinkels.
Bildqualita¨t [19][132]. Zu beobachten sind insbesondere ein Verlust an Auflo¨sung, ein Ansteigen
der Nebenkeulenintensita¨t, starke Phasenfehler sowie eine geometrische Verzerrung des Bildes.
Bei der Prozessierung von Daten flugzeuggestu¨tzter Sensoren ist daher die pra¨zise Kompensation
von Bewegungsfehlern der entscheidender Punkt: Um einen SAR Sensor auf einer solchen insta-
bilen Plattform zu betreiben und hochwertige Bildergebnisse zu erhalten, ist sowohl eine genaue
Messung der Antennenposition wa¨hrend des Fluges no¨tig, als auch ein Prozessierungsalgorith-
mus, welcher in der Lage ist, die Abweichungen von einer linearen Bewegung zu beru¨cksichtigen.
Wa¨hrend der Bewegungskompensation (MoCo) wird versucht, die Rohdaten, bzw. gewisse Zwi-
schenergebnisse wa¨hrend der Prozessierung, so umzuformen, dass sie wie Daten erscheinen, die
von einer idealen geradlinigen Trajektorie, dem sogenannten Referenztrack, aus aufgenommen
worden sind. Im Anschluss daran kann eine gewo¨hnliche ideale SAR Prozessierung durchgefu¨hrt
werden. Eine genaue Bewegungskompensation muss daher wa¨hrend der Azimutintegration alle
Abweichungen ∆r(x, r) der realen Flugbahn vom Referenztrack in der jeweiligen Blickrichtung
zum Objekt kompensieren, was einer Verschiebung der Einhu¨llenden des Pulses um den aufgetre-
tenen Versatz, sowie eine entsprechende Phasenrotation beinhaltet. Bewegungsfehler stammen
von der Eigenbewegung des Flugzeugs und variieren daher in Azimut. Durch die Variation des
Abstrahlwinkels u¨ber die betrachtete Streifenbreite vom Nahbereich (near-range) zum Fernbe-
reich (far-range) tritt außerdem eine signifikante Abha¨ngigkeit des Bewegungsfehlers von der
Entfernung auf (vergleiche Abb. 2.5). Streng genommen ha¨ngt der auftretende Phasenfehler
zusa¨tzlich von der jeweiligen Wellenla¨nge und dem Squintwinkel wa¨hrend der Azimutintegrati-
on ab. Diese Faktoren machen die Bewegungskompensation zu einem komplexen Arbeitsschritt,
der sich exakt nur im Rahmen einer Zeitbereichsprozessierung lo¨sen la¨sst.
Gewo¨hnlich arbeiten moderne SAR Prozessoren im Frequenzbereich und implementieren als
Na¨herung eine zweistufige Bewegungskompensation, welche nur die Komponente des Bewegungs-
fehlers senkrecht zur Flugrichtung bzw. in Richtung des mittleren Squintwinkels der Aufnahme
korrigiert [132][133]. In diesen Algorithmen wird der Bewegungsfehler in eine entfernungsun-
abha¨ngige und eine entfernungsabha¨ngige Komponente aufgespalten. Dies ist sinnvoll, da eine
entfernungsabha¨ngige Bewegungskompensation nur nach der Fokussierung in Entfernung und
nach Korrektur der RCM erfolgen kann. Andererseits aber sollten etwaige Bewegungsfehler
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mo¨glichst fru¨h in der Prozessierungskette eliminiert werden. Daher erfolgt eine entfernungsu-
nabha¨ngige Bewegungskompensation 1. Ordnung gleich zu Beginn der Prozessierung. Eine ent-
fernungskomprimierte Datenrepra¨sentation mit korrigierter RCM erha¨lt man dann nach einigen
weiteren Prozessierungsschritten, welche bereits die grobe Bewegungskompensation 1. Ordnung
voraussetzen2. An dieser Stelle wird dann die entfernungsabha¨ngige Bewegungskompensation 2.
Ordnung durchgefu¨hrt, bevor mit der Prozessierung fortgefahren wird.
Wa¨hrend der Bewegungskompensation werden die Daten zum einen entsprechend ihres loka-
len Bewegungsfehlers entzerrt. Dies entspricht im allgemeinen einer Interpolation der Daten in
Entfernungsrichtung bzw. einer einfachen Verschiebung, wenn keine Entfernungsabha¨ngigkeit
beru¨cksichtigt werden muss. Zum anderen muss eine entsprechende Phasenrotation vorgenom-
men werden, damit die korrigierten Daten auch eine dem Referenztrack entsprechende Phasen-
lage aufweisen. Im folgenden werden nur die Phasenkorrekturen betrachtet; in der Praxis ist
aber immer auch die dazugeho¨rige Interpolation der Einhu¨llenden vorzunehmen.









wobei ∆r(x, rm) den Laufzeitunterschied zwischen realer Flugbahn und Referenztrack fu¨r ein Ziel
an der Position (x, rm), also in Szenenmitte, bezeichnet (vergl. Abb. 2.5). Nach dieser direkt auf
den Rohdaten ausgefu¨hrten Korrektur wird die SAR Prozessierung bis zu dem Punkt, an dem die
RCM korrigiert worden ist, durchlaufen. Hier kann nun die entfernungsabha¨ngige Komponente
des Bewegungsfehlers kompensiert werden. Die Phase der Bewegungskompensation 2. Ordnung
betra¨gt:







∆r(x, rm) stellt hier wiederum den Laufzeitunterschied zwischen realer Flugbahn und Referenz-
track fu¨r ein Ziel an der Position (x, r) dar. Bislang noch nicht betrachtet wurden Variationen
in der Vorwa¨rtsgeschwindigkeit des Sensors. Dieses Problem la¨sst sich im Idealfall durch eine
variable PRF, die in Echtzeit an die aktuelle vom Navigationssystem des Sensors ermittelte
Geschwindigkeit angepasst wird, lo¨sen. Steht eine solche Hardwarelo¨sung nicht zur Verfu¨gung,
so ko¨nnen die Rohdaten auch vor Beginn der Prozessierung in Azimut interpoliert werden, um
eine ra¨umlich gleichma¨ßige Abtastung in Azimut zu erreichen.
2.2.4 Moderne Algorithmen
In den letzten 20 Jahren wurde eine Vielzahl von Ansa¨tzen zur Prozessierung von SAR Daten
flugzeuggestu¨tzter Sensoren vorgeschlagen. Die genaueste Methode ist die Zeitbereichsprozessie-
rung, welche aber einen extrem hohen Rechenaufwand von bis zu mehreren Tagen pro Bild erfor-
dert. Fu¨r die allgemeine Oﬄine-Prozessierung von SAR Daten wird sehr verbreitet der wesentlich
2Nur Prozessoren, welche eine solche fu¨r eine Bewegungskompensation 2. Ordnung geeignete Datenrepra¨sentation
erzeugen ko¨nnen, eignen sich fu¨r die hochauflo¨sende Prozessierung von Daten mit starken Bewegungsfehlern.
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schnellere, sogenannte Range-Doppler Algorithmus eingesetzt [121]. Dieser Prozessierungsansatz
korrigiert die RCM durch eine Interpolation im Azimut-Frequenz / Entfernungs-Zeitbereich und
fu¨hrt im allgemeinen zu sehr guten Ergebnissen bei verha¨ltnisma¨ßig stabilen und hochfliegenden
Sensorplattformen. Ein weiterer sehr popula¨rer Algorithmus ist der Chirp-Scaling Algorithmus
(CS) [162], welcher urspru¨nglich fu¨r eine genaue und phasentreue Prozessierung von satelliten-
gestu¨tzten Daten entwickelt wurde. Er vermeidet Interpolationen zur Kompensation der RCM
durch geeignete Skalierung der Range-Chirps. Der Extended Chirp-Scaling Algorithmus (ECS)
[130] ist eine Weiterfu¨hrung dieses Konzepts speziell fu¨r die Prozessierung von Daten flugzeug-
getragener Sensoren. Er ist sowohl in der Lage, die in Abschnitt 2.2.3 beschriebene zweistufige
Bewegungskompensation durchzufu¨hren, als auch variierende Doppler-Zentroide in Entfernung
und/oder Azimut zu beru¨cksichtigen. Zusa¨tzlich kann ohne jegliche Interpolation eine geome-
trische Skalierung der Daten sowohl in Entfernung als auch in Azimut vorgenommen werden.
Inzwischen stoßen modernste flugzeuggetragene Systeme jedoch in den Auflo¨sungsbereich um
einen Dezimeter vor (und sogar darunter [46]). Hier sind die im CS / ECS Algorithmus ver-
wendeten Na¨herungen nicht mehr gu¨ltig [148]. A¨hnliches gilt fu¨r Systeme, die im VHF Bereich
arbeiten und daher sehr lange Aperturen fu¨r eine hochauflo¨sende Bildsynthese beno¨tigen, sowie
im Fall von sehr hohen Squintwinkeln oder extrem breitbandigen Pulsformen. Eine mo¨gliche
Lo¨sung ist dann der sogenannte Fast Factorized Back-Projection Algorithmus [204], welcher fu¨r
die hochauflo¨sende Prozessierung von VHF SAR Daten vorgeschlagen wurde. Diese Methode ist
eine, mittels einiger Na¨herungen, stark beschleunige Variante eines Zeitbereichprozessors. Er ist
aber immer noch vergleichsweise rechenaufwendig und relativ kompliziert zu implementieren.
Einen anderen Weg gehen die sogenannten Wellenzahl-Prozessoren. Wellenzahl-Prozessoren wer-
den allgemein als die ideale Lo¨sung des Fokussierungsproblems im Fall einer geradlinigen Sen-
sortrajektorie angesehen, da sie praktisch keine Na¨herungen erfordern. Die einzige Annahme
in der Wellenzahlprozessierung ist die Notwendigkeit, die auftretende Hankel Funktion in eine
Fourier-Transformation u¨berzufu¨hren. Dafu¨r ist eine asymptotische Entwicklung der Hankel-
Funktion notwendig [127]. Diese Na¨herung entspricht der Annahme eines hohen Zeit-Bandbreite-
Produkts in Azimut3. Der erste im Wellenzahlbereich arbeitende Prozessor war der sogenannte
Fourier-Hankel Algorithmus [86]. Weitere Entwicklungen, ha¨ufig auch als ω-k-Prozessoren
bezeichnet, finden sich in [177][151][21][20][64][7][63]. Die meisten Wellenzahlprozessoren benut-
zen einen Interpolationsschritt im Wellenzahlbereich, das sogenannte Stolt-Mapping [194], um
das Spektrum der Daten von Polarkoordinaten in kartesische Koordinaten u¨berzufu¨hren. Wel-
lenzahlprozessoren sind in der Lage, Daten unabha¨ngig von ihren Bandbreiten in Azimut und
Entfernung zur maximal mo¨glichen Auflo¨sung zu fokussieren, allerdings ohne die Mo¨glichkeit
einer hochgenauen entfernungsabha¨ngigen Bewegungskompensation wie im ECS Algorithmus
[147][150]. Daher werden Wellenzahlprozessoren vor allem fu¨r Daten satellitengestu¨tzter Senso-
ren eingesetzt.
Verglichen mit der zweistufigen Bewegungskompensation des ECS Algorithmus kann im nor-
malen unmodifizierten Wellenzahlprozessor nur die Bewegungskompensation 1. Ordnung direkt
durchgefu¨hrt werden [20][78]. Wie bereits dargestellt, ist dies die entfernungsunabha¨ngige Kom-
ponente des tatsa¨chlichen Bewegungsfehlers, welche direkt vor oder nach der Entfernungskom-
pression kompensiert werden kann. Im Fall von hochauflo¨senden Systemen ist hingegen auch
eine genaue Kompensation der entfernungsabha¨ngigen Komponente essentiell. Wie in Abschnitt
2.2.5 noch genauer erla¨utert, ist dieser Prozessierungsschritt in einem normalen Wellenzahlpro-
zessor nicht mo¨glich. In der Literatur finden sich mehrere Ansa¨tze dieses Problem zu lo¨sen.
3siehe [100] und [39] fu¨r eine Darstellung der Chirp-Charakteristika als Funktion des Zeit-Bandbreite-Produkts
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Die in [106] und [61] beschriebene Methode basiert auf einer Taylor-Na¨herung der Phase im
zweidimensionalen Spektralbereich und benutzt eine Chirp-Z Transformation,4 um eine Skalie-
rung des Spektrums der Daten in Entfernung vorzunehmen. In [78] wurde durch Subapertur-
Prozessierung die Bewegungskompensation 1. Ordnung auf die gesamte Strahlbreite in Azimut
adaptiv gemacht. [120] stellz ein Konzept vor, welches ebenfalls durch Subapertur-Prozessierung
die Squintwinkelabha¨ngigkeit der Bewegungskompensation im Rahmen eines Wellenzahlprozes-
sors beru¨cksichtigt. Schließlich findet sich in [24] ein umfangreicher U¨berblick u¨ber die bei der
Wellenzahl-Prozessierung von Spotlight-SAR Daten mit Bewegungsfehlern auftretenden Proble-
me, allerdings hier, anders als beim Stripmap-SAR, mit einer fu¨r die Szenenmitte optimierten
Bewegungskompensation.
Im folgenden Abschnitt 2.2.5 wird eine kurze Einfu¨hrung in das Konzept der Wellenzahlprozes-
sierung gegeben. Darauf aufbauend wird in Kapitel 2.3 ein neuartiger erweiterter Wellenzahlpro-
zessor abgeleitet, welcher in der Lage ist, eine vollwertige zweistufige Bewegungskompensation,





In diesem Abschnitt wird eine alternative und eher physikalisch motivierte Darstellung des Pro-
zesses der Rohaufzeichnung eines SAR Sensors gegeben. Bislang wurde dabei eine Situation
beschrieben, in welcher die Antenne einen elektromagnetischen Puls abstrahlt, dieser von den
Streuern am Boden reflektiert und dann wiederum von der Antenne aufgefangen wird. Alternativ
kann das reflektierte Wellenfeld auch modellhaft als nur von den Streuern herru¨hrend angenom-
men werden. Die Streuer fungieren dann alle als individuelle Emitter oder Elementarantennen,
welche in Richtung der Antenne abstrahlen. Diese Darstellung wird im sogenannten ”radiating
reflector“ Modell verfolgt, welches urspru¨nglich in der Geophysik im Rahmen seismischer Analy-
sen entwickelt wurde [194],[70]. Dieses Modell bietet eine andere Sichtweise auf den Prozess der
Datenaufnahme eines SAR Sensors und ist die Grundlage von Wellenzahlprozessoren, d.h. Pro-
zessoren, welche auf den funktionalen Zusammenha¨ngen zwischen Frequenzen und Wellenzahlen
in Azimut und Entfernung beruhen.
Im Rahmen des ”radiating reflector“ Modells geht man davon aus, dass alle in der Szene vor-
handenen Streuer zum Zeitpunkt t = −t0 simultan beginnen eine Kugelwelle abzustrahlen. Da
die Laufzeiten dieser Pulse von dem jeweiligen Abstand zwischen Sensor und Streuer abha¨ngen,
erreichen die Wellenfelder, die von verschiedenen Ursprungspositionen ausgehen, auch mit ver-
schiedenen Verzo¨gerungen ∆t die Antenne. Nimmt man nun eine Ausbreitungsgeschwindigkeit
an, die exakt halb so groß ist wie die tatsa¨chliche, so la¨sst sich zeigen, dass das sich ergebende
Wellenfeld an der Sensorposition eine sehr gute Reproduktion des Feldes ist, welches ein Sensor
erzeugen wu¨rde, der selber die Pulse aussendet und dann die reflektierten Signale empfa¨ngt
[194]. Dies gilt fu¨r die Annahme, dass sich die Sensorposition zwischen Aussenden und Empfan-
gen der Pulse nicht nennenswert vera¨ndert; aufgrund der hohen Pulswiederholfrequenz moderner
Sensorsysteme ist diese Bedingung aber immer hinreichend gut erfu¨llt.
Das gesamte Wellenfeld ψtot(x, t, r = 0), so wie es von einer Antenne zur Zeit t an der Azimut-
position x und der Schra¨gentfernung r = 0 gemessen wird, ist durch die koha¨rente Superposition
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Abbildung 2.6: Datenaufzeichnung. Links: Realer Prozess u¨ber Senden und Empfangen von Pulsen.
Rechts: ”radiating reflector“-Prozess u¨ber simultanes Aussenden eines Wellenfeldes durch die Streuer
aller Kugelwellen, die zum Zeitpunkt t = −t0 abgestrahlt wurden, gegeben:
ψtot(x, t, r = 0) =
∑
n








(x− xn)2 + r2n
)
δ(t−∆t) dxn drn , (2.29)
wobei %(xn, rn) die komplexe Ru¨ckstreuamplitude des n-ten Streuers an der Position (xn, rn), ω
die Tra¨gerfrequenz des Radars, c die Lichtgeschwindigkeit und δ(. . .) die Dirac’sche Deltafunk-
tion bezeichnet. Aus Gru¨nden der Einfachheit und ohne Verlust der Allgemeingu¨ltigkeit wurden
in Gl. 2.29 Ausbreitungsverluste und Einflu¨sse des Antennendiagramms vernachla¨ssigt.
Vor dem Hintergrund eines SAR Sensors entspricht die komplexe Funktion ψtot(x, t, r = 0)
den aufgezeichneten Rohdaten und zwar nach der Kompression in Entfernung, sofern mit einer
Chirp-Pulsform gearbeitet wurde. Unter Verwendung des ”radiating reflector“ Modells kann man
den Prozess der Rohdatenaufzeichnung als eine Abtastung des von den Streuern abgestrahlten
Wellenfelds auf einer Reihe von Punkten entlang der Flugbahn des Sensors ansehen.
Ru¨ckprojektion des Wellenfeldes
Die Aufgabe der SAR Prozessierung ist es nun, das inverse Problem zu lo¨sen, d.h. aus dem
entlang der Sensorflugbahn (x, r = 0) zum Zeitpunkt t gemessenen Wellenfeld das urspru¨ngliche
Wellenfeld zum Zeitpunkt t = −t0 zu rekonstruieren, welches der Verteilung der Streuer und
damit dem gesuchten Bild entspricht. Dieser Ansatz zur SAR Prozessierung basiert auf Wellen-
gleichungen und wird in der Literatur oft auch als ’ω-k’-Prozessierung bezeichnet [177],[21],[20].
Wie bereits erwa¨hnt, liegen seine Vorteile in der hohen Genauigkeit, da keinerlei Na¨herungen
verwendet werden mu¨ssen, sowie in der direkten geometrische Interpretation des Fokussierungs-
vorgangs.
Das gemessene Feld am Ort r = 0, dargestellt durch die Rohdaten, la¨sst sich einfach als eine








Ψ˜tot(kx, ω, r = 0) exp(i(ωt+ kxx)) dω dkx , (2.30)
wobei ω die Kreisfrequenz des Radars, sowie kx und kr die Wellenzahlen in Azimut und Entfer-






k2x + k2r (2.31)
miteinander verbunden. In Gl. 2.30 sind die komplexen Amplituden Funktionen von kx und ω
und werden am Ort r = 0 durch Ψ˜tot(kx, ω, r = 0) ausgedru¨ckt. Diese komplexen Amplituden
lassen sich einfach aus ψtot(x, t, r = 0), dem gemessenen Wellenfeld aus Gl. 2.29 u¨ber eine
zweidimensionale Fourier-Transformation ableiten [17],[196]:
Ψ˜tot(kx, ω, r = 0) =
∫∫
ψtot(x, t, r = 0) exp(−i(ωt+ kxx)) dtdx . (2.32)
Aufbauend auf die Darstellung aus Gl. 2.30 ist es nun die Aufgabe der Prozessierung das ur-
spru¨ngliche Wellenfeld ψtot(x, t = −t0, r), so wie es zum Zeitpunkt t = −t0 ausgesendet wurde,
aus dem gemessenen Wellenfeld ψtot(x, t, r = 0) zu rekonstruieren. Dazu fu¨hrt man zuerst fu¨r
alle Wellen eine Ru¨ckausbreitung im Ort von r = 0 in eine bestimmte Entfernung r durch. Fu¨r
eine ebene Welle mit gegebenen ω und kx entspricht die Ru¨ckausbreitung im Ort einer Phasen-
verschiebung, die durch Multiplikation mit exp(ikrr) erreicht werden kann. Weiterhin la¨sst sich











Das ru¨ckausgebreitete Feld ist dann gegeben als




















Mit Gl. 2.34 ist das Wellenfeld in einer beliebigen Entfernung r zum Zeitpunkt des Empfangs
gegeben. Um nun das initiale Feld ψtot(x,−t0, r) zum Zeitpunkt seiner Entstehung bei t = −t0 zu
bestimmen, muss eine zweite Ru¨ckausbreitung in der Zeit durchgefu¨hrt werden. Dies geschieht
durch Auswertung von Gl. 2.34 zur Zeit t = −t0
ψtot(x,−t0, r) = 1(2pi)2
∫∫















Gl. 2.35 ist bereits eine Fokussierungsgleichung. Problematisch an dieser Formulierung ist jedoch













Abbildung 2.7: ”Stolt-mapping“. Links: Spektral Darstellung der aufgezeichneten Rohdaten. Rechts:
In den (kr, kx)-Bereich transformiertes Spektrum; das ”Stolt-mapping“ interpoliert Datenwerte fu¨r Li-
nien mit konstantem kr, d.h. es fu¨hrt eine Projektion von polaren auf kartesische Koordinaten im (kr, kx)-
Bereich durch.
ausgewertet werden, was eine praktische Anwendung hochgradig ineffizient werden la¨sst. Da-
her ist es angebracht Gl. 2.35 in die Form einer zweidimensionalen Fourier-Transformation
umzustellen, indem man den Ausdruck aus Gl. 2.31 substituiert:








k2x + k2r , r = 0
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dkx dkr . (2.36)
Diese Substitution, bekannt als ”Stolt-mapping“ [194], u¨berfu¨hrt das Problem in den kr-kx
Wellenzahlbereich und lo¨st auf diese Weise die parametrische Abha¨ngigkeit von r. Dies erfordert
allerdings eine Interpolation von Rohdatenwerten fu¨r ω = c/2
√
k2x + k2r . Anschaulich stellt das
”Stolt-mapping“ eine Abbildung von Linien mit konstantem ω auf Kreise mit dem Radius
2ω/c in dem (kx, kr)-Bereich dar (siehe Abb. 2.7). Als nichtlineare Interpolation ist das ”Stolt-
mapping“ keine triviale Operation und erfordert die Wahl hochgenauer Interpolationskerne, um
eine korrekt zuru¨ckausgebreitete Wellenverteilung zu erzielen [84].
Die Lo¨sung von Gl. 2.36 stellt die initiale Feldverteilung zum Zeitpunkt ihrer Entstehung dar
und beschreibt damit auch die Verteilung der Streuer am Boden im Rahmen der mit dem System
erzielbaren Auflo¨sung. Gl. 2.36 kann daher als die Invertierung des Prozesses der Datenaufzeich-
nung angesehen werden, so wie sie im ”radiating reflector“ Modell dargestellt wird. Das Ergebnis
wird ohne jegliche Na¨herungen erzielt und beru¨cksichtigt pra¨zise die Effekte der ”range cell mi-
gration“, des hyperbolischen Phasenverlaufs und der variierenden Wellenla¨nge innerhalb der
abgestrahlten Pulse. Eine detaillierte Beschreibung der Wellenzahlprozessierung findet sich in
[177].
Bewegungskompensation
Obwohl die ’ω-k’ Prozessierung ein bestechend einfaches wie genaues Verfahren ist, besitzt es
doch einen großen Nachteil: Eine pra¨zise zweistufige Bewegungskompensation, wie sie fu¨r die Pro-
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zessierung von Daten flugzeuggetragener Sensoren unabdingbar ist, la¨sst sich in ihrem Rahmen
nicht durchfu¨hren. Die Wellenzahlprozessierung ist daher nur fu¨r satellitengetragene Sensoren
geeignet, wobei die hohe Genauigkeit dieser Methode heutzutage zumeist nicht erforderlich ist,
und auch mit anderen Prozessierungsansa¨tzen gute Ergebnisse erzielt werden ko¨nnen.
Vor dem ”Stolt-mapping“ befinden sich die Daten im Zeitbereich und sind bereits in Ent-
fernung fokussiert, was prinzipiell eine Bewegungskompensation ermo¨glicht. Allerdings ist an
dieser Stelle der Prozessierung die RCM noch nicht korrigiert, wodurch sich gewisse Teile der
Impulsantworten noch nicht in der richtigen Entfernung befinden. Daher kann an dieser Stelle
nur die entfernungsunabha¨ngige Korrektur, die Bewegungskompensation erster Ordnung, durch-
gefu¨hrt werden. Nach dem ”Stolt-mapping“ ist die komplette Fokussierung bereits abgeschlos-
sen, fu¨r eine Bewegungskompensation 2. Ordnung ist es nun zu spa¨t. In der konventionellen
’ω-k’-Prozessierung muss die RCM nicht separat kompensiert werden; sie wird vielmehr implizit
durch den Prozess des ”Stolt-mappings“ beru¨cksichtigt.
Als Ergebnis la¨sst sich festhalten, dass im normalen ’ω-k’ Prozessierungsschema eine entfer-
nungsabha¨ngige Bewegungskompensation 2. Ordnung nicht mo¨glich ist, da an keiner Stelle die
Rohdaten fokussiert in Entfernung, unfokussiert in Azimut und um die RCM korrigiert vorlie-
gen. Zu diesem Zweck muss das Prozessierungskonzept entsprechend abgea¨ndert werden. Dies
ist Gegenstand des na¨chsten Abschnitts.
2.3 Der erweiterte Wellenzahlprozessor
Der erweiterte Wellenzahl Prozessor stellt eine Variante der klassischen Wellenzahlprozessierung
dar, welche in der Lage ist, eine a¨hnliche zweistufige Bewegungskompensation durchzufu¨hren,
wie dies in verschiedenen popula¨ren SAR Prozessierungsmethoden mo¨glich ist. Gleichzeitig wer-
den aber die einmaligen Eigenschaften der Wellenzahlprozessierung, wie die genaue Verarbeitung
extrem langer Aperturen und breitbandiger Signale, gro¨ßtenteils bewahrt. Das Ergebnis ist eine
neue Prozessierungsmethode, welche sich hervorragend fu¨r die Fokussierung von modernen hoch-
auflo¨senden SAR Daten flugzeuggestu¨tzter Sensoren eignet, welche immer o¨fter Antennen mit
weitem O¨ffnungswinkel sowie hohe Signalbandbreiten benutzen, um ho¨chste Bildauflo¨sungen zu
erzielen. Der erweiterte Wellenzahl Prozessor ist daher gut geeignet, die Lu¨cke zwischen Wellen-
zahlprozessoren und konventionellen Fourier-Prozessoren zu fu¨llen [170][2][164].
2.3.1 Das modifizierte Stolt-Mapping
Gl. 2.35 repra¨sentiert die Fokussierungsgleichung der Wellenzahlprozessierung. Wie zuvor be-
schrieben, wird sie u¨blicherweise aus Effizienzgru¨nden durch Substitution von ω = c2
√
k2x + k2r
in ein zweidimensionales Fourier-Integral umgestellt. In diesem Fall korrigiert das ”Stolt-
mapping“ die hyperbolische RCM und fokussiert das Bild. Im Folgenden soll eine Umstellung
von Gl. 2.35 in ein alternatives Fourier-Integral vorgestellt werden, welche die RCM Korrektur
von der eigentlichen Azimutfokussierung separiert und somit eine zweistufige Bewegungskom-
pensation erlaubt.
Durch Einfu¨gen eines Nullterms la¨sst sich Gl. 2.35 folgendermaßen expandieren:
ψtot(x,−t0, r) = 1(2pi)2
∫∫















Abbildung 2.8: Modifiziertes ”Stolt-mapping“. Links: Spektraldarstellung der aufgezeichneten Roh-
daten. Rechts: Spektrum nach Transformation in den (k
′



















 dkx dω .
(2.37)
An diesem Punkt wird nun wiederum eine Variablensubstitution durchgefu¨hrt, die allerdings














Diese Substitution stellt genau wie das ”Stolt-mapping“ eine Interpolation des Datenspektrums
dar. Aber anstatt Linien mit konstantem ω auf Kreise mit Radius 2ω/c im (kx, kr)-Bereich ab-




5. Wie in Abb. 2.8 dargestellt, verursacht diese Frequenzverschie-
bung, dass alle Datenpunkte mit der Frequenz ω0 auf einer Linie mit konstantem k
′
r verbleiben.
Fu¨hrt man die in Gl. 2.38 beschriebene Variablensubstitution in Gl. 2.37 durch so ergibt sich
mit der Abku¨rzung kr0 = 2ω0/c der folgender Ausdruck:























































´2 − k2x verschoben.
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Der erste Exponentialterm in Gl. 2.39 ha¨ngt nur von r und der Azimutwellenzahl kx und nicht
mehr von der Radarfrequenz ω ab, welche bei breitbandigen Signalen stark variiert. Dieser Term
ist fu¨r die Azimutfokussierung zusta¨ndig, nachdem RCM und Frequenzabha¨ngigkeit kompensiert
worden sind. Diese beiden Korrekturen erfolgen durch das zweite Integral in Gl. 2.39. Eliminiert
man nun den Fokussierungsterm, so ist das Ergebnis ein Bild, bei dem die RCM korrigiert worden
ist und die Azimutausdehnung und -position der Impulsantworten exakt denen in den Rohdaten
entspricht. An dieser Stelle kann also eine entfernungsabha¨ngige Bewegungskompensation 2.
Ordnung durchgefu¨hrt werden.
Im Rahmen der konventionellen Wellenzahlprozessierung, so wie sie in Abschnitt 2.2.5 beschrie-
ben wurde, ließe sich eine a¨hnliche Situation durch Eliminierung des letzten Exponentialterms
in Gl. 2.36 erreichen. In diesem Fall wu¨rde ebenfalls keine Azimutkompression erfolgen. Das ver-
bleibende Integral wu¨rde jedoch die Variationen der azimutalen Chirpraten zwischen Nah- und
Fernbereich korrigieren, indem die La¨ngen der Impulsantworten entsprechend angepasst wu¨rden.
Dies la¨sst sich in Gl. 2.36 daran erkennen, dass die zu entfernende Fokussierungsfunktion sel-
ber nicht mehr entfernungsabha¨ngig ist. Da die Korrespondenz zwischen der Korrekturfunktion
und der dazugeho¨rigen Azimutposition dann nicht fu¨r alle Entfernungen gegeben ist, ist diese
Variante nicht geeignet, um eine entfernungsabha¨ngige Bewegungskompensation durchzufu¨hren.
Nachdem im erweiterten Wellenzahlprozessor die entfernungsabha¨ngige Bewegungskorrektur
durchgefu¨hrt wurde, muss das Bild u¨ber eine eindimensionale FFT zuru¨ck in den Azimut-
Wellenzahlbereich transformiert werden. Dort sorgt anschließend folgende entfernungsabha¨ngige
Phasenkorrektur








fu¨r die Azimutfokussierung. Schließlich wird noch eine inverse FFT in Azimut beno¨tigt, um das
Bild in den Zeitbereich zu u¨bertragen.
Zusammenfassend sind die folgenden Schritte fu¨r das Konzept der erweiterten Wellenzahlpro-
zessierung notwendig:
1. Entfernungskompression der Daten, falls ein frequenzmodulierter Puls (Chirp) verwendet
wurde
2. Bewegungskompensation 1. Ordnung (entfernungsunabha¨ngig)
3. Zweidimensionale Fourier-Transformation in den kx-ω-Bereich
4. Modifiziertes Stolt-mapping (Wechsel vom kx-ω in den kx-k
′
r-Bereich)
5. Zweidimensionale Fourier-Transformation in den x-r-Bereich (Zeitbereich)
6. Bewegungskompensation 2. Ordnung (entfernungsabha¨ngig)
7. Eindimensional Fourier-Transformation in den kx-r-Bereich
8. Azimutfokussierung (entfernungsabha¨ngig)
9. Inverse eindimensionale Fourier-Transformation in den x-r-Bereich
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Ein alternativer Weg, um das zuvor pra¨sentierte erweiterte ’ω-k’-Konzept abzuleiten, basiert auf
einem Azimutexpansion genannten Prozessierungsschritt nach Durchfu¨hrung des konventionellen
”Stolt-mappings“. Hierbei werden die Rohdaten zuerst u¨ber die konventionelle Wellenzahlpro-
zessierung fokussiert, wobei eine entfernungsunabha¨ngige Bewegungskompensation 1. Ordnung
nach der Entfernungsfokussierung durchgefu¨hrt wird. Statt einer zweidimensionalen inversen
FFT nach dem ”Stolt-mapping“, wird aber nun nur eine eindimensionale inverse FFT in Ent-
fernungsrichtung angewandt. Die Daten befinden sich dann im kx-r-Bereich, wobei RCM und
Wellenla¨ngenabha¨ngigkeit bereits kompensiert sind. Im Azimut-Zeitbereich sind die Daten fo-
kussiert, d.h. gut lokalisiert.
Um eine korrekte Bewegungskompensation 2. Ordnung durchzufu¨hren, muss die Azimutausdeh-
nung der Impulsantworten in einer Art und Weise angepasst werden, dass sie in allen Entfer-
nungen identisch zu der Originalausdehnung in den Rohdaten werden. Die Phasenhistorie eines
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erreicht werden. Daher werden die Daten nach Anwendung des konventionellen ”Stolt-
mappings“ durch eine eindimensionale inverse FFT in Entfernungsrichtung in den kx-r-Bereich
u¨berfu¨hrt. Dann werden die Daten mit dem Phasenterm aus Gl. 2.44 multipliziert, gefolgt von
einer FFT in Azimut. Dies fu¨hrt zu einer Datenrepra¨sentation, bei der die Impulsantworten der
Ziele RCM-korrigiert und in Azimut auf ihre Originalla¨nge in den Rohdaten ausgedehnt vor-
liegen. Eine entfernungsabha¨ngige Bewegungskompensation 2. Ordnung kann nun durchgefu¨hrt
werden. Nach diesem Schritt ist eine weitere Azimut-FFT no¨tig, um in der Lage zu sein, die
Daten durch Multiplikation mit der Inversen von Gl. 2.44 zu fokussieren. Schließlich fu¨hrt eine
inverse Azimut-FFT zu dem Bildergebnis im Zeitbereich.
An dieser Stelle muss angemerkt werden, dass die Phasenfunktion von Gl. 2.44 linear in der
Entfernung ist. Sie entspricht daher einer Frequenzverschiebung in der kr-Richtung. Diese Ver-
schiebung kann auch direkt wa¨hrend des ”Stolt-mappings”durchgefu¨hrt werden, was die zwei
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zusa¨tzlichen FFTs vermeidet. Diese Variante fu¨hrt exakt auf Gl. 2.39: Der Betrag der sich durch






− k2x . (2.45)




r = kr −∆kr (2.46)
offensichtlich. Die Phasenkorrekturen fu¨r die Azimutfokussierung nach der Bewegungskompen-
sation 2. Ordnung, dargestellt in Gl. 2.40 und 2.44, sind ebenfalls identisch. Die beiden Ansa¨tze,
einerseits die Verwendung eines modifizierten ”Stolt-mappings“ und andererseits die Verwen-
dung eines zusa¨tzlichen Schritts zur Azimutexpansion, sind daher grundsa¨tzlich identisch.
2.3.2 Bewegungskompensation 3. Ordnung
Wie bereits erwa¨hnt, wird bei der Wellenzahlprozessierung das Bildergebnis ohne Na¨herungen
erzielt; insbesondere wird auch der Effekt der innerhalb des frequenzmodulierten Pulses variie-
renden Wellenla¨nge beru¨cksichtigt. Dieser prinzipielle Vorteil der Wellenzahlprozessierung hat
gewisse Auswirkungen auf die korrekte Anwendung der Bewegungskompensation im Fall einer
hohen Entfernungsbandbreite.
In den Rohdaten ist die azimutale Ausdehnung der Impulsantworten fu¨r alle Wellenla¨ngen in-
nerhalb der Entfernungsbandbreite identisch. Ihre Chirpraten unterscheiden sich allerdings ge-
ringfu¨gig aufgrund der leicht verschiedenen Wellenla¨nge. Sowohl in der konventionellen Wellen-
zahlprozessierung, wie auch in der erweiterten Wellenzahlprozessierung wird dies im Rahmen
des ”Stolt-mappings“ beru¨cksichtigt, welches alle Chirpraten an die der Zentralfrequenz ω0
anpasst. Daher erfordert auch die eigentliche Azimutfokussierung (Gl. 2.40) nur noch diese Zen-
tralfrequenz, um eine ideale Kompression fu¨r alle Wellenla¨ngen des Signals zu erzielen. Diese
Anpassung der Chirpraten durch das ”Stolt-mapping“ a¨ndert aber selbstversta¨ndlich nicht
die Doppler-Bandbreite des Signals; die Anpassung geschieht vielmehr durch entsprechende
A¨nderung der Ausdehnung der Impulsantworten in Azimut. Dieser Effekt ist in Abb. 2.9 dar-
gestellt: Um die verschiedenen Chirpraten anzupassen, werden Signalanteile mit einer ku¨rzeren
Wellenla¨nge als der zentralen in Azimut gestreckt, wa¨hrend Signalanteile mit la¨ngerer Wel-
lenla¨nge entsprechend in Azimut gestaucht werden.
Obwohl dieser Effekt prinzipiell große Vorteile bei der Fokussierung von breitbandigen SAR
Daten bietet, treten Probleme auf, wenn Bewegungsfehler in den Daten vorhanden sind. In den
Rohdaten wirkt sich ein Bewegungsfehler an einer bestimmten Stelle der Sensortrajektorie auch
genau an dieser Stelle der Rohdaten aus, und zwar fu¨r alle Wellenla¨ngen des Chirps (vergleiche
Abb. 2.9c). Wie in Abb. 2.9d illustriert, a¨ndert das modifizierte ”Stolt-mapping“ zum Teil die-
se Position; nur die Signalanteile mit λ0 verbleiben an ihrer korrekten Azimutposition. Bei der
normalen Durchfu¨hrung der Bewegungskompensation 2. Ordnung, wie in Gl. 2.28 beschrieben,
werden daher nur die Phasen der Signalanteile mit λ0 korrekt korrigiert. Fu¨r alle anderen Wel-









































Abbildung 2.9: a) In den Rohdaten haben die Impulsantworten aller Wellenla¨ngen die gleiche La¨nge,
aber verschiedene Chirpraten. b) Nach dem modifizierten ”Stolt-mapping“ sind die Chirpraten identisch,
aber nicht die Ausdehnungen in Azimut. c) Wie a), aber mit Bewegungsfehlern. Ein Bewegungsfehler
erscheint in allen Wellenla¨ngen an der selben Position in Azimut. d) Nach dem modifizierten ”Stolt-
mapping“ variieren die Orte des Bewegungsfehlers mit der Wellenla¨nge.
Wichtig ist an dieser Stelle, die prinzipiellen Unterschiede in der Azimutfokussierung mit
Bewegungskompensation, zwischen einem Wellenzahlprozessor und einem Standardprozessor,
wie dem ECS Algorithmus, hervorzuheben. Ein Standardprozessor beru¨cksichtigt die Wel-
lenla¨ngenvariationen innerhalb der Impulsantwort in Azimut nicht. Fu¨r die Bewegungskom-
pensation befinden sich die Daten in der in Abb. 2.9c dargestellten Repra¨sentation. Bewegungs-
kompensation kann an dieser Stelle problemlos durchgefu¨hrt werden, wobei gewisse Fehler durch
den fu¨r ω 6= ω0 falsch angepassten Kompressionsfilter und durch die Variationen der Bewegungs-
kompensation mit dem Squintwinkel auftreten [149]. In der erweiterten Wellenzahlprozessierung
treten keinerlei Fehler in der Fokussierung aufgrund der variierenden Radarfrequenz auf, aber
nun ist die Bewegungskompensation fu¨r ω 6= ω0 falsch angepasst. Fu¨r kleine relative Bandbreiten
und relativ niederfrequente Bewegungsfehler funktioniert die erweiterte Wellenzahlprozessierung
zwar hinreichend gut. Fu¨r allgemeinere Systemparameter ist aber ein zusa¨tzlicher Verarbeitungs-
schritt in der Bewegungskompensation no¨tig, um eine hohe Bildqualita¨t sicherzustellen.
Unter Verwendung von Gl. 2.43 kann die durch das modifizierte ”Stolt-mapping“ hervorgeru-
fene Azimutverschiebung eines Bewegungsfehlers bei einer bestimmten Frequenz ω analytisch
abgeleitet werden:

























 Moco 3. Ordnung
Azimut Block-IFFT
Azimut Block-FFT
Abbildung 2.10: Blockdiagramm des kompletten erweiterten Wellenzahlprozessors. Links: Schemati-
sche Repra¨sentation von drei Punktzielen an verschiedenen Zeitpunkten der Prozessierung (Entfernung
horizontal, Azimut vertikal)
Nach dem modifizierten ”Stolt-mapping“ sind die Daten im kx-k
′
r- Bereich und Gl. 2.38 muss

















Diese Verschiebung ha¨ngt ab von r, kx und k
′
r; der Bewegungsfehler selber variiert mit x, r und
genau genommen auch mit kx. Daher kann der beschriebene Effekt nur na¨herungsweise u¨ber
einen Blockprozessierungsansatz kompensiert werden.
Fu¨r die Bewegungskompensation 3. Ordnung mu¨ssen die Daten zuerst mittels blockweiser FFTs,
z.B. der Gro¨ße 64x64, in den kx-k
′
r-Bereich transformiert werden. Dies stellt einerseits eine Sen-
sitivita¨t auf Entfernungs- und Azimutposition und andererseits auf die Wellenzahlen in Azimut
und Entfernung sicher. Jeder dieser Blo¨cke deckt 64 verschiedene Azimutwellenzahlen kxi und
64 Wellenzahlen in Entfernung k
′
rj ab und kann einer gewissen mittleren Entfernung rc und
mittleren Azimutposition xc seines zentralen Pixels zugeordnet werden. Damit kann, unter Ver-
wendung von Gl. 2.48, die dazugeho¨rige Azimutverschiebung ∆x(rc, kxi, k
′
rj) fu¨r jedes Element
des Blocks bestimmt werden.
Fu¨r eine korrekte Durchfu¨hrung der Bewegungskompensation 3. Ordnung muss natu¨rlich
beru¨cksichtigt werden, dass die Bewegungskompensation 1. und 2. Ordnung bereits durchgefu¨hrt
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worden sind. Die Bewegungskompensation 1. Ordnung fand vor dem modifizierten ”Stolt-
mapping“ statt, und seine Phasenkorrekturen wurden daher auch an der korrekten Azimutposi-
tion angebracht. Die Bewegungskompensation 2. Ordnung fand nach dem modifizierten ”Stolt-
mapping“ statt, mit allen zuvor beschriebenen Implikationen. Die Bewegungskompensation 3.
Ordnung kann daher wie folgt ausgedru¨ckt werden:







∆r(xc +∆x(rc, kxi, k
′
rj), rc)−∆r(xc, rc)
−∆r(xc +∆x(rc, kxi, k′rj), rm) + ∆r(xc, rm)
)]
(2.49)
Jedes Blockelement wird im Frequenzbereich mit C3 multipliziert, bevor es wieder durch eine
weitere blockweise FFT zuru¨ck in den Zeitbereich u¨bertragen wird. Ein Blockdiagramm des
gesamten erweiterten Wellenzahlprozessors ist in Abb. 2.10 abgebildet.
Die Phasenkorrektur von Gl. 2.49 ist Null fu¨r kxi = 0 und fu¨r k
′
rj = kr0, also fu¨r die Mitte des
Blocks. Dies minimiert die Phasenspru¨nge an den Blockgrenzen, die andernfalls ernsthafte Fehler
in den resultierenden Impulsantworten hervorrufen wu¨rden. Trotzdem stellte es sich als no¨tig
heraus, mit u¨berlappenden Blo¨cken (ca. 25%-50%) und einem fließenden U¨bergang zwischen
ihnen zu arbeiten, um optimale Prozessierungsergebnisse zu erhalten.
Es muss angemerkt werden, dass die Bewegungskompensation 3. Ordnung keine analytisch exak-
te Lo¨sung darstellt, da sie eine Blockverarbeitung in Entfernung und Azimut beno¨tigt. Hochfre-
quente Bewegungsfehler ko¨nnen aufgrund der begrenzten Zeitauflo¨sung nicht pra¨zise korrigiert
werden. Allerdings wird bereits wa¨hrend der Bewegungskompensationen 1. und 2. Ordnung, die
beide bei voller Auflo¨sung durchgefu¨hrt werden, der gro¨ßte Teil des Fehlers eliminiert. Die Bewe-
gungskompensation 3. Ordnung ist nur no¨tig, um die in der erweiterten Wellenzahlprozessierung
auftretenden Restfehler zu korrigieren.
2.3.3 Winkelabha¨ngigkeit der Bewegungskompensation
Wa¨hrend der Bewegungskompensation werden die Daten um einen Phasenterm proportional zu
der Abweichung ∆r der realen Flugbahn von einer Referenzflugbahn korrigiert [132]. Bei vielen
Sensorsystemen, insbesondere bei solchen, die mit kurzen Wellenla¨ngen wie dem X-Band arbei-
ten, ist nur eine relativ kurze synthetische Apertur zur Erzielung hoher Auflo¨sungen no¨tig.
In diesem Fall ist es meist ausreichend, nur den Bewegungsfehler senkrecht zur Flugbahn,
bzw. in Richtung des mittleren Squintwinkels zu kompensieren [130]. Bei langen synthetischen
Aperturen hingegen ist die Variation des Bewegungsfehlers mit dem Squintwinkel nicht mehr
vernachla¨ssigbar. Werden solche Daten mit einer winkelunabha¨ngigen Bewegungskompensation
prozessiert, kommt es zu Phasenfehlern, welche die erzielbare Azimutauflo¨sung limitieren und
geometrische Verzerrungen im Bild erzeugen.
In Abb. 2.11 ist diese Problematik illustriert. Bei Vorhandensein einer langen synthetischen
Apertur beobachtet der Sensor von einer einzigen Azimutposition mehrere Objekte mit deutlich
verschiedenem Squintwinkel. Fu¨r ein Objekt, welches unter Squintwinkel Null erfasst wird, ent-
spricht der Laufwegunterschied zwischen der tatsa¨chlichen und der nominellen Sensorposition
∆r dem senkrechten Abstand zwischen wahrem Track und Referenztrack. Ein anderes Objekt,
welches gleichzeitig von derselben Sensorposition, aber mit dem Squintwinkel β erfasst wird,
weist einen anderen, um den Faktor cosβ verku¨rzten, Laufwegunterschied auf [9].
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Abbildung 2.11: Bei gleichem Bewegungsfehler erfordert Ziel A unter Squintwinkel Null eine andere
Bewegungskorrektur ∆r als das mit Squintwinkel β erfasste Ziel B, welches (gleichzeitig) um ∆rβ =
∆r cosβ korrigiert werden muss.
Wie bereits in Anschnitt 2.1.2 erla¨utert, ha¨ngt der Squintwinkel β direkt mit der Doppler-
Frequenz in Azimut zusammen. Eine Mo¨glichkeit, eine squintwinkeladaptive Bewegungskompen-
sation durchzufu¨hren, ist daher, die Daten im Rahmen einer Blockprozessierung zu korrigieren.
Dazu werden die Daten nach der Bewegungskompensation und nach der Entfernungsfokussie-
rung in den Azimut-Frequenzbereich u¨berfu¨hrt. Dort kann, entsprechend der Azimutposition des
Blocks und dem zur jeweiligen Doppler-Frequenz geho¨rigen Squintwinkel β, eine Korrektur um
∆rcorr(β) = ∆rblock (cosβ − 1) (2.50)
vorgenommen werden, wobei ∆rblock den eigentlichen Bewegungsfehler fu¨r die Mitte des jewei-
ligen Blocks bezeichnet. Ein solcher Ansatz ist im Prinzip generisch fu¨r fast alle auf der Ver-
arbeitung im Frequenzraum basierenden Prozessierungsverfahren und erfordert zwei zusa¨tzliche
Fourier-Transformationen. Er kann gleichermaßen wa¨hrend der Bewegungskompensation 1.
und 2. Ordnung angewandt werden [149][158].
Da die Daten im Rahmen des erweiterten Wellenzahlprozessors ohnehin wa¨hrend der Bewe-
gungskompensation 3. Ordnung blockweise in den kx-k
′
r-Bereich transformiert werden mu¨ssen,
sind in diesem Prozessierungsverfahren keine zusa¨tzlichen Fourier-Transformationen no¨tig, um
die Variationen des Bewegungsfehlers wa¨hrend der Azimutintegration zu beru¨cksichtigen. Wie
oben erla¨utert, la¨sst sich der Bewegungsfehler unter einem gewissen Squintwinkel β von dem
Doppler-Null Bewegungsfehler durch Multiplikation mit dem Kosinus des Squintwinkels erhal-
ten. Um eine squintwinkelabha¨ngige Bewegungskompensation durchzufu¨hren, muss daher der





















multipliziert werden, falls mit einem mittlerem Squintwinkel von Null prozessiert wird, bzw. mit
der Differenz zwischen cosβij und dem Kosinus des mittleren Squintwinkels falls nicht. Da
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dieser Verarbeitungsschritt bei dem erweiterten Wellenzahlprozessor die gesamte Effizienz kaum
beeinflusst, ist diese zusa¨tzliche Korrektur auch bei nur kleinen Squintwinkelvariationen sinnvoll.
2.3.4 Experimentelle Ergebnisse
Simulierte Rohdaten
Um die Leistungsfa¨higkeit des vorgestellten erweiterten Wellenzahlprozessors zu evaluieren, wur-
den Prozessierungen von simulierten Rohdaten eines flugzeuggetragenen Sensors vorgenommen.
Hierbei wurden zwei verschiedene Szenarios untersucht: Ein im VHF-Band arbeitender Sensor
mit einer Azimutauflo¨sung im Subwellenla¨ngenbereich, sowie ein hochauflo¨sender X-Band Sen-
sor. Um die Leistungsfa¨higkeit unter fu¨r flugzeuggetragene Sensoren realistischen Bedingungen
zu testen, wurden signifikante Bewegungsfehler in die Simulation mit einbezogen. In beiden
Szenarios wurde die Abweichung von einer idealen, linearen Flugbahn wa¨hrend der Datenauf-
zeichnung mit ±10m in horizontaler und vertikaler Richtung festgelegt. Als typische Schwin-
gungsperiode des Bewegungsfehlers wurden 700m verwendet. Diese Werte sind typisch fu¨r ein
kleineres Flugzeug, welches in niedrigen Flugho¨hen um 10000ft arbeitet und entsprechen in
etwa dem Doppelten des Bewegungsfehlers, der sich normalerweise bei Befliegungen mit dem
E-SAR Sensor des DLRs ergibt. In Abb. 2.12 wird der in den VHF- und X-Band Simulatio-
nen verwendete vertikalen Bewegungsfehler gezeigt. Das VHF-Szenario ist mit herko¨mmlichen
schnellen Prozessierungsmethoden prinzipiell nur ungenau zu fokussieren, bei dem X-Band Sze-
nario versagen zumindest konventionelle Wellenzahlprozessoren aufgrund des Vorhandenseins
von Bewegungsfehlern. Die genauen simulierten Sensorparameter sind in Tabelle 2.1 dargestellt.
Die simulierten Rohdaten bestehen aus mehreren Punktzielen, die an verschiedenen Orten in
Entfernung und Azimut innerhalb der prozessierten Szene angeordnet sind. Um eine fokussierte
Punktzielantwort zu erhalten, die nicht von benachbarten Zielen beeinflusst wird, wurde darauf
geachtet, dass keine U¨berlappung zwischen den von den simulierten Punktzielen eingenommenen
Rohdatenbereichen besteht. Die folgenden Abbildungen 2.13, 2.14 und 2.15 geho¨ren zu einem
Punktziel, welches in Azimut in der Mitte der Szene gelegen ist und sich in einer Entfernung von
6350m (VHF) bzw. 4310m (X-Band) zum Sensor befindet. In allen Fa¨llen wurde eine isotrope
Antennencharakteristik benutzt und keinerlei spektrale Gewichtungsfunktionen verwendet.
Abbildung 2.12: Vertikale Bewegungsfehler des simulierten VHF-Szenarios
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Tabelle 2.1: Parameter der simulierten Rohdatenszenarien
Parameter VHF X-band
Wellenla¨nge 2,5m 0,025m
Bandbreite 30 MHz 400 MHz
Chirpdauer 6 µs 1.5 µs
Abtastfrequenz 50 MHz 500 MHz
PRF 150 Hz 4kHz
Geschwindigkeit 100,0 m/s 200,0 m/s
Auflo¨sung Azimut 1,25m 0,15m




Abb. 2.13 zeigt links die ideale 2D Impulsantwort des VHF Szenarios. Diese Antwortfunktion
wurde von Rohdaten ohne Bewegungsfehler mit Hilfe eines konventionellen Wellenzahlprozes-
sors erhalten und ist als Referenz anzusehen. Aufgrund der im VHF-Fall sehr breiten Anten-
nenstrahlbreite von 60◦kommt es zu signifikanten Kopplungseffekten zwischen Entfernungs- und
Azimutrichtung, mit dem Ergebnis, dass sich eine in Entfernung nicht vo¨llig symmetrische ideale
Impulsantwort ergibt. In Abb. 2.13 rechts ist zum Vergleich die sich mit dem erweiterten Wellen-
zahlprozessor ergebene Impulsantwort gezeigt, fu¨r den Fall des Auftretens von Bewegungsfehler
wie in Abb. 2.12. Diese Impulsantwort ist der idealen Antwort sehr a¨hnlich, und es finden sich
nur einige minimale Verzerrungen.
In Abb. 2.14 und 2.15 sind die Impulsantworten in Azimutrichtung fu¨r das VHF- und das X-Band
Szenario dargestellt. Die Ergebnisse zeigen, dass durch den erweiterten Wellenzahlprozessor ein
Großteil der Bewegungsfehler korrigiert werden kann. In Tabelle 2.2 finden sich einige Para-
meter der Impulsantworten, wie ra¨umliche Auflo¨sung, Haupt-Nebenkeulenverha¨ltnis (PSLR6)
und integriertes Nebenkeulenverha¨ltnis (ISLR7). Im VHF Fall mit Bewegungsfehlern ergeben
sich PSLR und ISLR Werte, die um weniger als 1dB vom idealen Fall abweichen. Gleichzeitig
wird der theoretische Maximalwert fu¨r die ra¨umliche Auflo¨sung nahezu perfekt erreicht. Der
erweiterte Wellenzahlprozessor scheint daher sehr gut zur Fokussierung von VHF Daten bis auf
Auflo¨sungen in der Gro¨ßenordnung der Wellenla¨nge geeignet zu sein.
Auch fu¨r das simulierte X-Band Szenario ko¨nnen sehr gute Fokussierungsergebnisse erzielt wer-
den. Allerdings scheint der Algorithmus hier bereits an seine Grenzen zu stoßen. Betrachtet man
die PSLR-Werte, so stellt man fest, dass nicht alle Bewegungsfehler aus den Daten entfernt wer-
den konnten. Geht man zu noch ho¨heren Auflo¨sungen u¨ber, oder simuliert man noch sta¨rkere
Bewegungsfehler, so degradieren die Impulsantworten noch sta¨rker. Aufgrund der wesentlich
ku¨rzeren Wellenla¨nge im X-Band bewirken Bewegungsfehler einer gegebenen Gro¨ße wesentlich
6engl: peak-sidelobe ratio. Verha¨ltnis der Intensita¨t der Hauptkeule zur ersten Nebenkeule
7engl: integrated sidelobe ratio. Verha¨ltnis der Fla¨che der Hauptkeule zur Gesamtfla¨che aller Nebenkeulen
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Abbildung 2.13: VHF Szenario. Links: Ideale 2D Impulsantwort, erzielt aus Daten ohne Bewegungsfeh-
lern mit Hilfe eines konventionellen Wellenzahlprozessors. Rechts: 2D Impulsantwort, erzielt aus Daten
mit Bewegungsfehlern mit Hilfe des erweiterten Wellenzahlprozessors.
Abbildung 2.14: VHF Simulation. Gepunktete Linie: Impulsantwort in Azimut von Rohdaten mit
Bewegungsfehlern nach Prozessierung mit einem konventionellen Wellenzahlprozessors mit Bewegungs-
kompensation 1. Ordnung. Durchgezogene Linie: Gleiche Daten prozessiert mit dem erweiterten Wellen-
zahlprozessor mit voller 3-stufiger Bewegungskompensation.
Tabelle 2.2: Simulationsergebnisse der erweiterten Wellenzahlprozessierung
Parameter VHF VHF (ideal) X-band X-band (ideal)
Auflo¨sung 1,29m 1,25m 0,156m 0,150m
ISLR 10,05dB 9,86dB 9,96dB 10,33dB
PSLR links 14,20dB 13,02dB 16,44dB 13,48dB
PSLR rechts 12,82dB 13,02dB 11,30dB 13,48dB
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Abbildung 2.15: X-Band Simulation. Gepunktete Linie: Impulsantwort in Azimut von Rohdaten mit
Bewegungsfehlern nach Prozessierung mit einem konventionellen Wellenzahlprozessors mit Bewegungs-
kompensation 1. Ordnung. Durchgezogene Linie: Gleiche Daten prozessiert mit dem erweiterten Wellen-
zahlprozessor mit voller 3-stufiger Bewegungskompensation.
sta¨rkere Phaseneffekte als im VHF Bereich, welche auch entsprechend genau kompensiert wer-
den mu¨ssen. Die beschriebene Implementation einer blockweisen Bewegungskompensation 3.
Ordnung ist fu¨r diesen Zweck nicht genau genug. Der erweiterte Wellenzahlprozessor in seiner
momentanen Form erscheint daher nicht ideal zu sein, um X-Band Daten mit starken Bewe-
gungsfehlern bis auf Subdezimeter-Auflo¨sungen zu prozessieren.
Reale Rohdaten
Die Leistungsfa¨higkeit und Genauigkeit der erweiterten Wellenzahlprozessors wurde des weite-
ren an interferometrischen repeat-pass Daten im L-Band erprobt, die vom experimentellen SAR
System (E-SAR) des DLRs [89] u¨ber dem Testgebiet Oberpfaffenhofen aufgenommen wurden.
Die interferometrische Basislinie betra¨gt bei diesem Datensatz etwa 10m; im L-Band besitzt
das E-SAR eine Bandbreite in Entfernung von 100MHz und eine Strahlbreite in Azimut von
etwa 7.5◦. Daten mit einer solchen Charakteristik ko¨nnen problemlos mit Standardalgorithmen,
aber nicht mit einem konventionellen Wellenzahlprozessor prozessiert werden, der nur eine Be-
wegungskompensation 1. Ordnung bietet. Aufgrund eines Mangels an ’extremeren’ realen Daten
wurde dieser Datensatz fu¨r die Evaluierung des Algorithmus ausgewa¨hlt.
Zuerst wurden die Daten beider U¨berflu¨ge mit dem erweiterten Wellenzahlprozessor fokussiert.
Abb. 2.16a und 2.16b zeigen die Bildamplituden der ersten Aufnahme. Das Bild erscheint gut
fokussiert, unabha¨ngig von der betrachteten Entfernungs- oder Azimutposition. Ein konventio-
neller Wellenzahlprozessor wu¨rde hier ein in manchen Regionen stark defokussiertes Bild liefern,
insbesondere im Nah- und Fernbereich des Bildes, wo die Bewegungskompensation 1. Ordnung
ungenau ist. Dies ist hier nicht der Fall, was die praktische Anwendbarkeit der vorgestellten
Konzepts beweist.
Ein besserer Test fu¨r die Genauigkeit und Phasenstabilita¨t des Algorithmus ist die Qualita¨t der
resultierenden interferometrischen Phase (siehe auch Kapitel 4). Um aus den beiden Aufnahmen
ein Interferogramm zu erzeugen, mu¨ssen die Aufnahmen pra¨zise koregistriert werden. Dies er-
folgte durch ein sogenanntes spectral diversity Verfahren [183] mit anschließender Neuabtastung
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Abbildung 2.16: Reale L-Band Daten des E-SAR Sensors, prozessiert mit dem erweitertem Wellen-
zahlprozessor. a) Bildamplitude, ohne Verwendung spektraler Gewichtungen. b) Vergro¨ßerung eines Be-
reichs, der hauptsa¨chlich große industrielle Strukturen zeigt (Flugzeughangars) c) Interferometrische Pha-
se (schwarz=−pi, weiß=+pi). d) Interferometrische Koha¨renz (schwarz=0.0, weiß=1.0).
der zweiten Aufnahme. Aufgrund der zur Verfu¨gung stehenden sehr guten Bewegungsdaten des
Sensors ergab sich lediglich eine maximale Missregistrierung der Aufnahmen von 0.5 Bildpi-
xeln (ca. 0.2m) in Azimut. Dies unterstu¨tzt die Beobachtung, dass die Bewegungsfehler genau
kompensiert wurden, da andernfalls signifikante Bildverzerrungen zu erwarten gewesen wa¨ren.
Die interferometrische Phase und Koha¨renz sind wichtige Parameter, um die Phasenstabilita¨t
des Algorithmus zu evaluieren. Die interferometrische Phase, zu finden in Abb.2.16c, besitzt
eine hohe Qualita¨t ohne signifikante Modulationen durch eventuell in den Daten verbliebenen
Bewegungsfehlern. Ein Vergleich mit interferometrischen Phasen, die von dem gleichen Daten-
material mit einem Standardprozessor erzeugt wurden, ergibt keine signifikanten Unterschiede.
Der Medianwert der in Abb. 2.16d gezeigten Koha¨renz betra¨gt 0,94. Da die Koha¨renz ein sehr
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empfindliches Maß fu¨r das Phasenrauschen und die allgemeine Prozessierungsqualita¨t ist, sug-
geriert dieser hohe Wert, der nahe am theoretischen Maximum von 1,0 liegt, dass die erweiterte
Wellenzahlprozessierung in diesem Fall sehr gute Ergebnisse erbracht hat. Direkte Prozessie-
rungsartefakte ko¨nnen in der Koha¨renzkarte nicht entdeckt werden; alle dekorrelierten Gebiete
sind Regionen mit hoher temporaler Dekorrelation, wie z.B. Waldfla¨chen.
2.4 Schlussfolgerungen
Im vorherigen Kapitel wurde eine wichtige Erweiterung des etablierten Konzepts der Wellen-
zahlprozessierung vorgestellt. Mit ihr wird es mo¨glich, mit einem hochgenauen Wellenzahlpro-
zessor eine vollsta¨ndige, entfernungsabha¨ngige Bewegungskompensation a¨hnlich wie mit dem
ECS Prozessor durchzufu¨hren. Dies ist insofern bedeutsam, da hiermit die Wellenzahlprozessie-
rung auch fu¨r flugzeuggestu¨tzte SAR Sensoren attraktiv wird. Bislang war dies nicht mo¨glich,
da eine einstufige, entfernungsunabha¨ngige Bewegungskompensation fu¨r hochauflo¨sende Anwen-
dungen nicht ausreichend ist. Der Wellenzahlprozessor selbst beno¨tigt keine Na¨herungen und ist
in der Lage, mit beliebig langen Aperturen in Azimut sowie beliebig großen Bandbreiten umzu-
gehen. Auch bestehen keine prinzipiellen Einschra¨nkungen bezu¨glich hoher Squintwinkel. Dies
gilt gleichermaßen fu¨r den erweiterten Wellenzahlprozessor. Dieser basiert zwar auf gewisser
Na¨herungen, aber nur im Bezug auf die Bewegungskompensation, nicht in Bezug auf die Fokus-
sierung selbst.
Die Leistungsfa¨higkeit des neuen Prozessierungskonzepts wurde an simulierten VHF und X-Band
Daten sowie an realen interferometrischen Daten im L-Band des experimentellen SAR Sensors
des DLR’s demonstriert. Es wurde gezeigt, dass es mit dem vorgestellten Konzept mo¨glich ist,
trotz deutlicher Bewegungsfehler VHF Daten bis auf Auflo¨sungen kleiner als die Wellenla¨nge
zu prozessieren, ohne eine signifikante Degradierung der Impulsantwort zu beobachten. Auch
X-Band Daten ko¨nnen bis auf Auflo¨sungen unter einem Meter prozessiert werden.
Die Effizienz des Algorithmus ist sehr hoch und nur geringfu¨gig niedriger als die des ECS Algo-
rithmus. Daher erscheint das erweiterte Wellenzahlkonzept insbesondere fu¨r die Prozessierung
sehr hochauflo¨sender niederfrequenter SAR Daten geeignet; ein Problem, welches u¨blicherweise
den Einsatz zeitaufwendiger Zeitbereichsprozessoren verlangt [204]. Eine weitere Anwendung
ko¨nnte die Prozessierung von Daten mit hohem Squint sein. Hier kommt es, durch die im Ge-
gensatz zumWellenzahlkonzept no¨tigen Na¨herungen, bei nahezu allen Methoden zu einer starken
Degradation der Bildqualita¨t.
Die wichtigste Einschra¨nkung des vorgeschlagenen Algorithmus sind die fu¨r die Bewegungskom-
pensation no¨tigen Na¨herungen, ein charakteristisches Problem aller Fourier-Raum basierten
Algorithmen. Eine genaue Bewegungskompensation ist erst nach dem Stolt-mapping mo¨glich,
bei welchem aber Interpolationsfehler durch die noch vorhandenen Bewegungsfehler auftreten.
Außerdem kann die Bewegungskompensation 3. Ordnung nur blockweise durchgefu¨hrt werden,
was eine genaue Behandlung hochfrequenter Bewegungsfehler, wie z.B. Vibrationen, verhindert.
Wie man an den Ergebnissen mit realen SAR Daten erkennen kann scheint das aber, zumindest
bei nicht zu extremen Sensorparametern, keine zu große Einschra¨nkung darzustellen.
Allgemein stellt der erweiterte Wellenzahlprozessor das fehlendes Bindeglied zwischen der schnel-
len ECS Prozessierung und der hochgenauen Zeitbereichsprozessierung dar: Daten mit modera-
ten Aperturla¨ngen und geringem mittleren Squintwinkel lassen sich gut mit einem ECS Prozessor
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fokussieren. Fu¨r Daten mit Aperturwinkeln von nahe 180◦ und sehr hohen Entfernungsbandbrei-
ten wird man sicherlich auch weiterhin der Zeitbereichsprozessierung den Vorrang geben. Fu¨r
den Zwischenbereich, d.h. bei Aperturwinkeln bis zu 90◦ und mittleren relativen Bandbreiten,





Ein wichtige Erga¨nzung der einkanaligen SAR Fernerkundung ist die Verwendung polarisierter
Wellen. Ein polarimetrisches SAR System misst das von der Szene zuru¨ckgestreute elektrische
Feld inklusive seines Polarisationszustands, welcher von der Wechselwirkung der ausgestrahlten
Welle mit den jeweiligen Objekten bestimmt wird. Die Polarisation der zuru¨ckgestreuten Welle
ha¨ngt dabei sowohl von der Polarisation der ausgestrahlten Welle als auch von den physikalischen
Streueigenschaften der Streuer ab. Dies erlaubt es, zusa¨tzliche Informationen u¨ber die Streuer zu
sammeln und auf diese Weise beispielsweise mehrere sich u¨berlagernde Ru¨ckstreumechanismen
zu unterscheiden. Die SAR Polarimetrie ist fu¨r sich alleine gesehen bereits eine multimodale
Technik, da bei ihr die Szene in mehreren polarimetrischen Kana¨len aufgezeichnet wird. Sie
kann allerdings auch mit weiteren multimodalen Ansa¨tzen kombiniert werden. In Kapitel 3.2
wird eine Zeit-Frequenz Analyse von polarimetrischen Daten vorgenommen, um zusa¨tzliche In-
formationen u¨ber anisotrope polarimetrische Ru¨ckstreuung zu erlangen. Des weiteren sind in der
Literatur zahlreiche Ansa¨tze der Verschneidung von SAR Interferometrie und SAR Polarimetrie
beschrieben [143][192][32][6].
3.1.1 Konzepte der SAR Polarimetrie
Die Polarisation einer elektromagnetischen Welle beschreibt das Verhalten des oszillierenden
elektrischen Feldvektors ~Etot. Aufgrund der transversalen Natur elektromagnetischer Wellen
liegt ~Etot immer in der Ebene orthogonal zur Ausbreitungsrichtung der Welle. Jede mo¨gliche
Polarisation der Welle la¨sst sich in eine Linearkombination zweier Komponenten in dieser Ebene
darstellen
~Etot = ~hEh + ~vEv , (3.1)
wobei Eh und Ev die Projektionen von ~Etot auf die Einheitvektoren ~h und ~v bezeichnen, die
die Polarisationsbasis bilden. Die Projektionen Eh und Ev sind komplexwertige Gro¨ßen und be-
schreiben den Polarisationszustand einer Welle im Fernfeld. Der aus ihnen gebildete komplexe
Vektor ~J = [Eh, Ev] wird als Jones-Vektor bezeichnet [91][80]. Eine monochromatische Welle
bekommt durch die Beru¨cksichtigung der Polarisation zwei neue Freiheitsgrade, beispielsweise
beschrieben durch das Amplitudenverha¨ltnis zwischen Eh und Ev, sowie deren Phasenunter-
schied. Die ha¨ufig auftretenden linearen Polarisationszusta¨nde sind durch einen Phasenunter-
schied von Null gekennzeichnet. Benutzt man horizontale und vertikale Polarisationen als Basis,
so wird eine horizontal polarisierte Welle durch |Ev| = 0 und eine vertikale durch |Eh| = 0 ausge-
dru¨ckt. Links und rechts zirkular polarisierte Wellen entstehen, wenn |Eh| gleich |Ev| ist und ein
Phasenunterschied von ±90o vorliegt. Alle anderen Kombinationen von Amplitudenverha¨ltnis














vertikal horizontal linear bei θo rechts zirkular elliptisch
Orientierung ψ 0◦ 90◦ θ -90◦ - 90◦ -90◦ - 90◦
Elliptizita¨t χ 0◦ 0◦ 0◦ 45◦ -45◦ - 45◦
Abbildung 3.1: Oben links: Lineare Polarisation (Bedingung: χ = 0o), ψ legt die Polarisationsrichtung
fest. Oben Mitte: Zirkulare Polarisation (Bedingung: χ = 45o), ψ ist ohne Bedeutung. Oben rechts:
Elliptische Polarisation, χ beschreibt die Elliptizita¨t, ψ die Orientierung der Ellipse. Unten: Beispiele fu¨r
χ und ψ.
Verbreitet wird auch eine alternative Beschreibung von Polarisationen u¨ber den Orientierungs-
winkel ψ und die Elliptizita¨t χ verwendet, so wie in Abb. 3.1 dargestellt [16]. Sie leitet sich aus















wobei A und φ die Amplitude und Phasenlage, also die polarisationsunabha¨ngigen Parameter
der Welle, bezeichnen.
In der Fernerkundung untersucht man die Streuung von Wellen, d.h. im Fall der SAR Polarime-
trie die A¨nderung der Wellenpolarisation zwischen ausgesandter und empfangener Welle. Das
hier verwendete grundlegende Konzept sind die komplexen 2x2 Streu- oder Sinclair-Matrizen
S, welche die Transformation des ausgesendeten Jones-Vektors ~Et in den empfangenen Jones-












= S ~Et . (3.3)
Bei Verwendung einer horizontalen/vertikalen Polarisationsbasis bezeichnen Eth und E
t
v hierbei
die horizontal und die vertikal polarisierte Komponenten des ausgesendeten Felds, sowie Erh und
Erv die des empfangenen. Dies Streumatrix hat generell den Vorteil, dass sie vom Sensor direkt
durch eine Sequenz von unterschiedlich polarisierten Sende- und Empfangspulsen gemessen wer-
den kann. Zum Beispiel misst man Shh, indem man einen horizontal polarisierten Puls aussendet
und auch horizontal polarisiert empfa¨ngt und Svh, indem man horizontal sendet und vertikal
empfa¨ngt. Anzumerken ist an dieser Stelle, dass im Fall von reziproker Ru¨ckstreuung und sym-
metrischen Streuern davon ausgegangen werden kann, dass die beiden Nichtdiagonalelemente
von S identisch sind [13], was bei monostatischen Fernerkundungssystemen in der Regel der
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Fall ist. Die Streumatrix beschreibt die komplette polarimetrische Signatur eines deterministi-
schen Punktstreuers fu¨r eine bestimmte Frequenz und fu¨r eine bestimmte Blickrichtung. Viele
elementare Streuprozesse besitzen eine charakteristische Streumatrix und ko¨nnen so u¨ber ihre
polarimetrische Signatur identifiziert werden.
Ein alternativer Formalismus der polarimetrischen Streuung setzt dagegen auf eine vektorielle
Formulierung [12][90][102]. In diesem Ansatz wird die Streumatrix durch einen dreidimensionalen
Streuvektor ~k3 dargestellt, der durch Projektion der Streumatrizen auf einen Satz orthonormaler






⇒ ~k3 = Spur(S~Υ) = [k0, k1, k2]T , (3.4)
wobei ~Υ den Vektor der Basismatrizen und Spur(. . .) die Spurbildung bezeichnet. Durch die
Gleichheit von Shv und Svh (siehe oben) ist im Ru¨ckstreuungsfall ein dreidimensionaler Raum
fu¨r die Vektorisierung von S ausreichend. Diese Operation entspricht einer Dekomposition der
Streumatrix in drei elementare deterministische Streuprozesse. Der Basisvektor ~Υ ist dabei
nicht eindeutig; es gibt mehrere Mo¨glichkeiten eine gegebene Streumatrix in ihre Komponenten
aufzuspalten[34][103][104]. In der Literatur werden vor allem zwei Basen bevorzugt, Die erste



















In dieser Basis leitet sich der generierte Streuvektor direkt aus S ab:
~k3L = [Shh,
√
2Shv, Svv]T . (3.6)
Der Hauptvorteil dieser Basis ist, dass sie sich direkt aus den Observablen des Systems ableitet.
Der lexikographische Streuvektor wird somit direkt vom Sensor gemessen. Dennoch ist fu¨r ei-
ne Unterscheidung elementarer Streuprozesse die lexikographische Basis nicht unbedingt ideal.
























[Shh + Svv, Shh − Svv, 2Shv]T . (3.8)
Der Vorteil der Pauli-Basis liegt in der engen Beziehung der Elemente seines Streuvektors zu drei
grundlegenden Streumechanismen [28]. Der erste Streumechanismus, beschrieben durch die erste
1Urspru¨nglich aus der Tensoralgebra kommend, ist die Spurbildung einer Matrixmultiplikation eine Mo¨glichkeit,
die Projektion einer Matrix auf eine andere zu definieren
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Abbildung 3.2: Links: Einkanalige SAR Aufnahme (HH Kanal) des Testgebiets Alling / Oberbayern.
Rechts: Polarimetrisches Farbkomposit in der Pauli-Basis (rot: HH+VV, gru¨n: HH-VV, blau: 2*HV)
Pauli-Matrix, ist die isotrope, ungradzahlige Ru¨ckstreuung, wie sie z.B. bei idealisierten ebenen
Oberfla¨chen oder bei trihedralen Winkelreflektoren auftritt. Die zweite Pauli-Matrix bezieht
sich auf isotrope, gradzahlige Ru¨ckstreuung, wie z.B. Doppelreflektionen. Die dritte Komponen-
te entspricht isotroper, gradzahliger Streuung, deren Symmetrieachse relativ zur Blickrichtung
des Sensors rotiert ist. Auch die Ru¨ckstreuung eines Volumens mit zufa¨lliger Anordnung der
Einzelstreuer fu¨hrt zu einer hohen Ru¨ckstreuung in der dritten Pauli-Komponente.
Allgemein kann jeder idealisierte Streumechanismus durch einen komplexen Vektor ~w in der
gewa¨hlten Basis beschrieben werden. So wird beispielsweise isotrope, gradzahlige Streuung durch
den Vektor [1, 0, 0] in der Pauli-Basis dargestellt. Um den Beitrag eines bestimmten Streume-
chanismus ~w zu dem gemessenen Streuvektors ~k3 zu bestimmen, projiziert man ~k3 auf ~w:
µ = ~w † · ~k3 , (3.9)
wobei † den Operator des Adjungierens2 bezeichnet. In Gl. 3.9 bezeichnet µ die komplexe Streu-
amplitude des gewa¨hlten Streumechanismus. Auf diese Weise kann die gemessene Streumatrix
in einen beliebigen Satz von orthogonalen Streumechanismen zerlegt werden, wobei aufgrund





Die bisher beschriebenen Konzepte der Streumatrix bzw. des Streuvektors sind allerdings nur
ausreichend, wenn in einem Auflo¨sungselement nur ein einzelner deterministischer Streuer vor-
liegt. Nur in diesem Fall wird die Streuung komplett durch die Streumatrix beschrieben. In allen
anderen Fa¨llen liegen sogenannte verteile Ziele bzw. Fla¨chenstreuer vor, deren Ru¨ckstreuung
von der koha¨renten U¨berlagerung vieler ra¨umlich verteilter Einzelstreuer bestimmt wird. Die
allermeisten natu¨rlichen Oberfla¨chen fallen in diese Klasse. Im Prinzip mu¨sste hier jeder Einzel-
streuer durch eine Streumatrix beschrieben werden; beobachtet wird aber nur die Summe aller
diese Individualmatrizen einer Auflo¨sungszelle. Zwei unterschiedliche Pixel von exakt der glei-
chen Oberfla¨che ko¨nnen somit zu vo¨llig verschiedenen Streumatrizen fu¨hren, da die ra¨umliche
Verteilung der Individualstreuer nicht identisch ist.
Fla¨chenstreuer werden, im Gegensatz zu deterministischen Streuern, zusa¨tzlich durch ihre pola-
rimetrische Korrelationseigenschaften beschrieben, welche nicht durch eine einzelne Streumatrix
ausgedru¨ckt werden ko¨nnen [138]. Eine Mo¨glichkeit, eine statistische Beschreibung in den For-
malismus der SAR Polarimetrie einzufu¨hren, ist die Verwendung von Kovarianz- oder Koha¨renz-
Matrizen [12][29]. Sie sind definiert als der Erwartungswert des a¨ußeren Produkts des Streuvek-
tors in der lexikographischen bzw. in der Pauli-Basis. Fu¨r den Fall reziproker Ru¨ckstreuung ist
die Kovarianzmatrix C3 gegeben als











und analog die Koha¨renzmatrix T3 als
T3 = 〈~k3P~k †3P 〉 , (3.11)
wobei 〈. . .〉 eine lokale ra¨umliche Mittelwertbildung bezeichnet. Die effektive Anzahl der dabei
verwendeten Pixel bezeichnet man auch als Looks von C oder T. Beide Matrizen enthalten
beschreiben vollsta¨ndig den polarimetrischen Streuprozess in Form von Statistiken 2. Ordnung,
wie den Varianzen und den Korrelationskoeffizienten zwischen allen Elementen von S.
Die Eigenvektoranalyse der Koha¨renzmatrix T3 bildet die Basis einer bedeutenden Klasse pola-
rimetrischer Dekompositionen [33][34]. Aufgrund der ra¨umlichen Mittelung bei der Bildung von
T3 kann im allgemeinen davon ausgegangen werden, dass T3 den vollen Rang 3 besitzt, wo-
hingegen ~k3P~k
†
3P alleine nur einen eindimensionalen Unterraum aufspannt. Definitionsgema¨ß ist
T3 eine hermitsche positiv semidefinite Matrix, die daher diagonalisierbar ist und positive reelle
Eigenwerte besitzt. Sie kann daher als Summe von drei unabha¨ngigen Eigenmatrizen geschrieben






1 ) + λ2(~e2~e
†
2 ) + λ2(~e3~e
†
3 ) , (3.12)
wobei λi die Eigenwerte von T3 und ~ei die dazugeho¨rigen orthonormalen Eigenvektoren bezeich-
net. In Gl. 3.12 ko¨nnen die Eigenwerte als die Amplitude von Streuprozessen, die jeweils durch
den dazugeho¨rigen Eigenvektor beschrieben werden, interpretiert werden. Dies fu¨hrt zu einem
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weiteren wichtigen Messwert in polarimetrischen Analysen, der sogenannten polarimetrischen




−Pi log3 Pi mit Pi =
λi∑3
j=1 λj
0 ≤ Hp ≤ 1 (3.13)
und kann als Komplexita¨t des Streuprozesses interpretiert werden. Mo¨gliche Werte fu¨r die Entro-
pie liegen zwischen null und eins. Eine Entropie von null bedeutet, dass nur ein dominanter
Eigenwert und damit nur ein dominanter Streuprozess aufgetreten ist. Eine hohe Entropie nahe
eins hingegen kommt vor, wenn drei a¨hnlich große Eigenwerte vorliegen; dies ist der Fall, wenn
sich mehrere a¨hnlich starke Streuprozesse u¨berlagern.
Prinzipiell findet die Eigenzerlegung mathematisch drei orthogonale Streukomponenten, ohne
ihnen direkt speziellen Streueigenschaften zuzuordnen. Die Interpretation der drei extrahierten
Eigenvektoren ist daher ein weiterer wichtiger Schritt. Gema¨ß dem Point Reduction Theorem
[189] la¨sst sich ein beliebiger dreidimensionaler komplexer Vektor, und damit auch die Eigen-
vektoren von T3, in Form eines Satzes von 5 Winkel ausdru¨cken
~e =
 cosαp exp(iφ1)sinαp cosβp exp(iφ2)
sinαp sinβp exp(iφ3)
 . (3.14)
Gl. 3.14 dru¨ckt aus, dass jeder Streuvektor durch Rotationen um die Winkel αp und βp sowie
durch Anwendung der Phasenwinkel der Streuung φi aus dem Vektor [1, 0, 0]T gebildet werden
kann [27]. Es konnte gezeigt werden, dass die beiden Winkel αp und βp eine direkte physikalische
Interpretation besitzen, sofern die Pauli-Basis fu¨r die Vektorisierung von S verwendet wurde.
Der Winkel βp entspricht dann der Orientierung der Streuer relativ zur Blickrichtung des Sensors
und kann fu¨r die Bestimmung der Gela¨ndesteigung in Azimut benutzt werden [186][114]. Der
αp-Winkel hingegen entha¨lt Informationen u¨ber die Art des aufgetretenen Streuprozesses und
besitzt Werte zwischen 0◦ und 90◦ . Ein Winkel von 0◦ entspricht einer isotropen flachen Ober-
fla¨che (Shh = Svv), ein Winkel von 45◦ einer Dipol-Ru¨ckstreuung und ein Winkel von 90◦ einer
isotropen Doppelreflektion (Shh = −Svv) [27].
3.1.2 Klassifikation polarimetrischer Daten
Die SAR Polarimetrie erlaubt eine Unterscheidung physikalisch verschiedener Streuprozesse und
damit eine Identifikation unterschiedlicher Landbedeckungen. Sie ist damit generell gut geeignet,
um eine Klassifikation der Daten, d.h. eine Gruppierung a¨hnlich erscheinender Oberfla¨chen, in
gemeinsame Klassen vorzunehmen. In der Literatur sind eine Vielzahl solcher Klassifikationsalgo-
rithmen beschrieben. Viele dieser Algorithmen arbeiten u¨berwacht, d.h. sie bestimmen zuerst fu¨r
jede Klasse Prototyp-Merkmalsvektoren, basierend auf Messungen u¨ber Fla¨chen mit bekannter
Klassenzugeho¨rigkeit. Anschließend wird das verbliebene unbekannte Terrain mit diesen Proto-
typvektoren verglichen und mit Hilfe einer statistische Entscheidung die Klassenzugeho¨rigkeit
festgelegt [176][222][209][111]. Verwenden lassen sich dazu die verschiedensten polarimetrischen
Parameter, aber auch die Kovarianzmatrizen selbst.
Ein etwas anderer Weg wird bei unu¨berwachten Klassifikationen verfolgt. Hier versucht der Al-







Abbildung 3.3: Links: Farbkomposit der Eigenwerte der Szene aus Abb. 3.2, rot = λ1, gru¨n = λ2, blau
= λ3. Mitte: Polarimetrische Streuentropie Hp der Szene. Rechts: Darstellung des αp-Winkels der Szene
in a¨hnliche Klassen vorzunehmen [176]. Wichtige Vorteile unu¨berwachter Klassifikationen sind
der hohe Automatisierungsgrad und die Unabha¨ngigkeit von der Qualita¨t der Referenzmessun-
gen. In der SAR Polarimetrie beruht eine wichtige Klasse unu¨berwachter Algorithmen auf der
Analyse physikalischer Streueigenschaften. So wird in [208] ein Klassifikationschema abgeleitet,
welches die Szene in drei Ru¨ckstreuklassen - ungradzahlige, gradzahlige und Volumenstreuung
- aufspaltet. Weiter entwickelte Ansa¨tze finden sich in [35] und [53], in welchen eine Segmentie-
rung des von polarimetrischen Deskriptoren aufgespannten Merkmalraums verwenden, um eine
unu¨berwachte Klassifikation zu erzielen.
Entropie-Alpha Klassifikation
Basierend auf der Eigenzerlegung der Koha¨renzmatrix T3 und den daraus resultierenden po-
larimetrischen Parametern Hp und αp-Winkel wurde in [35] ein einfaches unu¨berwachtes Klas-
sifikationsschema in 8 Klassen vorgeschlagen. Die Entropie ist ein Maß fu¨r die Zufa¨lligkeit des
Streuprozesses und kann damit Hinweise auf die Komplexita¨t der Streuer liefern. Im allgemei-
nen zeigen nur vegetationslose Oberfla¨chen eine niedrige Entropie, hohe Entropie ist ein Zeichen
fu¨r starke Volumenstreuung von Vegetationsschichten. Der αp-Winkel hingegen liefert direkt fu¨r
jeden Eigenwert den dazugeho¨rigen Streumechanismus, wobei die drei αp-Winkel nicht vo¨llig
unabha¨ngig voneinander sind [35]. Es wird daher u¨blicherweise ein mittlerer αp-Winkel
α¯p = P1αp1 + P2αp2 + P3αp3 0◦ ≤ α¯p ≤ 90◦ (3.15)
definiert, welcher alle αp-Winkel, gema¨ß der relativen Sta¨rke ihrer Eigenwerte Pi, gewich-
tet beru¨cksichtigt. Die beiden Parametern Hp und α¯p spannen einen physikalisch motivie-




Abbildung 3.4: Merkmalsraum von Entropie und α¯p mit Schwellwertunterteilung in 9 Klassen. Die
Kurve grenzt den mathematisch mo¨glichen Wertebereich ab. Die Klasse Z3 kann nicht eingenommen
werden.
• Oberfla¨chenstreuung mit niedriger Entropie (Z9): Ein niedriger Wert von α¯p ist
typisch fu¨r verschiedene Arten von Oberfla¨chenstreuung, die niedrige Entropie zeigt, dass
nur ein dominanter Streuprozess aufgetreten ist. Wasser, Meersvereisung sowie sehr glatte
Landoberfla¨chen fallen in diese Klasse.
• Dipolstreuung mit niedriger Entropie (Z8): Typisch fu¨r die Ru¨ckstreuung ei-
nes isolierten Dipols, sowie fu¨r Vegetation mit stark korreliert angeordneten, anisotrop
ru¨ckstreuenden Einzelstreuern.
• Mehrfachstreuung mit niedriger Entropie (Z7): Typisch fu¨r dominante Mehrfachre-
flektion, wie sie z.B. bei dihedralen Radarreflektoren oder an Geba¨udekanten auftritt.
• Oberfla¨chenstreuung mit mittlerer Entropie (Z6): Oberfla¨chen mit hoher Rauig-
keit weisen eine erho¨hte Entropie auf; das gleiche gilt, wenn leichte Vegetation zu einem
sekunda¨ren Streuprozess fu¨hrt.
• Vegetation mit mittlerer Entropie (Z5): Dipolartige Ru¨ckstreuung von Vegetation
mit verringerter Korrelation in der Anordnung der Einzelstreuer.
• Mehrfachstreuung mit mittlerer Entropie (Z4): Typisch fu¨r Vegetationsfla¨chen, bei
denen zusa¨tzlich zur Ru¨ckstreuung der Baumkrone signifikante Doppelreflektionen u¨ber
Stamm/Boden auftreten. Auch dichte urbane Fla¨chen ko¨nnen eine solche Mischung aus
Doppel- und Volumenreflektionen aufweisen.
• Vegetation mit hoher Entropie (Z2): Typisch fu¨r die Ru¨ckstreuung eines Volumens
mit zufa¨lliger Anordnung der Einzelstreuer. Verschiedene einzelne αp-Winkel mitteln sich




















































Abbildung 3.5: a) Unu¨berwachte Klassifikation in 8 Klassen durch Schwellwerteinteilung des Entropie-
Alpha Raums. b) Unu¨berwachte Klassifikation in 16 Klassen durch Schwellwerteinteilung des Entropie-
Alpha-Anisotropie Raums. Klasse Z3 und Z12 ko¨nnen nicht auftreten.
• Mehrfachreflektion mit hoher Entropie (Z1): Ist trotz dichter Vegetation noch eine
gewisse Doppelreflektionskomponente von Stamm/Boden vorhanden, so fallen die Daten
in Klasse Z1.
Der Wertebereich der Klasse Z3 kann aus mathematischen Gru¨nden nicht erreicht werden [35].
Die genaue Lage der Klassengrenzen ist dabei zu einem gewissen Grad beliebig und ha¨ngt von
der Qualita¨t der Sensorkalibrierung, vom Signal-Rausch Verha¨ltnis und Varianz der Parameter
selber ab. Ga¨ngige Werte sind in Abb. 3.4 zu finden. Klassifiziert man den Datensatz aus Abb. 3.3
mit dem beschriebenen Entropie-Alpha Algorithmus, so ergibt sich das in Abb 3.5a gezeigte
Klassifikationsergebnis.




0 ≤ Ap ≤ 1 (3.16)
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erreichen, welche ein Maß fu¨r die relative Sta¨rke sekunda¨rer Streumechanismen darstellt [34][50].
Hp, α¯p und Ap spannen einen dreidimensionalen Merkmalsraum auf, welcher wiederum mittels
Schwellwerten unterteilt werden kann. Benutzt man die gleichen Grenzen wie in Abb. 3.4 und
teilt jede der entstehenden Klassen gema¨ß Ap ≥ 0.5 und Ap < 0.5 in zwei neue auf, so erha¨lt
man das Klassifikationsergebnis in Abb. 3.5b. Ganz offensichtlich erlaubt die Anisotropie eine
feinere Unterscheidung gewisser Klassen, die in der reinen Hp-α¯p Klassifizierung noch identisch
erscheinen.
Trotz der attraktiven direkten Verbindung zu den physikalischen Ru¨ckstreueigenschaften be-
sitzt diese einfache Klassifikation u¨ber Schwellwerte aber auch eine Reihe Nachteile. Insbe-
sondere erlaubt die feste Lage der Schwellwerte nicht unbedingt, die tatsa¨chlich in der Szene
vorhandenen Streuprozesse sauber zu unterscheiden, bzw. sie den tatsa¨chlichen thematischen
Oberfla¨chenklassen zuzuordnen. Des weiteren fu¨hrt die Projektion vieler homogener Fla¨chen
im Hp-α¯p oder im Hp-Ap-α¯p Merkmalsraum zu einer statistisch sehr weiten Verteilung. Die fe-
sten Klassengrenzen, die keinen Bezug zu den tatsa¨chlichen Schwerpunkten und Weiten dieser
Verteilung haben, fu¨hren daher ganz automatisch zu einer Fehlklassifikation vieler Pixel.
K-means Wishart Klassifikation
Eine andere Klasse unu¨berwachter Klassifikationsalgorithmen basiert ausschließlich auf sta-
tistischer Gruppierung. Polarimetrische Daten, repra¨sentiert durch ihre Kovarianz- oder
Koha¨renzmatrizen3, folgen der komplexen Wishart-Verteilung [77]. Basierend auf dieser Ver-
teilung kann ein statistisches Abstandsmaß abgeleitet werden [111], welches benutzt werden
kann, um mit Hilfe von Standardverfahren wie ISODATA [5] die Daten im Merkmalsraum der
Koha¨renzmatrizen zu segmentieren. Es wird also kein rein physikalisch motivierter Ansatz ver-
folgt, sondern mit einem statistischen Maximum-Likelihood Verfahren, basierend auf der kom-
plexenWishart-Verteilung der polarimetrischen Kovarianz- oder Koha¨renzmatrix, kombiniert.
Mit der mittleren Koha¨renzmatrix Σi = E(T|T ∈ ωi) der Klasse ωi lautet die Wishart-





j=1 Γ(n− j + 1)
exp[−nSpur(Σ−1i T)] , (3.17)
wobei q die Dimensionalita¨t (hier 3), n die zur Bildung von T verwendeten Looks, | . . . | die
Determinantenbildung und Γ(. . .) die Gammafunktion bezeichnet. p(T|Σi) gibt die Wahrschein-
lichkeitsdichtefunktion der Koha¨renzmatrizen T an, die zu einer Klasse ωi mit einer ’wahren’
Koha¨renzmatrix Σi geho¨rt. Gema¨ß dem Bayes’schen Theorem [67] wird das betreffende Pixel
derjenigen Klasse zugeordnet, fu¨r die gilt
T ∈ ωi falls p(T|Σi)p(Σi) > p(T|Σj)p(Σj) ∀j 6= i . (3.18)
p(Σi) bezeichnen dabei die a-prioriWahrscheinlichkeiten fu¨r das Auftreten der Klasse ωi, welche
im allgemeinen Fall unbekannt sind und daher ha¨ufig fu¨r alle ωi als gleich angenommen werden.
U¨blicher als das Arbeiten mit Wahrscheinlichkeitsdichten ist die Benutzung sogenannter Diskri-
minatoren, welche vereinfachte statistische Distanzmaße darstellen und a¨hnlich wie in Gl. 3.18
3Da Kovarianz- und Koha¨renzmatrix durch lineare Transformationen ineinander u¨bergefu¨hrt werden ko¨nnen, ist





Abbildung 3.6: Unu¨berwachte Wishart-Klassifikation. a) Initialisierung in 8 Klassen durch
unu¨berwachte Hp-α¯p Klassifikation. b) Klassifikation nach erster Wishart-Iteration. c) nach zweiter
Wishart-Iteration. d) nach 5 Wishart-Iterationen. e) nach 10 Wishart-Iterationen. f) Unu¨berwachte
Wishart-Klassifikation in 16 Klassen durch Zuhilfenahme der Anisotropie (10 Iterationen) [53]
zur Entscheidung verwendet werden ko¨nnen. Ein geeigneter aus der Wishart-Verteilung abge-
leiteter Diskriminator ist [111][110]
d(T|Σi) = ln |Σi|+ Spur(Σ−1i T) . (3.19)
Dieses a¨quivalente Distanzmaß nimmt gleiche a-priori Wahrscheinlichkeiten p(Σi) an und ist
unabha¨ngig von der Anzahl Looks, sodass es problemlos fu¨r die Klassifikation von vorgefilterten
polarimetrischen Daten verwendet werden kann. Das Entscheidungskriterium lautet analog zu
Gl. 3.18
T ∈ ωi falls d(T|Σi) < d(T|Σj) ∀j 6= i . (3.20)
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Mit der beschriebenen Maximum-Likelihood Klassifizierung ist es also mo¨glich, unklassifizierte
Pixel einer Klasse mit der ’wahren’ Koha¨renzmatrix Σi zuzuordnen. Es verbleibt aber die Frage
wie man geeigneteΣi bestimmen kann. In u¨berwachten Klassifikationen geschieht dies durch Mit-
telung der Koha¨renzmatrizen u¨ber die ausgewa¨hlten Trainingsgebiete. In einer unu¨berwachten
Klassifikation kann diese Initialisierung stattdessen mit Hilfe der zuvor beschriebenen physika-
lischen Hp-α¯p Klassifikation vorgenommen werden [110]. Dazu wird fu¨r jede der 8 Zonen aus






Tj mit Ni = Anzahl Pixel in ωi . (3.21)
Nachdem so die acht initialen Σi bestimmt worden sind, werden alle Pixel des Bildes einem
dieser Klassenzentren zugeordnet. Anschließend aktualisiert man gema¨ß Gl. 3.21 die Klassen-
zentren und nimmt wiederum eine Zuordnung aller Pixel vor. Dieser Vorgang wird iterativ
solange wiederholt bis ein Abbruchkriterium erfu¨llt wird. Dies kann ein Prozentsatz von Pixeln,
der von einer Iteration zur na¨chsten die Klasse wechselt, eine gegebene Anzahl von Iteration,
oder eine Kombination aus beidem sein. Beispiele fu¨r Klassifikationsergebnisse, ausgehend von
den Vorklassifikationen aus Abb. 3.5, sind in Abb. 3.6 gezeigt. Es ist deutlich zu erkennen wie
durch fortschreitendeWishart-Iterationen eine homogenere Klassifikation erzielt wird und sich
besser abgegrenzte Klassen herausbilden. Weitere Verbesserungen des beschriebenen Klassifika-
tionsschemas finden sich z.B. in [53], indem durch Einbeziehung der Anisotropie und leichten
Vera¨nderungen an der Iterationstaktik eine ho¨here Klassifikationsqualita¨t erzielt wird, oder in
[112], indem Klassenzuordnungen vermieden werden, die dem jeweiligen dominanten polarime-
trischen Streumechanismus des Pixels widersprechen.
Der Vorteil in dieser Vorgehensweise liegt darin, dass die festen, relativ beliebig definierten Klas-
sengrenzen der Hp-α¯p Klassifikation vermieden werden. Stattdessen wird mit beweglichen Klas-
senzentren Σi gearbeitet, die sich u¨ber mehrere Iterationen sinnvollen Orten im Merkmalsraum
anna¨hern. Das beschriebene Verfahren a¨hnelt sehr stark der bekannten k-means Klassifikations-
methode [176], mit dem Unterschied, dass hier die Initialisierung basierend auf einer sinnvollen
physikalisch motivierten Vorklassifikation geschieht. Ein Nachteil des Verfahrens besteht darin,
dass eine direkte physikalische Interpretation des Ergebnisses, wie bei der Hp-α¯p Klassifikati-
on, nicht mehr mo¨glich ist. Durch das Wandern der Klassenzentren wa¨hrend der Iterationen
entstehen Klassen, die nicht mehr den physikalisch motivierten Segmenten in der Hp-α¯p Ebene
zugeordnet werden ko¨nnen. Trotzdem ist es aber mo¨glich, aus den resultierenden Σi die dazu-
geho¨rigen Entropien und Alphawinkel zu bestimmen, um so zumindest Hinweise auf die Art der
Klassen zu erhalten.
3.2 Anisotrope polarimetrische Ru¨ckstreuung
Wie in Kapitel 2 erla¨utert wird ein Objekt wa¨hrend der Azimutintegration von dem SAR
Sensor aus verschiedenen Richtungen, also mit verschiedenen Squintwinkeln, betrachtet. Kom-
plexe Strukturen mit anisotropem geometrischen Aufbau zeigen meist eine winkelabha¨ngige
Ru¨ckstreuung, eine Tatsache, die in dem linearen Ansatz des ’radiating reflector’ Modells nicht
beru¨cksichtigt wird. Tatsa¨chlich fu¨hrt anisotrope Ru¨ckstreuung nur selten zu Fokussierungspro-
blemen, wohl aber zu Fehlern bei der polarimetrischen Parameterscha¨tzung und bei Klassifi-
zierungen. Problematisch sind insbesondere periodische Strukturen, wie sie oft auf landwirt-
schaftlichen Fla¨chen vorkommen, sowie nahe beieinanderliegende starke Streuer. In neuerer Zeit
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wurde die Analyse anisotroper Ru¨ckstreuung auch als Informationsquelle genutzt. So werden bei-
spielsweise in [60] und [180] fu¨r den monopolaren Fall die azimutale Ru¨ckstreuvariationen mit
Hidden-Markov Modellen beschrieben. Souyris et al. [191] verwendet Subaperturen in Azimut
und Entfernung, um ku¨nstliche Streuer von natu¨rlichen Oberfla¨chen zu unterscheiden. In [185]
wird dieses Konzept auf den polarimetrischen Fall generalisiert und zur Identifikation koha¨renter
Streuer, d.h. Streuer mit stabiler Ru¨ckstreuamplitude, in urbanen Gegenden verwendet. In [52]
hingegen wird das anisotrope Ru¨ckstreuverhalten bestimmter landwirtschaftlicher Oberfla¨chen
genutzt, um deren Oberfla¨chenstruktur zu beschreiben. Schließlich lassen sich auch in der pola-
rimetrischen Interferometrie Einflu¨sse anisotroper Ru¨ckstreuung beobachten [55][52].
3.2.1 Azimutale Variationen der polarimetrischen Ru¨ckstreuung
Wa¨hrend der SAR Datenaufzeichnung werden viele niedrigauflo¨sende Echos eines Ziels unter
verschiedenen Squintwinkeln registriert, welche anschließend wa¨hrend der Prozessierung zu dem
hochauflo¨senden Bildergebnis integriert werden. Ein einzelnes Bildpixel entha¨lt daher nicht nur
Signalanteile in der mittleren Blickrichtung sondern auch die des gesamten von der Antenne
erfassten Winkelbereichs. Wie in Kapitel 2.2.2 erla¨utert, lassen sich auch fokussierte Daten in
einzelne Azimut-Subaperturen aufspalten, welche jeweils nur einen kleinen Teil des gesamten
Winkelbereichs beinhalten. Wie auch aus dem vollaufgelo¨sten Bildergebnis la¨sst sich aus jeder
dieser Subaperturen ein mittlerer Alphawinkel α¯ und eine Entropie Hp bestimmen [54]. Abb. 3.7
zeigt das Ergebnis einer solchen polarimetrischen Parameterbestimmung auf einzelnen Subaper-
turen am Beispiel einer landwirtschaftlichen Feldfla¨che. Es la¨sst sich insbesondere erkennen, dass
mit der A¨nderung des Blickwinkels auch starke Variationen in den polarimetrischen Parametern
einhergehen. Immer dann, wenn die Spur der Streumatrix ein Maximum erreicht, scheinen so-
wohl α¯ als auch Hp ein Minimum zu erreichen. Versucht man, wie in Abschnitt 3.1.2 beschrieben,
solche Fla¨chen mit Hilfe physikalischer oder statistischer Verfahren zu klassifizieren, kommt es zu
Fehlinterpretationen, die zudem von der spezifischen Ausrichtung der Fla¨chen zu der Flugbahn
des Sensors abha¨ngig sind [56].
Viele weitere Objekte zeigen solche anisotrope polarimetrische Signaturen; insbesondere Kanten
von Geba¨uden, lineare Strukturen und manche punktfo¨rmige Streuer sind zu erwa¨hnen. Gene-
rell besitzen anisotrope Streuer meist unregelma¨ßige Formen oder Fla¨chen, die zu gerichteten
Spiegelungen fu¨hren. Beides kann zu starken Variationen im auftretenden Streumechanismus
sowie in der gesamten zuru¨ckgestreuten Leistung fu¨hren. Es ist anzumerken, dass Waldgebiete
im allgemeinen keine anisotrope Ru¨ckstreuung zeigen. Ihre Reflektion ist dominiert von Volu-
menstreuung, d.h. von der Reflektion zufa¨llig angeordneter anisotrop streuender Einzelelemente
(z.B. Dipole). Die koha¨rente U¨berlagerung dieser Einzelstreuer ergibt eine Antwort von hoher
Intensita¨t, geringem Polarisationsgrad und hoher Isotropie.
In Abb. 3.7 weisen die zu beobachtenden hellen Streifen im Spurbild darauf hin, dass es zu
konstruktiven und destruktiven Interferenzen der koha¨renten Strahlung gekommen ist. Dies
ist charakteristisch fu¨r sogenannte Bragg-Resonanzen auf periodischen oder quasiperiodischen
Oberfla¨chen [203][35][218]. Ein solche Oberfla¨che S(x, y), skizziert in Abb. 3.8a, kann folgender-
maßen beschrieben werden:






+ Ξ(x, y) , (3.22)















Abbildung 3.7: Verschiedene Aufnahmen einer landwirtschaftlichen Fla¨che. Oben: Spurbild. Mitte:
Alpha-Winkel. Unten: Polarimetrische Entropie. Links: Volle Auflo¨sung. Rechts: 3 verschiedene Subaper-
turaufnahmen bei den Squintwinkeln -3.5◦, 0.0◦ und +3.5◦ .
schreiben. Ξ(x, y) entspricht als Sto¨rungsterm einer isotropen zufa¨lligen rauen Oberfla¨che. Die





⇒ sin θ cosϕ = m λ
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, (3.23)
wobei ky der Projektion der Wellenzahl des Radars in horizontaler Richtung, θ dem lokalen
Einfallswinkel, ϕ dem Winkel zwischen der Beobachtungsrichtung und der Normalen der peri-
odischen Struktur und m der Ordnung der Resonanz entspricht. Im Fall von SAR Messungen
la¨sst sich der Winkel ϕ u¨ber eine Subaperturzerlegung der Aufnahmen im Bereich des gesamten
O¨ffnungswinkels der Antenne variieren.
Fu¨r gleichartige anisotrope Strukturen mit verschiedenen Entfernungen zum Sensor, d.h. mit
verschiedenen Einfallswinkeln, bzw. fu¨r Strukturen in verschiedenen Orientierungen zum Sen-
sor, kann die Resonanzbedingung aus Gl. 3.23 in unterschiedlichen Subaperturen erfu¨llt sein. Es
kann auch zu gar keiner Resonanz kommen, wenn die Resonanzbedingung fu¨r den gesamten von
der Antenne abgedeckten Winkelbereich nicht erfu¨llt wird. Des weiteren ko¨nnen manche Felder
auch Teile haben, welche aufgrund der gemeinsamen Abha¨ngigkeit der Resonanzbedingung von
θ und ϕ in verschiedenen Subaperturen in Resonanz geraten. Dieses Pha¨nomen ist in Abb. 3.8b
illustriert, in der die Position der Resonanz in Abha¨ngigkeit von Einfalls- und Blickwinkel ab-
gebildet ist: Mit Variation des azimutalen Blickwinkels a¨ndert sich der Einfallswinkel fu¨r den
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Abbildung 3.8: a) Beispiel einer periodischen Oberfla¨che mit zufa¨lligen Sto¨rungen. b) Position von
Resonanzen in der (θ, ϕ)-Ebene.
Gl. 3.23 erfu¨llt ist, was zu einem mit der Lage der Subapertur u¨ber das Feld gleitenden Bereich
der Resonanz fu¨hrt, dessen Breite durch die Bandbreite der Subaperturen festgelegt wird. Dieser
Effekt la¨sst sich auch in Abb. 3.7 beobachten, wo ein schmaler Streifen hoher Ru¨ckstreuintensita¨t
(Span) u¨ber das Bild gleitet und entsprechend zu durch Bragg-Resonanzen vera¨nderten Hp und
α¯p Werten fu¨hrt. Ein solches Verhalten wird auch von Simulationen quasiperiodischer Ober-
fla¨chen, basierend auf den Ansa¨tzen in [218], gestu¨tzt: Im Fall von Bragg-Resonanz kommt
es zu nahezu identischen Ru¨ckstreukoeffizienten in HH und VV, was sehr niedrige Hp und α¯p
Werte verursacht. Außerhalb der Resonanz nehmen beide Parameter hingegen ihre ’normalen’
Werte an [58][49].
3.2.2 Maximum-Likelihood Detektion nicht-stationa¨rer Objekte
U¨ber eine statistische Analyse der polarimetrischen Signaturen unter verschiedenen Squintwin-
keln ist es mo¨glich, Objekte mit potentiell nicht-stationa¨rer Ru¨ckstreuung zu detektieren. Diese
Detektion, sowie die Bestimmung der jeweiligen Subaperturen in Resonanz, kann u¨ber die Eva-
luierung der Statistiken von Maximum-Likelihood Verha¨ltnissen erreicht werden [51][57][58].
Wie in Abschnitt 3.1.2 erla¨utert, folgt unter der Annahme einer multivarianten komplexen
Gauss-Verteilung der Streuvektoren ~k3 die Koha¨renzmatrix T = E(~k3~k
†
3) der Wishart-Wahr-
scheinlichkeitsverteilung aus Gl. 3.17. Dies gilt fu¨r die polarimetrische SAR Aufnahme in voller
Aufnahme gleichermaßen wie fu¨r jede einzelne Subaperturaufnahme. Im Fall einer in R Suba-
perturen zerlegten Aufnahme ist also jedes Bildpixel mit einem Satz von RWishart-verteilten
Koha¨renzmatrizen assoziiert. Das Pixel besitzt genau dann ein stationa¨res Ru¨ckstreuverhalten,
wenn seine R Koha¨renzmatrizen Ti zu derselben Verteilung geho¨ren. In diesem Fall wird die
folgende Hypothese erfu¨llt:
T1 = T2 = . . . = TR . (3.24)
Die Gu¨ltigkeit dieser Hypothese kann mit Hilfe des Maximum-Likelihood Verha¨ltnisses Λ, wel-
ches aus den Koha¨renzmatrizen der Subaperturzerlegung gebildet wird, u¨berpru¨ft werden [136]
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Abbildung 3.9: Links: Logarithmus des Maximum-Likelihood Verha¨ltnisses. Rechts: Karte der nicht-
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wobei ni die Anzahl an Streuvektoren bezeichnet, die zur Berechnung der Koha¨renzmatrix Ti
verwendet wurden. Der Wert von Λ liegt dabei zwischen 0.0 (sehr verschiedene Ti) und 1.0
(alle Ti identisch). Die Hypothese wird akzeptiert und damit das Objekt als isotrop streuend
angenommen, wenn eine beliebig wa¨hlbare Fehlalarmrate Pfa unterschritten wird. Das bedeutet
Λ < cβ mit Pfa(cβ) = P (Λ ≤ cβ) = β , (3.26)
Das Vorgehen in Gl. 3.26 erfordert die Bestimmung von Pfa(cβ) unter der Annahme der Stationa-
rita¨t wie in Gl. 3.24. Ein analytischer Ausdruck la¨sst sich aus der Bestimmung der Momente des
Maximum-Likelihood Verha¨ltnisses ableiten. Nach einigen Entwicklungen und Vereinfachungen,
ausgefu¨hrt in [58], erha¨lt man folgenden Na¨herungsausdruck fu¨r die Wahrscheinlichkeitsvertei-
lung der Fehlalarmrate:
Pfa(cβ) = 1− Γinc(f/2,−ρ log cβ)− ω2(Γinc(f/2 + 2,−ρ log cβ)− Γinc(f/2,−ρ log cβ)) ,
(3.27)
wobei Γinc(a, b) die unvollsta¨ndige Gammafunktion des Grades a von dem Wert b bezeichnet.
Die Bedeutung von f , ρ und ω2, welche alle unabha¨ngig von cβ sind, werden im Detail in [58]
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Abbildung 3.10: Nummer der Subapertur mit der geringsten Wahrscheinlichkeit der Zugeho¨rigkeit zur
Statistik der 8 urspru¨nglichen Subaperturen. Stationa¨re Pixel sind in grau dargestellt.
erla¨utert. Beispiele fu¨r die beschriebene Detektionsmethode sind in Abb. 3.9 dargestellt: Links
ist der Logarithmus des Maximum-Likelihood Verha¨ltnisses abgebildet, in dem sich anisotrope
Streuer hell abzeichnen (Λ nahe Null), rechts die Detektion mit einem geeigneten Schwellwert.
Ein a¨hnlicher Ansatz kann zur Lokalisierung von Subaperturen mit anisotropem
Ru¨ckstreuverhalten verfolgt werden. Ein Pixel, welches anisotrope Ru¨ckstreuung aufweist, be-
sitzt einen Satz von Koha¨renzmatrizen, welche die Hypothese aus Gl. 3.24 nicht erfu¨llen, d.h.
mindestens eine der R Matrizen geho¨rt nicht zu der globalen Statistik dieses Pixels. Berechnet
man also das Maximum-Likelihood Verha¨ltnis gema¨ß Gl. 3.25 ohne Beru¨cksichtigung der betref-
fenden Matrix, so ergibt sich ein ho¨herer Wert von Λ als bei Einbeziehung aller Subaperturen.
Fu¨r jedes Pixel des Bildes sucht man also die Subapertur subi mit i ∈ [1, . . . , R], welche am
wenigsten zu der globalen Statistik dieses Pixels passt, welche also die Bedingung
subi = argmaxΩR−1(subi) (3.28)
erfu¨llt, wobei ΩR−1(subi) das Maximum-Likelihood Verha¨ltnis ohne Verwendung von Subapertur
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Auf diese Weise kann fu¨r jedes Pixel aus einem urspru¨nglichem Satz von R Subaperturen iterativ
diejenigen Subaperturen mit nicht-stationa¨ren Verhalten bestimmt werden. Ein Detektionsalgo-
rithmus kann z.B. folgendermaßen aufgebaut sein:
Schritt 1: Test der Stationarita¨t gema¨ß Gl. 3.26 auf allen R Subaperturen.
Wenn Λ > cβ: Das Pixel verha¨lt sich stationa¨r ⇒ stop
Schritt 2: Suche nach der unstationa¨rsten Subapertur subi gema¨ß Gl. 3.28.
Entfernen dieser Subapertur aus der Liste der verfu¨gbaren Subaperturen.
Schritt 3: Test der Stationarita¨t gema¨ß Gl. 3.26 auf den verbliebenen Subaperturen.
Wenn Λ > cβnsub : Das Pixel verha¨lt sich nun stationa¨r ⇒ stop
Falls nicht, und falls kein weiteres Abbruchkriterium erfu¨llt ist ⇒ Schritt 2
Der beschriebene Algorithmus registriert Schritt fu¨r Schritt die Subaperturen, die nicht zu der
globalen Statistik des betreffenden Pixels passen. Die Iterationen enden, wenn sich die verbliebe-
nen Subaperturen stationa¨r verhalten oder wenn ein Abbruchkriterium, wie z.B. eine gewu¨nschte
Mindestanzahl von Subaperturen, erfu¨llt wird. Der Wert cβnsub kann eventuell unterschiedlich
von cβ und abha¨ngig von der verbliebenen Anzahl von Subaperturen gewa¨hlt werden, um eine
gewu¨nschte Empfindlichkeit der Detektion einzustellen.
Ein Beispiel fu¨r die Bestimmung der anisotropen Subaperturen ist in Abb. 3.10 gezeigt. Fu¨r jedes
als anisotrop detektierte Pixel (Gl. 3.26) ist hier eine Farbmarkierung angebracht worden, welche
die Nummer der jeweils am wenigsten zur globalen Statistik des Pixels geho¨rende Subapertur
kennzeichnet. An machen Feldern ist gut zu erkennen wie der Effekt der Bragg-Resonanz mit
Variation des Blickwinkels u¨ber das Objekt gleitet (vergleiche Abb. 3.8).
3.2.3 Korrektur nicht-stationa¨rer Ru¨ckstreuung
Sobald die Pixel mit anisotropen Verhalten und die jeweiligen problematischen Subaperturen
bekannt sind, kann versucht werden, die polarimetrischen Signaturen von Sto¨rbeitra¨gen zu rei-
nigen und so eine verbesserte Bestimmung polarimetrischer Parameter zu erreichen. Resonanzen
haben meist nur eine kleine Bandbreite, d.h. sie wirken sich nur in einer oder wenigen der Sub-
aperturen aus. Von den verbliebenen, ungesto¨rten Subaperturen kann ein korrigiertes Bild in
voller Auflo¨sung integriert werden, wofu¨r es mehrere Methoden gibt. Die einfachste wa¨re, die
unerwu¨nschten spektralen Anteile durch einen Notchfilter auszublenden. Dies wu¨rde aber durch
die entstehende uneinheitliche spektrale Hu¨llkurve zu relativ schlechter Bildauflo¨sung in den
betroffenen Bereichen fu¨hren.
Ein besserer Weg besteht in der Anpassung der Amplituden der unstationa¨ren Subaperturen
an die mittlere Amplitude der ungesto¨rten Subaperturen. Typischerweise entsteht bei Bragg-
Resonanzen eine sehr hohe Ru¨ckstreuamplitude, die sich trotz Auftretens in nur einer oder
wenigen Subaperturen u¨berproportional stark auf die Gesamtru¨ckstreuung auswirkt. Die Streu-
matrix Ssubi eines Pixels in seiner i-ten Subapertur subi kann als
Ssubi = Ai exp(iφi) · Sreli (3.30)
ausgedru¨ckt werden, wobei Ai die Wurzel der Spur von Ssubi und φi seine absolute Phase bezeich-
net. Sreli stellt dann eine relative Streumatrix mit normalisierter Leistung dar. Die Ausgleichung
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der Streuamplituden geschieht nun durch Ersetzen der Amplituden Ak, die zu unstationa¨ren








wobei die Summe u¨ber die N verbliebenen stationa¨ren Subaperturen des Pixels gebildet wird.
Dieses Vorgehen korrigiert die gesto¨rten Amplituden, la¨sst aber die mo¨glicherweise ebenfalls
fehlerhaften polarimetrischen Phasen der Streumatrix unberu¨hrt. Durch die nun nicht mehr
u¨berproportionale Gewichtung der betreffenden Subaperturen wirken sich der durch Bragg-
Resonanzen hervorgerufene Fehler bereits weniger stark aus als in den urspru¨nglichen Daten.
Es sollte dabei erwa¨hnt werden, dass das resultierende Bildergebnis trotz Filterung sogar eine
ho¨here Auflo¨sung als das Originalbild aufweisen kann, da nun eine gleichfo¨rmigere Gewichtung
zwischen den Subaperturen vorliegt.







konstruiert, wobei Ti aus den Streumatrizen der stationa¨ren Subaperturen gebildet wird. Aus
den mittleren Streuparametern von T˜k kann nun ein dazugeho¨riger unita¨rer Streuvektor k˜k
gescha¨tzt werden [34],[35]. Im Anschluss kann aus diesem stationa¨ren Streuvektor eine stationa¨re











Schließlich rekonstruiert man eine stationa¨re Streumatrix S˜subk gema¨ß Gl. 3.30 aus den
gescha¨tzten Amplituden A˜k und den relativen Matrizen S˜relk :














Abbildung 3.11: Polarimetrische Parameter eines einzelnen landwirtschaftlichen Feldes in voller









Abbildung 3.12: Nummer der Subapertur mit der geringsten Wahrscheinlichkeit der Zugeho¨rigkeit zur
Statistik der 8 urspru¨nglichen Subaperturen. Stationa¨re Pixel sind in grau dargestellt.
Nachdem alle unstationa¨ren Subaperturen gema¨ß Gl. 3.34 korrigiert worden sind, la¨sst sich
durch Rekombination aller Subaperturen eine stationa¨re Streumatrix in voller Auflo¨sung rekon-
struieren. Ein solches Ergebnis ist in Abb. 3.11 gezeigt. Die starken Resonanzeffekte, wie sie
in Abb. 3.7 zu beobachten waren, sind nicht mehr vorhanden. Die Bildauflo¨sung und -qualita¨t
ist vergleichbar mit der urspru¨nglichen, d.h. durch die Filterung ist es zu keiner signifikanten
Degradation gekommen. Wie zu erwarten zeigen sich gewisse Unterschiede in den resultierenden
Hp und α¯p Parametern; beide nehmen insgesamt ho¨herer Werte an, da Bragg-Resonanzen mit
ihren assoziierten niedrigen Hp und α¯p Werten weitgehend eliminiert worden sind. Abb. 3.12
zeigt die durch die Filterung hervorgerufenen A¨nderungen in den Hp und α¯p Werten u¨ber die
ganze Szene. Auf einzelnen unstationa¨ren Punktstreuern wurden maximale Variation von bis
zu ∆Hp=0.8 und ∆α¯p=70◦ beobachtet. Im Mittel a¨nderte sich auf unstationa¨ren Fla¨chen die
Entropie um 0,2 und der Alphawinkel um 7◦, beides signifikante A¨nderungen in Relation zum
Wertebereich der beiden Parameter. Fu¨r die pra¨zise Extraktion biophysikalischer Parameter aus
polarimetrischen SAR Daten ist daher eine vorausgehende Filterung anisotropen Streuverhalten
sehr wichtig.
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Ein Problem aller der in Kapitel 3.1.2 beschriebenen Klassifikationsverfahren ist, dass jedes
einzelne Bildpixel einzeln und unabha¨ngig von seinen Nachbarn betrachtet wird; ra¨umlicher
Kontext wird nur indirekt wa¨hrend der Specklefilterung der Koha¨renzmatrizen beru¨cksichtigt.
Typischerweise la¨sst die lokale Umgebung eines Pixels durchaus Ru¨ckschlu¨sse auf seine Klas-
senzugeho¨rigkeit zu. Ist eine Region bereits sehr sicher einer bestimmten Klasse zugeordnet,
so ist es unwahrscheinlich, dass ein einzelnes Pixel im Innern der Region einer anderen Klasse
zugeho¨rig ist. Wesentlich wahrscheinlicher ist in einem solchen Fall, dass bei diesem Pixel ei-
ne Fehlklassifikation aufgetreten ist. Insbesondere SAR Daten weisen durch den Speckleeffekt
prinzipiell ein hohes Rauschniveau auf. Unabha¨ngig vom verwendeten Algorithmus kommt es
meist zu verha¨ltnisma¨ßig uneinheitlichen Klassifikationsergebnissen, selbst wenn hochentwickel-
te Specklefilter verwendet wurden [210][115]. Es erscheint aus diesem Grund sinnvoll, bei der
polarimetrischen Klassifikation von SAR Daten, auch die unmittelbare Nachbarschaft der Pixel
bei der Entscheidung u¨ber die Klassenzugeho¨rigkeit zu beru¨cksichtigen.
Eine Mo¨glichkeit die Nachbarschaft eines Pixels zu beru¨cksichtigen besteht in der Modifika-
tion der Klassenwahrscheinlichkeiten gema¨ß Gl. 3.17, bzw. der Zuordnung zu Klassen gema¨ß
Gl. 3.20, durch die Klassifikationsergebnisse in der lokalen Umgebung eines Pixels. Ein ent-
sprechender Algorithmus muss also entscheiden, ob fu¨r ein Pixel statt der wahrscheinlichsten
Klassenzuordnung nicht eventuell eine andere, a¨hnlich wahrscheinliche, aber besser mit der Nach-
barschaft vertra¨glichen Zuordnung, angebracht ist. Korrekt durchgefu¨hrt kann man mit einem
solchen Vorgehen wesentlich homogeneren Klassifikationsergebnissen als mit dem in Abschnitt
3.1.2 beschriebene Wishart-Klassifikationsalgorithmus erzielen [166][167].
3.3.1 Klassifizierung u¨ber Expectation Maximisation
Fu¨r eine nachbarschaftsgestu¨tzte Klassifizierung ist es in einem ersten Schritt no¨tig, fu¨r jedes
Pixel einen Grad der Zugeho¨rigkeit zu allen mo¨glichen Klassen zu bestimmen, d.h. es wird
jedes Pixel zu allen Klassen, mit gewissen sich unterscheidenden Prozentsa¨tzen, zugeordnet.
Dies unterscheidet sich signifikant von dem bereits beschriebenen Vorgehen bei der Wishart-
Klassifikation, in der zwar auch die Wahrscheinlichkeitsdichten p(〈T〉|Σi) fu¨r alle Klassen be-
stimmt werden, jedes Pixel aber nur einer, na¨mlich der wahrscheinlichsten Klasse zugeordnet
wird. Eine unscharfe Zuordnung zu mehreren Klassen wird oft auch mit dem englischen Begriff
fuzzy oder fuzzy logic umschrieben [219]. Sie bietet den Vorteil, dass keine ’harte’ Entschei-
dung u¨ber die Klassenzugeho¨rigkeit getroffen wird und somit alle Mo¨glichkeiten der Zuordnung
gleichzeitig beru¨cksichtigt werden ko¨nnen [11].
Im folgenden soll ein einfaches iteratives Verfahren beschrieben werden, welches auf den Prinzipi-
en der Expectation Maximisation [43] beruht und das den ersten Schritt zu einer nachbarschafts-
gestu¨tzten Klassifizierung polarimetrischer SAR Daten darstellt. Das Prinzip der Expectation
Maximisation ist eng mit dem der Fuzzy-Logic verwandt und wurde im Kontext der Klassifi-
zierung von polarimetrischen SAR Daten erstmals in [139] und [41] und auf PolInSAR Daten
in [94] angewandt und in [95] und [96] verfeinert. Ein rein auf unscharfen Entscheidungen im
Sinne der fuzzy-Theorie beruhender Klassifikationsalgorithmus findet sich auch in [44], weitere
fuzzy-Ansa¨tze zur Klassifikation von SAR Daten, hier mit Hilfe neuronaler Netzwerke, sind in
[202] und [25] aufgefu¨hrt.
In einem Expectation Maximisation Algorithmus wird versucht, N Pixel zu G verschiedenen
67
3 SAR Polarimetrie
Klassenzentren zuzuordnen, wobei ein optimaler Satz von Klassenzentren Σ durch den Algo-
rithmus gefunden werden soll. Dazu wird zuerst, wie beim Maximum-Likelihood Verfahren, eine








aufgestellt, welche durch Finden eines optimalen Satzes vonΣ = (Σ1, . . . ,ΣG) maximiert werden
soll. Im vorliegenden Fall einer gemischten Zuordnung der Daten zu G Wahrscheinlichkeitsdich-





Die p(Ti|Σj) entsprechen dabei der Wishart-Verteilung aus Gl. 3.17. Allerdings ist es im
Rahmen der Optimierung ausreichend, alle konstanten und klassenunabha¨ngigen Terme der
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Im Rahmen der Expectation Maximisation wird nun angenommen, dass eine versteckte Variable
d existiert, welche gemessene Koha¨renzmatrizen Ti derjenigen Verteilung Σj zuordnen, von der
sie tatsa¨chlich herru¨hren. d entspricht dabei einer festgelegten Klassenzuordnung, d.h. wenn fu¨r
Ti d = 2 gilt, dann geho¨rt Ti zu Klasse 2. Mangels Kenntnis dieser Zuweisungen wird bei der
Expectation Maximisation nicht mit festen Zuweisungen sondern stattdessen mit ihrer Wahr-
scheinlichkeitsdichten p(d|T,Σ) gearbeitet. Selbstversta¨ndlich ist anfangs sowohl d als auch Σ
unbekannt. Um eine Optimierung durchfu¨hren zu ko¨nnen, beno¨tigt man eine initiale Scha¨tzung
von einer der beiden Variablen, um dann u¨ber einen iterativen Gradientenabstieg eine optimale
Lo¨sung zu finden.
Der Algorithmus startet im allgemeinen mit einer initialen Scha¨tzung eines nicht-optimalen
Satzes von Klassenzentren Σ(0). Dazu wird auf G Regionen ωj jeweils eine mittlere initiale
Koha¨renzmatrix





Ti mit Nj = Anzahl Pixel in ωj (3.39)
bestimmt, wobei es wie beim normalen k-means Algorithmus mehrere Mo¨glichkeiten fu¨r die Be-
stimmung der initialen Regionen ωi gibt: Sie ko¨nnen z.B. u¨berwacht durch Trainingsgebiete oder
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a b
c d
Abbildung 3.13: a) Bildamplitude in Pauli-Darstellung (9 Looks). b) Entropie-Alpha Klassifikation. c)
Klassifikation in 8 Klassen mit Wishart k-means. d) Klassifikation in 8 Klassen mit Wishart Expectation
Maximisation.
auch unu¨berwacht durch eine Hp-α¯p-Klassifikation oder Schwellwertbildung auf der Bildamplitu-
de erzeugt werden. Eine Alternative ist auch eine Zufallsinitialisierung, d.h. eine vo¨llig zufa¨llige
Zuweisung von Pixel zu Klassen.
Anschließend bestimmt man in dem sogenannten Expectation-Schritt mit Hilfe von Σ(0)j fu¨r
jedes Pixel und fu¨r jede Klasse die a-posteriori Wahrscheinlichkeit p(d=j|T,Σ), also die Wahr-
scheinlichkeit, dass ein Pixel der Klasse j angeho¨rt, gegeben der gemessenen Matrix T und
des gescha¨tzten Satzes mo¨glicher Klassenzentren Σ. pij = p(d=j|Ti,Σj) stellen also den pro-
zentualen Grad der Zugeho¨rigkeit der Koha¨renzmatrizen Ti zu der durch Σj beschriebenen
Wahrscheinlichkeitsdichte dar. Dies impliziert, dass fu¨r die Zugeho¨rigkeiten
pij ∈ [0, 1] ∀i, j sowie
G∑
j=1
pij = 1 ∀i (3.40)
gelten muss. Es la¨sst sich zeigen [25][44], dass fu¨r den Fall der vereinfachtenWishart-Verteilung
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k kennzeichnet den aktuellen Iterationsschritt; nach der Initialisierung gilt also k = 0. Die
Summierung u¨ber alle Klassen stellt die Normierung der pij auf den Wertbereich [0, 1] sicher.











bestimmen. Im Fall der vereinfachten Dichte aus Gl. 3.37 fu¨hren Gl. 3.41 und Gl. 3.42 zusam-
men zu einer lokalen Minimierung der Log-Likelihood unter der Annahme der Scha¨tzung Σ(k)j
[11][44][25]. Um ein globales Minimum zu erreichen, wird der Expectation- und Maximisation-
Schritt iterativ solange wiederholt bis ein geeignetes Abbruchkriterium erreicht ist. Dies kann
z.B. eine Konvergenz der pij zwischen zwei aufeinanderfolgenden Iterationen [25], eine Konver-
genz der Klassenzentren selbst [44], eine Prozentsatz an Pixeln, die ihre wahrscheinlichste Klasse
wechseln oder auch eine gegebene Anzahl an Iteration sein.
In Abb. 3.13 findet sich der Vergleich einer Klassifikation u¨ber Expectation Maximisation mit
der in Kaptitel 3.1.2 vorgestellten K-meansWishart-Klassifikation. Verwendet wurden ein Aus-
schnitt der Daten aus Abb. 3.6, wobei fu¨r die Mittelung der Koha¨renzmatrizen diesmal nur
neun unabha¨ngige Datenpunkte verwendet wurden, was im allgemeinen nicht ausreichend ist,
um rauscharme Koha¨renzmatrizen zu erhalten. Des weiteren wurde eine zufa¨llige Initialisierung
vorgenommen; als Abbruchkriterium wurde in beiden Fa¨llen eine feste Zahl von zehn Iterationen
verwendet. Da das Verfahren der Expectation Maximisation prozentuale Zugeho¨rigkeiten fu¨r je-
de mo¨gliche Klasse liefert, wurde fu¨r die Farbgebung jedes Pixels die jeweils wahrscheinlichste
Klasse verwendet. Wie zu erwarten erscheinen die beiden Klassifikationsergebnisse in Abb. 3.13c
und 3.13d sehr verrauscht, was in der geringen Mittelung der Koha¨renzmatrizen begru¨ndet ist.
Ansonsten ist eine hohe U¨bereinstimmung zwischen den beiden Ergebnissen zu beobachten. Ex-
pectation Maximisation scheint etwas homogenere Ergebnisse u¨ber den Waldfla¨chen und etwas
weniger homogene Ergebnisse u¨ber der landwirtschaftlichen Nutzfla¨chen zu liefern. Wichtig ist
aber, dass die Expectation Maximisation auch Aussagen u¨ber die Wahrscheinlichkeiten erlaubt,
mit der ein gegebenes Pixel in eine andere als die wahrscheinlichste Klasse fa¨llt, wa¨hrend das
K-means Verfahren nur jeweils die wahrscheinlichste Klasse liefert.
3.3.2 Probabilistische Relaxation der Klassen
Bei einer nachbarschaftsgestu¨tzten Klassifikation sollen die Klassifikationsergebnisse in der Um-
gebung eines Pixels herangezogen werden, um einen bessere Einordnung in die richtige Klasse zu
erreichen, als das aus der einzelnen Koha¨renzmatrix des Pixels alleine mo¨glich ist. Dieser Idee
liegt die Annahme zugrunde, dass benachbarte Pixel statistisch nicht unabha¨ngig voneinander
sind: In der Realita¨t ist kein ra¨umlich zufa¨lliges Klassifikationsergebnis zu erwarten, sondern
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zusammenha¨ngende Fla¨chen gewisser Gro¨ßen: Wenn die unmittelbare Nachbarschaft eines zu
klassifizierenden Pixels bereits mit großer Wahrscheinlichkeit der Klasse ωj zugeordnet wurde,
besteht auch eine erho¨hte Wahrscheinlichkeit, dass auch das betrachtete Pixel in diese Klasse
fa¨llt.
Ein solches Konzept wird im Rahmen der sogenannten Probabilistic Label Relaxation verfolgt.
Ihr Ziel ist es, ein insgesamt ra¨umlich konsistenteres Klassifikationsergebnis zu erzielen, indem
Nachbarschaftsbeziehungen zur Entscheidungsfindung herangezogen werden [198]. Diese Metho-
de stammt aus dem Gebiet der u¨berwachten Klassifizierung und stellt einen Postklassifikations-
schritt zur Verbesserung der Klassifikationsergebnisse dar [85]. Im Rahmen der Klassifikation
polarimetrischer SAR Daten kann sie aber auch, wie im folgenden beschrieben, gewinnbringend
im Rahmen eines unu¨berwachten Verfahrens eingesetzt werden.
Die Basis der probabilistischen Klassenrelaxation ist die Einfu¨hrung von sogenannten a-priori
Kompatibilita¨tskoeffizienten p(n, ωi|m,ωj), welche beschreiben, wie groß die bedingte Wahr-
scheinlichkeit ist, dass ein Pixel n der Klasse ωi zugeordnet ist, wenn ein benachbartes Pixel m
in der Klasse ωj liegt. Damit la¨sst sich direkt die Verbundwahrscheinlichkeit p(n, ωi) bestimmen,
dass das Pixel n der Klasse ωi zugeho¨rig ist:
p(n, ωi) = p(n, ωi|m,ωj) · p(m,ωj) , (3.43)
also die Wahrscheinlichkeit p(m,ωj), dass das Nachbarpixel m in der Klasse ωj liegt, multi-
pliziert mit der gegenseitigen Kompatibilita¨t. Die Wahrscheinlichkeit p(n, ωi) in Gl. 3.43 gibt
Aufschluss u¨ber die Wahrscheinlichkeit der Klassenzugeho¨rigkeit von Pixel n ausschließlich u¨ber
die Betrachtung seiner Nachbarschaft und ohne Beru¨cksichtigung des Inhalts des Pixels selber.
In aller Regel treten natu¨rlich mehrere mo¨gliche Klassen auf, außerdem ist es naheliegend, eine







p(n, ωi|m,ωj)p(m,ωj) , (3.44)
welche die gesamte Verbundwahrscheinlichkeit u¨ber alle Nachbarn und Klassen hinweg be-
schreibt, dass Pixel n in Klasse ωi fa¨llt.
Nach Anwendung des Expectation Maximisation Verfahrens sind die sich direkt aus den
Klassenzentren ergebenden Wahrscheinlichkeiten der Klassenzugeho¨rigkeit gema¨ß Gl. 3.37 be-
kannt. Unter Annahme identischer a-priori Wahrscheinlichkeiten gilt p(m,ωj) = p(Tm,Σj) und
Gl. 3.44 kann ausgewertet werden. Damit erha¨lt man zwei unterschiedliche Arten von Klassenzu-
geho¨rigkeiten: q(), basierend nur auf dem ra¨umlichen Kontext eines Pixels und p(), basierend nur
auf dem polarimetrischen Informationsgehalt. U¨ber Multiplikation dieser beiden Wahrscheinlich-
keiten und mit der Initialisierung p(1)q = p(Tm,Σi), bekannt aus dem Expectation-Schritt des
Expectation Maximisation Verfahrens, ergibt sich folgende alternative Verbundwahrscheinlich-
keit zur Beschreibung der Klassenzugeho¨rigkeit







wobei h den aktuellen Iterationsschritt kennzeichnet. Gl. 3.45 beru¨cksichtigt sowohl die pola-
rimetrische Zuordnung u¨ber die Wishart-Verteilung als auch die ra¨umliche Zuordnung u¨ber
die Nachbarschaftsfunktion. Die Verbundwahrscheinlichkeit p(1)q (n, ωi) fu¨hrt in einem weiteren






p(n, ωi|m,ωj)p(h)q (m,ωj) (3.46)
Die Iteration u¨ber Gl. 3.45 und Gl. 3.46 wird einige Male wiederholt, um eine akzeptable
Konvergenz zu erreichen. Streng genommen vergro¨ßert sich durch jede Iteration die insgesamt
beru¨cksichtigte Nachbarschaft, wodurch es zu einer immer sta¨rkeren Homogenisierung kommt.
Aus diesem Grund ist ein Abbruch nach ca. 5-10 Iterationen sinnvoll.
Es verbleibt die Frage, wie die Kompatibilita¨tskoeffizienten zu bestimmen sind. Idealerweise liegt
ein ra¨umliches Modell der betrachteten Gegend vor, beispielsweise abgeleitet aus einem Geoin-
formationssystem (GIS). In einer landwirtschaftlichen Gegend lassen sich auch mit Kenntnis der
Pixelgro¨ße des Sensors und der typischen Feldgro¨ße Aussagen daru¨ber treffen, wie wahrscheinlich
eine bestimmte Klasse auf eine andere in einem benachbarten Pixel trifft. Im allgemeinen ist aber
davon auszugehen, dass die Kompatibilita¨tskoeffizienten unbekannt sind. In einem solchen Fall
ist es angebracht, nur zwei verschiedene Koeffizienten zu verwenden: Einen ho¨heren fu¨r ωi = ωj
und einen niedrigeren fu¨r ωi 6= ωj . Ihr Verha¨ltnis gibt an, wieviel wahrscheinlicher das Aufeinan-
dertreffen gleicher Klassen als das ungleicher Klassen ist. Je nach Ho¨he des Verha¨ltnisses werden
mit einem solchen Vorgehen ganz generell homogene Fla¨chen stark unterstu¨tzt und es kommt
insgesamt zu homogeneren Klassifikationsergebnissen.
Im Kontext der Klassifikation von polarimetrischen SAR Daten ist es nicht sinnvoll, die proba-
bilistische Klassenrelaxation als Postprozessierungsschritt auf ein Ergebnis wie das in Abb. 3.13
anzuwenden. Die schlechte und insbesondere inhomogene Klassifikation durch Expectation Ma-
ximisation, welche durch den bei SAR Daten inha¨renten Speckleeffekt verursacht wurde, fu¨hrt
automatisch auch zu einem ungenau bestimmten Satz von mittleren Koha¨renzmatrizen Σ. Ein
anschließender Relaxationsprozess wird zwar u¨ber den ra¨umlichen Kontext prinzipiell das Klas-
sifikationsergebnis homogenisieren, kann aber nicht mehr korrigieren, dass die eigentlichen Klas-
senzentren nicht optimal definiert sind. Daher ist es angebracht, den beschriebenen Relaxati-
onsprozess bereits wa¨hrend der Iterationen der Expectation Maximisation durchzufu¨hren, um
so zu erreichen, dass die mittleren Koha¨renzmatrizen Σ(k)j bereits auf teilweise homogenisierten
Zwischenergebnissen bestimmt werden.
Ein sinnvolle nachbarschaftsgestu¨tzte Klassifikation u¨ber Expectation Maximisation und pro-
babilistische Klassenrelaxation startet mit einer initialen Scha¨tzung eines Satzes von mittleren
Koha¨renzmatrizen analog zu Gl. 3.39. Anschließend werden fu¨r jedes Bildpixel und fu¨r jede
Klasse die a-posteriori Wahrscheinlichkeiten der Klassenzugeho¨rigkeit, wie in Gl. 3.41 beschrie-
ben, bestimmt. Nach diesem Schritt wird im Rahmen der probabilistischen Relaxation iterativ
gema¨ß Gl. 3.44 und Gl. 3.45 die Nachbarschaftsfunktionen und daraus abgeleitet, die Verbund-
wahrscheinlichkeiten pq fu¨r jedes Pixel und fu¨r jede Klasse bestimmt, wobei ein feste Anzahl von
H Iterationen vorgegeben wird (z.B. fu¨nf). Mit Hilfe der nun bekannten Werte von pq ko¨nnen
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Abbildung 3.14: Blockdiagramm der unu¨berwachten polarimetrischen Klassifizierung u¨ber Expectation
Maximisation kombiniert mit probabilistischer Relaxation der Klassen.
Dieses Vorgehen wird nun, genau wie beim Verfahren der Expectation Maximisation, iterativ
solange fortgefu¨hrt bis ein Abbruchkriterium erfu¨llt ist. Beispielsweise kann in jeder Iteration
nach Bestimmung der Verbundwahrscheinlichkeiten eine Entscheidung u¨ber die wahrscheinlich-
ste Klassenzugeho¨rigkeit von Pixel n getroffen werden:
Tn ∈ ωi falls pq(n, ωi) > pq(n, ωj) ∀j 6= i (3.48)
Wechselt von einer Iteration zur na¨chsten nur noch ein Prozentsatz an Pixeln kleiner als ein
gewisser Schwellwert (z.B. 1%) die Klasse, so kann die Iteration abgebrochen werden und die
Klassenzuordnung als endgu¨ltig angesehen werden. Ein weiteres geeignetes Abbruchkriterium ist
die Konvergenz der Verbundwahrscheinlichkeiten selber, also wenn ||p(k)q −p(k−1)q || einen gewissen
Schwellwert unterschreitet.
Das gesamte vorgeschlagene Iterationsschema ist in Abb. 3.14 nochmals als Blockdiagramm dar-
gestellt. In praktischen Versuchen hat es sich zudem als vorteilhaft herausgestellt, vor Beginn
der Beru¨cksichtigung der Nachbarschaftsfunktionen einige wenige reine Expectation Maximisa-
tion Iterationen durchzufu¨hren, um bereits eine gewisse Stabilisierung von Σ zu erreichen. Dies
fu¨hrt im allgemeinen zu einer wesentlich schnelleren Konvergenz, da anfa¨nglich widerspru¨chliche
Zuordnungen durch p und q vermieden werden.
3.3.3 Experimentelle Ergebnisse
Um die Eigenschaften und die Leistungsfa¨higkeit der vorgeschlagenen Methode zur nachbar-
schaftsgestu¨tzten Klassifikation von polarimetrischen SAR Daten zu analysieren wurden ver-
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schiedene Klassifikationen einer landwirtschaftlich gepra¨gten Szene mit relativ großen homoge-
nen Fla¨chen vorgenommen. Verwendet wurden wiederum der Ausschnitt der Daten aus Abb. 3.13
mit einer Mittelung der Koha¨renzmatrizen u¨ber nur neun unabha¨ngige Datenpunkte; es wird also
wie zuvor mit relativ schlecht bestimmten Koha¨renzmatrizen gearbeitet. Als Initialisierung des
Expectation Maximisation Prozesses wurde eine zufa¨llige Zuordnung zu insgesamt acht Klassen
vorgenommen. Da diese Art der Initialisierung zu schlecht definierten und vo¨llig zerstu¨ckelten
Klassen fu¨hrt, welche im Zuge der Einbeziehung von Nachbarschaften falsch ra¨umlich homoge-
nisiert werden wu¨rden, sind vor Beginn der Nachbarschaftsiterationen in allen Fa¨llen fu¨nf reine
Expectation Maximisation Iterationen durchgefu¨hrt worden. Dieses Vorgehen wa¨re mit anderen
Initialisierungskonzepten nicht no¨tig und entspricht im Prinzip einer Initialisierung des Gesamt-
prozesses mit dem Klassifikationsergebnis nach fu¨nf Expectation Maximisation Iterationen.
Zur Bestimmung der Nachbarschaftsfunktion gema¨ß Gl. 3.44 wurde in allen gezeigten Beispielen
eineGauss’sche Umgebung der Gro¨ße 5x5 verwendet. Dies bedeutet, dass insgesamt 24 Nachbar-
pixel in die Summation mit einbezogen wurden. Bei Verwendung einer kleineren Nachbarschaft,
mo¨glich sind beispielsweise auch eine 3x3Gauss’sche Umgebung oder eine einfache 4er Nachbar-
schaft, ergeben sich allerdings a¨ußerst a¨hnliche Ergebnisse: Durch die Nachbarschaftsiterationen
werden auch hier die Klassifikationsergebnisse weiter entfernter Pixel nach und nach mit in die
Nachbarschaftsfunktion mit einbezogen. Als Abbruchkriterium diente die Konvergenz der Ver-
bundwahrscheinlichkeiten ||p(k)q − p(k−1)q ||. Sinkt ihr Wert unter 1%, wird der Iterationsprozess
beendet und jedes Pixel der jeweils wahrscheinlichsten Klasse zugeordnet.
In Abb. 3.15 sind verschiedene Klassifikationsergebnisse gezeigt, wobei mit nur zwei verschiede-
nen Kompatibilita¨tskoeffizienten gearbeitet wurde, deren Verha¨ltnis zwischen den Ergebnissen
variiert wurde. In jedem Iterationsschritt wurden jeweils H = 5 Iterationen auf der Nachbar-
schaftsfunktion vorgenommen. Abb. 3.15b zeigt das Ergebnis wenn man identische Wahrschein-
lichkeiten fu¨r den U¨bergang von einer Klasse auf die gleiche Klasse, wie fu¨r den U¨bergang von
einer Klasse auf eine andere Klasse annimmt. Damit wird die Nachbarschaftsfunktion bedeu-
tungslos und das Klassifikationsergebnis entspricht wie zu erwarten dem der normalen Expec-
tation Maximisation. Es ergibt sich eine relativ stark verrauschte Klassifikation. In Abb. 3.15c
wurde eine doppelt so hohe Wahrscheinlichkeit fu¨r den U¨bergang auf die gleiche wie auf eine
andere Klasse angenommen. Das Klassifikationsergebnis wird bereits deutlich homogener, und es
zeigen sich weniger Sto¨rpixel. Erho¨ht man das Verha¨ltnis der beiden Kompatibilita¨tskoeffizienten
weiter (Abb. 3.15d-3.15f), so kommt es zu immer sta¨rker homogenisierten Ergebnissen. Trotz
der geringen Mittelung der Koha¨renzmatrizen ist es mit dem beschriebenen Verfahren mo¨glich,
qualitativ ansprechende und hochauflo¨sende Klassifikationsergebnisse zu erhalten. So bleiben
einige Punktziele auch bei sehr starker Homogenisierung (Abb. 3.15f) als punktfo¨rmige Objekte
im Klassifikationsergebnis erhalten.
Abb. 3.17 stellt den Verlauf der Konvergenz der Verbundwahrscheinlichkeiten dar. In allen Fa¨llen
konvergiert das Verfahren relativ schnell nach 10-15 Iterationsschritten. Zwischen den einzelnen
Kurven lassen sich gewisse Abweichungen registrieren, die darauf zuru¨ckzufu¨hren sind, dass
versucht wird, eine Konvergenz u¨ber zwei konkurrierende Terme, den der Nachbarschaft und den
der polarimetrischen Information, zu erreichen. Es kann daher zu Unstimmigkeiten kommen, die
sich unterschiedlich schnell erst nach einigen Iterationen korrigieren. Die Konvergenzrate selbst
scheint nur gering von dem Kompatibilita¨tskoeffizienten abzuha¨ngen.
Die Ergebnisse in Abb. 3.16 zeigen Klassifikationsergebnisse des gleichen Testgebiets, wobei nun
die Anzahl der Iterationen auf der Nachbarschaftsfunktion variiert wurde. Als Verha¨ltnis der
Kompatibilita¨tskoeffizienten wurde in allen Fa¨llen eine zehnfach so hohe Wahrscheinlichkeit fu¨r
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Abbildung 3.15: Klassifikationsergebnisse der nachbarschaftsgestu¨tzten Expectation Maximisation mit
verschiedenen Graden von Nachbarschaftswahrscheinlichkeiten. a) Bildamplitude. b) identische Nachbar-
schaftswahrscheinlichkeiten. c) Gleiche Nachbarklasse doppelt so wahrscheinlich wie andere Klasse. d)






Abbildung 3.16: Klassifikationsergebnisse der nachbarschaftsgestu¨tzten Expectation Maximisation mit
verschiedener Anzahl von Nachbarschaftsiterationen. a) eine Iteration. b) zwei Iterationen. c) drei Itera-
tionen. d) fu¨nf Iterationen e) 10 Iterationen f) 20 Iterationen.
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Abbildung 3.17: Konvergenz der Verbundwahrscheinlichkeiten ||p(k)q − p(k−1)q || bei verschiedenen Kom-
patibilita¨tskoeffizienten (vergl. Abb. 3.15)
Abbildung 3.18: Konvergenz der Verbundwahrscheinlichkeiten ||p(k)q −p(k−1)q || bei verschiedener Anzahl
von Nachbarschaftsiterationen (vergl. Abb. 3.16)
den U¨bergang auf die gleiche wie auf eine andere Klasse angenommen. Bei jeweils nur einer inter-
nen Iteration auf der Nachbarschaftsfunktion pro Gesamtiteration (Abb. 3.16a) ergibt sich trotz
insgesamt u¨ber 15 Iterationen ein relativ verrauschtes Ergebnis. Dies ist darauf zuru¨ckzufu¨hren,
dass nur die unmittelbare Nachbarschaft beru¨cksichtigt wird, und die Nachbarschaftsfunktion
auch keine Zeit hat zu konvergieren, bevor ein neuer Satz von Σ bestimmt wird. Mit steigen-
der Anzahl von Iterationen auf der Nachbarschaftsfunktion (Abb. 3.16b-3.16f) ergibt sich ein
immer sta¨rker homogenisiertes Ergebnis, da durch die Iterationen die insgesamt mit einbezo-
gene Nachbarschaft immer weiter ansteigt und nicht auf die gewa¨hlte Gro¨ße der Gauss’schen
Umgebung beschra¨nkt bleibt. Abha¨ngig vom Testgebiet ist es dem Benutzer u¨berlassen, welcher
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Wert hier fu¨r sinnvoll erachtet wird; im vorgestellten Fall bilden sich typischerweise mit ca. 5-10
Iterationen ausreichend homogene Fla¨chen.
Abb. 3.18 stellt wiederum den Verlauf der Konvergenz der Verbundwahrscheinlichkeiten bei Va-
riation der Anzahl der Iterationen auf der Nachbarschaftsfunktion dar. Wie zuvor konvergiert das
Verfahren in allen Fa¨llen relativ schnell nach 10-15 Iterationsschritten; auch die Konvergenzrate
selbst scheint wieder nur gering von der Iterationsanzahl abzuha¨ngen.
Insgesamt scheint eine zu hohe Anzahl von Iterationen auf der Nachbarschaftsfunktion nicht
sehr vorteilhaft zu sein. Es kommt zu einer U¨berbetonung des ra¨umlichen Kontextes wa¨hrend
gleichzeitig die spektrale Zuordnung u¨ber die Wishart-Verteilung der Koha¨renzmatrizen ver-
nachla¨ssigt wird. Als Folge werden an sich identische Fla¨chen in fru¨hen Iterationen zufa¨llig
getrennt und u¨ber die Nachbarschaftsbeziehungen homogenisiert. Spa¨tere Iterationen ko¨nnen
dies nicht mehr korrigieren, da die statistischen Kosten fu¨r der Aufhebung des ra¨umlichen Kon-
text ho¨her sind als der Gewinn durch die spektral bessere Zuordnung. Ebenfalls unvorteilhaft ist
ein zu hohes Verha¨ltnis der Kompatibilita¨tskoeffizienten, da dies einen Wechsel in eine andere
Klasse unno¨tig erschwert. Insbesondere bei relativ kleinra¨umigen Strukturen in der betrachte-
ten Szene sollten der Kompatibilita¨tskoeffizient eher klein gehalten werden, um eine zu starke
Homogenisierung zu vermeiden. Als sinnvolle Werte haben sich etwa 5-10 Iterationen auf der
Nachbarschaftsfunktion und ein Verha¨ltnis der Kompatibilita¨tskoeffizienten zwischen 10 und 100
herausgestellt, wobei diese Werte als szenenabha¨ngig anzusehen sind.
3.4 Schlussfolgerungen
Die SAR Polarimetrie als vektorielle Erweiterung der konventionellen SAR Abbildung stellt eine
der wichtigsten multimodalen Techniken in der SAR Fernerkundung dar. Durch ihre Konzepte
wird es mo¨glich, die Anzahl von Observablen pro Pixel auf 3 komplexe Werte zu erho¨hen und so
wesentlich mehr Informationen u¨ber die zuru¨ckstreuenden Objekte zu sammeln. Im allgemeinen
wurde bislang die Ru¨ckstreuung als vo¨llig isotrop angenommen und eventuelle Abweichungen
davon in der weiteren Datenverarbeitung nicht beru¨cksichtigt. Dass dies ungenu¨gend ist, zeigen
die Untersuchungen in Kapitel 3.2.1. Durch eine diskrete Subaperturanalyse konnte aufgezeigt
werden, dass die polarimetrischen Signaturen ha¨ufig starken Variationen wa¨hrend der SAR Inte-
gration unterworfen sind. Dies gilt insbesondere fu¨r quasiperiodische Oberfla¨chen, welche ha¨ufig
bei landwirtschaftlich genutzten Fla¨chen auftreten. Anisotrope Ru¨ckstreuung fu¨hrt hier zu ge-
mischten Signalen, welche zu Missklassifikationen und fehlerhaften Parameterscha¨tzungen fu¨hren
ko¨nnen.
In Kapitel 3.2.2 wird daher ein statistisches Detektionsverfahren basierend auf Maximum-
Likelihood Verha¨ltnissen vorgestellt, welches in der Lage ist, Pixel mit unstationa¨ren Verhal-
ten mit einer konstanten Fehlalarmrate zu lokalisieren. Damit wird es mo¨glich, Aussagen u¨ber
die Verla¨sslichkeit der polarimetrischen Signaturen zu treffen. Zusa¨tzlich ko¨nnen mit einem
a¨hnlichen Ansatz die jeweiligen Subaperturen mit anisotropen Verhalten detektiert werden. Dies
erlaubt letztendlich eine Kompensation ihres sto¨renden Einflusses, wie in Kapitel 3.2.3 dargelegt.
Technisch gesehen stellt das vorgeschlagene Verfahren eine Kombination statistischer Verfahren
aus der SAR Polarimetrie mit Signalverarbeitungsmethoden aus der SAR Prozessierung dar und
zeigt deutlich, wie multimodale Datenverarbeitung neue Mo¨glichkeiten erschließt.
Die vorgeschlagenen Beobachtungen und Methoden sind insofern bedeutend, als der Effekt der
anisotropen Ru¨ckstreuung u¨blicherweise ignoriert wird, aber dennoch zu großen Fehlern fu¨hren
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kann. Moderne Sensorsysteme entwickeln sich zunehmend hin zu immer ho¨heren Auflo¨sungen
und damit hin zu breiteren Abstrahlwinkeln und ho¨heren Bandbreiten. Es ist daher zu erwarten,
dass in Zukunft sto¨rende anisotrope Effekte sogar noch wesentlich ha¨ufiger in aufgezeichneten
Daten auftreten werden. Eine pra¨zise Erkennung und Kompensation ihres Einflusses wird dann
ein wichtiger Verarbeitungsschritt sein.
Kapitel 3.3 widmet sich im Gegensatz dazu ganz der statistischen Gruppierung polarimetri-
scher SAR Daten: Ziel ist es hier, ein mo¨glichst homogenes Klassifikationsergebnis zu errei-
chen. Bislang wurde vor allem versucht, dies durch geschickte adaptive Speckle-Vorfilterung
der Koha¨renzmatrizen zu erreichen; die eigentliche Klassifikation bestand hingegen meist in
Standard-Gruppierungstechniken adaptiert auf die statistischen Charakteristika von SAR Da-
ten. Der in diesem Kapitel verfolgten Weg versucht stattdessen, den ra¨umlicher Kontext direkt in
die statistische Relaxation der Likelihood-Funktion mit einzubeziehen und damit, trotz starkem
Speckleeffekts, gute Klassifikationsergebnisse zu erzielen. Erreicht wird das durch Verschneidung
eines iterativen Expectation Maximisation Algorithmus mit dem Prinzip der probabilistischen
Klassenrelaxation. Beide Verfahren zusammen sorgen fu¨r ein ra¨umlich homogenes, polarime-
trisch motiviertes Klassifikationsergebnis.
Wie gezeigt werden konnte, ist das vorgeschlagene Verfahren der nachbarschaftsgestu¨tzten Klas-
sifikation den bekannten konventionellen Verfahren, insbesondere bei geringer Mittelung der
Koha¨renzmatrizen, deutlich u¨berlegen. Dies ist insofern von Bedeutung, als eine geringe Mitte-
lung zwar einen ausgepra¨gten Speckleeffekt, aber auch eine hohe ra¨umliche Auflo¨sung bedeutet.
Die probabilistische Relaxation u¨ber die Nachbarschaft fu¨hrt zu einer starken Gla¨ttung ho-
mogener Klassen, Klassengrenzen und punktfo¨rmige Objekte bleiben aber in voller Auflo¨sung
erhalten. Eine adaptive Specklefilterung wird also hier durch eine direkte adaptive Klassifikation
ersetzt. Die Nachteile des Verfahrens sind typisch fu¨r alle unu¨berwachten Klassifikationsverfah-
ren: So kann die gewa¨hlte Anzahl Klassen einen großen Einfluss auf das Ergebnis haben, gleiches
gilt fu¨r die jeweilige Initialisierungsstrategie. Insgesamt la¨sst sich aber sagen, dass das vorgeschla-
gene Verfahren immer dann, wenn homogene Klassifikationsergebnisse und keine punktbasierte







SAR Interferometrie ist eine weitere wichtige Erweiterung der einkanaligen SAR Abbildung.
Eine mehrkanalige Aufnahme wird hier durch A¨nderung der Aufnahmeposition realisiert, d.h.
es werden mehrere Aufnahmen unter verschiedenen Einfallswinkeln miteinander kombiniert, um
zusa¨tzliche Informationen u¨ber die beobachtete Szene zu gewinnen. Die Analyse der interfero-
metrischen Phasendifferenz erlaubt dabei insbesondere Aussagen u¨ber die Gela¨ndetopographie
sowie u¨ber deren A¨nderungen. Auch die SAR Interferometrie ist fu¨r sich alleine genommen be-
reits eine multimodale Technik; ihre Moden entsprechen hier mehreren nacheinander erfolgten
Aufnahmen von parallelen Flugbahnen (Repeat-Pass Interferometrie) oder von zwei oder meh-
reren simultan arbeitenden SAR Antennen in einer interferometrischen Anordnung (Single-Pass
Interferometrie). A¨hnlich wie die SAR Polarimetrie kann sie aber auch mit weiteren multimoda-
len Ansa¨tzen kombiniert werden. Bereits erwa¨hnt wurde die polarimetrische SAR Interferometrie
[143][192][32][6], also eine Verschneidung mit der SAR Polarimetrie. Daru¨ber hinaus existieren
diverse Multitemporal-, Multifrequenz- und Multibasislinienansa¨tze, welche vor allem versuchen,
die Struktur von Vegetationsschichten und A¨nderungen in ihr zu analysieren [3][82][199][200].
Aufgrund von Bewegungsfehlern und der komplizierteren Aufnahmegeometrie eignen sich flug-
zeuggestu¨tzte Sensoren bislang nur fu¨r Single-Pass Interferometrie. Gleichzeitig sind aber langen
Wellenla¨ngen in Kombination mit große Basislinien, welche nur mit Repeat-Pass Sensoren zu er-
zielen sind, essentiell fu¨r viele multimodale interferometrische Auswertetechniken. Die folgenden
Kapitel widmen sich daher vor allem der Realisierung von hochgenauer Repeat-Pass Interfero-
metrie mit flugzeuggestu¨tzten Sensoren, wobei vor allem spezielle Zeit-Frequenz Analysen und
Korrekturen zur Verbesserung der Datenqualita¨t und zur Kalibrierung der Abbildungsgeometrie
zum Einsatz kommen.
4.1.1 Konzepte der SAR Interferometrie
Die der SAR Interferometrie zugrundeliegende Aufnahmegeometrie ist in Abb. 4.1 illustriert.
Die beobachtete Szene wird von zwei unterschiedlichen Antennenpositionen beobachtet, welche
durch eine Basislinie der La¨nge B getrennt sind. Von diesen beiden Positionen werden zwei SAR
Aufnahmen gemacht: Die sogenannte Master-Aufnahme mit dem Signal s1 und die sogenann-
te Slave-Aufnahme mit dem Signal s2. Ein Streuer mit der topographischen Ho¨he z und der
Ru¨ckstreuamplitude ρ wird von der Masterposition unter dem Blickwinkel θ beobachtet. Die
Schra¨gentfernungen zwischen diesem Streuer und den beiden Sensorpositionen sind unterschied-
lich und werden mit r1 und r2 bezeichnet. Die topographische Ho¨he z des Streuers hat einen
Einfluss auf den Blickwinkel θ, welche bei einem normalen einkanaligen SAR Sensor unbekannt
ist, da nur die Schra¨gentfernung bestimmt werden kann.
Prinzipiell erlaubt die Messung der zweiten Schra¨gentfernung r2 und die genaue Kenntnis der


















Abbildung 4.1: Abbildungsgeometrie der SAR Interferometrie.
Streuers durch einfache Trigonometrie. Unter Verwendung des Kosinussatzes la¨sst sich r2 in




2 + 2r1B sin(θ − ε) ⇒ sin(θ − ε) = r
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2 − r21 −B2
2r1B
, (4.1)
wobei ε den Steigungswinkel der Basislinie relativ zur Horizontalen bezeichnet. Sind B und
ε bekannt, so la¨sst sich Gl. 4.1 nach dem Blickwinkel auflo¨sen; die topographische Ho¨he des
Streuers leitet sich dann aus der Ho¨he h0 der Position des Masters ab:
h = h0 − r1 cos θ . (4.2)
Diese Technik, normalerweise als Radar-Stereogrammetrie [224][71] bezeichnet, wurde in der Ver-
gangenheit vor allem im Rahmen extraterrestrischer Radarmissionen eingesetzt [108][109]. Ihr
Nachteil ist die relativ ungenaue Bestimmung der Schra¨gentfernungen durch einen Radarsensor
und die damit verbundene niedrige Genauigkeit in der Bestimmung der Streuerposition. Die ge-
ringe Entfernungsauflo¨sung (Gl. 2.2), welche typischerweise in der Gro¨ßenordnung von mehreren
Metern liegt, erlaubt nur die Bestimmung eines relativ groben digitalen Oberfla¨chenmodells.
Die SAR Interferometrie verfolgt prinzipiell ein a¨hnliches Konzept, erzielt aber erheblich ho¨here
Genauigkeiten als die Radar-Stereogrammetrie. Mo¨glich wird dies durch Auswertung der Ent-
fernungsdifferenz r1 − r2, welche durch ein Phasendifferenzverfahren erheblich genauer als die
Schra¨gentfernungen selber bestimmt werden kann. Nach genauer Koregistrierung der beiden
SAR Aufnahmen S1 und S2 [62][183] la¨sst sich ein sogenanntes SAR Interferogramm durch
Multiplikation der ersten Aufnahme mit dem konjugiert komplexen der zweiten Aufnahme ge-














Nimmt man an, dass die komplexe Reflektivita¨t % (vergl Gl. 2.8) winkelunabha¨ngig ist, sich
also durch den leicht vera¨nderten Einfallswinkel bei der zweiten Aufnahme nicht a¨ndert, so
lo¨schen sich die beiden identischen Phasen der Reflektivita¨t wa¨hrend der Interferogrammgene-
rierung aus. Die Phase des resultierenden Interferogramms ha¨ngt also im Idealfall nur noch von
dem Wegla¨ngenunterschied r1 − r2 ab. Da die vom SAR verwendete Wellenla¨nge im Vergleich
zur Entfernungsauflo¨sung zwangsla¨ufig klein ist, la¨sst sich der Wegla¨ngenunterschied wesentlich
genauer u¨ber eine Phasenmessung bestimmen. Allerdings ist zu beachten, dass die Phasenmes-
sung nur mehrdeutig mit einer Periode von 2pi erfolgen kann. Ignoriert man dieses Problem
fu¨r den Moment, so la¨sst sich sagen, dass die absolute Phase pra¨zise Informationen u¨ber die
Wegla¨ngendifferenz mit einer Genauigkeit von einem Bruchteil der Radarwellenla¨nge liefert.
Daraus ergibt sich im Vergleich zu der Stereogrammetrie eine stark erho¨hte Winkelauflo¨sung bei
der Bestimmung von θ.
Unter Verwendung von r2 = r1 +∆r12 la¨sst sich Gl. 4.1 folgendermaßen umschreiben:








Um A¨nderungen in der komplexen Reflektivita¨t durch unterschiedliche Einfallswinkel mo¨glichst
gering zu halten, wird in der SAR Interferometrie immer eine Basislinie B verwendet, die
klein gegenu¨ber der Schra¨gentfernung ist1. Der bedeutendste Term in Gl. 4.4 ist daher die
Wegla¨ngendifferenz ∆r12, die beiden hinteren Terme ko¨nnen in vielen Fa¨llen vernachla¨ssigt wer-






B sin(θ − ε) (4.5)
darstellen. Ein imagina¨rer Streuer %′, der sich in derselben Schra¨gentfernung, aber einer anderen
topographischen Ho¨he befindet, die sich von der urspru¨nglichen um ∆z unterscheidet, besitzt




B sin(θ +∆θ(∆z)− ε) . (4.6)
Unter Verwendung der Na¨herung ∆θ(∆z) ≈ ∆z/(r1 sin(θ)) ergibt sich als Phasenunterschied




B (sin(θ +∆θ(∆z)− ε)− sin(θ − ε))
≈ 2ω
c
B cos(θ − ε)∆θ(∆z) ≈ 2ωB cos(θ − ε)
cr1 sin(θ)
∆z . (4.7)
Ganz a¨hnlich erzeugt auch ein imagina¨rer Streuer %′′, der sich in derselben topographischen Ho¨he,
aber einer sich um ∆r vera¨nderten Schra¨gentfernung befindet, eine andere interferometrische




B cos(θ − ε)∆θ(∆r) ≈ 2ωB cos(θ − ε)
cr1 tan(θ)
∆r . (4.8)
1Abha¨ngig von der Entfernungsbandbreite W und Zielentfernung r des Sensors existiert eine kritische Basislinie











Abbildung 4.2: Der Vulkan A¨tna/Sizilien, abgebildet mit dem interferometrischen Repeat-Pass Sensor
SIR-C/X-SAR. a) Amplitude des Interferogramms. b) Interferometrische Phase. c) Interferometrische
Phase nach Flache-Erde Korrektur. d) Interferometrische Koha¨renz
Der lineare Phaseneffekt in Gl. 4.8 wird als Flache-Erde Phase bezeichnet und ist ausschließlich
in der Aufnahmegeometrie begru¨ndet. Da die Schra¨gentfernungen im Bild gut bekannt sind, la¨sst
sich dieser Term einfach bestimmen und vom eigentlichen SAR Interferogramm subtrahieren;
dieser Vorgang nennt sich Flache-Erde Korrektur. Es verbleibt der Phasenterm aus Gl. 4.7,
welcher einen direkten Bezug zu der Topographie der Szene hat. Beispielsweise kann ein L-Band
System mit einer Flugho¨he von 4000m und 25m Basislinie bei eine Messgenauigkeit der Phase
von 10◦ die topographische Ho¨he mit einer Auflo¨sung von 50cm bestimmen. Dies entspricht einer
Winkelgenauigkeit in θ von etwa 10−4 Grad. Ein Beispiel eines SAR Interferogramms, erzeugt
aus Daten eines satellitengestu¨tzten Systems, ist in Abb. 4.2 gezeigt.
Die obigen Kleinwinkelna¨herungen gelten nur fu¨r ein satellitengestu¨tztes System mit hohen
Zielentfernungen r und geringen Basislinien. Im Fall flugzeuggestu¨tzter Sensoren sind diese
84
4.1 Grundlagen
Na¨herungen im allgemeinen nicht gu¨ltig, und es entstehen kompliziertere nichtlineare Gleichun-
gen anstelle von Gl. 4.7 und Gl. 4.8. Die Ho¨hen-Phasen Relation und die Flache-Erde Phase
werden dann insbesondere entfernungsabha¨ngig, da sie den Einfallswinkel θ enthalten, welcher
stark u¨ber die Szene variieren kann.
Bislang wurde vernachla¨ssigt, dass die interferometrische Phase nur mehrdeutig gemessen werden
kann. Bevor Gl. 4.7 angewendet werden kann, um die gemessenen interferometrischen Phasen
in eine topographische Ho¨he umzurechnen, ist es no¨tig, die gemessenen Phasen in absolute
Werte ohne Mehrdeutigkeiten umzuwandeln. Ein solcher Verarbeitungsschritt, im allgemeinen
als Unwrapping bezeichnet, bestimmt fu¨r jedes Bildpixel das korrekte Vielfache von 2pi, welches
zu dem gemessenen Phasenwert addiert werden muss, um den absoluten Wert zu bekommen. Die
Fa¨higkeit, diese unbekannten Vielfachen zu bestimmen, erfordert gewisse Stetigkeitsannahmen
bezu¨glich der Topographie und ha¨ngt insgesamt stark von der Datenqualita¨t ab. In der Literatur
ist eine große Anzahl von Unwrapping-Algorithmen beschrieben [75][160][38][23]; prinzipbedingt
ist jedoch allen gemeinsam, dass sie nicht unter allen Umsta¨nden verla¨sslich arbeiten und eine
zufriedenstellende Lo¨sung finden.
Ein wichtiger Faktor in der SAR Interferometrie ist die Qualita¨t des Interferogramms. Im all-
gemeinen ist die zuvor gemachte Annahme, dass sich die komplexe Reflektivita¨t nicht a¨ndert,
ungu¨ltig. Dies gilt insbesondere fu¨r die Repeat-Pass Interferometrie, da eine hohe zeitliche Sta-
bilita¨t der Streuer oft nicht gegeben ist. SAR Interferogramme erscheinen daher oft verrauscht
[223][93][117], was die erzielbare Genauigkeit der Ho¨henmessung sowie die Qualita¨t des Unwrap-
pings begrenzt. Ein Maß fu¨r die Qualita¨t eines Interferogramms ist die normalisierte komplexe






In der Praxis muss die Bildung des Erwartungswerts E(. . .) in Gl. 4.9 durch eine lokale ra¨umliche
Mittelung ersetzt werden, da nur eine einzige Repra¨sentation von s1s∗2 vorhanden ist [197]. Der
Betrag der Koha¨renz liegt zwischen 0,0 (keine Korrelation) und 1,0, falls beide Bilder genau
identisch sind.
Abgesehen von Prozessierungsartefakten gibt es mehrere Faktoren, welche die Koha¨renz und da-
mit die Qualita¨t von SAR Interferogrammen begrenzen. Insbesondere zeigen nahezu sa¨mtliche
natu¨rliche Oberfla¨chen eine gewisse Abha¨ngigkeit ihrer komplexen Reflektivita¨t von dem Ein-
fallswinkel [69]. Insbesondere im Fall von Volumenstreuern wie Wald ist dies sehr ausgepra¨gt,
und es kommt bereits bei sehr kleinen Basislinien zu vollsta¨ndiger Dekorrelation. Auch reine
Oberfla¨chen zeigen eine gewisse Basisliniendekorrelation, wobei hier der Effekt durch eine spe-
zielle Bandpassfilterung, der sogenannten Rangefilterung, vermieden werden kann [69]. Bei der
Repeat-Pass Interferometrie tritt außerdem auch temporale Dekorrelation auf, wenn sich die
Streuerverteilungen oder die dielektrischen Eigenschaften innerhalb der Bildpixel zwischen den
beiden Aufnahmezeitpunkten vera¨ndern. Das bedeutet, dass vor allem in kurzwelligen Ba¨ndern,




4.1.2 Differentielle SAR Interferometrie
Neben der konventionellen SAR Interferometrie, wdie sich hauptsa¨chlich mit der Bestimmung der
Gela¨ndetopographie bescha¨ftigt, existiert noch eine weitere als differentielle SAR Interferometrie
bezeichnete Variante, die auf die hochgenaue Messung von Topographiea¨nderungen zielt. Sie
erlaubt eine Detektion von minimalsten Oberfla¨chendeformationen auf einer Skala kleiner als der
verwendeten Radarwellenla¨nge, also typischerweise im Millimeter- bis Zentimeterbereich. Diese
hohe Genauigkeit erlaubt eine großfla¨chige Beobachtung und Analyse von Effekten wie z.B.
koseismischen Deformationsprozessen, Aufbla¨hung von Vulkanen, beginnende Hangrutschungen
und Gletscherdynamiken, welche ansonsten bestenfalls mit bodengestu¨tzten, lokalen Messungen
erfasst werden ko¨nnen [124][73][123][47][36].
Die Aufnahmegeometrie der differentiellen SAR Interferometrie ist prinzipiell identisch mit der
der konventionellen SAR Interferometrie und wurde bereits in Abb. 4.1 dargestellt. Bislang wur-
de davon ausgegangen, dass sich der beobachtete Streuer % zwischen der ersten und der zweiten
Aufnahme nicht bewegt hat. Ist dies der Fall, so kommt es zusa¨tzlich zu dem Phasenterm der






wobei ∆rlos die Komponente der aufgetretenen Verschiebung in Blickrichtung des Sensors dar-
stellt. Die differentielle Phase ist im Gegensatz zu Φfe und Φtopo nicht mit dem sehr kleinen
Faktor B/r skaliert und ha¨ngt nur noch von der Wellenla¨nge ab: Eine Verschiebung um nur
eine halbe Wellenla¨nge fu¨hrt bereits zu einem Phaseneffekt von 360◦. Damit wird es mo¨glich,
A¨nderungen in der Topographie mit einer erheblich ho¨heren Genauigkeit als die Topographie
selbst zu bestimmen.
Ein reales SAR Interferometer misst selbstversta¨ndlich nur die Summe aller drei Komponenten
∆Φ = Φfe +Φtopo +Φdiff (4.11)
Um Φdiff zu bestimmen, ist es no¨tig Φfe und Φtopo von der gemessenen interferometrischen Phase
zu subtrahieren. Φfe ist direkt aus der Aufnahmegeometrie und den Sensorparametern zu bestim-
men. Zur Berechnung von Φtopo ist hingegen Kenntnis der Topographie no¨tig. Hierzu existieren
zwei verschiedene Mo¨glichkeiten: Zum einen die Verwendung eines externen Ho¨henmodells zur
Berechnung von Φtopo [123] und zum anderen die Bestimmung von Φtopo mit Hilfe eines zweiten
SAR Interferogramms, bei dem die zu untersuchende Bewegung nicht aufgetreten ist [221]. Mit
der Verfu¨gbarkeit genauer und hochauflo¨sender globaler Ho¨henmodelle [213][131] wird heutzu-
tage meist erstere Variante verwendet.
Differentielle SAR Interferometrie ist ein sehr leistungsfa¨higes Fernerkundungsverfahren, be-
sitzt aber zwei charakteristische Nachteile, die beide in der zwangsla¨ufigen Verwendung eines
Repeat-Pass Sensors zur Beobachtungen von zeitlichen Vera¨nderungen begru¨ndet sind. Das erste
Problem ist das Auftreten von temporaler Dekorrelation. Insbesondere vegetierte Oberfla¨chen
dekorrelieren relativ rasch und ko¨nnen dann nicht mehr mit interferometrischen Verfahren ana-
lysiert werden. Da die Beobachtung kleinster Deformationsgeschwindigkeiten meist lange Auf-
nahmeintervalle erfordert, um einen signifikanten differentiellen Phaseneffekt auftreten zu lassen,
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Abbildung 4.3: Abbildung eines Erdbebens mit differentieller Interferometrie. Rechts: Konventionelles
Interferogramm nach Flache-Erde-Korrektur (U¨berlagerung Phase / Amplitude). Links: Differentielles
Interferogramm nach Abzug der topographischen Komponente.
entziehen sich viele natu¨rliche Oberfla¨chen einer Beobachtung durch die differentielle SAR In-
terferometrie. Das zweite Problem ist das Auftreten von atmospha¨rischen Phasenfehlern, dem
sogenannten atmospheric phase screen (APS). In der Repeat-Pass Interferometrie ist er in den
beiden SAR Aufnahmen unterschiedlich und ku¨rzt sich bei der Interferogrammgenerierung nicht
heraus. Es treten daher ha¨ufig Phasenfehler in der Gro¨ßenordnung von mehreren Phasenzyklen
auf, die wie Bodendeformationen erscheinen, aber von der Atmospha¨re hervorgerufen worden
sind [83][212].
Beide angesprochenen Probleme werden im Rahmen der moderneren Permanent Scatterer In-
terferometrie gelo¨st, bzw. zumindest stark abgemildert [48][107][97]. Dabei wird kein einzelnes
Interferogramm, sondern ein gro¨ßerer Satz von Aufnahme (mindestens ca. 15-20) verwendet,
aus denen sich verschiedenste zeitliche und ra¨umlich Basislinien bilden lassen. Basierend auf
der Analyse einzelner permanenter Streuer, die sich u¨ber alle Aufnahmen hinweg als koha¨rent
erwiesen haben, erfolgt dann u¨ber eine statistische Regressionsanalyse eine Bestimmung aller
unbekannten Parameter - Ho¨he des Streuers, mittlere Geschwindigkeit des Streuers und atmo-
spha¨rischer Fehler - in allen Aufnahmen. Diese nur auf einzelnen Punkten im Bild bestimmten
Parameter werden im Anschluss u¨ber eine Interpolation auf die nicht analysierten dekorrelierten
Bildbereiche ausgebreitet. Das Permanent Scatterer Verfahren ist hochgenau und wird heute ins-
besondere zur operationellen Beobachtung von Ballungsgebieten [195] sowie zur Fru¨herkennung
von Hangrutschungen [140] eingesetzt.
4.2 Flugzeuggestu¨tzte SAR Interferometrie
Die in Kapitel 4.1 und 4.1.2 vorgestellten Konzepte lassen sich in der beschriebenen Form nur
auf satellitengestu¨tzte Sensorsysteme anwenden. Durch die wesentlich geringere Zielentfernung
weisen flugzeuggestu¨tzte Systeme allgemein eine etwas kompliziertere nichtlineare Aufnahmegeo-
metrie auf, was einige der verwendeten Na¨herungen ungu¨ltig werden la¨sst. Außerdem besitzen
Flugzeuge, anders als Satelliten, eine instabile Flugbahn, welche eine hochgenaue Bewegungs-
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kompensation wa¨hrend der Datenprozessierung erforderlich macht und auch gewisse Konse-
quenzen bezu¨glich der interferometrischen Datenverarbeitung hat [173][156]. In den folgenden
Abschnitten sollen daher die wichtigsten in der flugzeuggestu¨tzten SAR Interferometrie auftre-
tenden Effekte dargestellt werden.
4.2.1 Effekte von Restbewegungsfehlern
Ein Hauptproblem in der Prozessierung von Daten flugzeuggestu¨tzter Sensoren ist die Kom-
pensation der nichtlinearen Eigenbewegung des Flugzeugs. Zu diesem Zweck verwendet man
wa¨hrend der Fokussierung der Daten (siehe Kapitel 2.2.3) Bewegungskompensationsalgorithmen,
die den Effekt haben sollen, dass das fertig fokussierte Bild in Lage und Phase so erscheint, als sei
es von einer virtuellen geradlinigen Trajektorie, dem Referenztrack, aus aufgenommen worden.
Im Anschluss ko¨nnen dann herko¨mmliche interferometrische Algorithmen verwendet werden,
welche nicht weiter die an sich nichtlineare Flugbahn beru¨cksichtigen. Es konnte gezeigt wer-
den, dass Bewegungsfehler bis zu mehreren zehn Metern mit modernen Algorithmen problemlos
korrigiert werden ko¨nnen [132][164], sofern die aufgetretenen Abweichungen von einer linearen
Flugbahn durch Messungen genau bekannt sind.
In der Praxis liegt die Messgenauigkeit aktueller Navigationssysteme bei etwa 5 cm, und es ist
auch fu¨r die na¨here Zukunft mit keiner signifikanten Erho¨hung dieser Genauigkeit zu rechnen.
Es kommt daher immer zu geringen unbekannten Restbewegungsfehlern, die mangels Kenntnis
nicht durch die Bewegungskompensation korrigiert werden ko¨nnen. Fu¨r die SAR Fokussierung
selbst stellt ein solch geringer Fehler kein Problem dar und resultierende Aufnahmen zeigen nur
einen praktisch nicht messbaren Auflo¨sungsverlust. Entscheidender ist der Einfluss von Rest-
bewegungsfehlern auf die Bildphase: A¨hnlich wie eine Bodendeformation schla¨gt sich auch eine





verschobene Bildphase nieder, wobei ∆rres die Komponente des Restbewegungsfehlers in Blick-
richtung des Sensors bezeichnet. Fu¨r ein im L-Band arbeitendes SAR Interferometer (λ ' 20 cm)
bedeuten daher beispielsweise 5 cm Positionierungsfehler bereits 180◦ Phasenfehler, bei ku¨rzeren
Wellenla¨ngen, wie dem C- und X-Band, sogar noch einen erheblich gro¨ßeren Fehler.
Zusa¨tzlich zu Phasenfehlern kommt es auch zu geringen Verzerrungen des Bildes [169][159]. Ein
in Azimut langsam vera¨nderlicher Restbewegungsfehler kann na¨herungsweise u¨ber die La¨nge der
synthetischen Apertur als linear mit einem Steigungswinkel β angenommen werden. Es kommt
dann in Gl. 2.15 zu einer entsprechenden linearen Phasenmodulation, welche nicht durch die










Nimmt man ohne Beschra¨nkung der Allgemeinheit an, dass das Bild mit einem Doppler-
Zentroid von Null prozessiert wurde, dann erscheint das Maximum der Impulsantwort an der
Stelle, an der das empfangene Signal die Doppler-Frequenz Null durchla¨uft, also wenn die
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Abbildung 4.4: Links: Fehlerhafte Lokalisation der Impulsantwort durch Restbewegungsfehler. Rechts:
Abha¨ngigkeit des effektiven Restbewegungsfehlers von der Entfernung.






+ sinβ = 0
⇒ x = xn − rn sinβ (4.14)
Wie in Abb. 4.4 links illustriert, wird ein Punktziel im Fall eines linearen Restbewegungsfehlers
gegenu¨ber dem Ergebnis von Gl. 2.20 um rn sinβ verschoben abgebildet. Da Restbewegungsfeh-
ler und damit auch β im allgemeinen sehr klein sind, ist auch die Verzerrung des Bildes minimal.
Trotzdem ko¨nnen gewisse Koregistrierungsprobleme durch diesen Effekt auftreten: Ein linearer
Restbewegungsfehler von 5 cm u¨ber 1 km Flugstrecke verursacht beispielsweise in einem Bild
mit 1m Auflo¨sung eine Missregistrierung von 0,25 Pixel bei 5 km Zielentfernung. Abweichungen
von der Linearita¨t des Restfehlers innerhalb der La¨nge der synthetischen Apertur fu¨hren zu ge-
ringfu¨gigen Auflo¨sungsverlusten in der Impulsantwort, ko¨nnen aber in der Regel vernachla¨ssigt
werden.
Beide durch Restbewegungsfehler hervorgerufene Effekte, Phasenfehler und Bildverzerrungen,
sind sowohl in Azimut als auch in Entfernung variabel. Die Azimutabha¨ngigkeit ist relativ stark
ausgepra¨gt und erkla¨rt sich durch die Abha¨ngigkeit des Restbewegungsfehlers von der jeweiligen
Position des Sensors auf der Trajektorie. Normalerweise treten relativ niederfrequente Schwin-
gungen um die reale Position mit einer Wellenla¨nge von mehreren hundert Metern und einer
Amplitude von wenigen Zentimetern auf, wobei betont werden muss, dass diese Charakteristik
stark von dem Navigationssystem selbst abha¨ngen kann. Auch in Entfernungsrichtung kommt
es zu deutlichen, wenn auch schwa¨cheren, Variationen der beiden Effekte. Sie ru¨hren von der
A¨nderung des Einfallswinkels zwischen Nah- und Fernbereich her: Wie in Abb. 4.4 rechts illu-
striert, a¨ndert sich mit dem Einfallswinkel auch die Projektion des Restbewegungsfehlers auf
die Blickrichtung des Sensors und mit ihm auch die Auspra¨gung der durch sie hervorgerufenen
Bildsto¨rungen. In Abb. 4.5 wird ein Interferogramm eines flugzeuggestu¨tzten Repeat-Pass Sen-
sors mit typischen Bildsto¨rungen gezeigt. Das beobachtete Gela¨nde ist nahezu flach, wodurch
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                   Azimut





Abbildung 4.5: SAR Interferogramm mit unkompensierten Restbewegungsfehlern.
kaum topographisch bedingte Interferenzeffekte erscheinen sollten. Gut zu erkennen sind hinge-
gen die von Restbewegungsfehler hervorgerufenen Schwingungen in der Bildphase entlang der
Azimutrichtung sowie deren leichte Abha¨ngigkeit von der Entfernung.
Fu¨r Single-Pass Interferometer stellt das Vorhandensein von Restbewegungsfehlern kein gro¨ßeres
Problem dar, da die Fehler in beiden simultan betriebenen Antennen nahezu identisch sind und
sich daher bei der Interferogrammgenerierung herausku¨rzen. Bei Repeat-Pass Systemen hinge-
gen ist davon auszugehen, dass Master- und Slaveaufnahme vo¨llig unterschiedliche Restbewe-
gungsfehler zeigen. Der im resultierenden Interferogramm auftretende Phasenfehler entspricht
der Differenz der Phasenfehler der individuellen Aufnahmen; er besitzt daher eine a¨hnliche
Gro¨ßenordnung wie die individuellen Fehler der beiden einzelnen Aufnahmen. Fu¨r die flug-
zeuggestu¨tzte Repeat-Pass SAR Interferometrie wa¨re zwar grundsa¨tzlich Millimetergenauigkeit
bei der Bestimmung der Sensorflugbahn no¨tig, was aber kein aktuelles Navigationssystem bieten
kann. Um dies zu lo¨sen, wird in Kapitel 4.3.2 eine Prozessierungsstrategie vorgestellt, die es er-
laubt, mit hoher Genauigkeit potentielle Restbewegungsfehler aus den Daten selber zu scha¨tzen.
4.2.2 Kopplung zwischen Bewegungsfehlern und Topographie
Ein weiteres Problem bei der Prozessierung von SAR Daten flugzeuggestu¨tzter Sensoren ist die
Kopplung zwischen Bewegungsfehlern und Topographie. Wie in Kapitel 2.2.3 erla¨utert, wird im
allgemeinen eine zweistufige Bewegungskompensation verwendet, welche pra¨zise den Bewegungs-
fehler ∆r in Blickrichtung des Sensors kompensiert (siehe Gl. 2.27 und Gl. 2.28). Normalerweise
wird fu¨r die Berechnung von ∆r aus den aufgetretenen horizontalen und vertikalen Ablagen
∆y und ∆z eine Referenzebene in Ho¨he der mittleren Topographie der Szene verwendet. Mit
der damit festgelegten mittleren Flugho¨he u¨ber Grund h0 la¨sst sich die Variation von ∆r durch





r2 − (h0 −∆z)2 ±∆y
)2
. (4.15)
Die Wahl des Vorzeichens ist dabei von der Antennenblickrichtung (links oder rechts) abha¨ngig.
Im allgemeinen ist Gl. 4.15 ausreichend fu¨r ein gutes Bildergebnis. Tatsa¨chlich aber fu¨hren auch
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topographische Abweichungen von dieser Referenzho¨he zu A¨nderungen im Einfallswinkel θ und
damit zu einer leicht vera¨nderten Projektionsrichtung bei der Bestimmung von ∆r. Wie in
Abb. 4.6 links illustriert, ist daher strenggenommen in Gl. 4.15 h0 durch h0−∆h(r) zu ersetzen.
Nach der Bewegungskompensation auf eine Referenzho¨he besteht in der Azimutkompression ein
Phasenoffset (x, rn) zwischen den Rohdaten und der verwendeten Referenzfunktion href (x, rn).
Fu¨hrt man die Fokussierung wie in Gl. 2.20 durch, so ergibt sich na¨herungsweise im Maximum
der Impulsantwort ein Wert von










welcher sich um einen integrativen Phasenterm von der korrekten Impulsantwort unterscheidet.
Ist (x, rn) bekannt, so la¨sst sich dieser Term auf numerisch recht aufwendige Weise prinzipi-
ell bestimmen; wie alle Bewegungsfehler geht er aber auch mit einer geringen geometrischen
Verzerrung des Bildes einher.
Eine naheliegende Lo¨sung fu¨r das angesprochene Problem wa¨re wa¨hrend der Bewegungskom-
pensation statt Gl. 4.15 eine um die jeweilige Topographie korrigierte Version zu benutzen, was
genaue Kenntnis der Ho¨hen in der Szene voraussetzt. Allerdings stellt dies nur eine sehr rudi-
menta¨re Korrektur dar, da des weiteren zu beru¨cksichtigen ist, dass das Rohdatensignal, wa¨hrend
der Bildung der synthetischen Apertur, u¨ber einen la¨ngeren Bereich der Trajektorie integriert
wird. An einer bestimmten Azimutposition x liegt zwar eine gegebene Abweichung vom Referenz-
track (∆y(x),∆z(x)) vor; diese erfordert aber, je nach gerade prozessierter Doppler-Frequenz,
eine unterschiedliche Bewegungskompensation, da jedeDoppler-Frequenz einem anderen Blick-
winkel (d.h. Squintwinkel) auf die Szene entspricht. Dieser Effekt ist in Abb. 4.6 rechts, anhand
eines Beispiels mit 3 Blickrichtungen, dargestellt. Eine pra¨zise Bewegungskompensation ist so-
mit bei Abweichungen von der verwendeten Referenzho¨he mit den herko¨mmlichen 2-stufigen
Methoden nicht mehr mo¨glich.
Satellitengestu¨tzte Sensoren besitzen faktisch keine Bewegungsfehler, zudem sind durch die große
Flugho¨he eventuelle Abweichungen nicht sehr bedeutend. Bei flugzeuggestu¨tzten Sensoren kann
es hingegen, aufgrund der niedrigen Flugho¨he, zu Fehlern bei der Bestimmung von ∆r kommen.
Abgesehen von starker alpiner Topographie sind solche Fehler fu¨r das reine Bildergebnis zwar
zumeist unerheblich, ko¨nnen sich aber in der Bildphase dennoch deutlich niederschlagen und so
eine pra¨zise interferometrische Auswertung verhindern. Wie groß die auftretenden Fehler sind,
ha¨ngt von zwei Faktoren ab. Zum einen fu¨hrt bei einem gegebenen Bewegungsfehler eine sta¨rkere
Abweichung der Topographie von der Referenzho¨he auch zu einem entsprechend gro¨ßerem Fehler
in der Bestimmung von ∆r. Zum anderen erho¨hen gro¨ßere Bewegungsfehler bei einer gegebe-
nen topographischen Abweichung den Fehler in der Bestimmung von ∆r. Ist einer der beiden
Einflu¨sse Null, tritt kein Bewegungsfehler oder keine topographische Abweichung auf, so kommt
es zu keinem zusa¨tzlichen Restfehler. In allen anderen Fa¨llen ist davon auszugehen, dass selbst
bei absolut exakter Bestimmung der Sensortrajektorien unkompensierte Restbewegungsfehler in
den Daten verbleiben. Auch wenn die Winkela¨nderung von θ durch topographische Variationen
sehr klein ist, ko¨nnen Restfehler entstehen, die in einer a¨hnlichen Gro¨ßenordnung liegen wie
die unbestimmten Restbewegungsfehler ∆rres aus Abschnitt 4.2.1. In Abb. 4.7 ist dies anhand
zweier simulierten Fehlerkurven dargestellt, welche zeigen, dass bei realistischen Werten fu¨r ∆y























Abbildung 4.6: Links: Variation des Bewegungsfehlers mit der Abweichung der Topographie von der
Referenzho¨he. Rechts: Abha¨ngigkeit der Bewegungskompensation vom aktuell prozessierten Squintwinkel.
Abbildung 4.7: Restfehler durch topographische Effekte in der Bewegungskompensation. Links: Fehler
bei 10m horizontalem Bewegungsfehler und variabler Abweichung von der Referenzho¨he. Rechts: Fehler
bei 100m topographischer Abweichung und variablem horizontalen Bewegungsfehler.
Auch die Problematik der topographischen Effekte in der Bewegungskompensation tritt vor
allem bei der Repeat-Pass Interferometrie versta¨rkt hervor, da aufgrund verschiedener Bewe-
gungskompensationen die Phasenfehler beider Aufnahmen voneinander unabha¨ngig sind. Der
im Interferogramm beobachtete Phasenfehler entspricht der Differenz der beiden individuellen
Fehler und tritt zusa¨tzlich zu den in Abschnitt 4.2.1 beschriebenen Restbewegungsfehlern auf.
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4.2.3 Skalierung der Basislinie
Eine bislang noch nicht erwa¨hnte Problematik ist der Zusammenhang zwischen der effektiven in-
terferometrischen Basislinie B und der Bewegungskompensation. Bei einem flugzeuggetragenen
Sensor kann nicht von einer geradlinigen Flugbahn ausgegangen werden; es werden stattdes-
sen geradlinige Referenztracks verwendet, auf welche die Bewegungskompensation durchgefu¨hrt
wird. Diese Referenztracks werden bei interferometrischen Anwendungen gewo¨hnlicherweise par-
allel gelegt, um eine konstante Basislinie entlang Azimutrichtung sicherzustellen und eine Ver-
drehung der Slaveaufnahme gegenu¨ber dem Master zu vermeiden. Trotzdem ist aber fu¨r den
interferometrischen Effekt der Topographie die reale Basislinie, also die Basislinie zwischen den
real aufgetretenen Flugbahnen, verantwortlich.
In Abb. 4.8 wird dies anschaulich anhand der Situation an einer Azimutposition dargestellt.
Wa¨hrend der Bewegungskompensation werden durch Anbringen der Phasenkorrektur ∆rmaster
die Daten des Mastertracks von der wahren Position auf die Referenzposition korrigiert, gleiches
geschieht im Slavetrack durch den Term ∆rslave. Zur Berechnung beider Terme wird, wie im
vorherigen Kapitel beschrieben, eine konstante Referenzho¨he angenommen. Ein Interferogramm
zwischen den bewegungskompensierten Aufnahmen zeigt an der betreffenden Stelle des Bildes
den Phasenterm ∆rmaster + ∆rreal + ∆rslave und damit die zum Abstand der Referenztracks
geho¨rige Phase. Weicht allerdings die Topographie in unbekannter Weise von der Referenzho¨he
ab, so a¨ndert sich θ und damit ∆rreal, nicht aber ∆rmaster und ∆rslave. Der durch Gl. 4.7
beschriebene topographische Effekt in der interferometrischen Phase skaliert also ausschließlich
mit der realen Basislinie Breal und besitzt keinerlei Bezug zur Referenzbasislinie.
Bei satellitengestu¨tzten Systemen ist dieser Effekt zu vernachla¨ssigen. Bei der interferometri-
schen Auswertung von flugzeuggestu¨tzten Repeat-Pass Systemen hingegen muss beachtet wer-
den, dass die reale Basislinie entlang Azimutrichtung stark variabel sein kann. Versta¨rkt wird
dieser Effekt weiter durch die bei Flugzeugsensoren ha¨ufig erforderlichen kurzen Basislinien von
nur wenigen Metern. In einem solchen Fall kommt es durch die Instabilita¨ten der Flugbahn
zwangsla¨ufig zu sehr hohen relativen Schwankungen der Basislinie wa¨hrend der Aufnahme. Im
Extremfall kann es sogar zu sich kreuzenden Flugbahnen von Master- und Slaveaufnahme und





















4.3 Verbesserte Datenverarbeitung in der flugzeuggestu¨tzten SAR
Interferometrie
4.3.1 Topographieabha¨ngige Bewegungskompensation
Wie in Kapitel 4.2.2 erla¨utert, fu¨hren Abweichungen der Topographie von der fu¨r die Bewegungs-
kompensation verwendeten Referenzho¨he in Repeat-Pass Interferogrammen flugzeuggetragener
Sensoren zu signifikanten Phasenfehlern. Es ist daher ein alternativer Ansatz zur Bewegungs-
kompensation no¨tig, mit dem man adaptiv auf die lokale Topographie reagieren kann.
Ein einfacher Ansatz wa¨re es, wa¨hrend der Bewegungskompensation statt Gl. 4.15 einen um
die Topographie korrigierten Ausdruck zu verwenden (vergl. Kapitel 4.2.2). In der Literatur
beschriebene Algorithmen [193] [182] verwenden statt h0 als bessere Na¨herung des Fehlers den
jeweiligen Topographiewert im Zentrum der prozessierten Apertur. Dieses Vorgehen fu¨hrt ins-
besondere bei Aufnahmesystemen mit relativ kurzen synthetischen Aperturen zu verbesserten
Ergebnissen. Etwas korrekter wa¨re die Verwendung der u¨ber die La¨nge der synthetischen Aper-
tur gemittelten topographischen Ho¨he. Trotzdem wu¨rde es auch hier zu Fehlern kommen, wenn
sich die Topographie nicht konstant u¨ber die La¨nge der synthetischen Apertur verha¨lt (vergleiche
Abb. 4.7 rechts). Da pro Puls nur eine einzige Ho¨he zur Bewegungskompensation verwendet wird,
ist man mit solchen Verfahren grundsa¨tzlich nicht in der Lage, den Variationen der Topographie
innerhalb der Antennenkeule zu folgen.
Der im folgenden vorgestellte Zeit-Frequenz-Algorithmus zur vollsta¨ndigen topographieadapti-
ven Bewegungskompensation folgt einem a¨hnlichen Prinzip wie [149], verwendet aber zusa¨tzlich
die Topographie unter Beru¨cksichtigung des variierenden Squintwinkels innerhalb der Antennen-
keule. Ausgangspunkt sind, wie u¨blich fu¨r die Bewegungskompensation, die SAR Daten nach
Entfernungskompression und nach Korrektur der Zielentfernungsa¨nderung. Die Grundlage der
Korrektur ist ein Blockprozessierungsansatz, bei dem kleine Datenblo¨cke in Azimut durch lokale
Fouriertransformationen (SFFT) in den Frequenzraum u¨bergefu¨hrt werden. Ein einzelner sol-
che Block besitzt sowohl eine ra¨umliche Zuordnung u¨ber seine mittlere Position, als auch eine
Dopplerfrequenz- bzw. Squintwinkelzuordnung durch die Elemente seiner Fouriertransformier-
ten. Fu¨r einen gegebenen Block gilt analog zu Gl. 2.51 als Beziehung zwischen dem Squintwinkel







wobei i den Index des jeweiligen Elements der Fouriertransformierten bezeichnet. Jedes Element
entspricht also einer bestimmten Blickrichtung und kann daher, ausgehend von der mittleren
Azimutposition des jeweiligen Blocks xc und seiner nominellen Entfernung rc, u¨ber
xi = xc + rc · tanβ(kxi) (4.18)
mit einer ganz bestimmten Position (xi, rc) im Ho¨henmodell in Verbindung gebracht werden
(vergl. Abb. 4.6 rechts). Damit wird eine pra¨zise Bestimmung der Bewegungskompensations-
phase mo¨glich. Es ergibt sich innerhalb des betrachteten Blocks eine Restphasenkorrektur von
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Abbildung 4.9: Blockdiagramm der topographieadaptiven Bewegungskompensation.
wobei rreal,kxi die tatsa¨chliche Entfernung unter Beru¨cksichtigung des Ho¨henmodells und des
Squintwinkels β(kxi) und rmc die bereits fu¨r den jeweiligen Datenblock erfolgten Korrekturen
wa¨hrend der Bewegungskompensation erster und zweiter Ordnung darstellen. Durch die Divi-
sion der nominellen Entfernung durch cosβ(kxi) la¨sst sich als positiver Nebeneffekt auch eine
Squintwinkel-adaptive Bewegungskompensation erzielen (vergl. Gl. 2.51 und [149]). Nach Ver-
arbeitung eines Blocks wird eine inverse SFFT durchgefu¨hrt, um wieder in den Zeitbereich zu
gelangen und mit dem na¨chsten Block fortgefahren. Ist die Korrektur auf dem gesamten Bild
durchgefu¨hrt worden, kann die Azimutfokussierung vorgenommen werden. Ein Blockdiagramm
des gesamten Prozesses ist in Abb. 4.9 dargestellt.
Wie in Kapitel 2.2.3 erla¨utert, sollte eine solche Korrektur nach der Bewegungskompensation 2.
Ordnung angewendet werden, da an dieser Stelle die SAR Daten entfernungskomprimiert und
ohne Zielentfernungsa¨nderung vorliegen. Im Rahmen einer Range-Doppler oder einer Chirp-
Scaling Prozessierung muss daher ein entsprechender zusa¨tzlicher Verarbeitungsschritt in die
Prozessierungskette eingefu¨gt werden. Bei der in Kapitel 2.3 beschriebenen erweiterten Wellen-
zahlprozessierung hingegen la¨sst sich das Verfahren ohne weiteren Mehraufwand direkt in die
Bewegungskompensation 3. Ordnung integrieren. Hierzu muss in Gl. 2.49 der erste ∆r-Term
unter Beru¨cksichtigung der zu rc, xc und kxi geho¨rigen Topographie bestimmt werden.
Aufgrund der blockweisen Verarbeitung der Daten kann es zu unerwu¨nschten Phasenspru¨ngen
an den Blockgrenzen kommen, welche nach der Azimutfokussierung deutliche Nebenkeulen in
der Impulsantwort hervorrufen. Eine einfache Mo¨glichkeit, um solche Phasenspru¨nge zu mini-
mieren, ist es wa¨hrend der Bewegungskompensation 1. und 2. Ordnung, anstatt einer fixen Refe-
renzho¨he, die mittlere Ho¨he im von der jeweiligen Antennenkeule erfassten Bereich zu verwenden.
Des weiteren sollten sich die Datenblocks im beschriebenen Verfahren deutlich u¨berlappen, um
Phasenunterschiede zwischen benachbarten Block langsam ineinander u¨bergehen zu lassen.
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Ein weiterer zu beachtender Punkt ist die Zeit-Frequenz Auflo¨sung der SFFTs: Verwendet man
eine kleine Blockgro¨ße, so erha¨lt man eine relativ geringe Frequenzauflo¨sung und damit nur ei-
ne recht grobe Adaption auf die Topographievariationen innerhalb der Antennenkeule. Benutzt
man eine sehr hohe Blockgro¨ße, so kommt es zu einer sehr schlechten zeitlichen Aktualisierung
der Korrekturen. In der Praxis ist hier ein Kompromiss zu finden: Treten bei dem verwendeten
Sensor hochfrequente Bewegungsfehler auf, so ist eine schnelle zeitliche Aktualisierung der Kor-
rekturen wichtig. Herrschen hingegen schnelle Variationen in der Topographie vor, so ist eine
genaue ra¨umliche Adaption auf das Ho¨henmodell, also große Blo¨cke, no¨tig. In der Praxis haben
sich fu¨r den Fall des E-SARs Blockgro¨ßen um die 50m als gu¨nstig erwiesen. Mit einem a¨hnlichen
Ansatz [42] ist eine genaue Adaption auf Topographie und Bewegungsfehler mo¨glich, allerdings
ist ein erheblich ho¨herer Rechenaufwand no¨tig. In der Praxis besteht eine Einschra¨nkung durch
die begrenzte ra¨umliche Auflo¨sung des verwendeten Ho¨henmodells. Es ist u¨berflu¨ssig, eine bes-
sere ra¨umliche Adaption vorzunehmen, als sie durch die Auflo¨sung des DEMs vorgegeben ist.
Ein Vergleich der Vor- und Nachteile verschiedener Ansa¨tze zur topographieadaptiven Bewe-
gungskompensation findet sich in [152].
Um die Leistungsfa¨higkeit der beschriebenen Methode zu validieren, wurden interferometrische
SAR Daten einer Szene mit starker Topographie mit vier verschiedenen Ansa¨tzen prozessiert:
1. Konventionelle zweistufige Bewegungskompensation mit einer konstanten Referenzho¨he
u¨ber die gesamte Szene
2. Bewegungskompensation zweiter Ordnung unter Verwendung der mittleren Ho¨he innerhalb
des jeweiligen Antennenfußabdrucks.
3. Bewegungskompensation zweiter Ordnung unter Verwendung der mittleren Ho¨he in-
nerhalb des jeweiligen Antennenfußabdrucks und anschließender adaptiver Subapertur-
Bewegungskompensation.
4. Zeitbereichsprozessierung, d.h. ideale Wellenfeld-Ru¨ckprojektion unter Verwendung der
Topographie. Dieses Ergebnis dient als Referenz.
Die betrachtete Szene liegt in den bayerischen Alpen (Bad Feilnbach), weist topografische Ho¨hen
zwischen 550m und 1800m auf und wurde vom E-SAR im L-Band aufgenommen. Bei dieser Be-
fliegung traten Bewegungsfehler in der Gro¨ßenordnung von 5-10 Metern auf. Als Ho¨henmodell
wurden SRTM Daten mit einer ra¨umlichen Auflo¨sung von 90m verwendet, welche durch ku-
bische Faltung auf die Bildauflo¨sung von etwa 1m interpoliert wurden. Fu¨r die beschriebene
Subapertur-Bewegungskompensation wurde eine Blockgro¨ße von 64 Pixeln in Azimut und ein
U¨berlapp zwischen den Blo¨cken von 50% verwendet. Eine explizite Koregistrierung der interfero-
metrischen Paare wurde nicht durchgefu¨hrt, um Bildverzerrungen durch fehlerhafte Bewegungs-
kompensation deutlich hervortreten zu lassen; nur bekannte, direkt aus der Aufnahmegeometrie
abzuleitende Bildverzerrungen wurden korrigiert.
Abb. 4.10 zeigt verschiedene Ergebnisse dieses Vergleichs. Die mit Methode 3 bestimmte Bildam-
plitude, zu finden in Abb. 4.10a, erscheint gut fokussiert und zeigt keine sichtbaren durch die
Blockverarbeitung verursachten Artefakte. Die mit einer konventionellen Prozessierung erziel-
te Koha¨renzkarte (Abb. 4.10b) weist mehrere vo¨llig dekorrelierte Bereiche auf. Diese stammen
von Koregistrierungsfehlern, welche von durch die Topographie induzierten Fehlern in der Be-
wegungskompensation herru¨hren. Mit korrelationsbasierten Koregistrierungsverfahren la¨sst sich
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Abbildung 4.10: Topographieadaptive Bewegungskompensation. a) Bildamplitude. b) Koha¨renz bei
Bewegungskompensation auf Referenzebene. c) Koha¨renz bei Bewegungskompensation auf mittlere To-
pographie des Pulses. d) Koha¨renz bei Anwendung von voller topographieadaptiver Bewegungskompen-
sation. e) Phasendifferenz der Slaveaufnahme zu Zeitbereichsergebnis bei Bewegungskompensation auf
mittlere Topographie des Pulses. f) Phasendifferenz der Slaveaufnahme zu Zeitbereichsergebnis bei voller
topographieadaptiver Bewegungskompensation.
zwar auch in diesen Bereichen eine gewisse Koha¨renz erzielen, assoziierte Phasenfehler und De-
fokussierungseffekte wu¨rden aber in den Daten verbleiben. Zu einer deutlichen Verbesserung
kommt es bei Verwendung der Topographie in der Bewegungskompensation 2. Ordnung (Me-
thode 2, Abb. 4.10c). Die Anzahl und Gro¨ße der dekorrelierten Fla¨chen werden kleiner, trotzdem
verbleiben vor allem am linken Bildrand immer noch einige verzerrte Bildbereiche. Erst bei Ver-
wendung der adaptiven Bewegungskompensation (Abb. 4.10d) verschwinden auch sie, und es
kann u¨ber das gesamte Bild hinweg eine gute Koha¨renz erzielt werden. Die verbliebenen, leicht
dekorrelierten Bereiche sind auf temporale und Volumendekorrelation zuru¨ckzufu¨hren; sie ent-
sprechen den Fla¨chen in der Szene mit dichtem Waldbestand.
Abb. 4.10e und 4.10f zeigen den Phasenunterschied zwischen der zweiten (Slave-) Aufnahme,
prozessiert mit Verfahren 2 und 3, und der zweiten Aufnahme, prozessiert mit einem Zeitbe-
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reichsverfahren, welches als ideales Ergebnis angesehen werden kann. In beiden Fa¨llen wurde eine
zusa¨tzlich Koregistrierung verwendet. Gut zu erkennen sind die starken, von der Kopplung von
Bewegungsfehlern mit der Topographie herru¨hrenden Phasenfehler, welche trotz Verwendung
der Topographie in der Bewegungskompensation 2. Ordnung auftreten (Abb. 4.10e). Fu¨hrt man
zusa¨tzlich die adaptive Bewegungskompensation 3. Ordnung durch, so treten nur noch minimale
Phasenfehler auf. Ihre Standardabweichung liegt in diesem Fall unter 3◦ ; sie begru¨nden sich in
der begrenzten Zeit-Frequenzauflo¨sung des beschriebenen Verfahrens.
Der beschriebene Algorithmus ist also in der Lage, starke topographische Variationen wa¨hrend
der Bewegungskompensation zu beru¨cksichtigen und so phasengenaue und geometrisch korrekte
SAR Aufnahmen zu generieren. Voraussetzung ist das Vorhandensein eines passenden DEMs.
Seit der Verfu¨gbarkeit des globalen SRTM Ho¨henmodells, dessen Genauigkeit fu¨r viele Anwen-
dungen ausreichend ist, ist dies meist gegeben. Die experimentellen Ergebnisse in Abb. 4.10e und
4.10f zeigen des weiteren, dass fu¨r genaue flugzeuggestu¨tzte Repeat-Pass SAR Interferometrie
eine topographieadaptive Bewegungskompensation unbedingt no¨tig ist.
Im vorliegenden Fall wurde der Algorithmus direkt vor der Azimutkompression eingefu¨gt. Statt
in den eigentlichen SAR Prozessor einzugreifen, la¨sst sich das Verfahren alternativ auch als
Postprozessierungsschritt implementieren. Dies erfordert einen Dekompressionsschritt in Azimut
[165] vor Anwendung von Gl. 4.19.
4.3.2 Scha¨tzung der Basislinienfehler
In Kapitel 4.2.1 wurde dargestellt, wie die vom Navigationssystem des Sensors nicht erfas-
sten Bewegungsfehler das interferometrische Messergebnis verfa¨lschen ko¨nnen. Da die aufge-
tretenen, typischerweise sehr kleinen Restbewegungsfehler unbekannt sind, besteht die einzige
Lo¨sungsmo¨glichkeit fu¨r dieses Problem in einer Scha¨tzung des Fehlers aus den Bilddaten selber.
Aus der Literatur sind verschiedene sogenannte Autofokus-Verfahren zur Bewegungsscha¨tzung
bekannt [211][134][59][201]. Ihr Ziel ist es eine vo¨llig unbekannte Sensorbewegung zu scha¨tzen
und so auch ohne Navigationssystem ein gutes Bildergebnis zu erzielen. Ihre Genauigkeit ist zwar
hoch, aber fu¨r den hier vorliegenden Fall, in dem es um die Scha¨tzung von Restbewegungsfeh-
lern im Millimeter- bis Zentimeterbereich geht, ha¨ufig nicht ausreichend. Außerdem erfordern
hochgenaue Autofokusverfahren das Vorhandensein dominanter Streuer (z.B. Winkelreflekto-
ren) in der Szene, um deren Phasenhistorie mit dem Ziel der Bewegungscha¨tzung auswerten zu
ko¨nnen. Generell kann aber nicht davon ausgegangen werden, dass solche Streuer verfu¨gbar sind.
Im folgenden wird ein interferometrisches Verfahren zur Scha¨tzung von Restbewegungsfehlern
beschrieben, welches den differentiellen Restbewegungsfehler in einem interferometrischen Bild-
paar bestimmt. Dies ist ausreichend fu¨r die Korrektur der Phasenfehler und Bildverzerrungen
in interferometrischen Repeat-Pass Aufnahmen flugzeuggestu¨tzter Sensoren.
Multisquint-Prozessierung
Ein vollaufgelo¨stes SAR Bild S besteht aus Signalbeitra¨gen, die unter Squintwinkeln bzw. mit
Dopplerfrequenzen eines bestimmten Bereiches empfangen wurden, definiert durch die La¨nge
der prozessierten synthetischen Apertur, wobei im Folgenden ohne Einschra¨nkung der Allge-
meinheit ein mittlerer Squintwinkel von Null angenommen wird. Aus dem vollaufgelo¨sten Bild
mit der Azimutbandbreite WDoppler lassen sich, wie in Kapitel 2.2.2 beschrieben, mehrere Sub-
aperturaufnahmen bilden, jeweils mit verringerter Bandbreite und unterschiedlichem mittleren
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Squintwinkel. Wichtig an dieser Stelle ist der Effekt von Bewegungsfehlern in den individuellen
Subaperturen: Solange die Bildprozessierung jeweils in Doppler-Null Geometrie (β = 0) vor-
genommen wurde, erscheint die eigentliche Bildinformation in allen Subaperturbildern an der
gleichen Stelle. Restbewegungsfehler, und die damit zusammenha¨ngenden Phasen- und Lokali-
sierungsfehler, sind hingegen nicht identisch, da eine Subapertur zur Prozessierung verwendet
wurde, welche in Azimut um
∆xi = r tanβi (4.20)
relativ zu β = 0 verschoben ist, wobei βi den mittleren Squintwinkel der i-ten Subapertur
bezeichnet. Dadurch werden, wie in Abb. 4.11 links dargestellt, durch jede Subapertur unter-
schiedliche Abschnitte der Restbewegungsfehler auf eine gegebene Position in der SAR-Szene
abgebildet: Von Position A aus wirken sich im betrachteten Bildausschnitt, hier prozessiert mit
Squintwinkel Null, die Bewegungsfehler an der Position A aus. Prozessiert man stattdessen den
Abschnitt B der Rohdaten mit einem vorwa¨rtgerichteten Squintwinkel, so wirkt sich an der
gleichen Stelle des Bildes stattdessen der Bewegungsfehler an der Position B aus.
Eine Mo¨glichkeit unbekannte Restbewegungsfehler zu bestimmen ist es daher, eine SAR Auf-
nahme mit zwei verschiedenen Squintwinkeln zu prozessieren, bzw. zwei Subaperturen zu er-
zeugen. Die Phasendifferenz zwischen diesen beiden Aufnahmen entspricht dann der Differenz
der beiden Restbewegungsfehler, also ihrer Ableitung in Azimut; eine Integration wu¨rde auf den
eigentlichen Fehler schließen lassen. In der Praxis funktioniert dieser Ansatz allerdings nur fu¨r
Punktziele, bei Fla¨chenzielen kommt es zu Dekorrelationseffekten, da unkorrelierte Bereiche des
Reflektivita¨tsspektrums betrachtet werden. Mit Hilfe der Interferometrie la¨sst sich dieses Pro-
blem jedoch umgehen: Die Bildung von Interferogrammen eliminiert den Einfluss der zufa¨lligen
Phase der komplexen Reflektivita¨t; Subaperturinterferogramme ko¨nnen daher problemlos mit-
einander kombiniert werden. Selbstversta¨ndlich kann bei einem solchen Vorgehen nicht mehr
der Restbewegungsfehler in den einzelnen Tracks, sondern nur noch der azimutabha¨ngige Ba-
sislinienfehler, also die Differenz der beiden individuellen Fehler bestimmt werden. Dies ist fu¨r
interferometrische Auswertungen ausreichend, da so die im Interferogramm durch Restbewe-
gungsfehler auftretenden Phaseneffekte eliminiert werden.
Fu¨r eine interferometrische Scha¨tzung des Basislinienfehlers teilt man beide Bilder eines in-
terferometrischen Paars in zwei Subaperturen mit jeweils positiven und negativen Doppler-
Frequenzen auf und bildet das differentielle Interferogramm zwischen den beiden Subapertur-
















erzielt werden [122][163], wobei v0 die Vorwa¨rtsgeschwindigkeit des Sensors, ∆f die spektrale
Separation der Subaperturen sowie s11 und s
2
1 die Subapertur 1 von Bild 1 und 2, und s
1
2 und
s22 die Subapertur 2 von Bild 1 und 2 bezeichnet. Genaugenommen kann es in Gl. 4.21 zu
weiteren Phasenkomponenten kommen, die nicht mit dem Basislinienfehler zusammenha¨ngen.
Insbesondere Geschwindigkeitsfehler oder starke Terraindeformationen zwischen den Aufnahmen
rufen ebenfalls azimutale Phaseneffekte hervor. Sie sind aber in aller Regel klein und ko¨nnen
vernachla¨ssigt werden. Die Kopplung zwischen Topographie und Bewegungsfehlern ist hingegen




Ein großes Problem dieser Vorgehensweise ist jedoch das Auftreten von dekorrelierten Regionen,
in denen keine Bestimmung der Ableitung mo¨glich ist[169]. Um den Einfluss solcher Regionen
zu verringern, kann man mehr als nur zwei Subaperturen mit entsprechend kleinerer Bandbreite
verwenden. Teilt man die Bilder in K Subaperturen mit Bandbreite Wsub, die sich jeweils um
∆fsub in ihrem Doppler-Zentroid unterscheiden, so lassen sich insgesamt K − 1 differentielle















Alle Φi sind gleichermaßen proportional zu der Ableitung des Basislinienfehlers, besitzen aber
durch die geringere spektrale Separation der Subaperturen eine niedrigere Genauigkeit als die
Scha¨tzung in Gl. 4.212. Außerdem erscheint Φi in Azimut um r tanβi,i+1 gegenu¨ber der Lo¨sung
in Doppler-Null Geometrie verschoben, wobei βi,i+1 = (βi + βi+1)/2. Bildet man nun ein














wobei Gi(. . .) die Verschiebungsoperation in Azimut um r tanβi,i+1 bezeichnet, die no¨tig ist,
um die einzelnen Φi in Deckung zu bringen. |γi| bezeichnet den Absolutwert der komplexen
interferometrischen Koha¨renz von Φi. Der Ansatz in Gl. 4.23 ermo¨glicht es, den negativen Ein-
fluss dekorrelierter Gebiete zu verringern. Wie in Abb. 4.11 rechts illustriert, ist der Restbe-
wegungsfehler an einer bestimmten Azimutposition in mehreren Subaperturen enthalten. Jede
von ihnen projiziert den Fehler auf andere Stellen im Bild, die mo¨glicherweise unterschiedliche
Korrelationsgrade besitzen. Durch Nutzen von Informationen aus anderen Squintwinkeln mit
ho¨herer Koha¨renz kann also auch in einem eigentlich dekorrelierten Abschnitt des Bildes der
Restbewegungsfehler bestimmt werden, zumindest solange sich innerhalb der gesamten La¨nge
der synthetischen Apertur wenigstens eine koha¨rente Region befindet. In Abb. 4.12 ist dieser
Effekt dargestellt: Regionen, die in der ersten Subapertur G1(. . .) noch dekorreliert erscheinen,
werden mit Einbeziehung neuer Gi(. . .) zunehmend verkleinert.
Eine ausreichend hohe spektrale Separation der Subaperturen ist wichtig, um eine hohe Emp-
findlichkeit auf Restbewegungsfehler zu erhalten [183], wohingegen eine geringe Bandbreite der
Subaperturen eine bessere Bestimmung hochfrequenter Fehler erlaubt [154]. Die optimale Wahl
der Bandbreite der Subaperturen sowie deren Separation in Gl. 4.23 ha¨ngt sowohl von der
Koha¨renz, der Sta¨rke der Bewegungsfehler und deren Charakteristika ab und konnte noch nicht
statistisch explizit bestimmt werden. Empirisch haben sich 5 bis 7 nichtu¨berlappende Subaper-
turen als ein guter Kompromiss herausgestellt.
Modellbasierte Integration
Das Ergebnis von Gl. 4.23 stellt die azimutale Ableitung des zeitabha¨ngigen Basislinienfehlers
E, projiziert auf die Blickrichtung des Sensors (line of sight, LOS), dar. Abgesehen von Azimut
2Phasenmehrdeutigkeiten lassen sich hier auch bei starken Restbewegungsfehlern durch Wahl einer entsprechend
kleinen spektralen Separation vermeiden [183].
100
4.3 Verbesserte Datenverarbeitung in der flugzeuggestu¨tzten SAR Interferometrie
  prozessierter




















Abbildung 4.11: Links: Abbildung von verschiedenen Abschnitten des Restbewegungsfehlers auf
einen gegebenen Teil der Szene durch Subapertur-Prozessierung. Rechts: Verbesserte Multisquint-
Prozessierung; der Basislinienfehler an einer niederkoha¨renten Azimutposition kann aus umliegenden,
koha¨renteren Bereichen bestimmt werden.
Abbildung 4.12: Vergro¨ßerung koha¨renter Regionen durch Multisquint-Prozessierung. a) ∂E/∂x nach
Verarbeitung der ersten Subapertur, b) nach 1/3 der Subaperturen, c) Endergebnis. d) - f) zu Ergebnissen
der oberen Zeile geho¨rigen Gewichtungen W (Standardabweichung der differentiellen Phase)
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variiert E auch mit der Entfernung, da sich die LOS Richtung mit dem Einfallswinkel vom
Nah- zum Fernbereich a¨ndert. Um den Basislinienfehler selber zu erhalten, ist es no¨tig, in jeder
Entfernungszeile ∂E/∂x in Azimutrichtung zu integrieren [163][155]. Diese Integration ist ein
kritischer Verarbeitungsschritt, insbesondere da meist in gewissen Entfernungen dekorrelierte
Bereiche vorkommen, die sich nicht korrekt integrieren lassen. Wie zuvor gezeigt wurde, la¨sst
sich der Einfluss kleinerer dekorrelierter Bereiche durch die Multisquintprozessierung eliminieren.
Im allgemeinen kann aber nicht erwartet werden, dass alle dekorrelierten Regionen in allen
Entfernungszeilen komplett ausgeblendet werden ko¨nnen. Dies gilt insbesondere dann, wenn
niedrigkoha¨rente interferometrische Bildpaare analysiert werden sollen.
In einem solchen Fall ist die Verwendung einer robusten modellbasierten Integration sinnvoll. Die
Ableitung des Basislinienfehlers in LOS Richtung kann fu¨r eine gegebene Azimutposition in dem
Entfernungselement n aus der Ableitung in horizontaler Richtung ∂Ey/∂x und der Ableitung in






Ez cos θn ± ∂
∂x
Ey sin θn , (4.24)
wobei θn den lokalen Einfallswinkel bezeichnet, der mit Hilfe eines externen DEM bestimmt
werden kann. Da der Einfallswinkel θn fu¨r alle N Entfernungswerte bekannt ist, ha¨ngt der
Basislinienfehler in LOS Richtung nur noch von 2 freien Parametern ab, ∂Ey/∂x und ∂Ez/∂x.
Damit ko¨nnen die no¨tigen Parameter prinzipiell aus nur zwei koha¨renten Pixeln innerhalb einer
Entfernungszeile bestimmt werden. Sind fu¨r jede Azimutposition ∂Ey/∂x und ∂Ez/∂x bekannt,
so kann man beide einzeln u¨ber Azimut integrieren und von dem Ergebnis E in LOS Richtung
fu¨r die gesamte Szene ableiten, d.h. auch in dekorrelierten Regionen.
In den meisten Fa¨llen wird das Problem der Bestimmung von ∂Ey/∂x und ∂Ez/∂x stark
u¨berbestimmt sein, da es sehr wahrscheinlich mehr als 2 koha¨rente Pixel in einer Entfernungs-
zeile geben wird. Dies gilt vor allem dann, wenn das Multisquintverfahren eingesetzt wur-
de, welches die Ausdehnung koha¨renter Regionen vergro¨ßert. Im u¨berbestimmten Fall la¨sst
sich aus dem Vektor aller Messwerte der Ableitung in LOS Richtung einer Entfernungzeile
elos = [∂E1/∂x, . . . , ∂EN/∂x] eine verbesserte Lo¨sung mit der Methode der kleinsten Quadrate
(LS) bestimmen:
eyz = (ATA)−1AT elos mit
A =
 ± sin θ1 cos θ1... ...
± sin θN cos θN




Gl. 4.25 unterscheidet nicht zwischen hoch- und niedrigkoha¨renten Pixeln. Um dies zu erreichen
kann stattdessen eine gewichtete kleinste Quadrate Methode (WLS) eingesetzt werden:
eyz = (ATWA)−1ATWelos (4.26)
W bezeichnet dabei eine NxN Gewichtungsmatrix, welche im Fall von unkorreliertem Rauschen
die Form
W = diag{1/σ21, 1/σ22, . . . , 1/σ2N} (4.27)
3Das Vorzeichen in Gl. 4.24 ha¨ngt von der Blickrichtung des Sensors ab (links oder rechts)
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besitzt [187], wobei σn die Standardabweichung des Signals im Entfernungselement n entspricht.










nγ bezeichnet die Anzahl der fu¨r die Bildung der Koha¨renz verwendeten Looks. Fu¨r die Be-
stimmung der Standardabweichung kommt hier der Mittelwert γ der individuellen komplexen
Subapertur-Koha¨renzen zum Einsatz. Dies stellt sicher, dass die vergro¨ßerten koha¨renten Be-
reiche korrekt beru¨cksichtigt werden. Zusa¨tzlich ist es sinnvoll, einen Koha¨renzschwellwert zu
definieren (z.B. 0.2), unterhalb dem 1/σ2 auf Null gesetzt wird.
Das Ergebnis der Invertierung in Gl. 4.26 sind robust bestimmte Werte fu¨r ∂Ey/∂x und ∂Ez/∂x.
Von nur wenigen koha¨renten Pixeln kann eine Invertierung fu¨r die gesamte Szene vorgenom-
men werden: Fu¨r jede Azimutposition sind nur zwei koha¨rente Pixel mit unterschiedlichem
Einfallswinkel no¨tig, mit dem Vorteil, dass vor der Invertierung koha¨rente Information durch
die Multisquintprozessierung u¨ber die La¨nge der synthetischen Apertur verteilt wurde. Treten
Azimutpositionen mit weniger als zwei nutzbaren Pixeln auf, so ist eine Interpolation vor der
Azimutintegration no¨tig.
Konstante und lineare Basislinienfehler
Ein verbleibendes Problem bei der Integration von ∂Ey und ∂Ez sind die unbekannten Inte-
grationskonstanten. Sie entsprechen einem unbekannten konstanten Basislinienfehler, der mit
den beschriebenen Methoden prinzipiell nicht erfasst werden kann. Sein Haupteffekt in einem
SAR Interferogramm wa¨re ein Interferenzmuster, das einer leichten flachen-Erde-Komponente
entspra¨che. Ein weiteres Problem ist die Bestimmung linearer Basislinienfehler: Tritt eine klei-
ne globale Missregistrierung in Azimut zwischen den Bildern auf, so weist die Scha¨tzung in
Gl. 4.23 einen systematischen Fehler in Form eines konstanten Offsets auf, der nicht von ei-
nem Basislinienfehler verursacht wurde. Nach der Integration erscheint dann im Ergebnis ein
linearer Basislinienfehler, was sich im Interferogramm als ein lineares Phasenmuster in Azimut
a¨ußern wu¨rde. Es ist daher no¨tig, vor der Integration von ∂Ey/∂x und ∂Ez/∂x ihren jeweiligen
Mittelwert zu subtrahieren und den linearen Basislinienfehler als unbekannt anzunehmen.
Da sich sowohl konstante wie lineare Fehler nicht zuverla¨ssig aus den Daten bestimmen lassen,
ist ein alternativer Ansatz erforderlich. Eine einfach Mo¨glichkeit ist die Verwendung eines ex-
ternen digitalen Ho¨henmodells, wie es z.B. im Rahmen der Shuttle Radar Topography Mission
(SRTM) generiert wurde. Von einem solchen Ho¨hemodell lassen sich, mit Kenntnis der Aufnah-
megeometrie, synthetische Interferenzmuster ableiten, die sich im Anschluss mit den tatsa¨chlich
aufgetretenen vergleichen lassen [182]. Die ra¨umliche Auflo¨sung des externen DEMs ist dabei
nur von geringer Bedeutung, da nur beabsichtigt ist, die 4 verbliebenen Parameter des Basislini-
enfehlers, die beiden konstanten und die beiden linearen Anteile von Ey und Ez, zu bestimmen.
Nachdem die Terme ho¨herer Ordnung korrigiert worden sind, la¨sst sich der verbliebene Basisli-





z ) cos θn ± (E0y + xmE1y) sin θn (4.29)
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modellieren. E0 und E1 bezeichnen jeweils den konstanten und den linearen Basislinienfehler
in Entfernung xm. Eresnm la¨sst sich direkt durch Subtraktion des aus dem DEM erzeugten, syn-
thetischen Interferogramms von dem tatsa¨chlich gemessenen Interferogramm bestimmen. Dazu
mu¨ssen im gemessenen Interferogramm die bereits bestimmten Fehler ho¨herer Ordnung korrigiert
[155] und das Ergebnis nach der Differenzbildung mit λ/4pi skaliert werden, um Phasenwerte in
La¨ngen umzurechnen. Falls no¨tig, muss vor der Skalierung eine Phase-Unwrapping vorgenom-
men werden, was aber hier relativ unkritisch ist, da nur wenige verbleibende Interferenzringe zu
erwarten sind.









eine globale gewichtete kleinste Quadrate Optimierung geschehen:
eresyz = (A
TWA)−1ATWEres . (4.30)
Eres ist ein Vektor der La¨nge N ·M , gebildet von allen Pixeln des skalierten Differenzinterfero-









± sin θN ±x1 sin θN cos θN x1 cos θN





± sin θN ±xM sin θN cos θN xM cos θN

, (4.31)
wobei W eine NMxNM Diagonalmatrix analog zu Gl. 4.27 darstellt. Ganz offensichtlich stellt
die enorme Gro¨ße der beteiligten Matrizen ein Problem fu¨r praktische Implementationen dar.
Da das Bestimmungsproblem aber stark u¨berbestimmt ist, ist es unproblematisch das Differenz-
interferogramm stark zu unterabtasten, um den Rechenaufwand fu¨r die Bestimmung von Gl. 4.31
zu verringern. Da W diagonal ist, ist es außerdem trivial, ATW ohne explizite Bildung von W
zu berechnen.
Sobald eresyz bekannt ist, la¨sst sich mit Hilfe von Gl. 4.29 eine Basislinienkorrektur oder alternativ
eine Phasenkorrektur fu¨r das resultierende Interferogramm bestimmen.
4.3.3 Konvertierung von Phase zu Ho¨he
Sind alle Restbewegungsfehler korrigiert, so liegt im Prinzip ein Interferogramm vor, dessen Pha-
se Ru¨ckschlu¨sse auf die Topographie der Szene zula¨sst4. Die genaue Bestimmung der Topographie
erfordert eine Umrechnung der gemessenen Phasen in Ho¨henwerte. Wie in Kapitel 4.2.3 erla¨utert,
ist im Flugzeugfall Gl. 4.7 dafu¨r nicht ausreichend. Zusa¨tzlich hat eine topographieabha¨ngige
Bewegungskompensation selbst einen Einfluss auf den interferometrischen Phaseneffekt.
Die topographieabha¨ngige Bewegungskompensation korrigiert den Laufzeitunterschied zwischen
der wahren und der Referenzposition unter Verwendung des auf das Ho¨henmodell bezogenen Ein-
fallswinkels (vergleiche Abb. 4.8). Danach erscheinen die Aufnahmen so, als seien sie von den Re-
4nach Abwicklung der gemessenen Phasen in absolute Phasenwerte
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ferenzpositionen aus aufgenommen worden. Dies bedeutet, dass sich die Ho¨hen des Ho¨henmodells
selbst tatsa¨chlich mit der Referenzbasislinie Bref skalieren:
Φtopo ' 2ωBref cos(θ(r)− εref )
cr sin(θ(r))
h0 , (4.32)
wobei beachtet werden muss, dass der Abstrahlwinkel θ selber von der Entfernung r abha¨ngig ist.
h0 bezeichnet hier eine relative Ho¨hen im verwendeten Referenzho¨henmodell im Bezug auf eine
unbekannte Ho¨he. Um absolute Ho¨hen zu erhalten, ist eine bekannte Referenz zur Kalibrierung
der Bildgeometrie no¨tig. Fu¨r die Ho¨hen des verwendeten DEMs gilt also Gl. 4.32.
Treten hingegen in der Realita¨t Abweichungen von dem zur Bewegungskompensation verwen-
deten Ho¨henmodell auf, so skalieren diese Unterschiede mit der real aufgetretenen Basislinie:
Φtopo ' 2ωBreal cos(θ(r)− εreal)
cr sin(θ(r))
∆htopo , (4.33)
wobei ∆htopo = h − h0 die Abweichung der tatsa¨chlichen Topographie h von dem verwendeten
Ho¨henmodell bezeichnet. Versta¨ndlich wird dieser Effekt, wenn man bedenkt, dass letztendlich
die reale Basislinie fu¨r den interferometrischen Phaseneffekt verantwortlich ist, wa¨hrend die Be-
wegungskompensation versucht, eine der Referenzbasislinie und dem Ho¨henmodell entsprechende
Phase zu generieren. Die Situation ist also fast identisch mit der in Kapitel 4.2.3 beschriebene,
jedoch fungiert nun statt einer flachen Referenzebene das Ho¨hemodell selbst als Referenzebene.
Es sind daher mehrere Schritte no¨tig, um nun aus der gemessenen interferometrischen Phase
topographische Ho¨hen zu gewinnen: Zuerst wird mit Gl. 4.32 die durch das Ho¨henmodell zu
erwartende Phase bestimmt (die sogenannte synthetische Phase) und von der gemessenen inter-
ferometrischen Phase subtrahiert. Es verbleibt ein Term, der gema¨ß Gl. 4.33 proportional zu dem
Fehler des Ho¨henmodells ist. Durch Lo¨sen von Gl. 4.33 erha¨lt man also den Ho¨henmodellfehler,
welcher eine Aktualisierung des verwendete Ho¨henmodells repra¨sentiert. Durch Addition des
verwendeten Ho¨henmodells zu dem nun bekannten Fehler erha¨lt man schließlich eine genaue
Messung der topographischen Ho¨hen.
4.3.4 Experimentelle Ergebnisse
Die beschriebenen Techniken wurden auf Daten zweier verschiedener Testgebiete angewandt,
die beide von dem experimentellen SAR Sensor (E-SAR) des DLRs im L-Band aufgenommen
wurden. Das erste Gebiet entspricht dem aus Abschnitt 4.3.1; es handelt sich um eine sehr ber-
gige und bewaldete Gegend in den bayerischen Voralpen. Aufgrund der starken topographischen
Ho¨henvariationen in der Szene, ist die Verwendung einer topographieadaptiven Bewegungskom-
pensation hier unbedingt notwendig, um Phasenfehler durch die Kopplung von Topographie
und Bewegungskompensation zu vermeiden. Der Zeitabstand der beiden Aufnahmen betra¨gt 39
Tage, was eine verha¨ltnisma¨ßig geringe mittlere Koha¨renz von γ = 0.39 zur Folge hat.
Die Daten wurden mit einer Azimutbandbreite von 150Hz prozessiert, was einer Auflo¨sung
von etwa 75cm und einem Antenneno¨ffnungswinkel von etwa 10◦ entspricht. Zur Bestimmung
von Restbewegungsfehlern, mit der in Abschnitt 4.3.2 beschriebenen Multisquint Prozessierung,
wurden 5 sich nicht u¨berlappende Subaperturen mit jeweils 30Hz Bandbreite gebildet. Diese Pa-


























Abbildung 4.13: Ergebnisse der flugzeuggestu¨tzten SAR Interferometrie, Testgebiet: Beilngriess. a)
SAR Amplitude. b) Gela¨ndetopographie, abgeleitet aus SRTM Daten. c) Interferometrische Koha¨renz.
d) Interferometrische Phase. e) Aus Daten gescha¨tzter Restbewegungsfehler. f) Um Bewegungsfehler kor-
rigierte interferometrische Phase. g) Aus dem Ho¨henmodell abgeleitete, zu erwartende synthetische Phase.
h) Differenz aus synthetischer und interferometrischer Phase. i) Differenz nach Korrektur konstanter und
linearer Terme.
Nach der Bestimmung von ∂E/∂x in LOS Richtung wurde mit Hilfe der modellbasierten Integra-
tion eine fla¨chige Scha¨tzung des Restbewegungsfehlers u¨ber das gesamte Bild hinweg gewonnen.
Des weiteren erfolgte eine Bestimmung linearer und konstanter Restfehler, gema¨ß Gl. 4.30, mit
Hilfe des SRTM Ho¨henmodells mit einer ra¨umlichen Auflo¨sung von 90m. Um die Berechnungen
zu beschleunigen, wurde hierbei eine Unterabtastung um den Faktor 8 vorgenommen.
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Abbildung 4.14: Ermittelte Restbewegungsfehler in horizontaler und vertikaler Richtung, bei iterativer
Anwendung der Multisquint-Prozessierung (ohne konstante und lineare Komponenten).
In Abb. 4.13 sind die Ergebnisse dieser Prozessierung zusammengefasst. Die urspru¨ngliche in-
terferometrische Phase, dargestellt in Abb. 4.13d, weist noch gewisse Restbewegungsfehler auf,
die aber durch die starken Variationen der Topographie nicht offensichtlich sind. Nach deren
Bestimmung (Abb. 4.13e) la¨sst sich durch Differenzbildung ein korrigiertes Interferogramm er-
zeugen (Abb. 4.13f), welches nur noch die topographische Information wiederspiegeln sollte.
Kontrollieren la¨sst sich dies durch Vergleich mit der aus dem Ho¨henmodell abgeleiteten synthe-
tischen Phase (Abb. 4.13g). Es ergibt sich ein Differenzmuster, das noch leichte Phasentrends in
Entfernung und Azimuth aufweist, die sich mit unkompensierten konstanten und linearen Ba-
sislinienfehlern erkla¨ren lassen. Werden auch diese, wie in Kapitel 4.3.2 beschrieben, bestimmt
und korrigiert, so ergibt sich die in Abb. 4.13g gezeigte Phasendifferenz, welche keine signifi-
kanten Trends mehr aufweist, und die dem Fehler des niedrigaufgelo¨sten SRTM Ho¨henmodells
entspricht.
Als Kontrolle fu¨r die erzielte Genauigkeit in der Bestimmung von Restbewegungsfehlern la¨sst
sich die in Kapitel 4.3.2 beschriebene Methode auch iterativ anwenden. Dabei wird die Slave-
Aufnahme jeweils mit einer um den gemessenen Basislinienfehler korrigierten Flugbahn prozes-
siert. In Abb. 4.14 sind die gemessenen Basislinienfehler fu¨r die Szene aus Abb. 4.13 dargestellt.
In der ersten Iteration ergibt sich ein Fehler in einer Gro¨ßenordnung von 1-2 cm. Dieser geringe
Basislinienfehler zeigt einerseits die an sich sehr hohe Qualita¨t des verwendeten Navigationssy-
stems, ist aber andererseits nicht ausreichend, um signifikante Phasenfehler in der Repeat-Pass
Interferometrie zu verhindern. Weitere Iterationen fu¨hren nur noch zu sehr kleinen Restfehlern
von etwa 1-2mm, was die sehr hohe Genauigkeit der beschriebenen Methode demonstriert. Im
vorliegenden Fall wird diese Genauigkeit trotz geringer Koha¨renz der Szene erzielt, was einen
Hinweis auf die Robustheit der Methode gegenu¨ber Rauscheinflu¨ssen darstellt.
Anhand eines zweiten Beispiels soll die Mo¨glichkeit der Verbesserung von niedrigaufgelo¨sten
Ho¨henmodellen mit Hilfe der Methode aus Abschnitt 4.3.3 demonstriert werden. Hierzu wurden
Daten des Testgebiets Oberpfaffenhofen verwendet, welches im Gegensatz zum Testgebiet Bad
Feilnbach kaum topographische Variationen aufweist. Des weiteren zeigen die verwendeten Da-
ten, aufgrund des geringen zeitlichen Abstands der Aufnahmen von nur 30min, insgesamt eine
recht hohe Koha¨renz. In Abb. 4.15a ist die unkorrigierte interferometrische Phase dargestellt,















Abbildung 4.15: Korrektur von Restbewegungsfehlern. a) unkorrigiertes Interferogramm. b) synthe-
tische Phase aus SRTM Ho¨henmodell (fehlerbehaftet). c) ermittelte Phasenkorrektur. d) korrigiertes
Interferogramm.
aufweist. Abb. 4.15b zeigt die dazugeho¨rige synthetische, aus einem SRTM Ho¨henmodell be-
stimmte, Phase. Deutlich zu erkennen ist die niedrige ra¨umliche Auflo¨sung sowie durch Fehler
im Ho¨henmodell hervorgerufene, starke Ho¨henvariationen innerhalb eigentlich ebener Gebiete.
Die ermittelten Restbewegungsfehler sind in Abb. 4.15c und das korrigierte Interferogramm in
Abb. 4.15d dargestellt.
Wie in Kapitel 4.3.3 beschrieben, ergibt sich durch Subtraktion der synthetischen Phase von
dem korrigierten Interferogramm eine interferometrische Phase, die den Fehler des verwendeten
Ho¨henmodells wiederspiegelt. Skaliert man diese Phase mit der real aufgetretenen lokalen Basis-
linie, so erha¨lt man eine direkte Korrektur fu¨r das Ho¨henmodell. In Abb. 4.16 wird eine solche
Ho¨henmodellverbesserung demonstriert. Abb. 4.16a zeigt das urspru¨ngliche, stark fehlerbehaf-
tete SRTM Ho¨henmodell, wa¨hrend Abb. 4.16b das durch das zusa¨tzliche SAR Interferogramm
verbesserte Ho¨henmodell darstellt. Die Fehler des SRTM Ho¨henmodells wurden gut korrigiert
und wirken sich nicht mehr signifikant auf die Qualita¨t des Ergebnisses aus. Grundsa¨tzlich la¨sst
sich der gesamte Ansatz iterativ anwenden, um die Qualita¨t der Ergebnisse weiter zu steigern.
Dazu mu¨sste man eine oder mehrere weitere Prozessierungen vornehmen, wobei jeweils das ver-
besserte Ho¨henmodell (Abb. 4.16b) der vorherigen Iteration die Grundlage der Prozessierung
darstellen wu¨rde.
4.4 Schlussfolgerungen
Die SAR Interferometrie stellt neben der SAR Polarimetrie die zweite wichtige Erweiterung der
konventionellen SAR Abbildung dar. Bei ihr wird durch einen zweiten U¨berflug die Anzahl von
Observablen auf 2 komplexe Werte pro Pixel erho¨ht, wobei der erho¨hte Informationsgehalt vor
allem in einer genaueren Kenntnis der Aufnahmegeometrie besteht. Durch die zweite Aufnahme
wird die zylindrische Symmetrie der SAR Abbildung gebrochen, was es erlaubt, die genaue













Abbildung 4.16: Aktualisierung fehlerhafter bzw. niedrigauflo¨sender Ho¨henmodelle. a) Ausschnitt aus
SRTM Ho¨henmodell mit deutlichen Ho¨henfehlern. b) Aktualisiertes Ho¨henmodell. Die glatte Topographie
des Gela¨ndes wird nun deutlich erkennbar.
des streuenden Objekts zu bestimmen. Daraus ergeben sich eine Vielzahl von Anwendungen,
von der Erstellung von Ho¨henmodellen, u¨ber die Messung von Deformationseffekten, bis hin zur
Bestimmung von Vegetationsho¨hen. Bislang wird SAR Interferometrie hauptsa¨chlich in Form
von Repeat-Pass Interferometrie von satellitengestu¨tzten Sensoren, bzw. in Form von Single-
Pass Interferometrie von flugzeuggestu¨tzten Sensoren aus betrieben.
Die wesentlich flexiblere flugzeuggestu¨tzte Repeat-Pass Interferometrie, welche eine freie Wahl
der Wellenla¨nge sowie der La¨nge und Anzahl der Basislinien zula¨sst, stellt erheblich ho¨here
Anforderungen an die Genauigkeit der Flugnavigation und der Prozessierungskette. Insbesonde-
re das Vorhandensein von unkorrelierten Restbewegungsfehlern und Einflu¨sse der Topographie
auf die Bewegungskompensation stellen große Probleme dar, was bislang den operationellen
Einsatz dieser Technik verhindert hat. Die wichtigsten Unterschiede zu der einfacheren satelli-
tengestu¨tzten Repeat-Pass Interferometrie wurde in Kapitel 4.2 im Detail vorgestellt.
In Kapitel 4.3 wurden daher zwei neuartige Techniken eingefu¨hrt, welche in der Lage sind die
bekannten Unzula¨nglichkeiten bei der flugzeuggestu¨tzten Repeat-Pass Interferometrie auszuglei-
chen. Das erste Verfahren, beschrieben in Abschnitt 4.3.1, bescha¨ftigt sich mit der Realisierung
einer topographieadaptiven Bewegungskompensation [157][158]. Dabei wird vor der Azimut-
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kompression u¨ber eine Blockprozessierungsstrategie eine Zeit-Frequenz-Zerlegung jedes der bei-
den SAR Aufnahmen vorgenommen. Dies erlaubt es fu¨r jede Sensorposition, die unter einem
bestimmten Squintwinkel gesehene Topographie zu bestimmen und damit adaptiv den damit
verbundenden Phasenfehler zu korrigieren. Das Ergebnis ist eine Aufnahme, welche sich nur
minimal von einer idealen, mit einem Zeitbereichsprozessor generierten Aufnahme, unterschei-
det. Des weiteren wurde in Abschnitt 4.3.2 ein Verfahren zur Detektion von kleinsten Rest-
bewegungsfehlern aus den Daten selbst vorgestellt [171][172]. Dazu wird wiederum zuerst eine
Zeit-Frequenz-Zerlegung der Daten vorgenommen, um eine pra¨zise Koregistrierung der Bildpaa-
re zu erzielen. Diese Koregistrierung la¨sst sich dann u¨ber Modellierung der Aufnahmegeometrie
und ein gewichtetes kleinste Quadrate Verfahren in einen zeitabha¨ngigen Basislinienfehler um-
rechnen. Mit dessen Kenntnis kann die Flugbahn der Slave-Aufnahme korrigiert, und so ein
verbessertes Prozessierungsergebnis erzielt werden.
Die vorgeschlagenen Beobachtungen und Methoden sind bedeutend, da sie beide zusammen die
Anwendung von flexibler flugzeuggestu¨tzter Repeat-Pass Interferometrie mo¨glich werden lassen.
Damit erweitert sich das Anwendungsspektrum von flugzeuggestu¨tzten Sensoren signifikant. Ins-
besondere lassen sich Befliegungen mit mehreren Basislinien, d.h. mit mehr als nur 2 U¨berflu¨gen
realisieren; ebenso wird die differentielle SAR Interferometrie mit flugzeuggestu¨tzten Sensoren
ermo¨glicht [174][175][153].
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Der Informationsgehalt des multimodalen SARs geht weit u¨ber den der normalen einkanaligen
SAR Abbildung hinaus. Mit multimodalen Techniken ist es mo¨glich ”versteckte“ Eigenschaften
in den Daten aufzudecken und auszunutzen und so den Beobachtungsraum der SAR Sensorik
stark zu erweitern, genauere Ergebnisse zu erzielen und ganz allgemein neue Anwendungsfelder
zu erschließen. Der Fokus dieser Arbeit lag vor allem auf der Entwicklung von neuartigen Tech-
niken, die die spezifischen Besonderheiten des mehrkanaligen bzw. des in mehrere Komponenten
aufgespaltenen SAR Signals ausnutzen.
In Kapitel 1 wurde eine Vielzahl mo¨glicher mehrkanaliger Erweiterungen des konventionellen
SARs im U¨berblick dargestellt; in dieser Arbeit kann davon selbstversta¨ndlich nur eine Unter-
menge betrachtet werden. Die behandelten Themenbereiche umfassen die eigentliche Bildgene-
rierung, sowie die mehrkanaligen Erweiterungen SAR Polarimetrie und SAR Interferometrie;
zusa¨tzlich wurden in allen drei Bereichen Methoden der Zeit-Frequenz Analyse und in der SAR
Polarimetrie statistische Verfahren des ra¨umlichen Kontextes eingesetzt.
Kapitel 2 behandelt die SAR Prozessierung, also die Umwandlung von Radarrohdaten in ein
hochauflo¨sendes Bildergebnis. Es wird ein neuer Prozessierungsalgorithmus entwickelt, der in der
Lage ist, eine pra¨zise entfernungsabha¨ngige Bewegungskompensation im Rahmen der hochge-
nauen Wellenzahlprozessierung vorzunehmen. Mit dem vorgestellten Algorithmus ist es mo¨glich,
Daten von modernen flugzeuggestu¨tzten Sensoren mit hohen Bandbreiten und Aperturwinkeln
auf effiziente Weise zu prozessieren. Die SAR Prozessierung ist fu¨r sich alleine genommen keine
multimodale Technik, stellt aber die Grundlage fu¨r die Erzeugung qualitativ hochwertiger mehr-
kanaliger SAR Aufnahmen dar. Das vorgestellte Prozessierungskonzept erfordert des weiteren
in einem Verarbeitungsschritt eine Zeit-Frequenz Analyse der Daten, um Bewegungsfehler in
Abha¨ngigkeit von Wellenla¨nge und Squintwinkel kompensieren zu ko¨nnen.
Das Thema von Kapitel 3 ist die SAR Polarimetrie. In diesem Themenkomplex wird mit Hilfe von
Zeit-Frequenz Analysen Untersuchungen u¨ber anisotropes polarimetrisches Ru¨ckstreuverhalten
durchgefu¨hrt. Es zeigt sich, dass dieser Effekt im allgemeinen nicht zu ignorieren ist. Zur De-
tektion und Korrektur von sto¨renden Resonanzeffekten wird daher ein spezielles statistisches
Verfahren vorgeschlagen. Außerdem wird in Kapitel 3 auch die unu¨berwachte Klassifikation von
polarimetrischen SAR Daten betrachtet und ein neuer unu¨berwachter Klassifikationsalgorithmus
entwickelt, der auf der Methode der ”Expectation Maximisation“ in Kombination mit probabi-
listischer Klassenrelaxation basiert. Durch die Zuhilfenahme von ra¨umlichem Kontext ist er in
der Lage, auch bei ausgepra¨gten Speckleeffekt homogene Klassifikationsergebnisse zu erzielen.
Kapitel 4 bescha¨ftigt sich schließlich mit der SAR Interferometrie und der differentiellen SAR
Interferometrie. Zielsetzung in diesem Bereich ist vor allem die praktische Implementation
von flexibler Repeat-Pass SAR Interferometrie mit flugzeuggestu¨tzten Sensoren, einer Tech-
nik, die in hoher Pra¨zision bislang nur mit satellitengestu¨tzten Sensoren durchgefu¨hrt werden
konnte. Zu diesem Zweck sind mehrere neue interferometrische Verarbeitungsalgorithmen ent-
wickelt worden, die zum einen eine genauere Bewegungskompensation unter Beru¨cksichtigung
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der Gela¨ndetopographie ermo¨glichen und zum anderen eine Bestimmung von Basislinienfeh-
lern aus dem Bildmaterial selbst erlauben. Beide Verfahren basieren wiederum auf einer Zeit-
Frequenz Analyse der Daten bzw. der interferometrischen Phase. Mit den entwickelten Algo-
rithmen wird es erstmals mo¨glich, flugzeuggestu¨tzte Sensoren fu¨r Anwendungen im Bereich der
differentiellen SAR Interferometrie einzusetzen.
Wie ersichtlich ist, ergeben sich durch die parallele Verarbeitung und Auswertung mehrerer
Kana¨le, Winkel und Aufnahmen, bzw. durch Beru¨cksichtigung von statistischen Informationen
oder Nachbarschaften, eine Vielzahl von neuen Mo¨glichkeiten, die weit u¨ber das hinausgehen, was
mit einzelnen einkanaligen Aufnahmen mo¨glich ist. Insbesondere in Hinblick auf die fortschrei-
tenden Entwicklungen der Sensortechnik werden multimodale Techniken in Zukunft eine noch
gro¨ßere Bedeutung bekommen als es schon jetzt der Fall ist. So zeichnet sich aktuell vor allem
ein deutlicher Trend hin zu ho¨heren Auflo¨sungen ab, gleichzeitig wird versucht, eine wiederholte
Abbildung von Untersuchungsgebieten u¨ber einen la¨ngeren Zeitraum hinweg zu erreichen. Der
erste Aspekt verbessert die Mo¨glichkeiten der Zeit-Frequenz Analyse, da ein weiterer Winkel-
und Wellenla¨ngenbereich erfasst wird. Der zweite erlaubt in immer besserer Weise multitempo-
rale Auswertungen sowie direkte Kombinationen von Multibaseline-Datensa¨tzen vorzunehmen,
so wie es beispielsweise in der SAR Tomographie und der Permanent-Scatterer Interferometrie
praktiziert wird. Auch die SAR Polarimetrie scheint immer mehr zu einer Standardtechnik auch
bei satellitengestu¨tzten Sensoren zu werden, da sie in vielen Fa¨llen zu einem erheblichen Infor-
mationsgewinn gegenu¨ber monopolaren Aufnahmen fu¨hrt. Dabei du¨rfte sich insbesondere die
Kombination von polarimetrischen Verfahren mit Multibaseline-Techniken zu einem hochinter-
essanten Gebiet entwickeln, das bislang nur am Rande, im Rahmen der polarimetrischen Interfe-
rometrie, genauer untersucht worden ist. In diesem Zusammenhang noch nicht erwa¨hnt wurden
multistatische Sensoren, also Systeme, bei denen Sender und Empfa¨nger ra¨umlich voneinander
getrennt sind. In der Zukunft ko¨nnten solche Sensoren, vor allem bei einer Implementation mit
mehreren simultan betriebenen Empfa¨ngern, zu einem enorm gesteigerten Informationsgewinn
fu¨hren. Die Erdoberfla¨che ko¨nnte so zeitlich hoch aufgelo¨st unter vielfa¨ltigen Beobachtungsrich-
tungen aufgenommen werden. In Kombination mit den diversen multimodalen Ansa¨tzen du¨rften
sich vo¨llig neue Mo¨glichkeiten ero¨ffnen.
Albert Einstein merkte einmal an ”Ich liebe es zu reisen, aber ich hasse es anzukommen“. Im
Bezug auf die multimodale SAR Fernerkundung sieht es momentan glu¨cklicherweise so aus, als
ob das Ziel noch weit entfernt ist und noch eine Menge neue Entwicklungen zu erwarten sind.
Vielleicht ist gerade sogar einer der spannendsten Momente der Reise erreicht, an dem technische
Entwicklungen der Sensortechnologie einhergehen mit methodologischen Entwicklungen in der
Datenauswertung - in sich gegenseitig befruchtender Weise. So gesehen kann man nur neugierig
und erwartungsvoll in die Zukunft blicken und sich weiterhin an der Reise erfreuen!
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B Liste der Symbole und Abku¨rzungen
Verwendete Abku¨rzungen:
ATI Along-Track Interferometrie
APS Atmospheric phase screen
CS Chirp Scaling
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt e.V.
ECS Extended Chirp Scaling
E-SAR Experimentales SAR (des DLRs)
FFT Fast Fourier Transformation
InSAR Interferometrisches SAR
ISLR Integriertes Nebenkeulenverha¨ltnis Integrated sidelobe ratio
LOS Blickrichtung (engl. Line of sight)
MoCo Bewegunskompensation (engl. Motion compensation)
MTI Bewegtzielerkennung (engl. Moving Target Identification)
PolSAR Polarimetrisches SAR
PolInSAR Polarimetrisches interferometrisches SAR
PRF Pulswiederholfrequenz
PSLR Peak sidelobe ratio
RADAR Radio detection and ranging
RCM Zielentfernungsa¨nderung (engl. Range cell migration)
SAR Radar mit synthetischer Apertur
SFFT Short time fast Fourier transformation
SLAR Side-looking airborne radar
SLC Single-look complex
STAP Space-time adaptive processing
TomoSAR Tomographisches SAR




A Matrix der lokalen Einfallswinkel
A˜ gefilterte Amplitude
B,B⊥ Basislinie, effektive Basislinie
Bref Basislinie zwischen Referenztracks
Breal Basislinie zwischen realen Tracks
c Lichtgeschwindigkeit
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cβ Schwellwert
C polarimetrische Kovarianzmatrix
Ci(. . .) Phasenfehler der Bewegungskompensation i-ter Ordnung
D Amplitude der periodischen Komponente einer Oberfla¨che
d Versteckte Variable der Klassenzugeho¨rigkeit
~ei Eigenvektoren
~Etot totales elektrische Feldsta¨rke
Eh,v horizontale / vertikale elektrische Feldsta¨rke
Et,r gesendete / empfangene elektrische Feldsta¨rke
E,En Basislinienfehler in LOS Richtung
Eres konstante und lineare Komponenten des Basislinienfehler
Ey, Ez Basislinienfehler in horizontaler / vertikaler Richtung
E0y , E
0
z konstanter Basislinienfehler in horizontaler / vertikaler Richtung
E1y , E
1
z linearer Basislinienfehler in horizontaler / vertikaler Richtung
eyz Vektor des horizontalen / vertikalen Basislinienfehlers








Gi(. . .) Verschiebungsoperator in Azimuth







kr Wellenzahl in Entfernungsrichtung
k
′
r verschobene Wellenzahl in Entfernungsrichtung
k
′
rj verschobene Entfernungswellenzahl, geho¨rig zu Blockelement j
kx,y Wellenzahl in Azimut / senkrecht dazu





n, nt, ni, nγ Anzahl Looks
N Anzahl Pixel in Entfernung
m Ordnung der Resonanz
M Anzahl Pixel in Azimut




P (t) Pulseinhu¨llende in Entfernung
p(. . .) Verbundwahrscheinlichkeit der polarimetrischen Klassenzugeho¨rigkeit
pq(. . .) Kombinierte Wahrscheinlichkeit der Klassenzugeho¨rigkeit
pij a-posteriori Wahrscheinlichkeit der Klassenzugeho¨rigkeit
q(. . .) Verbundwahrscheinlichkeit der Nachbarschaftsklassenzugeho¨rigkeit
r, rn, rm, r0 Koordinaten in Entfernungsrichtung
rc Entfernungskoordinaten der Blockmitte
rmc alle fu¨r den jeweiligen Datenblock erfolgte Bewegungskorrekturen
rreal,kxi Entfernung unter Beru¨cksichtigung des Ho¨henmodells und des Squintwinkels
rect(. . .) Rechteckfunktion
sji i-te Subapertur von Aufnahme j
snr (. . .) Totales Empfangsecho eines Streuers
stotr (. . .) Totales Empfangsecho aller Streuer (Rohdaten)
S˜totr (. . .) Fourier-Transformierte von s
tot
r (. . .)
st(. . .) Gesendeter Radarpuls
sinc(. . .) Kardinalsinus
S polarimetrische Streumatrix
S˜ gefilterte Streumatrix
Sij Streumatrixelement in Polarisation i, j
t Zeit




v, v0 Vorwa¨rtsgeschwindigkeit des Sensors
v(. . .) Prozessiertes Bildergebnis
vreal(. . .) Bildergebnis inkl. Phasenfehler
V˜ (. . .) Fourier-Transformierte von v(. . .)
~w polarimetrischer Streumechanismus
W Signalbandbreite in Entfernung
WDoppler Signalbandbreite in Azimut
W Gewichtungsmatrix
x, xn, x0 Koordinaten in Azimutrichtung
xc Azimutkoordinaten der Blockmitte
x¯ Azimutkoordinate mit stationa¨rer Phase
z Ho¨he
αp polarimetrischer α-Winkel
αra Abstrahlwinkel einer realen Apertur
αra Abstrahlwinkel einer realen Apertur
αsa Abstrahlwinkel einer synthetischen Apertur
β Squintwinkel
βi mittlerer Squintwinkel der i-ten Subapertur
βij Squintwinkel, geho¨rig zu Blockelement i, j
βp polarimetrischer β-Winkel
χ polarimetrische Elliptizita¨t
δsr Auflo¨sung in Schra¨gsicht
δaz Auflo¨sung in Azimut
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δ(. . .) Dirac’sche Deltafunktion
∆f,∆fsub Spektrale Separation von Supaperturen
∆h Abweichung der Topographie von Referenzho¨he
∆htopo Ho¨henmodellfehler
∆kr Wellenzahlverschiebung in Entfernungsrichtung
∆r(. . .),∆rcorr Verschiebung / Misregistrierung in Entfernung
∆rres Restbewegungsfehler in LOS Richtung
∆x(. . .) Verschiebung / Misregistrierung in Azimut
∆t,∆tn Signallaufzeit
∆y Ablagen (Bewegungsfehler) in horizontaler Richtung
∆z Ablagen (Bewegungsfehler) in vertikaler Richtung
∆Φres Phasenfehler durch Restbewegungsfehler
Γinc(. . .) unvollsta¨ndige Gammafunktion
ε Steigungswinkel der Basislinie
εref Steigungswinkel der Basislinie zwischen den Referenztracks
εreal Steigungswinkel der Basislinie zwischen den realen Tracks
ε(x, r) Phasenfehler in der Azimutkompression





ω, ω0 Kreisfrequenz, mittlere Kreisfrequenz
ωi i-th Klasse einer Klassifikation
Ω gefiltertes Maximum-Likelihood Verha¨ltnis
φ0, φi, φk Phasenlage
Φ interferometrische Phase
Φtopo topographische interferometrische Phase
Φ(. . .) Phasenhistorie in Azimut
ϕ Winkel zwischen LOS und periodischer Oberfla¨chenstruktur
ψ polarimetrische Orientierung
ψtot(. . .) Gesamtes gemessenes Wellenfeld
Ψ˜tot(. . .) Fourier-Transformierte von ψtot(. . .)
ρ Reflektivita¨t eines Einzelstreuers
%(. . .) Gesamtreflektivita¨t eines Pixels
σ, σi Standardabweichung der interferometrischen Phase
Σi Mittlere Koha¨renzmatrix einer Klasse
τ Pulsdauer




Ξ(x, y) Sto¨rungsterm einer rauhen Oberfla¨che
x Korrelation in x-Richtung




2.1 Links: SLAR/SAR Abbildungsgeometrie im Strip-map Modus. Rechts: Geome-
trische Darstellung der maximal mo¨glichen La¨nge der synthetischen Apertur Lsa 14
2.2 Links: Realteil von simulierten komplexen Rohdaten zweier punktfo¨rmiger Ziele
an unterschiedlichen Azimut- und Entfernungspositionen. Rechts: Prozessiertes
Bildergebnis nach RCM Korrektur und Azimutfokussierung. . . . . . . . . . . . . 18
2.3 Multilook-Prozessierung / Bildung von Subaperturen. Links: Aufteilung der ge-
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