We present a numerical expansion of the forward loss of CDO tranches in the case of fatalShock models (also called Marshall-Olkin). The method is very fast and can be compared with Saddle point and Recursion methods for factor copulas. The benet of the framework is to allow a term structure of spreads and correlation with a natural understanding of the correlation structure.
Introduction 2 Introduction
The most widely used models for valuing CDO tranches and their extensions (Bespokes, Zero notes etc.) are the Base Correlation and the Random Loading Factor models (cf. JP Morgan Research [28] , Andersen et al. [3] ) . They both rely to some extend on the Gaussian copula with the later also called local correlation model (as in Turc et al. [41] ). With such models, conditional independence arguments can be used (cf. Laurent et al. [30] ) to compute semianalytical prices for vanilla tranches, and even Bespokes, using mapping or mixing technics. On the one hand re-calibration, pricing and sensitivities computation is fast but on the other hand, the model does not rely on proper dynamics, making the P&L of CDO books not properly explained and the extension to options on tranches, leveraged super-senior, mathematically approximative. Alternatively, because what matters for valuing a CDO tranche is the value of the loss process L (t) at any time t, one can directly model this process: this is called the Top down approach(cf. Andersen et al. [5] , Bennani [7] , Errais et al. [23] , Longsta et al. [34] and Schonbucher [38] ). Here, we consider an extension of Due's multi-names model [12] . It also an extension of model known in reliability theory model called Marshall-Olkin's model (cf. Barlow & Proschan's book [6] , and Marshall & Olkin's original paper [35] ). It has been initially applied to real-world CDOs by by Elourkhaoui [20] and also by Tavares et al. [40] in a more simple format. In such framework, one can derive semi-analytical formulas for the Laplace transform of the Loss process using expansions and homogeneisation technics leading to ecient pricing with at intensities (cf. Elouerkhaoui [19] ). By removing the homogenisation hypothesis, those results can be extended within a term structure of credit spreads and also a term-structure of correlation (cf. Elouerkhaoui [21] , Veilex [43] ). The objective in this document is to detail the computation of this Loss expansion and to give a nancial interpretation of this result supported by numerical results. In the rst part, we describe the dynamics of the model and the main mathematical and nancial properties. We then detail the computation of the European options on Loss needed to value CDO tranches. Finally we compare the calibration and sensitivities computations with the Base correlation and Local correlation models and discuss the dierences between those sensitivities.
Model description
The multi-names credit model we consider here is special case of a Fatal shock model as described in Lindskog et al. [33] . In this framework, each individual credit entity i's default time τ i is modelled via a reduced form model, i.e. a Poisson process with intensity curve (λ i (t)) t>0 bootstrapped on a credit default swap curve {CDS 6M , CDS 1Y , .., CDS 15Y } . The intensity λ i (t) can be assumed stochastic in which case the parameters of the model are tted to both the initial default curve but also CDS options. The dependance between default times comes from some common default triggers (the factors). More precisely, let n be the number of names in our basket and (N i (t)) i=1,n the Point Processes such that τ i = inf (t > 0 : N i (t) > 0). The expectation E is taken on a probability space (Ω, F, F t , Q)where the CDS curve is computed (i.e. the risk-neutral measure Q). The model is factor based, i.e. we also assume the existence of some families of Point Processes N j (t) j=1,m driven by stochastic intensities (i.e.N j is a Cox process) and a continuum of binomial variables (U ij (t)) j=1,m such that
All the variablesN j and U ik are assumed independent. Consequently, taking the expectation:
with β ij (t) = E (U ij (t)) and Λ j (t) being the intensity ofN j , i.e. we have Q N j (t) = 0 = E exp − t 0 Λ j (s) ds . This is obviously in the case where λ i (t) is non-stochastic. In a more general Arbitrage free stochastic framework like Heath-Jarrow-Morton applied to the survival curve, we would have a dynamic on the forward intensity dλ (t, T ) = α (t, T ) dt + σ (t, T ) dW t with the usual AoA constraint α (u, t) = σ (u, t) t u σ (u, s) ds and an instantaneous intensity λ (t) ∆ = λ (t, t) derived from the forward intensity:
is actually between instantaneous intensities, and remain true in the stochastic case. Let compute the joint default intensities between name i and name k. We have
If we assume that U i j (t) and U k j (t) are independent as well as the sectors and we take the expectation we nd E U i j (t) U k j (t) = β ij (t) β kj (t) and E dN j t dN l t = 0 is j = l so the joint default intensity is given by:
and more generally for a n−uplet (i 1 , ..., i n )
From this expression of the joint default intensities, Marshall & Olkin [35] (page 39 fomula (4.9)) derive a generic formula for the survival probability of the system (here a default basket):
This expression should be replaced with integrals in the exponential in the non-constant case:
If we do a transformation from (τ i > t i ) to uniforms variables (U i > u i ) we get the MarshallOlkin copula, i.e. the copula function C (u 1 , ..., u n ) as described in Nelsen [36] .
Default correlation structure
The quantities Λ j (t) are the instantaneous intensities of some arbitrary factors generating the defaults in the basket. Those factors are independent. If a sector j defaults at time t, dN j (t) = 1, then name i defaults at the same time with a probability β j (t) , i.e. if U j (t) dN j (t) = 1. We use the beta notation β j (t) as an analogy with classic portfolio literature. Note that the β j (t) take their values in [0, 1] and drive the default correlation. They are probabilities. Before giving a sensible parameterization of the model, we need to understand what drives default correlation and where the correlation skew comes from. From the Marshall-Olkin expression (4) we easily get rst-to-default time τ F T D = min (τ 1 , ..., τ n ) intensity:
This is the result of (4) combined with (3) . This also gives a closed-form for the default-pairwise correlation ρ ij , i.e. the correlation between N i (t) and N j (t) . As we can see from a simple one factor case (cf. appendix):
so that default correlation is driven by the loading factor terms Λβ i β j . If a loading factor β i is large and the other one β j is small, ρ ij is small as name j is not likely to default if factor Λ" defaults (cf [18, 19, 20] for more details).
Default correlation skew
According to the market, the implied probability that all names default is not zero, i.e. there is a correlation skew (because the Gaussian copula can not reproduce this property except with a very high correlation) : those are rare events when all the names default together. From a modelling point of view, a correlation skew according to the market is generated when the correlation between defaults is higher in bad economic cycles than it is in good economical cycles. The local correlation approaches illustrate very well this idea : instead of using a constant asset correlation ρ one use a function ρ → ρ (Z) , Z being the Gaussian common variable in the decomposition of the assets
. Let H be the cumulative distribution of X i and N be the cumulative distribution of a Gaussian N (0, 1). As default τ i happens before t if and only if the asset X i hits a threshold
, we see that conditional on Z the probability for X i to be below the threshold is given by
. So this probability is small when Z is very positive (i.e. the associated quantile is close to 100%), and is large when Z is very negative (i.e. the quantile is close to 0%). To obtain a correlation skew with that framework, we simply need to have ρ (Z) a deceasing function of Z. This is what is required to t the local correlation functional to the market, as in Figure 1 Quantile associated with common factor Z Local correlation skew can also be observed in the fatal shock framework, with proper underlying dynamics: if there is a probability p that all names default simultaneously then we have
with Q (τ Λ < t) = p, i.e. all the names are loaded on this factor Λ. Intuitively, the probability p is the probability of the n th to default happens so Λ (t) should drive the Super Senior spread of CDOs. So if the driver associated with Λ defaults, then all the names default simultaneously: this strong property is not part of the Gaussian copula framework, even with very large correlation because all names default means in a certain order associated with their spread. In order to de-correlate the model, one of the factors, λ 0 i (t) , needs to be idiosyncratic:
Increasing or decreasing λ 0 i (t) almost only aect Equity tranches, as those are the most sensitive to idiosyncratic risk. The other terms m−2 j=1 β ij (t) Λ j (t) impact all the tranches but are mainly used to improve the calibration precision. Considering the correlation skew as a function of the state of the economy, we can see that for good names, i.e. λ i (t) small, then Λ (t) represents a higher proportion of the intensity than for those names with λ i (t) high. This is a trivial consequence of the linear decomposition (4) and illustrated in Figure 2 : it shows the decomposition of intensity along those 3 dierent sectors : the idiosyncratic part λ 0 i (t) drives the equity tranches, while the super senior is driven by Λ (t). On top of that, it shows that good names are more correlated than bad names. Note also that conditionally on the factors Λ j (t) defaulting, the names are independent, as the U ij (t) and U kj (t) are independent for any (i, k). This property can be used to optimize Monte Carlo defaults generation. Not that an alternative way to obtain a correlation skew in a Gaussian framework dierent from the Local correlation described above, and from the Base correlation, is to use a multi-factor Gaussian model where the correlation values ρ ij = E (X i X j ) are high for the pairs (i, j) associated with low spreads, and low for couples of names (i, j) with high spreads. The gure above shows the couple (U i , U j ) where U i and U j "Correlation skewed" model 
Example of model parameterization
Following the idea that we need at least a Super Senior factor Λ (t) and some mixing terms
, we decompose the intensity as:
The rst factor Λ should be the same for any name in the book while Λ I is associated to a given Credit Index so that we have
Within a given index the term structure of Λ (t) + Λ I (t) is used to roughly t the Super Senior tranches for that index I. When pricing bespoke tranches mixing names from indices I i and I j , the common driver becomes min
. The second set of parameters {β iE (t) , β iS (t)} can be calibrated directly or parameterized. As we want to t 5 or 6 tranches, we ideally need 6 parameters. We propose to use β iE (t) = β E (t) for the spread higher than the median, and β iE (t) = β E (t) for the spreads lower than the median. A similar decomposition is used for {β iE (t) , β iS (t)}.
Alternative to the Fatal-shock and also non-copula based models
There are alternative models to Fatal Shock models with proper dynamics : to a larger extend, all models based on a Top Down approaches, where the Loss process is modelled directly, without considering individual defaults. Some of those models are also used in earthquakes modelling As an example, ETAS models, for "Epidemic Type After Shocks": the number of earth quakes N (t) = i:t i <t X (t) up to time t, starting from given reference date follows a Point Process with an intensity function of the recent number of earthquakes and their magnitudes. It is a more generic class of Cox process with a self-exciting behavior. This property is a way to generate clustering because large earthquakes are generally followed by smaller earthquakes, called aftershocks [37, 23, 11] . The model we are interested here belongs somehow to a much larger family of models where the loss process or the counting process, i.e. the number of defaults in the portfolio can be written as:
where N j t are compound Poisson or more generally Hawkes processes. Amongst the approaches that can be used in practice to value CDO tranches, we can mention for example:
• Longsta et al. [34] approach, where we have
with m = 3 to t the index tranches, β j are constant but N j t j=1, 3 are driven by CIR type stochastic intensities. Semi-analytical formula mixing series expansion, zero coupon CIR price formula and recursive formula for some coecients are available in that case, making the model tractable.
• Brigo et al. [8] , where we have :
with m = n the number of names in the portfolio, α j = j and N j t is also driven by stochastic intensities. Series expansion (as products on n series) are less obvious in that case.
• Errais et al.'s Top-down approaches, where:
where N t is a Generic Hawkes's process, i.e. its intensity is a function of the process itself
The functions c and d are deterministic and account respectively for the long term equilibrium value of λ and its short term reaction to a jump. This decay function is indeed necessary in order to avoid having the intensity quickly escalading to innity. This class of models does not support semi-analytical formulas but the ane jump diusion framework leads to solving simple ODEs (Ricatti equations), as described in Due's papers [13, 14] .
• An HJM-type approach for the loss process proposed by Bennani [7] : the zero-loss bond or the forward loss rate is treated as in HJM models. So the drift terms are naturally derived using AoA arguments. Alternative Forward loss models in discrete time are also described in Schonbucher [38] Andersen et al. [1] . and Anrsdor et al. [4] .
• The Basket Composite Model:
In the context of Common Poisson Shock models described by Lindskog et al. there is specic case : the Basket Composite Model, from Tavares et al. [40] , where all the β ij are equal to one. In this framework, the intensity of each individual names is decomposed in 3 parts. There is a common part, a copula part and an idiosyncratic part:
As a result of independence between those names, survival probabilities are written as a product
But the Q (τ i,C > t) are not independent between names but correlated via a one factor Gaussian copula (without skew). So we see that the default correlation comes from the super senior driver with an intensity λ S (t) and also from the copula correlation associated to the terms λ C,i (t).
There is no correlation alteration from the β ij s as those are all equal to one. The benet of this approach is to somehow be able to isolate the super-senior correlation from the general mixture coming from the λ C,i (t) and is, in that sense, more suited for valuing CDO^2 than simple CDO tranches, as the calibration may not be accurate. It is also adapted for valuing NTD baskets in Emerging market countries as all the names in an emerging country share the same systemic "country risk" λ country (t). The model could of course be generalized to more that one factor where conditioning arguments enable to get semi-analytical formulas.
Using correlation expansions and Laplace inversion to value CDO tranches
Numerically speaking, the pricing technic we are going to describe is based on a series expansion of a Laplace transform. The idea of using correlation expansion in a multi-factor Gaussian framework in described in the paper of Glasserman et al. [26] . Their result is based on the following result from Kibble:
The approach is nevertheless very dierent from ours because applied to random loading factor models and expansion in their paper means small noise expansion of the correlation term.
In [27] , the authors combine a Laplace transform with a numerical transform inversion, i.e. quadratic transform approximation of the Laplace transform.
Analytical computation of the Portfolio default distribution
We now derive the computation of the number of defaults distribution in a general framework for the Marshall-Olkin model with a spread and correlation term structure. This result will then be extended to the Loss distribution and tranche price. Let dene n the number of names in the portfolio, T > 0 the time horizon and consider X the number of defaults process seen from today (i.e. t = 0):
and the default time τ i have an instantaneous intensity given by
with
and the n−uplet
This result is obvious if the X i are independent by expanding the products E x X i = x + (1 − x) q i but one needs some conditioning arguments in the general case. Note that in the independent case, we know how to numerically compute the number of defaults, via a recursion algorithm or using approximations (Saddle point, Gaussian approximations etc...) . In that case we write
and we write P q 1j ,...,q nj (k) the probability to have exactly k defaults in the portfolio. Proposition 1. In the case of the process X = n i=1 1 {τ i<T } , the characteristic function φ X (x) can be written as an expansion of characteristic functions of independent binomial distributions:
where the terms w j and the survival probabilities q ij depend on the betas term-structure β ij (t) and factors intensities Λ j (t) .
Numerically, this series is truncated at an order N and we can see in practice that the larger the portfolio the smaller that number can be (typically N ≈ 2 or 3 for Itraxx / CDX tranches and n ≈ 5 for small baskets, i.e. less than 10 names). A natural consequence of that result is the that portfolio distribution is simply:
where P q 1,j ,...,q n,j (k) are computed using approximations or explicitly via recursion of FastFourier-Transform. Now let compute those w j and q ij .
Computation of the expansion terms
We already know that
This is also a product that we have identied above :
So let apply the lemma to X = n i=1 X i . We have a term Q s simply given by
This relation is an obvious consequence of x s,i being in {0, 1} as the terms with x s,i = 0 vanish in the sum. Now let clarify the notation that we are going to use:
The terms ∆ j,l are forward zero intensities. We indeed assume that the β ij as well as the factor intensities Λ j are constant by step. The forward default correlation between time T l−1 and time T l is only dened via β ij (T l ) and ∆ j,l . We see in (12) that Q s is the product of 2 terms:
The rst term will be factorized in the characteristic function. The second term is an exponential:
Decomposing the integral in s:
ds in constant by step terms and using a Taylor expansion of the exponential function we get:
Permutating the sums and the products we get
...
We managed to isolate the terms in ∆ .,. and the terms in (1 − β ... ) but we still have to identify (13) where q i,{n} depends on i and the series of integers {n j,l } j,l . Theñ
Finally the characteristic function of the portfolio number of defaults is
The last term 2 n s=1 φ q 1,{n} ,...,q n,{n} (x) can easily be explicitly computed. In addition, the k th term is:
Remark 1. We see that:
• The terms
S−1 k=0
are common to all the terms P (X = k) x k in the characteristic expansion so they can be computed once.
• The default distribution of the portfolio is expanded in forward terms ( 
Financial interpretation of expansion terms
We know that if
.., q n,{n} can be seen a set of default probability of each name conditional on the m−uplet (compound poisson) of defaults of each sector :
• ...
• Sector m to default n m,1 times on [0,
is the survival probability of name i conditional on the above set of eventually successive defaults happening. We have a product of (1 − β i,j,l ) because sector defaults are mutually independent and also independent consecutively. We also see that the term
i,{n} is a product because all the names are independent conditionally on a given sector defaulting. This is the main hypothesis that diers from the basket Composite
Model as the term exp
is simply the probability of such event happening. We could ask ourselves if we have top-down thinning formula here. The answer is yes: as opposed to a pure Top-down approach, i.e. an explicit formulation of the loss process (or equivalently number of defaults counter) as in [40, 34, 8, 24, 25] , where we do not a priori know who causes the loss, here we have both :
• the expression of the conditional default probability of each name;
• the probability of each sector defaulting;
• the impact of the β ij term-structure (of conditional default) on both terms above; But we will see that a thinning of the total intensity process m j=1 Λ j (t) will be useful to improve the Monte Carlo simulation.
Numerical implementation
Although the termsQ s look computationally intensive, the algorithm is simply a series ofÑ · N encapsulated loops, each term involving the computation of S × m terms, whereÑ is the order of truncation. In practice the computation of the distribution takes fractions of seconds to be computed. If we use a recursion algorithm to compute the distribution of n independent names, the total number of recursions to compute is (S × m) N . As expected this is a function of number of points in the term structure and the number of market factors. A reasonable set to t the model to the term structure of tranches is S = 4, m = 3 and N ∈ {1, 5} . This is obviously larger than the usual number, around 30, that we use in a Gauss quadrature in a base or local correlation model but it remains tractable in practice. In practice, one start by computing the rst distribution in the sum (10) : this corresponds to the idiosyncratic term, i.e. the distribution of a portfolio with intensities Λ E i and n j,l for all j, l. The weight associated is one. Then we multiply the weight will be 
Loss maturity = 10Y with high correlation
Inc rea sin g num ber of exp ans ion s Figure 4 : The loss set of modes, i.e. the modal behavior, appears along the expansion formula.
Examples of expansions for 7Y and 10y maturities
• The rst mode is the idiosyncratic one.
• The more terms we add in the expansion, the higher the number of modes.
• The tail of the distribution being specied by the modes of the factors, the higher order terms are critical for the accuracy of the super senior tranches.
By changing the parameters of the model, we can magnify more or less the importance of the modes, as we see in Figure 4 . Generally, the larger the number of factors, the smoother the loss 5 A simple expression for the loss term structure distribution and European options on loss Now that we have interpreted each term in the expansion of the number of defaults distribution, we can easily compute the characteristic function of the loss distribution. Then, via a simple recursion algorithm or a distribution approximation, we can compute both the loss distribution and a tranche premium as a call on the loss. We use the following notations:
• R i is the recovery if name i defaults
• N i is the notional invested in name i.
• L i = (1 − R i ) N i is the realized loss on name i defaulting.
Based on those notations, and expression (6), the Loss process up to time T is given by
in the case where default times are independent with survival probabilities (q i ) i=1,n and loss contribution (L i ) i=1,n . From the nancial interpretation of the default expansion, we can directly write the loss distribution characteristic function
Similarly an option on the Loss is given by the formula
where q i,{n} are the conditional survival probabilities on each sector defaulting given in (13) and
is a call on the loss with Loss for independent names. This can be computed via tail approximations or explicitly via recursion.
Remark 2. Numerical Approximation: given the number of sums to compute a call on loss, it is preferable to use faster numerical approximations than the recursion. The Saddle point is a candidate but too slow, as we have to nd the saddle-point each time. Some recent results from El Karoui et al. [17] suggest that the Normal approximation or the Poisson approximation with some corrections from Stein&Chen are better candidates (see also [10] and [39] ). They also improve the simple Jarrow-Rudd approximation applied in the case of CDO pricing in [43] . The Gauss and Poisson approximations are described in the appendix.
Remark 3. Stochastic recoveries. The formula for the Loss expansion naturally can be extended stochastic recoveries as long as we can apply some conditioning arguments in the expression of Call L {q i,{n} },{Li} (K) .
Pricing CDO tranches via Monte Carlo : thinning algorithm
We can use the semi-analytical formula (15) or a Monte-Carlo approach. The Monte-Carlo speed can be improved using some Poisson thinning arguments, i.e. by using a random thinning of the global factor t → Λ (t) = m j=1 Λ j (t). Indeed, Λ (t) is the intensity of the global market factor, i.e. a default time τ Λ associated with a Poisson process P (Λ (.)) is also the rst to default of the m default times τ Λ 1 , ..., τ Λm . So let dene
We see that to nd which default time τ Λ j is equal to τ Λ , we need a random thinning, as explained for example in [25] . In our case, we can directly apply the results of Due ( [12] , formula (14)):
Based on this proposition, we simulate the n issuer default times as follow :
• Simulate n idiosyncratic default times τ E i associated to the idiosyncratic intensity λ i,E in
• Simulate τ Λ associated with Λ (t) . If τ Λ < trade_maturity, we have to use the thinning methodology just described above to nd which sector has defaulted. So we draw a uniform variate and depending if it falls in [0,
• Then for name i, compare τ τ Λ 1 with τ E i :
and this name's default is idiosyncratic;
by simulating a uniform variate U independent of any other one and
i and the defaulting sector does not impact name i.
The graph below shows the convergence of the Monte-Carlo simulation distribution of the Loss in the case of Itraxx. This distribution is compared with the true distribution, computed via (15). Loss % in the portfolio (125 names)
Local distribution
Monte-Carlo 5000 paths Monte-Carlo 50000 paths loss expansions Figure 6 : The loss distribution can be computed very accurately via expansions
Numerical results
In this part, we value CDO tranches with 3 dierent models: Base correlation, Local correlation and Fatal-Shock, using semi-analytical formula and loss expansions as described above. We compare the calibration results as well as the sensitivities for dierent tranches and maturities.
Market base correlations
We have the following market prices as of a day in June 07. Equivalently, the base correlations and local correlations calibrated are given below: 
Calibration of Fatal-Shock model
We used a term-structure of market factor and 5 market factors: w 0 , w E , w JM , w M and w S . Consequently, the instantaneous intensity of each name is decomposed via the relation as in y (5):
The term structure, once calibrated, looks like that: Note that this is an initial guess, as the quantities that are calibrated are actually the β i j. We choose a parameterization for those coecients. One can choose for instance an exponential .2  MF_S  3  3  3  3  3  3  MF_M  3  3  3  3  3  3  MF_JM  5  5  5  5  5  5  MF_E  10  10  10 Note that the discontinuity in the Fatl shock sensitivities (red curves in Figure 12 ) comes from the fact that the loading factors on the market factors are constant by step functions of the zero-intensity of the names. This discontinuity could be removed using smooth functions of the zero-intensity. Looking at the sensitivity of the tranches with respect to the model enable to understand the cost of hedging when using model A or model B. An other parameter to look at is the impact of spread widening or tightening. From a risk point of view rst, this is important as spreads tend to move in the same direction in periods or crisis (like now in credit space). The other reason is associated to structuring / marketing : indeed most of the convexity trades, for example Index versus an equity tranche, tranche X versus tranche Y or or CMDS versus index try to exploit convexity and the carry of the trades and what could happen if spread widen or tighten. So it is important to see how the tranche behave. The gure below gives the tranche convexity for an equity tranche and a senior tranche. As we can see in the case of the equity tranche, Figure 11 : Equity and Senior tranches convexity the Marshall-Olkin equity price is above the Gaussian type copulas : this can be explained by the fact that when spread move up, only the idiosyncratic part moves up (the market factors are unchanged) so that is equivalent to de-correlate the model. As an equity tranche is "short correlation" this has a compound eect to increase the equity spread, so the value of the tranche. The opposite behavior is observed on the more senior tranches. The same remark is valid for the local correlation, that is also de-correlated when spread increase, compared with a at (base) correlation. This remarks also apply to the spread deltas.
Conclusion
We have presented a fast and accurate method to value CDO tranches with a Fatal-shock framework and and a term-structure of correlation. We have seen that the method can be also applied to bespoke CDOs and is an alternative to Base correlation and Local correlation models.
9 Appendix 9.1 First-to-default survival probability and default pairwise correlation in a one factor model
We consider here a toy fatal shock model with 2 factors : let suppose that we have two names with constant intensities λ i loaded an a common factor Λ and idiosyncratic part λ 0 i :
The joint default intensity λ 12 is given by (2) :
We have
and those sets are disjoints so we can take the product of expectations
Each set is associated with the following intensities:
So nally:
The First-to-default intensity is given byλ 1 +λ 2 + λ 12 and can also be written as
which can be factorized:
The default pairwise correlation for time horizon t can be factorized as well:
Note that when t or Λβ 1 β 2 t is large then Q (τ i > t) and 1 Q(τ i ≤t) are small to compensate for the explosion of exp (Λβ 1 β 2 t).
Gauss and Poisson versus Saddle point approximations
An alternative and faster method than the Saddle-point is taken by El Karoui et al. in [17] : the Gaussian and Poisson approximations of Stein & Chen. The Gaussian approximation can be computed dierently and at higher orders of precision, i.e. without using the zero normal bias transformation : the generalized Edgeworth expansion can be found part 5 of [42] . We briey remind here the idea behind the Stein & Chen approximations. One can nd a very detailed analysis of the method as well as some comparisons with alternative numerical methods (i.e. Monte Carlo) in the context of CDO tranches pricing in El Karoui et al.'s paper. Let h be a real-valued function and let dene
In 1972, Stein [39] proposed a method to estimate the rate of convergence of a sum of independent random variables to a Gaussian one. The method is based on the observation that if W ∼ N (µ, σ W ) then for any h :
So if for a given W (not Gaussian) with mean µ and standard deviation σ we manage to nd f such that f solves Stein's equation:
we can get an approximation of E (h (W − µ)) by bounding the dierence
In 1975, Chen, in [ [10] ] , applied a similar method based on the observation that if W ∼ P (λ) then:
so, by solving the Poisson-Stein equation:
we have h (W ) = P λ (h) + approx. The approximations applied for the call on loss are given in [17] with
Note that W and k are respectively the loss and the strike shifted of the expected loss.
Gauss approximation
In that case we have explicitly for
We recall that
is Bachelier Formula (i.e. Black&Scholes in the Normal case):
We also have the moments:
Poisson approximation
In that case we have with Λ = n i=1 p i , and assuming that all the recoveries are the same R i = R E (h (W )) = P Λ (h) + C P h
The Poisson Approximation treats somehow the loss process as a Poisson process of intensity its own mean : P Λ (h) is the price of a call on Loss for such a process. C P h is the correction for this price given that the loss process is not exactly a Poisson one.
Remarks on the performance Stein & Chen's methods
Gaussian approximation works well "in the tail", i.e. for more senior tranches, less for equity tranches. When tested on CDO tranches, the Poisson approximation is generally much more accurate than the Gaussian one. It also perform better than the saddle-point approximation, especially for low correlations. Only for very high correlations, the Poisson approximation is less reliable. The main benets of those 2 methods are :
• speed of computation: as opposed to the recursion, there is no computation of the entire distribution. And more simple than the saddle-point, one does not need to nd explicitly the saddle-point for each conditional value of the loss distribution: this is particularly time consuming for the deltas, as each bumped name involves a new saddle point root search.
• both methods can be extended to stochastic recoveries and have closed forms for the credit spread sensitivities.
• Depending on the strike, the call on loss should be computed always very out of the money if one use the saddle-point approximation: so one use the call-put parity if the strike is below the expected loss. On the contrary the Poisson Approximation is very robust to the strike, i.e. the attachment point, so one does not need to compare the attachment point with the expected loss.
More gures
We have the tranche delta versus spread:
Spread risk : Equity 5Y bid 
