Abstract
Introduction
The problem of hidden state estimation from noisy measurements is transversal to several disciplines. Recursive Bayesian Estimation (RBE) is the tool typically used to tackle this problem.
One of the main limitations to its use is the requirement to a priori specify a process dynamic the user believes the system to generally follow, also referred to as transition model . In most cases this model is unknown and is empirically selected among a restricted set of standard ones. This approximate tuning of a recursive Bayesian ſlter may seriously degrade its performances, that could be optimal (e.g., Kalman ſlter) or sub-optimal (e.g., particle ſlter) in case of correct system identiſcation.
In this paper, we propose to learn the transition model on-line without any intervention of the user via Support Vector Machines. We provide ſrst a conceptual solution suitable for the general formulation of RBE and we discuss some points that are valid for every speciſc instantiation of this general model. Then, we address the linear Gaussian case and provide a detailed solution for the Kalman Filter, dubbed Support Vector Kalman (SVK).
The combination of the strengths of the Kalman ſlter and the SVM for visual tracking applications has appeared already in [6] . SVM was used to provide an adaptive measurement process to a standard Kalman ſlter with ſxed transition model. The focus was on getting good measurements even in presence of highly similar targets, rather than on improving tracking performances learning on-line the motion traits of the object of interest. More closely related to our work are the efforts produced on the derivation of Adaptive Kalman Filters, that have been studied almost since the introduction of this ſltering technique. In fact, our SVK can be seen as a new approach to build an Adaptive Kalman Filter. The main idea behind adaptive ſltering schemes is that the basic source of uncertainty is due to the unknown noise statistics, and the proposed solution is to estimate them online from the observed data. One of the most comprehensive contributions is [9] . It reviews proposed approaches and classify them according to four categories: Bayesian Estimation (BE), Maximum Likelihood Estimation (MLE), Correlation Methods (CM) and Covariance-Matching Techniques (CMT). Methods in the ſrst category imply integration over a large dimensional space and can be solved only with special assumptions on the PDF of the noise parameters. MLE requires the solution of a non-linear equation that, in turns, is solvable only under the assumptions that the system is time invariant and completely observable and the ſlter has reached a steady state. Under these assumptions, however, only a time invariant estimation of the parameters of the noise PDF can be obtained. Correlation Methods, too, are applicable only to time invariant and completely observable systems. Finally, Covariance-Matching Techniques can estimate either process or measurement noise parameters and turn out to provide good and time-varying approximations for the measurement noise when the process noise is known. In [10] , an improved correlation method is proposed, but the requirement on the stationarity of the system is not dropped. In the context of visual tracking, [16] presents the application of an Adaptive Kalman Filter. The process and measurement errors are modiſed in every frame taking into account the degree of occlusion of the target: greater occlusion corresponds to greater value of measurement noise and vice versa. The two noises always sum up to one. In the extreme case of total occlusion, measurement noise is set to inſnity and process noise to 0. In [17] , the term Adaptive refers to an adaptive forgetting factor, that is used to trade off the contribution to the covariance estimate for the current time step of the covariance estimate for the previous time step and the process noise. This is done in order to improve the responsiveness of the ſlter in case of abrupt state changes. With respect to all these proposals, our SVK makes less assumptions on the system, the only one being its complete observability. Moreover, unlike BE, MLE and CM techniques SVK provides a time-varying noise statistics estimation. Unlike [16] , SVK is not specifically conceived for visual tracking and, hence, generally applicable. Finally, it is worth pointing out that, unlike all reviewed approaches, SVK is adaptive in a broader sense, for it identiſes on-line not only the process noise statistics but also the transition matrix.
Recursive Bayesian Estimation
The problem of hidden state estimation from noisy measures in discrete-time systems is typically solved via Recursive Bayesian Estimation. In this framework, following the notation from [1] , the system is completely speciſed by a ſrst order Markov model compound of
• a law of evolution of the state,
where k ∈ N is the discrete time variable, x k is the state at time k, ν k is an i.i.d. process noise sequence and f k is a possibly non-linear function relating the state at time k with the previous one.
• a measurement process,
where z k is the noisy measurement at time k, η k is an i.i.d. measurement noise sequence and h k is a possibly non-linear function relating the measurement at time k with the current state.
• an initial state x 0 , that in the context of Bayesian reasoning is known via its PDF p(x 0 ). 
On-line learning of the motion model
One of the main disadvantages of RBE is the need to a priori specify the transition model. The difſculty of identifying a proper transition model for a speciſc application typically leads to an empirical and suboptimal tuning of the estimator parameters. A widespread solution to this problem is to learn the transition model off-line from training sequences. Besides the availability of these training sequences, that, depending on the application context, may be easily as well as nearly impossible to have, the major shortcoming of this solution is that it does not allow for taking advantage of the opportunity to change the transition model trough time, although this would be beneſcial and neither the conceptual solution nor the solving algorithms require it to be ſxed in time.
In this paper, we propose to overcome the difſculties and the shortcomings due to empirical set-up of the transition model by learning it on-line . If the state is completely observable, i.e. the h k function just adds measure noise on the state, as it is the case in most practical applications, the transition model is directly related to the dynamics exhibited by the measures. Hence, it is possible to exploit their temporal evolution in order to learn the function f k , and, implicitly, the PDF p(x k |x k−1 ). That is, we can avoid to deſne p(x k |x k−1 ), and instead use in its place a learned PDF p z 1:k−1 (x k |x k−1 ), derived from a learnedf z 1:k−1 . Here, p z 1:k−1 formally indicates that the PDF is learned using as training data the relationships between all the consecutive measures from 1 to k − 1.
Furthermore, we propose to learn the motion model using Support Vector Machine in -regression mode (SVR). SVMs are well known and effective tools in pattern recognition based on the statistical learning theory developed by Vapnik and Chervonenkis. Their use as regressors is probably less popular but even in this ſeld they obtained excellent performances [15] .
SVMs in -regression mode
To introduce SVMs as regressors, and in particular in -regression mode, let us have a quick look at the regression of a linear model given a series of data (x i , y i ). In -regression mode the SVR tries to estimate a function of x that is far from training data y i at most and is at the same time as ƀat as possible. In the linear case, the model to regress is
and the solution with minimal complexity is given by the solution of the following convex optimization problem
The constant C is an algorithm parameter and weights the deviations from the model greater than . The problem is then usually solved using its dual form, that is easier and extensible to estimation on non-linear functions ( [15] ).
SVRs for transition model identiſcation
In the context of RBE, given the ſrst order Markovian assumption, one is left with two options to regress f k : a) to learn it from measures, that is to provide to the SVR as training data at time k the tuples x 1 , z 2 , . . . , x k−2 , z k−1 , wherex k stands for the state vector estimate obtained from the recursive Bayesian ſlter at time k; b) to learn if from states, that is to provide to the SVR as training data at time k the tuples x 1 ,x 2 , . . . , x k−2 ,x k−1 . Going into more details, since the SVR can only regress functions f : R n → R, if the state vector has dimension n, n SVRs are used, and each one is fed with tuples of the form x k−2 , o i k−1 , where the superscript i indicates the i-th component of a vector and o represents eitherx or z. Generally speaking, to learn the model from ſltered states may induce the learning ſl-ter to repeatedly conſrm itself, i.e. to learn the transition model that itself is imposing on the data. While this effect may guarantee a certain level of smoothness of the output, if this loop degenerates the ſlter may trust too much the learned model and diverge completely from the real state of the system, ignoring subsequent measures. On the other hand, learning form measures avoids this risk and results in a more responsive ſlter; yet, for the same reasons, this gives a ſlter deſnitely more sensitive to noise, whose effects on the jitter of the output or on the quality of the learned transition model cannot easily be mitigated. Therefore, we advocate the use of the learning from states strategy and will introduce a speciſc mechanism to avoid degeneracy of the learning loop.
Another choice that may affect performances is the temporal window used to select states (or measures) for train- ing. Clearly, it does not make sense to use all the transitions of states since the beginning of the observations to learn the transition model for the current time slot, or, at least, it does not make sense during regression to equally weight the hint each of them provides. A solution that may be used to address this problem is dynamic SVR for time series regression [3] . While we believe that this may be beneſcial, and we plan to experiment with this solution in the near future, so far we have relied on a simpler solution, namely a sliding window of ſxed length, to prevent the too old samples of motion from polluting the current estimate.
Finally, the inƀuence of the time variable must be considered during regression. To understand this, consider the circular motion on the unit circle depicted in the leftmost chart of Fig.1 . Assuming for clarity of the graphical explanation the state vector to be composed only by the x position of the point, some of the samples from which the SVR has to regress the transition model of this point are depicted in the second chart. As can be seen, without taking into account the evolution of the state through time, even with a perfect regression (represented by the dotted line in the second chart), it is impossible to have a correct prediction of the state at time t, given the state at time t − 1: for example, at time t = 4 and t = 6 the previous state, x t−1 , is equal for the two positions, but the output of the regression should be different, namely x 4 = −1 and x 6 = 0. This situation can be disambiguated adding time as an input variable to the function to be regressed, as shown by the last chart. Therefore, in the end the tuples in input to every SVR are of the form 2,
In the following section we address in detail the linearGaussian case, when the Kalman ſlter is the optimal solution, and show how our framework can be instantiated to successfully and advantageously learn the transition matrix on-line.
Support Vector Kalman
In the case of linear process and measurement functions, of Gaussian zero-mean noise and of Gaussian PDF for the initial state, all the subsequent PDFs of the state are (multivariate) Gaussians as well. Therefore, they are completely speciſed by their mean vector, that is usually considered also the estimation of the state, and their covariance matrix. The RBE framework for this case becomes:
Since among the hypothesis of the Kalman ſlter is the linearity of f k , two consequences immediately arise: we must use a linear kernel, i.e. the SVR formulation introduced in 2.2; and, we must modify it in order to regress a linear function. In fact, the standard function learned by an SVR is (3), i.e. an afſne mapping. As discussed in [12] , a linear mapping can be learned without harming the general theory underneath SVM algorithms. Moreover, a solving algorithm for the linear mapping was also proposed in the paper that introduced the standard and widespread solution for the afſne case, i.e. the Sequential Minimal Optimization (SMO) algorithm [11] .
Using this set-up for the SVRs, it is possible, given the training data in the considered temporal window, to obtain an estimate of F k . In fact, each weights vector w k learned by an SVR at time k is almost directly one of the row of the estimateF k of F k . This almost refers to a last but not least aspect to be considered in order to regress a truly linear function: the problem of normalization. Typical implementations of SVMs require the input and output to be normalized within the range [0, 1] or [−1, +1]. While this normalization may be thought of as neutral as far as the SVR output is concerned, it has subtle consequences when the weights vector of the SVR is used as a dynamic parameter for a Kalman ſlter. To illustrate this, let us consider a simple example where a mapping from a scalar x to y is learned, and the variables are normalized to the range [−1, +1]. Theñ
where the superscript˜denotes the normalized variables and x max , x min are the maximum and minimum value of the measured variable within the considered temporal window. Hence, the function of x that gives the unnormalized y is
i.e., again an afſne mapping. Therefore, using the unnormalized coefſcient a as an entry of the transition matrix F k results in poor prediction, since the constant term is not taken into account. In order to obtain a linear mapping, that ſts directly into the transition matrix of a Kalman ſlter, a two steps normalization must be carried out. Given a sequence of training data, a ſrst normalization is applied,
These are the data on which the Kalman ſlter has to work. In other words, at every time step, the output of the previous time step must be renormalized if its value changes the minimum or maximum within the temporal window. This is equivalent to a translation of the origin of the state space and does not affect the Kalman algorithm itself. No normalization is required for the covariance matrix. After this normalization, the data can be scaled in the range [−1, +1], as required by the SVR, according tõ
where the mining of the subscripts is the same as in (7). Using this two steps normalization, the unnormalized function of the Kalman data is
i.e. the required linear mapping. A ſnal remark is worth pointing out. The noise model assumed by an SVR is Gaussian, with mean and covariance being random variables whose distributions depend on C and [13] . The mean, in particular, is uniformly distributed between − and . Therefore, the SVR noise model is a superset of that assumed by the Kalman ſlter, i.e. a zeromean Gaussian. In other words, the SVR is a theoretically sound regressor to apply in all the set-ups when the Kalman is the optimal ſlter.
Adaptive process noise model
As we have seen in the Introduction, the classical deſ-nition of an adaptive Kalman ſlter is more concerned with dynamic adjustment of Q k than with the adaptation of the transition model [10, 17] . Our proposal makes it easy to learn on-line the value of F k , but provides also a sound and efſcient way to dynamically adjust the value of the process noise. The value of Q k , in fact, is crucial for the performances of the Kalman ſlter. In particular, the ratio between the uncertainties on the transition model and on the measures tunes the ſlter to be either more responsive but more affected by noise or smoother but with a greater latency in reacting to sharp changes in the dynamics of the system.
Within our framework, a probabilistic interpretation of the output of the SVR allows to dynamically quantify the degree of belief on the regressed motion model, and, consequently, the value of Q k . Some works have been done already on a probabilistic interpretation of the output of a SVR [5, 4, 8] . All of them look for error bars on the prediction, i.e. the variance of the prediction. Therefore they are all suitable for estimating a Gaussian covariance matrix for the regression output. We chose to use [8] since it is the simplest method and turned out also the most effective in the comparison proposed in [8] .
Given a training set, this method performs k-fold cross validation on it and considers the histogram of the residuals, i.e. the difference between the known function value at x i and the value of the function regressed using only the training data not in the x i fold. Then it ſts a Gaussian or a Laplace PDF to the histogram, using a robust statistical test to select between the two PDFs. In our implementation, in accordance with the hypothesis of the Kalman ſlter, we avoid the test and always ſt a Gaussian, i.e. we estimate the covariance as the mean squared residual. We also keep Q k diagonal for simplicity. Hence, every SVR provides only the value of the diagonal entry of its row of Q k . As discussed before, however, learning from states is prone to degeneration of the learning loop into a self conſrming ſlter unaffected by measures. To avoid this, we prevent the covariance of every SVR to fall down a predetermined percentage of the corresponding entry of R. This has experimentally proved to be effectively enough to avoid the coalescence of the ſlter while at the same time preserving its ability to dynamically adapt the values of Q.
Finally, this method of update of the process noise allows for an intuitive interpretation of C. Since it weights the deviations from the regressed function greater than , it is directly related with the smoothness of the Support Vector Kalman output. In fact, if C is kept high, errors will be highly penalized, and the regressed function will tend to overſt the data, leading to greater residuals during the cross validation and to a bigger uncertainty on the transition model. This will result in a more noisy output of the Kalman estimation. If, instead, C is kept low, the SVR will generalize better and the residuals during the cross validation will be less signiſcant. The resulting tighter covariances will produce a smoother estimate by the Kalman ſl-ter.
Experimental results
We provide ſrst two simulations concerning a simple 1D estimation problem (i.e., a point moving along a line). In the ſrst experiment, the motion is kept within the assumptions required by the Kalman ſlter, in particular there is a linear relationship between consecutive states. In the second one, a case of non-linear motion is considered. Finally, we provide experimental results concerning tracking of the 3D position and orientation of a moving camera for real-time video augmentation.
Simulation of linear motion
In both simulations, comparisons have been carried out versus three Kalman ſlters adopting different motion models: drift (Kalman DR), constant velocity (Kalman CV) and constant acceleration (Kalman CA). Two different tunings were considered for each Kalman ſlter: a more responsive one, when Q has been set equal to 10 −2 R; and a smoother one, with Q = 10 −4 R. As far as SVK is concerned, it was fed with noisy measures of the position and the velocity of the point, therefore regressing a 2 × 2 model matrix. The only rough tuning regards C, which is taken equal to 2 −10 in this simulation and to 2 in the non-linear case: intuitively, an easier sequence allows for using a smoother ſlter.
During the linear motion sequence, motion is switched every 160 samples among a constant acceleration, a constant position and a constant velocity law. Therefore, each Kalman ſlter has a slice of time when the real motion performed by the point is exactly that described by its transition matrix. Results on the whole sequence are reported in Fig.2 and Tab.1. As for simulation parameters, R has been kept constant in time and equal to 100 * I, with I denoting the identity matrix; constant acceleration was 30.0 m/s 2 , constant velocity was 1000 m/s and Δt was 0.5. Gaussian noise with covariance matrix R was added to the data to produce noisy measurements for the ſlters.
As shown by the ſrst column of Tab.1, our proposal achieves the best Root Mean Squared Error (RMSE) on the whole sequence. This is an encouraging proof of the beneſts that on-line learning of the transition model can produce on the hidden state estimate. This is also shown by the two charts in the ſrst row of Fig.2 . At the scale of the charts, the estimation of our ſlter is indistinguishable from the real state of the system, whereas the delay of Kalman DR and the overshots/undershots of Kalman CA and Kalman CV in presence of sharp changes of motion are clearly visible.
Going into more details, we separately analyze each of the three different parts of motion. Here, we discuss not only the performance on the whole interval associated with each motion law, but, also, those achieved in the ſnal part of each interval (i.e., the last 80 samples). In fact, ſnal samples allow to evaluate the accuracy of the steady state of the estimators, ſltering out the impact of possible delays due to the ſlter degree of responsiveness.
During the constant acceleration interval, Kalman CA performs best, both with the responsive and the smooth tuning. This is reasonable, since theoretically it is the optimal ſlter for this speciſc part of motion. What is important is that our ſlter performs slightly worse than Kalman CA, but deſnitely better than Kalman CV and Kalman DR (2-nd column of tab.1). This is also demonstrated by the ſrst chart on the second row of Fig.2 , which, for better visualization, displays only absolute errors less than 50. Only our ſlter stays in the visualized range, apart from the optimal one. When considering only the steady state part (5-th column of tab.1) the analysis does not change, partly because this interval is the very ſrst one and, hence, there are no delays to recover, and partly because the Kalman CV and DR do not have the proper transition matrix for this part and, thus, cannot recover from errors.
During the constant velocity part, SVK has the best overall RMSE (3-rd column of tab.1). This is due to the delay accumulated by Kalman CV, theoretically the optimal ſl-ter, during the previous intervals. Therefore, we can highlight one of the major advantages brought in by SKV: in case of sharp changes of the motion law, dynamical update of parameters renders SVK even more accurate than the optimal ſlter due to its higher responsiveness. This is conſrmed by the second chart on the last row of Fig.2 , showing the progress of the position and the velocity covariances of SVK. It can be seen that, immediately after the change of motion from constant position to constant velocity at sample 320, both covariances signiſcantly increase, somehow "detecting" such a change, thanks to the adaptive process noise modeling embodied into our ſlter. The resulting lower conſdence in the predictions automatically turns the ſlter from smoothness to responsiveness, preventing the overshots/undershots exhibited by standard Kalman ſlters.
After few samples the covariance on the velocity decreases again, proving that SVK has conſdently learned the new model. Considering only the steady state (6-th column of tab.1) Kalman CV is, as expected, the best one. Unlike the CA interval, however, only the responsive tuning performs well since the smoother Kalman CV has accumulated too much delay to recover. This difference is due to the intrinsically higher smoothness of the CV model with respect to the CA one. Kalman CA, with both tunings, is the second best and this is also predictable since a constant velocity motion may be seen as a special case of a constant acceleration one. Again, the most important ſnding is that SVK is by far closer to the optimal ſlters than to those adopting a wrong motion model. And again, visualizing only errors less than 50, it is the only one visible in the corresponding chart of Fig.2 , apart from the optimal ones.
Finally, due to the delay accumulated by the other ſlters, SVK turns out the best estimator also in the constant position interval (4-th column of Tab.1). As far as the steady state is concerned, all the ſlters exhibit a good RMSE apart from the very smooth ones, namely CV and DR tuned towards smoothness, for the latter do not recover from delays even after 80 samples. Unlike the other motion intervals, SVK keeps on being the best, even when the steady state Table 1 . Comparison of RMSE on linear motion: ſrst column reports the RMSEs on the whole sequence; then, partial RMSEs on each piece of motion are given as well as RMSEs concerning only the ſnal part of each interval (marked with *), when the ſlter may have reached the steady state; ſnally, RMSEs on the whole sequence for higher measurement noise are reported in the last column only is considered. A reason for this is provided again by the chart of covariances. During the constant position part, the SVR is able to regress a very good transition matrix and both the uncertainties are kept really low compared to the values in R. Therefore, the ſlter is highly smooth, as can be seen in the chart of absolute errors, and this keeps the RMSE low also in the last part.
Our proposal is robust to higher measurement noise, too. As an example, we report in the last row of Tab.1 the RMSEs for the same simulation, but with R = 1000I. Even in this case SVK turns out to be the overall best thanks to its adaptive behavior. Considerations similar to previous ones apply to the three different parts of motion, whose data cannot be reported in this publication due to space limits.
To summarize, simulations with linear motion laws show that the proposed SVR-based approach to on-line learning of the transition model is an effective solution for the tracking problem when the assumption of stationary transition matrix cannot hold because the tracked system undergoes signiſcant changes in its motion traits.
Simulation of non-linear motion
Given its ability to dynamically adapt the transition matrix, we expect SVK to be superior to a standard Kalman ſlter also in the case of non-linear motion. Hence, to assess its merits we have run simulations with a motion compound of two different sinusoidal parts linked by a constant position interval. The motion law of the two sinusoidal parts is as follows:
x 1 (t) = 300t + 300 sin(2πt) + 300 cos(2πt), (12) x 2 (t) = 300t − 300 sin(2πt) − 300 cos(2πt). (13) Aggregate results are shown in Fig.3 and Tab.2 for the same levels of measurement noise as in 4.1. Our ſlter proves again to be the overall best.
3D camera tracking
In this experiment, we track the 3D position of a moving camera in order to augment the video content, taking as measurement the output of a standard pose estimation algorithm [14] fed with point correspondences established matching invariant local features [2] . Results consist of videos available on our website 1 and as supplementary material. Video ARnormalFPS.avi shows side-by-side the augmentation resulting from the use of Kalman CA and our SVK. Both ſlters have been tuned to be as responsive as in 4.2 and measurement noise covariances has been adjusted to match the range of the input data. The video shows a fast change of motion of the camera, the purpose of ſlters being to keep the virtual object spatially aligned with the reference position, denoted for easier interpretation of results by a white sheet of paper. We can see that both ſl-ters exhibit a delay following the sharp motion change, but SVK is subject to a smaller translation error, recovers much faster and, unlike Kalman CA, without any overshot. Since it might be difſcult to analyze the different behaviors of ſlters at normal speed, video ARslowFPS.avi plays the same sequence as video ARnormalFPS.avi at a lower frame rate.
Conclusions and Future Work
A new approach to build an adaptive recursive Bayesian estimation framework has been presented, both from a conceptual point of view and in terms of its practical instantiation in the case of linear transition and measurement models and Gaussian noise. Its performances are deſnitely encouraging: the proposed SVK ſlter has been shown to outperform a standard Kalman solution, while, at the same time, requiring less parameters to be arbitrarily (and possibly wrongly) tuned. As for the linear/Gaussian scenario, we plan to evaluate the proposed approach against comparable solutions for adaptive Kalman ſltering (i.e. Covariance Matching Techniques and [17] ). More broadly speaking, we see this work as a step towards a general and parameters free tracking system. Endowing this vision, future work will be directed to: a) the instantiation of our proposal also in the case of non linear and non Gaussian tracking, in particular adapting it in order to be beneſcially used also with parti- cle ſlters and b) to the insertion of algorithms for automatic on-line selection of best SVR parameters.
