We present an end-to-end method for learning verb-specific semantic frames with feedforward neural network (FNN). Previous works in this area mainly adopt a multi-step procedure including part-of-speech tagging, dependency parsing and so on. On the contrary, our method uses a FNN model that maps verbspecific sentences directly to semantic frames. The simple model gets good results on annotated data and has a good generalization ability. Finally we get 0.82 F-score on 63 verbs and 0.73 F-score on 407 verbs.
Introduction
Lexical items usually have particular requirements for their semantic roles. Semantic frames are the structures of the linked semantic roles near the lexical items. A semantic frame specifies its characteristic interactions with things necessarily or typically associated with it (Alan, 2001 ). It is valuable to build such resources. These resources can be effectively used in many natural language processing (NLP) tasks, such as question answering (Narayanan and Harabagiu, 2004) and machine translation (Boas, 2002) .
Current semantic frame resources, such as FrameNet (Baker et al., 1998) , PropBank (Palmer et al., 2005) and VerbNet (Schuler, 2005) , have been manually created. These resources have promising applications, but they are time-consuming and expensive. El Maarouf and Baisa (2013) used a * The corresponding author. bootstrapping model to classify the patterns of verbs from Pattern Dictionary of English 1 (PDEV). El Maarouf et al. (2014) used a Support Vector Machine (SVM) model to classify the patterns of PDE-V . The above supervised approaches are most closely related to ours since PDEV is also used in our experiment. But the models above are tested only on 25 verbs and they are not end-to-end. Popescu used Finite State Automata (FSA) to learn the pattern of semantic frames (Popescu, 2013) . But the generalization ability of this rule-based method may be weak. Recently, some unsupervised studies have focused on acquiring semantic frames from raw corpora (Materna, 2012; Materna, 2013; Kawahara et al., 2014b; Kawahara et al., 2014a) . Materna used LDA-Frame for identifying semantic frames based on Latent Dirichlet Allocation (LDA) and the Dirichlet Process. Kawahara et al. used Chinese Restaurant Process to induce semantic frames from a syntactically annotated corpus. These unsupervised approaches have a different goal compared with supervised approaches. They aim at identifying the semantic frames by clustering the parsed sentences but they do not learn from semantic frames that have been built. These unsupervised approaches are also under a pipeline framework and not end-to-end.
One related resource to our work is Corpus Pattern Analysis (CPA) frames (Hanks, 2012) . CPA proposes a heuristic procedure to obtain semantic frames. Most current supervised and unsupervised approaches are under similar pipeline procedure. The procedure can be summarized as follows with an example sentence "The old music deeply moved 1 the old man": step 1 Identify the arguments near "moved", which can be expressed as (subject:music, object:man) step 2 Attach meanings to above arguments, which can be expressed as (subject:Entity, object:Human) step 3 Clustering or classifying the arguments to get semantic frames.
However, step 1 and 2 are proved to be difficult in SemEval-2015 task 15 2 (Feng et al., 2015; Mills and Levow, 2015) . This paper presents an end-to-end approach by directly learning semantic frames from verb-specific sentences. One key component of our model is well pre-trained word vectors. These vectors capture fine-grained semantic and syntactic regularities (Mikolov et al., 2013 ) and make our model have a good generalization ability. Another key component is FNN model. A supervised signal allows FN-N to learn the semantic frames directly. As a result, this simple model achieves good results. On the instances resources of PDEV, we got 0.82 F-score on 63 verbs and 0.73 on 407 verbs.
The contributions of this paper are summarized as follows:
• Semantic frames can be learned with neural network in an end-to-end map and we also analysed our method in detail.
• We showed the power of pre-trained vectors and simple neural network for the learning of semantic frames. It is helpful in developing a more powerful approach.
• We evaluate the learned semantic frames on annotated data precisely and got good results with not much training data. 
Entity move Human
Human move Vehicle 
Here x ∈ R n represents the vector space of the sentence and c represents the index of the semantic frame. Instead of a multi-step , FNN model directly maps the sentence into semantic frame. In the training phrase "The old music deeply moved the old man" is mapped into vector space and "Entity move Human" is learned from the vector space. In the testing phrase, an example result of FNN model can roughly expressed as "Entity move Human" = f ("The fast melody moved the beautiful girl") = which is an end-to-end map.
Feedforward Neural Network
Denote C i:j as the concatenation of word vectors in a sentence. Here i and j are word indexes in the sentence. The input layer is divided into two windows (padded with zero vector where necessary), which are called left window and right window. The input for FNN is represented as
where v denotes the index of target verb in the sentence, ⊕ is the concatenation operator, lw is the length of left window and rw is the length of right window. Both lw and rw are hyperparameters. The target verb can be ignored by the input layer because the arguments of it lie on the left and right windows. W , U and V respectively represent the weight matrix between input and hidden layer, hidden and output layer and input and output layer. d and b respectively represent the bias vector on hidden and output layer. We use hyperbolic function as our activation function in hidden layer. Using matrix-vector notation, the net input of softmax layer of FNN can be expressed as:
Here λ controls the relative weight of the two items in the above formula. FNN will have three layers when λ is set to 1 and two layers without bias when λ is set to 0. Then a softmax function is followed for classification:
Here p i represents the probability of the semantic frame i given x. The cost we minimize during training is the negative log likelihood of the model plus the L2 regularization term. The cost can be expressed as:
Here M is number of training samples and t m is the index of the correct semantic frame for the m'th sample. R is a weight decay penalty applied to the weights of the model and β is the hyperparameter controlling the weight of the regularization term in the cost function.
Model Analysis
We extend equation 1 as
w i is the i'th word vector in the input vector space above. Note f is a continuous function and similar words are likely to have similar word vectors. That is to say, if c 1 = f (w v−lw , ...w i ..., w v+rw ) we usually have c 1 = f (w v−lw , ...sw i ..., w v+rw ) with w i similar to sw i . One obvious example but roughly expressed is if "Entity move Human" = f ("The","old","music","the","old","man"), then it will have "Entity move Human" = f ("The","fast","melody","the","beautiful","girl"). Because "music" and "melody" can be regarded as similar words, which is also the case for "man" and "girl". Since one of the critical factors for semantic frame is semantic information in specific unit (e.g., subject and object), the pre-trained vectors can easily capture what this task needs. Thus pre-trained vectors can have a good generalization ability for semantic frame learning. In the training phrase, FNN can learn to capture the key words which have more impact on the target verb. This will be shown later in the experiment. Because the input of FNN is a window with fixed length, this would cause a limited ability of capturing long-distance key words. Despite this weakness of this model, it still got good results.
Experiments

Task and Datasets
SemEval-2015 Task 15 is a CPA (Hanks, 2012) dictionary entry building task. The task has three subtasks. Two related subtasks are summarized as follows 3 :
• CPA parsing. This task requires identifying syntactic arguments and their semantic type of the target verb. The result of this task followed by our example sentence can be "The old [subject/Entity music] deeply moved the old [object/Human man]". The syntactic arguments in the example are "subject" and "object" respectively labelled on the word "music" and "man". Their semantic types are "Entity" and "Human". Thus a pattern of the target verb "move" can be "[subject/Entity] move [object/Human]".
• CPA Clustering. The result of the first task give the patterns of the sentences. This task aims at clustering the most similar sentences according to the found patterns. Two sentences which belong to the similar pattern are more likely in the same cluster. (Baisa et al., ) . That is to say, all the sentences in SemEval-2015 Task 15 are from PDE-V. These datasets have a lot of verbs and have many sentences for each verb. Each sentence of each verb corresponds to one index of the semantic frames. Note that the semantic frames are verb-specific and each verb has a close set of its own semantic frames. Thus in our experiment we build one model for each verb. Our task is to classify each sentence directly into one semantic frame which is different from C-PA clustering, but we will also test our model with clustering metric against other systems. We only remove punctuation for these datasets. To test our model we split these datasets into training data and testing data. Summary statistics of the these datasets are in Table 1 . In Table 1, Figure 2 and Table  3 , Verb number is the number of verbs, Training data and Testing data represent the average number of sentences for each verb and Semantic frame number is the average number of semantic frames for each verb. Details of creating the datasets are as follows:
• MTDSEM: Microcheck test dataset of SemEval-2015 Task 15. For each verb in MTDSEM we select training sentences from PDEV that doesn't appear in MTDSEM.
• PDEV1: For each verb, we filter PDEV with the number of sentences not less than 100 and the number of semantic frames not less than 2. Then we split the filtered data into training data and testing data, respectively accounted for 70% and 30% for each semantic frame of each verb.
• PDEV2: Same with PDEV1, but with the difference of threshold number of sentences set to 700. PDEV2 ensures that the model has relatively enough training data.
• MTTSEM: Microcheck train dataset and test dataset of SemEval-2015 Task 15. We split MTTSEM as above to get training data and testing data for each verb. The summary statistic of this dataset is separately shown in Table  3 .
We use the publicly available word2vec vectors that were trained through GloVe model (Pennington et al., 2014) on Wikipedia and Gigaword. The vectors have dimensionality of 300. The word vectors not in pre-trained vectors are set to zero.
Experimental Setup
We build one model for each verb. Training is done by stochastic gradient descent with shuffled minibatches and we keep the word vectors static only update other parameters. In our experiments we keep all the same hyperparameters for each verb. we set learning rate to 0.1, lw and rw to 5, minibatch size to 5, L2 regularization parameter β to 0.0001, the number of hidden unit to 30 and λ to 0. Because of limited training data, we do not use early stopping. Training will stop when the zero-one loss is zero over training data for each verb. The official evaluation method used B-cubed definition of Precision and Recall (Bagga and Baldwin, 1998) for CPA clustering. The final score is the average of B-cubed F-scores over all verbs. Since our task can be regarded as a supervised classification, we also use the micro-average F-score to evaluate our results. same cluster to all the sentences and is evaluated by B-cubed F-score for clustering. So its score depends on the distribution of semantic frames. The higher the score is, the more concentrated the distribution of semantic frames is. SEB to get higher score usually indicates other methods are more likely to get high scores, so we use it as a base score. DU-LUTH (Pedersen, 2015) treated this task as an unsupervised word sense discrimination or induction problem. The number of semantic frames was predicted on the basis of the best value for the clustering criterion function. BOB90 4 used a supervised approach to tackle the clustering problem (Baisa et al., 2015) and get the best score on MTDSEM. An example result of FNN model on PDEV is shown in Table 2 4 Discussions
Experimental Results
Large vs. Small Training Data
MTDSEM is divided into two parts to report on the left part of Table 1 . One part has larger training data while the other part has little. Our FNN model gets a relatively lower score, mainly because the part of training data is too small. FNN got 0.88 B-cubed F-score on the larger training data part and 0.57 on the other part. In order to show the real power of our model, PDEV1 and PDEV2 were made which have much more training data than MTDSEM and more verbs to test. It shows a better result on hundreds of verbs. We also made Figure 2 to show the performance of FNN model when the training data size increases. As a result, our method can perform really well on sufficient training data.
The Direct Connection
Our FNN model has a direct connection from input to output layer controlled by λ in the second term 4 BOB90 did not submit an article of the equation 3. It is designed to speed up the convergence of training (Bengio et al., 2006) , since the direct connection allows the model fast learning from the input. But In our experiments the number of epoch before the convergence of training is very close between FNN with two layers and FNN with three layers. On the contrary, we observed that FNN with two layers where λ is set to zero got a slightly better F-score than FNN where λ is set to 0.5 and 1. This may suggest FNN with two layers is good enough on PDEV.
The Ability of Capturing Key Words
FNN have the ability to capture the key words of the target verb. To show this, we test our FN-N model on MTTSEM with different preprocessing shown in Table 3 . We only remove the punctuation of MTTSEM1 which is same as before. MTTSEM2 only contains the gold annotations of syntactic arguments provided by CPA parsing. Note that MTTSEM2 only contains the key words for each target verb and ignore those unimportant words in the sentences. MTTSEM3 is same as MTTSEM2 but with the difference of the arguments for each tar-get verb provided by Stanford Parser (De Marneffe et al., 2006 
Conclusion
This paper has described an end-to-end approach to obtain verb-specific semantic frames. We evaluated our method on annotated data. But we do not identify the semantic roles for target verbs and the verbspecific model suffers not enough training data. A promising work is to merge these semantic frames over multiple verbs which can greatly increase the training data size. Also, convolutional layer can be applied on the input vector to extract features around verb and more powerful neural network can be used to model the verb.
