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CHAPTER 1. INTRODUCTION 
Fertility differences between urban and rural populations are universally observed 
in today's world (Andorka, 1982; Lutz, 1989). Although birth rates have declined in 
Western countries for decades, in part because of the industrial revolution and social 
and cultural development (Notestein, 1945; Coale and Hoover, 1958; Beaver, 1975), 
rural-urban fertility differences persist. A gap similar to that in developing countries, 
where the rural population has a birth rate higher than its urban counterpart, exists 
in developed areas. 
Despite this persistent pattern, fertility in both urban and rural areas is subject 
to change in modern societies. In the United States, birth rates started to decline 
during the early 19th century when 90 to 95 percent of the population in the nation 
was rural (Wells, 1971; Yasuba, 1962). By 1870, the birth rate of the nation as a whole 
dropped 61 percent compared with that in 1800 (Okun, 1958). Thirty years later, 
the same percentage decrease since 1800 was achieved by the rural white population 
as well (Easterlin, 1976). In the early decades of the 20th century, the fertility of 
the American population continued dropping and reached a low point in 1933 at 18.4 
births per 1,000 persons (U.S. Department of Health and Human Services, 1990). 
At the same time, the proportion of urban residents in the nation increased from 35 
percent in 1900 to 56 percent in 1930 (Garkovich, 1989). The fertility of the rural 
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population during the time period decreased almost at the same pace as that of the 
entire nation, though the actual rural birth rate was about 50 to 60 percent higher 
than urban areas (Okun, 1958). Following 1940, there was a marked resurgence in 
fertility. The crude birth rate in the United States reached a peak of 26.6 per 1,000 
persons in 1947 and remained in excess of 22.0 per 1,000 through 1962. From then on, 
fertility fell subsequently to its lowest point in U.S. history at 14.6 births per 1,000 
in 1975 and has stayed between 15.0 and 16.0 per 1,000 ever since (U.S. Department 
of Health and Human Services, 1990). 
As measured by children ever born per 1,000 women aged 35 to 44, the gap 
between urban and rural fertility has narrowed remarkably since 1950. In 1950, the 
urban and rural fertility rates were 1,978 and 2,981, respectively (Brown, 1981). By 
1980, the rates were 2,705 and 2,906 (U.S. Bureau of the Census, 1983). In percentage 
terms, the fertility of rural women was higher than their urban counterparts by 51% 
in 1950, 28% in 1960, 13% in 1970 (Brown, 1981), and 11% in 1980 (U.S. Bureau 
of the Census, 1983). Nevertheless, part of the rural population—those living on 
farms—had a birth rate considerably higher than others. In 1960, the fertility of 
rural farm women was greater than urban women by 47%; it was 25% higher in 1970, 
and 18% higher in 1980 (U.S. Bureau of the Census, 1964, 1973, 1983). According 
to the same reports, however, birth rates among rural nonfarm women aged 35 to 
44 were only 27% higher than their urban counterparts in 1960, 14% higher in 1970, 
and 10% higher in 1980. 
Sociologists and demographers have completed many studies of rural-urban con­
trasts in fertility in recent decades. Through these efforts, several research orien­
tations have been established. Following demographic transition theory, a number 
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of sociodemographers (e.g., Goldberg, 1959, 1960; Abu-Lughod, 1964; Dyer, 1979) 
hypothesized that the urban-rural difference is by and large the result of the lag in 
the diffusion of contraceptive technology and modernity. This hypothesis has not 
always been supported by empirical evidence, however. Urban and rural fertilities 
tend to oscillate in a parallel fashion, with rural fertility remaining higher over the 
oscillations (Fuguitt et al., 1989). If the hypothesis were acceptable, at least longer 
lags are needed for rural fertility to follow the urban trend. 
Another group of researchers (e.g., Freedman and Slesinger, 1961;.Peterson, 1968; 
Johnson et al., 1978; Slesinger, 1974) argued that the difference between fertility in 
urban and rural areas is caused mainly by the compositional differences found among 
these populations with respect to socioeconomic variables such as education, income, 
and labor force participation. However, when fertility was examined with residence 
and socioeconomic status, rural/urban fertility differences did not disappear. Within 
the same socioeconomic strata, rural families had higher birth rates than their urban 
counterparts (Blau and Duncan, 1966; Andorka, 1982). 
A third orientation used rural residence (e.g., Trovato and Grindstaff, 1980; Bee-
gle, 1966) or farm background (e.g., Duncan et al., 1965; Clifford and Davis, 1972) 
as a major explanatory variable. Becauce rurality has not yet been conceptualized 
clearly on a generally acceptable basis (Willits et al., 1982), however, different re­
searchers approach the issue with contrasting interpretations. Thus, while Beegle 
(1966) found that the location of the farm population with respect to a metropolitan 
area is the most useful explanatory variable for fertility differentials, Duncan et al. 
(1965), Clifford and Davis (1972), and Trovato and Grindstaff (1980) indicated that 
the major variables involved in the fertility differentials are value orientations, the 
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socialization process, or the subculture in rural communities. 
Although these three research lines differ in terms of their theoretical focuses, 
they evolved from the perspective characterized by Giddens (1976, 1987) as the theory 
of industrial society, which treats rural social life largely as a residual of modern urban 
society and thus subject to the influence of the latter in every major aspect of its 
dynamics. By denying the autonomy of rural social process, followers of this theory 
attempted to impose assumptions seemingly valid in urban society on rural areas 
and expected identical outcomes to be produced solely by a factor of time lag. In so 
doing, these researchers assumed that rural residents belonged to a single occupation 
(farming) ignoring the fact that within this occupation stratification based on the 
organization of the farm production operated as an active factor affecting the social 
behavior of the farm population (Bonanno, 1987; Saunders et al., 1978). 
Nevertheless, outside the sociological tradition, research focusing on the eco­
nomic aspects of this stratification has been developed by using microeconomic mod­
els. Early studies in this area emphasized the lower cost of childrearing in farm 
families (Thompson and Whelpton, 1933; Grabill et al., 1958). However, influenced 
largely by Becker's (1960) microeconomic model, most subsequent research viewed 
children not only as consumers but also producers (e.g., Caldwell, 1967; Rosenzweig 
and Evanson, 1975; Nag et al., 1977; Mueller, 1972; Turchi, 1975; Fawcett, 1986). 
Consequently, fertility became a function of the ratio of the value of children as 
producers to their costs as consumers in relation to the amount of avaiblable re­
sources (Fawcett, 1986). Recently, attention has been given to the relationships 
between the structural elements of agriculture and rural fertility levels. According 
to several studies, structural factors influencing rural fertility include decline in the 
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pecuniary returns from children associated with the increase of capital input in agri­
culture (Rosenzweig, 1977; Plutzer, 1986), tenure arrangements (Burstein et al., 1979; 
Plutzer, 1986), type of agricultural product (Burstein et al., 1979; Plutzer, 1986), and 
farm occupation structure (Plutzer, 1986). 
In contrast to economists, rural sociologists have not attempted to model rela­
tionships between agricultural structure and rural fertility, though they have followed 
structural changes in agriculture and the process of rural migration. A major rea­
son for this neglect, according to Garkovich (1989), lies in the fact that migration 
constitutes a much more significant element than fertility or mortality in the rural 
demographic process. Nontheless, numerous studies have indicated that structural 
changes of U.S. agriculture include larger and fewer farms (Rodefeld, 1982; Smith, 
1988), which damaged the quality of life of rural communities (Goldschmidt, 1947; 
Rodefeld, 1974; Martinson et al., 1976), forced large numbers to leave agriculture 
(Wilkening, 1981), increased employment off the farm (Tweenten, 1984; Wilkening, 
1981), and raised the rates of stress (Hedlund and Berkowitz, 1979; Berkowitz and 
Perkins, 1984), family violence, substance abuse, divorce, mental illness (Brown, 
1981), and infant mortality (Lobao and Thomas, 1988). As a consequence of these 
changes, farming is more likely to be a business than a way of life (Wilkening, 1981; 
Strange, 1988). These findings suggest that rural families, as the major organized 
carriers of culture and institutions related to human reproduction, have experienced 
significant changes; so have rural communities. 
By combining the research findings of microecnomists and students of agricul­
tural structure, it is reasonable to expect that a research line concerning the re­
lationship between the changing structure of agriculture and fertility among farm 
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populations can be established based upon certain sociological theories. Fortunately, 
a theory with such potential has been developed by Caldwell (1982) through exten­
sive field research in a number of underdeveloped countries. With a focus on the 
transformation of social institutions instead of psychological or normative elements, 
Caldwell argued that fertility decline is mainly due to the introduction of the mass 
education system and the shift of the mode of production from a familial one to a 
labor market system. These two systems, according to Caldwell, can function either 
seperately or jointly to alter the direction of intergenerational wealth flows within 
the family, thus reorganizing family relationships in favor of low fertility. 
Although Caldwell's theory has not been applied in a study dealing exclusively 
with rural fertility changes, test results from London and Hadden (1989) using a Thai 
provincial data set showed that both variables functioned significantly in the proposed 
direction. Consequently, a study concerning the relationship between the changing 
structure of agriculture and fertility of rural farm population is proposed. Relation­
ships between these factors will be examined by using data at the county level from 
population and agricultural censuses in Iowa. Following Caldwell's (1982) theory, 
it is hypothesized that rural counties with greater structural changes in agriculture 
experience lower levels of fertility among their farm populations. More specifically, 
lower fertility is expected in counties where greater numbers of farms have dissap-
peared, the average size of farms has enlarged more rapidly, and more farmers have 
ofF-farm employment. Moreover, by employing education as a covariate, this study 
seeks to model the relationships from a social institutional perspective instead of a 
microeconomic one suggested by Plutzer (1986). 
In addition, unlike most previous studies on fertility, this research project ex­
7 
amines the proposed relationships on a longitudinal basis. Methodologically, this 
will reveal more clearly the causal mechanisms and linkages between the variables in­
cluded in the model and allow the test of the existence of structural invariance among 
the relationships under concern. Moreover, because the project uses census data of 
all counties in the state of Iowa, it eliminates some sampling and measurement errors 
that might otherwise be serious problems in such studies. 
Because relatively high fertility in rural areas has long been a concern for so-
ciodemographers as well as a problem for many countries and regions, searching for 
socioeconomic mechanisms underlying the relationship in an advanced society may 
provide both theoretical and empirical suggestions for dealing with this issue in this 
and other settings. Structural change in agriculture may weaken a number of fun­
damental social, economic, and cultural relationships in rural society; if this occurs 
in a developed country, the longitudinal results could be used to predict changes in 
developing nations and to devise strategies to deal with the consequences of such 
changes. 
The second chapter of this dissertation reviews previous research on differential 
fertility; a theoretical perspective will be introduced and hypotheses will be delin­
eated. The third chapter will include the methods employed in examining the data. 
Research results will be documented in the fourth chapter, while the final chapter will 
discuss the implications of the results concerning the relationship between structural 
changes in agriculture and rural fertility. 
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CHAPTER 2. LITERATURE REVIEW 
Despite five decades of intensive research, social scientists and demographers 
agree that explanations of human fertility remain incomplete (Ryder, 1978; Andorka, 
1982; Mackensen, 1982; Freedman, 1986; Cleland and Wilson, 1987). As a complex 
function of biological and social factors mediated through individual characteristics 
and social interaction, fertility behavior has drawn academic attention on both its 
natural and social aspects. Because fertility in most cases has been far below the 
biologically maximum limit, which according to Eaton and Mayer (1953) may be 10 
to 12 births for the average woman, the social side of fertility behavior has come to 
dominate studies. 
Among these efforts, differential fertility rates between urban and rural popula­
tions have been popular. The classical demographic transition perspective views fer­
tility decline as a result of socioeconomic development of modern society (Notestein, 
1945; Thompson, 1948; Blacker, 1947; Davis, 1949; Coale and Hoover, 1958); the ex­
istence of rural-urban differences provides an important key to understanding the role 
of urbanization in declining fertility rates (Taeuber, 1958; Abu-Lughod, 1964). But 
the research findings of the European Fertility Project (see, e.g., Coale and Watkins, 
1986) and other programs (e.g., the World Fertility Survey, see Freedman, 1979, 1986) 
indicated significant disagreement with the classical demographic transition model; 
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also, the baby-boom in the United States from the late 1940s to the early 1960s 
demonstated contrary evidence to the model. The study of rural-urban differentials, 
as part of the original model, became less frequent, especially in developed societies. 
More recently, issues such as the tension between fertility behavior and the es­
tablished social structure, the impact of changing social institutions on fertility, and 
the relationship between cultural and ideological shifts and fertility have been incor­
porated into demographic theories. In the context of this development, this chapter 
establishes the theoretical grounds for an inquiry into rural farm fertility. The first 
part of this chapter is a review of various theoretical perspectives relevant to the 
study. Next, attention is paid to the structure of agriculture and its changes. Fi­
nally, a model is devised for use in subsequent analyses. 
Theoretical Perspectives 
The sociology of fertility transition in the last five or six decades has been largely 
dominated by theories developed from the tradition of Weber's Protestant ethic and 
Durkheim's theory of functional and normative integration, though the same may not 
be the case in other fields of population study (e.g., see Choucri, 1984). To understand 
any modern theory of fertility transition or population in general, however, one has to 
keep in mind the theory developed nearly 200 years ago by British economist Thomas 
Malthus, who has been viewed as the initiator of fertility studies (Andorka, 1978) 
and continues to stimulate today's population theories (Beaver, 1975). 
Malthus (1963, 1964) asserted that there are two checks preventing the size of 
a human population from growing too big. One he called a positive check, which 
includes "... every cause, whether arising from vice or misery, which in any degree 
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contributes to shorten the natural duration of human life" (Malthus, 1963:8) The 
second referred to a preventive check, which was accomplished either through delay 
of marriage or abstinence within marriage. For Malthus, the second check did not 
operate effectively without the threat of misery. Hence, without personal and societal 
misery, the population is assumed to grow. 
Malthus postulated that a population can double every 25 years, while the food 
supplies of the earth can only increase in an arithmetic progression. With good 
living conditions, therefore, populations grow rapidly, but this in turn will inevitably 
exhaust subsistence resources and give rise to the operation of either positive or 
preventive checks to increase death rates and/or reduce birth rates. This has been 
seen as the "Malthusian dilemma" (Thompson, 1953; Beaver, 1975; Kohl, 1984), 
which implies that population increase always results in human deprivation because 
of the limits of subsistence resources. Malthus did not deny that increase is possible 
for both population and subsistence resources. However, since the increase in the 
latter is much slower and this increase will always be absorbed by the increased part 
of the population, there is no hope for humans to improve their lives. Underlying 
Malthus's model were two distinct assumptions, one for the determinants of human 
fertility and one for the limits of food supplies. In Malthus's view, both were subject 
to natural laws beyond the control of human beings. 
In contrast to Malthus, population theories arising in the past half century have 
been largely based upon the assumption that population growth is the result of social, 
economic, and cultural conditions in which the population finds itself. Thus, the de­
velopment of a population must be explained in terms of changes in the society where 
the population is located. This significant change in the viewpoint towards popula­
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tion is primarily the outcome of empirical observations of population development 
in western European and other industrialized countries in the past two centuries; 
these studies indicate a negative relationship between economic advancement and 
population growth instead of the positive one proposed by Malthus (Notestein, 1945; 
Thompson, 1953; Andorka, 1978; Beaver, 1975; Sipes, 1980; Kohl, 1984). These 
later observations have provided the basis for alternative perspectives to the Malthu-
sian approach. Nevertheless, improvement of empirical generalizaton is not the only 
means to further theory construction. To account for population change with so­
cial reasoning, a more general understanding of the nature of the society in which 
population change took place is at least equally important. In fact, most social de­
mographers have established their models on the basis of the theories developed by 
Weber and Durkheim. 
Weber (1958) believed that the development of the modern capitalistic system 
was largely promoted by the rational spirit imbedded in the ethic of Protestantism, 
which emerged from the reformation of Christianity launched by Martin Luther in 
1517. Based upon his action theory, which stressed the importance of understanding 
the meaning of social actions (Turner, 1986; Collins, 1986), Weber pointed out that 
because modern capitalism is rational capitalism, its development required the ra­
tionalization of human behavior. Capitalism can be found in a number of historical 
periods and various places around the world, but these variations of capitalism could 
not survive because they were irrational in nature. In contrast, modern capitalism is 
based on mass production and distribution. Large amounts of goods changing hands 
on a daily basis requires regularity. The regularization of the market in turn enabled 
the production and transaction of goods to be processed repeatedly and thus in a 
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predictable way. Weber believed that the rational pursuit implied in these activities 
must have its root in humankind's subjective world, and he found it in the Protestant 
ethic whose characteristics, such as the religious anxiety of being saved, the dignifi-
cation of ordinary work, and the praise of honesty and thrifty, are thought to be the 
original promoters of the rational spirit. 
The argument about the rational spirit of the Protestant ethic as the origin of 
modern capitalism has been termed the Weberian thesis (Collins, 1986). Although 
it has remained controversial since its publication (Collins, 1986), contemporary so­
ciologists tend to take it as a major frame of reference and often assume rationality 
as the basis of social actions when they deal with research issues concerning modern 
social life. 
In contrast to Weber's academic effort, Durkheim's (1947) major interest was 
not in the causes of why the modern capitalist system emerged but rather in how 
it worked (Fenton, 1984). Thus, although he frequently spoke of the differences 
between two social systems (the traditional society and advanced industrial society), 
Durkheim scarcely gave serious attention to how the transition from one to the other 
could take place. 
Central to Durkheim's research was the problem of social order. He emphasized 
that social relationships necessarily carry with them moral conceptions. Social inte­
gration was thus achieved primarily through instituting proper moral ideas (Thomp­
son, 1982; Fenton, 1984). In advanced industrial societies, Durkheim saw that the 
division of labor had induced social and structural differentiation. The traditional 
mechanic solidarity that was based on common collective sentiments had been re­
placed by organic solidarity, which was characterized by functional interdependence 
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among individuals and social groups. Occupational groups made up the new basis of 
the social system. These groups had different moralities and lifestyles. There was a 
need to establish a new moral order in the society. However, this integrative require­
ment had frequently been denied by the rapid social and economic changes which 
turned social life into imbalanced and imperfect situations. The lack of regulation 
in modern social life led to anomic behavior among individuals and conflicts among 
social groups. 
Durkheim's theory of functional interdependence and moral integration pro­
foundly influenced the development of modern sociology. His functionalist thought 
about social structure and its differentiation, the moral integration needed between 
different social groups, and anomic phenomena resulting from deregulation of the 
social system due to rapid economic change have all been employed by modern so­
ciologists, especially in the United States because American society has frequently 
faced problems induced not only by rapid social and economic changes but also by 
large numbers of immigrants who entered into the society with various cultural back­
grounds and ethnic characteristics (Fenton, 1984). 
In short, the theories developed by Weber and Durkheim consider the develop­
ment of modern capitalism mainly as a result of the rationalization of social behavior 
promoted by the reformation of Christianity, This emerging capitalism transformed 
the old social order and created a new social system characterized by increasing dif­
ferentiation and mutual interdependence. People in such societies have been divided 
into occupational groups with different moralities and behavior patterns. But the 
integration of modern society, following Weber, can be expected to result in further 
rationalizing the whole social system (Mannheim, 1950; Newman, 1973). 
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In the study of population, the theory following this tradition most closely is the 
one developed by Notestein (1945, 1953), Davis (1945), Coale and Hoover (1958), 
Blacker (1947), Bogue (1969), Beaver (1975), and others. It is generally called clas­
sical demographic transition theory (e.g., Cleland and Wilson, 1987; Stern, 1987; 
Caldwell, 1982). 
Initially, the demographic transition model consisted of only empirical general­
izations about what had been observed in western Europe and other industrialized 
societies. For example. Blacker (1947) posited five stages of transition in which the 
population is high stationary (high fertility and mortality), early expanding (high 
fertility and mortality beginning to decline), late expanding (declining fertility and 
more rapidly declining mortality), low stationary (low fertility and mortality), and 
declining (low mortality but even lower fertility). Thompson (1948) worked with 
three stages; noncontrolled stationary (neither fertility nor mortality are under se­
cure social control and increase rates are low), transitional dynamic (fertility declines 
at first slower than the mortality then more rapidly than the latter), and controlled 
stationary (fertility and mortality are relatively controlled and balanced). These are 
not theories of the causes of demographic transition, of course. 
The theory developed later by Notestein (1953), Coale and Hoover (1958), Stol-
nitz (1964), Davis (1963), and others emphasizes the role of socioeconomic devel­
opment in the transition. The term "socioeconomic development" used frequently 
by social demographers is not a well-defined concept. It denotes different dimen­
sions of development depending on the author. In an effort to reorganize a theory. 
Beaver (1975) stated that the term includes aspects such as urbanization, mass edu­
cation, higher levels of production and consumption, market-oriented economy, non-
15 
kinship-based social relations and institutions, secularization of daily life, and the 
shift from normative to functional integration. Besides these, the term may also in­
volve growing opportunities for social mobility (Notestein, 1953; Aries, 1982; Stevens, 
1981), increases in female labor force participation (Butz and Ward, 1977; Waite and 
Stolzenberg, 1976), and the shift from extended to nuclear families (Notestein, 1945, 
1953). 
Though variously presented, the theory propounds a central theme—fertility is 
socially determined and is tied to major changes in socioeconomic conditions. Despite 
how appealing it may be to social scientists, the theory has failed to make clear what 
causal mechanisms are involved, what directions the causal effects should be, and 
what causal priorities can be established among these varables. 
In one classic version, social structural variables were viewed as influencing fer­
tility by their effect on the family (Notestein, 1945, 1953). Industrialization and 
relevant structural changes were believed to move functions from the family to other 
institutions and thus change the costs and benefits of children. However, this kind 
of concern about family relationships and structure has been ignored in most of the 
studies of socioeconomic variables and fertility (Cogswell and Sussman, 1979; Freed-
man, 1986). A few exceptions (e.g., Kiser et al., 1956; Goldberg, 1960; Stokes, 1973), 
while attempting to explain fertility by employing family structure as the major 
cause, reported discouraging results. For instance, an Indianapolis study and the 
Princeton population program both included family stuctural variables in their fer­
tility models. Kiser and Whelpton (1953) reported no relationships between husband 
or wife dominance and fertility levels, whereas WestofF et al. (1961:307) were unable 
to find any "...substantively important correlations between fertility variables and 
specific aspects of the nature and tenor of social relationships within the family." 
More frequently, structural changes are proposed to influence fertility levels di­
rectly or indirectly through a number of economic and psychological variables. Eco­
nomic variables include the rising cost of children, reduced labor value of children 
(Coale, 1969), the emergence of competing consumer goods (Notestein, 1953), and 
the money value of the wife's labor outside the home (Beaver, 1975). Psychologi­
cal factors refer to the emergence of new values and attitudes, such as nonfatalism 
(Cowgill, 1963), secular-rationalism (Coale, 1969), work orientation and individu­
alism (Clifford, 1971), and materialism (Beaver, 1975). Nevertheless, no explicit 
mechanism has been presented to illustrate why and in which manner these factors 
stimulate the reduction of fertility, although it is quite clear that most of these ar­
guments assume fertility is a result of the rationalization of childbearing behavior 
(Freedman, 1975). This rationalization process is believed to occur in a certain step-
by-step manner among different social groups along with socioeconomic development. 
For example, Abu-Lughod (1964) proposed that fertility declines first among urban 
upper classes, then among urban lower classes, rural-to-urban migrants, and rural 
residents. Similar hypotheses were made by Goldberg (1959, 1960), Freedman and 
Slesinger (1961), and Clifford and Davis (1972). 
The European fertility project directed by Coale (1986) tested the demographic 
transition theory systematically based on fertility data from several hundred Eu­
ropean provinces in the past two centuries. The study demonstrated that fertility 
decline had no threshold in terms of its relationship to modernization nor any sta­
ble correlates with social or economic variables (Coale and Watkins, 1986). The 
transition, as Haines (1979:169) put it, "...is really a collection of variant patterns 
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of fertility and nuptuality changes, and the relationships between demographic and 
socioeconomic variables are not constant or even very predictable in shape or mag­
nitude." 
In addition, the theory failed to account for the baby-boom of the 1940s and 
1950s as well, because the demographic transition is supposed to be irreversible and 
unidirectional. The theory also failed to provide predictability for much of the World 
Fertility Survey data accumulated in recent decades (Cleland and Hob craft, 1985; 
Freedman, 1979, 1986). 
Nevertheless, the classic demographic transition model has been regarded as 
valid in a general sense (Beaver, 1975; Potts and Selman, 1979). Freedman (1986:31) 
pointed out that two reasons may justify this. Socioeconomic variables have been 
found more powerful in explaining the transition than others in certain situations; 
and such variables provide "... a useful if incomplete rationale." 
In contrast to the classical demographic transition model, the theory developed 
by economists such as Becker (1960), Leibenstein (1957, 1974), and Easterlin (1975) 
argues that fertility is basically an economic decision influenced by the changing costs 
and benefits of children. Fertility is just one of a variety of investment decisions indi­
vidual couples make. The key variables involved in such processes are the expected 
utilities or satisfaction to be acquired from having a child or other goods; the costs 
of obtaining them, including opportunity cost; and the underlying preference pattern 
(Leibenstein, 1957, 1974; Becker, 1960, 1965; Schultz, 1981; Robinson and Harbinson, 
1980; Easterlin, 1975; Easterlin and Crimmins, 1985). 
On the basis of economic utility theory, Leibenstein (1957:161) introduced three 
types of utility relating to childbearing: 
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(1) the utility to be derived from the child as a "consumption good," 
namely, as a source of personal pleasure to the parents; (2) the utility to 
be derived from the child as a productive agent, that is, at some point 
the child may be expected to enter the labor force and contribute to 
family income; and (3) the utility derived from the prospective child as a 
potential source of security, either in old age or otherwise. 
These types of utility constitute the basis for child demand. In addition, economists 
adopted another concept to help explain the variation of fertility demand—preference 
patterns, which were presumed to reflect subjective, individual variations. Becker 
(1976:817) noted: 
Economists generally take tastes as "given" and work out the conse­
quences of changes in prices, incomes and other variables under the as­
sumption that tastes do not change. When pressed, either they engage in 
ad hoc theorizing, or they explicitly delegate the discussion of tastes to 
sociologists, psychologists or anthropologists. Unfortunately, these disci­
plines have not developed much in the way of systematic usable knowledge 
about tastes. 
Despite what Becker and other economists (e.g., Easterlin, 1975) called for in research 
on this subject, the concept of taste has been turned into a microeconomic error term 
adopted to account for the residual variation in childbearing that cannot be explained 
by income, prices, and measured utilities (Robinson and Harbinson, 1980). This has 
led to serious questioning about whether taste can be more formally incorporated into 
microeconomic theory (Fawcett, 1986), or whether taste as a concept is considered 
merely as a kind of microeconomic random error term (Lesthaeghe and Surkyn, 1988). 
In any case, microeconomic approaches have to consider preference patterns 
as part of a rational choice, because taste indicates the combination of goods and 
children that is preferred. This, as Fawcett (1986) indicated, has predictive meaning 
only when rational choice is present. 
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As a matter of fact, rationality is the most important assumption underlying 
the whole microeconomic edifice (Turchi, 1975; Boudon, 1989). Within this general 
framework, all economic approaches see fertility as the outcome of a rational decision 
based upon an effort to maximize the output of an economic function subject to direct 
and indirect costs, limited by household income and resources, and in the context of 
other possible uses of these resources. 
Microeconomic and classical demographic transition theories represent two gen­
erally contrasting approaches to fertility transition. On one side, microeconomic 
theory treats individuals as free agents capable of making decisions based on their 
own interpretations of changes in daily life; on the other side, individuals are viewed 
by the classical demographic transition approach as subject to social control and thus 
what they do is determined by their socialization and training. This distinction led 
to a remark by Duesenberry (cited in Fawcett, 1986:69): "Economics is all about 
how people make choices. Sociology is all about why they don't have any choices to 
make." 
Yet, when viewing social change in the way established by Weber and Durkheim, 
the sociological approach is identified with microeconomics in that both assume ra­
tionality as a necessary condition for fertility reduction. This is especially true when 
one finds that 60 percent of the entries in the main bibliography of the sociology of 
fertility (Freedman, 1975) appear under headings with the term "norm". As Caldwell 
(1982:88) wrote, most of those adopting a normative approach "...tend to identify 
the concept of a fertility norm with that of ideal family size." As such, the concept 
of costs and benefits of childbearing is necessarily involved in the model, therefore 
leading to difficulties of seperating the two approaches (Namboodiri, 1986; Cleland 
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and Wilson, 1987). 
Recently, however, this rationality assumption has been challenged by Caldwell 
(1982), who developed a wealth-flow theory to deal with the issue of fertility change. 
Based on what he has observed in a number of underdeveloped countries since the late 
1950s, Caldwell rejected the notion implied in the classical demographic transition 
model and microeconomic theory that fertility decline is largely due to the rational 
attitude adopted by the people in modern societies towards their lives. He believed 
(1982:157) that 
The fundamental theses is that fertility behavior in both pretransitional 
and post-transitional societies is rational within the context of socially 
determined economic goals and within bounds largely set by biological 
and psychological factors. 
Caldwell also rejected the idea that fertility decline is caused solely by economic rea­
sons, although economic factors play an important role in such declines. For Caldwell, 
the key lies much more in the changes of cultural, ideological, and institutional forces 
that undermine the older family system. 
By making this assertion, Caldwell distinguished himself clearly from both clas­
sical demographic transition and microeconomic approaches and committed himself 
to the search for more systematically relevant social reasons for fertility decline. 
With this attempt, Caldwell borrowed the notion of mode of production yet with­
out accepting its theoretical meanings from Marx and posited two basic modes of 
production—the traditional familial mode of production and the nonfamilial-based 
capitalist mode of production. The fundamental distinction between the two is that 
in the former production is organized within the family while in the latter the pro­
duction organizer is the market. "Each mode of production," Caldwell (1982:158) 
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proposed, "has its own economic, and dependent demographic, laws." 
Caldwell believed that fertility was a function of changes in the family's internal 
economic structure, and this was closely related to the role played by the family in 
the economic system of society. In the traditional peasant society, the family as the 
primary economic unit was anchored in the form of patriarchy, a social institution 
supporting both gender and age inequality in favor of the male head within the family 
and making the family closely related to and mutually supportive with kin groups 
and villages. With these inegalitarian family relationships and strong social support 
by kin groups and communities, the familial mode of production was regarded as 
favoring wealth flowing from younger to older generations within the family, thus 
making higher fertility economically rational. 
In Caldwell's theory, therefore, there are two core concepts-generations within 
the family and wealth flow. According to Caldwell (1982:336), generations within 
the family may refer to a variety of people with different mutual relatonships. 
In some traditional societies the older generations may merely consist of 
parents and possibly grandparents, as well as parents-in-law; in others, 
uncles and aunts, and even great uncles or older cousins may play a role. 
Sometimes—and admittedly this places some strain on a strictly intergen-
erational approach—a rather similar role may be played by older siblings 
or even siblings of the opposite sex (or occasionally siblings with greater 
education or power in the new society). In many societies the relation of 
wives to their husbands is similar to that of children to fathers 
Similar to this, the concept of wealth flow also denotes a variety of things (Caldwell, 
1982:333): 
"Wealth flows" are defined as all the money, goods, services and guaran­
tees that one person provides to another. The term "wealth" was used 
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instead of "income" so as to emphasize the fact that the transactions were 
not all monetary; indeed at any given time they were not all material. 
Caldwell's emphasis on wealth flows among generations within the family does not 
mean that the relevant fertility variations are exclusively influened by the decisions 
made among family members themselves. Kin group support, community control, 
and ideology all play a part in such a process. It was the examination of these middle-
level institutions that made him able to address the issue of why the fertility transition 
took a different timing schedule from that of the economic transition of society. In 
Caldwell's view, each of these institutions had a certain degree of autonomy and thus 
was capable of influencing fertility independently. 
While Caldwell admitted that fertility decline was ultimately dependent on ma­
jor economic changes, he believed that the timing of the onset of fertility decline 
could be affected by a number of social forces. He pointed out that mass education 
has a special role (Caldwell, 1982:301-2). 
Family production works within a framework of family morality, which 
enjoins children to work hard, demand little, and respect the authority of 
the old.... The flow of wealth is upward from children to parents and even 
grandparents, and high fertility is profitable, at least in the long run, to 
the parents.... This morality (and the concommitant high fertility) can 
long survive the growth of a substantial capitalist labor market, partly 
because it is supported by public religion and private adage, and partly 
because the parental generation continues to benefit from it.... What 
the family morality cannot survive and is ultimately supplanted by is a 
new, community morality that is eventually necessary for fully developed 
non-family production (whether described as capitalist or socialist), and 
that is taught, explicitly and implicitly, by national education systems. 
Education has a number of direct economic effects on fertility. It reduces child la­
bor and increases the cost of children. But the major impacts of education are 
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ideological—facilitating and speeding cultural changes; diffusing Western values, es­
pecially middle-class values; and redefining the child as a worker in the future. 
Caldwell indicated that the timing of mass education may not fully depend on 
economic changes. Instead, the match between mass schooling and industrializa­
tion was achieved through an interaction process in the West. In many developing 
countries, on the other hand, mass schooling has been accomplished through govern­
mental efforts independent of industrialization. For Caldwell, this is equal to saying 
that industrialization is not a necessary condition for fertility decline. 
In short, Caldwell's theory delineates a picture of fertility decline that is quite 
different from both classical demographic transition theory and microeconomics. In 
his theory, fertility is viewed as ultimately determined by the mode of production. But 
when the mode of production shifts from one type to another, a number of middle-
level institutions obtain a certain degree of autonomy and thus generate their own 
impacts on fertility change. These middle-level institutions are ultimately determined 
by the economic structure of society. But when the economy changes, there appears 
to be a time lag not only due to the inertia of the old institutions but also because the 
forms of the new ones have yet to be explored and established through an interaction 
process with basic economic structure. 
Caldwell used empirical evidence from around the world through the last three 
centuries to support his argument. He wrote that persistently high fertility among 
lower-social-class families in western Europe was largely due to the existence of a 
second mode of production. At the early stages of capitalist development, Caldwell 
(1982:174) noted that "...only the husband participated in the capitalist mode of 
production; services within the house were provided on a subsistence basis by a famil-
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ial mode of production not very different from that found in the peasant household." 
The importance of husband's employment to the family guaranteed that the husband 
consumed more than women and children. Thus the family economy was organized 
in two tiers during the transition. This older pattern of exploitation was protected 
by the traditional family ideology and was later changed largely through the spread 
of mass education. 
By combining what has been observed in both developed and developing coun­
tries, Caldwell concluded that the fundamental forces underlying changes of fertility 
around the world are changing age and sexual inequalities. The traditional famil­
ial production unit, organized along the patriachal line, is characterized by marked 
inequalities based on age and sex. In the capitalist market economy, however, such 
inequality is unnecessary and even becomes an obstacle to the success of the system 
because "... the system works better if both employment and consumption goods can 
be offered to all on a competitive basis" (Caldwell, 1982:262). Thus, while Caldwell 
borrowed from Marx the notion of the mode of production and employed the dialec­
tic approach, he is significantly different from Marx in conceptualizing the capitalist 
mode of production. For Marx (1930), capitalism is a mode of production dependent 
on the exploitation of surplus value, and thus has a built-in inegalitarian charac­
teristic; for Caldwell, the characteristic of capitalism is just the opposite—it has a 
function to promote equality because the organizing principle of capitalism requires 
competition on an equalized basis. 
Caldwell believed that a theory of fertility should be sufficiently general to ac­
count for the changes in both the developed and developing world and predict future 
trends. Yet, he has been criticized for ignoring the impact of social class and ethnic­
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ity and overestimating the flexibility of the traditional family mode of production in 
the market economy (Stern, 1987). Further doubts have been cast on the assertion 
that in pretransition societies wealth flows invariably from the younger to the old 
generation and vice versa in post-transition societies (Namboodiri, 1986). 
Questions may also be raised on the institutional factors in Caldwell's theory. 
While Caldwell devoted much of his effort to defining the relationships of family with 
other institutions in traditional societies, he failed to do the same for the family 
in modern capitalist society. In his theory, the impacts of social institutions other 
than mass education on intergenerational wealth flows was not clear. Namboodiri 
(1986) indicated that in modern societies wealth flows among generations are not 
limited exclusively to the family. For example, what the social security system has 
established in some nations is a wealth-flow system among generations under the 
control of the government. Further, since the family in modern capitalist societies is 
no longer the primary production unit, and the relationships between the family and 
kin group and community are no longer the same as before, what these institutional 
changes have to do with intergenerational wealth flow and even directly with fertility 
change needs discussion. 
Three propositions can be derived from Caldwell's theory that are relevant to the 
study of rural fertility change. The first is that the spread of mass education has a 
negative impact on fertility change. The distinctive aspect of Caldwell's wealth-flow 
theory is its emphasis on the spread of mass education. The crucial effect exerted 
by this, for Caldwell, rests on its capability of restructuring family relationships and 
thus changing the direction of net intergenerational wealth flow. In contrast to this, 
classical demographic transition theory often treats education simply as one of a large 
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number of developmental items, with the emphasis not on these specific items but on 
the overall social processes of industrialization and urbanization. When efforts are 
made to delineate the functions performed by education, the findings often are related 
to psychological processes. Andorka (1978) reported that higher education leads to 
smaller family preference, and Cochrane (1979) stated that education facilitates the 
spread of information on birth control and family planning. 
The second proposition is that the shift from familial to labor-market production 
is the fundamental determinant of fertility decline. The classical demographic tran­
sition approach also emphasizes the shift from familial to labor-market production 
and the decline of kinship networks. But the causal channels are viewed more from a 
functional perspective. Thus, the shift from familial to labor-market economy for this 
tradition implies structural differentiation that seperates family roles from economic, 
political, and social roles formerly played by the family and kinship groups (Notestein, 
1945, 1953; Goldscheider, 1971) and functional specialization of economic and other 
social institutions that improves living standards, promotes aspirations and partici­
pation in larger non-local institutions, and makes economic and social rewards more 
impersonal and nonfamilial (Smelser, 1959; Freedman, 1963; Davis, 1963). These 
changes reduce the importance of extended family and kinship systems, so that the 
nuclear family becomes the basic family unit (Parsons and Bales, 1955; Freedman, 
1963; Goldscheider, 1971). 
For Caldwell, however, the shift from familial to labor-market production implies 
first and foremost the reduction of age and gender inequality; these are reflected in 
altering the direction of intergenerational wealth flows. These two kinds of inequality 
are imbedded and integrated in the old family system and supported by cultural 
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traditions and ideology. The disintegration of family ideology is brought about largely 
by the introduction of mass schooling systems. Theorizing the relationships in this 
way, Caldwell argued that there is no purely economic reason for fertility decline. 
Instead, what needs to be explored is the reason why fertility decline takes such a 
slow pace even after socioeconomic conditions supposed to facilitate such decline are 
present. The answer to this for Caldwell resides entirely in an individual's social and 
psychological life and the change of this has much to do with the timing of mass 
education. 
With the employment of both economic and ideological mechanisms, Caldwell's 
(1982:142) theory provides the possibility of an explanation not only for the "... slowly 
and even irregular... " decline of fertility in modern European history, but also for 
the persistent higher fertility pattern among rural populations in post- transitional 
societies. In this latter case, although the mass schooling system has been imple­
mented for a long time, fertility rates remain high because the production system 
remains dominated by males. 
Unlike the classical demographic transition approach directing academic atten­
tion mainly to associations between socioeconomic development and fertility rate, 
the wealth-flow theory promotes studies exploring organizatonal changes and their 
impacts on fertility. More specifically, following the logic of intergenerational wealth 
flow, this theory invites research focusing upon aspects of organizational change that 
reflect the altering status of age and gender inequality. 
The third proposition is that the decline of the patriarchical system is positively 
associated with reduction of fertility. The incorporation of the concepts of inequal­
ity or stratification into demographic theory began only in the past decade (Mason, 
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1986). The dominant approaches—classical demographic transition and microeco-
nomic theories—traditionally ignored such variables. When some elements in these 
models do reflect aspects of inequality, they are usually interpreted from a function­
alist perspective. As Coale (1973) put it, the classical demographic transition model 
tends to focus on the interests and constraints of family units rather than those of 
individuals within them. This position is shared by microeconomics in that it also 
assumes that husband and wife reach decisions without conflict (Mason, 1986). 
Presently, however, inequality of age (Caldwell, 1982, Caldwell and Caldwell, 
1988), gender (Cain et al., 1979; Cain, 1980, 1981; Dyson and Moore, 1983; Mason, 
1984, 1986; Caldwell, 1982; Caldwell and Caldwell, 1988), and social or economic 
classes (Cain et al., 1979; Cain, 1980, 1981) has been introduced into the mainstream 
of population theory with the issue of gender inequality drawing much of the atten­
tion. In the studies by Cain et al. (1979) and Mason (1984, 1986), the dependence of 
women on men in terms of social and material resources influences fertility change. 
This dependence is viewed as the source of the risk and insecurity that the patriarchi-
cal system imposed on women, which in turn creates a powerful systemic incentive 
for high fertility (Cain et al., 1979). In Mason's study, on the other hand, material 
and social resources controlled by men represent only one of the three dimensions 
of gender inequality. Women are believed inferior to men also in social prestige and 
the complex of autonomous statuses among various male and female roles within the 
kin-related network, and only this last complex within the household is identified as 
directly affecting the fertility process. 
Like Caldwell (1982), both Cain et al. (1979) and Mason (1984, 1986) empha­
sized that economic and kinship institutions in the community and society support 
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gender inequality. These institutions are viewed as primary determinants of fertility 
levels. However, because neither Cain et al. nor Mason paid attention to mass edu­
cation or other key social institutional changes which, as suggested by Caldwell, have 
a function in the transformation of the old systems, they had little to say about the 
transition of fertility. 
To approach the issue of fertility process by employing social institutions as the 
major explanatory variables leads inherently the consideration of fertility outcomes at 
the macro or systemic level (Smith, 1989). That is to say, social institutions are used 
here as a behavior organizer and the products of which should thus be collectively 
patterned. When this is the case, however, it is impossible for the theory to explain 
any change unless new social institutions are incorporated into the model. Caldwell 
did this by introducing two key institutions—the capitalist mode of production and 
mass education. Both institutions change a population's behavior systematically and 
reorganize it under new patterns. 
Consequently, Caldwell's wealth-flow theory provides the basis for the develop­
ment of a comprehensive model of fertility change among rural farm populations. 
Because it treats the transformation of the mode of production and the spread of 
mass education as the primary causes of fertility changes, the model represents a 
dynamic social process. Therefore, its empirical test needs to be designed on a lon­
gitudinal basis. Because the model takes the mode of production as its frame of 
reference, shifts within the agriculture sector must be identified. 
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Structural Change in Agriculture 
For many rural sociologists, the major implication of structural change in U.S. 
agriculture in the past five or six decades lies in its impact on the family farming 
system (Ball and Heady, 1972; HefFernan, 1972,1982; Brewster et al., 1983; Wilkening 
and Gilbert, 1987; Strange, 1988; Friedberger, 1988). Agriculture in the United States 
is traditionally a family business. The family farm, idealized by Thomas Jefferson as 
a way of life with land being owned, managed, and sustained by the family using its 
own labor, has been viewed as the fundamental basis of democracy and the well-being 
of social life (Heffernan, 1982). The shifting structure of agriculture, however, with 
the significant decline in the number of farms while size is increasing (Rodefeld, 1982; 
Buttel et al., 1990), has transformed the social, economic, and political basis of the 
family farm (Havens and Newby, 1986; Strange, 1988). More and more farms have 
entered the categories of either larger-than-family or part-time farms, while fewer 
and fewer can be identified with characteristics that are relevant to Jefferson's ideal 
type (Wilkening and Gilbert, 1987). 
In the sociological inquiry into structural change in agriculture, two competing 
perspectives—functionalism and conflict—have been invoked. Following Durkheim's 
tradition, the functionalist approach tends to see things in an evolutionary manner. 
In the domain of structural change in agriculture, students of this tradition have paid 
much attention to changes in size and number of today's farms. Larger and fewer 
farms indicate advancement in technology and management. Nevertheless, the focus 
of this theoretical tradition is not on size and number in themselves but on the effects 
brought about by these changes on rural communities and rural social life. The basic 
model of this research orientation was established by Goldschmidt (1947) based on 
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his 1944 study of two California farming communities. From a functional approach, 
the model indicated that a community surrounded by large, corporate farms using 
hired labor tended to have fewer and less qualified service establishments, lower 
levels of income and living standards, fewer social and religious institutions, and less 
involvement of individual farmers in local social, political, and voluntary activities 
than the one with family farms of moderate size. 
Goldschmidt used qualitative field observation with an anthropological orienta­
tion. Yet, following the baseline of his hypothesis, most studies conducted later were 
quantitative in research method and sociological in theoretical orientation. Until very 
recently, Goldschmidt's original model has been supported quite consistently (e.g.. 
La Rose, 1973; Rodefeld, 1974; Fujimoto, 1977; Martinson et al., 1976; Heffernan and 
Lasley, 1978; MacCannell, 1986, 1988; Flora and Flora, 1988; Skees and Swanson, 
1988). Nevertheless, the findings by some others (e.g., Flora et al., 1977; Swanson, 
1982; Harris and Gilbert, 1982; Korsching, 1984; Green, 1985; Van Es et al., 1988; 
Buttel et al., 1988) have demonstrated that the hypothesis propounded by Gold­
schmidt may not be generalizable for all regions. Based upon his research and the 
implication of these studies, Swanson (1988) proposed that farm structure is not the 
only contributor to the well-being of community life. Rather, the quality of life in 
rural communities is more likely to depend on regional economic development that 
is capable of providing more off-farm economic opportunities. 
Swanson's argument indicated that the economic viability of rural communities 
today relies more on the nonfarm sector than the farm sector in the United States 
(Coughenour, 1984). By the end of the 1970s, over 90 percent of all farm families had 
at least one source of off-farm income (Tweenten, 1984) and the total off-farm income 
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had reached 55 percent of total net family income as of 1978 (Wimberley, 1983). 
These changes explicitly indicate substantive development in rural areas. They also 
raise questions about the roles played by today's farms in rural communities and, 
further, about the nature of these farms and their social and economic characteristics 
that constitute the basis of such roles. 
Family farms, though varying in size, tenure, and other characteristics, have 
constituted the economic and social basis of rural communities throughout history 
(HefFernan and Campbell, 1986). The rural community, in turn, developed an in­
frastructure that includes churches, schools, business establishments, and so on to 
facilitate both the life of farm families and the development of family farms (Holmes, 
1932; Sanderson, 1942). The mutual support between family farms and the commu­
nity's infrastructure has often been viewed as positively associated with the quality 
of life in rural communities (Heffernan, 1982). 
Underlying the concept of the quality of life is the political and ideolgical meaning 
of the family farm. Following Jefferson's definition, a family farmer should own 
the land, do the work, make most of the managerial decisions, and be basically 
a self-sufficient farm operator (Brewster, 1980). For Jefferson and many others, 
these characteristics would make a farmer independent, self-reliant, and able to resist 
oppression (Griswold, 1948); these values were consistent with the democratic system 
(Heffernan, 1982). 
The Jeffersonian model of the family farm continues to serve as the baseline 
for many agricultural analysts (Heffernan, 1982; Heffernan and Campbell, 1986). 
The belief is that a family farm should at least be able to support the family that 
operates it, though it may not be necessarily self-sufficient (Brewster, 1980). As long 
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as family farms are self-supporting, they promote the feeling as well as the capability 
of farmers to control their own destiny. And, if all the family farmers are able to 
support their families, a dispersed power structure is established in the community 
that would promote both the well-being of community life and the democratic system 
(HefFernan, 1982). 
Nevertheless, with agriculture increasingly being commercialized and capital, 
land, and labor being differentiated (HefFernan, 1982), problems of how to define the 
family farm mounted. Brewster (1980:22) noted; 
The family farm concept has gradually dropped its components over the 
years. Jefferson considered the family farm to be an institution combining 
landownership, management, labor, and self-sufficiency. The family farm 
by the 1940's was defined more narrowly as a family controlled business 
that provided a living and full-time job and did not require more than 
a moderate amount of outside labor. Today, it is frequently designated, 
more narrowly still, as a farm that hires less than a specific amount of 
labor. 
The changing definition of the family farm reflects the shifting nature of today's 
farms. As early as the mid-1970s, disintegration of the traditional family farm sys­
tem and the growth of corporate-industrial farms were noted by HefFernan (1972) 
and Rodefeld (1974). Their concern was the increasing differentiation among capital, 
land, labor, and management in agriculture. HefFernan (1972) previewed two emerg­
ing agricultural structures in addition to the traditional family farm system—the 
corporate-integrated structure and the corporate-farmhand structure, both involving 
contracts between individual persons and agribusiness corporations. 
In the following years, this theoretical concern has been turned into one of the 
central issues in rural sociology. By employing theories developed by Marx, Kautsky, 
and Lenin, a number of scholars (e.g., Wright, 1978; Patnaik, 1979; Newby, 1978; de 
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Janvry, 1980, 1981; Goss et al., 1980; Buttel, 1980, 1982; Buttel and Newby, 1980; 
Friedland et al., 1981; Havens and Newby, 1986; Mooney, 1986) have raised arguments 
about penetration of capitalist production into agriculture and the inability of family 
farms to compete under capitalism. 
Still, the family farm persists. To account for this, Mooney (1986:231) developed 
a model of agrarian class structure dividing farmers into two categories—those within 
"pure class locations" and those standing upon "contradictory class locations." The 
former refers to capitalist farmers, family labor farmers (unity of capital and labor), 
and agricultural wage laborers. By using a sample of Wisconsin farmers, Mooney 
(1986) found that members of these three pure classes accounted for only 18.4% 
of farmers. The majority of the farmers in the sample were involved in tenancy, 
contract farming, part-time farming, or debt. Mooney saw these as detours that 
could be adopted by farmers to avoid either being forced to leave agriculture or 
becoming hired agricultural laborers. In each of these detours, although there was 
no direct capital-labor relation at the point of production, farmers were exploited 
by certain kinds of nonagricultural capitals—landlord in tenancy, agribusiness in 
contract farming, off-farm capitalists in part-time farming, and financial capital in 
debt. Thus, Mooney argued that the penetration of capital into agriculture could 
take a variety of paths, not just through the exploitation of farm wage labor. 
Mooney used the term "simple commodity producer" to denote traditional Amer­
ican family farmers. A simple commodity producer was defined as the one operating 
the farm with no rent, no interest payment, no contract production, no off-farm work, 
no control over others' labor power, no hired labor, yet with control over the means 
of production, investment, and accumulation. This kind of farmer accounted for 14.5 
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percent of the operators in his 1985 sample. Mooney argued that these simple com­
modity producers were constrained by monopolized markets and vulnerable to the 
penetration of capital from four sources—landlords, creditors, contractors, and rural 
industrialization. 
Based on these findings, Mooney suggested that midwestern farmers should no 
longer be viewed as simple commodity producers. Nevertheless, with a large number 
of farmers in contradictory class locations, it was not possible to say that the social 
formation of the capitalist mode of production in agriculture has been established. 
Mooney's agrarian class structure model indicated that with the penetration of 
the capitalist mode of production into agriculture, the socioeconomic conditions of 
most family farmers have been changed. It is quite obvious that U.S. agriculture is no 
longer dominated by family farms in the traditional JefFersonian manner. The best 
description of today's agricultural structure, therefore, seems to be the one claiming 
the coexistence of two systems, the traditional family farm system and the intruding 
capitalist system. 
The dynamics of agricultural structure thus can be treated as a process in which 
farms move between the two systems. In fact, to study the structure of agriculture 
from this systemic viewpoint enables one to avoid the problem created by the effort 
to find an appropriate definition of today's family farms. Because these farms have 
been changing in characteristics all the time, the effort to define them has often been 
regarded as ahistorical (Goss et al., 1980) or atheoretical (Wilkening and Gilbert, 
1987). 
In short, Mooney's (1986) theory indicated that the structure of agriculture 
can be treated as a dynamic complex subject to the penetration of the capitalist 
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mode of production and its impact on the viability of the traditional family farming 
system. The penetration of the capitalist mode of production in turn is hypothesized 
to be a process manifested by the growth of agribusinesses, rising number of farmers 
involved in ofF-farm work, growing amount of contract labor, and the reduction in 
farm numbers but increase in farm size. 
Mooney's model provided an outline for the analysis of current agricultural struc­
ture and its changing conditions. However, questions might be raised on the roles 
played by each of these movements in the transition of agriculture. While the growth 
of agribusinesses, contract labor, and farm size explicitly indicates capitalist forma­
tion in agriculture, the function performed by ofF-farm employment was somehow 
unclear. Given the fact that increases in ofF-farm employment indicate the develop­
ment of labor market systems in rural areas, many scholars (e.g., Paarlberg, 1980; 
HefFernan et al., 1981; Albrecht and Murdock, 1984; Reinhardt and Barlett, 1989) 
found that ofF-farm employment actually facilitated the survival of family farms. 
Mooney (1986) put farmers engaging in ofF-farm employment in the "contradictory 
class location," although he believed that these farmers were subject to the exploita­
tion of ofF-farm capital. This suggests that ofF-farm employment may actually serve 
the ends of both family farmers and nonfarm capital. On one hand, it enables farmers 
to raise their personal income; on the other, it provides a market place for nonfarm 
capital to penetrate into rural areas. Therefore, while the growth of ofF-farm employ­
ment obviously indicates the penetration of capitalism into rural communities, its 
influence on capitalism in agricultural structure has not yet been clearly established. 
Nevertheless, ofF-farm employment may have a profound influence on rural eco­
nomic and social life since the commitment of farmers to this kind of work implies 
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increasing involvement in the larger market system and thus more rationally ori­
ented behavior (Coughenour, 1984). Further, non-farm employment also indicates 
that there are interactions between agriculture and other sectors of the economy 
which, as Reif (1987) put it, should not be overlooked by the students of agricul­
tural structure. Off-farm employment represented a specific path of the transition of 
agricultural structure. As such, the dynamics of this movement should be examined 
more systematically, especially from a longitudinal point of view. 
Fertility Model for Farm Populations 
In line with Caldwell's (1982) theory, it is proposed that the fertility of the 
farm population is a function of the dynamics of the economic production system 
in the farm community. Based on the research by Mooney (1986), it is assumed 
that the traditional family farming system primarily resembles the familial mode of 
production. According to Caldwell (1982), the family farming system is in favor of 
wealth flow from younger to older generations and from female to male within the 
household. Because of this, high fertility rates were viewed as economically rational 
and thus popular among farm populations. 
In the past half century, however, the capitalist mode of production has pen­
etrated extensively into U.S. agriculture. This has introduced significant changes 
in the agricultural structure. The capitalist mode of production is characterized by 
its labor market system, with people selling their labor power to capitalists through 
market arrangements. Caldwell (1982) believed that this labor market system re­
duced age and sex inequality at the household level because such inequality not only 
was unnecessary in the labor market but had become an obstacle to its development. 
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The labor market system has a decisive impact on the direction of the wealth flow 
between generations within the household. This makes high fertility an economic 
burden on the family. In the long run, therefore, lower birth rates have been adopted 
as the correspondent behavior pattern to the capitalist mode of production. 
Nontheless, the penetration of the capitalist mode of production is viewed as 
incapable of driving the fertility rate among farm populations down immediately for 
two reasons. First, following Caldwell's theory, it is believed that while the mode 
of production as a system of social formation can have its direct impact on fertility 
because of the characteristics of its organizing principles, the establishment of the 
new fertility pattern is dependent largely on the spread of mass education. Secondly, 
although the penetration of the capitalist mode of production into U.S. agriculture 
has been observed for decades, the latter has not yet become an industry organized 
under one set of rules. The coexistence of the traditional familial mode of production 
with the capitalist mode of production indicates that the fertility behavior of today's 
farm population is subject to the influence of both production systems. Therefore, 
it is hypothesized that the fertility level of the farm population is a function of two 
factors—the degree of the spread of mass education in a farm population and the 
extent of the penetration of capitalist mode of production in a farming community. 
Figure 2.1 illustrates this general hypothesis in diagram. 
Mass education is acclaimed to be an explanatory factor in fertility change by 
numerous studies in both industrialized societies and elsewhere (e.g., Cochrane, 1979; 
Rindfuss et al., 1980). Before Caldwell (1982), however, research on this relationship 
did not provide a sociologically explicit causal linkage between the two. Some studies 
asserted that education affects fertility (e.g., Whelpton et al., 1966; Rindfuss and 
39 
Mass 
Education 
Fertility 
Agricultural 
Structure 
Figure 2.1: A causal model for the fertility of the farm population 
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Sweet, 1977), while others (e.g., Waite and Moore, 1978; Marini, 1984) saw that 
fertility also influnces education. Further, most of these studies have engaged in the 
examination of the psychological aspects of the relationship (Cochrane, 1979) and 
failed to provide meaningful linkages from a sociological perspective. 
In contrast to these studies, Caldwell's (1982) model attacked the relationship 
from a social institutional approach. This enabled him to address the issue in a 
more systematical manner. Caldwell saw mass education first of all as a newly es­
tablished social institution introduced into society in response to the transformation 
of the mode of production. The major function of this newly built institution was to 
disorganize the old social value system and create new ones. Caldwell also believed 
that education reduced the potential of a child for work both inside and outside the 
home and increased the cost of raising children. But the greatest impact of mass 
education, from his (1982:305) point of view, was generated by its cultural and value 
reorganizing function "...in changing family economies from a situation in which 
high fertility is worthwhile to one in which it is disastrous." Following this, the first 
hypothesis to be tested is that the higher the mass education in a rural community, 
the lower the fertility level among its farm population. 
Caldwell further pointed out that most fertility research failed to examine the 
fertility transition from its onset. This often confused the issue, because the data 
collected at other time periods implied a situation that had already changed and thus 
had ".. .little value in analysing the nature of a change that has already affected all 
social classes" (Caldwell, 1982:305-306). In other words, what Caldwell suggested is a 
developmental model in which education as a key cause of fertility transition is only 
effective during certain historical periods. Nevertheless, Caldwell did not provide 
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a clear idea about the way through which one can identify different developmental 
periods suggested by his theory, although he believed that fertility would continue 
changing even in post-capitalist societies. 
Caldwell's argument implies that the causation between education and fertility 
may not be unidirectional when a population under concern has already been pen­
etrated by the mass education system. Moreover, Caldwell believed that research 
on this relationship should not be focused solely on the parental generation. Mass 
education has effects on both older and younger generations and thus on changing 
social and economic relationships within the family. This suggests that education 
can also influence the future careers and the plans of family formation of younger 
generations. Therefore, the second hypothesis indicates that the educational level at 
one time in a rural community is negatively related to the future fertility level of that 
community. 
On the other hand, according to Waite and Moore (1978) and Marini (1984), 
fertility was also capable of generating negative influence on education, especially 
through early parenthood. Therefore, on a longitudinal basis, the third hypothesis of 
the model is that the fertility level of a rural farm population is negatively associated 
with the spread of mass education in the community where the population is located. 
These three hypotheses represent the primary concern of academic research on 
the relationship between education and fertility. Together, they can be tested in a 
cross-lagged path model as shown in Figure 2.2, where a three wave panel data set 
is assumed to be used for the study. In this model, fertility is hypothesized to be 
affected by fertility at every prior time and by education both at prior time and 
at the same time. On the other hand, education is hypothesized to be dependent 
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on education and fertility at every prior time with the exception of Time 1, when 
education is treated as an independent variable. 
Agricultural structure has been used as an independent variable for the explana­
tion of a number of items related to rural social life (Buttel et al., 1990). Following 
Goldschmidt's (1947) tradition, agricultural structure has been studied for its effects 
on rural community life. Recently, Lobao and Thomas (1988) examined the effect 
of agricultural structure on teenage fertility and infant mortality in nonmetropolitan 
counties and found support for Goldschmidt's original hypothesis. Also, Rosenzweig 
(1977) and Plutzer (1986) found that the changing structure of agriculture has sig­
nificantly reduced the value of children as productive assets in agriculture and thus 
has induced changes in fertility among rural farm populations. In accord with Cald­
well's theory, however, the structural change of agriculture is treated here as a social 
process introducing new organizational principles into farm production so that the 
higher fertility favored by the family farming system shifts to lower levels in response 
to the growing labor market system. Consequently, the fourth hypothesis of the 
model states that the penetration of the capitalist mode of production into a farm 
community has a negative impact on the fertility level of that community. 
In the functionalist tradition, the structural changes of agriculture are treated 
basically as an evolutionary process. The technology used in agriculture becomes 
more sophisticated; the social organization becomes more rational and thus more 
functionally differentiated. In contrast, the structure of agriculture is viewed here as 
a dynamic complex subject to the penetration of the capitalist mode of production. 
Therefore, the examination of this structure is primarily designed as longitudinal 
instead of the cross-sectional one adopted by most of these studies. Following Mooney 
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Figure 2.2: Causal model of education and fertility across three waves 
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(1986), the changing structure of agriculture is treated as a latent construct indicated 
by the reduction of farms and the increase of average farm size in rural communities. 
In addition, off-farm employment as a significant aspect of the structural change 
of agriculture is included in the model. Although previous studies indicated that off-
farm work was compatible with family farming, it is argued here that these findings 
may be misleading because of their cross-sectional research designs. Barlett (1986) 
found that most of today's part-time farmers committed more to their off-farm jobs 
than to farming. This implies that these farmers are more vulnerable to the influence 
of the labor market system than their full-time counterparts. 
Therefore, the increase of farm size and reduction of farm numbers, hypothesized 
to reflect the penetration of the capitalist mode of production into agriculture, are 
expected to be negatively associated with fertility level in the rural farm population. 
So should be the growth of off-farm employment in that community. In a longitudinal 
model using three-wave panel data, the penetration of the capitalist mode of produc­
tion and off-farm employment are hypothesized to influence negatively the fertility 
in a rural farm community both within time and at the time immediately following. 
The penetration of the capitalist mode of production is expected to be affected by 
both the penetration of the capitalist mode of production and off-farm employment 
positively, and fertility negatively at a previous time, while off-farm employment is 
hypothesized to be influenced by the penetration of the capitalist mode of production 
and off-farm employment positively and fertility negatively at the preceding occasion. 
Fertility is believed to have a negative effect on off-farm employment because 
previous studies (Cain, 1979; Hout, 1978; Cramer, 1979) suggested that fertility is 
capable of influencing female labor-force participation. Since off-farm employment 
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includes both male and female farmers, it is reasonable to expect such might also be 
the case for the relationship between fertility and off-farm employment in general. 
On the other hand, although there has been no report in the literature concerning the 
causal effect of fertility on farm structure either on a cross-sectional or a longitudinal 
basis, it is reasonable to expect that farm families with fewer children have more time 
and resources to work on their farms and thus in the long run have larger farms. The 
hypothetical structural relationships among the penetration of the capitalist mode of 
production, off-farm employment, and fertility are presented in Figure 2.3. 
Finally, based upon the two sub-models, an overall panel model involving both 
the longitudinal relationships between fertility and agricultural structure and educa­
tion will be developed. This requires consideration of the longitudinal relationship 
between agricultural structure and education. Based upon a cross-sectional study, 
MacCannell (1986) reported that communities surrounded by large corporate farms 
had lower quality education services. This indicates that the relationship under ques­
tion is negative in nature. However, in a report prepared by the Office of Technology 
Assessment (1986), education (or human capital input) was proposed as a contributor 
to the structural change of agriculture. This suggests that the relationship between 
education and agricultural structure is positive in the sense that higher education 
among farmers promotes changes in the latter. 
Because neither of these arguments has been tested on a longitudinal basis, it is 
not clear which of them is more plausible. From Caldwell's (1982) perspective, since 
both education and the mode of production relate negatively to fertility, logically, 
the relationship between them should be positive. That is, education and farm struc­
ture should have positive cross-lagged influence on each other during the observation 
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employment, and fertility across three waves 
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period. The model involving all longitudinal relationships between agricultural struc­
ture, education, and fertility is contained in Figure 2.4. The major purpose of the test 
of these three longitudinal models is to detect whether the paths hold significantly 
over different occasions and whether each of these variables is capable of explaining 
the variance of the affected variable independently on a longitudinal basis. 
(^AGSTl^ (^AGST2^ (^AGST2^ 
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Figure 2.4: A longitudinal model of the relationships between farm structure, ofF-farm 
employment, education, and fertility across three waves 
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CHAPTER 3. METHODS 
Iowa's Population and Agricultural Data 
To test the proposed model, data were obtained on rural farm populations in 
the 1950, 1960, and 1970 Censuses of Population (U.S. Bureau of the Census, 1952b, 
1961b, 1972b) and 1950, 1959, and 1969 Censuses of Agriculture (U.S. Bureau of 
the Census, 1952a, 1961a, 1972a). However, while the census of population was 
taken traditionally in the years ending in 0, the census of agriculture took a somehow 
different schedule. Before 1954, an agriculture census was taken in conjunction with 
the decennial population census. Between 1954 and 1974, censuses of agriculture 
were conducted in the years ending in 4 and 9. The 1950, 1959, and 1969 censuses 
were chosen here as the referential data base because they were the ones conducted 
closer to the decennial population censuses. 
Population data were collected through direct interviews by enumerators for 1950 
and self-enumeration in the years thereafter. Census data were not all obtained on a 
100 percent enumeration basis. In each census, at least two forms of questionnaires 
were used. The short form was completed by the majority of the population, whereas 
the long form, which contained additional questions, was used among a sample ran­
domly drawn from the population. 
The sample design varied across censuses. In 1950, with the individual person 
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as its drawing unit, the sample included 20 percent of the population. The sampling 
unit shifted to household (1960) and housing unit (1970) and the sample size changed 
to 25 percent in 1960 and 20 percent in 1970. The reports on rural farm population 
in the two later censuses used here were both based on sample data, whereas the 
1950 census had only items on education derived from sample results. 
Starting with the 1945 Census of Agriculture, a coverage evaluation program 
was adopted by the Bureau of the Census to assess the completeness of enumeration 
(Siegel, 1974; Citro and Cohen, 1985). According to the relevant reports, the net 
underenumeration rates for the three population censuses under question were 3.3 
percent in 1950, 2.7 percent in 1960, and 2.5 (Siegel, 1974) or 2.2 (Citro and Cohen, 
1985) percent in 1970. In all three censuses, the black population was consistently 
identified as the group most subject to under count, especially black males (Citro and 
Cohen, 1985); the undercount is unlikely to be a problem in rural Iowa. 
Since 1950, the definition of farms has changed three times in the census of 
agriculture. In 1950, farms were considered as places of at least three acres with the 
value of agricultural products sold in 1949 equal to $150 or more. For the 1959 and 
1969 censuses, two criteria were adopted. According to this definition, places of less 
than 10 acres in 1959 were counted as farms if the estimated sales of agricultural 
products for the year amounted to at least $250. On the other hand, places of 
10 or more acres in 1959 were counted as farms as well if the estimated sales of 
agricultural products for the year amounted to at least $50. (U.S. Bureau of the 
Census, 1961a). The changes in farm definition had an impact on the counting of 
small farms over different time periods. However, since relatively small farms in Iowa 
accounted for only around five percent of all farms in the censuses, the influence may 
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not be significant. 
Before 1969, censuses of agriculture were conducted primarily During the op­
erating period of the census, enumerators were sent to assigned areas to fill out 
census forms with farmers. Since the 1969 census, however, a self-enumeration, 
mailout/mailback procedure was introduced. Because the procedure was adopted 
for the first time in 1969 the mail, telephone, and enumerator followup process took 
nine months to reach satisfactory coverage. 
Since 1945, each agricultural census has been followed by a coverage evaluation 
study. According to the reports of these studies, the nationwide coverage of farms in 
the three censuses under concern was 94.9 percent in 1950, 91.6 percent in 1959, and 
85.0 percent in 1969. Part of the reasons for the relatively low coverage of farms in 
1959 and 1969 was the change in definition and data collection method. Nevertheless, 
96.2 percent (1959) and 96.7 percent (1969) of the farms with a total value of products 
sold of $2,500 or more were covered. In contrast, only 86.0 percent and 68.4 percent 
of the small farms were included in 1959 and 1969, respectively. 
Reasons other than organizational changes of the census explaining the imcom-
pleteness of farm coverage are complex. Those identified by the census bureau in­
cluded farm operation arrangements, the ever-changing relationships between oper­
ators and the farms they operated, the terms of leases and the initiation or renewal 
of leases, the unavailability of a thorough list of agricultural operations, the absence 
of some operators during the enumeration period, and operators' ideas about their 
operations. A detailed description of the data collection process and coverage eval­
uation of these censuses is included in bureau reports (U.S. Bureau of the Census, 
1952a, 1961a, 1974). 
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Measures 
The variables employed in the model were measured by aggregated indicators 
obtained from county tables in census reports. To make comparisons over time, only 
those available in all three censuses were chosen as indicators. 
Exogenous variables 
The model includes three exogenous variables: the spread of mass education, 
off-farm employment among farmers, and a hypothetical construct, the penetration 
of the capitalist mode of production into agriculture. Mass education was measured 
by the percentage of persons at least 25 years old completing 12 or more years of 
education in a county's farm population. This measure was chosen for two reasons. 
First, it is the upper limit of free education that is offered by the public school system. 
Second, the completion of secondary education is an explicit indicator of a person's 
readiness for entering the contemporary labor market system (Ueda, 1987; Parelius 
and Parelius, 1987). As noted by Langbein (1991), in today's middle-class families, 
transfer of wealth at death has been largely replaced by parents' investment in their 
children through education. This suggests that a family's investment in its children's 
education is largely linked to the degree to which the values of the family members 
have been influenced by the modern industrial system. Thus, the attainment of 
secondary education is an indicator reflecting not only society's investment in public 
education but also the willingness of a farm population to take it as a necessary 
condition for its development. In the state of Iowa, the population aged 25 and older 
achieving 12 years of education accounted for 31.3 percent of all the population in 
the corresponding age group in 1950, 43.7 percent in 1960, and 57.8 percent in 1970. 
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Off-farm employment was also measured with a proportional indicator. In each 
of the four censuses of agriculture, data were obtained by dividing the number of 
farmers in a county working 100 or more days off-farm by the number of all farmers 
and multiplying the result by 100. The discriminating point of 100 days was chosen 
because in the 1950 and 1959 censuses data were available only for farmers working 
off-farm 100 or more days, whereas in the 1969 census, both 100 and 200 or more 
days of off-farm employment data were present. Farmers working 100 or more days 
off-farm is the only indicator consistently available over the three censuses. Given 
that the usual number of working days per year in the United States today is around 
250, working 100 or more days off the farm indicates that these farmers have been 
employed off-farm on a rather regular basis. According to the computation, 9.4 
percent of the farmers in Iowa worked at least 100 days off the farm in 1950; the 
comparable percentages were 13.6 in 1959 and 23.2 in 1969. 
The penetration of the capitalist mode of production into agriculture was mea­
sured by the average size of farms in a county. Farm size has been employed as an 
indicator for the structure of agriculture in a number of studies (Buttel et al., 1990). 
It has generally been treated as a single variable representing the tendency toward 
concentration of farm production. Underlying this research strategy is the assump­
tion that the change in farm size/scale is linear and unidirectional in nature. Since 
1970, however, a new trend in farm structural dynamics characterized as dualism 
has been observed by rural sociologists (see Buttel et al., 1990). With increases in 
both larger-than-family farms and small farms and decrease in middle-sized farms, 
the dynamics of farm structure is believed no longer representable solely by farm 
size/scale because of the great distortion of the meaning of the measure made by the 
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deviation from mean farm size under this dualist structure. 
Because of this significant change in farm structure, researchers in the field have 
suggested seperate treatments for the period before and after 1970 (e.g.. Office of 
Technology Assessment, 1986; Gilles and Dalecki, 1988). Following this line, the 
current study takes the assumption that the change of farm structure between 1950 
and 1970 can be represented by the change in average farm size during the period. 
Consequently, the data for this variable were obtained directly from census of agri­
cultural reports under the same name. In the three censuses, the average size of Iowa 
farms was 170.2 acres in 1950, 195.8 acres in 1959, and 230.8 acres in 1969. 
The summary statistics are contained in Table 3.1. All these variables changed 
in a monotonie fashion. Education and farm size appeared to be normally distributed 
in all three occasions, indicated by the relative distance of the mean from the corre­
sponding low and high values of the variable and the standard deviation. Off-farm 
employment, on the other hand, was negatively skewed during the first two mea­
suring times when more counties had values below the mean. Nevertheless, further 
examination of the data indicated that this was not a serious problem as far as their 
structural relationships were concerned. 
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Table 3.1: Summary statistics for exogenous variables 
Range 
Indicators and Years Low High Mean Standard Deviation 
Education(%) 
1950 13.8 45.3 31.3 6.27 
1960 22.8 57.0 43,7 7.18 
1970 38.7 73.1 58.1 7,02 
Off-Farm Work (%) 
1950 3.0 30.1 9.3 4.65 
1959 4.5 33.5 13.7 6,10 
1969 11.0 45.1 23.5 8.13 
Farm Size (Acres) 
1950 114.8 216.5 170.2 17.61 
1959 144.5 260.3 195.8 21.76 
1969 168.4 327.6 230.8 31.35 
Table 3.2: Summary statistics for child-woman ratio 
Child-Woman Ratio Low 
Range 
High Mean Standard Deviation 
1950 464.5 • 740.1 600.9 54.37 
1960 439.8 907.8 619.1 104.73 
1970 244.6 659.1 399.2 88.91 
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Endogenous variable 
The model includes one endogenous variable; fertility was measured by child-
woman ratio, an indicator derived from dividing the population 0-4 years old by the 
number of women 15-44 years old and multiplying by 1,000 (Palmore and Gardner, 
1983). This is an indirect measure of fertility because it refers not to births but to 
the survivors of births taking place in the last five years. Nevertheless, based on the 
examination of reliable data from 56 countries in the 1970s, Palmore (1978) found 
that the child-woman ratio had a correlation close to unity with the general fertility 
rate, a direct measure of fertility defined as the number of births in a given year 
divided by the midyear population of women 15-44 years old. Child-woman ratio 
was the only measure available for the rural farm population in the censuses from 
1950 to 1970, although direct indicators of fertility were present in the last population 
census under question. 
The average child-woman ratio for Iowa's farm population at county level was 
600.9 children under 5 per 1,000 women 15-44 in 1950, 619.1 in 1960, and 399.2 in 
1970 (Table 3.2). 
In contrast to the exogenous variables, the child-woman ratio demonstrated sig­
nificant fluctuation between the 1950 and 1970 censuses. Of course, this was the 
result of the well- known baby-boom during that period. After the 1960 census, 
the child-woman ratio slid sharply. By 1970, lowan farm women had only about 64 
percent of the children under 5 years old that they had in 1960. 
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Statistical Analysis 
To examine the relationships between the hypothesized construct and empiri­
cal indicators and to estimate structural coefficients of the model, LISREL (Linear 
Structural RELationship) analysis is employed as the major statistical tool for the 
study. It requires the use of variance-covariance matrix or correlation matrix instead 
of the raw data. 
LISREL is commonly known as a computer program developed by Joreskog 
(1973) to deal with statistical models related to the general structural equation sys­
tem. Such models include path analysis, recursive and nonrecursive models, confir­
matory factor analysis, and classical econometrics. The common features of these 
models were seen as the analysis of nonexperimental data, the development of a sys­
tem of interacting equations with causal links among the variables of interest, and 
the employment of hypothetical constructs or latent variables to represent underly­
ing relationships among observed variables (Goldberger, 1973; Saris and Stronkhorst, 
1984; Dwyer, 1983; Bollen, 1989b). 
The basic element of the general structural equation system is the structure of 
variances and covariances among the variables of interest. The target of LISREL 
analysis is to examine whether the structure of covariances predicted by the model 
fits the sample covariances. A true model is capable of reproducing the covariances 
in a more or less perfect manner. 
The concept of structure in this notion of LISREL is crucial since it implies 
certain patterned relationships among variables. The original idea of this concept 
was given by Wright (1921:557), one of the key contributors to the development of 
structural modeling techniques: 
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The ideal method of science is the study of the direct influence of one 
condition on another in experiments in which all other possible causes of 
variation are eliminated. Unfortunately, causes of variation often seem 
to be beyond control. In the biological sciences, especially, one often has 
to deal with a group of characteristics or conditions which are correlated 
because of a complex of interacting, uncontrollable, and often obscure 
causes. The degree of correlation between two variables can be calculated 
by well known methods, but when it is found it gives merely the resultant 
of all connecting paths of influence. 
The present paper is an attempt to present a method of measuring the 
direct influence along each seperate path in such a system and thus finding 
the degree to which variation of a given effect is determined by each 
particular cause. The method depends on the combination of knowledge 
of the degrees of correlation among the variables in a system with such 
knowledge as may be possessed of the causal relations. In cases in which 
the causal relations are uncertain the method can be used to find the 
logical consequences of any particular hypothesis in regard to them. 
More recently, Duncan (1975:151) expressed the idea of structure in a more 
specific way: 
The structural form of the model is that parameterization—among the 
various possible ones—in which the coefficients are (relatively) unmixed, 
invariant, and autonomous.... If the coefficients in the model are indeed 
relatively invariant across populations, somewhat autonomous, and not 
inseperable mixtures of the coefficients that "really" govern how the world 
works—then your model is actually in its "structural" form. 
Structure represents the belief that the relationships described by the parameters of 
the model bring to light the invariant causal mechanisms among the variables of inter­
est. Because of this, structural equation models have also been called causal models 
to highlight this property (e.g., Bielby and Hauser, 1977; Saris and Stronkhorst, 1984; 
Dwyer, 1983). Nonetheless, a proper understanding of these models should exclude 
the idea that the techniques themselves are able to uncover causal relations. As 
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Bollen (1989b:4) put it, these models at best "...show whether the causal assump­
tions embedded in a model match a sample of data." 
The incorporation of subject-matter theory into the analysis of nonexperimental 
data is often considered as facilitating the assessment of causal effects among variables 
of interest (Bollen, 1989b). However, when the data employed are cross- sectional, 
several restrictions have to be imposed on research findings. First, because data are 
collected at a single point in time, the research design has to take the assumption 
that differences found among individuals based on such data are stable longitudinally 
(Rogosa, 1979). Second, instead of actually measuring changes, cross-sectional stud­
ies have to assume that the differences found among individuals represent the change 
patterns that each individual would go through over time (Rogosa, 1979; Dwyer, 
1983). 
This mixture of interindividual differences with interindividual development and 
intraindividual change has been considered as assumptions inappropriate for the 
study of development and change (Coleman, 1968; Freeman and Hannan, 1975; Heise, 
1975; Dwyer, 1983; Hertzog and Nesselroade, 1987). Empirically, research findings 
indicated that cross-sectional data are insensitive to the dynamics of growth and 
change (Coleman, 1968; Freeman and Hannan, 1975) and even contradictory to the 
results from longitudinal studies (Labouvie et al., 1974). 
Cross-sectional studies cannot manipulate the time factor, which is generally 
believed to be a key in making causal inferences (Hage and Meeker, 1988). In fact, 
without actual temporal measurement being built into the design, cross-sectional 
research has to depend heavily on subject-matter theory to determine the direction 
of causal influence between variables of interest. 
60 
These disadvantages can be partially overcome by a longitudinal design, espe­
cially the panel study, which consists of measurements of the same variables among 
the same group of people for at least two points in time. According to this defini­
tion, the present study is a panel design because it takes the same group of counties 
as its subjects and measures the same variables over three time points. As Dwyer 
(1983) noted, a longitudinal design can make the unidirectional assumption about 
causal effects between variables more plausible simply because of the involvement of 
time. Further, instead of infering, longitudinal studies can actually measure change 
in variables. 
The putative nature of longitudinal research resides in its dynamic modeling 
(Plewis, 1985; Tisak and Meredith, 1990), which involves observations measured 
across time and theories to account for these observations. For obvious reasons, 
panel data are much more difficult to obtain than cross-sectional data. As a matter 
of fact, the problems related to longitudinal measurements have generated consid­
erable discussion, especially among methodologists affiliated with the psychological 
tradition (e.g.. Burr and Nesselroade, 1990; Rovine and Delaney, 1990). However, 
because the data used in this study are immune of the test-retest problem resulting 
from respondents' memories of the answers given during previous surveys and also 
because census data do not have missing cases over time, at least at the county level, 
measurement problems are far less important to the present study than are other 
issues. 
Among these, an issue that has recieved much attention from longitudinal re­
searchers is the nature of change both within variables and among variables, especially 
the latter (McArdle and Aber, 1990). Empirically, the mean and variance of a vari­
61 
able or a certain relationship between variables of interest found at one time point 
may increase in magnitude, stay roughly the same, or decrease when being measured 
repeatedly. In the case when the mean or variance of a variable continues at the same 
level over time, the variable is regarded as stable (Hertsog and Nesselroade, 1987). 
By the same token, when a relationship between two variables or among a group 
of variables is found constant over time, the relationship is viewed as structurally 
invariant (Dwyer, 1983; Greenberg and Kessler, 1985; McArdle and Aber, 1990). On 
the other hand, a variable or a relationship is referred to as unstable or inconsistant 
when change is observed in it over time (Hertzog and Nesselroade, 1987). In general, 
stability or structural invariance represents the central concern of most structural 
models in longitudinal studies, whereas lability is the target for longitudinal models 
dealing with system disturbance or collapse (Dwyer, 1983). 
Nevertheless, for methodologists, it is not at all a clear-cut division since the 
problem of when a model should or should not incorporate a component of change 
is far from being settled. In fact, as a fundamental problem generated from nonex-
perimental data (usually incapable of including a randomization process to rule out 
competing explanations and interpretations), this issue of when to include a change 
component in a model has been assigned a special title: Lord's paradox. The idea 
was introduced by Lord (1967), who was confused by different conclusions reached 
through the employment of models with or without the incorporation of a change 
element when the same longitudinal data set was under question. 
Closely related to this, of course, is the issue of how to identify and interpret 
stability and change in empirical studies. Hertzog and Nesselroade (1987) indicated 
that a stability coefficient of +0.60 over five years of time could be regarded as either 
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high or low largely reliant upon the perspective of the researcher. A major reason for 
this is that the stability coefficient of a variable represents the summary of multiple 
influences generated from both known and unknown variables over time. Thus, in a 
sense, Lord's paradox might be viewed as a joint product of the confusion generated by 
the effects of unknown variables and the incapability of nonexperimental longitudinal 
designs to randomize the measurement process. 
Because there is no way for a social researcher to include all relevant variables in 
a model, the lack of randomization procedures in nonexperimental longitudinal design 
can sometimes fail to close the causal model (Dwyer, 1983). This intrinsic problem 
has led a number of well-known sociometricians to confess that longitudinal study 
remains to a certain extent a mystery to social scientists (Blalock, 1985; Hertzog and 
Nesselroade, 1987). In addressing the issue, Blalock (1985:172) noted: 
... it will always be necessary to make a certain number of not-too-
realistic assumptions in order to obtain definite solutions. The important 
feature of causal models is that such assumptions are made explicit, so 
that they are open to challenge. 
Nevertheless, it seems that it is generally agreeable that more plausible assump­
tions can be obtained if one can identify from empirical data certain differences 
among population groups that are capable of maintaining themselves across time. 
Based upon the fundamental idea of social entropy theory (Bailey, 1990), the differ­
ences located among population groups can be treated as indicators of the existence 
of certain factors in a social entity that are capable of generating some effects on 
the system to prevent it from approaching maximum entropy (no difference exists). 
Although a full introduction of social entropy theory is beyond the scope of this 
chapter, a presentation of the basic ideas of the theory will facilitate understanding 
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of the rationale of longitudinal causal models. 
Entropy is a concept used in the second law of thermodynamics which indicates 
that the entropy of a system tends toward a maximum if the system does not exchange 
matter, energy, or information with its environment (Dwyer, 1983; Bailey, 1990). 
Bailey (1990:86) indicated: 
The maximum state of entropy in any system is defined as maximum 
disorder (randomness) or the "most probable" state of the system. Con­
versely, minimum entropy is always minimum disorder (maximum depar­
ture from randomness), regardless of the system in which it is applied. 
Following this, it is believed that a closed system is most likely to be in the state of 
maximum entropy because there is no exchange of energy and other resources between 
the system and outside world. In contrast, an open system is capable of exchanging 
energy and resources with its environment and therefore is able to generate constraints 
on systemic variables and keep their entropy level below the maximum. 
With this definition, all human societies can be treated as open systems since 
each has to exchange matter and energy with its environment. As such, it is le­
gitimate to assume that the entropy of a social system is always somewhere below 
the maximum, although the actual entropy level varies from one society to another 
and from time to time and thus can be determined only through empirical measure­
ment. In addition, because societies are complex systems, the term joint entropy is 
employed to analyze the relationships among systemic variables. To illustrate the 
idea more specifically, an example presented by Bailey (1990:136) with regard to the 
relationship between gender and technology is quoted in full; 
... gender is the single variable that comes to mind as displaying nearly 
maximum entropy in most populations. In most populations, the percent­
age of each sex at birth is close to 50 percent (this, of course, can be altered 
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through differential mortality as the cohort ages). Given a condition of 
maximum entropy for gender, we might expect joint entropy (gender-
technology) to approach maximum entropy (zero correlation). This is 
often clearly not the case. The distribution by sex of persons who can 
operate electronic equipment in the United States is not 50-50 but skewed 
so that more men operate it. Thus, there is some ordering procedure that 
converts the univariate maximum entropy for gender into a nonmaximum 
value of bivariate (joint) entropy for gender and technology. 
This example indicates that a theory of entropy can be very useful in the study 
of social phenomina, especially in dynamic modeling since the theory implies a per­
spective treating social life as an ever changing process based upon the systemic 
exchange of matter, energy, and information with its environment. With this per­
spective, one can easily avoid the awkward use of the concept of survival (and failure 
to survive), a dichotomy delivered by functionalism for the purpose of explaining 
societal change and development (Bailey, 1990). Instead, by viewing social life as 
a continuous process and maximum entropy as the most probable outcome of this 
process, social entropy theory enables one to consider any departure from maximum 
entropy as a move containing certain orderly elements. Further, if the entropy level 
remains constant over time, the system is said to be in a state of equilibrium (Dwyer, 
1983; Bailey, 1990). Moreover, it is believed that an equilibrium containing an en­
tropy less than maximum for a dependent variable is definitely an indicator of the 
existence of a causal effect (Dwyer, 1983). 
Statistically, equilibrium means that the relationships between variables of in­
terest, such as correlations, covariances, and slopes, are largely stable across time 
(Dwyer, 1983). As Dwyer (1983) pointed out, this notion of equilibrium is the key in 
the development of longitudinal design because of its implication of structural invari­
ance and its potentiality in promoting plausible simulation of empirical processes. 
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With these theoretical and methodological considerations, we are now in a po­
sition to introduce the actual technique of structural modeling, namely, the LISREL 
program. The full LISREL model consists of two parts. The structural part specifies 
the causal relationships among variables, while the measurement part links vari­
ables with their empirical indicators. The variables specified by the model include 
both exogenous and endogenous variables. By definition, exogenous variables are 
those whose variances are not explained by the model. In contrast, endogenous vari­
ables are the ones assumed to be determined by the model. Exogenous variables are 
commonly symbolized as whereas endogenous variables are represented by 77. In 
LISREL language, ^ and 7} represent vectors of variables. The relationships between 
the two groups of variables constitute the structural part of the model. The general 
expression of this is represented by; 
7; = 4- + ( 
where /3 is a matrix of coefficients for the proposed relationships between endogenous 
variables, F is a matrix of coefficients representing the effects of exogenous variables 
on endogenous variables, and (is a vector denoting the structural disturbances or 
residuals of the model (BoUen, 1989b). 
The measurement part of the model consists of two sets of equations. The first 
specifies the relationships between exogenous variables and their indicators, whereas 
the second defines the relationships between endogenous variables and their empirical 
measures. In LISREL, the first set of equations is represented by: 
X = S.xi  + S 
where X is a vector of indicators of exogenous variables. A® is a matrix of loadings 
66 
of X on the latent exogenous variables, and <5 is a vector of measurement errors 
corresponding to the X vector (Bollen, 1989b). The second set of equations is denoted 
by: 
Y = Ayr} + e 
where Y is a vector of indicators of endogenous variables, Ay is a matrix of load­
ings of Y on latent endogenous variables, and e is a vector of measurement errors 
corresponding to the Y vector (Bollen, 1989b). 
As indicated by Bollen (1989b), there are a group of assumptions that need 
to be incorporated into structural equation models in order to make them solvable. 
First, structural equations are linear in both variables and parameters. Second, the 
random error term of a variable is uncorrelated with any preceding variables and has 
the expected value (mean) of zero (randomly distributed). Third, the error terms are 
not correlated with each other (nonautocorrelated). Fourth, the variables involved in 
the model are homoscedastically distributed; that is, the distribution of variance is 
constant across all cases. These assumptions are not equal in their strength. Under 
some circumstances, for example, the nonautocorrelation assumption can be relaxed, 
especially in panel models where the error terms of the same variable over time are 
most likely to have autocorrelations since the unknown factors that determine these 
errors can hardly be randomized between time periods (Dwyer, 1983). 
The solution of the three sets of equations requires the specification of eight 
matrices: 
1. (3 (beta) denotes the structural coefficients among latent endogenous variables. 
2. r (gamma) represents the structural coefficients of the effects of latent exoge-
67 
nous variables on latent endogenous variables. 
3. Ay (lambda Y) refers to the factor loadings of the indicators of endogenous 
variables on the latent endogenous variables. 
4. A® (lambda X) refers to the factor loadings of the indicators of exogenous 
variables on the latent exogenous variables. 
5. # (phi) is a variance-covariance matrix of the latent exogenous variables. 
6. $ (psi) is a vari ance-covari ance matrix of the residuals. 
7. 0e (theta epsilon) is a variance- covariance matrix of Y's measurement errors. 
8. 0^ (theta delta) is a variance-covariance matrix of X's measurement errors. 
The general process for model specification begins with graphic illustration 
(BoUen, 1989b). A diagram of the model contains the same set of hypotheses and 
assumptions as does the matrix expression of structural equations. However, because 
a diagram is visually more straightforward in terms of what kind of relationships are 
included in the model, it enables one to go through the specification with a clear 
picture in mind. Thus, in the following section, the specification of the general model 
and its panel sub-models will be presented with diagrammatic illustrations before 
mathematical and matrix expressions. 
Model Specification 
The general model contains two major independent variables, the structure of 
agriculture and mass education. The former is measured with average size of farms 
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and the latter by the proportion of persons aged 25 over with twelve or more years of 
formal education. In addition to these two variables, farmer's off-farm employment is 
treated as another independent variable of the model because its development in rural 
communities during recent decades represents a significent aspect of the penetration 
of the capitalist mode of production into rural social life. Becuase the variables 
involved in the model were each measured by a single indicator, the measurement 
part of the model can be omitted. Consequently, the structural part of the model is 
presented in Figure 3.1. 
Because the variables are assumed to be measured perfectly by their single in­
dicators, Figure 3.1 actually illustrates a regression model with three independent 
variables and one dependent variable. Correspondingly, the algebraic notations for 
path coefficients are s instead of the Greek letters generally employed by the LIS-
REL program. Further, the three independent variables are assumed to be indepen­
dent of each other so that they do not have an interactive effect on fertility. In the 
longitudinal models that will be specified, this assumption will be relaxed and the 
three variables will be allowed to correlate with each other initially. Under these 
specifications, the general model can be expressed in the following form: 
Vl = -^11^1 + ^12®2 + ^13^3 + 
This model will be applied to each of the three census data sets. 
Following the hypotheses concerning the relationship between education and fer­
tility proposed in the last chapter, the corresponding longitudinal model is illustrated 
in Figure 3.2, where education and fertility are represented by and respectively, 
and the Greek letters used to denote structural coefficients are replaced by the English 
letters employed conventionally in path analysis (e.g., see Blalock, 1985). 
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Figure 3.1: A causal model for the fertility of the farm population 
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Figure 3.2: Causal model of education and fertility across three waves 
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This model contains several important assumptions. First, it assumes that a 
variable measured at a given time point is capable of generating direct lagged and 
cross-lagged effects only on variables measured at the time point that immediately 
follows. Thus, education measured in 1950 ( ) is assumed to have direct influence on 
1960 education (zg) and fertility (^2) but have no direct eff'ect on variables measured 
after 1960. Secondly, it is assmued that the error terms, itj and v.j, are uncorrelated 
either synchronously or diachronously. By assuming no synchronous correlation, the 
residuals of education and fertility of the same wave are not correlated with each 
other because of the existence of some common influence such as the errors created 
during measuring procedures. On the other hand, the lack of diachronous correlation 
implies that there is no autocorrelation between the error terms of the same variable. 
These assumptions, of course, can be challenged. In fact, the literature shows 
that both assumptions have recieved intensive discussion among longitudinal students 
(e.g., Dwyer, 1983; Blalock, 1985) and a number of alternatives have been proposed 
to adjust empirical models. Suffice it to say at this point that these assumptions can 
nevertheless serve as components of the baseline model and several alternatives can 
be tested. 
The structural relations demonstrated in Figure 3.2 can be expressed in the 
following five equations: 
yi  = / i F i + n  
= 021-^1 +'^2r^i+ "2 
y'2 = (=21^1 + 621^1 + f'22^2 + n 
•^3 = «32^2 + ^32^2 + "2 
Vi = C32.T2 + 632^2 + /33^3 + ^3 
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where ajj and b^j refer to the stability coefficients of x and y, respectively, and d^j 
are the cross-lagged coefficients from x to y and from y to x, and fn the sychronous 
coefficients from .rj to i/j. Since these equations represent a recursive model, they 
do not have identification problems and thus can be solved quite easily through 
the use of the ordinary least squares method (Duncan, 1975) instead of the general 
least squares method employed by the LISREL program (Bollen, 1989b). However, 
when reciprocal effects are involved or autocorrelation of error terms is assumed, the 
ordinary least squares method has to be replaced by the general least square method 
because the former is not capable of handling these problems. 
The second sub-model tests the relationship between agricultural structure and 
fertility. This is diagrammatically represented in Figure 3.3, where xj, y2, and t/g 
refer to farm structure measured at 1950, 1959, and 1969, respectively; X2, yg, yg 
represent the off-farm employment at the three time points; and yj, ^4, and yj 
denote the fertility level observed in 1950, 1960, and 1970, respectively. Again, 
because the model assumes perfect measurement of the variables by their indicators, 
only the structural relationships are presented in the figure. Correspondingly, the 
structural paths are represented by Greek letters for exogenous variables and f3ij 
for endogenous variables, with i referring to the affected variable and j the affecting 
variable. Under the assumptions of nonautocorrelation and one lag effect, the model 
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Figure 3.3: A longitudinal model of the relatinships between farm structure, 
off-farm employment, and fertility across three waves 
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takes the following form for its structural relationships: 
2/1 0 2/1 
2/2 /?21 0 2/2 
2/3 0 0 2/3 
2/4 
= 
/?41 A2 A3 0 2/4 
2/5 0 /^52 /^53 /^54 0 2/5 
2/6 0 /^62 /^63 /^64 0 0 2/6 
2/7 . 0 /?72 /?73 /?74 /?75 /?76 0 ^ 2/7 . 
711 712 
721 722 
731 732 
741 742 
which yields seven structural equations: 
®1 
®2 
+ 
n  
62 
G3 
64 
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«6 
«7 
yi = 711®1+712®2 + «1 
2/2 = /5212/1 + 721^1 + 722®2 + ^2 
3/3 = -^312/1 + 731^1 + 732®2 + ^3 
!/4 = P i i V i  + A2^2 + /^432/3 + 7413:1 + 742^2 + ^4 
2/5 = ^522/2 + A532/3 + A542/4 + 65 
2/6 = /^622/2 + ^ ^63^3 + /^642/4 + ^6 
2/7 = /^722/2 + /^732/3 + ^^742/4 + '%2/3 + ,^76^6 + ^7 
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$ = 
The 0 matrix of variances and covariance between exogenous variables takes the 
form: 
h i  
^ 2 1  ^ 2 2  
The $ matrix of variances and covariances of endogenous latent variables has zeros on 
the subdiagnal because of the assumption of uncorrelation of structural disturbance 
terms: 
$ = 
'11 
0 i ' 2 2  
0 0 V'33 
0 0 0 •044 
0 0 0 0 V'55 
0 0 0 0 0 ^66 
0 0 0 0 0 0 
Finally, the panel model containing all three independent variables and their longi­
tudinal relationships with fertility and with each other is presented in Figure 3.4, 
where y2, and yg denote farm structure measured at 1950, 1959, and 1969, re­
spectively; X2> and yj refer to off-farm employment; zg, 1/4, and i/g represent 
education; and j/j, 1/5, and 1/9 denote fertility of 1950, 1960, and 1970, respectively. 
By making the same assumptions as before, this model has sixteen pairs of lagged 
and cross-lagged paths and three sets of synchronous paths. In algebra terms, these 
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Figure 3.4: A longitudinal model of the relationships between farm size, off-farm 
employment, education, and fertility across three time periods 
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structural relationships take the form as follows: 
V l  0 2/1 
y-i /?2i 0 2/2 
2/3 A31 0 0 2/3 
2/4 /?41 0 0 0 2/4 
2/5 A5I A52 A53 ^54 0 2/5 
2/6 0 ,(^62 '(^63 A4 /^65 0 2/6 
2/7 0 ,^?72 fi-JZ /?74 (^75 0 0 ^7 
•2/8 0 ,^82 .'^83 ^4 /^85 0 0 0 2/8 
2/9 0 ^92 /^94 /^95 /^96 ^97 /^98 0 _ 2/9 . 
ei 
«2 
711 712 713 «3 
721 722 723 X I  H  
731 732 733 X 2  + ®5 
741 742 743 . ^"3 . «6 
751 752 753 _ 67 
«8 
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which yields nine structural equations: 
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Vl = 7ll'Cl + 712®2 + 713'^3 + 
y-l = 121^1 + 722®2 + 723'(^3 + ^212/1 + ^2 
2/3 = 731'^1 + 732^2 + 733-^3 + ^312/1 + eg 
2/4 = 741'''1 + 742®2 + 743^3 + A12/1 + ^4 
'2/5 = 751 ®1 + 752>'^2 + 753x3 + fS^iVi + A522/2 + '^532/3 + /^54'2/4 + 
2/6 = /^622/2 + ,^632/3 + /^642/4 + + ^6 
2/7 = /^72'2/2 + /^732/3 + /^T42/4 + /^75'2/5 + ®7 
'2/8 = /3822/2 + /^83'2/3 + /^842/4 + ^52/5 + ®8 
2/9 = -^922/2 + /^93'2/3 + /^94'2/4 + /^952/5 + /^962/6 + ^ 72/7 + /^982/8 + ®9 
The $ matrix of variances and covariances between latent exogenous' variables takes 
the form: 
h i  
<t>2l ^22 
$ = 
h i  ^32 ^33 
The ^ matrix of variances and covariances of endogenous latent variables has zeros on 
the subdiagnal because of the assumption of uncorrelation of structural disturbance 
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terms: 
^'11 
0 V'22 
0 0 V'33 
0 0 0 V'44 
0 0 0 0 V'.55 
0 0 0 0 0 V'66 
0 0 0 0 0 0 i/'77 
0 0 0 0 0 O
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Because of the assumption of perfect measurement, the model has the A® and Ay 
matrices defined as identical, with the 0^ and ©e matrices fixed to zero. 
As indicated by Bollen (1989b), the fundamental hypothesis of structural equa­
tion models is that the covariance matrix observed from a population can be repro­
duced exactly by the proposed model containing a set of parameters that are esti­
mated on the basis of certain specific assumptions. To express this in mathematical 
terms: 
S = S(g) 
where S (sigma) is the population covariance matrix of observed variables, ^ is a 
vector consisting of the parameters of the model, and S(^) is the covariance matrix 
expressed as a function of 6. If each parameter contained in 6 is identified (definitely 
solvable), the whole model is identified. In longitudinal models, however, because 
of the complexity of the factors involved, the identification of the parameters has 
remained largely a problem to be resolved (Dwyer, 1983; Blalock, 1985). Nevertheless, 
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with the given assumptions, ail models introduced in this chapter are identified. 
The overall goodness-of-fit between the proposed model and the observed covari-
ances can be assessed by several tests. The one most often used is the chi-square test 
written as a function of the sample size and the difference between the observed and 
estimated variances and covariances. By using the LISREL program, a chi-square 
statistic is provided automatically after the run of the model. One can interpret 
this statistic as measuring whether the difference exceeds a critical value at a pre­
determined probability level (Joreskog and Sorbom, 198.5). If the statistic is larger 
than the critical value, one concludes that the pattern of relationships among the 
population variables is not represented by the model. 
While the chi-square statistic is valuable in assessing the plausibility of a pro­
posed model, it prevents direct interpretation when large samples are involved since 
the test is a direct function of sample size. As part of the effort in addressing the 
issue, Joreskog and Sorbom (1985) proposed two other measures of overall fit on the 
basis of a comparison between the observed and predicted matrices. First, there is 
the index of goodness-of-fit or adjusted goodness-of-fit that measures the relative 
amount of variances and covariances jointly explained by the model. This statistic is 
independent of sample size and has a value usually ranging from zero to one. Second, 
there is the root mean square residual, which measures the average of the residual 
variances and covariances resulting from the comparison between observed and pre­
dicted matrices. When approximately the same metric is used in measurement, such 
as in the case of correlation matrix, this test is useful in model assessment. 
In addition to these methods, another measure has been developed by Bentler 
and Bonett (1980) and extended by Sobel and Bohrnstedt (1985). They suggested 
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that instead of testing a single model, a set of relevant models be assessed on the 
basis of comparing the baseline model with these models. The baseline or null model 
generally specifies mutual independence among the variables under concern and that 
certain variances and covariances are known. The use of a baseline model encourages 
one to question what is known in a research area before analyzing a LISREL model. 
The function of the baseline model in such usage is to determine how much of the 
observed variances and covariances can be reproduced solely by means of the zero-
order correlations among the exogenous variables and the unique variances of the 
endogenous variables. An incremental fit index has been introduced to determine the 
improvement in fit by the proposed model vis-a-vis the baseline model and whether 
the model leaves any meaningful information unexplained (Sobel and Bohrnstedt, 
1985): 
^ b p  -  -  f p ) / f b  
where / refers to the fit function, usually the chi-square statistic given by the LISREL 
program. The fit function for the baseline model is represented by /^, while the fit 
function for nested model is denoted by fp. The magnitude of A ranges usually from 
zero to one with a value close to unity implying a perfect explanation of the variance 
and covariance in the observed data. 
However, Bollen (1989a) indicated that two problems exist with the method. 
First, the mean of A's sampling distribution is related to sample size positively and 
thus makes A a relatively over-pessimistic image of fit for smaller samples vis-a-vis 
larger samples even though all samples conform to an identical underlying model. 
Second, the method has no adjustment for degrees of freedom. This could create sys­
tematic biases against models with fewer (parsimoniously built) parameters because 
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models with more parameters will always accomplish greater values in A than models 
that are nested within them. To overcome these problems, Bollen (1989a) proposed 
a new A method termed Ag, as against the one developed by Bentler and Bonett 
(1980), which he termed A^: 
^2 == ~  - D F m )  
where and Fm refer to the fit functions of the baseline model and the maintained 
or proposed model, respectively, and DFm the degrees of freedom for the maintained 
model. As compared to Aj of the Bentler and Bonett method, the value of A2 is 
greater because of its consideration of the degrees of freedom. 
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CHAPTER 4. FINDINGS 
Crosstabulations 
Before analyzing the data with LISREL, the relationships between exogenous 
and endogenous indicators are examined through cross-tabulations. This is done by 
receding these indicators and transforming them into dichotomous variables with 
their means as the discriminating point. Because all the variables under concern 
are continuous variables, to transform them into dichotomous variables necessarily 
involves arbitrary decisions. The selection of means as the discriminating points is 
simply one choice among several alternatives (such as median, mode) for the purpose 
of examining whether any associations between variables exist along this line. 
Education had a clear reverse association with child-woman ratio in both 1950 
and 1960, although the pattern became insignificant in 1970 (Table 4.1). Similarly, 
the association between off-farm employment and child-woman ratio was in strong 
reverse order during the first two occasions (Table 4.1). In 1970, the relationship 
appeared to be weakened because counties with fewer farmers involved in ofF-farm 
work had more cases with lower child-woman ratios than the average, although the 
reverse was sustained among those with greater ofF-farm work involvement. These 
observations indicate that counties with higher education levels and greater ofF-farm 
employment tend to have lower child-woman ratios, which is in accordance with 
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Table 4.1: Cross-tabulations of child-woman ratio by education and off-farm em­
ployment over three time points 
Mass education Off-farm employment 
Child-woman 1950 1950 
ratio Below mean Above mean Below mean Above mean Totals 
1950: Below mean Ï7 32 20 29 49 
Above mean 26 24 42 8 50 
Totals 43 56 62 37 99 
Chi-square 3.02 19.72 
Significance 0.082 0.001 
Mass education Off-farm employment 
Child-woman 1960 1959 
ratio Below mean Above mean Below mean Above mean Totals 
1960: Below mean 17 37 22 32 54 
Above mean 25 20 36 9 45 
Totals 42 57 58 41 99 
Chi-square 5.82 15.59 
Significance 0.016 0.001 
Mass education Off-farm employment 
Child-woman 1970 1969 
ratio Below mean Above mean Below mean Above mean Totals 
1970: Below mean 24 36 32 28 60 
Above mean 17 22 28 11 39 
Totals 41 58 60 39 99 
Chi-square 0.13 3.37 
Significance 0.723 0.062 
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Table 4.2: Cross-tabulations of child-woman ratio by average farm size over three 
time points 
Child-woman 
Average farm 
1950 
size 
ratio Below mean Above mean Totals 
1950: Below mean 24 25 49 
Above mean 23 27 50 
Totals 47 52 99 
Chi-square 
Significance 
0.09 
0.767 
Child-woman 
Average farm 
1959 
size 
ratio Below mean Above mean Totals 
1960: Below mean 24 30 54 
Above mean 24 21 45 
Totals 48 51 99 
Chi-square 
Significance 
0.78 
0.378 
Child-woman 
Average farm size 
1969 
ratio Below mean Above mean Totals 
1970: Below mean 24 36 60 
Above mean 22 17 39 
Totals 46 53 99 
Chi-square 
Significance 
2.56 
0.109 
86 
Table 4.3: Cross-tabulations of lagged child-woman ratio by education, off-farm em­
ployment, and average farm size 
Mass education Off-farm employment 
Child-woman 1950 1950 
ratio Below mean Above mean Below mean Above mean Totals 
1960: Below mean 18 36 24 30 54 
Above mean 25 20 38 7 45 
Totals 43 56 62 37 99 
Chi-square 4.93 16.78 
Significance 0.026 0.001 
Mass education Off-farm employment 
Child-woman 1960 1959 
ratio Below mean Above mean Below mean Above mean Totals 
1970: Below mean 21 39 30 30 60 
Above mean 21 18 28 11 39 
Totals 42 57 58 41 99 
Chi-square 3.44 4.63 
Significance 0.064 0.031 
Average farm size 
Child-woman 1950 
ratio Below mean Above mean Totals 
1960: Below mean 
Above mean 
27 
20 
27 
25 
54 
45 
Totals 47 52 99 
Chi-square 0.30 
Significance 0.582 
Average farm size 
Child-woman 1959 
ratio Below mean Above mean Totals 
1970: Below mean 25 35 60 
Above mean 23 16 39 
Totals 48 51 99 
Chi-square 
Significance 
2.83 
0.092 
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expectations. 
The relationship between average farm size and child-woman ratio, on the other 
hand, did not have a clear pattern (Table 4.2). In the 1950 census, the distribution 
of cases in each column was nearly identical. From then on, however, while those 
with smaller farms continued to have equal or nearly equal cases in high and low 
categories of child-woman ratio, counties with larger farms had an increasing number 
of cases with child-woman ratios below the mean. In the final period, however, the 
relationship failed to reach significance at the 0.10 level. 
When the cross-tabulations between the three exogenous indicators and the cor­
responding child-woman ratios lagged behind by one decade are examined (Table 4.3), 
the patterns observed in Tables 4.1 and 1.2 remain basically the same, although the 
relatively strong association of the 1970 child-woman ratio with 1960 education is 
not found in the relationship between the two variables as of 1970. A similar but 
less significant relation can also be found between 1959 average farm size and 1970 
child-woman ratio. As compared with the cross-tabulation containing the two vari­
ables both around 1960 (Table 4.2), with the child-woman ratio lagged behind by one 
decade, a few more counties with larger farms in 1959 had lower child-woman ratios 
by 1970. 
In contrast to education and average farm size, the relationship between 1959 
off-farm employment and 1970 child-woman ratio appeared to be less significant than 
the one involving the two variables both around 1960. This occurred because counties 
involving less in off-farm employment in 1959 had eight more cases in the lower child-
woman ratio group in 1970 than in 1960, thus reducing the significance of the reverse 
relationship remarkably. 
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This preliminary examination illustrates certain basic characteristics of the re­
lationships between the exogenous and endogenous variables, especially from a lon­
gitudinal perspective. Because of its dichotonious nature, however, crosstabulations 
provide a rough picture about these relationships. Additional understanding of the 
data results from examining correlations. 
The Correlation Matrix 
Zero-order correlations between the exogenous and endogenous indicators across 
the three time points are included in Table 4.4. This correlation matrix will serve 
as the data base for the LISREL models to be analyzed in this chapter. From this 
matrix, not only the patterns of the relationships between the exogenous and endoge­
nous variables observed in the last section through crosstabulations can be read more 
clearly, but the relationships among exogenous indicators and the relationships of an 
indicator with itself over different time points can also be examined more systemati­
cally. 
All three exogenous indicators exhibit a strong self-sustaining character with 
most autocorrelations close to or above 0.900 in the sub-matrices. Child-woman 
ratio, to a lower degree, also remains stable over time, indicating that some of the 
counties involved in the observation tend to keep their ranks throughout the period. 
The relationship between education and off-farm employment is insignificant 
throughout the period. In one case, when education is lagged behind by ten years, 
its relation with 1950 off-farm employment is negative. Nevertheless, a closer look at 
the corresponding sub-matrix reveals that the relationship between the two variables 
is not symmetric. That is, when education is lagged behind off-farm employment. 
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Table 4.4: Zero-order correlations among indicators of exogenous and endogenous 
variables 
Indicators 
Mass education OfF-farm employment 
Mass education 1950 1960 1970 1950 1959 1969 
1950 1.000 
1960 0.914* 1.000 
1970 0.898* 0.898* 1.000 
OfF-farm employment 
1950 0.085 -0.009 0.015 1.000 
1959 0.134 0,036 0.060 0.914* 1.000 
1969 0.140 0.060 0.068 0.871* 0.947* 1.000 
Average farm size 
1950 0.050 0.143 0.112 -0.563* -0.511* -0.526* 
1959 0.263* 0.314* 0.287* -0.313* -0.273* -0.301* 
1969 0.372* 0.411* 0.389* -0.325* -0.293* -0.327* 
Child-woman ratio 
1950 -0.256* -0.195 -0.195 -0.395* -0.419* -0.427* 
1960 -0.478* -0.395* -0.406* -0.374* -0.423* -0.396* 
1970 -0.454* -0.460* -0.401* -0.205 -0.239* -0.201 
* significant at 0.05. 
Indicators 
Average farm size Child-woman ratio 
Mass education 1950 1959 1969 1950 1960 1970 
1950 
1960 
1970 
OfF-farm employment 
1950 
1959 
1969 
Average farm size 
1950 1.000 
1959 0.902* 1.000 
1969 0.835* 0.948* 1.000 
Child-woman ratio 
1950 0.125 -0.132 -0.172 1.000 
1960 0.077 -0.218 -0.310* 0.746* 1.000 
1970 -0.048 -0.255* -0.368* 0.576* 0.697* 1.000 
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the correlations are relatively small. When off-farm employment is lagged behind edu­
cation, however, the correlations are somewhat stronger, indicating that education 
does have something to do with off-farm employment, especially when the latter is 
lagged behind. 
In contrast to this, the relationship between education and average farm size is 
significant in all the cases except those involving 1950 average farm size. Education 
has a much stronger association with farm size as the latter lagged further behind. 
Thus, for instance, while 1950 education had a negligible correlation with 1950 farm 
size, its correlations with the 1959 and 1969 farm size become significant and stronger. 
The relationship between farm size and off-farm employment is consistently neg­
ative and significant throughout the period. This indicates that counties with larger 
farms tend to have less off-farm employment and vice versa, no matter which one 
of them is lagged behind or whether both are examined at the same time point. If 
the size of the farm and the employment off the farm can be viewed as two basic 
ways through which rural counties organize their socioeconomic life, the negative as­
sociation between the two reveals that they are largely supplementary in the sense 
that those with larger farms need more full-time farmers, whereas those with smaller 
farms allow farmers to involve more in off-farm employment. 
The supplementary nature of the relationship between these two variables can 
be partly seen through their relationships with child-woman ratio as well. In both 
cases, the relationships generally are negative. The relationship between off-farm 
employment and child-woman ratio usually is stronger than the one involving farm 
size. Nevertheless, while the simultaneous correlations between off-farm employment 
and child-woman ratio are strong in the first two occasions, the same is not true 
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in 1970. In contrast, farm size does not have a strong simultaneous relationship 
with child-woman ratio in the first two tests. During the last period, however, the 
correlation becomes significant with a magnitude greater than ever before. 
As compared with the relationships between child-woman ratio and the two 
farm-related variables, the relationship between education and child-woman ratio is 
more consistent throughout the period. Other than the first row of the sub-matrix 
involving the 1950 child-woman ratio, the magnitude of the correlations between 
these two variables is basically around -0.40. Among the items of the first row, two 
correlation coefficients concerning education of 1960 and 1970 lagged behind 1950 
child-woman ratio are insignificant, implying that the baby-boom in the 1950s may 
have a weakening effect on the relationship. 
The patterns obtained from the examination of the correlation matrix cannot 
be interpreted in a structural sense, of course, because of their bivariate nature. 
In a structural relationship, the correlation between the two variables is only one 
element among a group of others involved in the structure that are responsible for 
the outcome of the relationship. Thus, the correlations contain only a limited part 
of the information that is needed for the building of structural relationships among 
these variables. 
The General Model 
Because the general hypothetical model contains no indirect paths among vari­
ables and none of the variables has more than one empirical indicator, its empirical 
test can be conducted through multiple regression, a much more straightforward sta­
tistical tool than LISREL (or in the words of Joreskog and Sorbom (1989), a special 
92 
case of LISREL). 
All three proposed independent variables have statistically significant effects on 
child-woman ratio during the 1960 and 1970 censuses (Table 4.5). In the 1950 census, 
although off-farm employment and education have relatively strong impacts on child-
woman ratio, average farm size fails to produce a significant effect. As a result, the 
variance in child-woman ratio explained by the model is somewhat smaller in 1950 
than that in the other two years. 
According to these cross-sectional statistical analyses, the model cannot be re­
jected. All three independent variables are capable of yielding negative impact on 
child-woman ratio at least during the later two occasions. The failure of average 
farm size to generate a significant effect on child-woman ratio in 1950 indicates the 
instability of the system, which can then be examined further with longitudinal sub­
models. 
Sub-Model I: Education and Fertility 
Following the specification of the sub-model presented in Figure 3.2, a LISREL 
statistical program generates results demonstrated in Figure 4.1. Although strong 
intervariable effects exist, the model yields different results across occasions. In both 
the 1950s and 1960s, education has significant negative effects on child-woman ratio 
through the cross-lagged paths. Synchronously, effects on child-woman ratio are not 
only insignificant but also positive in sign except for the initial path of the 1950 
census. On the other hand, child-woman ratio does not create a significant impact 
on education throughout the period. 
.Another dimension of the model is the stability coefficients presented by the 
93 
Table 4.5: Multiple regression of three exogenous variables on child-woman ratio 
over three time points 
Dependent variable: 1950 child-woman ratio 
Independent variables 0  T Significance level 
Average farm size 1950 -0.113 -1.022 0.310 
Off-farm employment 1950 -0.441 -3.971 0.001 
Mass education 1950 -0.213 -2.320 0.022 
R square = 0.2149 F=8.668 0.001 
Dependent variable: 1960 child-woman ratio 
Independent variables T Significance level 
Average farm size 1959 -0.256 -2.868 0.005 
Off-farm employment 1959 -0.482 -5.674 0.001 
Mass education 1960 -0.297 -3.451 0.001 
R square = 0.3767 F=19.138 0.001 
Dependent variable: 1970 child-woman ratio 
Independent variables f 3  T Significance level 
Average farm size 1969 -0.379 -3.739 0.001 
Off-farm employment 1969 -0.309 -3.307 0.001 
Mass education 1970 -0.232 -2.416 0.018 
R square = 0.2946 F=13.226 0.001 
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paths linking each variable over different occasions. The test results indicate that 
education is more stable than child-woman ratio during the observation period. A 
variable exhibiting stability implies that the individual differences observed initially 
are capable of maitaining their rank order in a linear fashion over time (Rogosa and 
VVillett, 1985). In the present case, counties with high levels of education initially 
tended to keep their rank order compared with those with low records over the three 
census points. Consequently, education has much less variance left unexplained by 
the model as compared with that for child-woman ratio. 
The relative lack of stability in child-woman ratio manifests the fact that the fer­
tility level among Iowa's farm population has been undergoing certain changes during 
the period. Longitudinally, these changes imply the alteration of the rank order of 
counties with respect to their relative fertility levels against the state average. In 
other words, such changes took place when counties with relatively high/low fertility 
at the starting point dropped/raised their positions. Statistically, it is the change in 
the rank order that the cross-lagged regression coefficients are supposed to address. 
The corresponding question concerns conditions under which an individual county 
grows faster/slower than others. Therefore, the cross-lagged paths from education to 
child-woman ratio with strong negative coefficients indicate that counties with higher 
education level at time t had lower child-woman ratios at time ( + 1, no matter what 
their real fertility rates were. In fact, during the baby-boom period, most of Iowa's 
counties experienced increases in fertility. However, the test results of the model sug­
gests that counties with higher education were able to restrain their fertility growth 
to a slower pace so that their ranks were kept low as compared to those with less 
education. 
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1950 1960 1970 
Mass , 
education 
iCi' 
-.256* 
Child-woman 
ratio y\  
.934 
.925* 
.163 
I 
X 2  -
.874* 
.095 
.625* 
<..422* 
2/2 
.354 
;i90 
I 
23 
.232 
2/3 
t 
463 
X  2(4) = 22.51 
(p = 0.000) 
Root Mean Square Residual = 0.025 
Goodness of Fit = 0.935 
Adjusted Goodness of Fit = 0.658 
* significant at 0.05. 
Figure 4.1: Longitudinal sub-model I of education and child-woman ratio with 
cross-lagged effects from both variables and a synchronous effect from 
education to child-woman ratio 
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A second part of the test results indicats that, synchronously, education is not 
only unable to produce significant effects on child-woman ratio, but also fails to 
influence it in the expected direction. In 1960 and 1970, the synchronous paths from 
education to child-woman ratio both yield positive effects, although they are not 
statistically significant. These results appear to be contradictory to the outcomes 
from the multiple regression, where education had significant negative effects on 
child-woman ratio across all occasions. 
In fact, discrepancies in the results of cross-sectional and longitudinal studies 
have long been noticed by social scientists (e.g., Bayley, 1955; Glanzer and Glaser, 
1959; Kuhlen, 1963; Damon, 1965; Labouvie, 1975; Johnson and Hensher, 1982; 
Davies, 1987). Beyond the problems related to data collection, researchers found 
that because cross-sectional analysis can only detect the current summary of behavior 
change and behavior inertia up to the point of observation rather than the historical 
changes of behavior and their actual causal mechanisms, the results of such analyses 
consistently over-estimate the importance of explanatory variables (Davies, 1987). 
Methodologically, the difference in the results comes from the different groups 
of relationships that the two models take into account. The regression approach 
considers only the cross-sectional relationships among the relevant variables, whereas 
path analysis covers not only the synchronous correlations but also the stability 
coefficients and the cross-lagged correlations between the two variables. Therefore, 
the synchronous path coefficient from, say, 1970 education (zg) to 1970 child-woman 
ratio (1/3), 733, according to the model in Figure 4.1, is a function of the correlation 
between 13 and 2/3 minus the product of the stability coefficient o( y during the 1960s 
multiplied by the correlation between the 1970 education and 1960 child-woman ratio 
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and the product of the cross-lagged coefficient from 1960 education to 1970 child-
woman ratio multiplying the correlation between the 1960 and the 1970 education. 
In algebraic terms, it shows that 
VZ = 732®2 + 73323 + /^323/2 + ^ 33-
By taking the method of product moment under the assumption that the error term 
•^33 is uncorrelated with variables other than yg, the equation generates three relevant 
functions with three unknowns (732* 733, and in the following forms; 
COV(®2Î/3) = 732 + 733^ov(x2a:3) + /?32C'ov(a:2f2) 
Cov{x^y^) = 732^^^(®2®3) + 733 + /332Cov(z392) 
C o v { y 2 y ^ )  = 732^®'"(®2f2) + 733^°^(®3î/2) + /^32 
Focusing on the second function, it turns out that 
733 = - 732^®'^(®2®3) " /?32^o^(®3î'2) 
Therefore, in such a panel model, the synchronous effect of education on child-woman 
ratio depends not only on the covariance between the two variables of the same census, 
but also on the stability of child-woman ratio and cross-lagged path from education to 
child-woman ratio in the previous decade. If the outcome of the latter two terms turns 
out to be positive with an absolute value greater than the first term, the synchronous 
effect of education on child-woman ratio necessarily ends with a positive sign, even 
if the covariance between zg and -^3 is negative. 
Therefore, while cross-sectional regression indicates that there are simultaneous 
associations between education and child-woman ratio during the observation period, 
the panel model reveals that the effects of education on child-woman ratio are lagged. 
That is to say, instead of having an impact simultaneously on child-woman ratio, the 
true timing of causation of education is likely to be lagged by a certain amount of 
time. Following this line, a panel model with two additional paths, one linking 1950 
education to 1970 child-woman ratio and the other linking 1950 child-woman ratio to 
1970 education, is tested to determine whether longer cross-lagged paths are capable 
of generating significant influence on the relationship. The results indicate such is not 
the case. With a chi-square of 25.39 and a p-value of 0.000, which indicates that the 
model is highly unlikely to be the one representing the data, both newly added paths 
are statistically insignificant. The former path carries a positive effect of 0.258, which 
is in conflict with the hypothesis, while the latter is negative (-0.004) but negligible. 
In a further attempt to test the one-lag assumption, the paths of the same vari­
ables between 1950 and 1970 are relaxed. By retaining the significant paths from the 
original model, the test results show that a substantial amount of variance left unex­
plained by the original model is the variance within education over time (Figure 4.2), 
since the path between 1950 and 1970 child-woman ratio is not significant. 
Based upon the results of these two models, it is appropriate to conclude that 
education has a causal relationship with child-woman ratio during the observation 
period and the cross-lagged paths spanning a decade are the major carriers of this 
relationship. 
Sub-Model II: Farm Structure and Fertility 
With the inclusion of both average farm size and off-farm employment as key 
aspects of farm structure, the longitudinal sub-model II of the relationship between 
farm structure and child-woman ratio reveals results contained in Figure 4.3. Model 
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1950 1960 1970 
Mass 
education 
.469* 
.914* .165 
.469* .157 
-.306 
-.256* 
î/2 
.469* 
.460 
.668* 
.355 Child-woman 
ratio J/3 
.179 
X 2(8) = 4.34 
(p = 0.825) 
Root Mean Square Residual = 0.023 
Goodness of Fit = 0.986 
Adjusted Goodness of Fit = 0.963 
* significant at 0.05. 
Figure 4.2: Revised longitudinal sub-model I of education and child-woman ratio with 
extended autocorrelations 
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assessment statistics indicate that the model fits the data relatively well. After a 
closer look at the path coefficients across the two decades, however, it is obvious that 
the relationships among these variables are not stable. 
In large part, this instability can be attributed to the relationships of off-farm 
employment (œj, y2, y^) with the other two variables. These relationships are rep­
resented by the synchronous and cross-lagged paths from off-farm employment to 
child-woman ratio and the cross-lagged paths from off-farm employment to average 
farm size. In both 1950 and 1960, off-farm employment has a negative impact on 
child-woman ratio, although the effect is not significant at the latter time point. In 
1970, however, the synchronous effect carried by the path changes to a positive one 
and thus is contradictory to the expectation. The same kind of changes can be ob­
served in the remaining two pairs of cross-lagged relationships. In the 1950s, off-farm 
employment has positive effects on both child-woman ratio and average farm size. 
These paths reverse their influence in the 1960s so that the coefficients are negative 
in both cases. 
In contrast, the intervariable paths originating from child-woman ratio and av­
erage farm size are more consistent. The two pairs of cross-lagged paths targeting 
off-farm employment by child-woman ratio and average farm size both have negative 
effects during the 1950s and 1960s, although neither is strong enough to be statisti­
cally significant. Among the remaining pairwise paths concerning the mutual rela­
tionship between average farm size and child-woman ratio, two (cross-lagged paths 
from child-woman ratio to average farm size and synchronous paths from average 
farm size to child-woman ratio) have negative effects while one (cross-lagged paths 
from average farm size to child-woman ratio) has positive effects and all are statisti-
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.161 .101 
.885* .926* OfF-farm 
employment r 
.240 
-.157 -.016 
-.255 .102 
-.476* 
-.563* 
.830 .346 .464 
Child-woman 
ratio .527* .571* 
-.843* -.144 -.671* 
,198* ,-.127* 
1776* -.183* (493* -.173* 
Average 
farm size Î/6 1.036* .875* 
.104 .080 
X 2(13) — 9.38 
(p = 0.744) 
Root Mean Square Residual = 0.011 
Goodness of Fit = 0.979 
Adjusted Goodness of Fit = 0.928 
* significant at 0.05. 
Figure 4.3: Longitudinal sub-model II of ofF-farm employment, average farm size, and 
fertility 
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cally significant except the synchronous path from average farm size to child-woman 
ratio in 1950. 
The sharp contrast of these two parts of the model gives rise to a question about 
whether the inconsistency of some of the relationships is a function of the inclusion 
of all three variables, since the original correlation between off-farm employment and 
average farm size is relatively strong (-0.563). If the model includes only two variables 
at a time, say, child-woman ratio and either off-farm employment or average farm 
size, and if the results from these two-variable models are unidentical with those from 
the original model, the findings should be interpreted with more care. 
First, a panel model concerning only the mutual relationships between off-farm 
employment and child-woman ratio specified by the original sub-model II is tested 
(Figure 4.4). The outcome of this model indicates that in the absence of average farm 
size, the synchronous and cross-lagged relations between off-farm employment and 
child-woman ratio remain basically the same as those in the original model. Except 
for the initial synchronous path from off-farm employment to child-woman ratio, 
none of the intervariable paths has a significant effect. This implies that the negative 
association between off-farm employment and child-woman ratio observed at the 
starting period fails to maintain itself. As a result, most of the variance and covariance 
explained by the model can largely be attributed to the stability paths included in 
the model. That is, the variance and covariance of each variable with itself over time 
are accounted for simply by itself rather than intervariable relations. Based upon 
these observations, it can be concluded that off-farm employment is not a reliable 
factor for the explanation of fertility change. Although negative association is found 
between these two variables, when the stability effects are taken into consideration. 
103 
1950 1960 1970 
OfF-farm 
employment 
.395* 
Child-woman 
ratio 
.214 
% 2(5) = 4.99 
(p = 0.417) 
Root Mean Square Residual = 0.016 
Goodness of Fit = 0.984 
Adjusted Goodness of Fit = 0.931 
* significant at 0.05. 
Figure 4.4: Longitudinal relationships between off-farm employment and child-woman ra­
tio under the specifications of sub-model II 
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the association fails to exhibit any clear causal pattern either in a synchronous or 
cross-lagged manner. 
The second part of the model—the relationships between average farm size and 
child-woman ratio—is tested seperately following the specifications of the original 
model (Figure 4.5). Although the pattern of the relationships is basically identical 
with the original one, two major changes occur and thus can be attributed to the 
absence of off-farm employment. First, the initial synchronous path from average 
farm size to child-woman ratio has a positive effect instead of a negative one produced 
by the original model. Secondly, the stability coefficient of average farm size during 
the 1950s drops from 1.036 of the original model to 0.933 of the present model, 
thus returning to a reasonable range. In contrast to the relationship between off-
farm employment and child-woman ratio, this model shows that except for the initial 
synchronous path from farm size to child-woman ratio, all the other intervariable 
paths are significant. This suggests that the relationship between these two variables 
is relatively stable over time and is capable of explaining variance and covariance in 
each other over time. Nevertheless, with the same variable emanating conflict effects 
to the other variable—positive effects carried by cross-lagged paths from farm size to 
child-woman ratio and negative effects by synchronous paths from farm size to child-
woman ratio—the results suggest that the model might overparameterize in one way 
or another. 
To clarify the issue, two further tests each containing only one pair of paths 
from average farm size to child-woman ratio are conducted to determine whether 
these paths are capable of generating impact on child-woman ratio In the absence 
of the other pair. In these models, because no assumptions about causal directions 
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Adjusted Goodness of Fit = 0.914 
* significant at 0.05. 
Figure 4.5: Longitudinal relationships between average farm size and child-woman ratio 
under the specifications of sub-model II 
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are made, average farm size and child-woman ratio of the original time (1950) are 
both treated as exogenous variables and thus are allowed to correlate with each other. 
The first model includes the cross-lagged paths from average farm size to child-woman 
ratio during the 1950s and 1960s. The results of this model indicate that these paths 
carried negative but statistically insignificant effects on child-woman ratio. This is 
in conflict with the results of the original model and implies that the specification of 
that model is incorrect. 
The second model contains only synchronous paths from average farm size to 
child-woman ratio (Figure 4.6). The effects generated by these paths are negative 
on child-woman ratio and thus are in accordance with the original model. These 
results suggest that synchronous effects are the only causal effects that average farm 
size is capable of generating on child-woman ratio because they are independent of 
the existence of cross-lagged effects while the latter fail to show the same capability. 
When the same tests are applied to the relationships between off-farm employment 
and child-woman ratio, neither the cross-lagged nor the synchronous paths from the 
former to the latter are capable of generating any changes significantly different from 
the original results. In other words, independently, they are still inconsistent in sign 
across time and insignificant in their statistical strength. 
The Overall Longitudinal Model: Farm Structure, Education, and 
Fertility 
Based upon the test outcomes of the two longitudinal sub-models, a panel model 
combining the causal relationships between average farm size, education, and child-
woman ratio can be constructed in accordance partly with the model specifications 
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X 2(7) = 28.47 
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Root Mean Square Residual = 0.036 
Goodness of Fit = 0.920 
Adjusted Goodness of Fit = 0.761 
* significant at 0.05. 
Figure 4.6: Longitudinal relationships between average farm size and child-woman ratio 
with a cross-lagged effect from child-woman ratio to average farm size and a 
synchronous effect from average farm size to child-woman ratio 
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provided in the last chapter. Some causal paths specified originally have been found 
to be misleading and thus will be dropped, while one of the variables—off-farm 
employment—included in the original model will be excluded because of its inconsis­
tency and lack of power. Two pairs of cross-lagged paths specified originally concern­
ing the mutual longitudinal relationships between education and average farm size 
remain to be tested and thus are included in the new model. The results presented in 
Figure 4.7 indicate that while there is almost no association between education and 
average farm size initially, education comes through the 1950s and 1960s with signif­
icant lagged impact on average farm size, implying that education promotes changes 
in farm size consistently during the observation period. Average farm size, on the 
other hand, has a significant effect on education (0.097) during the first decade, but 
fails to do the same in the second decade. 
The remaining paths of the model are from the previous tests of the two sub­
models concerning the relationships between child-woman ratio, education, and av­
erage farm size. These paths generate influences in the expected directions, although 
none maintain the same strength as before. The synchronous paths from average 
farm size to child-woman ratio, although yielding negative effects in the expected 
direction, do not reach statistical significance in 1960 or 1970. 
In general, these results are in accordance with Caldwell's (1982) theory and the 
empirical findings from London and Hadden's (1989) study. In particular, London 
and Hadden indicated that education has a stronger effect on fertility than the one 
generated by the mode of social production. The same kind of result is obtained in 
the current study. Nevertheless, because their study adopted a cross-sectional design, 
London and Hadden indicated nothing about the influences generated by fertility 
(child-woman ratio) on the mode of production (average farm size), although they 
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Root Mean Square Residual = 0.024 * significant at 0.05. 
Figure 4.7: A longitudinal model of the relationships between education, average farm 
size, and fertility 
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* significant at 0.05. 
Figure 4.8: A longitudinal model of the relationships between education, average farm 
size, and fertility with extended autoregression in education 
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found that an interaction existed between education and the mode of production. 
Further, London and Hadden were unable to test whether the associations de­
tected between these variables were consistent across time. This latter point is im­
portant because Caldwell (1982) suggested that education, as a key cause of fertility 
transition, is only effective during certain historical periods. When the spread of 
education has reached all classes in a society, he believed that the importance of the 
variable would decline. Nonetheless, Caldwell did not have a clear idea about the 
way through which one can identify different developmental periods. Further, it was 
his belief that fertility would continue to drop even in post-capitalist societies. 
With a closer look at the results, however, it can be found that because the model 
specified in Figure 4.7 has a large chi-square statistic, the p-value (0.000) suggests 
that it is not the correct model for the data. In an effort to search for a better 
model, the one-lag effect assumption is relaxed and the three variables measured in 
1950 are allowed to have an effect on their 1970 counterparts directly. The test of 
this model indicates that while the extended autoregression path has little impact 
on child-woman ratio and average farm size, the same is not the case for education 
(Figure 4.8). By allowing education to regress on itself over more than one decade, the 
overall fit of the model improves remarkably with the chi-square dropping nearly one-
half as compared with the original model at the expense of reducing only one degree 
of freedom. This suggests that education is largely self-accountable over time and the 
change of education during the 1960s is explained more by its 1950 condition than 
by the 1960 condition. With this information, it is clear that education is the most 
"independent" variable in the system because it has statistically significant influence 
on both other variables while receiving no such influence from these variables over 
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time. 
Total and Indirect Effects 
Because most of the pairwise intervariable paths do not have identical effects 
from one period to another, the imposition of the consistency assumption on the 
model does not make much sense. As a matter of fact, from these results, one can 
find that most of the relationships deteriorate as time passes. This suggests that the 
system is in a changing condition and if the deterioration sustains, the significance 
of the relationships revealed by the data may disappear sometime in the future. 
The deteriorating nature of these relationships forces one to interpret the effects 
revealed by the model with caution. In fact, because they are not stable, the rela­
tionships can only be regarded as "structured" in a time-dependent sense. That is to 
say, because these effects vary with time, their causal nature may only be established 
temporarily. After the particular period under observation, these relationships may 
change, direction or even diminish. 
The total and indirect effects of these three variables on each other are listed 
in Table 4.6, where the variable at the top of each column is the one yielding the 
effects and the affected variables are listed on the left side of each row. Education 
has significant influences on both average farm size and child-woman ratio across 
the periods as expected. In turn, average farm size and child-woman ratio also have 
some effects on education, but the magnitude of these effects is much smaller than 
that from education. In addition to the small amounts of influence on education, 
average farm size also- consistently has negative effects on child-woman ratio over 
time, although none of these is statistically significant at the 0.05 level. 
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Table 4.6: Total and indirect effects of education, average farm size, and fertility on 
each other across time (standard errors in parentheses) 
Mass education Average farm size Child-woman ratio 
1950 1960 1950 1959 1969 1950 1960 
Total effects 
Mass education 
1960 0.911 
(0.040) 
0.060 
(0.029) 
1970 0.889 0.443 0.081 0.060 -0.013 
(0.044) (0.101) (0.039) (0.029) (0.006) 
Average farm size 
1959 C.129 
(0.023) 
0.906 
(0.023) 
-0.212 
(0.033) 
1969 0.251 0.129 0.833 0.910 -0.232 -0.062 
(0.041) (0.023) (0.041) (0.023) (0.038) (0.032) 
Child-woman ratio 
1960 -0.257 
(0.048) 
-0.063 
(0.044) 
-0.070 
(0.049) 
0.647 
(0.049) 
1970 -0.405 -0.257 -0.113 -0.108 -0.070 0.425 0.637 
(0.072) (0.048) (0.068) (0.075) (0.049) (0.064) (0.049) 
Indirect effects 
Mass education 
1970 0.411 
(0.093) 
0.081 
(0.039) 
-0.013 
(0.006) 
Average farm size 
1969 0.251 
(0.042) 
0.833 
(0.041) 
0.004 
(0.005) 
-0.232 
(0.039) 
Child-woman ratio 
1960 -0.009 
(0.007) 
-0.063 
(0.044) 
0.015 
(0.011) 
1970 -0.405 -0.009 -0.113 -0.108 0.425 0.004 
(0.072) (0.007) (0.068) (0.075) (0.064) (0.004) 
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In contrast, the effects generated by child-woman ratio on average farm size, 
especially those from the 1950 child-woman ratio, are much stronger and significant. 
This result suggests that the association between child-woman ratio and average farm 
size is more likely to be initiated by the former instead of the latter. In fact, the asym­
metric nature of the relationship between these two variables can also be detected 
partly through an examination of the correlation matrix presented in Table 4.4; when 
average farm size is lagged behind child-woman ratio, the correlations between the 
two variables are stronger and consistent across time. On the other hand, when child-
woman ratio is lagged behind average farm size, the correlations are much smaller 
and inconsistent. 
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CHAPTER 5. CONCLUSION 
The fertility rate of the rural farm population in the United States has been 
greater than its urban counterpart until recent decades. Traditionally, students of 
fertility seek answers to the issue from a perspective termed by Giddens (1987) as 
the theory of industrial society, which views rural society as a residual of the modern 
urban system and thus subject to its influence in most part. Research efforts along 
the line have been extensive through decades, but in general they have failed to 
account for rural-urban differences even though the differentiations predicted by the 
model appear to be powerful within urban social settings. 
Recently, by taking into consideration the specialties of farm production, a group 
of microeconomists (e.g., Rosenzweig, 1977; Burstein et al., 1979; Plutzer, 1986) em­
ployed Becker's (1960) theory to treat rural fertility as a function of the economic 
benefits gained from children's participation in farm production. Their research in­
dicated that as the capital input into agriculture increases and thus the monetary 
returns from children decline, higher fertility becomes undesirable among farmers. 
This reveals that between the structure of agriculture and fertility a significant re­
verse association exists so that a change in the former (capital) is responsible for a 
decline in the latter. 
The findings along the economic line encourage further research effort in the field. 
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With a sociological orientation, the current study seeks to examine the relationship 
more carefully through a longitudinal design. Changes in rural fertility are modeled 
based upon the wealth-flow theory developed by Caldwell (1982). This theory argues 
that the fundamental reasons for high fertility are the age and gender inequalities 
nested in the social and cultural structure of the traditional society dominated by the 
family production system. Under this system, the patriarchal authority forces the 
wealth produced by the family organization to flow from younger to older generation 
and from female to male so that higher fertility is favored by such societies. A modern 
society is capable of reversing the direction of wealth flow because of the introduction 
of the mass education and labor markets. The former restructures family relationships 
and thus changes the direction of net intergenerational wealth flow, whereas the latter 
organizes social production on the basis of equal competition and opportunity. 
Central to Caldwell's theory is the proposition that a population with less ex­
perience in mass education and less exposure to the capitalist labor market system 
tends to maintain a higher fertility rate. This allows fertility to recieve influence 
from two relatively independent sources. Correspondingly, the general model tested 
in this study contains two major parts: the causal relation from education to fertility 
and the causal relation from farm structure to fertility. In the following longitudinal 
tests, however, the causal links between these variables are reconsidered because the 
lack of empirical evidence suggesting the direction of the causation over time. Con­
sequently, two longitudinal sub-models were examined based upon the two major 
causal linkages indicated by the general model. The first model concerned the longi­
tudinal relationships between education and fertility, whereas the second focused on 
the relationships between fertility and farm size and farmers' off-farm employment. 
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the two major aspects of change in the agricultural system. Both models allow mu­
tual influences between variables across time so that causal effects lagged by one time 
interval are hypothesized not only from exogenous variables to fertility but also from 
the latter to the former. 
Summary of Findings 
The results provide mixed support for the model. Cross-sectionally, the multiple 
regression test of the general model shows that in 1960 and 1970, all three independent 
variables have significant negative effects on child-woman ratio. In 1950, however, 
while off-farm employment and mass education exhibit significant influences on child-
woman ratio, average farm size fails to do so. 
Longitudinally, the relationship between education and child-woman ratio is 
causal in the direction from the former to the latter with a time lag of ten years. 
But the simultaneous paths from education to child-woman ratio have no signifi­
cance. Asymetrically, child-woman ratio fails to generate any significant influence 
on education during the time period. These findings lead to the conclusion that 
education is a consistent determinant of fertility change. 
In contrast, the longitudinal relationships between child-woman ratio and av­
erage farm size and off-farm employment are largely inconsistent. Although cross-
sectionally off-farm employment has significant negative impact on child-woman ratio 
across all three time points, its cross-lagged and simultaneous paths to child-woman 
ratio in the longitudinal model show little significance and much inconsistency in 
signs across time. Because of this inconsistency, off-farm employment is not consid­
ered to be a reliable factor for the explanation of fertility change and excluded from 
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further tests. 
Average farm size has no significant relationship with child-woman ratio at the 
beginning of the observation. In the following two decades, however, the relationship 
gains significance in two ways. Among the cross-lagged paths, the ones from child-
woman ratio are capable of producing strong negative impact on average farm size 
across decades. The two synchronous paths from average farm size to child-woman 
ratio, on the other hand, are negative in sign at both time points but significant only 
in 1970. 
The causal effect of average farm size on child-woman ratio seems unlikely to be 
independent, however, because its significance disappears in the final model where 
relationships between education, average farm size, and child- woman ratio are jointly 
considered. The results of this model show that education has strong lagged impacts 
on both child-woman ratio and average farm size but receives little significant influ­
ences from the latter in return. This indicates that education is the truly independent 
or exogenous variable of the model. Child-woman ratio is capable of maintaining its 
lagged influence on average farm size, showing that its effects are largely indepen­
dent of the ones produced by mass education. The only significant effect generated 
by average farm size is the one carried by the lagged path from 1950 farm size to 
1960 education. The remaining paths have no significance, although all carry signs 
in the expected directions. 
Discussion 
Because the study is based on a panel design, certain issues are clarified that 
cross-sectional studies have been unable to examine. For example, although research 
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literature suggests that education and fertility influence each other (Waite and Moore, 
1978; Marini, 1984), it is not clear whether the two affect each other simultaneously or 
otherwise. By examining the relationship through two decades, however, the present 
study indicates that the causal path is mainly in a cross-lagged fashion significant 
from education to fertility only. 
Another finding related to education is the role it plays in the system. Although 
education has been employed in many studies as one of the independent variables for 
the explanation of fertility change (Andorka, 1978; Beegle, 1966; Blau and Duncan, 
1966; Cochrane, 1979; Caldwell, 1982; Rindfusset al., 1980; London and Hadden, 
1989), few delineated the relationship between education and other covariates in­
cluded in their models. Classical demographic transition theorists tended to treat 
education just as one among a large number of variables to indicate the status of 
socioeconomic conditions. While these studies generally obtained positive results, 
the causal mechanism underlying the relationships between education and fertility 
and education and other independent variables is not clear (Rindfuss et al., 1980). 
In developing his wealth-flow theory, Caldwell (1982) wrote that the relation of 
education to the mode of production is relatively autonomous in the sense that the 
two can operate independently during certain historical periods. In their empirical 
test of the theory, however, London and Hadden (1989) reported that an interac­
tion effect between education and the mode of production was found in their Thai 
census data analysis in addition to the effects that the two variables were capable 
of producing independently on fertility. The findings from London and Hadden per­
haps can be viewed as the most instructive concerning the interactive relationship 
between education and other social institutions. Nevertheless, because their report 
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used cross-sectional analysis, they were unable to explore further the nature of this 
interaction. Based upon the longitudinal analysis in this study, however, it is clear 
that the relationship between education and farm structure is actually causal with 
higher education promoting faster changes in farm size. 
The relationship is understandable if we look at it through an adoption/diffusion 
perspective whose argument lies in the fact that the relationship might be realized 
through the function performed by education on technological advancement of agri­
culture and then on the changes of farm structure. This two stage reasoning is 
appealing because each stage is grounded on well-documented evidence (e.g., Rogers, 
1983; Heffernan, 1982). 
In the other part of the model, the relationship between farm structure and 
fertility appears to be inconsistent. Cross-sectionally, both average farm size and 
off-farm employment have significant negative effects on fertility, and thus are in 
accordance with the expectation. Longitudinally, however, these effects either change 
signs from decade to decade or fail to reach significance. 
Methodologically, this may have something to do with the difference of the as­
sumptions in the two research designs. In cross-sectional studies, models are based 
on the assumption that the relationships accounted for by the model are constant 
and therefore the variances and covariances of the variables are subject to only two 
influences: the causal relations included in the model and the stochastic process 
that produces random errors. In longitudinal studies, however, variances and covari­
ances among the variables under concern are assumed to be affected by at least three 
sources: the causal relations, the stochastic process, and the stability coefficients of 
these variables. In other words, a longitudinal study necessarily treats variables as 
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variables in a temporal sense. The degree of stability of a variable thus is a factor 
excluded by the cross-sectional study but indispensable for the longitudinal study. 
Therefore, statistically, what is expected in an independent variable is its expla­
nation power over the part of the variance of the dependent variable that can not 
be accounted for by its own stability condition. In the present study, education pro­
duces significant lagged influences on child-woman ratio while average farm size fails 
to do so, even though both variables have significant impact on child-woman ratio 
in cross-sectional analysis. In other words, education accounts for the part of the 
variances of child-woman ratio that cannot be explained by its own stability paths, 
whereas the same part of the variances of the latter has little or nothing to do with 
average farm size diachronically. 
The inability of average farm size to explain variances of fertility over time raises 
the question of whether farm structure can be viewed as a true cause of fertility 
change. Unfortunately, because previous studies have not provided any evidence 
concerning the longitudinal relationship between farm structure and fertility, the 
issue cannot be solved at this point, although the outcome of the present study— 
as a point estimation—definitely suggests that farm structure has no causal effect 
on fertility over time. In fact, from a more general perspective, it may also be 
appropriate to question whether the relationship between farm structure and fertility 
is linear over the long run. To understand the issue, a closer look at farm business 
and socioeconomic relations among farmers is needed. 
As Stinchcombe (1961) noted, rural society tends to be defined by property 
rather than occupation and it is the organization of property relationships, instead 
of the division of social labor, that shapes the nature of rural social structure. Along 
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this line, Newby (1978) argued that the impact of mechanization and other forms of 
technological advancement on agricultural production is rather the opposite of that in 
industry. That is, mechanization decreases rather than increases the division of labor 
among farmers. Further, although mechanization and technological development have 
raised the productivity of farm work and thus farm size/scale, they are nevertheless 
unable to put agriculture into the capitalist track for a number of reasons. Among 
these, the most fundamental one has been noted as the declining marginal return of 
agricultural produce (Newby, 1978). When other things being equal, this implies a 
relative capital loss as compared to those in other industries. In addition, increasing 
capital input into agriculture also raises risks and the dependence of farmers on a 
complex of food producing, processing, and marketing industries and thus making 
farmers subject to various kinds of influences far beyond their control. 
As a result, a number of authors (e.g., Newby, 1978, 1980; Bonanno, 1987; 
Reinhardt and Barlett, 1989; Buttel et al., 1990) have implied that the path of the 
penetration of capitalism into agriculture is necessarily nonlinear. Evidence for this 
argument is the competitiveness of family farms in most advanced capitalist societies. 
If such is the case, then, questions may be raised as to whether the transformation 
of the mode of production from a familial organization to a capitalist system can 
be realized in the agricultural sector and, if possible, whether capitalist agricultural 
organization has the same social and economic meanings as those for the organizations 
in other industries. The relevance of these questions to the current study concerns 
the appropriateness of treating the change in farm structure as a dichotomous process 
with familial mode and capitalist mode at the two ends and correspondingly assigning 
different social and behavioral meanings to the two organizations. 
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Because change in agricultural structure has not followed the path to capitalism, 
or at least not as clearly as those in other industries, to conceptualize its dynamics 
in a fashion analogous to familial-capitalist dichotomy may not gain full legitimacy. 
Nevertheless, this does not mean that there is no linkage whatsoever between agri­
cultural production and fertility, even though the model employed by this study fails 
to supply much proof to it. To a large extent, agricultural production is still orga­
nized on a family basis, at least at present. This suggests why it should be thought 
of as a major contributor to the higher fertility rate observed in the rural sector of 
post-industrial societies. Therefore, it may not be inappropriate to expect that with 
new theoretical guidelines and more accurate observations, the true linkage between 
farm production and fertility change will be observed in future studies in the field. 
Limitations 
Although the study has adopted a longitudinal design, several limitations must 
be noted. First, because it uses the county as the unit of analysis, the study assumes 
that observations were taken at time points when the farms in these counties were 
evenly distributed in terms of their life cycles and thus there were no systematic 
life-cycle effects influencing the results of the analysis. The issue is relevant because 
several authors (Lyson, 1984; Strange, 1988; Reinhardt and Barlett, 1989) noted that 
farmers at various stages of the life cycle may behave in different manners toward a 
number of aspects of their lives. This implies that an unevenly distributed sample of 
farmers may generate certain unexpected impacts on the relationships that concerns 
this study. 
Unfortunately, the mean age of Iowa farmers has not been constant in recent 
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decades. With farms becoming larger and more capital intensive, entry for younger 
generations to get into the business has been increasingly tightened (Lyson, 1984; 
Strange, 1988). As a result, the mean age of Iowa farmers has climbed steadily in 
recent decades. By 1978, their average age was around 50 (U. S. Bureau of the 
Census, 1980). This situation of course makes the sample somehow less appropriate 
for the study of fertility since the population potentially contains a much smaller 
portion of people in birth ages. 
Secondly, although the use of census data has reduced certain measurement 
errors and enabled the study to trace every unit without the problem of losing cases, 
it has nevertheless forced acceptance of the assumption that the temporal space 
through which these variables affect each other is coincident with or at least close to 
the temporal space that these censuses were conducted. This could be a problem for 
the study if the effect of a variable on another, say, average farm size on child-woman 
ratio, alters its strength or even changed its direction as the time lag becomes longer. 
Closely related to this is that statistically speaking, because the data were taken 
on three time points instead of continuous observation, they constitute only a sample 
of the population. As such, the size of the sample may have some influence on 
the interpretation of the findings. According to Tanaka (1987), the admitted lower 
bound of sample size for robust maximum-likelihood estimation is 100. Because 
of aggregation at the county level, however, the sample used in this study consists 
of 99 cases, one unit shorter of the required size. The standard errors and thus 
the confidence limits produced by the estimation might vary as a result of this. In 
general, because more cases carry more information, with larger sample size, the 
statistics generated by the estimation would have a higher confidence level. 
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Suggestions for Further Research 
As a complex system involving a variety of social, cultural, environmental, and 
biological factore, the model for fertility change has long struggled with parsimo-
niousness in terms of the number of variables included, their mutual relationships, 
and structural invariance with respect to its application either in a spatial or tempo­
ral sense. Following Caldwell's (1982) belief that the fundamental cause of fertility 
change lies in sex and gender inequalities nested in a society's basic social and cul­
tural institutions, this study attempts to build a fertility model by including two 
major social institutions (as the change agents) that have been found significant on 
the issue. With a panel design, the study obtained test results in large part congruent 
with the expectation. This indicates that the search for appropriate fertility models 
along the line is viable and thus should be continued. 
Caldwell's (1982) theory is different from the classic demographic transition the­
ory in its reasoning. By taking assumptions and ideas from the theory of industrial 
society (Giddens, 1976, 1987), classic demographic transition theorists treated fer­
tility change largely as a dichotomous variable with its higher level linking to social 
characteristics such as traditional, mechanic, and rural, and its lower level to those 
under the terms of modern, organic, and urban. As Caldwell (1982) noted, this has 
prevented the theory from being used in the study of fertility change within either 
"traditional" or "modern" societies because it failed to provide any insightful the­
oretical guide under the assumption that fertility change is only significant during 
the period of transformation of a society from traditional to modern. In other words, 
under the classic transition theory, fertility is assumed to be stable; lack of any signifi­
cant movement in societies characterized either as traditional or modernized suggests 
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that fertility has no sociological or demographic relevance. 
In contrast, the theme of age and gender inequality allows one to treat fertility 
as a continuum so long as such inequalities exist in the structured relationships of a 
society. Some other social institutions such as religion, bureaucratic systems, minority 
relationships, and so on, may also have theoretical relevance to the issue. 
Nonetheless, further studies in the field should be cautious in making decisions 
about the inclusion of new variables in the model. Such decisions should always be 
made in favor of the pursuit of parsimoniousness and structural invariance. That 
is, the inclusion of a new variable in the model should be justified on the basis of 
the capability of the variable to explain a significant part of the variance of fertility 
independently across time. If such is the case, the inclusion of a new variable would 
make the model containing much richer information about fertility change. 
Applications and Implications 
The findings of this study can be applied in the field of family planning. For 
less developed countries and regions caught in poverty and struggling between pol­
icy priorities for economic development and population development on the basis of 
limited resources, the results of this study clearly indicate that the establishment of 
an eflScient mass education system should have higher priority. The relationships be­
tween education, fertility, and production organization provide evidence that in the 
course of socioeconomic development, the role played by the mass education system 
is crucial and independent (Schultz, 1981). 
Parenthetically, it might also be helpful to look at the issue from another angle. 
In today's world, there is no society where a highly developed education system is 
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associated with a poorly developed economy. In those newly emerged industrial soci­
eties like South Korea, Taiwan, Hong Kong, and Singapore, observers (e.g., Fairbank 
et al., 1989; Vogel, 1991; McCord, 1991) found that human capital is virtually the 
only resource that could be exploited in their industrialization processes and mass 
education systems were established at periods prior to their industrial growth. 
These facts, of course are well-known. But what is not well-established is the 
relationships embedded in these facts. To take the People's Republic of China as 
an example, although population increase has been dramatically controlled in re­
cent decades by the Chinese government through its only-child policy, numerous 
published and unpublished reports have indicated that serious problems have been 
created through social reactions against the official restrictions. In certain rural ar­
eas, unbelievable sex-ratios (400-500 male births to 100 female births) were produced. 
On the other hand, because economic reform has increased farmers' autonomy re­
markably, the only-child practice has been found effective only in urban areas and 
the adjacent rural regions in recent years. Consequently, the fertility rate in rural 
China has been found more than doubled that in urban areas until very recent decade 
(China Financial and Economic Publishing House, 1988). 
Underlying these movements lies the fact that the illiterate and semi-illiterate 
population has been estimated to range from 250 to 300 million in today's China. 
The average number of births given by 50-year-old women of no school experience was 
5.86 as of 1982, more than 2.5 times as many as the number of births given by college 
women of the same age in 1982 (China Financial and Economic Publishing House, 
1988). Given that the relationship between education and fertility has been well-
known to Chinese authorities, official efforts promoting education in rural areas have 
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been relatively rare. In contrast, resources have been put into economic programs 
with well-documented inefficiency. 
The population and economic problems faced by today's China can be alleviated 
at least in part if an effective education program is introduced systematically into 
rural areas. The significance of this resides not only in its impact on fertility but also 
on its direct effect and indirect effects through fertility on the changing structure of 
agriculture. 
The results of this longitudinal study imply that the relationship between fertility 
decline and the development of a society's economic organization may not be identical 
with the one proposed by the classic demographic transition theory. Largely owing 
to the influence of this perspective, fertility students often look at the relationship 
by treating fertility as the passive receiver of impacts from the latter. The results of 
the present study show that although farm size is negatively associated with fertility 
on a synchronous basis, diachronicaUy, the causal effect was observed from fertility 
to farm size. 
The findings of the study thus raise the question about the actual causal links 
between industrial development and fertility decline in modern human history. Tra­
ditionally, social demographers tend to think of socioeconomic development as more 
decisive. Consequently, numerous studies, most adopting a cross-sectional design, 
have focused on socioeconomic variables to detect relationships while failing to as­
sign any active role to fertility in this dynamic process. The findings of this study 
indicate, however, that the relationship is at least interactive with the dynamics in 
one promoting change in the other. 
In fact, by taking an interactive approach, the issue can be considered through 
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two mutually related paths instead of the one taught by the traditional perspective. 
That is, rather than solely searching for social and economic forces that are supposed 
to have the capacity of pressing down fertility, the interactive position suggests that 
fertility decline may also have something to do with its own further and thus gradual 
decline through its impact on the dynamics of a society's economic organization. 
In a more general sense, then, this position can be more productive both theo­
retically and empirically if the changing pattern of childbearing behavior is viewed 
more often as an independent variable in its own right. For example, it is reasonable 
to think that people with fewer births would behave differently toward a number of 
aspects of their lives than those with more children. Further, it is also reasonable to 
believe that a society with a low fertility pattern may institutionalize its social and 
economic activities in a substantially different manner than those with a much larger 
group of young people. As a variable that has both significant social and biological 
meanings for one's entire life, fertility behavior may also have a great power to help 
people understand the social world established around them. 
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