Abstract-Bandlimited optical intensity channels, arising in applications such as visible light communications, require that all signals satisfy a bandwidth constraint as well as average, peak, and non-negativity amplitude constraints. In this paper, a 2-D signal space for bandlimited optical intensity channels is presented. A novel feature of this model is that the nonnegativity and peak constraints are relaxed, and the signal space parameterizes the probability of the negative or peak amplitude excursions in the output. Although the intensity channel only supports non-negative amplitudes, the impact of clipping on system performance is shown to be negligible if the likelihood of the negative excursion is small. A tractable approximation using finite series is used to accurately compute the probability of clipping under average and peak optical power constraints. The optical power and spectral efficiencies using hexagonal lattice constellations are computed. Schemes designed in this paper have higher average and peak optical power gains than M-ary pulse amplitude modulation (PAM) using previously established techniques for spectral efficiencies greater than 2.5 and 3.5 bits/s/Hz, respectively. For high spectral efficiency, e.g., greater than 6 bits/s/Hz, the proposed scheme attains a more than 2-dB average and peak optical power gain over 16-PAM using the previous approaches.
I. INTRODUCTION

I
NTENSITY modulation and direct-detection (IM/DD) are widely used in many low-complexity, cost-effective optical communication links such as short-haul fiber optics [1] , indoor visible light communications (VLC) [2] and infrared freespace links [3] - [5] . In these channels, information is conveyed by modulating the instantaneous intensity of an optical source. Thus, all emitted signals are restricted to be non-negative. In addition, IM/DD channels are often bandwidth limited due to device limitations or multipath distortion in diffuse indoor wireless optical intensity links [5] . Although the design of signal sets for bandlimited electrical channels has been extensively studied, comparatively little has been investigated on bandlimited optical intensity signalling under average, peak and non-negativity amplitude constraints.
In [5] , the use of rectangular pulse sets are studied for bandwidth-efficient signalling for indoor infrared communications. A signal space for optical intensity signals was presented in [6] and the performance of lattice codes for intensitymodulated channels were quantified for raised-quadrature amplitude modulation (QAM). This result is extended to lattice codes in related IM/DD channels with amplified spontaneous emission noise in [7] . The optimization of single-subcarrier modulation formats for IM/DD systems with and without confining them to a lattice structure was studied in [8] and a wider class of pulse sets were considered. A simplified two-dimensional signal space with reduced complexity was presented in [9] . In all of these cases, signals were strictly time-limited and bandwidth was quantified by a fractional power bandwidth.
For signalling on bandlimited IM/DD channels, the squared sinc (S2) pulse was shown to be the minimum bandwidth optical intensity Nyquist pulse and it was further shown that there are no bandlimited optical intensity root-Nyquist pulses [10] . In [11] , pulse amplitude modulation (PAM) for bandlimited IM/DD systems was developed using electrical Nyquist and root-Nyquist pulses with a direct-current (DC) bias to satisfy non-negativity constraints. In the case of on-off keying (OOK) with no excess bandwidth, PAM using the S2 pulse has the highest power efficiency. As an extension, a time-varying bias is added to the output to help satisfy nonnegativity [12] . After pulse design, the authors show a gain of about 0.6 dB power gain over S2 OOK with a matched filter receiver and no gain when using a sampling receiver.
Consider the reconstruction of a bandlimited function f (t) with bandwidth B Hz in Fig.1 . The Shannon-Nyquist Theorem states that f (t) can be reconstructed from amplitude samples taken every T Nyq = 1 2B seconds. The bandwidth constraint can be viewed as imposing a limit on the number of degrees of freedom per second which can be modulated. A generalized sampling theorem showed that f (t) can be equivalently reconstructed from samples of amplitude and first derivative every 2T Nyq seconds [13] , [14] .
In this paper, a two-dimensional signal space is presented based on amplitude and derivative modulation for a bandlimited optical IM/DD system [15] . The strict non-negativity and peak constraints are relaxed and the likelihood of clipping is parameterized in the signal space. The motivation 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. for this relaxation is that the impact of clipping on system performance will be negligible if the likelihood of negative or peak excursion is sufficiently small. Compared to previously studied schemes (e.g. [10] , [11] ) such relaxation provides more degrees of freedom per second and simulation results demonstrate that modulation based on the twodimensional signal space in this work has higher average optical power efficiency for spectral efficiencies greater than 2.5 bits/s/Hz and better peak optical power gain for spectral efficiencies greater than 3.5 bits/s/Hz. The reminder of this paper is organized as follows. Section II presents the system model while Section III presents the signal space as well as a geometric representation of peak and average constraints. A tractable finite series based approximation method is applied to numerically compute the likelihood of clipping in Section V. Section VI provides system performance under average or peak optical power constraints and the paper concludes in Sec. VII with directions for future work.
II. SYSTEM MODEL
As illustrated in Fig. 1 , a bandlimited signal f (t) with bandwidth B Hz can be expressed in terms of its amplitude and first derivative sampled at half the Nyquist rate [14, eq. (14) ]
where sinc(x) sin (π x)/(π x), T = 2T Nyq = 1/B is the symbol period, f (·) and f (·) are samples of amplitude and first derivative at t = i T , respectively.
Define orthogonal basis functions φ 1 (t) and φ 2 (t) as
Notice that φ 1 (t) and φ 2 (t) are bandlimited to 1/T Hz and that every bandlimited signal lies in the span of the set of time shifted basis functions {φ 1 (t − i T )} and {φ 2 (t − i T )}. Additionally, notice that φ 1 (t) and φ 2 (t) are not unit energy. Without loss of generality, the scaling factors for each of the basis functions are chosen to ensure that overall amplitude at the output of the receiver, defined in Sec. II-C, is unity. Figure 2 presents the model of a baseband IM/DD system based on φ 1 (t) and φ 2 (t). The bandlimited electrical current signal x(t) is generated as
where (a i , b i ) ∈ R 2 are two-tuples drawn from a constellation . Symbols are assumed to be independently and equiprobably drawn from for each symbol period.
Notice that
In other words, φ 1 (t) and dφ 2 (t)/dt are scaled Nyquist pulses.
That is, at every symbol instant the amplitude of x(t) is defined by the coefficients of φ 1 (t − i T ) and the derivative of x(t) is fixed by coefficients of φ 2 (t − i T ), respectively. In practical applications, the instantaneous optical intensity, I (t) in Fig. 2 , can be modulated directly from a light emitting diode (LED) or laser diode. Alternatively, external modulation via electro-absorptive modulators or Mach-Zehnder modulators may also be employed. The receiver is typically a photodiode which performs opto-electrical conversion. Amplitude constraints are imposed on I (t) for eye-and skin-safety reasons, especially in optical wireless systems. In this work, we consider two particular constraints: average and peak optical power limitations.
A. Average Optical Power Constraint
The emitted optical intensity must be non-negative and the electro-optical conversion process can be modelled as
where C is the electro-optical conversion factor in units of watts per ampere [W/A]. Without loss of generality, let C = 1. In many applications, especially in the infrared band, the average optical power must be limited for eye-and skin-safety concerns or to control illumination levels in VLC systems [5] . The average optical power is given by
where E[·] denotes the statistical expectation and The signal x a c (t) is a non-positive signal representing any clipped negative current excursion in the amplitude of x(t) which is performed by the modulator. The definition of average optical power is in contrast to the case of conventional radio frequency (RF) channels where the average emitted power is proportional to the square amplitude.
B. Peak Optical Power Constraint
In many applications, particularly in illumination, a constraint is placed on the peak amplitude emitted from the source. In particular, the dynamic range of the input is limited to ensure high efficacy of the luminary or to limit non-linear distortion [16] . The electro-optical conversion process in this case is modelled as
where p is a parameter selecting the current saturation threshold of the modulator and the scaling factor
T is defined to simplify notation in later designs.
The peak optical power is given bŷ
where x p c (t) is the clipped excursion of x(t) which is negative or exceeding pφ 1 and C = 1 without loss of generality. The maximum is taken over all times t and all symbol sequences {(a i , b i )}. Notice additionally, that the imposition of a peak constraint imposes an implicit constraint on the average optical power.
C. Generalized Sampling Receiver
The received photocurrent y(t) after direct detection which is typically realized via using a photodiode can be modeled as
where R is the photodiode detector responsivity in units of ampere per watt [A/W] which can also be set 1 without loss of generality and x c (t) represents clipping distortion that is either x a c (t) or x p c (t) depending on the constraint imposed. The channel response, h(t), is assumed to be bandlimited and flat within the bandwidth of interest [−1/T, 1/T ] Hz. The channel noise n(t) is independent to x(t) and is modelled as a zero-mean additive white Gaussian noise process with double-sided power spectral density (PSD) N 0 /2 [5] . Given that x(t) is bandlimited to the bandwidth of the channel, y(t) can be simplified as
where n c (t) is the filtered clipping distortion at the receiver. Inspired by [13] and [14] , the receiver used in this work is a generalized sampling receiver which samples both the amplitude and derivative of the received signal and is assumed to have ideal synchronization. As shown in Fig. 2 , two unitenergy receive filters are used, namely
where g 1 (t), g 2 (t) are designed to detect amplitude and derivative samples of x(t) at each symbol instance respectively. Both g 1 (t) and g 2 (t) are bandlimited to 1/T Hz and are orthonormal. The system is inter-symbol interference (ISI) free since φ 1 (t) * g 1 (t) and φ 2 (t) * g 2 (t) are both Nyquist pulses. Without loss of generality, the selection of scaling factors for φ 1 (t) and φ 2 (t) in (1) and (2) was done to ensure that
The outputs of the filters, r 1 (t) and r 2 (t) in Fig. 2 , are sampled at the symbol interval to yield samples
where n c,1,i and n c,2,i are the sampled clipping distortions. The system is impacted by clipping distortion, n c,1,i , n c,2,i , which depend on x(t). In the development of the receiver, the impact of clipping distortion is ignored which is often a good assumption as quantified in Sec. V. The output sample noises n 1,i , n 2,i are independent, Gaussian distributed with zero mean and variance σ 2 = N 0 /2. It can be shown that the sequence {n 1,i } is white while {n 2,i } is coloured noise. The demodulation module is assumed to apply symbol-bysymbol maximum likelihood detection in this work, thus the correlation in time of {n 2,i } is ignored in the receiver.
III. ESSENTIALLY NON-NEGATIVE AND PEAK-LIMITED SIGNAL SPACE
In this section, a signal space model for bandlimited optical intensity signals is provided by constraining a i and b i in (3). Strict non-negativity and peak amplitude constraints are, however, relaxed and the signal space parameterizes the likelihood of violating the constraints.
A. Essentially Non-Negative Admissible Region
As φ 1 (t) is a scaled minimum-bandwidth optical intensity Nyquist pulse [10] , φ 1 (t) ≥ 0 for all t ∈ R. On the other hand, φ 2 (t) is odd and has zero average in time and necessarily assumes negative amplitudes.
For a given ε > 0, define a two-dimensional signal space spanned by bases φ 1 (t) and φ 2 (t). In [6] , the admissible region is defined as the set of all points corresponding to non-negative signals time-limited to t ∈ [0, T ). In this work, the essentially non-negative admissible region, ϒ ε , is defined in an analogous fashion as
Notice that ϒ ε contains the origin and for
In addition, ϒ ε is closed under scaling by a non-negative value and is located in the half plane a ≥ 0.
Proof: Consider the symbol s(t) represented by point (a, b) in the signal space,
Since φ 1 (t) ≥ 0 for all t and applying the definition in (15)
For any given a ≥ 0 and ε > 0, consider the range of allowable b in (17) for three sub-intervals of t:
. The constraint (a, b) to be in ϒ ε is the intersection of the range of b for all sub-intervals, i.e. |b| ≤ aε.
Hence, ϒ ε is a two-dimensional cone with vertex at the origin, apex angle 2θ = 2 tan −1 ε, opening about the φ 1 -axis as illustrated in Fig. 3 . By adjusting ε, the domain over which each transmitted symbol, s(t), is guaranteed to be strictly non-negative can be controlled. In other words, ε parameterizes the degree of non-negativity that can be accepted for transmission.
Intuitively, when ε → 0, ϒ ε→0 approaches a onedimensional non-negative half-infinite interval in φ 1 -axis and x(t) is guaranteed to be non-negative for all t ∈ R. Larger values for ε provide more degrees of freedom for constellations, i.e. higher spectral efficiency, with the price of more negativity introduced into x(t) as quantified in Sec.V. 
B. Average Optical Power Bounding Region
Analogous to the definition in [6] , a shaping region must be defined to represent both average or peak optical power constraints. For the average optical power constraint, assuming that the impact of clipping negative excursions (7) is negligible, the average optical power is solely related to the component of each symbol in the φ 1 -axis. In this case, the optimal shaping region in the sense of minimum average optical power, for a given volume and admissible region ϒ ε is [6, Sec. IV-H]
C. Essentially Peak-Limited Bounding Region
Similar to the definition in [6, Sec. III-C], define the essentially peak-limited bounding region, ε ( p) for p > 0, as the set of all points in the signal space such that s(t) is bounded from above by pφ 1 
Similar to [6, Sec. III-C], it is possible to relate ε ( p) to ϒ ε via the affine transform
where φ 1 is an unit vector in φ 1 direction.
Notice that although ε ( p) constrains the peak amplitude of each symbol over a given time interval, this is not necessarily true for sequences of symbols used to construct x(t) as in (3) . However, at the sample instants, i.e., x(i T ), i ∈ Z, the amplitude is determined only by the a i component. Thus,
Excursions beyond the pφ 1 will be clipped by the modulator and will contribute to clipping distortion, as shown in (9) . Section V quantifies the likelihood of peak amplitude clipping of x(t), i.e., sequences of symbols, as a function of ε.
IV. LATTICE CODES
This section uses the signal space defined in Sec. III to define lattice codes which essentially satisfy the amplitude constraints. Average, peak optical power gains and spectral efficiency are derived by applying continuous approximation [17] under the assumption of negligible clipping distortion. Numerical validation of these claims is provided in Sec. VI.
A. Definitions
To be consistent with previous work [10] - [12] , the baseline scheme chosen is on-off keying (OOK) using S2 pulse shape φ 1 (t) with a sampling receiver with front-end filter g 1 (t)
The spectral efficiency, η, is defined as the ratio of bit rate R b to one-sided bandwidth B in units of bit per second per Hz, that is,
where
B. Average Optical Power Constraint
Under an average optical power constraint, an essentially non-negative lattice code can be defined as
where 2 + t is a two-dimensional lattice translate. Thus, a is the intersection of 2 + t and the average optical power bounding region ϒ ε ∩ (h), as shown in Fig. 3 for the case of a hexagonal lattice. Notice that the average optical power of a is controlled by the selection of h. The average optical power gain of one scheme over the baseline scheme is defined as
where P o and P ref o are the average optical powers required for the two schemes to achieve a given probability of bit error, P e , and a fixed bandwidth B.
For the baseline scheme, using (7), the average optical power is
Notice that for the baseline this is not an approximation since the modulation output is strictly non-negative and does not experience any clipping. The expression for average optical power of a in (7) depends on the clipping distortion introduced by any negative excursions of x(t). As will be shown in Sec. V, the likelihood of clipping can be made small through the proper selection of ε. Ignoring clipping, P o in (7) can be approximated by applying the continuous approximation to estimate discrete sums over the constellation points by normalized integrals over ϒ ε ∩ (h) [17] . Thus, using [6, eq. (35) ], P o is approximated as
where the notation V (·) denotes the volume of a region. The continuous approximation is tight when
Similar to [6] and [12] , substituting (23) and (24) into (22), the asymptotic average optical power gain of a given scheme over baseline in the limit as P e → 0 is
The above equation takes advantage of the fact that as
. Equation (25) shows that the asymptotic average optical power gain is independent of ε and channel noise. The spectral efficiency (20) can also be approximated via the continuous approximation as,
C. Peak Amplitude Constraint
For case of peak optical power bounded above from by pφ 1 , essentially peak amplitude limited lattice codes can be defined in a manner analogous to Sec. IV-B, as
Using the same baseline as in Sec. IV-B, the peak optical power gain of a lattice code is defined aŝ (10) . Similarly, the asymptotic peak optical power gain in the limit as P e → 0 isP
Similarly, the spectral efficiency (20) can also be approximated as,
V. LIKELIHOOD OF CLIPPING
The lattice codes constructed in Sec. IV violate the amplitude constraints with some positive probability whenever ε > 0. In this section, using the continuous approximation, the severity of the clipping is quantified by the likelihood that x(t) < 0 and x(t) > pφ 1 . In [15] , an upper bound on P(x(t) < 0) is obtained using Hoeffding's inequality [18] and using a Gaussian approximation. In this section, a more tractable and accurate method of finite series [19] is applied to compute the likelihood under average and peak optical power constraints and compared to Monte-Carlo results.
A. Average Optical Power Constraint: P(x(t) < 0)
Considering a constraint on the average optical power, the bounded region to form a constellation for a fixed ε is a truncated cone as discussed in Sec. III-B and shown in Fig. 3 . This section determines P(x(t) < 0) for such average optical power limited signalling sets.
Since the likelihood of a negative excursion is independent of scaling, without loss of generality, assume the bounded region is ϒ ε ∩ (1). Furthermore, we apply the continuous approximation and consider that constellation points (a i , b i ) are drawn independently and equally likely over ϒ ε ∩ (1). Under these assumptions, random variable a i (in the φ 1 direction) satisfies a triangular distribution with lower limit 0, upper limit 1 and mode 1. Given the uniform distribution over ϒ ε ∩ (1), it is also clear that P(
Since (a i , b i ) are selected independently and equiprobably every symbol period, the statistics of x(t) are cyclostationary in period T . Therefore, it is only needed to consider the statistics of x(t) in the interval [0, T ). Define q = t/T for t ∈ [0, T ) and
Recall that the conditional pdf of b i given a i is even symmetric and thus the statistics of X a (q) is also even symmetric about q = 0.5. For t = i T, i ∈ Z, x(t) is simplified to a single random variable, i.e., a i φ 1 (0), and is strictly nonnegative. Thus, for analysis of the likelihood of negativity of X a (q), the domain of q is focused on the interval (0, 0.5].
Define the random variables Z i (q) as a function of q and ε
Thus, X a (q) in (31) is the sum of independent random variables {Z i (q)}. Each Z i (q) can be shown to have a triangular distribution with lower limit min (0, α i (q)), mode max (0, α i (q)), and upper limit β i (q) where
For notational simplicity, hereafter ε and q are omitted.
In [19] , a convergent infinite series for the computation of the complementary cumulative distribution function (ccdf) of a sum of independent but not necessary identically distributed random variables was introduced. Since X a (31) is the sum of independent {Z i }, the series method can be applied to numerically compute F X a (0) = P (X a < 0), where F X a is the cumulative distribution function (cdf) of X a . Notice that this computation must be done for every choice of q and ε.
The strictly bandlimited signals are duration unlimited. For numerical computation, the bases φ 1 (t) and φ 2 (t) are truncated in time domain to N T lobes such that
where κ is typically chosen close to unity. Define the truncated sum of X a as X a 
is the characteristic function of each Z i which takes the form
where p 1 , p 2 , m denote the lower limit, upper limit, and mode of Z i , respectively. In practice, to estimate (34) the summation can be calculated iteratively for n = 1, 3, 5, . . . and terminated when absolute value of any summand is less than a predefined threshold δ. Figure 4 presents P(X a (q) < 0) as a function of ε for a variety of q estimated via Monte Carlo simulation and via (34) with N T = 128 and δ = 10 −20 . The Monte-Carlo simulations were performed by truncating φ 1 (t) and φ 2 (t) to 2N T periods, selecting 2N T symbols uniformly and independently from ϒ ε ∩
(1) and using (31) to estimate X a (q). This was repeated 10 9 times for each selection of ε and q to estimate the likelihood of negative clipping. Numerical results indicate that the estimates of P(X a (q) < 0) using the finite series and Monte-Carlo simulations match closely, suggesting (34) is a good estimate.
Notice that for all ε, the worst case, i.e. the maximum likelihood, of negative amplitude excursion occurs at q = 0.5. For any ε, as q decreases to 0, the likelihood of clipping also tends to zero. For a given q, the likelihood of negative amplitude excursion increase rapidly with ε. Larger values of ε lead to more negativity introduced into X a (q) which is consistent to the description in Lemma 1. Thus, for any q, 
B. Peak Amplitude Constraint: P(x(t) < 0 ∪ x(t) > pφ 1 )
In an analogous fashion to Sec. V-A, the likelihood of clipping in the peak limited channel is quantified here when signals are selected from the region ϒ ε ∩ ε ( p). Firstly, define
where the (a i , b i ) ∈ ϒ ε ∩ ε ( p) are chosen independently and equally likely over the region. Thus, employing the continuous approximation, the following theorems bound P(X p (q) < 0 ∪ X p (q) > pφ 1 ), Theorem 1: For a given ε and any h, p > 0, 
that is, the signals corresponding to points in triangle ABC are more positive than those in BOC.
Consider selecting points uniformly and independently over ϒ ε ∩ ( p/2) with resulting probability of negative excursion P(X a (q) < 0). Additionally, consider splitting the elemental probability associated to every point in triangle BOC with its mirrored counterpart in triangle ABC. Clearly, this results in points being selected uniformly and independently over ϒ ε ∩ ε ( p). In addition, since every mirror point is necessarily more positive, as noted in (37), the likelihood of negative excursion, i.e., P(X p (q) < 0), must be reduced.
is symmetric about both φ 1 -axis and ( p/2), and points are chosen independently and equiprobably then
Since is symmetric about φ 1 -axis and ( p/2), is an affine transform of itself, i.e. = − + p φ 1 , where φ 1 is a unit vector in φ 1 direction. Thus, following are equivalent events
The last equality arises since is an affine transform of itself and thus the statistics of the (a i , b i ) are symmetric about both the φ 1 -axis and ( p/2). Since the events {X p (q) < 0} and {X p (q) > pφ 1 } are disjoint, the probability of their union is the sum of probabilities. Additionally, via Thm. 2, the probabilities of the two events are identical.
An approximation of P(X p (q) < 0) can be computed via [19] , as in Sec. V-A, using a finite series under both non-negativity and peak optical power constraints. It can be shown that the Z i in this case have an isosceles trapezoidal distribution with characteristic functions of the form
as a function of ε for a fixed q using Monte-Carlo simulations and finite series (34) and (38) with N T = 128. Symbols are selected independently and equally likely over
, and m 2 = min (ρ i (q), pϕ 1,i (q)) are the lower limit, upper limit, left mode, and right mode point of Z i . A similar series approximation can also be formulated to compute P(X p (q) > pφ 1 ).
. The parameters used for these results are identical to those in Sec. V-A and an analogous simulation process was performed. Notice that the results from Monte Carlo simulations closely match those computed via the series approximation. The results have a similar behaviour to P(X a (q) < 0) in Fig. 4 with the likelihood of clipping rising with increasing ε and having a maximum for q = 0.5.
Comparing Fig. 4 to Fig. 6 , for a given q and ε, it is apparent that P(X a (q) < 0) > P(X p (q) < 0 ∪ X p (q) > pφ 1 ) which is in fact a stronger bound than that in Thm. 1.
VI. PERFORMANCE ANALYSIS
This section presents examples of lattice codes constructed using the two-dimensional hexagonal lattice A 2 ,
and the fundamental volume of the lattice is V (A 2 ) = √ 3 2 d 2 min . Non-negative amplitude M-PAM using S2, parametric linear (PL) [20] and raised-cosine (RC) Nyquist pulses with sampling receiver in [11] are also presented for comparison. The impact of clipping is quantified through Monte-Carlo simulations under both average and peak amplitude constraints. Notice that schemes of M-PAM using S2, PL, and RC Nyquist pulses [11] are constructed to be inherently nonnegative and are thus not impacted by the clipping process of the modulator (5). All discrete constellations points were constructed following (21) using the A 2 lattice with translate t = 0.
A. Results Under Average Optical Power Constraint
To estimate P o for the discrete constellations, Monte-Carlo simulations were performed in MATLAB [21] . Constellation points were selected independently and equiprobably from a and a ten times oversampled estimate x(t) is generated via (3). All negative excursions of the resulting x(t) are clipped at zero following (5) . In addition, the basis functions and receive filters are truncated to N T = 512 one-sided lobes. The average optical power gain is computed via (22) and quantifies the excess optical power needed over the baseline to achieve a bit error rate of 10 −6 . The spectral efficiency for the discrete essentially non-negative lattice codes is computed using the definition in (20) .
From Fig. 7a , essentially non-negative lattice codes have an optical power gain over previous approaches. Comparing to M-PAM using the S2 pulse, an approximate gain of 3 dB can be archived for ε = 0.4 when η > 3.8 bit/s/Hz and similar gains are archived for ε = 0.3 when η > 4.6 bit/s/Hz. Notice that the gain of essentially non-negative lattice codes over M-PAM S2 scheme increase rapidly with rising spectral efficiency.
For strictly non-negative PL and RC PAM schemes [11] , essentially non-negative lattice codes are more power efficient especially for large η. The average optical power gain for PL and RC schemes was plotted using the closed form expressions in [11] and by varying the excess bandwidth parameter. At a spectral efficiency of 6, essentially nonnegative lattice codes realize and approximate 2 dB gain over 16−PAM PL scheme. Notice also, that the gain of essentially non-negative lattice codes over RC and PL techniques also grows with increasing η.
For comparison, the asymptotic average optical power gains (25), developed using the assumption of negligible clipping and using the continuous approximation, are also plotted in Fig. 7a versus spectral efficiency (26) . Notice that, as expected, the continuous approximation is loose for small η and becomes increasingly accurate for higher spectral efficiencies. These approximations may, thus, be useful in estimating optical power gain and η in VLC systems which are bandlimited and operate at high spectral efficiencies.
The selection of ε is a critical parameter governing the performance of our approach. Larger ε increases the spectral efficiency by increasing | a |. However, clipping distortion also increases with larger ε as evidenced by the increase in P(X a (q) < 0) in Fig. 4 . In particular, we have noticed that for ε ≥ 0.5 that clipping distortion becomes sufficiently severe to eliminate any gains over previous approaches.
Although not presented in the figures, we have also considered the addition of DC bias to x(t). Adding a DC bias intuitively reduces clipping distortion, however, at the cost of larger average optical power. Thus, there exists a trade-off between clipping distortion and average optical power efficiency. An optimal DC bias component was found numerically to maximize the average optical power gain for a given ε. As an example, lattice codes constructed with ε = 0.5 and using an optimized DC bias resulted in an average optical power gain of less than 0.1 dB over the case of ε = 0.4 for all η in Fig. 7a . In all of our simulations the optimization of DC bias to mitigate clipping distortion provided negligible improvements to average optical power efficiency.
To visualize the impact of clipping distortion, Fig. 7b presents an example of the histogram of X a (q) for q = 0.5 and ε = 0.4 at spectral efficiency η = 5.91 (i.e., | a | = 60). The conditions of the simulation are identical to those used to compute the average optical power gain in Figure 7a to achieve a BER of 10 −6 . Notice that the likelihood of negative excursion for this discrete constellation is approximately 8 × 10 −5 . This is in close agreement to the estimate of 2 × 10 −5 in Fig. 4 which was found via the continuous approximation.
B. Results Under Peak Optical Power Constraint
In a similar fashion to Sec. VI-A, the gain of essentially peak-limited lattice codes over existing approaches is given in Fig. 8a . The lattice codes are constructed as in (27) using the region ϒ ε ∩ ε ( p) and ensuring that there exists one lattice at peak vertex, i.e ( p, 0). This was done to ensure the symmetry of the constellations and to ensure that the peak optical power of the lattice scheme is pφ 1 .
For strictly non-negative schemes M-PAM using S2, PL and RC pulses, the peak optical power gain is equivalent to the average optical power gain due to constellation symmetricity [11, Th. 4 ]. This statement is also true for the essentially peaklimited lattice codes in this work under the assumption that the likelihood of clipping is negligible. Figure 8a illustrates the simulation results of peak optical power gain versus the spectral efficiency for a fixed ε and P e ≈ 10 −6 . These results were obtained in same manner as described in Sec. VI-A using the negative and peak amplitude clipping modulation model in (9) .
Notice that when η > 3, essentially peak-limited lattice codes have a larger peak optical power gain than the M-PAM S2 pulse for ε = 0.3, 0.4, 0.5. For η > 3.5, gains over 8-PAM and 16-PAM schemes using the PL pulse are realized.
In general, the peak optical power gains of the designed lattice codes increase with increasing η. For example, for ε = 0.5 and η > 6, essentially peak-limited lattice codes provides more than 2 dB gain over the 16-PAM PL pulse case. Notice additionally that the performance of the discrete essentially peak-limited lattice codes is closely predicted at high η by (29) and (30) derived using the continuous approximation.
Another important feature to note is that larger values of ε can be used to construct essentially peak-limited lattice codes than for the average optical power constraint in Sec. VI-A. Indeed, this fact is clear since for a given ε, the likelihood of clipping is smaller in the peak-limited case as seen in Figs. 4 and 6 .
The histogram of X p (q) at q = 0.5 is plotted in Figure 8b for ε = 0.4 and spectral efficiency η = 5.97 (i.e., | p | = 63). The simulation to compute the histogram was done with identical conditions as for those in Fig. 8a . The resulting distribution is symmetric and has approximately equal likelihood of clipping on negative and positive sides (as required in Thm. 2). Additionally, this plot numerically validates Thm 1 which demonstrates that essentially peak-limited lattice codes are less likely to have negative amplitude clipping than those design for average optical power limited channels.
VII. CONCLUSION
In this work, a novel method is proposed for signalling on bandlimited optical intensity channels under average and peak optical power constraints. By relaxing the strict non-negativity constraint on intensity channels, a degree of freedom is added to the S2 PAM scheme to improve the power and spectral efficiency with comparison to previously studied schemes. These essentially non-negative and peak-limited lattice codes satisfy the channel constraints with high probability. In fact, the likelihood that the lattice codes violate channel constraints are included in the design of the signal space. A tractable numerical method based on finite series is then applied to compute the likelihood of clipping.
To compare the proposed schemes with previously designed cases, asymptotic power gains and spectral efficiencies are estimated by applying continuous approximation. Several essentially non-negative and essentially peak-limited discrete hexagonal lattice constellations are designed and their performance using clipping models is quantified via MonteCarlo simulations.
Under an average optical power constraint, for a given error tolerance P e ≈ 10 −6 and ε = 0.4, the essentially non-negative lattice codes have a 2 dB optical power gain over previous approaches for given η > 5.9 bits/s/Hz. Generally, the optical power gain increases as η. The impact of clipping distortion on system performance is shown to be negligible for ε < 0.4. Larger ε provides more degrees of freedom at the cost of increased negativity.
Under a peak optical power constraint and for a given ε, the likelihood of negative excursion is significantly smaller than that under an average optical power constraint with the same ε. The designed essentially peak-limited lattice codes show a significant gain in peak power gain over previous schemes which become significant at high η, i.e., a more than 2 dB peak power gain over 16-PAM PL pulse scheme is attained for ε = 0.5 when η > 6.09 bits/s/Hz.
These results are especially significant for a variety of bandwidth constrained IM/DD channels which have sufficient signal-to-noise ratios to operate reliably at high spectral efficiencies. In particular, VLC channels have these features and future work includes prototyping the designed essentially non-negative and peak-limited schemes for visible light communications. Synchronization is an important topic which has not been considered in this work. In particular, the φ 2 basis will be sensitive to timing errors. Ongoing work also considers expanding the current framework to include excess bandwidth pulses.
