Combining multiple data sources with multi-physics simulation frameworks offers new potential to extend snow model inter-comparison efforts to the Himalaya. This study evaluates the importance and performance of different snowpack process representations for simulating snow cover and runoff dynamics in the region. Focusing on the Astore catchment in the upper Indus basin, a spatially distributed version of the Factorial Snowpack Model (FSM) was driven by climate fields 10 from the High Asia Refined Analysis (HAR) dynamical downscaling product. Ensemble performance was evaluated using observed runoff and MODIS remote sensing of snow-covered area, albedo and land surface temperature. The results show that FSM ensemble spread depends primarily on the interactions between parameterisations of albedo and snowpack hydrology when applied in the western Himalaya. These interactions incur variation in the importance of other model choices, most notably the atmospheric stability adjustment. Although no single FSM configuration performs best in all years, 15 applying the prognostic albedo parameterisation while accounting for liquid water retention, refreezing and drainage leads to the highest overall performance. Years when this is not the case tend to coincide with probable inaccuracies in HAR climate inputs. While the results indicate that ensemble spread and errors may be notably lower in anomaly space, FSM configurations show substantial differences in their absolute sensitivity to climate variation. Therefore, a subset of the ensemble should be retained for climate change projections, namely those members including both prognostic albedo and 20 snowpack hydrology, while additional stability adjustment options should be tested.
model is based around the sequential solution of a set of linearised equations at each time step. This begins with the surface energy balance, in which turbulent heat fluxes are estimated using the bulk aerodynamic approach. Heat conduction between layers and to the substrate is calculated using an implicit scheme, before layer ice and water masses are updated to account for simulated rainfall, melt, sublimation, refreezing, drainage to successive layers, and runoff from the base of the snowpack.
FSM then updates layer densities and thicknesses, accounting for snowfall and conservation of total ice and liquid water 5 masses, as well as internal energy.
Within this framework, FSM offers alternative parameterisations of different snowpack processes. The five processes are: (1) albedo evolution, (2) thermal conductivity variation, (3) snow density change by compaction, (4) adjustment of turbulent heat fluxes for atmospheric stability, and (5) liquid water retention, refreezing and drainage. With two parameterisation options (0/1) for these five processes, the FSM ensemble includes 32 possible model configurations. 10 Summarised in Table 1 , the parameterisation options synthesise a number of approaches found in a range of widely applied models. These include CLASS (Verseghy, 1991) , CLM (Oleson et al., 2013) , Crocus (Vionnet et al., 2012) , HTESSEL (Dutra et al., 2010) , ISBA (Douville et al., 1995) , JULES (Best et al., 2011) , MOSES (Cox et al., 1999) and Noah-MP (Niu et al., 2011) . For each process, the second option (1) may be considered more physically realistic than the first option (0).
Analyses of FSM to date have shown that it gives ensemble performance and spread comparable to larger multi-model 15 ensembles . As such, it has been used to support study design and inter-comparison in the ESM-SnowMIP initiative (Krinner et al., 2018) . Its value for testing new process representations in forest environments has also been demonstrated (Moeser et al., 2016) , while Günther et al. (2019) used FSM to delineate the influences of input data errors, model structure and parameter values on simulation performance at an Alpine site.
Adaptations and Implementation 20
While the core FSM subroutines used in this study remain as described in , the model was adapted to perform spatially distributed simulations on a regular grid, using climate inputs that vary in space and time. In this adaptation, each grid cell is treated as independent of all other cells. Inter-cell mass and energy transfers are not considered, but the default parameterisation of sub-grid variability of snow cover as a function of snow depth is retained. In effect, each grid cell is considered as a site for which the original FSM formulation is run. The adapted version of the model is thus 25 similar in principle to other widely applied, distributed snow models when used without their snow transport options (e.g. Lehning et al., 2006; Liston and Elder, 2006a) . In line with the focus on snow cover dynamics and snowpack processes, the model does not simulate other aspects of catchment hydrology, such as evapotranspiration from snow-free cells, the soil water balance, or hydrological routing (subsurface, overland and channel flows).
The simulations reported here use a 500 m horizontal resolution grid and an hourly time step. Topography is derived 30 from the SRTM 90 m DEM v4.1 (Jarvis et al., 2008) . The 500 m spatial resolution is representative of hydrological and cryospheric modelling applications in the large basins of the Himalaya (e.g. Lutz et al., 2016) , as well as extremely high resolution regional climate modelling (Bonekamp et al., 2018; Collier and Immerzeel, 2015) . It is also consistent with https://doi. org/10.5194/tc-2019-187 Preprint. Discussion started: 10 September 2019 c Author(s) 2019. CC BY 4.0 License.
in the regression was not statistically significant, simple interpolation of the HAR field to the FSM grid was undertaken.
Wind speed was interpolated and modulated by topographic slope and curvature using MicroMet.
Due to the pronounced topography of the study area, clear-sky shortwave radiation at the surface was estimated for the 500 m resolution DEM using a vectorial algebra approach (Corripio, 2003) . This approach accounts for the effects of slope, aspect, hill-shading and sky view factor. It has been successfully applied before in this region (e.g. Ragettli et al., 2013) and 5 was additionally checked against station measurements. To account for cloud cover, the clear-sky shortwave radiation fields were adjusted using spatially interpolated ratios of clear-sky to received incoming shortwave radiation at the surface according to the HAR. This approach maintains consistency between variables while capturing topographic influences, although direct/diffuse partitioning and cloud variability are simplified.
Uncertainty 10
Given the low density of climate observations, biases and other errors undoubtedly remain in the climate input fields.
As such, two alternative input strategies were tested. The first strategy uses the same approach outlined in Section 3.2.2 but simply forgoes bias correction of temperature. The second strategy retains the same approaches for precipitation, incoming shortwave radiation and wind speed, but local observations from the Astore and other catchments in the north-west upper Indus basin ( Figure 1b ) are used as the basis for estimation of fields for the other variables (see Section S1 in Supplement). 15
The purpose of these two alternative strategies is to indicate whether the conclusions reached on snowpack process representations are unduly affected by the approaches described in Section 3.2.2.
Model Evaluation
The model evaluation focuses primarily on snow cover and snowpack runoff, with other variables considered to evaluate underlying processes. Typical of the remote Himalaya, no local snow measurements for site-scale evaluation were 20 available. The evaluation thus uses a number of MODIS remote sensing products (Collection 6). These include snowcovered area (SCA) derived from the MOD10A1 product (Hall and Riggs, 2016) , following application of the widely used cloud infilling method developed by Gafurov and Bárdossy (2009) . The analysis focuses primarily on SCA corresponding with a Normalised Difference Snow Index (NDSI) threshold of zero. This indicates very limited or no snow cover in a pixel (Salomonson and Appel, 2004) , which is consistent with the no-snow threshold used to estimate modelled SCA. 25
The evaluation also draws on the MCD43A3 and MOD10A1 surface albedo products. These datasets have been validated in different settings (Gascoin et al., 2017; Liu et al., 2009; Wang et al., 2012) , but additional challenges are posed by complex terrain (Wen et al., 2018) . The evaluation thus considers the model results and datasets in both absolute and normalised terms. In addition, comparisons with MOD11A1 land surface temperature (LST) are undertaken. To extend previous validations (e.g. Wan, 2014; Wan et al., 2004) , an evaluation of MOD11A1 at the Concordia site ( Figure 1b ) in the 30 neighbouring Karakoram range is given in the Supplement (Section S2). This confirms that the product performs well https://doi.org/10.5194/tc-2019-187 Preprint. Discussion started: 10 September 2019 c Author(s) 2019. CC BY 4.0 License. compared with observed surface temperatures, with a relatively low mean bias of -0.55°C. For both albedo and LST, spatial aggregates were only calculated when 90% of pixels had satisfactory quality retrievals.
The study also uses quality-controlled daily river flows recorded at the Doyian gauging station by WAPDA ( Figure 1b ).
These data allow for some inferences about the volume and timing of modelled snowpack runoff, which is defined here as runoff from the base of the snowpack. Snowpack runoff is thus different to surface melt, which may be subject to storage 5 and refreezing processes before leaving the snowpack. Snowpack runoff is aggregated across all grid cells in the catchment for comparison with the observed data.
Results

Mean Ensemble Structure
Snowpack Runoff 10
The evaluation begins by considering how the FSM ensemble is structured on average at the catchment scale. For snowpack runoff (as defined in Section 3.3), the ensemble shows notable spread, which takes the form of groupings of ensemble members ( Figure 2 ). Three groups of cumulative snowpack runoff curves are distinguishable early in the melt season (April and early-May) in Figure 2 , but the groups split and their spread increases to varying degrees thereafter, as melt rates accelerate. Differences in snowpack runoff timing between groups are substantial, with variation of around one 15 month in the date at which the 25 th , 50 th and 75 th percentiles of total seasonal runoff are exceeded. Figure 2a indicates that the development of groups in the ensemble is primarily controlled by interactions between parameterisations of albedo and liquid water processes within the snowpack. The earliest, most rapid snowpack runoff occurs for members combining diagnostic albedo with instantaneous liquid water drainage (grey in Figure 2a ). In contrast, the slowest-responding members (purple in Figure 2a ) use prognostic albedo and apply the parameterisation of liquid water 20 retention, refreezing and drainage processes (hereafter referred to as the liquid water parameterisation). The remaining two combinations of albedo and liquid water representations result in similar cumulative runoff curves, especially early in the season (orange and green in Figure 2a ). This indicates that a propensity for earlier, more rapid runoff when applying diagnostic albedo is offset by a delaying effect of the liquid water parameterisation. Conversely, a tendency delaying runoff in the prognostic albedo parameterisation is counteracted by faster runoff due to instantaneous drainage. Interactions 25 between the albedo and liquid water parameterisations thus appear to govern whether a given option's tendency to accelerate or slow snowpack runoff is compensated for or exacerbated.
The next most important determinant of ensemble structure for snowpack runoff is the stability adjustment option, whose significance increases later in the melt season, especially in July. As noted above, Figure 2a indicates that the spread in the ensemble groups increases with time. Cross-referencing this with Figure 2b confirms that the stability adjustment is 30 the main driver of the divergence. The separation is particularly pronounced for the slowest-responding ensemble members https://doi.org/10.5194/tc-2019-187 Preprint. Discussion started: 10 September 2019 c Author(s) 2019. CC BY 4.0 License.
(purple in Figure 2a ). In this case, not applying a stability adjustment leads to more rapid snowpack runoff from mid-June and earlier convergence with the other ensemble members, as evident from comparing the lowermost orange and blue curves in Figure 2b . In contrast, the adjustment effect is much less pronounced for the faster-responding groups of ensemble members in Figure 2a (grey curves). Therefore, not only does the significance of the stability adjustment vary notably through the melt season, it is also a function of the choices of albedo and liquid water parameterisations. 5 Figure 2a also provides a preliminary indication that the timing of snowpack runoff in the slowest-responding ensemble members, which combine prognostic albedo with the liquid water parameterisation, is most similar to the timing of observed catchment runoff on average. This can be inferred particularly from the snowmelt-dominated early part of the season (April, May and early June), when the other groups of ensemble members tend to lead the observed total runoff curve by between two and four weeks. While the full hydrology of the Astore catchment is not modelled (Section 3.1.2), such large differences 10 in timing are unlikely to be accounted for by runoff routing or other hydrological processes at this time of year. Based on findings from snow-dominated mountainous catchments elsewhere and other settings, runoff travel times from the base of the snowpack to the catchment outlet in spring and early summer are expected to be small relative to the ensemble spread in Figure 2a , even in a catchment of this size (Lundquist et al., 2005; Naden, 1992) .
Snow-Covered Area (SCA) 15
Figure 3 indicates that the albedo, liquid water and stability adjustment parameterisations are also the main influences on mean ensemble spread and structure in SCA. However, the dominance of albedo and liquid water processes is lesser compared with snowpack runoff, especially later in the melt season. By the annual SCA minimum in August, the stability adjustment comes to control ensemble structure ( Figure 3b ). Model configurations applying the adjustment exhibit a markedly slower decline in SCA over the melt season, which leads to an annual SCA minimum approximately 5% higher. 20 Spatially, this difference is largely found at relatively high elevations, which could have substantial implications for modelling the evolution of ice mass in the catchment over longer periods.
For much of the melt season, the model configurations most closely matching MODIS SCA (using an NDSI threshold of zerosee Section 3.3) apply prognostic albedo, along with either no liquid water representation but a stability adjustment, or the liquid water parameterisation but no stability adjustment. Again this reflects compensatory effects in the ensemble. 25
Switching on the liquid water representation slows the rate of SCA decline, while turning off the stability adjustment speeds it up, and vice versa. For most of the other ensemble members, the SCA curves exhibit a relatively rapid snow cover decline during the melt season compared with MODIS (NDSI threshold of zero).
Comparing Figure 2 and Figure 3 suggests that model configurations where snowpack runoff is closer to observed total runoff also agree better with MODIS SCA, although this is complicated by the larger spread in ensemble groups for SCA. 30
The clearest case is for ensemble members that both apply diagnostic albedo and omit a liquid water representation. These configurations show snowpack runoff that appears to be too early and rapid (Figure 2a but this does depend substantially on the stability adjustment for SCA. Notably, the slowest-responding model configurations (using prognostic albedo, the liquid water parameterisation and the stability adjustment) are too slow in their SCA decline from June onwards ( Figure 3 ). This may well highlight too slow a response in snowpack runoff later in the melt season that is ambiguous from Figure 2 alone, which highlights the value of MODIS SCA for reinforcing and extending inferences on model configuration performance (Finger et al., 2011) . 5
Process Evaluation
The analysis now explores the processes behind the structure of ensemble spread identified in Section 4.1, as well as how far they can be assessed with independent data. This assessment is based in part on Table 2 , which summarises the mean influences of albedo, liquid water and stability adjustment parameterisation choices on key catchment-scale states and fluxes in selected months. The influences are delineated as the monthly mean differences between those ensemble members 10 applying one option for a given process (e.g. prognostic albedo) and those members applying the other option (e.g. diagnostic albedo). Density and thermal conductivity parameterisations are not considered, as it can be inferred from Section 4.1 that their effects are comparatively minor for the foci of this study, namely runoff and SCA. Table 2 shows that prognostic albedo in FSM tends to be higher than diagnostic albedo in the first part of the melt 15 season. The mean difference between the two albedo options ranges from 0.12 to 0.15 between April and June at solar noon.
Albedo
The resulting difference in net shortwave radiation helps to explain why prognostic albedo initially delays and slows melt, snowpack runoff and SCA decline relative to diagnostic albedo, which ultimately permits more snowpack runoff later in the season (see Section 4.1 and Table 2 ). One factor in the faster melt in spring and early summer using diagnostic albedo is its pronounced diurnal range. This is linked to the diurnal surface temperature cycle, partly through a positive feedback. The 20 mean range in albedo for daylight hours rises from 0.18 to 0.27 between April and June when using the diagnostic parameterisation, whereas the equivalent range for the prognostic parameterisation stays much lower, at around 0.02. While albedo does vary diurnally with solar zenith angle, it does not necessarily follow that the diagnostic parameterisation captures the magnitude of variation appropriately.
In absolute terms, FSM mean snow albedo from March to August exceeds MODIS by 0.07 and 0.14 for MOD10A1 and 25 MCD43A3, respectively. This may be in part due to challenges in fully characterising albedo in complex terrain with remote sensing (Wen et al., 2018) . However, after normalising to remove differences in the mean, Figure 4 demonstrates that the prognostic albedo parameterisation is in reasonable agreement with MODIS. Acknowledging some timing offsets and points of divergence between the MODIS products, prognostic albedo more skilfully captures the sharp albedo increases following snowfall in the melt season. Field studies have shown these events to be an important for regional melt rate variability, 30 especially early in the season, in accordance with the latitude (~35°N) and continentality of the area (Hewitt, 2014) . The prognostic parameterisation also generally reproduces the rate of albedo decay during melting periods in Figure 4 the diagnostic parameterisation induces frequent, sharp and pronounced albedo fluctuations. These fluctuations give rise to a comparatively low albedo in the early melt season. In quantitative terms, the prognostic parameterisation outperforms the diagnostic option for the normalised series, with an overall root-mean-square deviation (RMSD) relative to the MOD10A1 product of 0.062 compared with 0.071. Process-level evaluation with MODIS thus corroborates the better performance of prognostic albedo for simulating snowpack runoff and SCA (Section 4.1). 5 Table 2 shows that the net effect of switching on the liquid water parameterisation is to delay snowpack runoff, even though it accelerates surface melt rates. For example, in April (May), snowpack runoff is on average 1.9 (1.6) mm/d lower when using the liquid water parameterisation, even though surface melt is 1.0 (1.9) mm/d higher. With the option on, liquid water from melting is allowed to refreeze, leading to latent heat release, which maintains a higher snowpack temperature (for 10 example by 3.5°C in April). Retention and delayed release of liquid water in storage are part of the reason why these higher temperatures lead to higher melt rates but not higher snowpack runoff rates initially. However, multiple diurnal cycles of melting and refreezing may also be required before a given unit of snow is entirely converted to snowpack runoff. At any rate, the delaying effect of switching on the liquid water option outweighs its tendency to increase melt rates in this setting.
Liquid Water Retention, Refreezing and Drainage
By allowing snow to persist for longer, this enhanced storage ultimately leads to higher melt and runoff rates later in the 15 season (by July), as later-lying snow becomes subject to increasing energy inputs (e.g. Musselman et al., 2017) .
Stability Adjustment
Table 2 also demonstrates that switching on the stability adjustment leads to lower melt rates later in the season, primarily due to a smaller sensible heat flux towards the snow surface in stable atmospheric conditions. During the early part of the season (e.g. April), the differences in net turbulent fluxes arising from the stability adjustment choice (16 W/m 2 ) are 20 largely offset by differences in net radiation (12.3 W/m 2 ). The larger sensible heat flux to the surface with no stability adjustment leads to a higher surface temperature (by 2.9°C in April) and thus higher outgoing longwave radiation, as well as lower net longwave radiation. However, as the gradients between the snow surface (limited to 0°C) and near-surface air temperatures increase in spring and summer, the net turbulent flux difference ultimately becomes a key driver of differences in the surface energy balance and melt rates. By June and July, the differences in net radiation (16 and 20 W/m 2 ) no longer 25 offset the differences in net turbulent fluxes (36.8 and 52.7 W/m 2 ). Yet, Table 2 also indicates that the resulting differences in melt rates do not necessarily alter snowpack runoff on average. This reinforces the point that modelled snowpack runoff sensitivity to the stability adjustment is contingent on the representations of other processes, namely albedo and liquid water retention, refreezing and drainage (Section 4.1.1). It is also noteworthy that switching on the stability adjustment approximately halves average sublimation from 80 to 45 mm/a, which correspond with around 8% and 4% of total 30 catchment snow ablation, respectively. While no data to evaluate turbulent fluxes directly are available, Figure 5 shows that switching off the stability adjustment leads to higher LST, which is in fact in closer agreement with MODIS LST. This is somewhat counter to initial expectations, as applying a stability adjustment would typically be considered more physically realistic. The largest differences in vertical LST profiles occur at night and increase with elevation, for the clear-sky conditions when MODIS retrievals are available. These differences may suggest too strong a suppression of turbulent fluxes under stable conditions 5 using the bulk Richardson number correction. Such suppression may well contribute to the slow runoff rise and SCA decline when combining the stability adjustment with the otherwise realistic configuration of prognostic albedo and the parameterisation of liquid water processes (Section 4.1). Ensemble spread in day-time LST is smaller and generally in good agreement with MODIS, although the extent and influence of sub-pixel snow cover variation on MODIS LST likely increases during melting periods, giving some positive bias in summer (Section S2 in Supplement). 10
Vertical Profiles
Figure 6 examines how the tendencies identified above are manifest spatially, as well as how the influence of different processes depends on both space and time. Focusing on the vertical dimension, Figure 6 shows that S-shaped profiles of snowpack runoff differences develop and migrate upwards as the melt season progresses. The profiles take this form because the 0 options in FSM for albedo, liquid water and stability adjustment processes all lead to earlier and faster snowpack runoff 15 and snow water equivalent (SWE) depletion relative to the 1 options (see Table 1 ). This gives negative differences at higher elevations. However, it also means that the 1 options (i.e. prognostic albedo, liquid water processes represented and stability adjustment applied) are associated with larger SWE later in the season, allowing more snowpack runoff at lower elevations (positive differences in Figure 6 ). This is consistent with the catchment responses described above, although the inter-annual variation in the magnitude of differences is notable. 20
The S-shaped profiles migrate upwards in sequence, with the profile for differences due to liquid water processes peaking at the highest elevations, followed by the albedo and stability adjustment profiles. The liquid water option choice is particularly critical around the freezing isotherm for daily maximum temperatures, determining whether early melt is released or subject to storage through refreezing/melting cycles (Section 4.2.2). In comparison, the lower elevation of peak negative differences caused by the albedo parameterisation is likely consistent with a higher snow surface temperature under 25 slightly higher daily mean air temperatures. The peak negative differences due to the stability adjustment option are at lower elevations again, reflecting their dependence on the development of large near-surface temperature gradients (Section 4.2.3).
Notably, for both albedo and particularly liquid water processes, differences in snowpack runoff are present up to the highest elevations. Therefore, how these processes are represented is critical for simulating high elevation perennial snow and ice.
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Performance Variation
Absolute Performance and Trade-Offs
The analysis now considers how model performance varies in time with inter-annual climate variations. Figure 7a shows the relationship between RMDS for cumulative snowpack runoff and SCA, with the ensemble aggregated by albedo, liquid water and stability adjustment options. For snowpack runoff, RMSD was calculated for each year based on the 5 cumulative runoff curves for the period between April and June. For each year, the curves were first normalised by (dividing by) their respective total runoff volumes between April and September, in order to focus on differences in timing rather than total volumes. For SCA, RMSD was calculated for the period between April and September using an NDSI threshold of zero for MODIS (see Section 3.3). Figure 7a confirms that, for individual years as well as on average, ensemble groups exhibiting closer correspondence 10 between snowpack runoff and observed total runoff also tend to show more consistency with MODIS SCA. This provides additional support for the suggestion that snowpack runoff dominates river flows in spring and early summer, with routing effects and other influences being relatively small. Figure 7a also confirms that using both prognostic albedo and the liquid water parameterisation generally leads to the best performance (Section 4.1). However, the group omitting liquid water processes but applying the stability correction also shows low mean RMSD overall, especially for SCA. As Section 4.2.3 15 strongly suggests the stability adjustment to be too strong in damping turbulent fluxes in stable conditions, it is possible to identify these compensatory effects as unphysical.
Inter-annual variability in RMSD for all groups is high, as reflected by the wide and overlapping error bars in Figure   7a . Although substantial asymmetries and trade-offs between runoff and SCA RMSDs are present, the range of RMSD tends to be smaller for groups performing better on average. However, in some years, configurations tending to perform worse on 20 average may outperform more realistic configurations. To examine this, the relationships between performances of different groups are shown in Figure 7b . Focusing on runoff RMSD for the three best-performing groups overall, Figure 7b shows that trade-offs resembling a Pareto front develop in some cases. This means that, for a number of the years simulated, performance in one group cannot increase without a corresponding reduction in performance of another group. Specifically, there are a number of years in which good performance with the liquid water option off (and the stability adjustment applied) 25 is associated with performance reductions in more physically realistic configurations where the liquid water option is switched on (blue and orange points on Figure 7b ).
In other cases, such as when prognostic albedo and the liquid water parameterisation are both applied but the stability adjustment is varied (grey points on Figure 7b ), a Pareto-like front is absent and a more linear relationship between runoff RMSDs occurs. This relationship is approximately centred on the 1:1 line in Figure 7b , albeit with notable scatter, most of 30 which is associated with the simulations using observation-based climate inputs, which may be the least accurate input strategy (Section 3.2.3 and Section S1 in the Supplement). This suggests that, overall, model performance limitations are not due to varying the stability adjustment option in this case. Rather, any structural constraint on performance is common to 
Time Series 5
To explore further performance variation in time, Figure 8a shows time series of absolute SCA errors (calculated as FSM minus MODIS). This demonstrates that the best-performing group varies both between and within years, but that the structure of the ensemble remains fundamentally similar between years. Specifically, while the groups of FSM configurations all converge in winter, their divergence in spring and summer follows a similar pattern each year. The group using prognostic albedo and the liquid water parameterisation is consistently the uppermost series in Figure 8a , while the 10 group using diagnostic albedo and no liquid water parameterisation is consistently the lowermost. The rank order of the groups remains the same through time, although the magnitude of divergence varies notably between years. In some years, fast-responding combinations (Section 4.1) exhibit the lowest overall errors in at least part of the melt season (for example 2001, 2002, 2005 and 2007) . Autumn convergence of groups is often associated with larger SCA errors, due to difficulties capturing specific snowfall and melt events. 15
Despite these patterns of divergence and variation in absolute errors, Figure 8b indicates that, in anomaly space, the different FSM configurations are generally much more consistent, both with each other and with remote sensing. Anomalies were calculated by subtracting the mean SCA for each month from the absolute SCA, separately for MODIS and the ensemble groups. The sign and magnitude of SCA anomalies are generally well simulated, and the range in anomalies shown in Figure 8b is clearly much smaller than the range of absolute errors during spring and summer in different configurations 20 (Figure 8a ). While the focus here is on SCA, as the comparison with MODIS is fairly direct, the consistency of different configurations in anomaly space is also evident for snowpack runoff and LST, as shown in the Supplement (Section S4).
With potentially important implications for seasonal forecasting, this reflects the dominance of climatic drivers in shaping the response of diverse snow models.
However, Figure 8b also shows that there are some instances where errors are still large in anomaly space. To explore 25 whether these errors could be due to climate inputs, rather than model response, Figure 8c provides time series of seasonal precipitation and temperature anomalies from the HAR input data product and local observations. As noted in Section 2, local observations show strong spatial correlation at the seasonal scale (Archer and Fowler, 2004; Archer, 2004) . While the HAR provides reasonable climatological performance in many respects (Section 3.2.1), Figure 8c relatively slow simulated melt rates. This helps to explain the error in anomaly space, as well as the large absolute SCA error in the slower-responding, more physically realistic configurations in Figure 8a (i.e. prognostic albedo with representation of liquid water processes). Table 3 details more such examples. Together, these cases strongly suggest that the larger discrepancies between modelled and remotely sensed SCA in anomaly space may be related to issues with the sequences of climate (input) 5
anomalies. Importantly, the examples also generally imply that nudging the climate anomalies towards observations would lead to reduction of absolute errors for the more physically realistic configurations, similar to example (i) discussed above.
Thus, there is evidence that errors in climate input anomalies are a substantial factor in performance variation for FSM configurations in the Astore catchment, which partly explains poor performance of more realistic models in some years.
Climate Sensitivity 10
While simulating specific sequences of climate anomalies and snowpack response is critical for applications such as forecasting, correctly representing the sensitivity of snow processes to climate variations and perturbations is crucial for offline and online climate change projections. Given the limitations in the climate input anomaly sequencing identified in Section 4.3.2, this section makes some inferences about the climate sensitivity of FSM configurations on the basis of interannual variability. The focus here is on snowpack runoff in the early part of the melt season (April), when snow is typically 15 abundant, such that runoff is primarily constrained by energy rather than mass availability (Section 2) and dominated by snowmelt (see also Sections 4.1 and 4.3.1). Figure 9 shows the relationship between simulated 10-day air temperature and snowpack runoff anomalies for the four combinations of albedo and liquid water parameterisations. The equivalent relationship using observed temperatures and total runoff is also shown. Figure 9 indicates that the sensitivity of snowpack runoff to climate (temperature) anomalies 20
varies significantly for different model configurations. While scatter in the relationships are notable, likely reflecting the significant influence of other climate variables on the surface energy balance, the relationships are reasonably well approximated by linear regression (all with positive and statistically significant gradients at the 95% confidence interval).
Notably, the shallowest gradient, which is associated with configurations using prognostic albedo and the liquid water parameterisation, agrees best with observations. The consistency of the ranking of the four groups (and observations) can be 25 confirmed with bootstrapping, which shows that 77% of realisations have the same order as in Figure 9 (89-98% of realisations if looking at consecutive groups in terms of pair-wise rankings). While the multivariate relationships between snow model response and other climate variables could be explored, the example in Figure 9 already demonstrates how fundamental and important differences in absolute climate sensitivity can be inferred and assessed from (observable) variability.
Discussion
The results in Section 4 confirm that several findings from previous snow model inter-comparisons hold in the western Himalaya. Prognostic albedo and inclusion of snowpack hydrology tend to be associated with the best overall model performance in the Astore catchment, which is similar to findings from the European Alps (Essery et al., 2013; Magnusson et al., 2015) . In addition, the results reinforce the importance of interactions between process parameterisations, which leads 5 to contingency of sensitivity estimates for a given process on other aspects of model configuration (Günther et al., 2019; Lafaysse et al., 2017) . There is also further evidence here that turbulent heat fluxes can be overly suppressed under stable atmospheric conditions when using a stability adjustment based on the bulk Richardson number (e.g. Andreas, 2002; Collier et al., 2015; Slater et al., 2001) , such that testing additional approaches would be valuable (Andreadis et al., 2009; Lapo et al., 2019) . The results reflect the consensus from site-based inter-comparisons that no single model configuration performs 10 best in all conditions, but that subsets of typically better-performing models are identifiable (Essery et al., 2013; Lafaysse et al., 2017; Magnusson et al., 2015) . Further work could explore whether this is the case elsewhere in the Himalaya and neighbouring ranges, for example in heavily monsoon-influenced areas.
By extending previous site-based inter-comparisons to a western Himalayan catchment, the study demonstrates the potential for combining dynamical downscaling products, remote sensing and local observations to drive, evaluate and 15 constrain process-based ensemble snow models at large, application-relevant scales in data-sparse mountain regions. In doing so, the results suggest that process-based models could ultimately be deployed in more situations in the Himalaya. For example, it would now seem possible to assess whether estimates of the contributions of snowmelt to river flows using temperature index models (e.g. Armstrong et al., 2019) hold when more processes are incorporated. The results also reveal the potential for structural similarity in a systematic snow model ensemble in different years, as well as the hierarchy of 20 process interactions leading to this consistent behaviour. Local climate observations can help to identify when poor performance in more physically realistic model configurations at catchment scales is likely driven by input errors, rather than model response errors. Moreover, using variability as a guide to the climate sensitivity of different model configurations can provide additional confidence when selecting ensemble members for applications like climate change projections. This may have substantial implications for projections of snow dynamics in a warming world, which are associated with important 25 feedbacks at a range of scales (e.g. Musselman et al., 2017; Palazzi et al., 2017; Pepin et al., 2015) .
Uncertainty in these results stems largely from input and evaluation data limitations, applying representative parameter values used in previous studies rather than attempting local calibration, and omitting some snow processes. In terms of input data, biases and other errors inevitably limit model performance in such a data-sparse context. However, Section S5 in the Supplement shows that the structure of the ensemble and overall performance variation remain similar when applying two 30 alternative input strategies (Section 3.2.3 and Section S1). Although the distinction of groupings in the ensemble does reduce when using the more observation-based strategy ( Figure S5 in the Supplement), this may well be the least accurate approach, due to the small number of stations available for extrapolation. Therefore, the results show some robustness to alternative, https://doi.org/10.5194/tc-2019-187 Preprint. Discussion started: 10 September 2019 c Author(s) 2019. CC BY 4.0 License.
commonly applied methods for deriving climate input fields in mountain regions for practical applications. Further work could attempt a more quantitative uncertainty analysis, but defining meaningful bias ranges and error distributions to test is challenging given currently available local observations.
For parameter values, the FSM defaults appear reasonable for the Astore catchment, based on the overall performance of more physically plausible configurations, as well as process-level evaluation where possible, such as for albedo (Section 5 4.2.1). Indeed, the results show there to be notable agreement in multiple simulated and observed variables in both absolute and normalised/anomaly terms, which is strengthened by physical consistency between different observed and remotely sensed variables. Further work could undertake calibration and sensitivity analyses, but this would need to guard against overfitting, error compensation and potentially unphysical behaviour given local data limitations, especially for less realistic parameterisations. In any case, recent work suggests that parameter choice may be of lower importance than both input 10 errors and process parameterisations (Günther et al., 2019) .
Some omitted snow processes that may be of less importance for studies such as this one, which examines a relatively short period primarily at the catchment scale, could become important in other applications in the Himalaya. These processes could include avalanching, as well as wind redistribution of snow and associated sublimation (e.g. Litt et al., 2019; Stigter et al., 2018) . Although initial testing showed the overall results of this study to be relatively insensitive to the SnowSlide 15 avalanching parameterisation (Bernhardt and Schulz, 2010), these processes have been demonstrated to be important at some scales in Alpine contexts (Bernhardt et al., 2012; Musselman et al., 2015; Strasser et al., 2008) . Coupling FSM with existing snow redistribution models would be possible (e.g. Lehning et al., 2006; Liston and Elder, 2006a) , but ideally such simulations would be driven by higher resolution dynamical downscaling products than the HAR (e.g. Vionnet et al., 2014) .
For some applications it could also useful to run FSM at higher spatial resolutions (e.g. Baba et al., 2019; Sohrabi et al., 20 2019; Winstral et al., 2014) , although testing showed similar results at both 250 and 1000 m resolutions.
In addition to alternative stability adjustments, further model development could consider terrain enhancement of longwave radiation (Sicart et al., 2006) , refined treatment of sub-grid variability (Clark et al., 2011) , and sensible and latent heat advection (Harder et al., 2017) . Incorporation of these processes could potentially lead to some model performance gains and further insights into additional factors affecting the interplay of radiative fluxes, turbulent fluxes and surface 25 temperatures. However, they would also increase complexity, dimensionality and the likelihood of error compensation.
Conclusion
This study demonstrates that combining local observations, dynamical downscaling and remote sensing products with multi-physics ensemble frameworks facilitates the identification of skilful process-based snow model configurations in the western Himalaya. Although the importance of different snowpack processes varies with time, space and other model 30 options, the results show that the structure of the FSM ensemble is similar between years. Different process parameterisations consistently act to accelerate or delay snowpack runoff and SCA decay. In agreement with other studies, (1), 21-35, doi:10.1007/BF00208760, 1995. 5 Duethmann, D., Zimmer, J., Gafurov, A., Güntner, A., Kriegel, D., Merz, B. and Vorogushyn, S.: Evaluation of areal precipitation estimates based on downscaled reanalysis and station data by hydrological modelling, Hydrol. Earth Syst. Sci., 17, 2415 -2434 , doi:10.5194/hess-17-2415 -2013 , 2013 Dutra, E., Balsamo, G., Viterbo, P., Miranda, P. M., Beljaars, A., Schär, C. and Elder, K.: An improved snow scheme for the ECMWF land surface model: Description and offline validation, J. Hydrometeorol., 11(4), 899-916, 10 doi:10.1175 899-916, 10 doi:10. /2010JHM1249.1, 2010 Essery, R.: Large-scale simulations of snow albedo masking by forests, Geophys. Res. Lett., 40, 5521-5525, doi:10.1002 Lett., 40, 5521-5525, doi:10. /grl.51008, 2013 Essery, R.: A factorial snowpack model (FSM 1.0), Geosci. Model Dev., 8, 3867-3876, doi:10.5194/gmd-8-3867-2015 Dev., 8, 3867-3876, doi:10.5194/gmd-8-3867- , 2015 Essery, R., Rutter, N., Pomeroy, J., Baxter, R., Stähli, M., Gustafsson, D., Barr, A., Bartlett, P. and Elder, K.: Water Resour., 55, 131-148, doi:10.1016 /j.advwatres.2012 .07.013, 2013 Validation of the energy budget of an alpine snowpack simulated by several snow models (SnowMIP project), Ann. Glaciol., 38, 150-158, doi:https://doi.org/10.3189/172756404781814825, 2004. 25 Finger, D., Pellicciotti, F., Konz, M., Rimkus, S. and Burlando, P.: The value of glacier mass balance, satellite snow cover images, and hourly discharge for improving the performance of a physically based distributed hydrological model, Gafurov, A. and Bárdossy, A.: Cloud removal methodology from MODIS snow cover product, Hydrol. Earth Syst. Sci., 13, 1361 -1373 , doi:10.5194/hess-13-1361 . https://doi.org/10.5194/tc-2019 Preprint. The HAR inputs provide a positive spring precipitation anomaly that far exceeds the observed anomaly, while again offering too negative a temperature anomaly. These conditions are conducive to slow melt of the excessive spring snowfall, which helps to explain the poorer performance of the slower-responding configurations.
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