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1 Introduction
This paper is about the z-measures which are a remarkable two-parametric
family of measures on partitions introduced in [10] in the context of harmonic
analysis on the infinite symmetric group. In a series of papers, A. Borodin
and G. Olshanski obtained several fundamental results on these z-measures,
see their survey [5] which appears in this volume and also [3]. The culmina-
tion of this development is an exact determinantal formula for the correlation
functions of the z-measures in terms of the hypergeometric kernel [4]. We
mention [2] as one of the applications of this formula. The main result of
this paper is a representation-theoretic derivation of the formula of Borodin
and Olshanski.
1.1
In the early days of z-measures, it was already noticed that z-measures have
some mysterious connection to representation theory of SL(2). For example,
the z-measure is actually positive if its two parameters z and z′ are either
complex conjugate z′ = z¯ or z, z′ ∈ (n, n+ 1) for some n ∈ Z. In these cases
z − z′ is either imaginary or lies in (−1, 1), which was certainly reminiscent
of the principal and complementary series of representations of SL(2).
Later, S. Kerov constructed an SL(2)-action on partitions for which the
z-measures are certain matrix elements [9]. Finally, Borodin and Olshanski
computed the correlation functions of the z-measures is in terms of the Gauss
hypergeometric function which is well known to arise as matrix elements
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of representations of SL(2). The aim of this paper is to put these pieces
together.
1.2
I want to thank A. Borodin, S. Kerov, G. Olshanski, and A. Vershik for
numerous discussions of the z-measures. I also want to thank the organizers
of the Random Matrices program at MSRI, especially P. Bleher, P. Deift,
and A. Its. My research was supported by NSF under grant DMS-9801466.
The constructions of this paper were subsequently generalized beyond
SL(2) and z-measures in [12].
2 The z-measures, Kerov’s operators, and cor-
relation functions
2.1 Definition of the z-measures
Let z, z′ ∈ C be two parameters and consider the following measure on the
set of all partitions λ of n
Mn(λ) =
n!
(zz′)n
∏
∈λ
(z + c())(z′ + c())
h()2
, (2.1)
where
(x)n = x(x+ 1) . . . (x+ n− 1) ,
the product is over all squares  in the diagram of λ, h() is the length of
the corresponding hook, and c() stands for the content of the square .
Recall that, by definition, the content of  is
c() = column()− row() ,
where column() denotes the column number of the square . The reader
is referred to [11] for general facts about partitions.
It is not immediately obvious from the definition (2.1) that∑
|λ|=n
Mn(λ) = 1 . (2.2)
One possible proof of (2.2) uses the following operators on partitions intro-
duced by S. Kerov.
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2.2 Kerov’s operators
Consider the vector space with an orthonormal basis {δλ} indexed by all
partitions of λ of any size. Introduce the following operators
U δλ =
∑
µ=λ+
(z + c()) δµ
L δλ = (zz
′ + 2|λ|) δλ
D δλ =
∑
µ=λ−
(z′ + c()) δµ ,
where µ = λ+ means that µ is obtained from λ by adding a square  and
c() is the content of this square. The letters U and D here stand for “up”
and “down”.
These operators satisfy the commutation relations
[D,U ] = L , [L, U ] = 2U , [L,D] = −2D , (2.3)
same as for the following basis of sl(2)
U =
(
0 1
0 0
)
, L =
(
1 0
0 −1
)
, D =
(
0 0
−1 0
)
.
In particular, it is clear that if |λ| = n then
(Unδ∅, δλ) = dimλ
∏
∈λ
(z + c())
where
dim λ = n!
∏
∈λ
h()−1
is the number of standard tableaux on λ. It follows that
Mn(λ) =
1
n! (zz′)n
(Unδ∅, δλ) (Lnδλ, δ∅) .
Using this presentation and the commutation relations (2.3) one proves (2.2)
by induction on n.
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2.3 The measure M and its normalization
In a slightly different language, with induction on n replaced by the use of
generating functions, this computation goes as follows.
The sequence of the measures Mn can be conveniently assembled as in [4]
into one measure M on the set of all partitions of all numbers as follows
M = (1− ξ)zz′
∞∑
n=0
ξn
(zz′)n
n!
Mn , ξ ∈ [0, 1) ,
where ξ is a new parameter. In other words, M is the mixture of the measures
Mn by means of a negative binomial distribution on n with parameter ξ.
It is clear that (2.2) is now equivalent to M being a probability measure.
It is also clear that
M(λ) = (1− ξ)zz′(e
√
ξ U δ∅, δλ) (e
√
ξ D δλ, δ∅) (2.4)
Therefore ∑
λ
M(λ) = (1− ξ)zz′(e
√
ξ D e
√
ξ U δ∅, δ∅) (2.5)
It follows from the definitions that
D δ∅ = 0 , L δ∅ = zz′ δ∅ , U∗ δ∅ = 0 , (2.6)
where U∗ is the operator adjoint to U . Therefore, in order to evaluate (2.5),
it suffices to commute e
√
ξ L through e
√
ξ U .
The following computation in the group SL(2)(
1 0
−β 1
) (
1 α
0 1
)
=
(
1 α
1−αβ
0 1
) (
1
1−αβ 0
0 1− αβ
) (
1 0
− β
1−αβ 1
)
implies that
exp (β D) exp (αU) =
exp
(
α
1− αβ U
)
(1− αβ)−L exp
(
β
1− αβ D
)
, (2.7)
provided |αβ| < 1. Therefore,∑
λ
M(λ) = (1− ξ)zz′
(
exp
( √
ξ
1− ξ U
)
(1− ξ)−L exp
( √
ξ
1− ξ D
)
δ∅, δ∅
)
= (1− ξ)zz′ ((1− ξ)−L δ∅, δ∅) = 1 ,
as was to be shown.
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2.4 Correlation functions
Introduce the following coordinates on the set of partitions. To a partition
λ we associate a subset
S(λ) = {λi − i+ 1/2} ⊂ Z+ 12 .
For example,
S(∅) =
{
−1
2
,−3
2
,−5
2
, . . .
}
This set S(λ) has the following geometric interpretation. Take the diagram
of λ and rotate it 135◦ as in the following picture:
The positive direction of the axis points to the left in the above figure. The
boundary of λ forms a zigzag path and the elements of S(λ), which are
marked by •, correspond to moments when this zigzag goes up.
Subsets S ⊂ Z+ 1
2
of the form S = S(λ) can be characterized by
|S+| = |S−| <∞
where
S+ = S \
(
Z≤0 − 12
)
, S− =
(
Z≤0 − 12
) \ S .
The number |S+(λ)| = |S−(λ)| is the number of squares in the diagonal of
the diagram of λ and the finite set S+(λ) ∪S−(λ) ⊂ Z+ 12 is known as the
modified Frobenius coordinates of λ.
Given a finite subset X ∈ Z+ 1
2
, define the correlation function by
ρ(X) = M
({λ,X ⊂ S(λ)}) .
In [4], A. Borodin and G. Olshanski proved that
ρ(X) = det
[
K(xi, xj)
]
xi,xj∈X
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where K the hypergeometric kernel introduced in [4]. This kernel involves
the Gauss hypergeometric function and the explicit formula for K will be
reproduced below.
It is our goal in the present paper to give a representation-theoretic deriva-
tion of the formula for correlation functions and, in particular, show how the
kernel K arises from matrix elements of irreducible SL(2)-modules.
3 SL(2) and correlation functions
3.1 Matrix elements of sl(2)-modules and Gauss hyper-
geometric function
The fact that the hypergeometric function arises as matrix coefficients of
SL(2) modules is well known. A standard way to see this is to use a functional
realization of these modules; the computation of matrix elements leads then
to an integral representation of the hypergeometric function, see for example
how matrix elements of SL(2)-modules are treated in [15]. An alternative
approach is to use explicit formulas for the action of the Lie algebra sl(2)
and it goes as follows.
Consider the sl(2)-module V with the basis vk indexed by all half-integers
k ∈ Z+ 1
2
and the following action of sl(2)
U vk = (z + k +
1
2
) vk+1 , (3.1)
Lvk =(2k + z + z
′) vk , (3.2)
Dvk = (z
′ + k − 1
2
) vk−1 . (3.3)
It is clear that
eαU vk =
∞∑
s=0
αs
s!
(z + k + 1
2
)s vk+s .
Introduce the following notation
(a)↓s = a(a− 1)(a− 2) · · · (a− s+ 1) .
With this notation we have
eβ D vk =
∞∑
s=0
βs
s!
(z′ + k − 1
2
)↓s vk−s .
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Denote by [i→ j]α,β,z,z′ the coefficient of vj in the expansion of eαU eβ D vi
eαU eβ D vi =
∑
j
[i→ j]α,β,z,z′ vj .
A direct computation yields
[i→ j]α,β,z,z′ =
αj−i
(j − i)! (z + i+
1
2
)j−i F
(
−z − i+ 1
2
, −z′ − i+ 1
2
j − i+ 1 ;αβ
)
, i ≤ j ,
βi−j
(i− j)! (z
′ + j + 1
2
)i−j F
(
−z − j + 1
2
, −z′ − j + 1
2
i− j + 1 ;αβ
)
, i ≥ j ,
(3.4)
where
F
(
a , b
c
; z
)
=
∞∑
k=0
(a)k (b)k
(c)k k!
zk ,
is the Gauss hypergeometric function.
Consider now the dual module V ∗ spanned by functionals v∗j such that
〈v∗i , vj〉 = δij
and equipped with the dual action of sl(2)
U v∗k = −(z + k − 12) v∗k−1 ,
D v∗k = −(z′ + k + 12) v∗k+1 .
Denote by [i→ j]∗α,β,z,z′ the coefficient of v∗j in the expansion of eαU eβ D v∗i
eαU eβ D v∗i =
∑
j
[i→ j]∗α,β,z,z′ v∗j .
We have
[i→ j]∗α,β,z,z′ =
(−β)j−i
(j − i)! (z
′ + i+ 1
2
)j−i F
(
z + j + 1
2
, z′ + j + 1
2
j − i+ 1 ;αβ
)
, i ≤ j ,
(−α)i−j
(i− j)! (z + j +
1
2
)i−j F
(
z + i+ 1
2
, z′ + i+ 1
2
i− j + 1 ;αβ
)
, i ≥ j ,
(3.5)
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3.2 Remarks
3.2.1 Periodicity
Observe that representations whose parameters z and z′ are related by the
tranformation
(z, z′) 7→ (z +m, z′ +m) , m ∈ Z ,
are equivalent. The above transformation amounts to just a renumeration
of the vectors vk. G. Olshanski pointed out that this periodicity in (z, z
′)
is reflected in a similar periodicity of various asymptotic properties of z-
measures, see Sections 10 and 11 of [3].
3.2.2 Unitarity
Recall that the z-measures are positive if either z′ = z¯ or z, z′ ∈ (n, n+1) for
some n. By analogy with representation theory of SL(2), these cases were
called the principal and the complementary series.
Observe that in these case the above representations have a positive de-
fined Hermitian form Q which is invariant in the following sense
Q(Lu, v) = Q(u, Lv) , Q(Uu, v) = Q(u,Dv) .
The form Q is given by
Q(vk, vk) =

1 z′ = z¯ ,
Γ(z′ + k + 1
2
)
Γ(z + k + 1
2
)
z, z′ ∈ (n, n + 1) ,
and Q(vk, vl) = 0 if k 6= l. It follows that the operators
i
2
L, 1
2
(U −D), i
2
(U +D) ∈ sl(2) ,
which form a standard basis of su(1, 1), are skew-Hermitian and hence this
representation of su(1, 1) can be integrated to a unitary representation of
the universal covering group of SU(1, 1). This group SU(1, 1) is isomorphic
to SL(2,R) and the above representations correspond to the principal and
complementary series of unitary representations of the universal covering of
SL(2,R), see [13].
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3.3 The infinite wedge module
Consider the module Λ
∞
2 V which is, by definition, spanned by vectors
δS = vs1 ∧ vs2 ∧ vs3 ∧ . . . ,
where S = {s1 > s2 > . . . } ⊂ Z+ 12 is a such subset that both sets
S+ = S \
(
Z≤0 − 12
)
, S− =
(
Z≤0 − 12
) \ S
are finite. We equip this module with the inner product in which the basis
{δS} is orthonormal. Introduce the following operators
ψk, ψ
∗
k : Λ
∞
2 V → Λ∞2 V .
The operator ψk is the exterior multiplication by vk
ψk (f) = vk ∧ f .
The operator ψ∗k is the adjoint operator; it can be also given by the formula
ψ∗k (vs1 ∧ vs2 ∧ vs3) =
∑
i
(−1)i+1〈v∗k, vsi〉 vs1 ∧ vs2 ∧ · · · ∧ v̂si ∧ . . . .
These operators satisfy the canonical anticommutation relations
ψkψ
∗
k + ψ
∗
kψk = 1 ,
all other anticommutators being equal to 0. It is clear that
ψkψ
∗
k δS =
{
δS , k ∈ S ,
0 , k /∈ S . (3.6)
A general reference on the infinite wedge space is Chapter 14 of the book [8].
The Lie algebra sl(2) acts on Λ
∞
2 V . The action of U and D are the
obvious extensions of the action on V . In terms of the fermionic operators
ψk and ψ
∗
k they can be written as follows
U =
∑
k∈Z+ 1
2
(z + k + 1
2
) ψk+1ψ
∗
k ,
D =
∑
k∈Z+ 1
2
(z′ + k + 1
2
) ψkψ
∗
k+1 .
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The easiest way to define the action of L is to set it equal to [D,U ] by
definition. We obtain
L = 2H + (z + z′)C + zz′ ,
where H is the energy operator
H =
∑
k>0
k ψkψ
∗
k −
∑
k<0
k ψ∗kψk ,
and C is the charge
C =
∑
k>0
ψkψ
∗
k −
∑
k<0
ψ∗kψk .
It is clear that
C δS = (|S+| − |S−|) δS
and, similarly,
H δS =
∑
k∈S+
k −
∑
k∈S−
k
 δS .
The charge is preserved by the sl(2) action.
Consider the zero charge subspace, that is, the kernel of C
Λ0 ⊂ Λ∞2 V .
It is spanned by vectors which, abusing notation, we shall denote by
δλ = δS(λ) , S(λ) =
{
λ1 − 12 , λ2 − 32 , λ3 − 52 , . . .
}
, (3.7)
where λ is a partition. One immediately sees that the action of sl(2) on {δλ}
is identical with Kerov’s operators.
3.4 Correlation functions
Recall that the correlation functions were defined by
ρ(X) = M
({λ,X ⊂ S(λ)}) ,
where the finite set
X = {x1, . . . , xs} ⊂ Z+ 12
10
is arbitrary.
The important observation is that (2.4) and (3.6) imply the following
expression for the correlation functions
ρ(X) = (1− ξ)zz′
(
e
√
ξ D
∏
x∈X
ψxψ
∗
x e
√
ξ U δ∅, δ∅
)
. (3.8)
We apply to (3.8) the same strategy we applied to (2.5) which is to commute
the operators e
√
ξ D and e
√
ξ U all the way to the right and left, respectively,
and then use (2.6). From (2.7), we have for any operator A the following
identity
eβ D AeαU =
e
α
1−αβ
U
[
e−
α
1−αβ
U eβ D Ae−β De
α
1−αβ
U
]
(1− αβ)−Le β1−αβ D . (3.9)
We now apply this identity with α = β =
√
ξ and A =
∏
ψxψ
∗
x to obtain
ρ(X) =
(
G
∏
x∈X
ψxψ
∗
xG
−1 δ∅, δ∅
)
, (3.10)
where
G = exp
( √
ξ
ξ − 1 U
)
exp
(√
ξ D
)
.
Consider the following operators
Ψk = GψkG
−1 =
∑
i
[k → i] ψi , (3.11)
Ψ∗k = Gψ
∗
k G
−1 =
∑
i
[k → i]∗ ψ∗i , (3.12)
with the understanding that matrix elements without parameters stand for
the following choice of parameters
[k → i] = [k → i]ξ1/2(ξ−1)−1, ξ1/2,z,z′ , (3.13)
and with same choice of parameters for [k → i]∗. The first equality in both
(3.11) and (3.12) is a definition and the second equality follows from the
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definition of the operators ψi and the definition of the matrix coefficients
[i→ j]α,β,z,z′.
From (3.10) we obtain
ρ(X) =
(∏
x∈X
ΨxΨ
∗
x δ∅, δ∅
)
. (3.14)
Applying Wick’s theorem to (3.14), or simply unraveling the definitions in
the right-hand side of (3.14), we obtain the following
Theorem 1. We have
ρ(X) = det
[
K(xi, xj)
]
1≤i,j≤s , (3.15)
where the kernel K is defined by
K(i, j) =
(
ΨiΨ
∗
j δ∅, δ∅
)
.
Observe that
(ψl ψ
∗
m δ∅, δ∅) =
{
1 , l = m < 0 ,
0 , otherwise .
Therefore, applying the formulas (3.11) and (3.12) we obtain
Theorem 2. We have
K(i, j) =
∑
m=−1/2,−3/2,...
[i→ m] [j → m]∗ , (3.16)
with the agreement (3.13) about matrix elements without parameters.
The formula (3.16) is the analog of the Proposition 2.9 in [2] for the
discrete Bessel kernel.
We conclude this section with the following formula which, after substi-
tuting the formulas (3.4) and (3.5) for matrix elements, becomes the formula
of Borodin and Olshanski [4].
Theorem 3. We have
K(i, j) =
z′
√
ξ
[
i→ 1
2
] [
j → −1
2
]∗ − z √ξ
(ξ−1)2
[
i→ −1
2
] [
j → 1
2
]∗
i− j , (3.17)
where for i = j the right-hand side is defined by continuity.
12
More generally, set
K(i, j)α,β =
(
Ψi(α, β) Ψ
∗
j(α, β) δ∅, δ∅
)
.
where
Ψk = e
αU eβ D ψk e
−β D e−αU =
∑
i
[k → i]α,β,z,z′ ψi
Ψ∗k = e
αU eβ D ψ∗k e
−β D e−αU =
∑
i
[k → i]∗α,β,z,z′ ψ∗i .
We will prove that
K(i, j)α,β =
(
βz′
[
i→ 1
2
]
α,β,z,z′
[
j → −1
2
]∗
α,β,z,z′
−
α(αβ − 1)z [i→ −1
2
]
α,β,z,z′
[
j → 1
2
]∗
α,β,z,z′
)
/(i− j) . (3.18)
First, we treat the case i 6= j in which case we can clear the denominators
in (3.18). From the following computation with 2× 2 matrices(
1 α
0 1
)(
1 0
−β 1
)(
1 0
0 −1
)(
1 0
β 1
)(
1 −α
0 1
)
=(
1− 2αβ 2α(αβ − 1)
−2β 2αβ − 1
)
we conclude that
eαU eβ D Le−β D e−αU = L+ T ,
where
T = −2αβ L+ 2β D + 2α(αβ − 1)U .
This can be rewritten as follows
[L, eαU eβ D] = −T eαU eβ D , (3.19)
[L, e−αU e−β D] = e−αU e−β D T . (3.20)
Note that
[L, ψi ψ
∗
j ] = 2(i− j)ψi ψ∗j . (3.21)
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From (3.19), (3.20), and (3.21) we have[
L,Ψi(α, β) Ψ
∗
j(α, β)
]
=
− [T,Ψi(α, β) Ψ∗j(α, β)]+ 2(i− j) Ψi(α, β) Ψ∗j(α, β) . (3.22)
Since δ∅ is an eigenvector of L we have([
L,Ψi(α, β) Ψ
∗
j(α, β)
]
δ∅, δ∅
)
= 0
Expand this equality using (3.22) and the relations
T δ∅ = −2αβzz′δ∅ + 2α(αβ − 1)zδ ,
T ∗δ∅ = −2αβzz′δ∅ + 2βz′δ ,
where T ∗ is the operator adjoint to T and δ is the vector corresponding to
the partition (1, 0, 0, . . . ). We obtain
(i− j)K(i, j)α,β = βz′
(
Ψi(α, β) Ψ
∗
j(α, β) δ∅, δ
)−
α(αβ − 1)z (Ψi(α, β) Ψ∗j(α, β) δ, δ∅)
In order to obtain (3.18) for i 6= j, it now remains to observe that
(ψl ψ
∗
m δ∅, δ) =
{
1 , l = 1
2
, m = −1
2
,
0 , otherwise ,
(ψl ψ
∗
m δ, δ∅) =
{
1 , l = −1
2
, m = 1
2
,
0 , otherwise .
In the case i = j we argue by continuity. It is clear from (3.16) thatK(i, j)
is an analytic function of i and j and so is the right-hand side of (3.17). The
passage from (3.16) to (3.17) is based on the fact that the product i times
[i→ m]α,β,z,z′ is a linear combination of [i→ m]α,β,z,z′ and [i→ m± 1]α,β,z,z′
with coefficients which are linear functions ofm. Since the matrix coefficients
are, essentially, the hypergeometric function, such a relation must hold for
any i, not just half-integers. Hence, (3.16) and (3.17) are equal for any i 6= j,
not necessarily half-integers. Therefore, they are equal for i = j.
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3.5 Rim-hook analogs
The same principles apply to rim-hook analogs of the z-measures which were
also considered by S. Kerov [9].
Recall that a rim hook of a diagram λ is, by definition, a skew diagram
λ/µ which is connected and lies on the rim of λ. Here connected means
that the squares have to be connected by common edges, not just common
vertices. Rim hooks of a diagram λ are in the following 1-1 correspondence
with the squares of λ: given a square  ∈ λ, the corresponding rim hook
consists of all squares on the rim of λ which are (weakly) to the right of and
below . The length of this rim hook is equal to the hook-length of .
The entire discussion of the previous section applies to the more general
operators
Ur vk =
(
z + k
r
+ 1
2
)
vk+r ,
Lr vk =
(
2k
r
+ z + z′
)
vk ,
Dr vk =
(
z′ + k
r
− 1
2
)
vk−r ,
which satisfy the same sl(2) commutation relations. The easiest way to check
the commutation relations is to consider k
r
rather than k as the index of vk;
the above formulas then become precisely the formulas (3.1). The operator
Ur acts on the basis {δλ} as follows
Ur δλ =
∑
µ=λ+ rim hook
(−1)height+1
(
z +
1
r2
∑
∈rim hook
c()
)
δµ , (3.23)
where the summation is over all partitions µ which can be obtained from λ
by adding a rim hook of length r, height is the number of horizontal rows
occupied by this rim hook and c() stands, as usual for the content of the
square . Similarly, the operator Dr removes rim hooks of length r. These
operators were considered by Kerov [9].
It is clear that the action of the operators eαUr and eβDr on a half-infinite
wedge product like
vs1 ∧ vs2 ∧ vs3 ∧ . . . ,
essentially (up to a sign which disappears in formulas like (3.8)) factors into
the tensor product of r separate actions on∧
si≡k+ 12 mod r
vsi , k = 0, . . . , r − 1 .
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Consequently, the analogs of the correlation functions (3.8) have again a
determinantal form with a certain kernel Kr(i, j) which has the following
structure. If i ≡ j mod r then Kr(i, j) is essentially the kernel K(i, j) with
rescaled arguments. Otherwise, Kr(i, j) = 0.
This factorization of the action on Λ
∞
2 V is just one more way to under-
stand the following well-known phenomenon. Let Yr be the partial ordered
set formed by partitions with respect to the following ordering: µ ≤r λ if µ
can be obtained from λ by removing a number of rim hooks with r squares.
The minimal elements of Yr are called the r-cores. The r-cores are precisely
those partitions which do not have any hooks of length r. We have
Yr
∼=
⊔
r-cores
(Y1)
r (3.24)
as partially ordered sets. Here the Cartesian product (Y1)
r is ordered as
follows:
(µ1, . . . , µr) ≤ (λ1, . . . , λr) ⇔ µi ≤1 λi, i = 1, . . . , r ,
and the partitions corresponding to different r-cores are incomparable in
the ≤r-order. Combinatorial algorithms which materialize the isomorphism
(3.24) are discussed in Section 2.7 of the book [7]. The r-core and the r-
tuple of partitions which the isomorphism (3.24) associates to a partition λ
are called the r-core of λ and the r-quotient of λ. Among more recent papers
dealing with r-quotients let us mention [6] where an approach similar to the
use of Λ
∞
2 V is employed, an analog of the Robinson-Schensted algorithm for
Yr is discussed, and further references are given.
The factorization (3.24) and the corresponding analog of the Robinson-
Schensted algorithm play the central role in the recent paper [1], see also
[14].
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