Abstract. In this paper, we prove, in dimensions 2 and 3, an H 1 -version of a conjecture by De Giorgi, namely, the slope of the Allen-Cahn functional with respect to the H −1 -structure Gamma-converges to a homogeneous Sobolev norm of the mean curvature of the limiting interface. We will then apply this result to study the asymptotic dynamics of the Cahn-Hilliard equation via the "Gamma convergence" of gradient flows scheme initiated by Sandier and Serfaty. Using a deformation argument, we prove a transport estimate for the Cahn-Hilliard equation by establishing a convergence of the velocity in its natural energy space.
Introduction and Main Results
This paper is a continuation of our previous study [9] of the asymptotic limit, as ε ց 0, of the solutions to the Cahn-Hilliard equation [4, 8] (1.1)
Here Ω is a bounded smooth domain in IR N (N ≥ 2), f (u) = 2u(u 2 −1) is the derivative of the double-well potential W (u) = 1 2 (u 2 − 1) 2 and the initial data u ε 0 is a real-valued function in Ω. This equation is widely accepted as a good model to describe various phase separation and coarsening phenomena in a melted alloy with two stable phases.
As ε ց 0, the phases u ε (t) ∼ 1 and u ε (t) ∼ −1 become separated by a sharp interface Γ(t), and solutions to the Cahn-Hilliard equation converge to solutions to the MullinsSekerka motion (also called two-phase Hele-Shaw) (see [12] ), in the sense that the chemical potential v ε converges to v, which, together with a free boundary ∪ 0≤t≤T (Γ(t) ×{t}), solves the following free-boundary problem in a time interval [0, T ] for some T > 0: Here κ(t) is the mean curvature of the hypersurface Γ(t) ⊂ Ω with the sign convention that a convex hypersurface has positive mean curvature; σ = and Ω − t , the exterior and interior of Γ(t) in Ω; and finally, Γ 0 ⊂⊂ Ω is the initial hypersurface separating the phases of the function u 0 ∈ BV(Ω, {−1, 1}) which is the L 1 (Ω) limit of the sequence {u ε 0 } 0<ε<1 (after extraction). The convergence of solutions of Cahn-Hilliard equation to Mullins-Sekerka motion was formally derived by Pego [13] via matched asymptotic expansions, and rigorously proved in the following cases:
(1) radially symmetric solutions by Stoth [21] (see also Chen [6] ) (2) very well-prepared initial data • by Alikakos, Bates and Chen [1] , using asymptotic expansions and spectral analysis • by Carlen, Carvalho and Orlandi [5] , basing on the Hilbert expansion method used in kinetic theory. For more general initial data, there have been several approaches, including (3) geometric measure theory approach by Chen [6] to obtain a global asymptotic solution in a rather weak varifold formulation of (1.2) (4) Gamma-convergence of gradient flows approach in [9] . Our Gamma-convergence approach to (1.1) gave rise to the following H 1 -version of De Giorgi's conjecture [7] , which is also of independent interest: Conjecture (CH). Let {u ε } 0<ε≤1 be a sequence of C 3 functions satisfying
In the above conjecture and what follows, E ε is the Allen-Cahn energy functional arising in the van der Waals-Cahn-Hilliard theory of phase transitions
∂ * E denotes the reduced boundary of a set E of finite perimeter (when E is smooth, ∂ * E = ∂E); κ is the mean curvature of Γ; and for any function g defined on Γ, we denote by
the square of the homogeneous Sobolev norm of g (see also Section 2.3)
For an introduction to the notion of Gamma-convergence (denoted Γ-convergence in what follows), we refer to [2] . Briefly, it requires an ansatz-free lower bound and the existence of a recovery sequence.
In [9] , we showed the existence of a recovery sequence for Conjecture (CH) when Γ is smooth and established its ansatz-free lower bound under certain constant multiplicity assumptions of the limiting interface. In this paper, we present a proof of the ansatzfree lower bound in Conjecture (CH) without any assumption on the multiplicity of the limiting interface. Our first main result in this paper is the following
be the chemical potential associated with u ε . Assume that the limiting interface Γ = ∂ * {u = 1} ⊂ Ω is C 2 , connected and the space dimension N = 2 or 3. Then the following inequality holds
.
The validity of (1.5) is a key ingredient (see assumption (A3) of Theorem 1.3 in [9] ) in our previous study of the asymptotic limit of the Cahn-Hilliard equation to the MullinsSekerka law via the "Gamma convergence" of gradient flows scheme initiated by Sandier and Serfaty [17] . In this paper, we are able to remove this assumption (A3) in the case of space dimensions N ≤ 3 thanks to Theorem 1.1. In additions, we also provide a transport estimate for the Cahn-Hilliard equation by establishing a convergence of the velocity in its natural energy space. Our approach is inspired by a deformation argument in [17] . Our next main result is the following
⊂⊂ Ω consisting of a finite number of closed, connected hypersurfaces. Then there exists T * > 0 such that, after extraction, we have that for all t ∈ [0, T * ), u ε (x, t) converges strongly in L 1 (Ω) to u 0 (x, t) ∈ BV (Ω, {−1, 1}) with interface Γ(t) = ∂{x ∈ Ω : u 0 (x, t) = 1} ⊂ Ω. Moreover, under the following assumptions
2) with the initial interface Γ(0). Furthermore, T * can be chosen to be the minimum of the collision time (i.e., for all t ∈ [0, T * ) the hypersurfaces contained in Γ(t) do not collide) and of the exit time from Ω of the hypersurfaces under the Mullins-Sekerka law.
Finally, letting H −1 n (Ω) be the Hilbert space introduced in section 2.1 and
N any smooth extension of (∂ t Γ) → n where → n is the unit outernormal to Γ(t), then we can find a small perturbation ∂ t Γ ε of ∂ t Γ such that
(Ω) = 0 for each time slice t and
There is a large class of initial data u ε 0 for which the solutions to (1.1) satisfy (A1) and (A2). This class includes spherically symmetric initial data for spherical domains Ω and very well-prepared initial data constructed in [1, 5] for general domains Ω. Remark 1.2. To our knowledge, the transport estimate (1.7) is new. It expresses that u ε is very close to being simply transported at the velocity
is the natural energy space for the velocity ∂ t u ε . From the definition of H −1 n (Ω) in section 2.1 and (4.2), we have
and (see (4.20) )
However, this convergence does not say much about the mechanism of the evolution of u ε as opposed to (1.7).
The construction of ∂ t Γ ε is explicit as can be seen from the proof of Lemma 4.1 in Proposition 4.2.
We end this introduction by saying a few words about the main ideas of the proofs of our main results. The proof of Theorem 1.1 is based on the observation that the limiting chemical potential is a constant multiple of the mean curvature of the limiting interface. To prove this, we will first use the convergence result of Tonegawa [22] to relate the limiting chemical potential to the weighted weak mean curvature of the limiting interface Γ. Then we will use a constancy theorem due to Schätzle [19] to prove that the weight must be a constant if Γ is C 1 and connected. For the proof of the first part of Theorem 1.2, thanks to Theorem 1.1 and (A1)-(A2), it can be carried out exactly as in the proof of Theorem 1.3 in [9] . The proof of the transport estimate (1.7) is based on a deformation argument presented in Proposition 4.2. Its basic idea is to "lift" a curve in the limiting space to a curve in the original space in such a way that the slope of the lifted curve is smaller than that of the original one, and that the energy decreases by more than the limiting energy.
The paper is divided into three more sections. In Section 2, we will introduce necessary notations and function spaces used in the paper and interprete the Cahn-Hilliard equation and Mullins-Sekerka law as suitably defined gradient flows. We will prove Theorem 1.1 in Section 3. The final section, Section 4, will be devoted to the proof of Theorem 1.2.
Preliminaries
The purpose of this section is to interprete the Cahn-Hilliard equation and MullinsSekerka law as suitably defined gradient flows and introduce necessary notations and function spaces paving the way for the proof of Theorem 1.2.
Cahn-Hilliard equation as a gradient flow.
Consider the Cahn-Hilliard equation (1.1) with initial data u ε 0 satisfying
Let <, > denote the pairing between (H 1 (Ω)) * and H 1 (Ω). Then, define
The function g in the above definition is unique up to a constant. We denote by −∆ −1 n f the one with mean 0 over Ω. Then, H −1 n (Ω) is a Hilbert space with inner product
and the gradient of E ε with respect to the structure H
Therefore, equation (1.1) is the gradient flow of E ε with respect to the H −1 n (Ω) structure.
Gamma-convergence.
It is well-known (see [11, 20] ) that E ε Γ-converges to the area functional
Here u is a function of bounded variation taking values ±1 which will be denoted u ∈ BV (Ω, {−1, 1}) in what follows, Γ is the interface separating the phases, i.e, Γ = ∂{x ∈ Ω : u(x) = 1}, and H N −1 denotes the (N − 1)-dimensional Hausdorff measure.
2 With thisf , we let ∆ Γ (f ) = − ∂f ∂n Γ Then, in the sense of distributions
= 0 iff f is a constant on Γ. So we can define the equivalence
is a Hilbert space. Let H . Then, we have
(ii) H −1/2 n (Γ) is a Hilbert space with inner product
With the choice of
, we see that [9] (1.2) is the gradient flow of E with respect to the structure Y .
An H 1 -version of De Giorgi's conjecture
In this section, we prove Theorem 1.1. In the sequel, C 0 is some generic positive constant independent of ε.
Proof. We can assume that sup 0<ε<1 Ω |∇v ε | 2 ≤ C 0 , otherwise the inequality (1.5) is trivial. From the energy bound and the mass constraint (2.1) and in view of Lemma 3.4 in Chen [6] , we have for all ε sufficiently small
Now, up to extraction, we have that v ε weakly converges to some v in H 1 (Ω). The key observation in our proof is the following relation between the limiting chemical potential v and the mean curvature κ of the interface Γ.
Lemma 3.1. There is an odd integer m such that v = mσκ on Γ a.e H N −1 .
Assuming this lemma, we continue the proof of (1.5). By lower semicontinuity, one has
Because m is an odd integer, |m| ≥ 1. This combined with (3.2) gives (1.5) as desired.
The remaining of this section is devoted to proving Lemma 3.1. First, the uniform bound in H 1 (Ω) of v ε in space dimensions N ≤ 3 allows us to apply Tonegawa's convergence theorem (see Theorem 1 in [22] ). There exists a Radon measure µ on Ω such that, in the sense of Radon measures,
(µ) and
which holds µ-almost everywhere, where ν = ∇u |∇u| on ∂ * {u = 1} ∩ Ω = Γ and ν = 0 elsewhere. Moreover, θ is odd on Γ.
Since N ≤ 3,
> max{N − 1, 2}. Thus, the locality result of Röger ( [15] , Proposition 3.1) applies. Because Γ ⊂ suppµ, we see that θ : Γ → N 0 is H N −1 -measurable and 2σθH n−1 ⌊Γ has weak mean curvature
Second, the C 2 character of Γ and Schätzle's Constancy Theorem 3.1 show that
Finally, because Γ is C 2 , by Corallary 4.3 in [18] , the weak mean curvature vector coincides the classical mean curvature vector. Thus, we have
Therefore, from (3.4)-(3.6), one gets v = θ 0 σκ on Γ and Lemma 3.1 follows from the oddness of θ 0 .
Remark 3.1. In view of a recent result by Röger and Tonegawa [16] , we might expect m to be exactly 1 in Lemma 3.1.
Now, we prove the Schätzle's Constancy Theorem which was communicated to us by Sylvia Serfaty.
Then θ is a constant: θ ≡ θ 0 ∈ N 0 . Here N 0 is the set of all nonnegative integers and < · > is the standard Euclidean inner product on IR n+m .
Proof. We consider locally C 1 -vector fields ν 1 , · · · , ν m on M, which are an orthonormal basis of the orthogonal complement T M ⊥ of the tangent bundle T M in T IR n+m . For x ∈ M, we choose an orthonormal basis τ 1 , · · · , τ n of the tangent space
Here, we have denoted π V the orthogonal projection operator on the subspace V of IR n+m . In particular, η tan , η
Let D be the standard differentiation operator on IR n+m and A the second fundamental form of M, then
From (3.7), we can calculate
Let us make some special choices of η. First, for η = η ⊥ ∈ T M ⊥ , we conclude that the projection
Since µ is integral, we get − → H µ ⊥T µ = T M by Theorem 5. 8 in Brakke [3] and conclude
Calculating in local coordinates, this yields ∇ M θ = 0 weakly, hence θ ≡ θ 0 is constant, as M is connected.
Transport estimate for the Cahn-Hilliard equation
In this section, we prove Theorem 1.2.
4.1.
Persistence of well-preparedness during the flow. In this section, (u ε , v ε ) always denotes the solution of (1.1) on Ω × [0, ∞). Proposition 4.1. Under the assumptions (A1)-(A2), there exists T * > 0 such that (1.1) converges to (1.2) on [0, T * ) and for all t ∈ [0, T * ), we have
Proof. In [9] , we established the existence of T * > 0 and a selection result (see Proposition
is the solution of (1.1), we have for all t ∈ [0, T * ),
On the other hand, because (1.1) preserves mass, we have for all t
It follows from (4.2)-(4.3) and Theorem 1.1 that for each time slice t
It was proved in [9] , formally following the Gamma-convergence of gradient flows scheme in [17] and basing on the facts that (1.1) and (1.2) are gradient flows as explained in Section 2, that the convergence of the Cahn-Hilliard equation to the Mullins-Sekerka law follows from (A1)-(A3). Furthermore, well-prepared initial data remains "well-prepared" in time, i.e., for all t, we have lim ε→0 E ε (u ε (t)) = E(Γ(t)).
The rest of the section is devoted to proving (1.7). It is carried out in section 4.3 based on the construction of a deformation in the next section.
Construction of the deformation.
Our main result in this section is the construction of a deformation in the following Proposition 4.2. Let (u ε ) be a sequence of smooth functions on Ω satisfying
where u has Γ as its smooth interface separating the phases 1 and −1. Furthermore,
Then, for any smooth function V ∈ H −1/2 n (Γ) and any w(t) such that
n, we can find w ε (t) such that w ε (0) = u ε , and the following equalities hold
Proof. We observe that the being V being smooth on Γ and belonging to H 
We need the following simple lemma Lemma 4.1. There exists a vector field
Proof. Let us consider a smooth vector field ϕ ∈ (
With this choice of V ε , (i) is clearly satisfied. Concerning (ii), we have, by the divergence theorem
Because Ω divV ε = ∂Ω V ε → n= 0, we see that
Therefore, (ii) will be satisfied by choosing
It remains to verify that h(ε) → 0 as ε → 0. Indeed, because
On the other hand, using (4.8), we see that the numerator of h(ε),
Consider t sufficiently small such that the map χ t (x) = x + tV ε (x) is a diffeomorphism of Ω into itself. We define w ε (x, t) as follows
and by Lemma 4.1 (i), by letting ε → 0 in (4.13), we find that
where
It follows that
Now, we will express
in terms of the Green function G(x, y) and V . To do this, let us denote
Recall from (2.7) that (4.16)
G(x, y)V (x)V (y)dxdy.
Transport estimate.
In this section, we prove (1.7) and thus completing the proof of Theorem 1.2. Assume that u ε solves the Cahn-Hilliard equation (1.1). Here we recall the following notations Moreover, by (4.1) and Proposition 4.2, for any t 0 ∈ [0, T * ) and any w defined in a neighborhood of t 0 satisfying w(t 0 ) = Γ(t 0 ), ∂ t w(t 0 ) = −∇ Y E(Γ(t 0 )), there exists w ε (t) = w ε t 0
(t) such that w ε (t 0 ) = u ε (t 0 ), In the following, we will use the notation ∂ t w ε (t 0 ) ≡ ∂ t w Recall from (4.11) that ∂ t w ε (x, t) = −∇u ε · V ε where V ε is a small perturbation of the vector field V satisfying V = ∂ t w(t) = −∇ Y E(Γ(t)) = (∂ t Γ) → n on Γ(t), i.e, lim ε→0 V ε − V C 1 0 (Ω) = 0. Thus, in terms of the notations of Theorem 1.2, ∂ t w ε (x, t) = −∇u ε · ∂ t Γ ε and consequently, we get from the above estimate that
Xε dt = 0.
Therefore, we have proved (1.7) and Theorem 1.2.
