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Abstract
We extend each higher Johnson homomorphism to a crossed homo-
morphism from the automorphism group of a finite-rank free group to a
finite-rank abelian group. We also extend each Morita homomorphism
to a crossed homomorphism from the mapping class group of once-
bounded surface to a finite-rank abelian group. This improves on the
author’s previous results [5]. To prove the first result, we express the
higher Johnson homomorphisms as coboundary maps in group coho-
mology. Our methods involve the topology of nilpotent homogeneous
spaces and lattices in nilpotent Lie algebras. In particular, we develop a
notion of the “polynomial straightening” of a singular homology chain
in a nilpotent homogeneous space.
1 Introduction
1.1 Summary of Results
Let π be a free group of rank n. For each k > 0, let Γk be the largest (k−1)-
step nilpotent quotient of π. The kth Andreadakis group An(k) is the kernel
of the action of the automorphism group Autπ on Γk. The {An(k)}k are
a series of nested normal subgroups in Autπ. The kth free group Johnson
homomorphism δk is a homomorphism from An(k) to a finite-rank abelian
group that encodes the action of An(k) on Γk+1. We give a full definition
in Section 2.2 below.
If n = 2g is even, we identify π with the fundamental group of Σ = Σg,1,
the genus-g surface with a single boundary component. The mapping class
group Mod = Mod(Σ, ∂Σ) of Σ relative to ∂Σ is the group of diffeomor-
phisms of Σ fixing ∂Σ pointwise, modulo equivalence by homotopy relative
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to ∂Σ. Since Σ is an Eilenberg–Mac Lane K(π, 1) space, we have an embed-
ding Mod →֒ Autπ. The kth Torelli subgroup is I(k) = An(k) ∩Mod, the
kernel of the action of Mod on Γk. The kth surface Johnson homomorphism
τk is essentially the composition of I(k) →֒ An(k) with δk. The kth Morita
homomorphism τ˜k is a related homomorphism from I(k) to H3(Γk) defined
in terms of the action of I(k) on the group homology chains of π. We define
these maps in Section 2.2 and Section 2.4 below.
In this paper we consider extensions of the {δk}k to maps defined on
Aut π and extensions of {τk}k and {τ˜k}k to Mod. Morita initiated this
line of inquiry in [14]. Several authors have contributed to these ideas,
constructing extensions of the Johnson homomorphisms with various prop-
erties. These include Hain [7, Section 14.6], Perron [16], Kawazumi [11],
Morita–Penner [12], and Bene–Kawazumi–Penner [2]. The main motivation
is to understand the structure of the Torelli group I = I(2) and the group
IAn = An(2). The Torelli group is kernel of the linear representation of Mod
given by the action on H1(Σ) and is the more mysterious part of Mod. In
particular, the study of these extensions could help to identify the images
of the {τk}k and {δk}k.
In the author’s previous paper [5], we analyzed maps from Σ × [0, 1]
into nilpotent homogeneous spaces to construct a crossed homomorphism (a
group cohomology 1-cocycle) on Mod that extends the kth Morita homo-
morphism for each k ≥ 2. The ranges of these maps are finite-dimensional
real vector spaces [5, Main Theorem A]. By composing the extension of the
kth Morita homomorphism with a particular map, we found a crossed homo-
morphism extending the kth Johnson homomorphism to a map from Mod
to a finite-dimensional vector space [5, Main Theorem B]. In the present
paper, we make several improvements to those results.
Informally, the Johnson homomorphism δk is projection of a group co-
homology coboundary map with “nonabelian coefficient module” (see Def-
inition 2.1). We express a version of δk as a genuine coboundary, and in
doing so extend it to a crossed homomorphism. Let gk be the Lie algebra
of the Mal’cev completion of Γk (see Theorem 2.5 below) and let g
(1)
k be its
commutator subalgebra. Let H = H1(π) be the abelianization of π. As we
explain in the text, there are induced actions of Autπ on gk and H that
extend to objects built functorially out of them.
Theorem 1.1. For each k ≥ 2, there is an exact sequence
0→ Hom(H, g
(1)
k )→ Hom(H, gk)→ Hom(H,H ⊗ R)→ 0,
of (Aut π)–modules that are finite-dimensional real vector spaces, and an in-
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jective, (Aut π)–equivariant homomorphism η : Range(δk)→ Hom(H, g
(1)
k ),
such that any cocycle representing the cohomology class d(id⊗1) is a crossed
homomorphism extending η ◦ δk.
Here d is the coboundary map
d : H0(Aut π; Hom(H,H ⊗ R))→ H1(Autπ; Hom(H, g
(1)
k ))
from the long exact sequence for the cohomology of Autπ and id ⊗ 1 is
the canonical inclusion H →֒ H ⊗ R. Since id ⊗ 1 is invariant under the
natural action of Autπ on Hom(H,H ⊗ R), we consider it as an element
of H0(Aut π; Hom(H,H ⊗ R)). We prove Theorem 1.1 by using a map of
a topological graph into a nilpotent homogeneous space to describe and
analyze a lift of id⊗ 1 to Hom(H, gk). The proof of Theorem 1.1 appears in
Section 3.1 below. We also provide an interpretation of the surface Johnson
homomorphisms as coboundaries in Section 3.2.
By using natural lattices in the {Hom(H, gk)}k, we are able to refine the
ranges of our maps. The following corollary is restated as Corollary 3.13 in
Section 3.3 below.
Corollary 1.2. For each k ≥ 2, there is a finite-rank free abelian group Ak
with an (Autπ)–action, an injective, (Autπ)–equivariant homomorphism
η : Range(δk) → Ak, and a crossed homomorphism γk : Autπ → Ak such
that γk extends η ◦ δk.
We also deduce a version of this corollary for surface Johnson homo-
morphisms, Corollary 3.14 below. In Section 3.4, we explicitly examine the
crossed homomorphism from Corollary 1.2 in the case k = 2. We find that
it can be identified with a crossed homomorphism constructed by Morita
in [14].
From Corollary 1.2, we get an immediate structural corollary about
Aut π.
Corollary 1.3. For k ≥ 2, there is an induced action of (Autπ)/An(k) on
Ak and there is an injective homomorphism to the semidirect product:
(Autπ)/An(k + 1)→ ((Aut π)/An(k))⋉Ak
α · An(k + 1) 7→ (α · An(k), γk(α)).
Proof. By Lemma 2.24 below, An(k) acts trivially on Hom(H, g
(1)
k+1) and its
submodule Ak, so the action Autπ y Ak induces the required action. It
follows from the definitions that the map is a well-defined homomorphism.
Let α be in Autπ with α · An(k + 1) in the kernel of the above map. Then
α is in An(k), and is therefore in ker(γk|An(k)) = ker δk = An(k + 1).
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There is an analogous corollary for Mod that we leave to the reader to
formulate. These results are an improvement on the similar result in Day [5,
Main Corollary A] since the group Ak is a finite-rank abelian group.
Finally, we build extensions of the Morita homomorphisms {τ˜k}k, im-
proving on Day [5, Main Theorem A].
Theorem 1.4. For each k ≥ 2, there is a finite-rank free abelian group
Bk with a Mod–action, an injective, (Autπ)–equivariant homomorphism
η : Range(τ˜k) → Bk, and a crossed homomorphism ǫk : Mod → Bk such
that ǫk extends η ◦ τ˜k.
To prove this theorem, we develop a theory of polynomial straighten-
ings of simplices in nilpotent homogeneous spaces. Let ∆ be a simplex in a
nilpotent homogeneous space X with all of its vertices mapping to the base-
point [e]. The polynomial straightening s(∆) of ∆ is a simplex in X in the
same homotopy class relative to vertices as ∆, but defined by a polynomial
function in exponential coordinates, and such that each edge of s(∆) lifts
to a left-translation of a 1-parameter family in the universal cover of X (see
Definition 4.1).
Morita’s original, group-theoretic construction of τ˜k involves a procedure
for building group homology chains that encode data from elements of Mod.
We transform these resulting chains into straightened polynomial chains in
a nilpotent homogeneous space, and then turn these chains into Lie algebra
chains using an integration procedure. The key observation is that the inte-
gral of a polynomial with integer coefficients over the standard simplex takes
values in a subset of Q with bounded denominators (see Proposition 4.6).
This appears in Section 4.
1.2 Layout of the paper
Section 2 contains background, conventions and preliminary results: the
Johnson and Morita homomorphisms are explained in Sections 2.2 and 2.4,
background on nilpotent Lie groups, Lie algebras and homogeneous spaces
is in Sections 2.5 and 2.6, and important notation and constructions from
Day [5] appear in Section 2.8. Section 3 discusses extensions of Johnson
homomorphisms: the proof Theorem 1.1 is in Section 3.1, an analogous the-
orem for mapping class groups is in Section 3.2, the proof of Corollary 1.2
is in Section 3.3, and an example appears in Section 3.4. Section 4 is about
extensions of Morita homomorphism: Section 4.1 develops a theory of poly-
nomial homology chains for nilpotent homogeneous spaces, and Section 4.2
contains the proof of Theorem 1.4.
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2 Preliminaries and conventions
2.1 Conventions
All vector spaces, Lie groups and Lie algebras are over the reals and all
tensor products are taken over the reals. Homology of spaces is singular ho-
mology with piecewise-smooth chains. This is so that differential forms can
be integrated across singular chains without further comment. Cohomology
of spaces is de Rham cohomology.
2.2 Johnson homomorphisms
First we review the terms from the introduction, with precise definitions.
As above, let π be a nonabelian free group of rank n. The lower central
series {π(k)}k of π has π(0) = π and π(k+1) = [π, π(k)]. For each k ≥ 1,
let Γk be the quotient π/π(k−1), the (k − 1)st nilpotent truncation of π.
This is the largest (k − 1)–step nilpotent quotient of π. The lower central
series subgroups are characteristic subgroups of π so the action Autπ y π
descends to actions Autπ y Γk. The kernel of the action of Autπ on Γk is
the kth Andreadakis group An(k). The study of the {An(k)}k groups was
initiated by Andreadakis [1].
For α ∈ An(k) and u ∈ π, it follows immediately from the definitions
that α(u)u−1 maps to the trivial element of Γk and is therefore in π(k−1).
Let H = H1(π) be the abelianization of π and let Lk+1 be the abelian group
π(k−1)/π(k).
Definition 2.1. The kth free-group Johnson homomorphism δk is the ho-
momorphism
δk : An(k)→ Hom(H,Lk+1)
given by the pairing
An(k)×H → Lk+1
(α, [u]) 7→ (α(u)u−1) · π(k),
for u ∈ π.
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As explained in Satoh [19, Section 2.4], this is a well-defined, (Autπ)–
equivariant homomorphism. Informally, δk is a projection of a group coho-
mology coboundary in nonabelian coefficients: the expression α(u)u−1 is a
nonabelian version of the coboundary expression from equation (2.1) below.
As mentioned above, if n = 2g, we fix a genus–g surface Σ with one
boundary component and a basepoint ∗ on the boundary, and identify π
with π1(Σ, ∗). Since Σ is a K(π, 1), the action of Mod on π induces an
inclusion Mod →֒ Autπ. The preimage of A2g(k) in Mod is the kth Torelli
group I(k). Poincare´–Lefschetz duality D : H∗ → H induces an isomor-
phism D∗ : Hom(H,Lk+1) → H ⊗ Lk+1. Let i : I(k) → A2g(k) denote the
inclusion.
Definition 2.2. The kth Johnson homomorphism τk for the bounded sur-
face Σ is the map
τk = D∗ ◦ δk ◦ i : I(k)→ H ⊗ Lk+1.
This definition is equivalent to the definition appearing in Morita [14,
Section 2]. It is customary to think of the range of the Johnson homomor-
phism for a surface as being H ⊗Lk+1 instead of Hom(H,Lk+1). There are
also theoretical advantages to this point of view, as seen in Theorem 2.4
below. Johnson first defined Johnson homomorphisms (for surfaces) in [9];
higher Johnson homomorphisms appeared in Johnson [10] and in Morita [14].
The study of Johnson homomorphisms for free groups came later, starting
with work of Kawazumi [11].
2.3 Homology of groups
Let ∆m be the standard m–simplex, with vertices labeled v0, . . . , vm. Let
G be a group. A G–labeling of ∆m is a labeling of each directed edge of
∆m by an element of G, such that the product of the labels, reading around
the boundary of any triangle face of ∆m in the same direction, is the trivial
element. A unique labeling of the m–simplex ∆m is induced by a labeling
of only the m edges on the path v0 − v1 − · · · − vm. The standard group
homology chains of G are the complex with Cm(G) the free abelian group
generated by the set of all G–labeled m–simplices. The complex C∗(G)
has the usual boundary operation for simplices, while remembering labels.
Reading off the labels on the path v0−v1−· · ·−vm induces an identification
of the basis simplices of Cm(G) with the m–fold Cartesian product of G.
This identifies C∗(G) as defined here with the standard complex for group
homology, as appears in Chapter I.5 of Brown [3]. The group homology
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of G is H∗(G) = H∗(C∗(G)). Note that a map G1 → G2 induces maps
C∗(G1)→ C∗(G2) and H∗(G1)→ H∗(G2) by acting on labels.
Let G be a group and A a G–module. A crossed homomorphism from G
to A is a group cohomology 1–cocycle in Z1(G;A), that is, a map f : G→ A
satisfying
f(gh) = g · f(h) + f(g), for g, h ∈ G.
A principal crossed homomorphism from G to A is a group cohomology 1–
coboundary in B1(G;A), that is, for fixed a ∈ A, a map da : G → A given
by
(2.1) da(g) = g · a− a.
The first cohomology group H1(G;A) is Z1(G;A)/B1(G;A). The zeroth
cohomology group H0(G;A) = Z0(G;A) is the submodule of invariant ele-
ments AG.
2.4 Morita’s homomorphisms
In [13], Morita defined a series of homomorphisms that refine the Johnson
homomorphisms. We recall that construction here. Since group homology
chains are functorial, the projection p : π → Γk induces a map p∗ : C∗(π)→
C∗(Γk), and the action Mod y π induces an action Mod π y C∗(π). With
the induced orientation, the boundary loop ∂Σ defines an element ℓ ∈ π.
Let [ℓ] ∈ C1(π) denote the 1–simplex labelled by ℓ. The action of Mod fixes
ℓ and therefore also fixes [ℓ]. Let CΣ ∈ C2(π) have ∂CΣ = [ℓ], with CΣ
mapping to a representative of the generator of H2(π/〈ℓ〉), where 〈ℓ〉 is the
subgroup normally generated by ℓ (basically, CΣ is a fundamental class for
π relative to ℓ). For [φ] ∈ Mod, let D[φ] ∈ C3(Σ) with ∂D[φ] = [φ]∗CΣ − CΣ
(D[φ] exists because ∂([φ]∗CΣ − CΣ) = ℓ − [φ]∗ℓ = 0 and Z2(π) = B2(π)).
Note that ∂p∗D[φ] = [φ]∗p∗CΣ − p∗CΣ; so if [φ] ∈ I(k) then ∂p∗D[φ] = 0.
Definition 2.3. The kth Morita homomorphism τ˜k : I(k)→ H3(Γk) is the
map [φ] 7→ [p∗D[φ]], where ∂D[φ] = [φ]∗CΣ − CΣ ∈ C2(π) and ∂CΣ = [ℓ] as
above.
The original definition uses −[ℓ] instead of [ℓ] and CΣ− φ∗CΣ instead of
φ∗CΣ − CΣ, so this definition is equivalent.
This map is connected to the Johnson homomorphism by Morita’s the-
orem [13, Theorem 3.1], restated below. From the definitions, we have a
central extension:
(2.2) 1→ Lk+1 → Γk+1 → Γk → 1.
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Let d2 : H3(Γk) → H
1(H;H1(Lk+1)) ∼= H ⊗ Lk+1 be the differential from
the Hochschild–Serre spectral sequence for the integral cohomology of se-
quence (2.2). From [13, Theorem 3.1]:
Theorem 2.4 (Morita). We have τk = d
2 ◦ τ˜k.
2.5 Properties of nilpotent Lie groups
The following two theorems are well known; a reference is Raghunathan [18,
Chapter 2]. A lattice in a Lie group or vector space is a discrete subgroup
with finite covolume.
Theorem 2.5 (Mal’cev). Every finitely generated, torsion-free nilpotent
group Γ embeds as a lattice in a unique simply connected, nilpotent Lie
group G, the Mal’cev completion of Γ.
Theorem 2.6. Every map between finitely generated, torsion-free nilpotent
groups extends uniquely to a map between their Mal’cev completions. In
particular, if Γ is a finitely generated, torsion-free nilpotent group and G is
its completion, then AutΓ embeds in AutG.
Let G be a simply connected, nilpotent Lie group with Lie algebra g.
Recall the Lie group exponential map exp: g → G (which sends x ∈ g to
f(1), where f : R→ G is a homomorphism with ∂
∂t
f |0 = x). From Corwin–
Greenleaf [4, Theorem 1.2.1]:
Theorem 2.7. The map exp: g → G is an analytic diffeomorphism.
This means that we can use the logarithm map log = exp−1 : G → g
as a coordinate system for G. This coordinate system is called exponential
coordinates.
The structure constants of a Lie algebra g with respect to the basis
{x1, . . . ,xn} are the real numbers c
k
i,j such that
[xi,xj ] =
k∑
l=1
cki,jxk.
The next result is from Raghunathan [18, Theorem 2.12], and the remarks
following that theorem.
Theorem 2.8. If Γ is a lattice in G, then the Z–span of log(Γ) is a lattice
Λ in the vector space g. Further, the structure constants of g with respect
to any basis for Λ are rational.
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The following is from Corwin–Greenleaf [4, Theorem 1.2.1] and the dis-
cussion preceding that theorem. Let ∗ : g × g → g denote the pullback of
the Lie group product to g:
x ∗ y = log(exp(x) exp(y)), for x,y ∈ g.
Theorem 2.9. There is a universal formula for x ∗ y as a rational linear
combination of nested commutators of x and y, that is satisfied for any pair
of elements x,y in any nilpotent Lie algebra g.
This formula is called the Baker–Campbell–Hausdorff formula. The
Baker–Campbell–Hausdorff formula is an infinite sum of rational multiples
of nested commutators of the terms x and y; since we are working in a nilpo-
tent Lie algebra, all but finitely many of these terms are zero and the formula
is a finite sum. Our discussion would gain little from the full expression for
this formula, but the interested reader can find it in Corwin–Greenleaf [4,
p. 11]. Instead we display the first few terms:
(2.3) x ∗ y = x+ y +
1
2
[x,y] +
1
12
[x, [x,y]] +
1
12
[y, [x,y]] + · · · ,
where the ellipses conceal the commutators of four or more terms.
By a polynomial map between vector spaces, we mean a map whose
coordinate functions are polynomials in the coordinates of the domain. This
notion, and the polynomial degree of such a map, are independent of any
choice of coordinates.
Corollary 2.10. The map ∗ : g× g → g is a polynomial map whose degree
is bounded by the nilpotence class of g.
Proof. Suppose {x1, . . . ,xn} is a basis for g. If x =
∑
rixi and y =
∑
sixi,
then any nested commutator in x and y expands into a linear combination
of nested commutators of the {xi}i, with coefficients being monomials in
{ri, si}i. Of course, nested commutators in {xi}i evaluate into linear com-
binations of {xi}i. The degree of a commutator’s coefficient as a monomial
in {ri, si} is the depth of the nested commutator. If a given nested com-
mutator evaluates to a nonzero vector, then the degree of its coefficient is
bounded by the nilpotence class of g. Then by expanding and evaluating the
commutators in the Baker–Campbell–Hausdorff formula, we expresses x ∗y
as a linear combination of the {xi}i, where the coefficients are polynomials
in the {ri, si}i, with the stated bound on degree.
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In fact, we can say something a little stronger about the multiplication
map as a polynomial. We need the following fact from Corwin–Greenleaf [4,
Theorem 5.4.2].
Theorem 2.11. Let Γ be a lattice in G. Then Γ is contained as a finite-
index subgroup in a lattice Γ1 in G, such that the image log(Γ1) is a lattice
in g.
Corollary 2.12. If Γ is a lattice in G, then there is a lattice Λ in g con-
taining log(Γ) such that ∗ : g × g → g maps the lattice Λ× Λ to Λ.
Proof. Take Λ to be log(Γ1) as in Theorem 2.11. Then each element of Λ×Λ
is of the form (log(g1), log(g2)) for g1, g2 ∈ Γ1. Since Γ1 is a subgroup, ∗
sends this element to log(g1g2) ∈ Λ.
2.6 Nilpotent Lie algebras and homogeneous spaces
Let Γ be a torsion-free, finitely generate nilpotent group and G its Mal’cev
completion. Let g be the Lie algebra of G. The standard Lie algebra chain
complex C∗(g) has chain groups Ck(g) =
∧k
g (the exterior power) and a
boundary map determined by the Lie bracket:
∂(x1 ∧ · · · ∧ xk) =∑
1≤i<j≤k
(−1)i+j+1[xi,xj ]x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xk,
(2.4)
where xˆi and xˆj indicate the omission of these terms. The cochain complex
Ck(g) has chain groups Ck(g) =
∧k
g∗, the exterior power of the dual space,
with a coboundary dual to the boundary described above. A reference is
Weibel [21, Chapter 7].
Let X = G/Γ be the homogeneous space. Since G is the Mal’cev comple-
tion of Γ, the group AutΓ acts on G. The following observation is important,
but the proof is straightforward and is omitted.
Proposition 2.13. The action AutΓy G induces a smooth action on X,
and the induced action on π1(X, [e]) ∼= Γ is the usual one.
This action gives us a notion of left-invariant differential form on X. In
fact, each member of
∧k
g∗ defines a left invariant form on X: the unique
left-invariant form that restricts to that functional on the tangent space to
[e]. Let L : Ck(g)→ Ck(X;R) denote this map, which is a chain homomor-
phism. Let 〈, 〉 denote the evaluation pairing C∗(g) ⊗ C∗(g) → R. From
Day [5, Definition 2.2], we have an adjoint version of L:
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Definition 2.14. Let v : C∗(X;R) → C∗(g) send C ∈ Cn(X;R) to the
unique multi-vector v(C) ∈ Cn(g) such that∫
C
L(α) = 〈α, v(C)〉,
for every α ∈ Cn(gk).
A theorem of Nomizu [15] states that L induces an isomorphism from
the Lie algebra cohomology of g to the de Rham cohomology of X. In [5,
Corollary 2.1] we proved the following as a corollary to Nomizu’s theorem.
Corollary 2.15. The induced map v∗ : H∗(X;R) → H∗(g) is an isomor-
phism.
We state a few more properties of v. The next one follows immediately
from the definition and needs no proof.
Proposition 2.16. Let B be a basis for Cn(gk) and let B
∗ be its evaluation-
dual basis for Cn(gk). For x ∈ B, let x
∗ ∈ B∗ be its dual. Then for any
piecewise smooth C ∈ Cn(X),
v(C) =
∑
x∈B
(∫
C
L(x∗)
)
x.
Lemma 2.17. Let Y be an m–dimensional simplicial complex with smooth
structures on its m–simplices, and let f : Y → X be a piecewise-smooth
map. If l > m and C ∈ Cl(Y ), then v(f∗C) = 0.
Proof. By Proposition 2.16, v(f∗C) is a linear combination of elements in a
basis B for Cl(g) with coefficients given as integrals of l–forms across f∗C.
For α ∈ B∗, we use the pullback to compute
∫
f∗C
α =
∫
C
f∗α. However, since
Y is m–dimensional, all l–forms are degenerate on Y and
∫
C
f∗α = 0.
Lemma 2.18. Suppose T0 and T1 are two different fundamental classes
relative to the boundary for an m–manifold M possibly with boundary, and
suppose f : M → X is piecewise smooth. Then v(f∗T1) = v(f∗T0) ∈ Cm(g).
Proof. The hypotheses imply that there is are chains C ∈ Cm+1(M) and
C ′ ∈ Cm(∂M) with ∂C = C
′+T1−T0. Lemma 2.17 implies that v(f∗C) = 0
and v(f∗C
′) = 0 (since ∂M is (m − 1)–dimensional). Then 0 = ∂v(f∗C) =
v(f∗T1)− v(f∗T0).
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By Theorem 2.6, each homomorphism Z → Γ extends uniquely to a
homomorphism R→ G. Therefore we can define the following.
Definition 2.19. For γ ∈ π1(X, [e]) = Γ, let the canonical representative
of γ be the unique map R/Z → G/Γ that lifts to a homomorphism R → G
sending 1 to γ.
Lemma 2.20. If G is abelian, then the maps
Γ →֒ G
log
−−→ g and
Γ ∼= H1(X)
v∗−→ H1(g) ∼= g
are identical.
Proof. Let c : [0, 1] → X be the canonical representative of γ ∈ π1(X, [e]),
and let c˜ : [0, 1] → G be its lift to G starting at e. Then log(γ) is the
(one-sided) derivative of c˜ at 0. Of course, c represents [γ] in H1(X). In
exponential coordinates, c˜ is a linear map, and since G is abelian, the left-
invariant differential forms are all constant. This means that the integral
of any left-invariant differential 1–form across c˜ will equal its value on the
derivative of c˜ at e. By Definition 2.14, this proves the lemma.
2.7 Polynomials respecting lattices
This material is important for our refinements of the ranges of crossed ho-
momorphisms.
Proposition 2.21. Fix positive integers n and d. There is a positive integer
K depending on n and d, such that for any polynomial map f : Rn → R of
degree d sending Zn into Z, the coefficients of f are in 1
K
Z.
Proof. This follows from Prasolov [17, Theorem 3.2.3], which states that any
polynomial f from Rn to R, sending Zn to Z, is an integer linear combination
of products of binomial coefficient polynomials xi 7→
(
xi
k
)
for various k ∈ Z
(xi is a coordinate variable for R
n).
On a vector space V , we identify the tangent space T0V with V by the
exponential map. The derivatives of the translation functions canonically
identify the tangent spaces for different points. Therefore there is a canon-
ical identification of the tangent bundle TV to V × V (the first coordinate
denoting the point and the second the vector). We tacitly use this identifi-
cation in later arguments.
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Lemma 2.22. Suppose f : V1 → V2 is a polynomial map of vector spaces,
and suppose Ai < Vi are lattices such that f(A1) ⊂ A2. There is an inte-
ger K, depending only on dimV1 and the degree of f , such that the total
derivative Df : TV1 → TV2 is a polynomial map from V1 × V1 → V2 × V2
that sends A1 ×A1 into A2 ×
1
K
A2.
Proof. Recall that the total derivative of a map is the induced map on tan-
gent bundles. The tangent bundle of a vector space is naturally diffeomor-
phic to its Cartesian product with itself. The map Df : V1 × V1 → V2 × V2
sends (x,y) to (f(x),
∑
yi(
∂
∂xi
f)|x). By picking bases for A1 and A2, we
get coordinate polynomials for f that are integer-valued polynomials. By
Proposition 2.21, there is a K such that the coefficients of the coordinate
polynomials of f are in 1
K
Z. Of course, all partial derivatives of the co-
ordinate polynomials of f also have coefficients in 1
K
Z. Then the second-
coordinate map of Df sends A1 into
1
K
A2.
Lemma 2.23. Suppose f : V1 → V2 and g : V2 → V3 are polynomial maps
between vector spaces. Suppose Ai < Vi are lattices and suppose there is an
integer K1 > 0 such that f(A1) ⊂
1
K1
A2 and g(A2) ⊂ A3. Then there is an
integer K2 > 0 depending only on K1, dimV1, dimV2, deg f and deg g, such
that g ◦ f(A1) ⊂
1
K2
A3.
Proof. Pick bases for each of the Ai. This gives us coordinate polynomials
for f and g. By Proposition 2.21, there are integers K3,K4 > 0, depending
only on K1, dimV1, dimV2, deg f and deg g, such that the coefficients of
the coordinate polynomials for f are in 1
K3
Z and the coefficients for the
coordinate polynomials of g are in 1
K4
Z. Set K2 = K4 · K
deg g
3 . Then the
coefficients for the coordinate functions of the compositions g◦f are in 1
K2
Z,
and g ◦ f sends A1 into
1
K2
A3.
2.8 Constructions related to Johnson and Morita homomor-
phisms
In Day [5], we used nilpotent homogeneous spaces and nilpotent Lie algebras
to study Johnson and Morita homomorphisms. In this section we recall some
of those constructions and prove some general lemmas.
Since each Γk is a torsion-free, finitely-generated nilpotent group, it em-
beds as a lattice in its Mal’cev completion Gk. Let Xk be the homogeneous
space Gk/Γk; this is a compact manifold (an iterated torus bundle) and
a K(Γk, 1) space. Let C∗(Xk;R) denote the piecewise-smooth simplicial
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chains on Xk. Let gk denote the Lie algebra of Gk. We use the maps
L : C∗(gk)→ C
∗(Xk;R) and v : C∗(Xk)→ C∗(gk) as defined above.
Sequence (2.2) induces a central extension of Mal’cev completions:
1→ Lk+1 ⊗ R→ Gk+1 → Gk → 1.
Let lk+1 denote the Lie algebra of Lk+1⊗R and let Tk+1 be the quotient space
Lk+1 ⊗ R/Lk+1. This Tk+1 is a torus. Then we have a central extension of
Lie algebras
(2.5) 1→ lk+1 → gk+1 → gk → 1
and a fiber bundle of homogeneous spaces (with trivial holonomy):
(2.6) Tk+1 → Xk+1 → Xk.
Since Autπ acts on Γk, it acts on Gk, gk, Xk, and any objects functorially
determined by these. The maps in the above sequences are all (Autπ)–
equivariant. Further, since An(k) acts trivially on Γk, it acts trivially on Xk
and gk. Of course, Mod acts on these objects via the inclusion Mod →֒ Autπ.
Lemma 2.24. The group An(k) acts trivially on g
(1)
k+1 (the commutator
subalgebra).
Proof. Let α ∈ An(k) and x,y ∈ gk+1; then α · x− x and α · y − y map to
the trivial element of gk and are therefore in lk+1. Then
α · [x,y] = [x+ (α · x− x),y + (α · y − y)] = [x,y]
since lk+1 is central in gk+1.
Now we recall the main construction from Day [5]. Let ρ : Mod y Xk
denote the action from Proposition 2.13. It follows from Theorem 2.6 that
there is a canonical loop in Xk representing the image in π1(Xk, [e]) =
Γk of the boundary class [∂Σ] ∈ π1(Σ, ∗) = π. Fix a piecewise-smooth
map j : (Σ, ∗) → (Xk, [e]) inducing the canonical projection π → Γk on
fundamental groups and sending ∂Σ to the canonical representative of the
image of [∂Σ]. For φ ∈ Diff(Σ, ∂Σ), we consider the map ρ([φ]) ◦ j ◦ φ−1,
which is another piecewise-smooth map inducing the canonical projection.
This means there is a piecewise-smooth homotopy F : Σ× [0, 1]→ Xk from
j to ρ([φ]) ◦ j ◦ φ−1 relative to ∂Σ.
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Definition 2.25. For k ≥ 2, the kth extended Morita map ǫk : Mod →
C3(gk)/B3(gk) is the map
[φ] 7→ v(F∗[Σ× [0, 1]]) +B3(gk).
Here [Σ × [0, 1]] denotes any fundamental class relative to boundary.
We showed in Day [5] that this is a well-defined crossed homomorphism
extending the composition of τ˜k with an injective, Mod–equivariant homo-
morphism.
3 Extending the Johnson homomorphisms
3.1 Results for Autpi
Let R be the topological graph with 1 vertex ∗ and n edges, and identify
π1(R, ∗) with π. We give R a smooth structure away from ∗. Choose a
piecewise-smooth map i : R → Xk+1 that induces the canonical projection
π1(R, ∗)→ π1(Xk+1, [e]) (the projection π → Γk+1).
Definition 3.1. Let ξ = ξ(i) be the function
[c] 7→ v(i∗c)
in Hom(H, gk+1), where c ∈ Z1(R) is any piecewise-smooth representative
of [c] ∈ H1(R).
Lemma 3.2. The function ξ is well defined.
Proof. Suppose c, c′ ∈ Z1(R) are piecewise-smooth representatives of [c] ∈
H1(R). There is a piecewise-smooth C ∈ C2(R) with ∂C = c − c
′. By
Lemma 2.17, we know that v(i∗C) = 0. Since v is a chain map, we then
have that v(i∗c) = v(i∗c
′). It is easy to see that ξ is a homomorphism.
Lemma 3.3. The boundary ∂ : C2(gk+1) → B1(gk+1) restricts to the zero
map on the kernel of the map C2(gk+1)→ C2(gk) induced by the projection
in sequence (2.5).
Proof. In the standard Lie algebra chain complex, C2(gk+1) =
∧2
gk+1 and
C1(gk+1) = gk+1. The boundary ∂ :
∧2
gk+1 → gk+1 is given by the com-
mutator map x ∧ y 7→ [x,y]. The algebra gk+1 has a basis B such that
B∩ lk+1 is a basis for lk+1. Then
∧2
gk+1 has a basis whose elements are the
pairwise wedge products of these basis elements. It is immediate that the
kernel of C2(gk+1)→ C2(gk) is generated by the elements of the form x∧ y
with x,y ∈ B and y ∈ lk+1. Since lk+1 is central in gk+1, the generators of
the kernel all have trivial boundary.
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The group Autπ acts on Hom(H, gk+1) as follows: for f ∈ Hom(H, gk+1)
and α ∈ Autπ, we have (α ·f)(c) = α · (f(α−1 ·c)) for c ∈ H. So we can con-
sider the principal crossed homomorphism dξ ∈ Z1(Autπ; Hom(H, gk+1)):
dξ : α 7→ (α · ξ − ξ).
From Definition 2.14, we have a map v : C∗(Tk+1) → C∗(lk+1). By
Corollary 2.15 this gives us an isomorphism v∗ : H∗(Tk+1;R) → H∗(lk+1).
Let vˆ : Hom(H,Lk+1)→ Hom(H, gk+1) be given by post-composition with
Lk+1 →֒ Lk+1 ⊗ R ∼= H1(Tk+1;R)
v∗−→ H1(lk+1) ∼= lk+1 →֒ gk+1.
Note that vˆ is an injective, (Autπ)–equivariant homomorphism.
Now we have everything needed to cast the Johnson homomorphism as
a coboundary.
Key Lemma 3.4. For α ∈ An(k), we have
dξ(α) = vˆ(δk(α)).
Proof. Let ρ : Aut π y Xk+1 denote the action (from Proposition 2.13). Let
T be a fixed piecewise-smooth representative of the fundamental class of S1.
Let γ : (S1, ∗) → (R, ∗) be piecewise-smooth, and let γ¯ be γ in reverse.
Let α ∈ An(k). Since α ∈ An(2), we know that α
−1 · γ∗[T ] = γ∗[T ] ∈
H. Then dξ(α)(γ∗[T ]) = α · v(i∗γ∗T ) − v(i∗γ∗T ). This, in turn, equals
v(((ρ(α) ◦ i ◦ γ) · (i ◦ γ¯))∗T ), where the · indicates concatenation.
Let p : Xk+1 → Xk denote the projection from the fibration (2.6). The
action of Autπ commutes with the projection; since An(k) acts trivially on
Xk, we know that p ◦ i ◦ γ and p ◦ ρ(α) ◦ i ◦ γ are the same map.
Let E ⊂ Xk+1 denote the set of points lying above p(i(R)). Then we have
a fiber bundle Tk+1 → E → p(i(R)). Since p◦ i is piecewise smooth, p(i(R))
is a finite topological graph. Since p◦i◦γ = p◦ρ(α)◦i◦γ : S1 → p(i(R)), we
know that [(ρ(α)◦i◦γ)·(i◦γ)−1] is in the kernel of π1(E, [e]) → π1(p(i(R)), ∗).
Then there is a homotopy in E relative to ∗ from i ◦ γ · (ρ(α ◦ i ◦ γ))−1 to a
loop β : (S1, ∗)→ (Tk+1, [e]). This implies there is a piecewise smooth chain
C ∈ C2(E) with ∂C = ρ(α)∗i∗γ∗T − i∗γ∗T − β∗T .
Since p∗C is supported on p(i(R)), Lemma 2.17 implies that v(p∗C) = 0.
Then the naturality of v implies that v(C) is in the kernel of C2(gk+1) →
C2(gk). By Lemma 3.3, ∂v(C) = 0. Then since v is a chain map, this means
that
0 = ∂v(C) = v(ρ(α)∗i∗γ∗T − i∗γ∗T )− v(β∗T ).
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So v(β∗T ) = dξ(α)(γ∗[T ]). But [β] is α([γ])[γ]
−1 ∈ π1(Tk+1) = Lk+1. So
[β] ∈ Lk+1 is δk(α)(γ∗[T ]). Since v(β∗T ) ∈ gk+1 is the same as v∗(β∗[T ]) ∈
H1(lk+1) = lk+1 ⊂ gk+1, this proves the lemma.
As usual, g
(1)
k+1 denotes the commutator subalgebra of gk+1. The abelian-
ization of gk+1 is g2. The map v∗ induces the following injection:
(3.1) H ∼= H1(X2) →֒ H1(X2;R)
v∗−→ H1(g2) ∼= g2.
This induces an isomorphism g2 ∼= H ⊗ R, and we have the following exact
sequence:
0→ g
(1)
k+1 → gk+1 → H ⊗ R→ 0.
Since these are free abelian groups, we then have:
0→ Hom(H, g
(1)
k+1)→ Hom(H, gk+1)→ Hom(H,H ⊗ R)→ 0.
Then the long exact sequence for the cohomology of Autπ with coefficients
in this sequence has the following map:
d : H0(Aut π; Hom(H,H ⊗ R))→ H1(Autπ; Hom(H, g
(1)
k+1)).
The function id ⊗ 1 ∈ Hom(H,H ⊗ R) sends each element to itself. Of
course, this element is fixed by the action of Autπ, so we consider it as
id⊗ 1 ∈ H0(Aut π; Hom(H,H ⊗ R)).
Proof of Theorem 1.1. The map η from the statement is vˆ. It remains to
show that any representative of
d(id⊗ 1) ∈ H1(Aut π; Hom(H, g
(1)
k+1))
is a crossed homomorphism extending vˆ ◦ δk : An(k)→ Hom(H; lk+1). Note
that ξ ∈ Hom(H, gk+1) is a lift of id ⊗ 1. Key Lemma 3.4 implies that the
restriction of dξ to Z1(Aut π; Hom(H, gk+1)) is a representative of d(id⊗ 1)
that extends vˆ ◦ δk. Any other lift of id⊗ 1 can be written as ξ+ η, for some
η ∈ Hom(H, g
(1)
k+1). By Lemma 2.24, An(k) acts trivially on g
(1)
k+1 and dη
restricts to the zero cocycle on An(k). Then d(ξ + η) extends vˆ ◦ δk.
We investigate another representative of the class d(id⊗1) in Section 3.3
below.
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3.2 Results for mapping class groups
In this section we discuss an extension of the surface Johnson homomor-
phism. Naturally we assume in this section that n = 2g is even. We start
by reviewing a construction from Day [5].
The subalgebras g
(1)
k+1 and lk+1 in gk+1 are both Mod–invariant, so g
(1)
k+1∧
lk+1 is a Mod–invariant subspace of C
2(gk+1). This gives us a quotient action
of Mod on C2(gk+1)/(g
(1)
k+1∧ lk+1). In Day [5], we defined a Mod–equivariant
homomorphism
d˜2 : C3(gk)/B3(gk)→ C2(gk+1)/(g
(1)
k+1 ∧ lk+1).
For C ∈ C3(gk), this d˜
2([C]) denotes the class in C2(gk+1)/(g
(1)
k+1 ∧ lk+1) of
∂C˜, where C˜ ∈ C3(gk+1) is any lift of C.
We also defined a Mod–equivariant injection
(3.2) f : H ⊗ Lk+1 →
C2(gk+1)
g
(1)
k+1 ∧ lk+1
.
We now recall this map. We have an injection:
Lk+1 ∼= H1(Tk+1) →֒ H1(Tk+1;R)
v∗−→ H1(lk+1) ∼= lk+1.
Applying this injection in parallel with the one from equation (3.1) gives us
a map H ⊗ Lk+1 →֒ g2 ⊗ lk+1. Observe that gk+1 ∧ lk+1 maps to g2 ⊗ lk+1
by X ∧ Y 7→ q(X) ⊗ Y , where q : gk+1 → g2 is the projection induced by
Γk+1 → Γ2. Since the kernel of this map is clearly g
(1)
k+1 ∧ lk+1, this gives us
an isomorphism
g2 ⊗ lk+1 ∼=
gk+1 ∧ lk+1
g
(1)
k+1 ∧ lk+1
.
Define f from equation (3.2) to be the composition of the map H ⊗Lk+1 →
g2 ⊗ lk+1 with the map above. Recall that ǫk is the extension of the kth
Morita homomorphism from Definition 2.25. From Day [5, Main Theo-
rem B]:
Theorem 3.5. The map d˜2◦ǫk is a crossed homomorphism extending f ◦τk.
In this section we give a better interpretation of d˜2 ◦ ǫk. Fix a map
j : Σ→ Xk+1 inducing the projection π → Γk+1 on fundamental groups, as
in Section 2.8.
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Proposition 3.6. The crossed homomorphism d˜2◦ǫk is the principal crossed
homomorphism of the element [v(j∗[Σ])] ∈ C2(gk+1)/(g
(1)
k+1∧ lk+1), where [Σ]
denotes any fundamental class of Σ relative to ∂Σ.
Proof. Let p : Xk+1 → Xk be the projection and let ρ : Mody Xk+1 denote
the action from Proposition 2.13. For [φ] ∈ Mod, pick a representative
φ ∈ Diff(Σ, ∂Σ). Pick a homotopy F from j to ρ([φ]) ◦ j ◦ φ−1 relative to
∂Σ. Then p ◦ F is a homotopy from p ◦ j to ρ([φ]) ◦ p ◦ j ◦ φ−1 relative to
∂Σ. Let T be a fundamental class of Σ × [0, 1] relative to boundary. By
Definition 2.25, [v(p∗F∗T )] ∈ C3(gk)/B3(gk) is the value of the extended
Morita map ǫk([φ]).
Note that v(F∗T ) ∈ C3(gk+1) is a lift of v(p∗F∗T ). Let i0, i1 : Σ →
Σ × [0, 1] be the endpoint inclusions. We have fundamental classes T0 and
T1 of Σ relative to the boundary, and a chain D ∈ C2(∂Σ× [0, 1]), such that
∂T = (i1)∗T1 − (i0)∗T0 +D. Since the restriction of F to ∂Σ× [0, 1] factors
through j|∂Σ, Lemma 2.17 implies that v(F∗D) = 0 . By Lemma 2.18, since
T0 and φ
−1
∗ T1 are both fundamental classes relative to the boundary, we
have that v(j∗T0) = v(j∗φ
−1
∗ T1). Putting this together, we have
d˜2(ǫk([φ])) = [∂v(F˜∗T )]
= [v(F∗(i1)∗T1)− v(F∗(i0)∗T0) + v(F∗D)]
= [v(ρ(φ)∗j∗φ
−1
∗ T1)− v(j∗T0)]
= [φ] · [v(j∗T0)]− [v(j∗T0)].
Let f ′ : H ⊗ Lk+1 → C2(gk+1)/
∧2
g
(1)
k+1 be the composition of f above
with the projection
C2(gk+1)
(g
(1)
k+1 ∧ lk+1)
→
C2(gk+1)∧2
g
(1)
k+1
.
Corollary 3.7. The homomorphism f ′ is a Mod–equivariant injection and
the principal crossed homomorphism d[v(j∗[Σ])] of the element [v(j∗[Σ])] ∈
C2(gk+1)/
∧2
g
(1)
k+1 extends f
′ ◦ τk.
Proof. The range of f is (gk+1 ∧ lk+1)/(g
(1)
k+1 ∧ lk+1). A computation using
a basis for gk+1 shows that (gk+1 ∧ lk+1) ∩
∧2
g
(1)
k+1 is g
(1)
k+1 ∩ lk+1. This
shows that f ′ is injective. The other statement follows immediately from
Proposition 3.6.
We proceed to frame this in a way similar to Theorem 1.1. To do this,
we will find a quotient of C2(gk+1) in which v(j∗[Σ]) maps to a nontriv-
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ial, Mod–invariant element. The projection q : gk → g2 induces a projec-
tion C2(gk)/
∧2
g
(1)
k+1 → C2(g2) (really the range is C2(g2)/
∧2
g
(1)
2 but g2 is
abelian).
Lemma 3.8. The element q∗v(j∗[Σ]) ∈ C2(g2) is fixed by the action of Mod.
Proof. Let p : Xk+1 → X2 be the projection induced from Γk+1 → Γ2. Then
q∗v(j∗[Σ]) = v(p∗j∗[Σ]). By the argument in the proof Proposition 3.6, we
know that for any [φ] ∈ Mod, the cycle [φ] · v(p∗j∗[Σ]) − v(p∗j∗[Σ]) is a
boundary in B2(g2). Since g2 is abelian, B2(g2) = 0, proving the lemma.
There is a slightly better way to characterize q∗v(j∗[Σ]) ∈ C2(g2).
Definition 3.9. The symplectic element ω = ω(Σ) of
∧2H⊗R is the image
of the boundary element [∂Σ] ∈ [π, π] under the homomorphism [a, b] 7→
[a]∧[b]. If a1, . . . , ag, b1, . . . , bg are a basis for π with [∂Σ] = [a1, b1] · · · [ag, bg],
then
ω =
g∑
i=1
[ai] ∧ [bi].
Lemma 3.10. There is aMod–equivariant isomorphism C2(g2)→
∧2H⊗R
sending q∗v(j∗[Σ]) to the symplectic element ω.
Proof. Since g2 is abelian, C2(g2) and H2(g2) are identical. The inverse
of v∗ maps H2(g2) to H2(X2;R) isomorphically (by Corollary 2.15). The
map
∧2H1(X2;R)→ H2(X2;R) given by taking wedge products is an iso-
morphism since X2 is a torus; the evaluation pairings yield a dual isomor-
phism H2(X2;R) →
∧2H1(X2;R). Since H1(X2) is torsion-free, we have
H1(X2;R) ∼= H1(X2) ⊗ R. The projection π → Γ2 induces an isomorphism
H = H1(π) ∼= H1(Γ2), and we have an isomorphism H1(Γ2) ∼= H1(X2)
since X2 is a K(Γ2, 1)–space. These isomorphisms are natural and therefore
Mod–equivariant.
Again let p : Xk+1 → X2 be the projection. Since p ◦ j : Σ → X2 is a
map inducing the canonical projection on fundamental groups and sending
∂Σ to [e], it descends to an Abel–Jacobi map from the closed surface Σ/∂Σ
to X2, which is a topological Jacobian torus for Σ/∂Σ. The push-forward of
the fundamental class of Σ/∂Σ under an Abel–Jacobi map is the symplectic
element inH2(X2;R) ∼=
∧2H⊗R (this follows from considerations in Day [6,
Section 2.3.2]). The integrals of left-invariant 2–forms across the images of
Σ and Σ/∂Σ in X2 are the same, so q∗v(j∗[Σ]) and (p ◦ j)∗[Σ/∂Σ] map to
the same element of
∧2H1(X2;R).
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The kernel of C2(gk+1)/
∧2
g
(1)
k+1 →
∧2H ⊗R is (gk+1 ∧ g(1)k+1)/∧2 g(1)k+1,
which is isomorphic to g2⊗ g
(1)
k+1. By applying the Mod–equivariant isomor-
phism g2 ∼= H⊗R induced by v to the first term, we have a Mod–equivariant
isomorphism g2 ⊗ g
(1)
k+1 → H ⊗ g
(1)
k+1. Thus the exact sequence:
(3.3) 0→ H ⊗ g
(1)
k+1 →
C2(gk+1)∧2
g
(1)
k+1
→
∧2
H ⊗ R→ 0.
Again, we consider the coboundary map from the resulting long exact se-
quence:
d : H0(Mod;
∧2
H ⊗ R)→ H1(Mod;H ⊗ g
(1)
k+1).
Let vˆ : H ⊗Lk+1 → H ⊗ g
(1)
k+1 be the Mod–equivariant, injective homomor-
phism obtained by applying the injection from equation (3.1) on the second
part.
Corollary 3.11. Any cocycle representing dω ∈ H1(Mod;H ⊗ g
(1)
k+1) is a
crossed homomorphism extending vˆ ◦ τk : I(k)→ H ⊗ lk+1.
Proof. By Lemma 3.10, ω lifts to [v(j∗[Σ])] ∈ C2(gk+1)/
∧2
g
(1)
k+1. By Corol-
lary 3.7, the coboundary of [v(j∗[Σ])] restricts to f
′ ◦τk. Pulling back by the
inclusion in sequence (3.3), this becomes vˆ ◦ τk. Any other representative
differs from d[v(j∗[Σ])] by dη, for some η ∈ H ⊗ g
(1)
k+1. By Lemma 2.24,
we know I(k) acts trivially on H ⊗ g
(1)
k+1, and dη restricts to the zero map
on I(k).
Theorem 1.1 and Corollary 3.11 fit together nicely. We map C2(gk+1) =∧2
gk+1 to g2 ⊗ gk+1 by sending a basis element X ∧ Y to q(X) ⊗ Y −
q(Y )⊗X. Since g2 ∼= H ⊗R (by tensoring the injection from equation (3.1)
with R), Poincare´–Lefschetz duality induces a Mod–equivariant isomorphism
g2⊗gk+1 to Hom(H, gk+1). The composition of these maps induces a Mod–
equivariant injection
C2(gk+1)/(
∧2
g
(1)
k+1)→ Hom(H, gk+1).
This injection induces a Mod–equivariant injection
∧2
H ⊗ R→ Hom(H,H ⊗ R)
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that sends the symplectic element ω to id ⊗ 1. It also restricts to a Mod–
equivariant isomorphism between H⊗g
(1)
k+1 and Hom(H, g
(1)
k+1), giving us the
following commutative diagram with exact rows:
0 // H ⊗ g
(1)
k+1
//
D∗

C2(gk+1)
V2
g
(1)
k+1
//
 _
D∗

∧2H ⊗ R //
 _
D∗

0
0 // Hom(H, g
(1)
k+1)
// Hom(H, gk+1) // Hom(H,H ⊗ R) // 0
Each of the vertical maps is induced by Poincare´–Lefschetz Duality; they are
all injective and the first is an isomorphism. Since this diagram is commuta-
tive and the vertical maps are Mod–equivariant, we can relate our extension
of vˆ◦τk : I(k)→ H⊗lk+1 to our extension of vˆ◦δk : An(k)→ Hom(H, lk+1).
The following needs no further proof:
Corollary 3.12. If ω˜ ∈ C2(gk+1)/(
∧2
g
(1)
k+1) is a lift of ω, then D∗ω˜ ∈
Hom(H, gk+1) is a lift of id ⊗ 1, and the crossed homomorphisms D∗ ◦ dω˜
and d(D∗ω˜) are the same element of Z
1(Mod;Hom(H, g
(1)
k+1)).
3.3 Tightening the range
Let Λk+1 be the Z–span of log(Γk+1) in gk+1. This Λk+1 is an (Autπ)–
invariant (additive) subgroup, and is lattice in gk+1 by Theorem 2.8. In
particular, it is finitely generated as an abelian group.
Let S be a free generating set for π, and let p : π → Γk+1 be the projec-
tion. Define ξS : H → gk+1 by sending [s] to log(p(s)) for each s ∈ S, and
extend linearly. Then by Lemma 2.20, this ξS is a lift of id⊗ 1 whose image
lies in Λk+1. By Theorem 1.1, we have the following.
Corollary 3.13. The crossed homomorphism
dξS ∈ Z
1(Autπ; Hom(H, g
(1)
k+1 ∩ Λk+1))
extends vˆ ◦ δk, and its range is a finite-rank free abelian group.
Note that this proves Theorem 1.2, with η = vˆ, Ak = g
(1)
k+1 ∩ Λk+1 and
γk = dξS .
Now suppose that n = 2g and S = {a1, . . . , ag, b1, . . . , bg} is a generating
set for π, with
∏
i[ai, bi] the class of the boundary loop in Σ. Let ω˜S be the
image of
∑
i log(p(ai)) ∧ log(p(bi)) in C
2(gk+1)/(g
(1)
k+1 ∧ lk+1). Let D∗ be as
in Corollary 3.12.
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Corollary 3.14. We have that D∗ω˜S = ξS. Further, the crossed homomor-
phism
δω˜S ∈ Z
1(Mod;D−1∗ (Hom(H, g
(1)
k+1 ∩ Λk+1)))
extends vˆ ◦ δk, and its range is a finite-rank free abelian group.
Proof. First we map ω˜S to the element
[log(p(ai))]⊗ log(p(bi))− [log(p(bi))]⊗ log(p(ai))
in g2 ⊗ gk+1. By Lemma 2.20, the map log ◦p : π → g2 induces the isomor-
phism H1(π) ∼= H1(g2) = g2. Then Poincare´–Lefschetz duality on the first
tensor component sends this element to ξS .
Then by Corollary 3.12, we know that D∗◦δω˜S is δξS . By Corollary 3.13,
D∗ ◦ δω˜S has its range in Hom(H, g
(1)
k+1 ∩ Λk+1). The range of δω˜S is the
preimage D−1∗ (Hom(H, g
(1)
k+1 ∩ Λk+1)), which is a finite-rank free abelian
group since D∗ is injective.
3.4 Example: the two-step case
Let g be a Lie algebra with its underlying vector space having a basis given
by the n +
(
n
2
)
vectors x1, . . . ,xn, z12, . . . , zn−1,n. Let g have the bracket
operation with [xi,xj ] = zij for i < j, and with zij central under the bracket.
Let G be g with the Baker–Campbell–Hausdorff product
x ∗ y = x+ y +
1
2
[x,y].
It is easy to show that G is a contractible, two-step nilpotent Lie group.
For clarity, denote the element xi by γi when it is in G. The logarithm
map sends γi ∈ G to xi ∈ g, and can be found on other elements using
x ∗ y = log(exp(x) exp(y)).
Let Γ = Γ3, with generators a1, . . . , an. The map Γ → G by ai → γi
extends to an injective homomorphism. Let Λ be the Z–span of {xi}i ∪
{12zij}ij . Then Λ is a lattice in g and contains log(Γ). By Theorem 2.8, Γ is
a lattice in G and by Theorem 2.5, G is the Mal’cev completion of Γ. Since
log(aiaj) − log(ai) − log(aj) =
1
2zij , we see that Λ is the Z–span of log(Γ).
Then in our earlier notation, G = G3, g = g3 and Λ = Λ3.
Let S = {a˜i}i be generators for π with a˜i mapping to ai ∈ Γ. Let ξS be
as in Corollary 3.13.
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Example 3.15. Let α ∈ Aut π be the transvection a˜i 7→ a˜ia˜j (other genera-
tors fixed). Then α · ai = aiaj , with other al fixed. We also see
α · xi = α · log(ai) = log(α · ai) = log(aiaj)
= log(exp(xi) exp(xj)) = xi ∗ xj = xi + xj +
1
2
zij
with other xl fixed by α. To compute (α · ξS)([ai]), we send [ai] to [ai]− [aj ]
(by α−1 y H), then to xi−xj by ξS, then to xi+xj +
1
2zij −xj by αy g.
So (α · ξS)([ai]) = xi +
1
2zij and (α · ξS)([al]) = xl for l 6= i. Then since
zij = [log(ai), log(aj)], we have:
(3.4) dξS(α)([ai]) =
1
2
[log(ai), log(aj)] and dξS(α)([al]) = 0
for l 6= i.
If β ∈ Autπ is the inversion a˜i 7→ a˜
−1
i , with other generators fixed, then
a similar computation shows that dξS(β) = 0.
Transvections and inversions in {ai}i generate Autπ, so this is enough in-
formation to compute dξS on any element using the crossed homomorphism
identity. Note that vˆ : Hom(H,L3) → Hom(H, g
(1)
3 ) sends [ai]
∗ ⊗ ([aj , al])
to [ai]
∗ ⊗ [log(aj), log(al)].
Example 3.16. Now suppose that n = 2g. Relabel ag+1, . . . , a2g as b1, . . . , bg,
and similarly for {a˜i}i. By a computation in Morita [14, Lemma 4.4], the
images in AutF2g for the Lickorish generators for the mapping class group
are given by two different classes of transvections, and the elements νi for
i = 1, . . . , g − 1 as follows. From Morita [14, Lemma 4.4]:
νi(a˜i) = a˜ib˜
−1
i a˜i+1b˜i+1a˜
−1
i+1, νi(a˜i+1) = a˜i+1b˜
−1
i+1a˜
−1
i+1b˜ia˜i+1
νi(b˜i) = a˜i+1b˜
−1
i+1a˜
−1
i+1b˜ia˜i+1b˜i+1a˜
−1
i+1,
where νi fixes the other generators.
As in Example 3.15, we can compute dξS(νi) by computing the action of
νi on the elements {log(ai)}i in g. Again, this is easily accomplished using
the Baker–Campbell–Hausdorff formula. This computation, which we leave
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to the reader, shows that:
dξS(νi)([ai]) =−
1
2
[log(ai), log(bi)] + [log(ai+1), log(bi+1)]
+
1
2
[log(ai), log(bi)] +
1
2
[log(bi), log(bi+1)]
dξS(νi)([ai+1]) =−
1
2
[log(ai+1), log(bi+1)]
−
1
2
[log(ai+1), log(bi)]−
1
2
[log(bi), log(bi+1)]
dξS(νi)([bi]) =[log(bi), log(bi+1)]
(3.5)
and dξS(νi) sends all other generators of H to 0. There is a Mod–equivariant
injection
∧2H →֒ Λ3 ∩ g(1)3 sending [ai] ∧ [aj ] → [log(ai), log(aj)]. This in-
duces a Mod–equivariant injection Hom(H,
∧2H) →֒ Hom(H,Λ3 ∩ g(1)3 ).
Comparing equations (3.4) and (3.5) to Lemmas 4.5 and 4.6 of Morita [14],
we see that this injection identifies dξS with Morita’s crossed homomor-
phism k˜.
4 Extensions of Morita’s homomorphisms
4.1 Polynomial chains for nilpotent homogeneous spaces
We start with some general theory that we apply in the next subsection.
Let Γ be a finitely generated, torsion-free nilpotent group, G its Mal’cev
completion, X = G/Γ the homogeneous space, and g the Lie algebra of
G. The main result of this section is the construction of the polynomial
straightening map, an (AutΓ)–equivariant injection s : C∗(Γ) → C∗(X) of
the standard group homology chains C∗(Γ) into the piecewise smooth sin-
gular homology chains C∗(X). This injection induces the canonical isomor-
phism H∗(Γ) ∼= H∗(X). Roughly, to compute s on a generator C in C∗(Γ),
we pick a simplex C ′ in C∗(X) that realizes it geometrically, and straighten
C ′ to get a simplex that is parametrized by functions that are polynomials in
exponential coordinates. Let v : C∗(X)→ C∗(g) be the map Definition 2.14.
We show below that v◦s(C∗(Γ)) is a finitely generated subcomplex of C∗(g).
Our result about extensions of Morita’s homomorphisms follow easily.
As is standard, we model the m–simplex ∆m as the subset of R
m+1
{(x0, . . . , xm)|0 ≤ xi ≤ 1, 1 = x0 + . . .+ xm}.
We label the vertices of ∆m by setting vi to be the point with xi–coordinate
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1 and all other coordinates 0. Let Ai denote the face opposite vi, i.e. the
subset of ∆m on which xi = 0.
For γ ∈ Γ, recall the canonical representative S1 → X of γ ∈ π1(X)
from Definition 2.19. It follows from the definitions that the lift R → G of
a canonical representative is a linear map in exponential coordinates.
Definition 4.1. For C ∈ Cm(Γ), the polynomial straightening s(C) ∈
Cm(X) is the map s(C) : ∆m → X satisfying
• s(C) sends the vertices of ∆m to the basepoint [e],
• for each edge E of ∆m, the loop s(C)|E is the canonical representative
of the element of π1(X, [e]) = Γ labeling E in the Γ–labeling of C, and
• for each k, 1 ≤ k ≤ m, for each k–face A of ∆m, A : ∆k → ∆m, the
lift ˜(s(C) ◦ A) : ∆k → G of s(C) ◦ A sending v0 to the identity e is
a polynomial that is constant in x0 and linear in x1, in exponential
coordinates.
To show that polynomial straightenings exist, we wish to find a unique
extension of polynomials defined on the faces of a simplex to the entire
simplex. The following lemma gives us these extensions. A priori, there
is some ambiguity in such an extension. We address this with the second
statement in the lemma. This lemma is similar to part (i) of the example
on page 297 of Sullivan [20].
Lemma 4.2. Suppose that f0, . . . , fm : R
m+1 → R are polynomials such
that fi agrees with fj on Ai ∩ Aj for all i, j. Then there is a polynomial
f : Rm+1 → R with deg f ≤ maxdeg fi such that f agrees with fi on Ai for
each i.
Further, if f1, . . . , fm are all linear in x1, then there is a unique such f
that is linear in x1 and constant in x0.
Proof. Let x denote (x0, . . . , xm), and for k = 0, . . . ,m let pk : R
m+1 →
Rm+1 send x to (x0, . . . , xk−1, 0, xk+1, . . . , xm).
Since we only care about the values of the fi on ∆m, we may substitute
1−(
∑m
i=1 xi) for x0 and we may therefore assume that we are given f0, . . . , fm
that are constant in x0. Define f¯0 = f0, and inductively assume we have
defined f¯k−1 that agrees with fi on Ai for i = 0, . . . , k− 1 and is constant in
x0. Then by the hypotheses, fk(x) − f¯k−1(x) evaluates to 0 when xk = 0,
x0 = 0, and
∑m
i=0 xi = 1, i.e. on A0 ∩Ak.
On 〈Ak〉 ∼= R
m (the subspace of Rm+1 with xk = 0) the ideal of poly-
nomials which vanish on A0 ∩ Ak is generated by the polynomials x0 and
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1 − (x1 + · · · + xk−1 + xk+1 + · · · + xm). Since fk(pk(x)) − f¯k−1(pk(x)) is
constant in x0 and xk, we have that 1− (x1 + · · ·+ xk−1+ xk+1+ · · ·+ xm)
divides it. So we may define f¯k by:
(4.1)
f¯k(x) = f¯k−1(x) + (1−
m∑
i=1
xi)
fk(pk(x)) − f¯k−1(pk(x))
1− (x1 + . . .+ xk−1 + xk+1 + . . .+ xm)
.
On A0, the second term is zero, so f¯k agrees with f¯k−1 and therefore with
f0. On Ak, xk = 0 and the terms of f¯k(x) cancel each other out except
for the fk(x) term. Therefore f¯k agrees with fk on Ak. For Ai, 1 ≤ i <
k, we have xi = 0, so (x0, . . . , xk−1, 0, xk+1, . . . , xm) is in Ai ∩ Ak. Then
fk(x0, . . . , xk−1, 0, xk+1, . . . , xm) = fi(x0, . . . , xk−1, 0, xk+1, . . . , xm), which
equals f¯k−1(x0, . . . , xk−1, 0, xk+1, . . . , xm). It follows that f¯k agrees with
fi on Ai. This completes our inductive argument, and we take our final
polynomial f to be f¯m.
Now suppose that f1, . . . , fm are linear in x1. Since we only care about
the value of f0 on A0, where x1 = 1−
∑m
i=2 xi, we may replace any instances
of x1 in f0(x) with instances of 1 −
∑m
i=2 xi. So without loss of generality,
we assume that f0 is constant in x1. It then follows from the recursive
construction of f that each f¯k, k = 1, . . . ,m, is linear in x1. Given our
assumption that the {fi} are constant in x0, it is also immediate that f
is constant in x0. If f¯ is another polynomial that agrees with fi on Ai
for each i and is constant in x0, then f − f¯ is in the ideal generated by
(1−
∑m
i=1 xi)
∏m
i=1 xi. Since any nonzero element of this ideal has degree 2
or greater in x1, the choice that is linear in x1 is unique.
Proposition 4.3. The polynomial straightening s(C) exists and is unique
for any C ∈ Cm(Γ).
Proof. We proceed by induction on m. Note that the polynomial straight-
ening is the canonical representative if m = 1, so it exists and is unique.
Now we suppose that we have unique polynomial straightenings of chains
of dimension less than m. Let C0, . . . , Cm be the (m − 1)–faces of C. For
each i, we get a straightening s(Ci) : ∆m−1 → X. For i = 1, . . . ,m, let
s˜(Ci) : ∆m−1 → G be the lift sending v0 to the identity; let s˜(C0) : ∆m−1 →
G be the lift sending v0 to s˜(C1)(v1) ∈ G. Let pi : ∆m → ∆m−1 be the
linear projection (degeneracy map) to the ith face. For each i, set fi =
s(Ci) ◦ pi : ∆m → G.
If i > 0, then it follows from the consistency of the labels on C that fi
and f0 both restrict to the same lift of the straightening of the same (m−2)
27
face of C on A0 ∩ Ai. Since polynomial straightenings for (m − 2)–chains
are unique, we have that fi agrees with fj on Ai ∩ Aj for all i, j. Then we
apply Lemma 4.2 (coordinate by coordinate) to get a map f : ∆m → G,
polynomial in exponential coordinates, that agrees with fi on Ai for all i
and is constant in x0 and linear in x1. This f descends to our polynomial
straightening s(C) : ∆m → X. The properties in the definition follow by
construction.
The uniqueness of s(C) follows from the uniqueness in Lemma 4.2 (using
the third property in the definition) and inductively from the uniqueness of
the straightenings of the faces.
Proposition 4.4. The polynomial straightening map s : C∗(Γ)→ C∗(X) is
a chain map inducing the canonical isomorphism H∗(Γ) ∼= H∗(X) and is
(Aut Γ)–equivariant.
Proof. Let Ci be the ith face of C ∈ C∗(Γ) and let Di be the ith face of s(C).
Then by definition, s(Ci) and Di are both polynomial straightenings of Ci,
so by Proposition 4.3, s(Ci) = Di. It follows immediately that s intertwines
the boundary operations of C∗(Γ) and C∗(X).
Let F∗(Γ) be the standard resolution of Z over ZΓ; Fm(Γ) is the free Γ–
module generated by the set of Γ–labeled m–simplices. The singular chains
C∗(G) are also a resolution of Z over ZΓ. For γ · C ∈ Fm(Γ), let s˜(γ ·
C) : ∆m → G be the lift of s(C)→ ∆m → X that sends v0 to γ. It follows
from standard arguments (see Brown [3, Chapter I.7]) that s˜ : F∗(Γ) →
C∗(G) is a homotopy equivalence of Γ–complexes. Therefore its induced map
on chains s : C∗(Γ)→ C∗(X) in turn induces an isomorphism on homology.
The (AutΓ)–equivariance follows from Proposition 4.3: for φ ∈ AutΓ
and C ∈ C∗(Γ), the chain φ · s(C) is a polynomial straightening of φ ·C and
by uniqueness must equal s(φ · C).
Let Λ be the Z–span of log(Γ). Let s˜(C) : Rk+1 → G be the lift of
s(C) : Rk+1 → X sending v0 ∈ ∆k to e.
Lemma 4.5. There is an integer K > 0 depending only on Γ and k such
that for any basis B for Λ and any generator C ∈ Ck(Γ), the coordinate
polynomials for log ◦s˜(C) : Rk+1 → g with respect to B have coefficients
in 1
K
Z.
Proof. We induct on k. Let C ∈ C1(Γ) be a Γ–labeled 1–simplex. Then
log ◦s˜(C) : R2 → g is constant in the first coordinate and is given by a 1-
parameter family map in the second coordinate. In exponential coordinates,
1-parameter family maps are linear; since this is a linear map sending v1 ∈
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Z2 to an element of Λ, this map has integer coefficients in its coordinate
polynomials with respect to any basis for Λ. This proves the case k = 1.
Suppose that the lemma holds for k − 1 with a constant K0 > 0. Fix
a basis B for Λ. Suppose C ∈ Ck(Γ) is a generator. For i = 1, . . . , k, the
restriction of s˜(C) to 〈Ai〉 (the span of Ai) is s˜(Ci), where Ci is the ith face of
C. Therefore the coordinate polynomials for these restrictions with respect
to B have coefficients in 1
K0
Z. Let f0 denote the restriction of s˜(C) to 〈A0〉.
Then f0 is Lg ◦ s˜(C0), where C0 is the 0th face of C and g = s˜(C)(v1).
By Corollaries 2.10 and 2.12, and Proposition 2.21, Lg is a polynomial in
exponential coordinates, and its coefficients with respect to B are in 1
K1
Z for
some integer K1 > 0 depending only on Γ. Further, the polynomial degree
of Lg is bounded by the nilpotence class of Γ. Then by Lemma 2.23 there
is an integer K > 0, depending only on k and Γ, such that the coefficients
of f0 with respect to B are in
1
K
Z. Then by equation (4.1), the coefficients
of s˜(C) with respect to B are no worse than those of f0, and are also in
1
K
Z.
Proposition 4.6. Let k be an integer. There is a positive integer K depend-
ing only on k and Γ, such that for any polynomially straightened k–simplex
C : ∆k → X, the value v(C) is in the lattice 1
K
∧k Λ in Ck(g).
Proof. For g ∈ G, let Lg : G → G denote left-multiplication by G. Let
α be a left-invariant k–form on G. For g ∈ G and a tangent multi-vector
x ∈
∧k T ∗gG, we can express the value of α at g on x in terms of α at e and
the derivative of the left-multiplication function:
αg(x) = αe(DgLg−1(x)).
Let C˜ : ∆k → G be the lift of C sending v0 to e. Then for p ∈ ∆
k and
x ∈
∧k Tp∆k, we have
(4.2) (C˜∗α)p(x) = αe(DC˜(p)LC˜(p)−1(DpC˜(x))).
Let B be a basis for
∧k Λ and let B∗ be its dual basis in ∧k Λ∗. Now
we suppose that α is a left-invariant k–form on G such that αe ∈ B
∗. Then
αe :
∧k
g → R is a linear map sending
∧k Λ to Z.
Consider the map f : G×
∧k TG→ ∧k TG given by sending the point g
and the tangent k–vector x at the point h to the tangent k–vector DhLg(x)
at the point gh. By Corollary 2.10 and Lemma 2.22, this map is a polynomial
map in exponential coordinates. Further, the polynomial degree of this map
is bounded by the nilpotence class of G. Since
∧k Tg = g ×∧k g, we may
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think of f in exponential coordinates as a map f : g× g×
∧k
g → g×
∧k
g.
Again by Corollary 2.10 and Lemma 2.22, there is an integer K0 > 0 such
that f sends Λ × Λ ×
∧k Λ into Λ × 1
K0
∧k Λ. This K0 depends only on k
and Γ.
By definition, the map C˜ : ∆k → G extends to a map C˜ : Rk+1 → G
that is polynomial in exponential coordinates. By Lemma 4.5, there is an
integer K1 > 0 such that C˜ sends Z
k+1 to 1
K1
Λ in exponential coordinates.
This K1 depends only on k and Γ. By Lemma 2.22, there is an integer
K2 > 0, depending only on k and Γ, such that DC˜ :
∧k TRk → ∧k TG
sends Zk+1 ×
∧k
Zk+1 to 1
K1
Λ× 1
K2
∧k Λ in exponential coordinates.
Finally, consider the map h :
∧k TG→ G×∧k TG that sends the tan-
gent k–vector x at the point g to (g−1,x). In exponential coordinates, this
is a linear map g× g×
∧k
g → g×
∧k
g sending Λ×Λ×
∧k Λ to Λ×∧k Λ.
By equation (4.2), the map (p,x) 7→ (C˜∗α)p(x) is the composition αe ◦
f ◦ h ◦DC˜. By Lemma 2.23, there is an integer K3 > 0 such that for any
p,x ∈ Zk, we have C˜∗αp(x) ∈
1
K3
Z. This K3 ultimately only depends on k
and Γ. By Proposition 2.21, there is an integer K4 depending only on k and
Γ such that C˜∗α : TRk → R is a polynomial with coefficients in 1
K4
Z.
We use Proposition 2.16 to evaluate v(C). To find the coefficients of
v(C) in the basis expression with respect to B, we integrate α∗C˜ over the
standard k–simplex ∆k for α with αe ranging over B
∗. We compute the
integral as an iterated integral on α∗C˜.
∫
C˜
α =
∫ 1
0
∫ x1
0
· · ·
∫ xm−1
0
(C˜∗α)(x1,...,xm)(
∂
∂x1
, . . . ,
∂
∂xm
)dxm · · · dx1.
Integrating with respect to each variable, we divide the coefficients by the
appropriate degree and evaluate. The end result is that the value of the
integral is in 1
K
Z, where the integer K > 0 depends only on K4 and k. Then
by Proposition 2.16, we see that v(C) ∈ 1
K
∧k Λ.
4.2 A more careful extension of Morita’s homomorphisms
Now we return to the situation where Γ = Γk is the class–(k − 1) nilpotent
truncation of the fundamental group π of the once-bounded, genus–g surface
Σ. The goal of this section is to prove Theorem 1.4. Let p : π → Γk denote
the projection.
Let K > 0 be the smallest integer such that the image of v◦s : C∗(Γk)→
C∗(g) is contained in
1
K
∧3 Λk. This K exists by Proposition 4.6. Let Bk
denote the Mod–module
Bk =
1
K
∧3 Λk +B3(gk)
B3(gk)
.
Definition 4.7. Let [ℓ] ∈ C1(π) and CΣ ∈ C2(π) be as in Definition 4.7.
For [φ] ∈Mod, let D[φ] ∈ C3(π) with ∂D[φ] = [φ]∗CΣ−CΣ. The polynomial-
straightening extended Morita map is
ǫk : Mod→ Bk
[φ] 7→ v(s(p∗D[φ])).
Lemma 4.8. If CΣ and C
′
Σ ∈ C2(π) are as in Definition 4.7, then there is
a chain D ∈ C3(π) with
(4.3) ∂D = CΣ − C
′
Σ.
For any [φ] ∈ Mod, let D[φ] and D
′
[φ] ∈ C3(π) with ∂D[φ] = [φ]∗CΣ−CΣ and
∂D′[φ] = [φ]∗C
′
Σ − C
′
Σ. Then
(4.4) D[φ] −D
′
[φ] − ([φ]∗D −D) ∈ B3(π).
If CΣ = C
′
Σ then we can take D = 0.
Proof. Recall that Hm(π) = 0 for m > 1. The chain CΣ − C
′
Σ is in Z2(π)
and therefore in B2(π). Pick any D ∈ C3(π) satisfying equation (4.3). It
is immediate that the chain in equation (4.4) is in Z3(π), and therefore in
B3(π).
Proposition 4.9. For a fixed CΣ ∈ C2(π), the map ǫk is well defined.
Proof. Let D[φ] and D
′
[φ] be as in Lemma 4.8, with CΣ = C
′
Σ. Then by that
lemma, D[φ] −D
′
[φ] ∈ B3(π). Since v ◦ s ◦ p∗ is a chain map, we have that
v(s(p∗D[φ]))− v(s(p∗D
′
[φ])) ∈ B3(gk).
Proposition 4.10. The cohomology class
[ǫk] ∈ H
1(Mod;Bk)
does not depend on any of the choices.
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Proof. Let CΣ, C
′
Σ, D, [φ], D[φ], and D
′
[φ] be as in Lemma 4.8. Then since
v ◦ s ◦ p∗ is a chain map, equation (4.4) implies that for any [φ]
v(s(p∗D[φ]))− v(s(p∗D
′
[φ]))−
(
[φ] · v(s(p∗D))− v(s(p∗D))
)
∈ B3(gk).
In particular, the first term represents ǫk computed with CΣ, the second
term represents ǫk computed with C
′
Σ, and the third term represents the
coboundary d[v(s(p∗D))] evaluated on [φ].
Proposition 4.11. The Mod–module Bk is a finitely generated abelian
group and a lattice in C3(gk)/B3(gk).
Proof. The module Bk is isomorphic to
1
K
∧3 Λk
( 1
K
∧3Λk) ∩B3(gk)
and is therefore finitely generated.
By the formula for ∂ : Cm(gk) → Cm−1(gk) and the fact that gk has
rational structure constants with respect to any basis for Λ, we see that
∂ restricts to ∂ :
∧m Λk ⊗ Q → ∧m−1 Λk ⊗ Q. Therefore the splitting
C3(gk) ∼= B3(gk) ⊕ (C3(gk)/B3(gk)) is rational with respect to
1
K
∧3 Λk.
In particular, since 1
K
∧
Λk is a lattice in C3(gk), its image is a lattice in
C3(gk)/B3(gk).
Proof of Theorem 1.4. Let η : H3(Γ)→ Bk be the composition
H3(Γ)
s∗−→ H3(X)
v∗−→ Bk.
Since s and v are Mod–equivariant, η is as well. We need to show that η is
injective and that ǫk extends η ◦ τ˜k.
By Igusa–Orr [8, Theorem 5.9], H3(Γ) is torsion-free. ThereforeH3(Γ)→
H3(X;R) is injective. The map H3(X)
v∗−→ Bk ∩ H3(gk) is a factor of the
injection H3(X) → H3(X;R)
v∗−→ H3(gk) and is therefore injective. So η is
an injection.
The association Mod → C3(π) given by [φ] 7→ D[φ] is the same in Def-
inition 2.3 and Definition 4.7. From this it follows immediately that ǫk
extends η ◦ τ˜k.
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