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Abstract
This PhD thesis is on the topic of document recognition. It particularly dis-
cusses the aspects of learning document models and the recognition of the logical
structure of documents. In order to achieve high reliability and user friendliness,
we describe an interactive system which can easily be adapted to new document
classes.
In an initial learning session the system is able to generate a recognition
model based on a small set of completely tagged logical documents. In the
successive recognition sessions, the user interactively corrects the recognition
errors of the system. In order to prevent it from repeating the same errors
again, these corrections are automatically integrated to the model thanks to the
system's incremental learning capabilities.
The representation of the document model is based on a novel, statistical
formalism. It is based on n-grams, which have been generalized to be able to
represent tree structures. The basic principle consists in the representation of
local patterns in tree structures using the conditional probabilities of n-grams.
Such a statistical model is able to represent one document class at a time. In
the discussion of the expressiveness of the statistical model, we introduce the
notion of the entropy of a model.
We further introduce a learning algorithm, which estimates the n-gram prob-
abilities of the model based on a set of sample documents. The same algorithm
is again used in the incremental learning steps.
The recognition of the physical structure of a document is based on classical
methods that have been documented in the literature. However, the logical
structure tree is here constructed stepwise on top of the physical structure,
using a heuristic bottom-up procedure. The optimal solution is found in an
ecient way by a quality measure and a best-rst search strategy.
The approach has been empirically validated on three dierent document
classes, the main test series consisting in 25 documents of an article collection
with average structural complexity and containing a total of 400 pages. The tests
revealed that the recognition rate of the system constantly improves with the
number of recognized documents. When the end of this training and recognition
phase has been reached, about one correction is necessary every four pages.
Finally, possibilities of integrating the statistical n-gram model with existing
standards like SGML/DSSSL are discussed. To this purpose, a method which
translates a statistical model into the corresponding DTD is described.
Keywords: document recognition, document structure, statistical model,
n-gram, heuristics, DTD inference.
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Zusammenfassung
Die vorliegende Dissertation behandelt die Erkennung von Dokumenten. Es
werden schwerpunktmässig die Aspekte des Lernens von Dokumentmodellen
und der Erkennung der logischen Struktur von Dokumenten betrachtet. Um so-
wohl eine hohe Zuverlässigkeit als auch Bedienungsfreundlichkeit zu erreichen,
wird ein interaktives System beschrieben, das sich leicht an neue Dokument-
klassen anpassen lässt.
Das System benötigt eine initiale Lernfähigkeit, indem es aus vollständigen,
logischen Dokumenten ein vorläuges Erkennungsmodell generieren kann. In
darauf folgenden Erkennungsvorgängen werden allfällige Fehler interaktiv vom
Benutzer korrigiert. Durch die inkrementelle Lernfähigkeit des Systems werden
die Korrekturen in das Modell integriert, und so die Wiederholung desselben
Fehlers verhindert.
Für die Darstellung des Dokumentmodells wird ein neuartiger, statistischer
Formalismus verwendet. Er basiert auf n-Grammen, die in einer Weise erweitert
wurden, dass sie auch Baumstrukturen repräsentieren können. Das Grundprin-
zip basiert auf der Darstellung lokaler Muster in Baumstrukturen durch die
bedingten Wahrscheinlichkeiten von n-Grammen. Ein derartiges statistisches
Modell vermag jeweils eine Dokumentklasse vollständig zu beschreiben. In der
Diskussion um die Repräsentationsfähigkeit des statistischen Modells wird der
Begri der Entropie eingeführt.
Es wird ein Lernalgorithmus vorgestellt, der die n-Gramm-Wahrscheinlich-
keiten aus vorgelegten Beispieldokumenten schätzt. Derselbe Algorithmus ge-
langt auch in inkrementellen Lernphasen zur Anwendung.
Die Erkennung der physischen Struktur eines Dokuments erfolgt mit klassi-
schen Methoden aus der einschlägigen Literatur. Auf der physischen Struktur
eines zu erkennenden Dokuments wird mit einem bottom-up Verfahren der lo-
gische Strukturbaum konstruiert. Die Heuristik wählt unter Verwendung einer
Bewertungsfunktion und einer best-rst Suchstrategie ezient eine optimale
Lösung aus.
Der Ansatz wird an Dokumenten aus drei verschiedenen Klassen validiert.
Die Haupttestserie besteht aus 25 Dokumenten mit insgesamt 400 Seiten einer
Serie von Artikeln mittlerer Komplexität. Die Tests belegen, dass die Erken-
nungsleistung des Systems mit der Anzahl erkannter Dokumente zunimmt, so
dass schliesslich etwa eine Korrektur pro vier Seiten nötig ist.
Schliesslich werden Integrationsmöglichkeiten des statistischen n-Gramm-
Modells mit bestehenden Standards wie zum Beispiel SGML/DSSSL erforscht.
Es wird dazu eine Methode vorgestellt, die ein statistisches Modell in eine ent-
sprechende DTD übersetzt.
Schlüsselwörter: Dokumenterkennung, Dokumentstrukturen, statistisches
Modell, n-Gramme, Heuristik, Inferenz von DTDs.
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Kapitel 1
Einleitung
Für einen Menschen ist es eine leichte Aufgabe, sich in einem Buch zurechtzu-
nden. Mit Selbstverständlichkeit liest er das Vorwort und die darauf folgenden
Kapitel. Er kennt den Titel und den Autor des Buches, oder er weiss zumin-
dest, wo er es nachsehen kann. Ohne Anstrengung liest und interpretiert er
das Inhaltsverzeichnis, er kann Begrie im Index nachschlagen und die entspre-
chende Textstelle nden. All dies tut er mit Leichtigkeit und meist unbewusst
mit den verschiedensten Typen von Dokumenten, sei es ein Kochrezept, eine
Bedienungsanleitung oder ein wissenschaftlicher Artikel.
Ist man bestrebt, ähnliche Fähigkeiten zu automatisieren und auf Rechnern
zu implementieren, sieht man sich jedoch vor erhebliche Probleme gestellt. Die
schiere Vielfalt von Dokumenttypen und Schriftarten, Alphabeten und Darstel-
lungsarten überfordert jedes bekannte System. Es gibt allerdings eine ganze
Reihe interessanter Anwendungen für die Dokumenterkennung, und in automa-
tisierten Dokument-Management-Systemen stellt sie gar eine Schlüsseltechnolo-
gie dar.
Die hier vorgestellte Arbeit unternimmt einen weiteren Schritt in den For-
schungen, die ein intelligentes System für die Erkennung von Dokumenten zum
Ziel haben und die in den vergangenen Jahren erhebliche Fortschritte verbuchen
konnten.
Was aber heisst intelligente Dokumenterkennung, wozu ist sie notwendig und
welches sind die Schwierigkeiten, mit denen man dabei konfrontiert wird? Diese
Fragen, und worin der Inhalt dieser Arbeit besteht, werden in den folgenden
Abschnitten behandelt.
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1.1 Allgemeine Problemstellung
1.1.1 Dokumenterkennung
Dokumente dienen als Träger von Information. Mit ihnen lässt sich nahezu be-
liebig komplexe Information gliedern und darstellen. Sie können vervielfältigt,
verteilt und gelagert werden. Ein Dokument ist somit eine Einheit für die Dar-
stellung, Organisation, Verteilung und Archivierung von Information, sei es in
textueller oder graphischer Form. Dokumente können auf einer Vielzahl von
Medien dargestellt werden. Das Papier ist das klassische und nach wie vor am
weitesten verbreitete Medium für Dokumente.
Mit der der Entwicklung der elektronischen Datenverarbeitung aber war es
naheliegend, das Konzept des Dokuments auf den Computer zu übertragen. Die
Verarbeitung solcher elektronischer Dokumente beschränkte sich zunächst auf
den Produktionsprozess, der bis heute noch eine der häugsten Anwendungen
des Computers ist.
Der obere Teil der Abbildung 1.1 illustriert den Ablauf der Dokumentpro-
duktion. Mit Hilfe eines Editorprogramms kann ein Autor ein Dokument erstel-
len und verändern. Er manipuliert in dieser Phase der Produktion die abstrak-
teste Repräsentation: das logische Dokument. Nur auf dieser Abstraktionsebene
lässt sich der Inhalt eines Dokuments bequem ändern.
Durch den Prozess der Formatierung gelangt man zum physischen Doku-
ment. Hierbei erhält das Dokument ein Layout, indem ein Satzprogramm den
Wörtern und Zeichen Schriftarten zuweist und die Spaltenaufteilung, Zeilen-
und Seitenumbrüche unter Berücksichtigung typographischer Regeln berechnet.
Die Formatierung in ein physisches Dokument ist kein eindeutiger Vorgang. Ein
und dasselbe logische Dokument lässt sich in unzählige physische Dokumente
übersetzen, abhängig vom gewählten Satzspiegel und Typographieregeln. So-
wohl der Inhalt als auch das Layout eines Dokuments sind auf der physischen
Ebene grundsätzlich nicht mehr veränderbar. Die wesentliche Eigenschaft des
physischen Dokuments ist seine Unabhängigkeit von Ausgabemedien und der
Plattform bei der Ausgabe auf ein physisches Medium.
Die tiefste Abstraktionsstufe stellt das Dokumentbild dar, das durch Rastern
oder Rendering aus dem physischen Dokument berechnet wird; üblicherweise
wird die Bildauösung dem Ausgabemedium entsprechend angepasst.
Eine detaillierte Diskussion der Abstraktionsstufen von Dokumenten erfolgt
im Kapitel 2 über Dokumentstrukturen.
Die Dokumenterkennung begeht den umgekehrten Weg der Produktion (sie-
he unterer Teil der Abbildung 1.1). Das Ziel ist die Transformation der meistens
auf Papier vorhandenen und für den Menschen verständliche Information in eine
durch den Computer verarbeitbare Form. Durch Scannen wird ein Dokument
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Abbildung 1.1: Produktion und Erkennung von Dokumenten.
digitalisiert und als Bild dargestellt. Aus dem Bild wird in der Folge das phy-
sische Dokument rekonstruiert. Folgende Verfahren gelangen dafür zur Anwen-
dung: Segmentierungsalgorithmen detektieren Textblöcke, Zeilen und Wörter,
isolieren Kopf- und Fusszeilen sowie Marginalnoten, und sie erkennen Regionen
mit Bildern, Graphiken und anderen nicht-textuellen Elementen. Methoden
der optischen Zeichenerkennung (OCR) klassizieren anschliessend Buchstaben
in einem Text und die optische Fonterkennung weist ihnen eine Schriftart zu.
Aus diesen Informationen soll schliesslich das ursprüngliche logische Dokument
rekonstruiert werden, durch Klassikation und Gruppierung von physischen Ele-
menten zu logischen Elementen. Man spricht in diesem Zusammenhang auch
vom Verstehen von Dokumenten (engl. document understanding). Dieser Be-
gri ist insofern missverständlich, als er nichts mit dem Verstehen des Doku-
mentinhalts auf einer semantischen Ebene zu tun hat. Wir werden im weiteren
daher den Begri meiden und von Erkennung sprechen.
Die beiden letzten Stufen der Erkennung, insbesondere die der Rekonstruk-
tion des logischen Dokuments, sind sehr komplex. Da es noch keine allgemein
akzeptierten Methoden dafür gibt, sind diese Gegenstand aktueller Forschung.
1.1.2 Anwendungen
Anwendungen für die Dokumenterkennung nden sich in erster Linie in Berei-
chen, in denen die Verarbeitung von Dokumenten, oder allgemeiner die Ver-
waltung von Information einen wesentlichen Stellenwert einnimmt. In ihren
Ursprüngen wurde die Dokumenterkennung in der Annahme entwickelt, dass
längerfristig dem papierbasierten Dokument keine Zukunft beschieden sei. Die
Anwendung der Dokumenterkennung sollte sich somit auf eine Übergangsfrist
beschränken, während der sämtliche wichtigen Papierdokumente ein für alle-
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mal digitalisiert würden. Alle neu erzeugten Dokumente wären gemäss dieser
Annahme bereits in ihrer originalen, digitalen Form verfügbar, in der sie wei-
terverarbeitet oder archiviert würden.
Dem ist entgegenzuhalten, dass mit der Computerisierung der Informati-
onsverarbeitung der Gebrauch von Papier eher zugenommen hat [Bun98]. Das
papierlose Büro ist mehr denn je ein Mythos.
Doch selbst wenn man davon ausgeht, dass Dokumente künftig in ihrer ori-
ginalen, digitalen Form verfügbar sind, bleibt die Dokumenterkennung ein wich-
tiges Hilfsmittel. Insbesondere in heterogenen Umgebungen werden regelmäs-
sig viele verschiedende Dokumentformate verwendet, je nach Verfügbarkeit von
Programmen oder den vorgegebenen Standards, nach Typen von Dokumenten
oder schlicht nach den Vorlieben der Anwender. Aufgrund der unzähligen Menge
an existierenden Formaten gestaltet sich der Transfer von Dokumenten in ande-
re Formate problematisch. Hier bietet sich das Dokumentbild als allgemeinstes
Format an.
Neben seiner Allgemeinheit hat das Bildformat zudem den Vorteil, praktisch
nicht zu veralten. Man darf davon ausgehen, dass Bilddokumente selbst nach
Jahrhunderten für den Menschen interpretierbar bleiben
1
. Im Gegensatz dazu
kann es bereits nach wenigen Jahren schwierig werden, ältere Versionen einer
Textverarbeitungsdatei zu önen und zu bearbeiten.
Oceanwendungen
Das Büro ist eines der Haupteinsatzgebiete des Computers, für Private und
Verwaltungen gleichermassen wie für Klein- und Grossbetriebe. Die potentiellen
Anwendungen in diesem Bereich sind sehr vielfältig:
 Mit der Vernetzung von Computern gewinnt der Dokumentenaustausch
innerhalb von Arbeitsgruppen immer mehr an Bedeutung. Wie bereits
oben erwähnt, ist der Dokumententransfer von verschiedenen Plattformen
oder Applikationen oft mit Informationsverlusten verbunden oder gar un-
möglich, wenn kein direkter Konverter vom Quell- zum Zielformat exi-
stiert. Ein möglicher Ausweg ist der Transfer via das Bildformat, wie in
Abbildung 1.2 gezeigt wird.
Die Konversion des Dokumentes in ein Bildformat gehört zur Grundaus-
stattung jeder Textverarbeitung. Die Aufgabe der Dokumenterkennung,
die mit Back-End Konvertern ausgestattet die gewünschten Zielformate
generiert, ist die Rückübersetzung in ein logisches Format. Die Anzahl
1
Auch Jahrhunderte alte Schriften, wie mittelalterliche Bibeln, sind in ihrer Struktur und
Schrift heute noch allgemein verständlich. Der semantische Gehalt hingegen ist nur Experten
mit dem entsprechenden historischen und sprachlichen Wissen zugänglich.
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der benötigten Konverter reduziert sich somit von (n  1)
2
beim Transfer
mit direkten Konvertern auf n Back-End Konverter, sofern das Dokument-
bild als einheitliches Basisformat gewählt wird.
LaTeX
SGML
ODA
HTML
PostScript
PDF
Word
Framemaker
LaTeX
SGML
ODA
HTML
PostScript
PDF
Word
Framemaker
Dokumentbild log. DokumentDokument-
erkennung
Rendering
Ausdruck
Konver-
tierung
Abbildung 1.2: Konvertierung von Dokumentformaten mit Dokumentbild als
einheitlichem Basisformat
 In der innerbetrieblichen Organisation spielen Systeme für Archivierung,
Retrieval und Recherche von Dokumenten eine wichtige Rolle. Sie wer-
den unter dem Begri des Dokument-Managements zusammengefasst, das
ein Teilbereich des Workow-Managements ist. Die Dokumenterkennung
kann hier für die Archivierung in einheitliche Formate, zur Unterstüt-
zung des Information-Retrieval und zur Vermeidung oder Linderung von
Medienbrüchen eingesetzt werden [BAP98b, SP98, Lan98]. So ist bei-
spielsweise ein System wünschbar, das eingehende Post und Faxe scannt,
automatisch Sender- und Empfängeradresse detektiert und an die zustän-
dige Stelle weiterleitet.
Archivierung
Die rasante Verbilligung der hochkapazitiven Speichermedien ermöglicht die
wirtschaftliche Digitalisierung auch grosser, papierbasierter Archive. Die Vortei-
le dabei sind der schnellere, dezentrale Datenzugri und ein verringerter Platz-
bedarf, die höhere Beständigkeit und beliebige Kopierbarkeit der Daten sowie
niedrigere Kosten für Infrastruktur und Personal [SMBK95].
Mit Hilfe von Methoden des Information Retrieval sind zudem komplexere
Abfragen als bei herkömmlichen Archiven möglich. Allerdings muss ein digitales
Archiv indiziert werden, um einen optimalen Datenzugri zu gewährleisten. Ei-
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ne manuelle Indizierung kommt bei den typischerweise enorm grossen Datenbe-
ständen von Bibliotheken, Verwaltungen und Grossbetrieben aus ökonomischen
Gründen nicht in Frage. Hier hilft die Dokumenterkennung bei der automati-
schen Indizierung der Daten, oder sie kann die archivierten Daten aufbereiten
und mit textueller und struktureller Information ergänzen [Doe97].
Telekom- und Postdienste
Trotz der immer grösseren Vernetzung von Computern haben die klassischen
Kommunikationsdienste wie Telefon, Telefax und Briefpost ihre wichtige Be-
deutung nicht verloren. Weil jedes Medium seine spezischen Vorteile aufweist
ist nicht zu erwarten, dass eines von ihnen in naher Zukunft verschwindet. Al-
lerdings ist es bis heute kaum möglich, die Grenzen eines für die Übermittlung
einer Nachricht gewählten Mediums zu überschreiten.
Hier bietet sich die Dokumenterkennung an, die durch Konversion und teil-
weise Interpretation von Nachrichten Medienbrüche transparent macht. So kön-
nen zum Beispiel in Verbindung mit Sprachsynthesizern Briefpost-zu-Telefon
Gateways eingerichtet werden; oder mit der Erkennung von Empfängeradressen
auf Briefen wird es möglich, diese zu scannen und als Faxe weiter zu versenden.
Das Ziel hierbei ist die Erreichung einer möglichst hohen Medientransparenz bei
der Übermittlung beliebiger Nachrichten [Mil98].
Internet
Auch im Zusammenhang mit dem World Wide Web lassen sich eine ganze Reihe
interessanter Anwendungen für die Dokumenterkennung nden [NSV97]. Ser-
verseitig kann sie in Suchmaschinen eingesetzt werden, um eine Volltextsuche
auf Bilder und PostScript-Dokumente zu erweitern, die sich im WWW oder
in elektronischen Bibliotheken benden [LZ98, ZL97]. In einer weiteren Stufe
sind auch Abfragen denkbar, die die Struktur von Dokumenten berücksichtigen.
Ein Beispiel hierfür ist die Suche nach einem Dokument unter Angabe des Au-
tors und eines Keywords aus dem Abstract. Eine derartige Suchmethode, die
die Struktur der durchsuchten Dokumente berücksichtigt, kann viel treendere
Resultate liefern als eine ache Volltextsuche.
Aber auch auf der Clientseite erönen sich Anwendungsgebiete. Obwohl
HTML eigentlich für die logische Strukturierung von Dokumenten entworfen
wurde, wird sie meistens als Layoutsprache missbraucht. Die eigentliche Struk-
tur lässt sich in solchen Fällen nur aus der Präsentation, also dem Dokument-
bild erschliessen. Werden für einen bestimmten Zweck wirklich strukturierte
Webdokumente benötigt, so lässt sich das mit einer Dokumenterkennung am
elegantesten bewerkstelligen.
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Autorensysteme
In Textverarbeitungssystemen, die spezisch streng strukturierte Dokumente
erstellen, kann die Dokumenterkennung unterstützend eingesetzt werden. Im
Vordergrund steht hierbei eine bisher noch nicht diskutierte Eigenschaft der Do-
kumenterkennung: die des Lernens eines Modells. Dokumentmodelle legen in
Autorensystemen die Struktur von Dokumenten zwingend fest, was üblicherwei-
se bei der Publikation unter Verlagen vorausgesetzt wird. Autoren sind jedoch
im allgemeinen keine Computerexperten und werden daher von zu komplexen
Modellen verwirrt. Es können nun aber diejenigen Dokumente, die Autoren
eines bestimmten Sachgebietes erstellt haben, zum Modellernen herangezogen
werden. Wenn die Autoren nur einen Teil des ursprünglichen Modells verwen-
den, wird das neu Gelernte eine Untermenge darstellen; genau diejenige, die für
das bestimme Sachgebiet gebraucht wird [Aho96].
Alternativ dazu dienen Dokumente, die von Autoren mit herkömmlichen
Textverarbeitungen erstellt wurden, als Basis zum Lernen eines Modells. Ein
so gelerntes Modell kann nach einer allfälligen Nachbearbeitung durch Experten
für die weitere Dokumentproduktion als verbindlich vorgeschrieben werden.
1.1.3 Ein ideales Dokumenterkennungssystem
Ein ideales oder universelles System erkennt und analysiert die ihm präsentier-
ten Dokumente ohne weiteres Dazutun eines Operators fehlerfrei. Bei näherer
Betrachtung wird jedoch klar, inwiefern verschiedene Anwendungen auch ver-
schiedene Sichten von denselben Dokumenten haben, es also nicht eine einzige
korrekte Lösung des Erkennungsproblems gibt. Wahrscheinlich ist es auch auf
lange Sicht hinaus nicht möglich, Dokumenterkennungssysteme so zu erweitern,
dass sie fähig sind beliebig viele Schriftarten, Layouts und Strukturvarianten
zu erkennen. Es wird vielmehr nötig sein, die Erkennungssysteme auf einge-
schränkte Problemklassen zu spezialisieren.
Aus diesen Gründen ist es notwendig, die Systeme mit der Fähigkeit auszu-
statten, sich mit Hilfe des Benutzers an eine Problemklasse anzupassen, indem
es von ihm lernt. Ein ideales System interagiert also mit dem Benutzer, ad-
aptiert sich dabei an eine Problemklasse und erkennt fehlertolerant das Layout
und die logische Struktur von Dokumenten.
1.1.4 Interaktivität
Wie bereits geschildert, ist es illusorisch, eine Dokumenterkennung vollauto-
matisch durchführen zu wollen. Die Systeme müssen vom Benutzer laufend
angepasst und Fehler korrigiert werden. Aus ergonomischen Überlegungen darf
sich die Rolle des Benutzers aber nicht darauf beschränken, die Erkennung zu
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initialisieren, zu starten und schliesslich die Fehler zu korrigieren. Vielmehr
sollte er in den Erkennungprozess eingebunden sein und ihn aktiv leiten und
verfolgen. Beim Auftreten von Problemen konsultiert das System selbständig
den Anwender, der aber auch seinerseits aktiv werden, und leitend eingreifen
kann.
1.1.5 Adaption
Wird ein System mit einer neuartigen Problemklasse konfrontiert, ist deren
Erkennung a priori unmöglich. Es ist auf den Benutzer angewiesen, der durch
interaktive Präsentation von Beispielen und Prototypen eine initiale Lernphase
einleitet. Das System generiert aus den gelieferten Informationen ein erstes,
vorläuges Modell für die Problemklasse. Vom System wird nach einer initialen
Lernphase kein hundertprozentig korrektes Funktionieren erwartet. Es stösst
auf neuartige und unbekannte Situationen und macht dabei Fehler. Bei jeder
Fehlerkorrektur, die der Benutzer interaktiv durchführt, hat das System die
Möglichkeit, den Grund für den Fehler zu eruieren und das Modell entsprechend
zu verbessern. In solchen inkrementellen Lernphasen verfeinert sich das Modell
und passt sich sukzessive an die Problemklasse an. Die Leistung des Systems
nimmt folglich mit der Dauer seines Gebrauchs zu.
1.1.6 Fehlertoleranz
Es gibt mehrere Gründe für das Auftreten von Fehlern in der Dokumenterken-
nung. Die zugrundeliegenden Modelle können ungenügend sein (was gegebe-
nenfalls Anlass zu einer inkrementellen Lernphase gibt), oder aber die zu er-
kennenden Dokumente sind verrauscht oder fehlerhaft. Die Ursachen dafür sind
Verschmutzungen der Originale oder Diskretisierungsfehler beim Einscannen,
von Autoren falsch gewählte Layouts oder Schriftarten sowie Tippfehler etc.
Das System soll auf solche Probleme möglichst robust reagieren und allenfalls
gewisse Abweichungen vom Modell tolerieren.
Ein System, das über eine einfache Fehlertoleranz verfügt, prüft kritisch die
eigenen Resultate und informiert den Benutzer wenn Schwierigkeiten auftreten.
Bei einer weitergehenden Fehlertoleranz vermag es selbständig Fehler zu korri-
gieren, indem es beispielsweise verschiedene, sich gegenseitig ergänzende oder
ersetzende Erkennungsmethoden anwendet und deren Resultate gegeneinander
abwägt.
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1.2 Szenario
Das folgende Szenario soll die erwähnten Anforderungen verdeutlichen. Als Bei-
spiel wird die Erkennung von Literaturhinweisen herangezogen. Dies mag für
einen Forscher von Nutzen sein, der gewisse Literaturhinweise aus Publikatio-
nen in eine eigene Datenbank übernehmen möchte, ohne sie abzutippen. Er
digitalisiert den Bibliographieabschnitt beispielsweise mit einem Handscanner.
Er startet die Dokumenterkennung auf dem eingescannten Bild, selektiert gege-
benenfalls einige Ausschnitte, deren Text und Struktur erkannt werden, und er
speichert sie in einer Literaturdatenbank (z.B. BibT
E
X). Der Erkennungsvor-
gang soll nun etwas detaillierter betrachtet werden.
aname fname fname date title booktitle pages
reference refhead refbody
Abbildung 1.3: Manuell zum Eintrag hinzugefügte logische Labels.
In Abbildung 1.3 ist ein gescannter Literatureintrag dargestellt. Sofern das
Erkennungssystem über kein Modell für Literatureinträge verfügt, wird eine
initiale Lernphase eingeleitet. In dieser Phase deniert der Benutzer manuell die
Struktur, indem er interaktiv Textbereiche auswählt und ihnen logische Labels
assoziiert, wie Autor, Titel, Jahr und Verlag. Die Gesamtheit der logischen
Labels und ihre typischerweise hierarchische Anordnung deniert die logische
Struktur für einen spezischen Eintrag. Mit der Extraktion der für das Modell
relevanten Informationen schliesst das System die initiale Lernphase ab. Es ist
nun befähigt, gleichartige Einträge selbständig zu erkennen.
fname ? date
booktitle pages
reference refhead refbody
aname title
Abbildung 1.4: Die Erkennung schlägt fehl an einem neuartigen Eintrag.
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Wenn das System im Laufe der Erkennung auf Einträge stösst, die mit den
bis dahin im Modell gesammelten Informationen nicht analysiert werden können,
wird der Benutzer konsultiert, wie in Abbildung 1.4 gezeigt. Das System vermag
den Eintrag mit zwei Autoren nicht zu interpretieren, weil der gelernte Eintrag
nur einen Autor auührte. Daraus zieht es den Schluss, dass alle Einträge
nur einen einzelnen Autor enthalten. Der Benutzer deblockiert die Situation
durch manuelle Vervollständigung der Struktur, die anschliessend inkrementell
gelernt wird. Das Modell beschreibt nun, dass Literatureinträge einen oder auch
mehrere Autoren beinhalten können.
Nach dieser Betrachtung, was die Strukturerkennung dereinst idealerweise
wird leisten können, folgt eine Beschreibung des für die vorliegende Arbeit ge-
wählten Umfangs.
1.3 Forschungsgegenstand dieser Arbeit
Es wird noch Jahre dauern, bis Forschung und Entwicklung soweit gediehen sind,
um annähernd so leistungsfähige Erkennungssysteme für Dokumente anbieten
zu können, wie es der vorhergehende Abschnitt als wünschenswert darstellt.
Die Forschung ist bis heute lediglich in der Lage, Teilaspekte der Dokumen-
terkennung zu behandlen und entsprechende Fragen zu beantworten. Bereiche
wie OCR, Erkennung der physischen Struktur oder die Erkennung der logischen
Struktur für spezische Anwendungen sind isoliert beforscht worden, ohne in de-
ren Integration zu einem einheitlichen System wesentliche Fortschritte gemacht
zu haben. Funktionsfähigere und exiblere Gesamtsysteme liegen in weiter Fer-
ne.
Die hier präsentierte Arbeit beschränkt sich auf zwei Teilaspekte:
 Die Erforschung und Entwicklung einer Methode für die robuste Erken-
nung der logischen Struktur von Dokumenten.
 Die Erforschung und Entwicklung einer Methode, die ein initiales und
inkrementelles, interaktives und benutzerassistiertes Lernen des Modells
erlaubt, das für die Erkennung benötigt wird.
1.4 Übersicht und Aufbau dieser Arbeit
Die vorliegende Arbeit ist in 10 Kapitel unterteilt.
 Das folgende Kapitel präsentiert eine Systematik der Dokumentstrukturen
und einige Standards für deren Repräsentation.
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 Das Kapitel 3 gibt eine Übersicht der bisherigen Forschungsergebnisse auf
dem Gebiet der Erkennung von Dokumentstrukturen und der Anpassung
von Systemen an neuartige Dokumenttypen durch Lernen.
 Kapitel 4 führt ein statistisches Modell für Dokumentstrukturen ein und
in Kapitel 5 wird gezeigt, wie initiales und inkrementelles Lernen darauf
implementiert wird.
 In Kapitel 6 wird ein heuristischer Algorithmus sowie seine Implementie-
rung in einem Prototyp vorgestellt. Er erkennt die logische Struktur auf
gescannten und segmentierten Dokumenten.
 Die Tests, die mit dem Prototyp durchgeführt wurden und die dabei er-
zielten Resultate werden in Kapitel 7 aufgeführt.
 In Kapitel 8 werden Möglichkeiten der Integration des statistischen Mo-
dells in bestehende Standards besprochen.
 In Kapitel 9 werden mögliche Erweiterungen und Verbesserungen des vor-
gestellen Ansatzes diskutiert.
 Eine abschliessende Diskussion erfolgt in Kapitel 10.
12 KAPITEL 1. EINLEITUNG
Kapitel 2
Dokumentstrukturen
Laut Websters New Collegiate Dictionary ist ein Dokument
A material substance (as a coin or stone) having on it a represen-
tation of the thoughts of men by means of some conventional mark
or symbol.
Diese sehr allgemein gehaltene Denition steht im Gegensatz zur alltäglichen
Vorstellung des Begris Dokument. Nach der handelt es sich um eine papier-
basierte Repräsentation von Text, Bildern und Graphiken. Mit der digitalen
Verarbeitung von Dokumenten ist es möglich, diese nicht mehr ausschliesslich
auf Papier, sondern auch auf elektronischen Datenträgern darzustellen.
Die damit verbundene exiblere Handhabung von Information führte zu ei-
ner bemerkenswerten Weiterentwicklung des Dokumentkonzeptes. So sind zur
klassischen, sequentiellen Form, in der die Informationen im wesentlichen in
einer eindimensionalen Leseordnung angeordnet sind, neue hinzugekommen.
 Bei Hypertext wird ein Dokument in kleinere, semantisch abgeschlosse-
ne Texteinheiten aufgesplittet. Diese werden mittels Verbindungen (so-
genannten Hyperlinks) wieder zusammengefügt, jedoch nicht notwendi-
gerweise in einer sequentiellen, sondern in jeder beliebigen Netzstruktur,
entsprechend den semantischen Zusammenhängen der Texteinheiten.
 Multimediadokumente besitzen zusätzlich zur räumlichen eine zeitliche Di-
mension. Neben statischen Informationen wie Text und Bildern können
sie Animationen, Sprache oder Videosequenzen enthalten. Ein Beispiel für
diesen Typ ist eine Reparaturanleitung, die gewisse Handgrie als Anima-
tion darstellt.
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 Dynamische Dokumente verändern ihren Inhalt mit der Zeit. Interaktive
Dokumente, eine Untergruppe der dynamischen Dokumente, sind in der
Lage, auf Interventionen ihres Lesers in bestimmter Weise zu reagieren,
indem sie beispielsweise Berechnungen durchführen oder kontextbezogene
Inhalte anzeigen. Ein Beispiel dazu stellt eine interaktive Steuererklärung
dar, die den Benutzer durch das Formular führt und selbständig Saldi etc.
berechnet.
Es ist also unklar, wie der Begri des Dokuments befriedigend deniert wer-
den soll. Wenn eine Generalisierung des Begris durchaus Sinn macht, sollte
er dennoch nicht überstrapaziert und von Begrien wie Benutzeroberäche und
dergleichen deutlich abgegrenzt werden.
Wir werden uns auf die Betrachtung der statischen Dokumenttypen be-
schränken wie Zeitungsartikel, Bücher, Briefe und Karteikarten aber auch Hy-
pertexte.
2.1 Das elektronische Dokument
Elektronische Dokumente nehmen im Verlauf ihrer Verarbeitung auf dem Com-
puter verschiedene Formen an. Statische elektronische Dokumente, das heisst
solche, die sich während der Betrachtungszeit nicht verändern, lassen sich adä-
quat in vier Abstraktionsstufen einteilen: das logische und das physische Doku-
ment, den Textinhalt und das Dokumentbild.
2.1.1 Das logische Dokument
Die logische Struktur eines Dokuments beschreibt , wie der Inhalt organisiert ist,
bevor er in einer spezischen physischen Struktur dargestellt wird. Die logische
Struktur zusammen mit dem Inhalt ergibt das logische Dokument. Das logische
Dokument ist typischerweise die Sicht des Autors und Lesers, der den Text
in logische Elemente gliedert. Einige Beispiele für logische Strukturelemente
sind Sätze, Wörter und Zeichen, und auf höherem Niveau Absätze, Kapitel,
Adressen und Fussnoten. Die gängigste Darstellung der logischen Struktur ist
eine Baumstruktur: eine hierarchische Anordnung von logischen Elementen, wie
Abbildung 2.1 zeigt. Das logische Dokument enthält von den hier diskutierten
Repräsentationen am meisten Information und ist somit die abstrakteste.
Gebräuchliche Formate für der Darstellung sind ODA, L
A
T
E
X(mit Einschrän-
kungen) und SGML, beziehungsweise dessen Instanzen HTML, QWERTZ, Li-
nuxdoc etc.
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ARTICLE
HEADER BODY BIBLIOGRAPHY
TITLE AFFILIATIONAUTHOR
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REFER.
SECTION
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SECTION
…
…
…
A Statistical ...
Introduction The importance of struc-
tured documents ...
Abbildung 2.1: Die logische Sicht eines Dokuments.
2.1.2 Das physische Dokument
Die physische Struktur beschreibt, wie der Inhalt auf einem physischen Medium
gesetzt wird. Die physische Struktur ergibt zusammen mit dem Inhalt das
physische Dokument. Derselbe Inhalt lässt sich verschieden organisieren, was
zu verschiedenen Layouts führt. Die Gestaltung wird bestimmt von Attributen
der physischen Elemente wie Schriftart, Zeilenabstände, Zeilenausrichtung und
Seitenabmessungen. Das physische Dokument ist die typische Sicht des Setzers
oder Graphikers, der einen Text angemessen darstellt.
Die gebräuchlichsten Formate für die Darstellung in der Dokumentproduk-
tion sind PostScript [Ado86], Portable Document Format (PDF) [Ado93] und
DVI [Knu86]. Diese Standardformate sind optimiert für die Produktion von Do-
kumenten und daher für die Repräsentation der physischen Struktur in der Er-
kennung ungeeignet. Mit der Document Attribute Format Specication (DAFS)
[RAF95] der Firma RAF Technology existiert nur ein spezialisiertes Format, das
im Forschungsbereich der Dokumenterkennung zunehmende Bedeutung erlangt.
Ein weitreichender Konsens besteht darüber, welche Klassen von physischen
Elementen nötig sind, um physische Strukturen für die Erkennung vollständig
zu beschreiben [DDS
+
97]. Ein Dokument wird zunächst eingeteilt in Seiten.
Diese enthalten Spalten oder Blöcke, welche sich weiter in Zeilen, Wörter und
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LEFT ADJ.
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…
Abbildung 2.2: Die physische Sicht eines Dokuments.
Zeichen gliedern (Abbildung 2.2). Je nach System oder Standard werden Blöcke
auch rekursiv verwendet.
2.1.3 Der Dokumentinhalt
Der Dokumentinhalt bezeichnet die textuelle Information in einem Dokument.
Auf unterster Ebene repräsentiert er eine Sequenz von Zeichen, die zu Wör-
tern, Sätzen und Absätzen zusammengefasst werden. Diese Elemente bilden
eine einfache Struktur, die aus dem Zeichenstrom durch Interpretation von Se-
paratorzeichen gebildet wird. Separatorzeichen sind Abstand, Zeilenumbruch
und Satzzeichen. Der reine Inhalt ist nicht weiter strukturiert und stellt daher
eine untere Abstraktionsebene dar.
Gebräuchliche Formate für die Darstellung sind ASCII- und UNICODE-
Dateien.
2.1.4 Das Dokumentbild
Ein Dokumentbild ist eine zweidimensionale Anordnung von Pixeln beliebiger
Farbe, im Fall von Dokumenten jedoch meist schwarz und weiss. Es wird durch
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1 Introduction
The importance of structured docu-
ments has been widely accepted in
the past few years. In this context, the
reconstruction or recognition …
Abbildung 2.3: Der textuelle Inhalt eines Dokuments.
Rastern aus dem physischen Dokument generiert. Ein Dokumentbild kann ohne
weitere Verarbeitung direkt durch ein Rasterausgabegerät wie Drucker oder
Bildschirm wiedergegeben werden. Das wiedergegebene Bild enthält keinerlei
direkte Strukturinformation und stellt deshalb aus informationstechnischer Sicht
die niedrigste Abstraktionsstufe von Dokumenten dar
1
.
Grundsätzlich lässt sich ein Dokumentbild in jedem Format darstellen. Be-
sonders eignen sich auf Text spezialisierte, verlustfrei komprimierende Bildfor-
mate, wie CCITT Fax Group 3/4 enconding des TIFF Standards (Tagged Image
File Format) [Ald92].
1
Für den Menschen hingegen, der ein Dokument lesen will, ist das Dokumentbild die bevor-
zugte Darstellung. (Für die die auditive oder taktile Wahrnehmung werden wiederum andere
Darstellungen bevorzugt.) Er kann aus der visuellen Wahrnehmung des Dokumentbildes am
schnellsten und einfachsten dessen Struktur erfassen. Dies erklärt auch die Beliebtheit von
what-you-see-is-what-you-get (WYSIWYG) Textverarbeitungen, die während des Editierens
eines Dokumentes sein Bild fortwährend berechnen und am Bildschirm anzeigen.
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Abbildung 2.4: Das Dokument in Bildform.
2.2 Die logisch-physische Dierenzierung
Im vorhergehenden Abschnitt wurde gezeigt, was eine Dokumentstruktur ist
und wie sie dargestellt wird. Wir betrachten nun genauer, warum eine Struktu-
rierung sinnvoll ist, und richten dabei das Augenmerk besonders auf die logische
und physische Struktur.
Das Editieren eines Dokuments ohne jeglichen Begri einer Struktur, ist wie
das Programmieren in Assembler. Ähnliche Parallelen zur strukturierten Pro-
grammierung zieht Reid [Rei89] (siehe Tabelle 2.1). Die Strukturierung gibt
dem Autor eine bessere Übersicht. Er kann leichter Dokumentteile wiederver-
wenden und die Gefahr, im Aufbau und in der Darstellung Fehler zu begehen,
wird reduziert.
Ein Dokument lässt sich am leichtesten auf der logischen Ebene manipulie-
ren. Die interessantesten Anwendungen, die in der Einleitung besprochen wur-
den, benötigen die logische Struktur. Formatkonversionen lassen sich ezient
und leicht auf (logische) SGML Dokumente anwenden, mit der transformation
language, die als Teil von DSSSL speziziert ist [ISO96] (SGML und andere
Standards werden im Abschnitt 2.4 eingehend besprochen). Information Re-
trieval Aufgaben beschränken sich auf eine Kombination von Volltextsuche und
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Programm Dokument
Beispiele für
Strukturelemente
Variablennamen,
Blockstruktur,
Typen,
Kommentare,
Einrückungen
Blockstruktur,
Bezeichner
(logische Tags)
editierbare /
modizierbare Form
Sourcecode logisches Dokument
nicht reversibler
Prozess
Compilation Formatierung
ausführbare /
interpretierbare Form
Maschinencode physisches
Dokument
was wird ausgedrückt Computation Inhalt
Beispiele für Linking /
late Binding
Sprungadressen,
Bibliotheksvarian-
ten,
Optimierungen
Auösung,
Qualität,
Papierformat,
Fontzuweisung
Tabelle 2.1: Analogie zwischen strukturierter Programmierung und strukturier-
ten Dokumenten nach Reid [Rei89]
Parsing des logischen Dokuments, zum Beispiel mit dem frei verfügbaren SGML-
Parser sp [Cla99]. SGML Dokumente lassen sich problemlos direkt archivieren.
Die Archivierung der logischen Repräsentation bietet zudem den Vorteil, sehr
bescheidene Anforderungen an die Speicherkapazität eines Archivs zu stellen,
und dies obwohl sie die Repräsentation ist, die am meisten Information enthält.
Wenn ein Dokument nicht mehr verändert werden soll, wird es formatiert
und in ein physisches Dokument übergeführt. Die meisten Entscheidungen, die
die Darstellung betreen, werden beim Formatieren getroen. Der Vorteil des
formatierten Dokuments liegt darin, dass für einen Ausdruck kein aufwendiger
und kostspieliger Formatierer mehr benötigt wird, und auf diese Weise auch
eine plattformunabhängige Ausgabe ermöglicht. Ein weiterer Vorteil liegt in
der einfacheren Handhabung. Physische Dokumente bestehen in der Regel aus
einer Datei, während logische sehr viele Dateien umfassen können. So hat sich
für den Download langer und qualitativ hochstehender Dokumente das physische
Format PDF und seltener PostScript eingebürgert.
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2.2.1 Zusammenhänge zwischen physischer und logischer
Struktur
In der vorgestellten Systematik hat die duale, physische und logische Sichtwei-
se von demselben Dokument nur dann einen Sinn, wenn zwischen ihnen auch
Verbindungen bestehen. Es ist allerdings nicht trivial, jene Verbindungen sy-
stematisch sichtbar machen zu wollen.
Am einfachsten ist ein Bezug in den Extremitäten auszumachen. Zwischen
Zeichen im logischen und Zeichen im physischen Dokument besteht eine 1:1
Beziehung; ebenso auf der Wurzelebene, die in beiden Fällen das gesamte Do-
kument repräsentiert. Einzige Ausnahmen stellen gewisse graphische Objekte,
sowie Kopf- und Fusszeilen dar.
Für Elemente zwischen den Extremen existieren im allgemeinen keine ein-
deutigen Entsprechungen. So besteht ein Absatz aus mehreren Zeilen und ist
selbst Teil einer oder auch mehrerer Textspalten. Eine systematische Deniti-
onsmöglichkeit einer Beziehung ist, jedes logische Element als aus n physischen
Elementen zusammengesetzt zu betrachten. Im Interesse einer hohen Abstrak-
tion sollten grösstmögliche physische Elemente zur Konstruktion herangezogen
werden. Demnach besteht ein Absatz aus n Zeilen, ein Autorenname aus n
Wörtern und eine Jahreszahl aus 2 oder 4 Zeichen. Die physische Struktur
wird an der logischen gleichermassen aufgehängt. Da sich dies für die Realisie-
rung der Dokumenterkennung als praktisch erwiesen hat, wird es in Kapitel 4
ausführlicher behandelt.
2.2.2 Mikro- und Makrostrukturen
Im Zusammenhang mit der Dokumenterkennung wird zwischen Systemen für
die Erkennung von Mikrostrukturen und solchen zur Erkennung von Makro-
strukturen unterschieden. Diese Unterscheidung ergibt sich, weil aufgrund der
Verschiedenheit der Problematik Erkennungssysteme unterschiedlich konzipiert
werden mussten. Die Erkennung der Makrostruktur hat zum Ziel, die logi-
sche Struktur von der Wurzel bis auf das Niveau von Absätzen zu konstruieren.
Hingegen konstruiert die Erkennung der Mikrostruktur die logische Struktur
innerhalb von Absätzen oder ähnlich grossen logischen Elementen. Dabei wird
zum Beispiel ein Datum mit seinen Bestandteilen wie Tag, Monat, Jahr erkannt
oder ein Literaturhinweis mit Autor, Titel, Verlag und Erscheinungsjahr.
2.3 Die spezisch-generische Dierenzierung
Textintensive Dokumente können in eine grosse Zahl von Typen unterteilt wer-
den (Lehrbücher, Romane, Magazine, Zeitungsartikel, Geschäftsbriefe etc.). Je-
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der der Typen hat seine charakteristische Art, welche logischen Elemente vor-
kommen, wie sie zusammengefügt werden und wie ihr Layout beschaen ist.
Die Charakteristika einer Klasse von Dokumenten werden in einem Modell
deniert. Demnach ist ein logisches Dokument eine Instanz des logischen Mo-
dells, und analog ist ein physisches Dokument eine Instanz des physischen Mo-
dells. Abbildung 2.5 verdeutlicht den Zusammenhang zwischen logischer und
physischer Struktur einerseits und Modell und Instanz andererseits.
Modell Instanz
logisch
physisch
generisch
logisches
Dokument
spezifisch
logisches
Dokument
generisch
physisches
Dokument
spezifisch
physisches
Dokument
Abbildung 2.5: Die logisch-physische und generisch-spezische Dimension in
Dokumentstrukturen.
Das logische Modell, oder die generische logische Struktur, besteht aus ei-
ner Aufzählung, der für die Darstellung eines Dokuments erlaubten logischen
Elemente zusammen mit den Regeln, in welcher Weise sie anzuordnen sind. So
müssen beispielsweise in der Dokumentklasse Buch Kapitel stets mit einem
Titel beginnen, und Literaturhinweise dürfen sich nicht irgendwo sondern nur
am Schluss eines Kapitels benden.
Das physische Modell, oder die generische physische Struktur, ist eine Be-
schreibung, wie die logische Struktur in die physische übersetzt wird, und be-
schreibt implizit oder explizit das Layout einer Dokumentklasse.
Die Separierung von Modell und Instanz hat eine Reihe praktischer Vorteile
für den Produktionsablauf. Verwenden mehrere Autoren ein gleiches logisches
Modell, so ist garantiert, dass ihre Dokumente eine einheitliche logische Struktur
besitzen. Dies erleichtert erheblich die Weiterverarbeitung, wie die Transforma-
tion in andere Dokumenttypen, die einheitliche Formatierung oder die Ablage
in Datenbanken.
Durch die Verwendung eines getrennten Modells für das Layout ist es ande-
rerseits möglich, das Layout einer Klasse von Dokumenten einheitlich zu gestal-
ten, und es zu ändern, ohne die originalen, logischen Dokumente anzupassen.
In der Dokumenterkennung haben Modelle eine Bedeutung bei Systemen,
die nicht für eine einzelne Dokumentklasse konzipiert wurden. Solche Systeme
lassen sich exibel für die Erkennung verschiedener Dokumentklassen einset-
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zen, wenn entsprechende Erkennungsmodelle zur Verfügung stehen. Leider sind
keine einfachen Methoden bekannt, mit denen sich Erkennungsmodelle aus den
entsprechenden Produktionsmodellen automatisch generieren lassen. Als Alter-
native wird in dieser Arbeit eine Methode vorgeschlagen, mit welcher sich ein
Erkennungmodell unter der Mithilfe eines Benutzers erlernen lässt.
2.4 Standards für Dokumentmodelle
Im Zuge der Vereinheitlichung und Vereinfachung des Dokumentenaustausches
wurden Standards für Dokumentmodelle geschaen. Es haben sich im Laufe
der Zeit zwei Standards durchgesetzt: SGML und ODA. Während SGML die
grössere Verbreitung erfahren hat, scheint sich ODA nicht auf breiter Ebene
durchsetzen zu können.
2.4.1 SGML
Die Standard Generalized Markup Language (SGML) [ISO86b] deniert einen
Standard für die Repräsentation von Dokumentstrukturen, der hauptsächlich
zur Darstellung von logischen Dokumenten entwickelt wurde. Das Prinzip be-
steht darin, dass der textuelle Inhalt mit Markup angereichert und so logisch
strukturiert wird. Unter Markup versteht man denierte Symbole, die vom
Inhalt syntaktisch eindeutig unterscheidbar sind. Konkret werden SGML Do-
kumente als ASCII Datei dargestellt; Abbildung 2.6 zeigt Markupsymbole durch
in spitze Klammern eingefasste Bezeichner.
Die Art und Weise, wie logische Elemente angeordnet sind, wird in einer
Document Type Denition (DTD) festgelegt. Die DTD repräsentiert das logi-
sche Modell und stellt im wesentlichen eine kontextfreie Grammatik dar. Die
wichtigsten Operatoren sind im Beispiel in Abbildung 2.6 aufgeführt und haben
die folgenden Bedeutungen: ,: Sequenz,  j: Alternative, *: Iteration, 
+
:
Iteration mindestens einmal, ?: Option.
Erst vor wenigen Jahren wurde mit Document Style Semantics and Specica-
tion Language (DSSSL) [ISO96] ein Standard zur Spezikation von physischen
Modellen für SGML-Modelle verabschiedet. In einer Style Specication wird die
physische Präsentation von logischen Elementen festgelegt und damit das Lay-
out des gesamtem Dokuments. Da eine statische Deklaration für die komplexen
Formatierungsoperationen nicht genügend expressiv ist, wurde in DSSSL mit
einem LISP-Dialekt eine vollständige Programmiersprache integriert.
HTML, eine Instanz von SGML, hat als Sprache des World-Wide-Web in
jüngerer Zeit zu einer explosionsartigen Verbreitung des Internet beigetragen.
Um den Bedürfnissen bezüglich der Publikation von Online-Dokumenten besser
Rechnung zu tragen, wurde die Metasprache SGML wesentlich vereinfacht und
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SGML-Dokument (Instanz) DTD (Modell)
<article>
<title>SGML - Quo vadis?</title>
...
<chap>
<chaptit> Vorwort </chaptit>
<par>
Mit der zunehmenden
Bedeutung
...
</par>
</chap>
</article>
<!element article - -
title, header, abstract,
chap+, biblio? >
<!element chap - -
chaptit,
(par* | subchap*) >
...
Abbildung 2.6: Ausschnitte aus einem SGML-Dokument und der dazugehörigen
DTD.
daraus XML entwickelt. Es ist zu erwarten, dass XML in naher Zukunft eine
erhebliche Bedeutung im WWW erlangen wird.
2.4.2 ODA
Die Open Document Architecture (ODA) [ISO86a] umfasst ein Dokumentmo-
dell für die Spezikation der logischen und physischen Struktur. Sie verwendet
ein binäres Format zur Repräsentation der Struktur sowie des Inhalts. Wie
aus Abbildung 2.7 ersichtlich ist, werden die logische und physische Struktur
als zwei Bäume dargestellt, die gemeinsame, identische Blätter besitzen, welche
Fragmente des Inhalts darstellen. Auf diese Weise bringt ODA die 1:1 Bezie-
hung der logischen und physischen Struktur auf der Inhaltsebene elegant zum
Ausdruck.
Das Dokumentmodell wird ebenfalls als Baum dargestellt, der zusätzlich mit
Attributen versehen ist. Ein erster Satz von Attributen dient der Denition der
Beziehung zwischen logischen Objekten. Hier einige Beispiele: SEQ Sequenz,
REQ obligatorisch, OPT optional, CHO alternativ, REP repetitiv. Ein
zweiter Satz von Attributen deniert die Darstellung des Inhalts, wie die zu
verwendenden Fonts, Zeilenausrichtungen und Umbruchregeln etc.
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ODA-Dokument (Instanz) ODA-Modell
article
title chap
chaptit par
block
page
article
block block
SGML.. Vorw.. Mit..
page
article
title chap
chaptit par
header biblio
SEQ
REQ
REPREQ
OPT
SEQ
REP
Abbildung 2.7: Ausschnitte aus einem ODA-Dokument und dem dazugehörigen
Modell.
2.5 Zusammenfassung
Das Konzept des Dokuments wurde mit der automatisierten Informationsver-
arbeitung auf den Computer übertragbar und dadurch erheblich erweitert. Ein
Dokument kann interaktive Elemente enthalten und auf komplexe Weise mit
anderen Dokumenten verknüpft sein.
Vernünftigerweise muss sich die Erkennung zur Zeit auf textintensive Doku-
mente beschränken, die zudem in ihrer Struktur einem gewissen Modell gehor-
chen.
Abbildung 2.8 zeigt im Überblick die Phasen der Produktion und Erken-
nung von Dokumenten, die dabei verarbeiteten Daten sowie häug verwendete
Formate.
Ein Autor bearbeitet ein Dokument in seiner logischen Repräsentation. Die
Struktur des logischen Dokuments ist durch ein logisches Modell eingeschränkt.
Sie bildet eine Instanz des Modells. Durch Formatierung wird das physische
Dokument erzeugt, dessen Layout weitgehend vom physischen Produktionsmo-
dell bestimmt wird. Daraus lässt sich plattformunabhängig ein Dokumentbild
generieren, welches druckbar und vom Menschen leicht lesbar ist. Mittels der
physischen Dokumenterkennung kann aus einem Dokumentbild ein physisches
Dokument erzeugt werden, das sich aber im Aufbau von einem physischen Do-
kument für die Produktion grundlegend unterscheidet. Der Grund dafür liegt in
der Tatsache, dass Produktion und Erkennung komplett verschiedene Prozesse
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physisches
Dokument
physisches
Dokument
Formatierung
logische
Dokumenterkennung
physische
Dokumenterkennung
Rendering
logisches
Dokument Dokumentbild
Edit
Rendering
- Modell (implizit: PS,..) 
- Parameter (Fonts, Auf-
    lösung, Seitengrösse)
lernen lernen
[SGML]
[PS, PDF,
RTF, DVI]
[DASF]
[DTD] [DSSSL]??
logisches
Produktionsmodell
logisches
Erkennungsmodell
physisches
Produktionsmodell
physisches
Erkennungsmodell
[TIFF,..]
Abbildung 2.8: Die Zusammenhänge zwischen Dokumentmodellen und dem
Produktions- und Erkennungsprozess.
darstellen und infolgedessen in Form von Modellen unterschiedlich parametri-
siert sein müssen.
In einer letzten Stufe wird das logische Dokument rekonstruiert. Modelle,
die alle benötigten Parameter sowie Strukturinformationen enthalten steuern
die Erkennungsprozesse. Durch Austausch der Modelle lässt sich die Erkennung
auf verschiedene Dokumentklassen anwenden. Es sind bisher kaum Methoden
bekannt, mit denen sich Erkennungs- und Produktionsmodelle ineinander über-
führen lassen. In der Dokumenterkennung existieren ferner, mit Ausnahme von
DAFS, keine Standardformate für Dokumentmodelle und -instanzen.
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Kapitel 3
Dokumenterkennung
In den Anfängen der Dokumenterkennung, die bis in die 60er Jahre zurückgehen,
interessierten sich Forscher und Anwender vorrangig für die optische Zeichener-
kennung (OCR). Obgleich die sich damit ergebende Problematik nicht trivial
ist, hat die optische Zeichenerkennung bis heute einen hohen Reifegrad erreicht.
Auch existieren mittlerweile eine Reihe kommerzieller Systeme, die teilweise
genügend preiswert sind, um von einem breiten Publikum genutzt zu werden.
Eine weitergehende Extraktion von Information aus Dokumenten wurde erst
mit der Verfügbarkeit erschwinglicher und leistungsfähiger Rechner zu Beginn
der 80er Jahre möglich. Dies führte zu einer wahren Explosion von Forschungs-
aktivitäten rund um die Dokumenterkennung. Deren Themenbereiche umfassen
Handschriftenerkennung und Verikation von Unterschriften, Erkennung nicht
lateinischer Alphabete und Fonterkennung, Extraktion der physischen und lo-
gischen Struktur sowie die Erkennung von Tabellen, technischen Zeichnungen
und Plänen, mathematischen Formeln und Musiknoten.
Wenn wir daraus die Entwicklung der Strukturerkennung herausgreifen und
näher betrachten, so stellen wir erhebliche Fortschritte fest. Erste Systeme
waren auf enge Problembereiche spezialisiert und konnten grundsätzlich nicht
auf neue Bereiche angepasst werden. Mit der Einführung von Modellen in der
Dokumentproduktion wurde deren Konzept auf den Erkennungsprozess ange-
wandt. Durch Verändern des Modells liess sich ein Erkennungssystem exibel
an neue Problemklassen adaptieren. Da die Erstellung von Erkennungsmo-
dellen eine komplexe und zudem fehleranfällige Arbeit darstellt, die überdies
nur von Experten zu bewerkstelligen ist, konzentriert sich die aktuelle Ent-
wicklung auf das automatisierte Lernen von Modellen. In diesem noch jun-
gen Forschungsbereich existieren bislang nur eine Handvoll neuerer Publikatio-
nen [OK95, HT98, ICD95, ICD97, BW97].
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Die folgenden Abschnitte geben einen Überblick über die wichtigsten wissen-
schaftlichen Publikationen, die in den letzten zwei Jahrzehnten erschienen sind.
Wir beschränken uns dabei auf Themen, die insofern in einem direkten Bezug zu
dieser Arbeit stehen, als sie die die Erkennung der logischen Dokumentstruktur
und das Lernen von Erkennungsmodellen behandeln.
3.1 Bisherige Forschungsarbeiten
Es ist nicht einfach die diversen Dokumenterkennungssysteme einander direkt
gegenüberzustellen. Jedes System hat seine spezischen Charakteristika auf ei-
ner breiten Skala von Eigenschaften. Da ein möglichst systematischer Vergleich
zwischen den Systemen angestrebt wird, erfolgt eine kurze Auistung der zu
vergleichenden Eigenschaften:
Genereller Ansatz: Welche, aus anderen Bereichen der Informatik bekannten
Methoden der Mustererkennung oder Schlussfolgerung wird verwendet?
Man stösst auf syntaktische Ansätze und auf Ansätze der Articial In-
telligence im weitesten Sinne. Rein statistische Ansätze sind bisher nicht
dokumentiert.
Lernen / Erkennen: Handelt es sich um ein reines Erkennungssystem, oder
bietet es Möglichkeiten, sich durch Lernen an besondere Situationen an-
zupassen?
Strukturtyp: Erkennt das System nur die physische oder auch die logische
Struktur?
Generizität: Wie exibel kann das System an neue Problembereiche angepasst
werden? Ist das System hart programmiert oder basiert es auf einem
manuell erstellten oder einem gelernten Modell?
Modellrepräsentation: Wie wird das Modell repräsentiert? Man ndet at-
tribuierte und nicht attribuierte Grammatiken, Baumgrammatiken, Ent-
scheidungsbäume, Frames, semantische Netzwerke.
Modellinformationen: Welche Informationen werden im Modell dargestellt?
Beispiele sind geometrisches Layout, Fontinformation, logische Struktur,
Listen mit Schlüsselwörtern und Wörterbücher.
Methode der Analyse: Auf welche Art erfolgt die Analyse? Top-down, bot-
tom-up, mixed mode Analyse oder gerichtete Erkennung?
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Die folgenden Abschnitte sind Kurzbeschreibungen der wichtigsten Arbeiten
aus dem Bereich der logischen Strukturerkennung von Dokumenten sowie dem
Lernen von logischen Dokumentmodellen. Eine stichwortartige Übersicht der
Erkennungsmethoden ist zudem in Tabelle 3.1 gegeben.
3.1.1 Wissensbasierte Ansätze
InfoPortLab [Bay93, BBMS94] wurde von Thomas Bayer und seinen Mit-
arbeitern bei Daimler-Benz Research entwickelt. Ihr Ziel ist die Extraktion von
logischen Elementen aus Geschäftsbriefen unter Verwendung einer wissensba-
sierten Architektur.
Das Modell wird durch ein semantisches Netz in der Sprache FRESCO reprä-
sentiert. Es enthält einerseits statisches, deklaratives Wissen über den logischen
und physischen Aufbau (Dokumentmodell) und andererseits dynamisches, pro-
zedurales Wissen über anzuwendende Algorithmen und Erkennungsstrategien.
Das Dokumentmodell besteht aus einer Hierarchie von logischen Konzepten,
die untereinander mit has-a-Relationen verbunden sind (z.B Address has-a
Street). Zudem sind sie über subclass-Relationen mit physischen Konzep-
ten verknüpft, wodurch sie alles Wissen von ihnen erben. Im algorithmischen
Modell wird jeder Algorithmus als Konzept mit drei Attributen beschrieben:
Vorbedingungen, Nachbedingungen und Berechnungsaufwand. Mit Hilfe dieser
Informationen optimiert das System selbständig den Ablauf von Algorithmen.
Der Ansatz beinhaltet limitierte Lernmöglichkeiten, zum Beispiel für die An-
passung interner fuzzy-Parameter.
Der Inferenzalgorithmus läuft in drei Phasen ab: Erstens werden Hypothe-
sen für Konzepte gebildet (top-down), zweitens werden die physischen Elemente
aufbereitet (bottom-up) und schliesslich werden die logischen Konzepte inter-
pretiert und instanziert (bottom-up).
In der ersten Testphase wurden Betragsfelder in Einzahlungsscheinen sowie
Daten in Briefen erkannt. In der zweiten Testphase [BW95] wurden Sender- und
Empfängeradresse, Datum und Begrüssung aus 161 Geschäftsbriefen extrahiert.
OceMAID [Den92, DBH
+
94] wurde in der Arbeitsgruppe von Andreas
Dengel am DFKI in Kaiserslautern entwickelt. Es ist für die Analyse, Inter-
pretation und automatische Weiterleitung von Geschäftsbriefen konzipiert. Auf
der zuvor extrahierten Hierarchie von physischen Objekten wird die logische
Struktur konstruiert. Dies läuft in drei Stufen ab; Als erstes werden Hypothe-
sen für die Orte und Anordnung von logischen Objekten generiert. Das dabei
zugrundeliegende Modell ist ein geometrischer Entscheidungsbaum, GTree. Die
Hypothesen werden anschliessend mit 108 Regeln aus einer statistischen Daten-
bank für Geschäftsbriefe in ihrer lokalen Kohärenz bewertet. Schliesslich erfolgt
30 KAPITEL 3. DOKUMENTERKENNUNG
eine letzte Plausibilitätsprüfung durch einen Vergleich der Hypothesen mit 18
globalen Konsistenzregeln. Die Methode erlaubt ein initiales und inkrementelles
Lernen des GTree [Den93]. Die Konsistenzregeln sind handgeneriert, basierend
auf statistischen Daten.
Der Ansatz wurde an 100 einseitigen Geschäftsbriefen getestet, wobei in 91%
der Dokumente die korrekte logische Struktur gefunden wurde.
PLRS [EMS95] ist eine Entwicklung der Arbeitsgruppe um Floriana Espo-
sito der Universität von Bari. Ihr Ziel ist ein System für die automatische Klas-
sikation und die Erkennung der logischen Struktur von Dokumenten. In einer
globalen top-down Analyse werden Spalten, Textblöcke, Abbildungen und Ta-
bellen detektiert. Die daran anschliessende bottom-up Analyse gruppiert Blöcke
zu logischen Elementen zusammen. Beide Analysestufen werden von einem aus
PROLOG-Regeln bestehendem Modell gesteuert. Die Regeln werden in einer
Lernphase automatisch generiert [EMS93].
Der Prototyp wurde an 200 einseitigen Dokumenten aus den Bereichen Ge-
schäftsbriefe, Faxcovers, Inhaltsverzeichnisse und einzelne Seiten aus Konferenz-
proceedings getestet.
Graphein [Che93] entwickelte Yannick Chenevoy am CRIN-CNRS in Nancy
für die Erkennung einer breiten Palette von Dokumenttypen. Als Basis verwen-
det er eine Blackboard-Architektur, über die Spezialisten Informationen aus-
tauschen. Hypothesen werden in einer mixed-mode (top-down und bottom-up)
Strategie erzeugt und mit einem Entropie-Score bewertet. Das Modell orientiert
sich an ODA und ist in ATOME, einem LISP-Dialekt, formalisiert. Der Ansatz
wurde mit der Erkennung von Karteikarten eines Bibliothekkatalogs validiert.
Später wurde dieser Ansatz von Tunde Akindele aufgegrien und mit Me-
chanismen für das automatische Lernen des Modells erweitert [Aki95b, Aki95a].
In ein initiales Modell, das die physische Struktur eines Dokuments repräsen-
tiert, werden schrittweise weitere Dokumente der gleichen Klasse hineinfusio-
niert. Mit Standardmethoden aus der Theorie der Baumgrammatiken wird das
Modell nach Fusionsschritten regelmässig vereinfacht.
DeLoS [NS95] wurde von Debashish Niyogi in der Gruppe von Sargur Sri-
hari (CEDAR) an der Universität von Bualo entwickelt. Dabei handelt es sich
um ein wissensbasiertes System für die Extraktion der logischen Struktur aus
Dokumentbildern. PROLOG-Klauseln repräsentieren Kontrollregeln für die lo-
kale Steuerung des Inferenzprozesses, Strategieregeln für die globale Steuerung
der Erkennungsstrategie und Wissen über die Interpretation des Layouts. Die
Regeln implementieren eine gemischte Top-down Bottom-up Kontrollarchitek-
tur. Durch Erweiterung der Regeln, kann das System an neue Problemklassen
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adaptiert werden. Die Tests wurden an 44 einseitigen Dokumentbildern aus
Tageszeitungen durchgeführt.
IDA [Kre93] wurde von Joachim Kreich bei der Siemens AG in München
mit dem Ziel entwickelt, die logische Struktur von Briefköpfen zu erkennen.
Im Modell wird zwischen Domain Knowledge (Modell der Dokumentstruktur)
und Control Knowledge (Prozesswissen, wie die Domain Knowledge gehandhabt
wird) unterschieden. Die erzeugten Hypothesen werden auf dem Dokumentmo-
dell basierend in ihrer Konsistenz geprüft und bewertet. Das Ergebnis wird
in einer best-rst Suche aus den generierten Hypothesen ermittelt. Es wurden
nach unseren Kenntnissen keine Testresultate publiziert.
IDUS [TL96] entwickelten Suzanne Taylor und Mark Lipshutz bei Lockheed
Martin in Paoli. Das Ziel ihres Projekts ist die Dokumentkonversion und die
Extraktion von logischen Elementen aus Geschäftsbriefen. Ein hybrides Modell
dient zur Analyse der logischen Objekte (funktionale Objekte in der Termi-
nologie von Taylor/Lipshutz). Intra-Objekt-Wissen ist in Fuzzy-Logik imple-
mentiert, Inter-Objekt-Wissen mit Standard PROLOG-Prädikaten. Die Tests
wurden an 120 einseitigen Geschäftsbriefen durchgeführt.
3.1.2 Syntaktische Ansätze
OSCAR-II [Hu94, Ing88, Ing91] wurde von Tao Hu in der Gruppe von
Rolf Ingold an der Universität Fribourg entwickelt. Das Ziel dieses Projekts
ist die Erkennung der logischen Struktur von Dokumenten aus verschiedenen
Klassen. Das Erkennungsmodell besteht aus einer attribuierten, kontextfreien
Grammatik. Die generisch logische Dokumentstruktur wird durch die kontext-
freien Produktionsregeln repräsentiert, während die physische Präsentation der
logischen Elemente in den entsprechenden Attributen dargestellt ist. Die logi-
sche Struktur eines Dokuments wird beim Parsen seiner physischen Struktur
unter Verwendung einer top-down Strategie extrahiert. Durch den Einsatz von
Fuzzy-Logik Matching und dynamischen, heuristischen Schwellwerten wird eine
Fehlertoleranz in der Erkennung erreicht. Die Komplexität der Erkennung lässt
sich mit einer dynamic-programming Suchstrategie erheblich reduzieren.
Die Tests wurden durchgeführt an einem einseitigen Dokument, an einem
16-seitigen Gesetzestext und an einem 22-seitigen Kapitel aus einem Chemie-
lehrbuch.
TWIG [Con93] ist ein Projekt, das von Alan Conway am Hitachi Labora-
tory in Dublin unterhalten wird. Das Ziel ist die Konversion von Papierdoku-
menten in eine logische, strukturierte Form (SGML). Nach der Segmentierung
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und Zeichenerkennung wird die Sequenz von physischen Elementen mit einem
von einer Page-Layout-Grammar getriebenen Parser analysiert. Das Resultat
ist eine Sequenz von logischen Elementen. Durch nochmaliges Parsen mit ei-
ner Logical-Structure-Grammar wird die logische Struktur erzeugt. Eine Page-
Layout-Grammar ist eine kontextfreie Grammatik, die leicht erweitert wurde,
um einfache geometrische Beziehungen zwischen Elementen darstellen zu kön-
nen. Es werden keine Resultate präsentiert.
3.1.3 Lernen von Modellen
MarkItUp! [FX93] von Peter Fankhauser und Yi Xu wurde am GMD in
Darmstadt entwickelt. Das Ziel ist die automatisierte Generierung von DTD-
Grammatiken aus gegebenen SGML-Dokumenten. Das System hat die Fähig-
keit, aus einzelnen, von Hand strukturierten SGML-Dokumenten eine DTD zu
konstruieren. Wenn mit der gelernten DTD bei einem späteren Parsen von un-
strukturierten Dokumenten Fehler auftreten, so kann der Benutzer diese mit
einem Struktureditor korrigieren und die somit angepassten Dokumente inkre-
mentell lernen lassen.
Das System kann nur auf Dokumente angewendet werden, die auf der Zei-
chenebene hoch strukturiert sind, da keinerlei Layoutinformation berücksichtigt
wird. Dies ist zum Beispiel bei Literaturverzeichnissen der Fall, mit denen auch
die Tests durchgeführt wurden. Die erzeugten DTDs sind kryptisch und manuell
nur sehr schwer nachzubearbeiten.
System Ahonen [Aho96] wurde entwickelt von Helena Ahonen an der
Universität von Helsinki. Ihr Ziel ist die Entwicklung eines Werkzeugs für die
automatische Generierung einer DTD aus vorgegebenen SGML-Dokumenten.
Spezielle Vorkehrungen werden getroen, um Mehrdeutigkeiten einer DTD zu
beheben (SGML-DTD's müssen 1-unambiguous sein). Es ist ein vorrangiges
Ziel des Projekts, DTD's zu erzeugen, die vom Menschen verstanden und nach-
bearbeitet werden können.
FRED [Sha95] wurde von Keith Shafer am Online Computer Library Center
(OCLG) in Dublin/Ohio entwickelt. Das Ziel ist die automatische Generierung
einer DTD für Dokumente, die zwar SGML-strukturiert sind, zu denen aber
keine DTD mehr existiert. Die Generierung ist so konzipiert, dass sie als Batch-
Prozess ablaufen kann.
3.1. BISHERIGE FORSCHUNGSARBEITEN 33
S
y
s
t
e
m
A
u
t
o
r
e
n
A
n
s
a
t
z
R
e
p
r
ä
s
e
n
t
a
t
i
o
n
d
e
s
M
o
d
e
l
l
s
T
e
s
t
d
a
t
e
n
B
e
s
o
n
d
e
r
h
e
i
t
e
n
I
n
f
o
P
o
r
t
L
a
b
B
a
y
e
r
S
e
m
a
n
t
i
s
c
h
e
s
N
e
t
z
S
e
m
a
n
t
i
s
c
h
e
s
N
e
t
z
m
i
t
C
o
n
c
e
p
t
s
,
A
t
t
r
i
b
u
t
e
s
,
D
e
s
c
r
i
p
t
i
o
n
s
,
C
o
n
s
t
r
a
i
n
t
s
1
6
1
e
i
n
s
e
i
t
i
g
e
G
e
s
c
h
ä
f
t
s
b
r
i
e
f
e
F
e
h
l
e
r
t
o
l
e
r
a
n
t
,
p
a
r
a
l
l
e
l
e
A
r
c
h
i
t
e
k
t
u
r
O

c
e
M
A
I
D
D
e
n
g
e
l
K
n
o
w
l
e
d
g
e
b
a
s
e
d
g
e
o
m
e
t
r
i
s
c
h
e
s
L
a
y
o
u
t
(
G
T
r
e
e
)
,
l
o
k
a
l
e
u
n
d
g
l
o
b
a
l
e
K
o
n
s
i
s
t
e
n
z
r
e
g
e
l
n
1
0
0
e
i
n
s
e
i
t
i
g
e
G
e
s
c
h
ä
f
t
s
b
r
i
e
f
e
G
T
r
e
e
k
a
n
n
i
n
i
t
i
a
l
u
n
d
i
n
k
r
e
m
e
n
t
e
l
l
g
e
l
e
r
n
t
w
e
r
d
e
n
P
L
R
S
E
s
p
o
s
i
t
o
K
n
o
w
l
e
d
g
e
b
a
s
e
d
P
R
O
L
O
G
-
R
e
g
e
l
n
2
0
0
e
i
n
s
e
i
t
i
g
e
D
o
k
u
m
e
n
t
e
a
u
s
d
i
v
e
r
s
e
n
K
l
a
s
s
e
n
E
r
m
ö
g
l
i
c
h
t
i
n
i
t
i
a
l
e
s
L
e
r
n
e
n
d
e
r
P
R
O
L
O
G
-
R
e
g
e
l
n
G
r
a
p
h
e
i
n
C
h
e
n
e
-
v
o
y
,
B
e
l
a
ï
d
M
u
l
t
i
-
A
g
e
n
t
B
l
a
c
k
b
o
a
r
d
O
D
A
-
Ä
h
n
l
i
c
h
e
H
i
e
r
a
r
c
h
i
e
v
o
n
l
o
g
.
O
b
j
e
k
t
e
n
.
B
l
ä
t
t
e
r
h
a
b
e
n
p
h
y
s
.
A
t
t
r
i
b
u
t
e

I
n
t
e
l
l
i
g
e
n
t
e
s
H
y
p
o
t
h
e
s
e
n
m
a
n
a
-
g
e
m
e
n
t
,
L
e
r
n
a
l
g
o
r
i
t
h
m
u
s
i
n
n
e
u
e
r
e
r
P
u
b
l
i
k
a
t
i
o
n
v
o
r
g
e
s
c
h
l
a
g
e
n
D
e
L
o
S
N
i
y
o
g
i
,
S
r
i
h
a
r
i
K
n
o
w
l
e
d
g
e
b
a
s
e
d
P
R
O
L
O
G
-
R
e
g
e
l
n
:
K
n
o
w
-
l
e
d
g
e
-
,
C
o
n
t
r
o
l
-
,
S
t
r
a
t
e
g
y
-
R
e
g
e
l
n
.
1
6
0
R
e
g
e
l
n
(
e
r
w
e
i
t
e
r
b
a
r
)
4
4
e
i
n
s
e
i
t
i
g
e
S
e
i
t
e
n
a
u
s
T
a
g
e
s
z
e
i
t
u
n
g
e
n
M
i
x
e
d
m
o
d
e
A
n
a
l
y
s
e
I
D
U
S
T
a
y
l
o
r
,
L
i
p
s
h
u
t
z
F
e
a
t
u
r
e
c
l
a
s
s
i

c
a
t
i
o
n
,
K
n
o
w
l
e
d
g
e
b
a
s
e
d
F
u
z
z
y
f
e
a
t
u
r
e
s
,
P
R
O
L
O
G
-
P
r
ä
d
i
k
a
t
e

B
l
a
c
k
b
o
a
r
d
K
o
n
t
r
o
l
l
a
r
c
h
i
t
e
k
-
t
u
r
,
M
a
t
c
h
i
n
g
v
o
n
S
c
h
l
ü
s
s
e
l
-
w
ö
r
t
e
r
n
,
m
u
l
t
i
p
l
e
k
n
o
w
l
e
d
g
e
s
o
u
r
c
e
s
O
S
C
A
R
-
I
I
I
n
g
o
l
d
,
H
u
s
y
n
t
a
k
t
i
s
c
h
a
t
t
r
i
b
u
i
e
r
t
e
G
r
a
m
m
a
t
i
k
m
e
h
r
s
e
i
t
i
g
e
D
o
k
u
-
m
e
n
t
e
a
u
s
v
e
r
s
c
h
i
e
-
d
e
n
e
n
K
l
a
s
s
e
n
F
e
h
l
e
r
t
o
l
e
r
a
n
z
(
f
u
z
z
y
-
l
o
g
i
c
m
a
t
c
h
i
n
g
)
,
d
y
n
a
m
i
c
-
p
r
o
g
r
a
m
-
m
i
n
g
S
u
c
h
s
t
r
a
t
e
g
i
e
T
W
I
G
C
o
n
w
a
y
s
y
n
t
a
k
t
i
s
c
h
P
a
g
e
-
L
a
y
o
u
t
-
G
r
a
m
m
a
r
,
L
o
g
i
c
a
l
-
S
t
r
u
c
t
u
r
e
-
G
r
a
m
m
a
r

e
r
z
e
u
g
t
d
i
r
e
k
t
S
G
M
L
-
D
o
k
u
m
e
n
t
e
T
a
b
e
l
l
e
3
.
1
:
Ü
b
e
r
s
i
c
h
t
d
e
r
d
i
s
k
u
t
i
e
r
t
e
n
A
n
s
ä
t
z
e
f
ü
r
d
i
e
E
r
k
e
n
n
u
n
g
d
e
r
l
o
g
i
s
c
h
e
n
S
t
r
u
k
t
u
r
34 KAPITEL 3. DOKUMENTERKENNUNG
3.2 Das Projekt CIDRE
Nachdem sich an unserem Institut eine noch junge Arbeitsgruppe für Doku-
menterkennung etabliert hatte, wurde 1994 ein neues Projekt ins Leben ge-
rufen. Die Motivation für das Projekt CIDRE
1
(cooperative and interactive
document reverse engineering) war eine grundlegende Neubeurteilung der Pro-
blematik der Dokumenterkennung, in dessen Verlauf eine Reihe von Publikatio-
nen erschienen sind [BBI95, BBZI96b, BBZI96a, BK97, BZI93, BZI97, BBI98,
BI98a, RI98]. Im folgenden werden die drei Hauptaspekte des Projekts erläu-
tert: Interaktivität, kooperative Systemarchitektur und lernfähige Modelle. Die
beiden ersten Aspekte bilden das Schwergewicht in der Dissertation von Fédéric
Bapst [Bap98a], während der letzte Gegenstand der vorliegenden Arbeit ist.
Der Anspruch auf eine vollautomatische Dokumenterkennung wird in CIDRE
aufgegeben. Diese Entscheidung gründet auf der Einsicht, dass mit den heute
verfügbaren Mitteln der Informatik der Ertrag am optimalsten ist, wenn ein Do-
kumenterkennungssystem von einem Anwender assistiert wird. Dies erfordert
eine hohe Interaktivität zwischen Anwender und System. Die Rolle des Anwen-
ders darf sich aber nicht auf die eintönige Arbeit beschränken, die Fehler des
Systems zu korrigieren. Vielmehr soll das System die Interaktionen nutzen, um
die eigene Leistung fortwährend zu verbessern und somit langfristig auf immer
weniger Eingrie des Anwenders angewiesen zu sein.
Ein weiterer Schlüssel für die Verbesserung der Dokumenterkennungsleistung
liegt in der Systemarchitektur. Die klassische Architektur ist eine Aneinander-
reihung von einzelnen Prozessen. CIDRE bricht mit diesem Paradigma, unter
dem Postulat, dass eine Sequentialisierung der Verarbeitung für die Dokumen-
terkennung ungeeignet ist. Als Alternative wird eine Parallelisierung vorgeschla-
gen, die es erlaubt, dass verschiedene Prozesse gleichzeitig an einem Problem
arbeiten. Durch Kooperation ergänzen sie sich gegenseitig und handeln selb-
ständig Verarbeitungsabläufe aus.
Schliesslich wird dem Erkennungsmodell eine wichtige Rolle zugesprochen.
Wenn in klassischen Systemen das Modell als ein Parameter der Erkennung be-
trachtet wird, so ist es in CIDRE eher ein Resultat davon. Da in typischen
Fällen kein Erkennungsmodell verfügbar ist, wird dessen Erstellung in den ge-
samten Erkennungsprozess eingebunden. Mit inkrementellen Lernfähigkeiten
ausgestattet, verfeinert es sich mit jeder Interaktion des Anwenders, um schliess-
lich eine Dokumentklasse möglichst vollständig zu modellieren. Somit ist es
sogar denkbar, ein weitgehend verfeinertes Erkennungsmodell in ein Standard-
Produktionsmodell umzuformen.
1
Das Projekt CIDRE wurde unterstützt vom Schweizerischen Nationalfonds zur Förderung
der wissenschaftlichen Forschung; Beitrag Nr. 21-42'355.94.
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3.3 Zusammenfassung
Die optische Dokumenterkennung ist ein intensiv beforschter Bereich. Das gilt
insbesondere für die Zeichenerkennung (OCR) und grundlegende Techniken der
physischen Strukturerkennung (Segmentierung). Die Erkennung der logischen
Dokumentstruktur ndet in jüngerer Zeit zunehmend Beachtung. Aufgrund
der hohen Komplexität des Erkennungsproblems kommen Ansätze aus der For-
schung der Articial Intelligence (AI) zur Anwendung: semantische Netzwerke,
in LISP oder PROLOG implementierte Reasoning Systeme und Fuzzy-Logik.
Die vorgestellten Systeme wurden zumeist mit relativ wenigen und dazu ein-
seitigen Dokumenten aus nur einer Klasse getestet. Innerhalb eines solcherart
eingeschränkten Problembereichs lassen sich zufriedenstellende Resultate erzie-
len. Es scheint jedoch, dass komplexere und längere Dokumente derzeit nicht
bearbeitet werden können. Daher ist ein Trend hin zu hybriden Multi-Expert
Systemen zu beobachten, in denen unabhängige Module gemeinsam und koope-
rativ Erkennungsprobleme zu lösen versuchen.
Der Aspekt der benutzerassistierten Adaption eines Systems an eine neue
Problemklasse wird selten in Betracht gezogen. Ein Grund dafür mag sein, dass
weitgehend unbekannt ist, wie komplexe Modelle der AI (semantische Netz-
werke, PROLOG-Programme etc.) automatisch gelernt werden können. Ein
weiterer Grund ist vermutlich, dass die Systeme für ein korrektes und fehler-
tolerantes Funktionieren auf Handoptimierungen in ihren Modellen angewiesen
sind.
Eine bemerkenswerte Tatsache ist ferner, dass kaum ein Erkennungssystem
Fontinformationen verarbeiten kann. Dies ist nur damit zu erklären, dass die
optische Fonterkennung (OFR) erstaunlicherweise lange Jahre völlig vernach-
lässigt wurde.
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Kapitel 4
Ein statistisches
Dokumentmodell
In den vergangenen drei Dekaden ist ein neuer Forschungszweig in der Informa-
tik entstanden, der allgemein grosses Interesse und rege Forschungsaktivitäten
weckt: Die künstliche Intelligenz (AI, articial intelligence). Dieser sehr weit-
läuge Begri umfasst eine Reihe von Anwendungen, von denen einige Beispiele
aufgeführt sind:
 Diagnose, Vorhersage und Entscheidungen in komplexen Situationen mit
Hilfe von Expertensystemen, zum Beispiel Diagnose einer Krankheit auf-
grund beobachteter Symptome
 Interpretation und Klassikation komplexer Objekte, zum Beispiel Iden-
tikation von Personen in Bildern (Computer Vision) oder Buchstabener-
kennung (OCR)
 Komplexes Problemlösen, zum Beispiel Schachspielen
 Verarbeitung natürlicher Sprache, zum Beispiel für das Diktieren von Tex-
ten in Systemen mit automatischer Spracheingabe
 Automatisches Beweisen von Theoremen
In der AI-Forschung wurden Methoden entwickelt, die sich grob in die folgen-
den Familien einteilen lassen: regelbasierte Methoden der formalen Logik (rst
order logic, non-monotonic logic), Methoden der formalen Sprachen (Parsing
mit klassischen Grammatiken, Baumgrammatiken, etc.), Reasoning Systeme
(semantische Netzwerke). Eine weitere wichtige Familie zur Lösung der oben
37
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genannten Problembereiche bilden die statistischen Ansätze [Han93]. Es ist
allgemein üblich, Ansätze dann als statistisch zu bezeichnen, wenn darin ver-
wendete Methoden oder Repräsentationen in einem Zusammenhang zur Wahr-
scheinlichkeitsrechnung stehen. Beispiele für statistische Ansätze sind:
Bayessche Klassikation ist eine grundlegende und dennoch leistungsfähige
Methode der Klassizierung von Vektoren.
Belief Networks beschreiben die Verknüpfungen von Zufallsvariablen entspre-
chend ihrer Abhängigkeiten untereinander. In Bayesschen Netzwerken ent-
spricht eine Verbindung einer bedingten Wahrscheinlichkeit. Sie drücken
Zusammenhänge aus wie beispielsweise Bei Glukose im Urin besteht zu
70% die Wahrscheinlichkeit einer Diabeteserkrankung.. Belief Networks
werden bevorzugt in Expertensystemen eingesetzt.
Entscheidungsbäume sind stochastisch, wenn die Pfade mit Unsicherheits-
faktoren (Wahrscheinlichkeiten) attribuiert sind. Auch sie werden in Ex-
pertensystemen eingesetzt.
Markov-Modelle beschreiben Ketten von Ereignissen mit bedingten Wahr-
scheinlichkeiten (n-Gramme). Auf sie wird anschliessend näher eingegan-
gen, weil sie am nächsten mit dem später vorgeschlagenen statistischen
Dokumentmodell verwandt sind. Markov-Modelle werden erfolgreich in
der Erkennung von Handschriften und gesprochener Sprache eingesetzt.
Probabilistische Grammatiken sind eine Erweiterung klassischer Gramma-
tiken, bei denen Produktionsregeln mit der Wahrscheinlichkeit ihrer An-
wendung attribuiert sind. Sie werden für die Modellierung der Syntax
natürlicher Sprachen verwendet.
Fuzzy-Logik ist kein echter statistischer Ansatz. Die Darstellung von Plausi-
bilitäten linguistischer Variablen hat aber grosse Ähnlichkeiten mit Wahr-
scheinlichkeitsverteilungen. Fuzzy-Logik wird unter anderem in komple-
xen Steuerungsprozessen eingesetzt.
Neuronale Netze wie Multilayer Perzeptron, Kohonen Map oder Hopeld
Netze verwenden in der Regel statistikähnliche Methoden für das Lernen
interner Gewichte. Neuronale Netzwerke werden für die Klassizierung
eingesetzt.
Statistische Methoden verbinden eine Reihe von Vorteilen, die sie von ande-
ren Ansätzen abheben. Eine erste Stärke ist die leichte Lernmöglichkeit ihrer
Modelle. Im Falle der Bayesschen Netzwerke oder der Fuzzy-Logik erfolgt das
Lernen durch Beobachtung oder Befragung von Experten; eine weitergehende
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Aufbereitung der Daten ist nicht nötig. Markov-Modelle und Neuronale Netze
passen sich sogar selbständig an ein Problem an. Im weiteren erleichtern sta-
tistische Ansätze die Verarbeitung von unsicherer Information, da sie tolerant
auf Unschärfen in den zu verarbeitenden Daten reagieren. Schliesslich gelan-
gen statistische Ansätze dort zur Anwendung, wo nicht notwendigerweise eine
perfekte Lösung, sondern eine Annäherung daran gesucht wird.
Um von den Vorteilen der leichten Lernbarkeit und Fehlertoleranz für die
Dokumenterkennung einen Nutzen ziehen zu können, wurden die genannten
Ansätze einer detaillierten Untersuchung unterzogen. In dieser Evaluation der
statistischen und nicht-statistischen Ansätze haben sich n-Gramm-Modelle als
besonders vielversprechend herausgestellt. Sie werden in den folgenden Ab-
schnitten näher betrachtet.
4.1 n-Gramm Modelle
Im Folgenden wird der Begri der Markov-Kette eingeführt und das statistische
Modell der n-Gramme deniert. n-Gramme werden insbesondere im Zusam-
menhang mit der Verarbeitung natürlicher Sprachen verwendet [Cha93], wo sie
Ereignissequenzen (zum Beispiel Buchstaben, Laute oder Wörter) modellieren.
Anschliessend wird gezeigt, wie sich das Konzept der n-Gramm-Modelle erwei-
tern lässt, um komplexere Strukturen wie Bäume oder Graphen beschreiben zu
können.
4.1.1 Klassische n-Gramme
Gegeben sei ein System, das sich jeweils in einem von m Zuständen S
1
; : : : ; S
m
bendet. Zu regelmässigen, diskreten Zeitpunkten vollzieht das System eine
Zustandsänderung gemäss Übergangswahrscheinlichkeiten, die den Zuständen
zugeordnet sind. Es seien t = 1; 2; : : : die Zeitpunkte der Zustandsänderungen
und q
t
der aktuelle Zustand zum Zeitpunkt t. Eine vollständige, probabilistische
Beschreibung des Systems beschreibt die Wahrscheinlichkeit des Systemzustan-
des zum Zeitpunkt t, wenn alle vorangegangenen Zustände bekannt sind, mit:
P (q
t
= S
i
0
j q
t 1
= S
i
1
; q
t 2
= S
i
2
; : : : ; q
1
= S
i
t
);
mit 1  i
k
 m. Üblicherweise wird das System aber dahingehend vereinfacht,
dass lediglich die n  1 vorangehenden Zustände berücksichtigt werden:
P (q
t
= S
i
0
j q
t 1
= S
i
1
; q
t 2
= S
i
2
; : : : ; q
t n+1
= S
i
n 1
):
Ein solches probabilistisches System wird Markov-Kette (n   1)-ter Ord-
nung genannt. Die Menge aller bedingten Wahrscheinlichkeiten P (q
t
= S
i
j
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q
t 1
= S
j
; : : : ; q
t n+1
= S
l
) heisst n-Gramm-Modell für die Sequenz von Zu-
ständen [Rab90]. Häug benutzte Werte für n sind n = 2 und n = 3, wobei die
entsprechenden Modelle Bigramm- beziehungsweise Trigramm-Modell genannt
werden.
S 4
S 1 S 2
S 3
12a
21a
23a32a
34a
43a
41a 14a
13a
31a
24a
42a
11a
44a
22a
33a
Abbildung 4.1: Markov-Kette erster Ordnung mit vier Zuständen.
Wie Abbildung 4.1 zeigt, sind die Koezienten a
ij
die Übergangswahrschein-
lichkeiten vom Zustand S
i
zum Zustand S
j
. Sie bilden insgesamt ein Bigramm-
Modell:
a
ij
= P (q
t
= S
j
j q
t 1
= S
i
):
Da die Koezienten a
ij
per Denition stochastischen Bedingungen genügen,
gilt:
a
ij
 0
m
X
j=0
a
ij
= 1:
Konkret lassen sich n-Gramm-Modelle auf zwei Arten anwenden: Für die
Vorhersage von Zuständen sowie für die Messung der Wahrscheinlichkeit von
Zustandsketten.
Bei der Vorhersage geht man davon aus, dass eine Kette von Zuständen
: : : ; q
t 2
; q
t 1
gegeben und der nachfolgende Zustand q
t
zu bestimmen sei. Die
Wahrscheinlichkeit, dass sich q
t
im Zustand S
k
bendet, ist im Fall eines Tri-
gramm-Modells:
a
ijk
= P (q
t
= S
k
j q
t 1
= S
j
; q
t 2
= S
i
):
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Der am ehesten auftretende Zustand ist S
i

mit
i

= maxarg
1km
(a
ijk
):
Die zweite Möglichkeit der Anwendung von n-Gramm-Modellen ist die Mes-
sung der Wahrscheinlichkeit von gegebenen Zustandssequenzen. Es seien eine
endliche Kette von Zuständen S
i
1
; S
i
2
; : : : ; S
i
t
sowie ein n-Gramm-Modell (im
Beispiel hier ein Bigramm-Modell) gegeben. Die a priori Wahrscheinlichkeit der
Zustandskette ist gegeben durch:
P (S
i
1
; S
i
2
; : : : ; S
i
t
) = a
i
1
 a
i
1
i
2
 a
i
2
i
3
 : : :  a
i
t 1
i
t
Zum obigen Ausdruck ist anzumerken, dass der erste Koezient a
i
1
als ein-
ziger kein Bigramm darstellt, sondern die a priori Wahrscheinlichkeit des Auf-
tretens des Startzustandes.
4.1.2 Anwendung von n-Grammen
Als Anwendungsbeispiele für n-Gramme ist die Nachkorrektur in OCR-Sys-
temen zu nennen. Einfache OCR-Systeme isolieren Buchstaben und identizie-
ren sie unabhängig voneinander. Dabei treten als typische Fehler Verwechslun-
gen in visuell ähnlichen Buchstabengruppen auf, wie beispielweise ri$n, rn$m
oder l$I. Unter Einbezug des Kontexts können solche Fehler unter Umständen
wieder rückgängig gemacht werden, wenn auf einem n-Gramm-Modell basierend
verschiedene Alternativen gegeneinander abgewogen und die wahrscheinlichste
gewählt wird. So werden die im folgenden gezeigten Korrekturen möglich:
vvenn ! wenn
zusamrnen ! zusammen
weiI ! weil
nicht jedoch:
Hirnbeere ! Himbeere
4.1.3 Hidden Markov Modelle
Wie wir im vorangehenden Abschnitt gesehen haben, bietet ein n-Gramm-
Modell eine einfache Möglichkeit für die Modellierung von sequentiellen Struk-
turen. Aufgrund ihrer Einfachheit eignen sich n-Gramm-Modelle allerdings nur
dort, wo sehr einfache Strukturen repräsentiert werden müssen, oder wo in der
Anwendung ein hoher Unsicherheitsfaktor toleriert wird (beispielsweise in der
Nachkorrektur von OCR-Resultaten).
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Eine wesentliche Erweiterung des n-Gramm-Ansatzes stellen die Hidden-
Markov-Modelle (HMM) dar. Ein HMM besteht aus den folgenden fünf Kom-
ponenten [Rab90, Cha93]:
1. Die N Zustände S = fS
1
; : : : ; S
N
g. Der Zustand zum Zeitpunkt t ist q
t
.
2. Die M Beobachtungen (Alphabet), repräsentiert durch die Symbole V =
fV
1
; : : : ; V
M
g. Die Beobachtung zum Zeitpunkt t ist O
t
.
3. Die Übergangswahrscheinlichkeiten der Zustände A = fa
ij
g,
a
ij
= P (q
t+1
= S
j
j q
t
= S
i
); i  j  N:
4. Die Auftretenswahrscheinlichkeit von Beobachtungen B = fb
j
(k)g,
b
j
(k) = P (V
k
bei t j q
t
= S
j
); i  j  N; i  k M:
5. Die Wahrscheinlichkeiten der Initialzustände  = f
i
g,

i
= P (q
1
= S
i
); i  j  N:
Ein vollständiges HMM ist somit  = (S; V;A;B; ), wobei M und N im-
plizit darin enthalten sind. Abbildung 4.2 zeigt den Aufbau eines HMM. Das
System bendet sich zu jedem diskreten Zeitpunkt t in einem Zustand q
t
, der
die Werte S
1
: : : S
N
annehmen kann. Im darauf folgenden Zeitabschnitt t + 1
erfährt das System eine Zustandsänderung von q
t
nach q
t+1
. Der Zustandsüber-
gang wird mit den Bigramm-Wahrscheinlichkeiten a
ij
= P (q
t+1
= S
j
j q
t
= S
i
)
modelliert. Jedem Zustand S
i
ist eine Beobachtung V
k
zugeordnet, die wiederum
mit der diskreten Bigramm-Wahrscheinlichkeitsverteilung b
j
(k) = P (V
k
bei t j
q
t
= S
j
) modelliert ist.
q
t-1
q
t
=S
i
q
t+1
=Sj
a
ij
O
t-1
O
t
=V
k
b
i
(k)
O
t-1
. . . . . .
Abbildung 4.2: Ausschnitt einer HMM-Kette.
Ein HMM  lässt sich nun anwenden, um die Wahrscheinlichkeit einer Be-
obachtungssequenz O = O
1
O
2
: : : O
T
, also P (O j ) zu berechnen. Der Evalua-
tionsalgorithmus des HMM arrangiert dabei selbständig die unter den Beob-
achtungen liegenden Zustände in der Weise, dass P (O j ) maximal wird.
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Mehrere HMM können somit für die Klassizierung von Beobachtungsse-
quenzen verwendet werden. Dazu wird für jede Klasse C
v
ein HMM 
v
er-
stellt. Die Klasse einer Beobachtungssequenz entspricht dann dem HMM, das
P (O j 
v
) maximiert:
v

= maxarg
8v
(P (O j 
v
)):
Ein wichtiger Vorteil von HMMs ist ihre Lernfähigkeit und ihre Unempnd-
lichkeit gegenüber der Länge von Beobachtungssequenzen sowie Verschiebungen
von Teilen innerhalb der Beobachtungssequenzen. Diese Eigenschaften sind bei
OCR von Handschrift und in der Erkennung gesprochener Sprache willkommen,
weshalb HMMs in diesen Bereichen mit Erfolg eingesetzt werden. Wenn zum
Beispiel die Beobachtungen O
i
Phonemen entsprechen, so soll ein HMM als
Modell für ein ganzes Wort auch dann ansprechen, wenn einzelne Phoneme des
Wortes kürzer oder länger artikuliert werden. Alternative Klassizierungssyste-
me, wie neuronale Netze, sind in solchen Fällen weniger geeignet.
Trotz ihrer Leistungsfähigkeit hat sich keine Einsatzmöglichkeit der HMMs
für unser Problem der Dokumentmodellierung ergeben. Die Gründe dafür sind,
dass einerseits inkrementelle Lernschritte nur sehr umständlich implementiert
werden können, und dass sie andererseits für die Konstruktion der logischen
Struktur nicht anwendbar sind, wie sich später in Kapitel 6 zeigen wird.
Der folgende Abschnitt führt nun eine alternative Erweiterung der n-Gramm-
Modelle ein, die sich für die Modellierung von Dokumentstrukturen besser eignet
als HMMs.
4.1.4 Generalisierte n-Gramme
Bisher wurde gezeigt, wie sich Ereignissequenzen mit n-Grammen modellie-
ren lassen. Nun stellt sich die Frage, ob auch komplexere Strukturen mit n-
Grammen beschrieben werden können. Dass dies möglich ist, soll an einen Bei-
spiel illustriert werden, in dem ein Gitter (Matrix) von Zuständen modelliert
wird.
Gegeben sei ein Gitter mit 3 3 Elementen, das jedes den Zustand S
0
= 0
oder S
1
= 1 einnimmt. Wir denieren nun zwei Gruppen von Bigrammen:
r
ij
= P (x = S
j
j R(S
i
; x))
t
ij
= P (x = S
j
j T (S
i
; x));
wobei R(S
i
; x) (beziehungsweise T (S
i
; x)) bezeichnet, dass das Element x der
rechte beziehungsweise obere Nachbar von S
i
ist. Analog zur Modellierung
von Sequenzen von Elementen repräsentieren die n-Gramme also Beziehungen
zwischen benachbarten Elementen.
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1 1 1
1 1 1
0 1 1
1 1 1
0 1 1
0 0 1
0 1 1
0 0 1
0 0 0
0 0 1
0 0 0
0 0 0
Abbildung 4.3: Die vier möglichen Muster, die der Strukturdenition entspre-
chen.
Wir denieren nun eine Struktur im 3  3 Gitter. Es sei das Gitter durch
eine von oben links nach unten rechts verlaufende Diagonale in zwei Hälften
geteilt, wobei die untere linke Nullen und die obere rechte Einsen enthält (siehe
Abbildung 4.3). Eine solche Struktur ist durch ein Modell M
RT
deniert, das
die folgenden Bigramme enthält:
r
01
=
2
5
; r
00
=
3
5
; r
11
= 1; r
10
= 0
t
01
=
2
5
; t
00
=
3
5
; t
11
= 1; t
10
= 0:
Die angegebenen Bigramm-Wahrscheinlichkeiten entsprechen dem theore-
tischen Wert, wenn die vier in Abbildung 4.3 gezeigten Muster gleich häug
vorkommen. Auf welche Weise n-Gramm-Wahrscheinlichkeiten numerisch zu
berechnen sind, wird später in Kapitel 5 über das Lernen von Modellen gezeigt.
Grundsätzlich könnte die Modellierung der Gitterstruktur auch mit anderen
Relationen als R und T realisiert werden. Denkbar wäre ein Modell M
XY
mit
Bigrammen, die den Bezug eines Elementes zu einem benachbarten Element in
der Diagonalen repräsentieren:
M
XY
= (x
01
; x
11
; x
10
; x
00
; y
01
; y
11
; y
10
; y
00
)
x
ij
= P (x = S
j
j X(S
i
= x))
y
ij
= P (x = S
j
j Y (S
i
= x));
wobei X(S
i
; x) (beziehungsweise Y (S
i
; x)) bezeichnet, dass das Element x der
linke obere, beziehungsweise rechte obere Nachbar von S
i
ist. Zudem müs-
sen nicht notwendigerweise Beziehungen zwischen direkt benachbarten Elemen-
ten berücksichtigt werden. Welche Elementbeziehungen eine Struktur optimal
modellieren, hängt vom konkreten Problem ab und muss in empirischen oder
theoretischen Studien erforscht werden. So kann die Messung der Entropie von
n-Grammen Aussagen über die Modellqualität machen. Die Entropie von n-
Grammen wird im Kapitel 5 über das Lernen von Modellen eingeführt und
besprochen.
Nun fragt sich, ob generalisierte n-Gramme, die komplexe Strukturen mo-
dellieren, in der gleichen Weise wie klassische n-Gramme für die Vorhersage von
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Elementen und für die Messung der Wahrscheinlichkeit gegebener Instanzen ver-
wendet werden können. Im allgemeinen muss diese Frage verneint werden. Die
Auftretenswahrscheinlichkeit einer Instanz I beträgt:
P (I) = P
0
@
S
i
7
S
i
8
S
i
9
S
i
4
S
i
5
S
i
6
S
i
1
S
i
2
S
i
3
1
A
= t
i
4
i
7
b
i
5
i
7
i
8
b
i
6
i
8
i
9
t
i
1
i
4
b
i
2
i
4
i
5
b
i
3
i
5
i
6
a
i
1
r
i
1
i
2
r
i
2
i
3
wobei a
i
1
die a priori Wahrscheinlichkeit des untersten linken Elementes und
b
ijk
= P (x = S
k
j R(S
j
; x) ^ T (S
i
; x)) die bedingte Wahrscheinlichkeit eines
Elementes ist, wenn der linke und der untere Nachbar bekannt sind. Da die
Ereignisse S
i

nicht unabhängig sind, ist b
ijk
unbekannt. Es muss also eine
andere Möglichkeit gefunden werden, um die n-Gramm-Wahrscheinlichkeiten
r
ij
und t
ij
zu einem Mass für die Modellkonformität einer Instanz zu vereinen.
4.2 Ein Mass für die Modellkonformität
Wenn ein n-Gramm-Modell für eine Strukturklasse bekannt ist, so kann man
sich die Frage stellen, ob gewisse Instanzen I
1
; I
2
; : : : ; I
k
zur Klasse gehören,
beziehungsweise welche der Instanzen am ehesten zur Klasse gehört. Wir spre-
chen dabei von der Konformität einer Instanz I zu einer Klasse, die durch das
Modell M repräsentiert wird.
Ein bereits diskutiertes Mass bei Markovketten ist die a priori Wahrschein-
lichkeit einer Instanz. Sie eignet sich für die Bestimmung der am stärksten mo-
dellkonformen Kette aus einer Auswahl von Ketten (siehe OCR-Nachkorrektur
im Abschnitt 4.1.1). Ein Nachteil der Wahrscheinlichkeit als Konformitäts-
mass ist deren starke Sensitivität für die Kettenlänge. Da im allgemeinen die
Koezienten a
ij
< 0 und die Anzahl der Koezienten zur Kettenlänge pro-
portional ist, haben lange Ketten tendenziell tiefere Wahrscheinlichkeiten als
kurze, auch dann, wenn sie völlig legale Instanzen aus der Klasse darstellen.
Die Wahrscheinlichkeit entspricht also nicht dem geforderten, intuitiven Mass
für die Konformität.
Ein alternatives Mass zur a priori Wahrscheinlichkeit ist die aus Anwendun-
gen der Fuzzy-Logik bekannte Generalized-Means-Funktion h

für die Aggrega-
tion von Fuzzy-Membership Werten [KF92]:
h

: [0; 1]
d
! [0; 1]
h

(a
1
; a
2
; : : : ; a
d
) =

a

1
+a

2
+:::+a

d
d

1

Die Funktion erfüllt die vier Axiome für Aggregationsfunktionen:
1. Randbedingungen: h

(0; 0; : : : ; 0) = 0 und h

(1; 1; : : : ; 1) = 1
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fuzzy harmonic geometric arithmetic fuzzy
AND mean mean mean OR
 =  1  1 0 +1 +1
Tabelle 4.1: Aus der Generalized-Means-Funktion durch Variation des Parame-
ters  erhaltene Funktionen.
2. Monoton steigend in allen seinen Argumenten
3. Stetigkeit
4. Symmetrie: h

(a
i
j i 2 N
k
) = h

(a
p(i)
j i 2 N
k
), für jede Permutation p
in N
k
Die Generalized-Means-Funktion besitzt die interessante Eigenschaft, dass
sich ihr Verhalten durch Variation von  im Bereich zwischen Fuzzy-And (min-
Funktion) und Fuzzy-Or (max-Funktion) stufenlos einstellen lässt, wie Tabel-
le 4.1 illustriert. Wenn x  0 gewählt wird, so hat dies zur Folge, dass ein
einzelnes a
i
= 0 zu einem Funktionswert 0 führt (h

(: : : ; 0; : : :) = 0;   0).
Bezogen auf unsere Interpretation als Konformitätsmass bedeutet dies, dass ein
einzelnes, unkonformes n-Gramm die Gesamtkonformität einer Instanz komplett
zerstört. In Anwendungen aber, in denen eine Fehlertoleranz verlangt wird und
leichte Abweichungen vom Modell erlaubt sein sollen, ist dies unerwünscht. An-
dererseits ergeben zu grosse positive Werte von  zu eine zu tolerante Messung
der Konformität, da die grössten Werte in (a
1
; : : : ; a
k
) den Wert der Gesamt-
konformität dominieren und gegen 1 treiben. Für unsere Anwendungen haben
sich Werte für  zwischen 0 und 1 als praktikabel erwiesen. Diesen Sachverhalt
verdeutlicht Tabelle 4.2, in der die Konformitätswerte von legalen (1)(4) und
illegalen Instanzen (5) und (6) aufgelistet sind. Die illegalen Instanzen wurden
so gewählt, dass sie mit einer Elementvertauschung nur leicht von einer legalen
abweichen. Trotzdem werden, der intuitiven Forderung gehorchend, für illega-
le Instanzen meist niedrigere Konformitätswerte berechnet als für legale. Den
Berechnungen wurden die theoretischen Bigramm-Werte zugrundegelegt.
Aus der Tabelle ist auch zu entnehmen, dass das Modell M
XY
die Klas-
se von 0-1-Gittern oensichtlich besser repräsentiert als M
RT
(siehe dazu die
Diskussion der Entropie eines Modells auf Seite 58).
4.3 Ein n-Gramm basiertes Dokumentmodell
Im folgenden Abschnitt wird unser konkreter Ansatz für die Modellierung von
Dokumentstrukturen mit generalisierten n-Grammen vorgestellt. Zuvor erfolgt
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Modell M
RT
Modell M
XY
Instanz  =  =
0
1
2
1 0
1
2
1
1)
1 1 1
1 1 1
0 1 1
0.858 0.881 0.900 0.951 0.954 0.958
2)
1 1 1
0 1 1
0 0 1
0.737 0.770 0.800 0.859 0.867 0.875
3)
0 1 1
0 0 1
0 0 0
0.737 0.770 0.800 0.859 0.867 0.792
4)
0 0 1
0 0 0
0 0 0
0.858 0.881 0.900 0.951 0.954 0.708
5)
1 1 1
1 1 1
0 0 0
0.795 0.825 0.850 0 0.496 0.667
6)
1 1 1
1 0 1
0 0 1
0 0.631 0.716 0 0.335 0.542
Tabelle 4.2: Konformitätswerte von Mustern für die Modelle M
RT
und M
XY
bei verschiedenen Werten für .
eine genaue Denition der spezischen logischen und physischen Struktur die
modelliert werden soll.
4.3.1 Die spezische Struktur
Die spezische Dokumentstruktur beschreibt die Struktur eines einzelnen Do-
kuments. Sie besteht aus einem physischen Teil, der das Layout des Dokuments
beschreibt, und aus einem logischen Teil für die logische Gliederung des Doku-
ments (vgl. Kapitel 2 über Dokumentstrukturen). Wir denieren nun präziser
die physische und logische Struktur, so wie wir sie für die Modellierung, für das
Lernen und für die Dokumenterkennung verwenden werden.
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Die physische Struktur
Die physische Struktur eines Dokuments ist ein Baum. Die Knoten darin be-
sitzen Attribute, die vom Typ des Knoten abhängen. Es gibt genau sechs Kno-
tentypen: Volume, Page, Block, Line, Word und Sign. Die Wurzel des Baumes
ist ein Volume-Knoten. Er enthält einen oder mehrere Page-Knoten, die den
Seiten entsprechen. Diese sind ihrerseits in Block-Knoten aufgeteilt. Wir ver-
suchen, dem Begri Block eine Denition zu geben, die weder zirkulär, noch
abhängig von logischen Strukturelementen ist. Ein Textblock ist ein nicht mehr
vergrösserbarer, rechteckiger Bereich in einer Seite, dessen Folge von ungeteilten
Textzeilen der Lesefolge von oben nach unten entspricht
1
.
a) b) c) d)
Abbildung 4.4: Korrekte a) und inkorrekte b) bis d) Seitenaufteilung in Blöcke
(die horizontalen Balken stellen Textzeilen dar).
Die in Abbildung 4.4 unter a) gezeigte Blockunterteilung entspricht unserer
Denition, nicht jedoch b) bis d): b) weil der Block nicht maximal ist, c) weil die
oberste Textzeile durch die Blockgrenzen geteilt wird und d) weil die Zeilenfolge
von oben nach unten nicht der Lesefolge entspricht.
Die typischen Attribute eines Blocks sind die Position und das Ausmass des
umschriebenen Rechtecks. Blöcke sind weiter unterteilt in Textzeilen (Line-
Knoten). Deren typische Attribute sind linke und rechte Einrückungen bezüg-
lich des umschriebenen Blocks sowie die Distanz zur vorherigen und nachfol-
genden Zeile. Textzeilen enthalten Wörter, die als Attribut deren Zeichensatz
besitzen. Wörter bestehen schliesslich aus Zeichen (Sign-Knoten), mit deren
Zeichencode als Attribut.
Um Beziehungen zwischen physischen Elementen später mit n-Grammen
ausdrücken zu können, müssen die Attribute aller physischen Knoten, die für
die Dokumenterkennung relevant sind, diskretisiert und in eine Nominalskala
abgebildet werden. Zeilen können beispielsweise klassiziert werden in links-
1
Obwohl der Begri Lesefolge (reading order) ein Terminus der logischen Struktur ist,
kann in den meisten Fällen deren Detektierung bei der Erkennung der physischen Struktur
vollzogen werden. Wir beschränken uns hier auf diese Fälle.
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und rechtsbündig, links eingerückt oder rechts eingerückt. Jeder Knotentyp
besitzt seine eigenen Klassen. Die Klassen bilden das physische Label, bestehend
aus den Elementen  = '
1
; '
2
; : : : ; '
m

, von denen jeder physische Knoten
genau eines besitzt.
Die logische Struktur
Die logische Struktur eines Dokuments ist ein Baum. Die Knoten darin besitzen
keine eigentlichen Attribute sondern lediglich den Namen des Knotens: sein
logisches Label. Die logischen Label entsprechen den logischen Entitäten  =

1
; 
2
; : : : ; 
m

in einem Dokument, also beispielsweise Titel, Absatz oder
Aufzählung.
Die Verbindung zwischen logischer und physischer Struktur
Für die Repräsentation der Zusammenhänge zwischen der logischen und der
physischen Struktur eines Dokuments hat sich für unsere Anwendung der Er-
kennung folgender Ansatz bewährt: Die logischen Entitäten werden als eine von
physischen Entitäten konstruierte Sequenz betrachtet. Jeder logische Knoten
wird mit dem ersten und dem letzten physischen Knoten verbunden. Dabei
gelten die Regeln:
1. Die erste und die letzte physische Entität einer logischen Entität müssen
vom gleichen Typ sein.
2. Alle logischen Entitäten mit dem gleichen logischen Label müssen auf phy-
sische Entitäten des gleichen Typs verweisen.
3. Alle logischen Entitäten mit dem gleichen logischen Label verweisen auf
physische Entitäten, die auf dem höchstmöglichen Niveau im physischen
Baum liegen. Die logischen Entitäten müssen gewissermassen auf einen
grössten gemeinsamen Nenner gebracht werden.
Die folgenden Beispiele verdeutlichen die drei Regeln. Ein logischer Kno-
ten darf nicht auf eine Zeile als erste und ein Wort als letzte physische Entität
verweisen (Regel 1). Es darf in der ganzen Dokumentklasse keine logischen
Entitäten wie Absatz geben, von denen einige auf Zeilen und andere auf Wör-
ter verweisen (Regel 2). Die logische Entität Absatz darf nicht auf Zeichen
verweisen, da die grössten gemeinsamen physischen Entitäten Textzeilen sind
(Regel 3).
Zwei Abbildungen illustrieren anhand desselben Dokumentausschnitts die
eingeführten Konzepte. Abbildung 4.5 zeigt logische Labels, die Textfragmenten
zugeordnet sind. Abbildung 4.6 stellt die physische und die logische Ebene dar.
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Abbildung 4.5: Die logische Struktur dargestellt als Labels auf einem Doku-
mentausschnitt.
Darin sind die Verbindungen sichtbar gemacht, die von jedem logischen Element
ausgehen.
4.3.2 Die generische Struktur
Die beschriebene Dokumentstruktur mit den beiden verbundenen Bäumen soll
nun durch generalisierte n-Gramme modelliert werden. Dies erfolgt in analoger
Weise wie im Modellierungsbeispiel für ein zweidimensionales Gitter von binären
Elementen.
Das Modell besteht aus zwei Teilen: Der erste Teil beschreibt die Beziehung
zwischen den logischen Elementen, der zweite die Beziehung zwischen den lo-
gischen und physischen Elementen. Eine Modellierung der Beziehung zwischen
physischen Elementen als solche ist nicht notwendig, da wir für die Erkennung
davon ausgehen, dass die physische Struktur vollständig gegeben ist, und darauf
mit Hilfe des statistischen Modells die logische Struktur aufgebaut wird.
Die Modellierung der logischen Struktur
Für die Modellierung der logischen Struktur denieren wir die Relationen L(;
; : : :), R(; ; : : :), T (; ; : : :), B(; ; : : :) und E(; ; : : :). Sie bezeichnen
Nachbarschaftsbeziehungen von Knoten in einer Baumstruktur, wie in Tabel-
le 4.3 deniert. Damit lassen sich die folgenden Trigramme denieren:
r

= P (x =  j R(; ; x))
l

= P (x =  j L(; ; x))
t

= P (x =  j T (; ; x))
b

= P (x =  j B(; ; x))
e

= P (x =  j E(; ; x))
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Erste physische Entität
Letzte physische Entität
Abbildung 4.6: Die logische und physische Struktur dargestellt als zwei mitein-
ander verbundene Baumstrukturen.
mit ;  2 ;  2  [ 
0
:
Wenn wir eines der Trigramme exemplarisch herausgreifen, so bedeutet r

die Wahrscheinlichkeit, einen logischen Knoten  anzutreen, wenn diesem ein
Knoten  vorangeht und diesem wiederum . In der Denition der Trigramme
kann ein logisches Pseudoelement 
0
vorkommen, welches für ein Grenzelement
in der Baumstruktur steht. So bezeichnet r

0
die Wahrscheinlichkeit, den
Knoten  anzutreen, wenn diesem ein Knoten  vorangeht, und er selbst der
letzte direkte Nachkomme seines Vorgängers ist.
Obgleich in der Folge nur Tri- und Bigramme besprochen werden, sei hier der
Vollständigkeit halber am Beispiel von r

1
:::
n
die Denition eines allgemeinen
n-Gramms gegeben:
r

1
:::
n
= P (x = 
n
j R(
1
; : : : ; 
n 1
; x));
bezeichnet die Wahrscheinlichkeit 
n
anzutreen, wenn ihm die Sequenz 
1
;
: : : ; 
n 1
vorangeht (
1
; : : : ; 
n 1
2 ; 
n
2  [ 
0
). Die restlichen n-Gramme
sind analog deniert.
Ein n-Gramm-Modell der logischen Struktur besteht aus allen n-, n   1-,
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Baummuster Beziehung zwischen ,  und  Notation
  
Der Knoten  ist der rechte Nachbar des
Musters  .
R(; ; )
  
Der Knoten  ist der linke Nachbar des
Musters  .
L(; ; )



Der Knoten  ist der direkte Vorgänger
von , der der direkte Vorgänger von 
ist.
A(; ; )



Der Knoten  ist der erste direkte
Nachfolger von , der der erste direkte
Nachfolger von  ist.
B(; ; )



Der Knoten  ist der letzte direkte
Nachfolger von , der der letzte direkte
Nachfolger von  ist.
E(; ; )
Tabelle 4.3: Notation für die Beschreibung von lokalen Beziehungen in einem
Baum.
. . . , 2-Grammen; Das Trigramm-Modell ist folglich
M

= (r

; l

; t

; b

; e

; r

; l

; t

; b

; e

)
8 i; j 2 ; k 2  [ 
0
:
die Kollektion aller Trigramme und Bigramme für die Beschreibung der Baum-
struktur.
Die Modellierung des Zusammenhangs zwischen logischer und physi-
scher Struktur
Für die Modellierung des Zusammenhangs zwischen logischer und physischer
Struktur denieren wir die Relationen I
f
, I
l
, H
f
und H
l
. Sie bezeichnen die
Nachbarschaftsbeziehungen zwischen logischen und physischen Knoten in ihren
Baumstrukturen und sind in Tabelle 4.4 deniert. Damit lassen sich die folgen-
den Trigramme denieren:
i
f
'#
= P (x =  j I
f
('; #; x))
i
l
'#
= P (x =  j I
l
('; #; x))
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Baummuster Beziehung zwischen ', #,  und  Notation


#
'
Der Knoten ' ist der erste direkte
Nachfolger von #, und # ist die erste
physische Entität von .
I
f
('; #; )
Der Knoten  hat als ersten direkten
Nachfolger , und  hat als erste
physische Entität #.
H
f
(; ; #)


#
'
Der Knoten ' ist der letzte direkte
Nachfolger von #, und # ist die letzte
physische Entität von .
I
l
('; #; )
Der Knoten  hat als letzten direkten
Nachfolger , und  hat als letzte
physische Entität #.
H
l
(; ; #)
Tabelle 4.4: Notation für die Beschreibung von Beziehungen zwischen zwei Bäu-
men.
h
f
#
= P (x = # j H
f
(; ; x))
h
l
#
= P (x = # j H
l
(; ; x))
mit '; # 2 ; ;  2 ;
und analog die Bigramme:
i
f
#
= P (x =  j I
f
(#; x))
i
l
#
= P (x =  j I
l
(#; x))
h
f
#
= P (x = # j H
f
(; x))
h
l
#
= P (x = # j H
l
(; x))
mit # 2 ;  2 :
Ein n-Gramm-Modell M

des Zusammenhangs zwischen physischer und lo-
gischer Struktur besteht aus allen n-, n   1-, . . . 2-Grammen i
f
, i
l
für die Be-
schreibung eines logischen Knotens gegeben den physischen Kontext und h
f
, h
l
für die Beschreibung eines physischen Knotens gegeben den logischen Kontext.
Das Trigramm-Modell ist folglich:
M

= (i
f
'#
; i
l
'#
; h
f
#
; h
l
#
; i
f
#
; i
l
#
; h
f
#
; h
l
#
)
8 '; # 2 ; ;  2 ;
die Kollektion aller Trigramme und Bigramme für die Beschreibung der beiden
Baumstrukturen.
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4.4 Zusammenfassung
Statistische Methoden sind in den letzten Jahren auf breiter Front zum Einsatz
gelangt, typischerweise dort, wo grosse Mengen unsicherer Information verar-
beitet werden müssen, und wo ein fehlertolerantes Systemverhalten gefordert
wird. n-Gramm-Modelle stellen einen statistischen Ansatz für die Modellierung
von Ereignissequenzen dar. Wir haben eine Generalisierung der Interpretati-
on von n-Grammen vorgeschlagen, die es erlaubt, nahezu beliebige Strukturen
(z.B. Netzwerke von Ereignissen) zu modellieren.
Mit n-Gramm-Modellen lässt sich zudem die Modellkonformität von Instan-
zen einer Struktur messen. Ein geeignetes Mass ist die Generalized-Means-
Funktion, was in der Evaluation später unter Beweis gestellt wird. Wir haben
schliesslich einen Ansatz vorgestellt, wie mit n-Grammen sowohl die logische
Struktur einer Dokumentklasse als auch ihr Zusammenhang mit der physischen
Struktur modelliert werden können.
Kapitel 5
Lernen
Die Fähigkeit zu lernen wird gemeinhin als eine komplexe Funktion menschlicher
und tierischer Gehirne betrachtet und gilt daher als ein wichtiges Kriterium für
natürliche Intelligenz. So zeigen sich Informatiklaien nicht selten sehr erstaunt,
wenn sie von lernfähigen Computersystemen vernehmen. Dieser Sicht vom Ler-
nen als undurchschaubar komplexer, biologisch neuronaler Prozess, steht die
etwas entmystizierende Denition von Herbert Simon (aus [Lug94]) gegenüber:
Learning is any change in a system that allows it to perform
better the second time on repetition of the same task drawn from
the same population.
Es ist also sinnvoll, auch dann von Lernen zu sprechen, wenn ein Programm sei-
ne Parameter so verändert, dass es eine Aufgabe besser bewältigen kann, selbst
wenn es primitiverweise lediglich einige zufällige Parametervarianten gegenein-
ander vergleicht.
Beim Lernen von Computerprogrammen geht es spezisch darum, das Sy-
stemverhalten anzupassen oder zu verbessern, ohne es umprogrammieren zu
müssen. Man unterscheidet zwei Arten von Lernen: supervisiertes und unsuper-
visiertes Lernen. Beim supervisierten Lernen leitet ein Trainer den Lernvorgang,
indem er dem System Beispiele liefert und sein Verhalten validiert. Beim unsu-
pervisierten Lernen entscheidet das System aufgrund eines einprogrammierten
Metamodells selbständig, was es zu welchem Zeitpunkt lernt.
Lernfähige Systeme, also solche, die sich ihre Modelle selbständig aus Lern-
daten aufbauen, bieten die folgenden Vorteile.
 Sie können grosse Mengen an Lerndaten automatisch oder halbautoma-
tisch verarbeiten. Eine aufwendige manuelle Erstellung eines Modells ent-
fällt.
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 Sie können die Konsistenz gelernter Modelle eher sicherstellen als bei ma-
nuell erstellten. Die manuelle Erstellung ist fehleranfällig und wird als
mühsam empfunden.
 Sie können entwickelt werden, auch wenn das konkrete Problem zum Zeit-
punkt der Programmierung noch gar nicht bekannt ist.
 Sie sind ökonomischer, weil sie nur einmal programmiert zu werden brau-
chen und dennoch auf ein breites Problemspektrum anwendbar bleiben.
Als Nachteil muss die im allgemeinen niedrigere Leistungsfähigkeit gewertet
werden. Da Handoptimierungen nicht vorgesehen sind, arbeiten lernfähige Sy-
steme in der Regel langsamer und weniger zuverlässig als hart programmierte.
Dies ist der Preis, der für die hohe Flexibilität zu bezahlen ist.
5.1 Lernen von n-Gramm-Modellen
Ein bedeutender Vorteil von n-Gramm-Modellen ist, dass sie sehr leicht durch
supervisiertes Lernen aus Beispielen generiert werden können. Wir unterschei-
den zwei Phasen des Lernens: Beim initialen Lernen wird ein zunächst leeres
Modell erzeugt, welches durch Lernen von Beispielen initialisiert wird. Die ini-
tiale Lernphase generiert ein möglicherweise unvollständiges Modell, das aber
bereits für Erkennungsaufgaben taugt. Das Modell kann nachträglich durch in-
krementelles Lernen vervollständigt werden, womit sich die Erkennungsleistung
entsprechend verbessert. Grundsätzlich können auf eine initiale beliebig viele in-
krementelle Lernphasen folgen. Zwischen den Lernphasen lässt sich das Modell
weiterhin für die Erkennung verwenden.
5.1.1 Initiales Lernen
Gegeben sei eine Serie von Lernbeispielen K
1
, K
2
, . . . , auch Samples genannt.
Es soll in einer initialen Lernphase ein neues n-Gramm-Modell durch eine Ana-
lyse der Samples erzeugt werden. Das Lernen eines n-Gramm-Modell besteht
lediglich darin, die bedingten Wahrscheinlichkeiten der n-Gramme zu schätzen.
Betrachten wir als Beispiel die Markovketten aus Kapitel 4. Wir bezeichnen
die Häugkeit einer Ereignisfolge S
i
S
j
S
k
im Sample K
h
mit F (S
i
S
j
S
k
;K
h
).
Die Wahrscheinlichkeit der Trigramme a
ijk
können, basierend auf dem Sample
K
h
, geschätzt werden mit:
a
ijk
= P (q
t
= S
k
j q
t 1
= S
j
; q
t 2
= S
i
) =
P (S
i
S
j
S
k
)
P (S
i
S
j
)
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:
=
F (S
i
S
j
S
k
;K
h
)
P
8u2[0;m]
F (S
i
S
j
S
u
;K
h
)
= a^
ijk
:
Für die Schätzung der Trigramme müssen somit nur die Häugkeiten der
Sequenzen der Länge n = 3 bekannt sein. Die Häugkeiten der Sequenzen sind
algorithmisch durch einfaches Zählen im Sample K
n
zu bestimmen.
Selbstverständlich ist es auch möglich, mehrere Samples gleichzeitig zu ler-
nen. Wir ersetzen dazu lediglich den Term F (S
i
S
j
S
k
;K
h
) durch F (S
i
S
j
S
k
;
K
h
1
; : : : ;K
h
s
), wobei gilt:
F (S
i
S
j
S
k
;K
h
1
; : : : ;K
h
s
) =
s
X
l=1;
F (S
i
S
j
S
k
;K
h
l
);
die Summe der Häugkeiten der Sequenz S
i
S
j
S
k
in den Samples K
h
1
,. . . , K
h
s
.
Diese Lernmethode für n-Gramme von Markovketten ist direkt auf das Ler-
nen von generalisierten n-Grammen komplexer Strukturen übertragbar. Greifen
wir als Beispiel die Trigramme r

heraus, welche die Wahrscheinlichkeiten von
logischen Entitäten beschreiben. Ist deren linker Kontext desselben Unterbaums
bekannt, so ist die Schätzung r^

gegeben durch:
r

:
= r^

=
F (R();K
h
1
; : : : ;K
h
s
)
P
82[
0
F (R();K
h
1
; : : : ;K
h
s
)
;
wobei F (R();K
h
1
; : : : ;K
h
s
) die kumulierte Häugkeit des Musters R()
in den Samples K
h
1
,. . . , K
h
s
bezeichnet.
Die weiteren Trigramme l

, t

, b

, e

für die logischen und i
f
'#
,
i
l
'#
, h
f
#
, h
l
#
für die logisch-physischen Knotenbeziehungen werden analog
der obigen Formel geschätzt.
5.1.2 Inkrementelles Lernen
Das Ziel des inkrementellen Lernens ist, ein bestehendes Modell nachträglich
mit zusätzlichen Lernsamples anzureichern und somit sukzessive zu vervollstän-
digen. Dies ist in einem n-Gramm-Modell leicht zu realisieren, wenn aus der
letzten Lerngeneration g nicht nur die n-Gramm-Wahrscheinlichkeiten sondern
auch die Musterhäugkeiten F (: : :) zurückbehalten werden. Ein neues Modell
M
(g+1)
der Generation g + 1, das mit einem Sample K
s+1
angereichert wird,
lässt sich ausdrücken durch (wiederum vereinfacht dargestellt anhand der Tri-
gramme r

):
r^
(g+1)

=
r^
(g)

P

F (R();K
h
1
; : : : ;K
h
s
) + F (R();K
h
s+1
)
P

F (R();K
h
1
; : : : ;K
h
s+1
)
:
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Der obige Ausdruck sieht komplizierter aus, als er tatsächlich ist. Wenn
man sich vor Augen führt, dass ihm die Beziehung für die inkrementelle Berech-
nung von Mittelwerten m
(n+1)
=
m
(n)
n+a
n+1
n+1
zugrundeliegt, wird seine Struktur
transparenter.
5.2 Lernen von Dokumentausschnitten
Wenn wir bisher vom Lernen von Samples gesprochen haben, so setzten wir still-
schweigend voraus, dass jedes Sample K
h
einer vollständigen Dokumentinstanz
entspricht. Das muss jedoch nicht notwendigerweise der Fall sein. Wir erinnern
uns an die Anforderung an das System, dass ein Benutzer lediglich diejenigen
Dokumentausschnitte manuell korrigieren muss, an denen es zuvor gescheitert
ist. Es sollte demnach möglich sein, auch Fragmente von Dokumenten zu lernen,
die spezische, neue Information enthalten und in das Modell integriert werden.
Nun stellt es grundsätzlich keine Schwierigkeit dar, lassen wir als SamplesK
h
auch Fragmente von Dokumenten zu, wie beispielsweise einen einzelnen Absatz
oder eine Aufzählungsliste. Es können weiterhin dieselben Algorithmen und
Berechnungsformeln verwendet werden, wie für das inkrementelle Lernen. Dabei
muss aber beachtet werden, dass sich bei intensivem Lernen von Fragmenten
die geschätzten n-Gramm-Wahrscheinlichkeiten allmählich verzerren. Das liegt
daran, dass nur Muster gelernt werden können, die sich innerhalb der Fragmente
benden, nicht aber die Beziehung ihrer Randknoten mit Knoten ausserhalb
des Fragments. Im allgemeinen stellt dies aber ein untergeordnetes Problem
dar, denn der Erkennungsalgorithmus ist nicht auf präzise Werte der n-Gramm-
Wahrscheinlichkeiten angewiesen.
5.3 Die Entropie von Modellen
Wir haben gezeigt, wie Dokumentstrukturen mit n-Grammen modelliert und
gelernt werden können. Bevor wir uns nun anschicken, das n-Gramm-Modell
praktisch anzuwenden, versuchen wir auf eine theoretische Weise zu bestimmen,
wie gut das Modell die Dokumentstruktur überhaupt zu beschreiben vermag.
Dazu dient uns das Konzept der Entropie [Cha93, KF92], das von Shannon
im Zusammenhang mit der Informationstheorie eingeführt wurde. Die Entropie
misst die Verteilung der Wahrscheinlichkeiten von Zufallsvariablen. Die Entro-
pie H ist eine Funktion der Form:
H : P ! [0;1[;
wobei P die Menge aller Wahrscheinlichkeitsverteilungen auf endlichen Mengen
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bezeichnet. H ist demnach deniert als
H(p(x) j x 2 X) =  
X
x2X
p(x) log p(x);
wobei (p(x) j x 2 X) eine Wahrscheinlichkeitsverteilung auf der endlichen Men-
ge X bezeichnet.
Die Entropie hat die Eigenschaft, niedrige Werte anzunehmen, wenn die
Wahrscheinlichkeiten p(x) nahe bei 0 oder 1 liegen. Es ist intuitiv einsehbar,
dass in einem Modell diejenigen n-Gramme besonders aussagekräftig sind, deren
Werte nahe bei 0 oder 1 liegen, weil sie sehr dezidierte Aussagen über benach-
barte Entitäten für einen gegebenen Kontext machen. Ein n-Gramm gleich 0
bedeutet, dass die spezizierte Entität unmöglich in den Kontext passt, wäh-
rend ein n-Gramm gleich 1 bedeutet, dass die spezizierte Entität mit Sicherheit
zum Kontext gehört.
Die Entropie für eine Gruppe von n-Grammen, deren Summe 1 ergibt, ist
folglich (am Beispiel des Trigrammes r

):
H(p

() j  2  [ 
0
) =  
X
2[
0
p

() log p

();
die Einzelentropie für die rechte Nachbarschaft des Kontexts -, wobei r

als diskrete Wahrscheinlichkeitsverteilung
p

() := r

aufgefasst wird. Als Mass für die Gesamtentropie eines Modells berechnen wir
den gewichteten Mittelwert aller Einzelentropien der n-Gramme.
Wenn wir die Entropie für die Modelle M
RT
und M
XY
betrachten, die in
Kapitel 4 für die Modellierung der 3  3 Gitterstrukturen deniert wurden, so
zeigt sich, dassM
RT
mit 0:336 eine deutlich höhere Gesamtentropie aufweist als
M
XY
mit 0:159. Dies stützt die Beobachtung in Tabelle 4.2, wonach das Modell
M
RT
mit einer horizontalen und vertikalen Nachbarschaftsrepräsentation die
gegebenen Gitterstrukturen schlechter modelliert, alsM
XY
mit einer diagonalen
Nachbarschaftsrepräsentation.
5.4 Diskussion
Wir werden in den folgenden Abschnitten einige Fragen diskutieren, die sich im
Zusammenhang mit dem Lernen von n-Gramm-Modellen für Dokumentstruk-
turen aufdrängen.
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5.4.1 Grösse des Lernkorpus
Beim Lernen von statistischen Modellen ist generell zu beachten, dass die Daten-
basis von Lernsamples, das heisst der Korpus, genügend gross ist, um relevante
statistische Daten erheben zu können. Die Grösse eines Lernkorpus kann beim
Lernen von n-Grammen erhebliche Ausmasse annehmen, da eine obere Grenze
für die Anzahl von n-Grammen m
n
beziehungsweise (m

+m

)
n
beträgt (Zur
Erinnerung: m, m

, m

bezeichnen die Anzahl der Entitäten, bzw. die Grösse
des Alphabets).
Daher werden für das Lernen von n-Gramm-Modellen natürlichsprachlicher
Texte Korpora in der Grössenordnung von 1 Million Buchstaben herangezo-
gen. Glücklicherweise hat die Erfahrung bei n-Gramm-Modellen für Dokument-
strukturen gezeigt, dass erstaunlich wenige Lerndokumente für akzeptable Er-
kennungsleistungen nötig sind (siehe Kapitel 7, Evaluation). Dieses Phänomen
erklärt sich damit, dass beispielsweise die Bigramm-Modellentropie von Doku-
mentstrukturen mit 0.47 um fast eine Grössenordnung kleiner ist gegenüber der
Bigramm-Entropie von 1.73 von Buchstabenketten natürlicher Sprache
1
. Der
überwiegend grösste Teil der n-Gramme eines Dokumentmodells hat einen Wert
gleich 0, woraus sich der Schluss ziehen lässt, dass die wenigen n-Gramme un-
gleich 0 relativ schnell auch in einem kleinen Korpus gelernt werden können.
5.4.2 Lernparameter
Das n-Gramm-Modell für Dokumentstrukturen hat die bemerkenswerte Eigen-
schaft, praktisch keine Lernparameter zu besitzen. Der einzige Parameter ist n,
die Länge der n-Gramme. In den meisten unserer Experimente wurde n konstant
auf den Wert 3 gesetzt, was zu durchwegs befriedigenden Resultaten führte. Die
praktische Parameterfreiheit des Lernalgorithmus ist als ein erheblicher Vorteil
des Ansatzes zu werten.
5.4.3 Lernen von Negativbeispielen
Wir haben bisher nur den Fall betrachtet, in dem das System Samples integriert,
die der zu lernenden Dokumentklasse angehören. Manche Systeme bieten zu-
sätzlich die Möglichkeit, Negativbeispiele zu lernen. Sie lernen somit etwas über
eine Klasse durch die Analyse von denjenigen Instanzen, die explizit nicht zu
ihr gehören.
1
Die Bigramm-Entropie wurde anhand von Texten aus der Prosaliteratur ermittelt, die im
Public Domain verfügbar sind. Konkret wurden die Entropiewerte aus einer Konkatenation
des reinen ASCII-Textes von Romanen von Arthur Conan Doyle, Jack London und Anthony
Trollope berechnet die insgesamt einen Umfang von zirka 14 Millionen Zeichen annahm.
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Leider ist es nicht möglich, diese Lernmethode in mathematisch unverfäng-
licher Weise in n-Gramm-Modellen einzusetzen. Da die Berechnung der n-
Gramm-Wahrscheinlichkeiten auf den Häugkeiten von lokalen Mustern beruht,
müssten für die explizite Beschreibung unerlaubter Muster so etwas wie negative
Häugkeiten zugelassen werden. Weil wir aber auf das theoretische Fundament
des Lernalgorithmus nicht verzichten wollen, sehen wir vom Lernen von Nega-
tivbeispielen ab.
5.4.4 Generalisierung und Spezialisierung
In der zu Beginn des Kapitels zitierten Denition von Lernen spricht Simon vom
Lernen als einem Prozess, der zu einer besseren Performance des Systems führt.
Wir betrachten etwas genauer, was mit dem Begri Performance gemeint ist.
 Das System kann ein Sample einer Klasse lernen und aufgrund einer Struk-
turanalyse entscheiden, dass es ähnliche Instanzen der Klasse zukünftig
akzeptieren wird. Das Modell wird permissiver, und wir sprechen von
einer Generalisierung des Modells.
 Das System kann ein Sample einer Klasse lernen und aufgrund einer Struk-
turanalyse entscheiden, dass es ähnliche Instanzen der Klasse zukünftig
nicht mehr akzeptieren wird. Das Modell wird restriktiver, und wir spre-
chen von einer Spezialisierung des Modells.
Die Generalisierung beim Lernen ist notwendig, weil sich im allgemeinen
nicht alle Instanzen einer Klasse erschöpfend aufzählen lassen. Das System
soll die Struktur von Instanzen selbständig abstrahieren und somit ähnliche
Instanzen zulassen, die nie zuvor gelernt wurden. Die Spezialisierung wirkt dem
entgegen, indem sie das Modell so verändert, dass es Instanzen zurückweist, die
es zuvor akzeptiert hätte. Die Spezialisierung kann somit die Trennschärfe des
Modells erhöhen.
In welcher Weise generalisiert und spezialisiert nun der vorgeschlagene Ler-
nalgorithmus für n-Gramme? Zunächst ist festzuhalten, dass die Begrie Ge-
neralisierung und Spezialisierung immer auch im Zusammenhang mit der Inter-
pretation des Modells in der Erkennung zu sehen sind. Wie wir im folgenden
Kapitel sehen werden, verwenden wir die n-Gramme in zwei verschiedenen Pha-
sen: einerseits für die schrittweise Konstruktion der logischen Struktur und
andererseits für die Messung der Modellkonformität von erzeugten Instanzen
der logischen Struktur.
Die erste Phase der Konstruktion der logischen Struktur ist in starkemMasse
geleitet von n-Grammen, deren Wert bei 0 oder sehr nahe daran liegt. Wenn
wir eine (inkrementelle) Lernphase betrachten, so sehen wir, dass die Anzahl der
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n-Gramme, deren Wert 0 ist, niemals zunehmen kann, also monoton fallend ist.
Aus der Sicht der Konstruktion der logischen Struktur kann der Lernalgorithmus
also nur generalisieren.
Die zweite Phase der Messung der Konformität von Instanzen ist hingegen
gleichmässig von allen n-Grammen des Modells beeinusst, weil die Generalized-
Means-Funktion keine Werte speziell behandelt. Da in einer typischen Lernpha-
se gewisse n-Gramme höhere und andere niedrigere Werte annehmen, vollzieht
sich beim Lernen gleichzeitig eine Generalisierung und eine Spezialisierung.
Für eine detailliertere Beschreibung des Erkennungsalgorithmus sei auf Ka-
pitel 6 über den Algorithmus für die Dokumenterkennung hingewiesen.
5.5 Zusammenfassung
Lernfähige Systeme bieten gegenüber hart programmierten eine Reihe von Vor-
teilen: Sie sind langfristig ökonomischer, weil sie auf ein breiteres Problemspek-
trum anwendbar sind, und sie können mehr Lerndaten verarbeiten als manuell
machbar ist. Sie können programmiert werden, noch bevor das Problem in allen
Details bekannt ist, und sie können sich bei ihrer Anwendung laufend verbes-
sern und an das Problem anpassen. Die Nachteile sind dagegen die aufwendigere
Programmierung und die im allgemeinen niedrigere Systemleistung.
Das vorgeschlagene statistische Modell für Dokumentstrukturen, basierend
auf generalisierten n-Grammen, eignet sich sehr gut für ein benutzerassistiertes
Lernen. Der Lernvorgang lässt sich unterteilen in eine initiale Lernphase, in der
ein erstes Modell erstellt wird, gefolgt von prinzipiell beliebig vielen inkrementel-
len Lernphasen, in denen das Modell schrittweise verfeinert wird. Zwischen den
Lernphasen steht das Modell ohne weiteres für die Erkennung von Dokument-
strukturen zur Verfügung. Es wurde der Begri der Modellentropie eingeführt,
mit der sich die Aussagekraft des Modells und einzelner seiner n-Gramme mes-
sen lässt.
Das nun folgende Kapitel zeigt, wie ein einmal gelerntes statistisches Modell
für die Erkennung von Dokumentstrukturen angewendet werden kann.
Kapitel 6
Erkennung
Wir haben in den vorangegangenen zwei Kapiteln eine Methode vorgestellt, die
es erstens erlaubt, die Struktur von Dokumenten zu modellieren, und zweitens
die Möglichkeit bietet, ein Dokumentmodell aus vorgelegten Beispielen zu ler-
nen. Dabei handelt es sich um einen statistischen Ansatz, basierend auf der
Repräsentation lokaler Muster mit generalisierten n-Grammen. Bisher ist in
der uns bekannten Literatur kein vergleichbares Verfahren dokumentiert wor-
den. Wir werden nun einen Ansatz für die Erkennung der logischen Struktur
von Dokumenten unter Verwendung des statistischen Modells vorschlagen.
Unter einer Vielzahl von möglichen Methoden el unsere Wahl auf einen heu-
ristischen Ansatz. Heuristiken sind bekannt als Methoden für die Lösung von
komplexen Problemen mit Hilfe von Faustregeln, begründeten Vermutungen,
intuitiven Bewertungen oder gesundem Menschenverstand. Da eine Heuristik
keinen Erfolg garantiert, kann die Suche nach einer Lösung auch fehlschlagen
oder ein vom Optimum entferntes Resultat liefern. Heuristiken werden häug
da herangezogen, wo zuverlässige Algorithmen zu zeitaufwendig oder unbekannt
sind, oder nicht existieren [Pea85a, Ree95]. Für uns waren die folgenden Be-
weggründe ausschlaggebend, die Wahl eines heuristischen Ansatzes zu treen.
 Die im Modell enthaltene Information ist unscharf und daher ungeeignet
für exakte, formale Methoden.
 Die Struktur von realen Dokumenten weist häug Abweichungen von ei-
nem idealen Modell auf. Weder exakte Modelle noch exakte Erkennungs-
methoden werden realen Dokumenten gerecht.
 Trotz, oder gerade wegen der Unschärfe realer Dokumente weisen ihre
Strukturen in hohem Masse Redundanzen auf. Wenn ein Titel beispiels-
weise infolge eines Fehlers nicht fett gedruckt ist, so bleibt er aufgrund
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einer Reihe anderer typographischer Attribute als Titel erkennbar. Heuri-
stische Systeme können besser mit solchen widersprüchlichen Daten um-
gehen, als exakte.
In diesem Kapitel wird zuerst der heuristische Erkennungsalgorithmus vor-
gestellt. Darauf folgen eine Beschreibung von notwendigen Optimierungen und
schliesslich eine Diskussion einiger herausgegriener Eigenschaften des Ansatzes.
6.1 Ein heuristischer Erkennungsalgorithmus
6.1.1 Grundprinzip
Wir werden zunächst das grobe Funktionsprinzip des Algorithmus erläutern und
anschliessend präziser auf die einzelnen Elemente eingehen.
Bevor die Erkennung beginnen kann, müssen zwei Dinge gegeben sein. Wir
gehen erstens davon aus, dass für jede Seite des zu erkennenden Dokuments ein
schwarz-weiss-Bild vorliegt, und zweitens, dass ein Modell für die Dokument-
klasse zur Verfügung steht, aus der das Dokument stammt.
Aus den Dokumentbildern wird die physische Struktur generiert. Da wir
hierfür ausschliesslich Standardalgorithmen verwenden, und da die Erkennung
der physischen Struktur nicht Gegenstand der vorliegenden Arbeit ist, wird sie
nur am Rande besprochen.
Die gesuchte Komponente ist die logische Struktur, die zur physischen passt
und zum Modell konform ist. Im weiteren sollen auch die Verbindungen zwi-
schen logischer und physischer Struktur gefunden werden. Die Erkennung kann
man hier also als Konstruktionsvorgang auassen. Aus Abbildung 6.1 ist weiter
ersichtlich, dass aus dem Erkennungsvorgang auch ein neuer Modellteil resul-
tiert. Damit ist der optional auftretende Umstand gemeint, dass während der
Erkennung Benutzerinteraktionen stattnden, die gelernt und in das Modell
integriert werden.
Die logische Struktur wird von ihren Blättern her, also bottom-up konstru-
iert. Schrittweise werden zuerst Blätter und dann logische Knoten zusammenge-
fasst. Jeder neu konstruierte logische Knoten wird mit der physischen Struktur
verbunden, so dass er eine Referenz auf seine erste und seine letzte physische
Entität erhält. Die Gruppierung von logischen Knoten wird solange fortgesetzt,
bis die Wurzel erreicht und konstruiert ist (Abbildung 6.2).
Bei der Konstruktion von logischen Knoten ist es wahrscheinlich, dass Unsi-
cherheiten oder Mehrdeutigkeiten auftreten. Um dennoch eine global optimale
Lösung zu nden, ist es notwendig, verschiedene alternative logische Struktu-
ren parallel zu entwickeln, beziehungsweise Backtracking-Mechanismen zu im-
plementieren, die es erlauben, auf eine einmal gefundene Teillösung zurückzu-
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Modell
physische
Stuktur
logische
Struktur
gegeben
gesucht
Abbildung 6.1: Vor der Erkennung sind ein Modell und die physische Struk-
tur gegeben. Es resultieren die logische Struktur und ihre Verbindungen zur
physischen Struktur sowie optional ein durch inkrementelles Lernen erweitertes
Modell.
greifen und andere Konstruktionsalternativen zu explorieren. Dabei müssen die
konstruierten Teillösungen laufend unter Anwendung der Generalized-Means-
Funktion validiert werden.
Wir betrachten nun kurz die Konstruktion der physischen Struktur und wen-
den uns detaillierter dem Konstruktionsvorgang der logischen Struktur sowie der
Backtracking-Suche nach einer optimalen Lösung zu.
6.1.2 Konstruktion der physischen Struktur
Für die Konstruktion der physischen Struktur werden ausschliesslich Standard-
algorithmen verwendet. Der Ausgangspunkt ist das Dokumentbild. Wenn die
Dokumente als PostScript- oder PDF-Dateien vorliegen, so können durch Ren-
dern ideale Dokumentbilder erzeugt werden. Bei Vorlagen auf Papier oder Film
werden die Bilder mit einem Scanner eingelesen. Eingescannte Bilder werden
zusätzlich daraufhin überprüft, ob die Vorlage schief auag [Bai87, HFD90].
Wenn nötig wird das Bild so rotiert, dass die Zeilen exakt horizontal ausge-
richtet sind [Pae89]. Die Segmentierung in eine Hierarchie physischer Elemente
erfolgt in einer top-down Vorgehensweise, durch Berechnung und Analyse von
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1 2
Abbildung 6.2: Die beiden Konstruktionsphasen der logischen Struktur: Die
Gruppierung von physischen Entitäten 1) und die Gruppierung von logischen
Entitäten 2).
horizontalen und vertikalen Projektionsprolen sowie der Anwendung des Run-
Length-Smoothing Algorithmus [WCW82, AM87].
Im ersten vertikalen Durchgang werden Textspalten detektiert, im zweiten,
horizontalen, die Textzeilen und im dritten, vertikalen, in jeder Zeile die Wörter.
Die Wörter werden schliesslich in Zeichen segmentiert durch Detektierung ihrer
4- oder 8-konnexen Komponenten. Von jedem Wort wird der Font ermittelt. Je
nach Ursprung des Dokumentbildes wird eine von zwei Methoden angewandt.
Wurde das Bild durch Rendern einer PostScript- oder PDF-Datei erzeugt, so
kann die Fontinformation für jedes Zeichen fehlerfrei aus der Quelldatei extra-
hiert werden. In allen anderen Fällen wird eine a priori Fonterkennung durchge-
führt, die aufgrund optischer Charakteristika den Font ermittelt [Zra95, BI98b].
Eine optische Zeichenerkennung OCR wird nicht vollzogen, da die Textinforma-
tion für die Strukturerkennung nicht benötigt wird.
Das Ergebnis der geschilderten Vorgänge ist eine Baumstruktur mit den
Knotentypen Volume, Page, Block (=Column), Line, Word und Sign. Damit
die Struktur der physischen Knoten im statistischen Modell ausgedrückt werden
kann, müssen die Knoten nach ihren physischen Attributen klassiziert werden.
Jedem physischen Knoten wird dabei eines der physischen Labels '
1
, . . . , '
m

zugeordnet. Die Art der Klassikation variiert mit der zu erkennenden Doku-
mentklasse. Unsere Wahl der Klassikation wird daher im Kapitel 7 über die
empirischen Tests vorgestellt.
6.1.3 Gruppierung von Knoten
Die Konstruktion der logischen Struktur erfolgt als bottom-up Verfahren von
den Blättern zur Wurzel hin. Beginnend bei der physischen Struktur, werden
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schrittweise Knoten zur Struktur hinzugefügt. Die Zwischenstufen, der im Auf-
bau bendlichen Struktur nennen wir partielle Lösungen. In jedem Konstruk-
tionsschritt wird geprüft, ob ein neuer logischer Knoten erzeugt werden kann,
der eine Gruppe von physischen oder logischen Knoten zusammenfasst. In ei-
nem Schritt werden in einer partiellen Lösung 0 oder 1 neuer logischer Knoten
erzeugt.
Das Verfahren umfasst zwei Phasen: In der ersten Phase werden physische
Knoten zu logischen zusammengefasst, die ihrerseits die Blätter der logischen
Baumstruktur bilden. Wenn alle logischen Blätter erzeugt sind, werden diese
in einer zweiten Phase schrittweise zusammengefasst, bis die Wurzel erreicht ist
und alle logischen Knoten Teil desselben Baums sind.
Anschliessend werden die beiden Phasen der Knotengruppierung detailliert
beschrieben. Jeder Abschnitt enthält eine formale und eine textuelle Beschrei-
bung des Algorithmus sowie ein typisches Beispiel. Es sei den individuellen
Präferenzen des Lesers überlassen, in welcher Reihenfolge er sich die drei Teile
zu Gemüte führen möchte.
Gruppierung physischer Knoten
Im einfachen Fall, wenn sie die physische Struktur vollständig bis auf Zeichen-
Entitäten aufgliedert, ist die Konstruktion der logischen Blätterknoten trivial.
Da eine 1:1 Beziehung auf der Blätterebene der logischen und physischen Struk-
tur besteht, muss lediglich für jedes physische ein entsprechendes logisches Blatt
erzeugt werden.
Es kann hingegen eine deutlich ezientere Erkennung vollzogen werden,
wenn die physische Struktur nur bis hin zu den Wort- oder Zeilenentitäten be-
rücksichtigt wird. In diesem Fall wird der folgende Algorithmus verwendet, der
zuerst formal und anschliessend verbal dargestellt ist. Die Ziern, die in beiden
Darstellungen den Algorithmusblöcken vorangestellt sind, entsprechen einan-
der. Der Algorithmus beschreibt einen einzelnen Gruppierungsschritt, in dem
eine Gruppe von physischen Knoten zu einer logischen Entität zusammengefasst
wird.
Denitionen:
 anc
f
('; #), anc
l
('; #): die Menge aller möglichen logischen Knoten, die '
als erste (beziehungsweise letzte) physische Entität haben können.
anc
f
: ! P()
anc
f
('; #) = f j i
f
'#
> 0 _ i
f
#
> 0g
anc
l
: ! P()
anc
l
('; #) = f j i
l
'#
> 0 _ i
l
#
> 0g:
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TYPE pnode:
label: 
ancestor: pnode
sequence:
content: pnode
next: sequence
ARG phys-nodes: sequence
VAR p: sequence
rst, last: pnode
: 
BEGIN
1. p  phys-nodes
2. while (p.content is part of a group)
p  p.next
rst  p.content
3. while :(anc
f
(rst:label; rst:ancestor:label)
\anc
l
(p:content:label; p:content:ancestor:label) 6= ;
^anc
f
(p:next:label; p:next:ancestor:label) 6= ;)
p  p.next
last  p.content
4. foreach  2 (anc
f
(rst:label; rst:ancestor:label)
\anc
l
(last:label; last:ancestor:label)
group rst. . . last to logical entity with label 
END
Abbildung 6.3: Algorithmus für die Gruppierung physischer Knoten.
Dies gilt für alle , deren Bigramme i
f
'
und Trigramme i
f
'#
(bzw. i
l
:::
)
einen Wert grösser als 0 besitzen. # ist das physische Label des Vorgän-
gerknotens von ' in der physischen Struktur.
Algorithmus: (siehe auch Abbildung 6.3)
1. Alle physischen Blätter einer partiellen Lösung bilden in Lesefolge eine
Sequenz, dargestellt durch das Argument phys-nodes. Mit der Referenz
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p wird die Sequenz beginnend mit dem ersten Element von phys-nodes
durchlaufen.
2. Suche nach der ersten physischen Entität (rst), die noch nicht in eine
logische Entität gruppiert wurde.
3. Suche nach einer physischen Entität (last), die zusammen mit rst eine
Gruppe bilden kann. Solange der aktuelle Knoten p.content nicht eine
passende letzte physische Entität sein kann, rücke einen Knoten weiter.
Das Abbruchkriterium ist:
(a) die Menge anc
f
(rst : : :) der logischen Knoten, von denen rst die
erste Entität sein kann geschnitten mit der Menge anc
l
(p:content
: : :) der logischen Knoten, von denen p.content die letzte Entität
sein kann nicht leer ist, und
(b) dass die Menge anc
f
(p:next : : :) der logischen Knoten, von denen
p.next die erste Entität sein kann nicht leer ist.
4. Fasse die physischen Knoten von rst bis last in einen Unterbaum mit der
logischen Entität  als Wurzel zusammen. Die Alternativen für  entspre-
chen den Elementen der Schnittmenge der möglichen logischen Vorgänger
für rst und last.
Bei Betrachtung von Schritt 4. fällt auf, dass bei einer Gruppierung von
physischen Knoten mehrere Alternativen für  erlaubt sind. Im Algorithmus
werden alle diese Alternativen realisiert und als konkurrierende Hypothesen,
beziehungsweise partielle Lösungen, betrachtet. Die Art, wie mit diesen Hy-
pothesen weiter verfahren wird, ist Gegenstand des Abschnitts 6.1.4 über die
Suche nach der optimalen Lösung.
Betrachten wir als Beispiel einer Gruppierung von physischen Knoten die
Abbildung 6.4. Die Folge p enthält die Blätter der physischen Struktur, mit
p.rst= b12. Die Menge der möglichen logischen Knoten, für die b12 als ersten
Nachfolger von ll die erste physische Entität sein kann ist fTTIT; STITg, weil
i
f
b12;ll;TTIT
> 0 und i
f
b12;ll;STIT
> 0. In der Folge p wird solange weitergerückt, bis
p.content einen passenden letzten Knoten repräsentiert. Der letzte der Folge
von b12 Knoten ist ein solcher Kandidat, weil er mit dem ersten Knoten ge-
meinsame logische Entitäten besitzt (anc
f
(b12 : : :)\anc
l
(b12 : : :) 6= ;) und weil
der Folgeknoten n10 eine erste physische Entität sein kann (anc
f
n10;ln;P
6= ;)
1
.
Die vier Knoten b12, b12, b12, b12 werden schliesslich zusammengefasst. Da
1
Der zweite Knoten b12 kann kein Kandidat für den letzten Knoten sein. Da die Menge anc
ausschliesslich aus Trigrammen konstruiert wurde (i
f
b12;ll;TTIT
und i
f
b12;ll;STIT
), müssen für das
Aunden eines letzten physischen Knotens ebenfalls Trigramme verwendet werden (i
l
'#
).
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Abkürzungen: Line: top-distance long, bottom-distance long ll
Line: top-distance long, bottom-distance normal ln
Word: bold font, 12 pt b12
Word: normal font, 10 pt n10
Table-of-contents Title TTIT
Section Title STIT
Modell: i
f
b12;ll;TTIT
= 0:05 i
l
b12;ll;TTIT
= 0:05 i
f
n10;ln;P
= 0:8
i
f
b12;ll;STIT
= 0:95 i
l
b12;ll;STIT
= 0:95
b12 b12 b12 b12 n10 n10 n10
ll ln
...Word-level
Line-level
TTIT
STIT
(1. Hypothese)
(2. Hypothese)
Abbildung 6.4: Beispiel einer Gruppierung von physischen Knoten.
die Schnittmenge der gemeinsamen logischen Vorgängerknoten fTTIT; STITg
ist, ergeben sich zwei neue partielle Lösungen. Die erste gruppiert b12, . . . , b12
und erzeugt den logischen Knoten TTIT, und die zweite gruppiert ebenfalls b12,
. . . , b12 und erzeugt den logischen Knoten STIT.
Gruppierung logischer Knoten
Die Vorbedingung für die Gruppierung logischer Knoten ist, dass alle Blätter
der logischen Baumstruktur durch Gruppierung von physischen Knoten erzeugt
sind. Es folgt zunächst eine formale und anschliessend eine verbale Darstellung
Dies ist nur bei einem Knoten möglich, der ein letzter Nachfolgeknoten eines physischen Kno-
tens ist (siehe Denition der Trigramme i
f
, i
l
in Kapitel 4), was erst für den letzten Knoten
der b12 Folge, als letzter Nachfolger von ll zutrit.
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des Algorithmus. Die Ziern, die in beiden Darstellungen den Algorithmus-
blöcken vorangestellt sind, entsprechen einander. Der Algorithmus beschreibt
einen einzelnen Gruppierungsschritt, in dem eine Gruppe von logischen Knoten
zu einem logischen Unterbaum zusammengefasst wird.
Denitionen:
 anc(): die Menge aller möglichen Vorgänger (ancestors) einer logischen
Entität .
anc : ! P()
anc() = f j a

> 0g
 depth(): die minimale Tiefe (von der Wurzel aus gesehen), in der sich 
in einem vollständigen logischen Baum benden kann.
depth() =

0; if a

0
> 0
min
2

(1 + depth()); 
 = f j a

> 0g
 sequence(S; ): ist TRUE, wenn  der rechte Nachbar irgendeines Ele-
mentes aus S sein kann, das heisst, wenn sie eine Sequenz bilden können.
sequence(S; ) =

TRUE; if 9 2 S; r

> 0
FALSE; else
mit S   und  2 .
Algorithmus: (siehe auch Abbildung 6.5)
1. Alle logischen Knoten einer partiellen Lösung, die entweder Blätter oder
Wurzeln von Teilbäumen sind, bilden in Lesefolge eine Sequenz, dargestellt
durch das Argument log-nodes. Mit der Referenz q wird die Sequenz
beginnend mit dem ersten Element von log-nodes durchlaufen.
2. Berechne maxdepth, das die aktuelle Baumtiefe im logischen Baum be-
zeichnet, in der mit den nächsten Schritten logische Knoten gruppiert
werden. Dieser Wert wird benötigt, um die bottom-up Konstruktion der
logischen Struktur bei den am tiefsten liegenden Knoten fortsetzen zu
können.
3. Suche nach einem Kandidaten für den ersten logischen Knoten einer Grup-
pe. Rücke in der Sequenz q solange vor, bis folgendes Abbruchkriterium
erfüllt ist:
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TYPE lnode:
label: 
ancestor: lnode
sequence:
content: lnode
next: sequence
ARG log-nodes: sequence
VAR q: sequence
rst, last: lnode
: 
common-anc: P()
maxdepth: N
0
BEGIN
1. q  log-nodes
2. maxdepth max
8n in q
(depth(n.label)),
3. while :(depth(q.content)=maxdepth
^ (l
q:content;
0
= 1
_ (sequence(anc(q:prev:label; q:content:label)))))
q  q.next
rst  q.content
common-anc  anc(q.content.label)
4. while :(common-anc = ;
_(r
q:content:label;
0
> 0
^(l
q:next:label;
0
> 0
_ common-anc \anc(q:next:label) = ;)
^r
q:content:label;q:next:label
= 0))
q  q.next
common-anc common-anc \anc(q.content.label)
last  q.content
5. foreach  2 common-anc
group rst. . . last to logical entity with label 
END
Abbildung 6.5: Algorithmus für die Gruppierung logischer Knoten.
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(a) q.content liegt auf einem genügend tiefen Niveau (depth(q.content.la-
bel) = maxdepth), um die bottom-up Konstruktion des logischen
Baums zu garantieren, und
(b) entweder muss q.content ein erstes Element sein (l
q:content:label;
0
= 1)
oder kein Vorgängerknoten von q.prev kann ein linker Nachbar von
q.content sein.
Ein Kandidat für den ersten zu gruppierenden logischen Knoten wird
durch rst repräsentiert.
4. Suche nach einem Kandidaten für den letzten logischen Knoten der Grup-
pe. Rücke in der Sequenz q solange vor, bis folgendes Abbruchkriteri-
um erfüllt ist: entweder die Sequenz von logischen Knoten von rst bis
q.content hat keine gemeinsamen Vorgängerknoten (common-anc 6= ;),
oder
(a) q.content kann ein letzter Knoten sein (r
q:content:label;
0
> 0), und
(b) der nächste Knoten q.next kann den Anfang einer neuen Gruppe
bilden l
q:next:label;
0
> 0, oder die aktuelle Gruppe wird zusammen
mit der nächsten Entität keine gemeinsamen Vorgängerknoten haben
können (common-anc \anc(q:next:label) = ;)), und
(c) der aktuelle Knoten kann mit dem Folgeknoten keine Sequenz bilden
(r
q:content:label;q:next:label
= 0).
Ein Kandidat für den letzten zu gruppierenden logischen Knoten wird
durch last repräsentiert.
5. Fasse die logischen Knoten von rst bis last in einen Unterbaum mit der
logischen Entität  als Wurzel zusammen. Die Alternativen für  ent-
sprechen der Menge der gemeinsam möglichen logischen Vorgänger für die
Gruppe von logischen Knoten.
In Schritt 5. werden analog zu der Gruppierung physischer Knoten entweder
keine, eine oder mehrere neue partielle Lösungen erzeugt.
Betrachten wir als Beispiel einer Gruppierung logischer Knoten die Abbil-
dung 6.6. Die Sequenz q enthält die Wurzeln aller Unterbäume einer partiellen
Lösung SECT, SECT, STIT, P, . . . . Die Zier in Klammern, neben dem logischen
Label in der Abbildung bezeichnet die minimale Tiefe (depth) jeder logischen
Entität. maxdepth beträgt folglich 2 in unserem Beispiel. Auf der Suche nach ei-
nem ersten Knoten für die Gruppierung werden die beiden ersten SECT Knoten
nicht in Betracht gezogen, weil sie sich nicht in der aktuellen Konstruktionstiefe
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Abkürzungen: Section SECT
Section Title STIT
Paragraph P
Modell: a
STIT;SECT
= 1 l
STIT;0
= 1 r
P;P
= 0:6
a
P;SECT
= 0:2 r
P;0
= 0:2
a
P;SECT1
= 0:45 r
P;STIT
= 0
a
P;SECT2
= 0:40 r
STIT;0
= 0
SECT
STIT P...
SECT
STIT P...
STIT P P P STIT P P P(1) (1)
(2) (2) (2) (2)
(2) (2) (2) (2) (2) (2) (2) (2)
SECT(1)
firstnd lastnd
Abbildung 6.6: Beispiel einer Gruppierung von logischen Knoten.
2 benden können. Erst STIT ist ein Kandidat für einen ersten Knoten, weil er
ein erster Knoten eines Unterbaumens sein muss (l
STIT;0
= 1).
Die Menge common-anc aller möglichen Vorgänger von STIT enthält das
Element SECT, weil a
STIT;SECT
= 1. Jetzt wird nach einem letzten Knoten der
Gruppe gesucht: die beiden ersten P Knoten kommen nicht in Frage, weil eine
Sequenz mit dem auf sie folgenden Knoten P möglich ist (r
P;P
> 0). Der letzte P
Knoten ist hingegen ein Kandidat für den letzten Knoten der Gruppe, weil Pmit
STIT keine Sequenz bilden kann, und weil STIT ein möglicher erster Unterknoten
eines Unterbaumes ist. Die Schnittmenge der möglichen Vorgängerknoten von
STIT bis P ist fSECTg\fSECT; SECT2; SECT2g = fSECTg. Schliesslich werden
die Knoten rst, . . . , last aus q zu einem Unterbaum mit dem logischen Label
SECT als Wurzel zusammengefasst.
6.1.4 Suche der optimalen Lösung
Wie wir bisher gesehen haben, lässt sich die logische Struktur nicht in einer
eindeutigen Konstruktionsreihenfolge aufbauen. Aus manchen Konstruktions-
schritten resultieren konkurrierende Alternativen. Dieser Eekt ist durchaus
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erwünscht, ermöglicht er es doch, trotz lokal entschiedener Konstruktionsschrit-
te eine global valide Lösung zu nden.
Für die Suche nach einer optimalen Lösung verwenden wir eine best-rst
Suchstrategie [Win84, Pea85b], deren Prinzip in Abbildung 6.7 illustriert ist.
Die Abbildung zeigt einen Ausschnitt aus dem Suchbaum, von dem Zeitpunkt
an, bei dem eine partielle Lösung 
i
generiert wurde. Der Algorithmus für
die Knotengruppierung kann zwar eine Gruppe von Knoten nden, die zu ei-
nem Unterbaum zusammengefasst werden sollen, er kann aber die Wurzel des
Unterbaums nicht eindeutig bestimmen. Es ergeben sich zwei konkurrierende
Hypothesen H
1
und H
2
für das Label der Wurzel des neuen Unterbaums. Die
best-rst Suchstrategie schreibt nun vor, beide Alternativen zu realisieren und

i+1
und 
i+2
zu generieren. Beide Alternativen werden anschliessend einer
Bewertung unterzogen, in der ihre Qualität gemessen wird. Mit dem Begri der
Qualität ist die Plausibilität gemeint, dass eine partielle Lösung 
k
Teil einer
global optimalen Lösung ist. In unserer Anwendung entspricht die Qualität der
Konformität einer partiellen Lösung mit dem Dokumentmodell. Das Mass dafür
ist die Generalized-Means-Funktion h

.
Die Generalized-Means-Funktion wird hier in exakt derselben Weise verwen-
det, wie in Kapitel 4 für die Konformitätsmessung zweidimensionaler Struktu-
ren, die mit generalisierten n-Grammen modelliert sind. Das Prinzip besteht
darin, in einer partiellen Lösung  die lokale Kohärenz sämtlicher Nachbar-
schaftsbeziehungen durch die entsprechenden n-Gramm-Wahrscheinlichkeiten
auszudrücken, um sie mit der Generalized-Means-Funktion zu einem einzigen
Wert zusammenzufassen. Augedrückt als Pseudoformalismus ist die Generali-
zed-Means-Funktion für eine partielle Lösung  deniert als:
h

() =

1
j 

j
(x

)


1

wobei
 

= fMenge aller Nachbarschaftsbeziehungen in g
x 2 fr; l; t; b; e; i
f
; i
l
; h
f
; h
l
g:
Für das Beispiel in Abbildung 6.7 sei angenommen, dass die Beziehung
h

(
i+1
) > h

(
i+2
) gilt. Da 
i+1
somit als aussichtsreichere partielle Lö-
sung gilt, wird die weitere Konstruktion an dieser Stelle fortgeführt. Es ist
für den weiteren Verlauf folgendes Szenario denkbar: Aus 
i+1
folgen die zwei
Alternativen 
i+3
und 
i+4
mit h

(
i+3
) < h

(
i+4
). In 
i+4
lässt sich aber
keine mögliche Gruppierung nden (Die Suche nach einer Gruppe kann ja auch
erfolglos ausgehen). Die Konstruktion wird bei 
i+3
fortgeführt, wobei 
i+5
erzeugt wird. Wenn wir annehmen, dass h

(
i+5
) < h

(
i+2
), dann wird die
Konstruktion bei 
i+2
fortgesetzt. Der gesamte Ast im Suchbaum unterhalb
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p i
p i+1
p i+3
p i+5
p i+4
p i+2
2 Hypothesen H 1, H 2
H 2H 1
Abbildung 6.7: Teil des Suchbaums beginnend mit der partiellen Lösung 
i
.
von 
i+1
, beziehungsweise 
i+5
, wird erst wieder in Erwägung gezogen, wenn
h

(
i+5
), verglichen mit allen anderen partiellen Lösungen, den grössten Wert
erreicht.
Der Grund, warum der Ast im Suchbaum unterhalb von 
i+1
verlassen wird,
obwohl 
i+1
im Vergleich zu 
i+2
besser zu bewerten ist, liegt daran, dass lokale
Kriterien den Ausschlag für die bessere Bewertung von 
i+1
gegeben haben.
Erst später, wenn mit 
i+5
ein grösserer Kontext bekannt ist, stellt sich heraus,
dass mit der Hypothese H
1
vorläug keine optimale Lösung zu erreichen ist.
6.2 Optimierungen
Der im vorangegangenen Abschnitt vorgestellte Algorithmus für die Erkennung,
beziehungsweise Konstruktion der logischen Struktur, ist bereits voll funktions-
tüchtig. Vorversuche haben aber gezeigt, dass gewisse Optimierungen nötig
sind, damit der Algorithmus auch in reellen Situationen befriedigende Erken-
nungsleistungen erbringt.
Das Kernproblem ist die heuristische best-rst-Suche nach einer optimalen
Lösung. Man kann sich leicht vergegenwärtigen, dass für Dokumente mit einigen
tausend Wörtern der Suchbaum enorme Ausmasse annimmt. Die anschliessend
vorgestellten drei Optimierungen haben alle zum Ziel, den Suchbaum möglichst
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klein zu halten, ohne jedoch das Grundprinzip des Ansatzes zu verändern.
6.2.1 Erweitertes Konformitätsmass
Die Generalized-Means-Funktion h

, als Mass für die Modellkonformität von
partiellen Lösungen, hat in Vorversuchen ihren Zweck gut erfüllt. Insbesondere
eignet sie sich für den Vergleich von partiellen Lösungen, der ja auch ihr Haupt-
zweck in der best-rst Suche ist. Die Bewertungsfunktion spielt eine zentrale
Rolle in der Suche, da ihre Werte die alleinigen Einussfaktoren auf die Art und
Weise sind, wie der Suchbaum aufgebaut und durchlaufen wird. Es hat sich nun
gezeigt, dass mit der Generalized-Means-Funktion der Suchbaum tendenziell zu
breit wird. Wir fügen daher einen zusätzlichen Term in die Bewertungsfunktion
ein, mit dem sie sich so steuern lässt, dass der Suchbaum schneller in die Tiefe
wächst:
h
0

(
i
) = h

(
i
)j
i
j
s
j
i
j bezeichnet die Anzahl logischer Knoten in der partiellen Lösung 
i
, also
ihre Grösse. Der Parameter s steuert die Einussstärke der Grösse von 
i
.
Wenn s = 0 beträgt, hat die Grösse von 
i
keinen Einuss, und die Suchstrategie
verhält sich ähnlich zu einer breadth-rst-Suche. Wird für s ein hoher Wert
gewählt, zum Beispiel s = 5, dominiert die Grösse von 
i
fast vollständig den
Wert von h
0

, und die Suchstrategie nähert sich einer depth-rst Suche an. In
der Praxis haben sich für s Werte zwischen 0 und 1 bewährt.
6.2.2 Aufteilung in Teilprobleme
Die strikte bottom-up Konstruktionsmethode der logischen Struktur kann dazu
führen, dass erstens falsch gewählte Hypothesen zu spät erkannt werden, und
dass zweitens eine ganze Reihe korrekt konstruierter Knoten verworfen und neu
konstruiert werden muss.
Die Abbildung 6.8 zeigt ein solches Szenario. Die eingekreisten Ziern geben
die Konstruktionsreihenfolge an. Wir nehmen an, dass für die Gruppierung bei
1
zwei Hypothesen für das logische Label generiert wurden, und dass aufgrund
der lokalen Bewertung die falsche Hypothese weiterverfolgt wird. Wir nehmen
ferner an, dass die Konstruktionschritte bei
2
,
3
und
4
korrekt vollzogen
werden. Erst bei Schritt
5
kann der Algorithmus nun feststellen, dass bei
1
die falsche Hypothese gewählt wurde, weil erst dann genügend Kontextinforma-
tion zur Verfügung steht. Die Backtracking-Strategie erfordert nun, dass alle
Konstruktionsschritte von
4
bis
2
rückgängig gemacht werden, um die Alter-
nativhypothese bei
1
realisieren zu können. Der Algorithmus wird in der Folge
die exakt gleichen Schritte
2
bis
4
durchführen wie zuvor, um schliesslich bei
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5
eine korrekte Gruppe zu bilden. Diese oensichtliche Inezienz ist besonders
gravierend, wenn bei
4
eine grosse Zahl von Knoten gebildet wurde.
1 2 3 4
5
....
Abbildung 6.8: Problemszenario und Aufsplittung in Teilprobleme.
Die Inezienz lässt sich erheblich verringern durch eine Aufteilung des Pro-
blems in Teilprobleme, die getrennt behandelt werden. Wird, wie in Abbil-
dung 6.8 gezeigt, das Problem bei der vertikalen Linie geteilt, so müssen die
Schritte bei
4
nicht realisiert werden, um den Fehler bei
1
zu detektieren.
Als Stellen für die Aufteilung des Problems kommen physische Entitäten in
Frage, die mit hoher Sicherheit das Problem in Teilprobleme aufteilen. In der
Regel existieren eine Reihe solcher physischen Entitäten. So ist beispielsweise
sehr gross und fett geschriebener Text nur in Kapitelüberschriften zu nden und
eignet sich daher für die Aufteilung eines Artikels in Kapitel.
Allgemein eignen sich all jene Stellen mit physischen Entitäten '
i
, wenn
Trigramme i
f
ijk
:
= 1 existieren, wobei 
k
eine logische Entität ist, die sich nicht
tief im Baum bendet (z.B. depth(
k
) = 0; 1 oder 2).
Wenn nach einer Aufteilung die Teilprobleme gelöst sind, können diese wie-
der zu einem Problem zusammengefasst und auf die übliche Art zu Ende kon-
struiert werden.
6.2.3 Schätzung der Hypothesenqualität
Die Realisierung einer Hypothese, also die Generierung einer neuen partiellen
Lösung 
i+1
aus 
i
, ist sehr aufwendig. Sämtliche Teilbäume der partiellen
Lösung 
i
müssen kopiert werden, wobei die Knotenzahlen bei praktischen Pro-
blemen schnell in die Tausenden gehen. Es lohnt sich also, schon vor der Rea-
lisierung einer Serie von Hypothesen deren Wert abzuschätzen, um die vielver-
sprechenden vorrangig zu realisieren.
Die Grundidee ist nun, vor der Gruppierung einer Reihe von Knoten einige
der neu hinzukommenden n-Gramm-Wahrscheinlichkeiten herauszugreifen, um
daraus eine Schätzung für die Erfolgsaussicht einer Gruppierungsoperation zu
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berechnen. Hier eignen sich die Bigramme a
rst:label;
und a
last:label;
für eine
Erfolgsschätzung der Gruppierung von rst bis last mit  als Wurzel.
Bezogen auf das Beispiel in Abbildung 6.7 würde das bedeuten, dass nach 
i
zunächst nur 
i+1
generiert wird, nicht aber 
i+2
. Erst nachdem die Versuche
mit 
i+3
, 
i+4
und 
i+5
gescheitert sind, wird 
i+2
realisiert. Je nach Breite
des Suchbaumes bringt diese verzögerte Konstruktion von partiellen Lösungen
eine erhebliche Ersparnis an verbrauchtem Speicherplatz.
6.3 Diskussion
In den folgenden Abschnitten sollen einige wichtige Eigenschaften des Algorith-
mus für die Konstruktion der logischen Struktur diskutiert werden. Es werden
die nötigen Parameter, die Beschränkungen des Ansatzes, die Fehlertoleranz
und die Komplexität des Algorithmus näher betrachtet.
6.3.1 Parameter
Für die Erkennung der logischen Struktur müssen insgesamt drei Parameter
festgelegt werden.
: Der Parameter  beeinusst die Generalized-Means-Funktion, und diese be-
einusst wiederum die Weise, wie die logische Struktur aufgebaut wird,
und welche partiellen Lösungen zurückgewiesen werden. Der in der Pra-
xis sinnvolle Bereich liegt bei 0    1.
Ist  nahe bei 0, reagiert die Bewertung sehr empndlich auf n-Gramm-
Wahrscheinlichkeiten, die nahe bei 0 liegen. Der Algorithmus wird daher
intolerant gegenüber Fehlern in der logischen Struktur. Liegt  nahe bei 1,
vermögen einzelne Fehler die Gesamtwertung nur schwach zu beeinussen.
Der Algorithmus wird dann tolerant gegenüber Fehlern in der logischen
Struktur.
s: Der zweite Parameter, der die Bewertung von partiellen Lösungen beein-
usst, ist der Grössenexponent s. Er bestimmt, wie stark die Grösse
einer partiellen Lösung, das heisst, die Anzahl ihrer logischen Knoten, in
die Gesamtbewertung einiesst. Wenn s = 0 ist, hat die Grösse keinen
Einuss auf die Bewertung. Durch die Charakteristik der Generalized-
Means-Funktion h

ist die Suche dann einer breadth-rst Suche ähnlich.
Schon bei Werten für s um 3 oder 4 jedoch überdeckt die Grösse einer
partiellen Lösung fast vollständig h

. Der best-rst Algorithmus wird in-
folgedessen die grössten partiellen Lösungen bevorzugt weiterentwickeln.
Da die Grösse von partiellen Lösungen direkt ihrer Tiefe im Suchbaum
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entspricht, gleicht sich die Suche einer depth-rst Strategie an. Sinnvolle
Werte liegen im Bereich 0  s  1.
splitdepth: Dieser Parameter ist kein Skalar, sondern ein ganzzahliges Intervall
und wurde noch nicht explizit eingeführt. splitdepth beeinusst die Auf-
teilung eines Erkennungsproblems in Teilprobleme. Um Teilungsstellen
ausndig zu machen, sucht der Algorithmus nach logischen Entitäten, die
erstens ein sehr charakteristisches Layout aufweisen, und zweitens sich
nicht zu tief in der logischen Baumstruktur benden, damit die Teilpro-
bleme nicht zu klein werden. Die Tiefe, in der sich die logische Entität
bendet, wird von splitdepth bestimmt. Hierfür lassen sich keine generell
sinnvollen Werte angeben, weil sie stark von der Struktur einer Doku-
mentklasse abhängen können. In unseren Tests wurde splitdepth = [1; 2]
festgesetzt.
Für den Anwender eines Programms ist es in der Regel angenehm, wenn er
zu Beginn dessen Gebrauchs nicht eine Serie von Parametern bestimmen muss.
Oftmals ist für die Festlegung von Parametern auch Expertenwissen nötig, was
den Kreis von Anwendern stark einschränkt. Weitgehende Parameterfreiheit
sollte deshalb für Anwendungen wie die Dokumenterkennung ein Ziel sein.
Unsere Tests haben gezeigt, dass der Erkennungsalgorithmus auf Variatio-
nen der Parameter  und s unempndlich reagiert. Daher mussten deren Werte
praktisch nie verändert werden. Etwas problematischer ist der Parameter split-
depth. Hier ist es oensichtlich, dass er an die zu erkennende Dokumentklasse
angepasst werden muss. Allerdings ist ein Einblick in die Funktionsweise des
Algorithmus nötig, um ihn festlegen zu können. Die Möglichkeit einer automa-
tischen Festlegung des Parameters ist hingegen nicht ausgeschlossen.
6.3.2 Beschränkungen
Der Erkennungsalgorithmus besitzt von Grund auf einige Beschränkungen, die
die Erkennung gewisser Dokumentklassen ausschliessen.
Eine Beschränkung des Algorithmus ist das Verbot rekursiver Dokument-
strukturen. Es ist also nicht erlaubt, dass logische Entitäten sich selbst enthal-
ten. Der Grund dafür liegt in subtilen Eigenschaften des Erkennungsalgorith-
mus, deren Erläuterung hier zu weit führen würde. Da das Verbot rekursiver
Strukturen aber nicht im Zusammenhang mit der Expressivität des Modells
steht, sind alternative Erkennungsalgorithmen denkbar, die Rekursionen in der
Struktur zulassen.
Eine weitere Beschränkung ist der Ausschluss zweidimensionaler Strukturen.
Der Algorithmus ist darauf ausgelegt, dass eine klar denierte Leseordnung exi-
stiert: eine Ordnung von Wörtern in einer Zeile, von Zeilen in einem Block, von
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Blöcken in einer Seite und von Seiten im Dokument. Nur Dokumente mit dieser
Eigenschaft der denierten Leseordnung lassen sich adäquat als Baumstruktur
darstellen. Typische zweidimensionale Strukturen, wie Tabellen oder mathema-
tische Formeln sind mit dem vorgeschlagenen Modell nicht repräsentierbar.
Schliesslich wurden weder der Algorithmus noch das Modell darauf ausge-
legt, sogenannte oating bodies zu erkennen. Floating bodies sind meist grössere
Blöcke, die im Layout eine gössere, von der Leseordnung unabhängige Platzie-
rungsfreiheit haben als normale Textelemente. Typische oating bodies sind
Graphiken, Bilder und Tabellen. Glücklicherweise haben oating bodies im
allgemeinen sehr charakteristische graphische Eigenschaften und können daher
leicht bei der Erkennung der physischen Struktur herausgeltert werden.
6.3.3 Komplexität
Die Konstruktion der logischen Struktur ist ein state-space-search Problem, das
heisst, in einem Raum von diskreten Zuständen suchen wir einen bestimmten
Zustand. Nehmen wir vereinfachend an, dass unser Problem darin besteht, auf
n gegebenen Blättern eine bestimmte Baumstruktur aufzubauen. Nun ist die
Anzahl der verschiedenen Bäume mit denselben n Blättern unendlich. Selbst
wenn wir einschränken, dass ein Knoten mindestens zwei Nachfolger haben muss
(eine Einschränkung, die für Dokumentstrukturen oft, aber nicht immer gilt),
wächst die Anzahl möglicher Bäume exponentiell mit n an.
Nun trägt unser Erkennungsalgorithmus diesem Umstand aber Rechnung,
indem die Baumstruktur so gezielt wie möglich konstruiert wird. Er generiert
mittels komplexer Regeln nur sehr aussichtsreiche Hypothesen darüber, wie die
Struktur um einen Knoten erweitert wird. In sehr vielen Fällen wird sogar nur
eine einzige Hypothese vorgeschlagen. Dies führt dazu, dass die exponentielle
Komplexität des Algorithmus in der Praxis kaum spürbar ist. In der Evaluation
in Kapitel 7 wird gezeigt, dass die Anzahl der durchgeführten Konstruktions-
schritte selten die doppelte Anzahl der Knoten in der Lösung übersteigt.
6.4 Alternative Erkennungsansätze
Nach der Präsentation des Konstruktionsalgorithmus stellt sich die Frage, ob
sich in der Literatur Ansätze nden lassen, die ähnliches zu leisten imstande
sind, und somit als Alternative oder Ergänzung zu unserem Algorithmus einge-
setzt werden könnten.
Betrachten wir noch einmal die abstrakten Eigenschaften unserer Problem-
stellung. Gegeben ist ein Baum (die physische Struktur), dessen Knoten mit
Labels attribuiert sind. Gesucht ist ein zweiter Baum (die logische Struktur), der
unter Berücksichtigung komplexer Regeln zum ersten Baum passt. Die Knoten
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des gesuchten Baumes sind ebenfalls mit Labels attribuiert. Zudem sollen auch
die Verbindungen zwischen den beiden Baumstrukturen hergestellt werden.
Beim Studium der einschlägigen Literatur sind wir auf kein bekanntes Ver-
fahren gestossen, das die obigen Anforderungen erfüllt. Auch ist uns keine
Möglichkeit bekannt, wie das Problem zurückgeführt werden könnte auf Proble-
me mit gut dokumentierten Lösungsansätzen, wie zum Beispiel Klassikation,
graph-matching oder constraint-based reasoning. Der Grund dafür, warum un-
ser Dokumenterkennungsproblem nicht auf ein bekanntes Problem zurückzufüh-
ren ist, liegt in seiner Formulierung. Die Konstruktion und das Aufsetzen einer
Baumstruktur auf eine gegebene Baumstruktur beinhaltet eine Segmentierung
(die Gruppierung von physischen und logischen Entitäten) und eine Klassizie-
rung (Finden des Labels eines neuen Knotens) und zwar unter Berücksichtigung
des benachbarten Kontexts. Allerdings sind die Phasen der Segmentierung und
der Klassizierung so stark gegenseitig abhängig, dass sie nicht sequentiell ab-
gearbeitet werden können.
Grundsätzlich ist festzuhalten, dass die meisten Ansätze aus dem Bereich
der künstlichen Intelligenz und machine learning als Resultat im wesentlichen
eine einzelne isolierte Grösse liefern, zum Beispiel eine Entscheidung, eine Klasse
oder eine Diagnose. Verfahren hingegen, die komplette Strukturen als Ergeb-
nis liefern können, sind selten. Eine wichtige Ausnahme bildet die Klasse der
syntaktischen Ansätze. Sie erzeugen bei der Analyse einer linearen Struktur,
beispielsweise einer Zeichenkette, wiederum eine Struktur: nämlich einen Par-
singbaum. Es ist allerdings unklar, wie eine Baumstruktur anstelle einer linearen
Struktur mit einer syntaktischen Methode analysiert werden kann, so dass der
erzeugte Parsingbaum genau der gesuchten Baumstruktur entspricht.
6.5 Zusammenfassung
Für die Erkennung der logischen Struktur eines Dokuments, die sich auf ein zu-
vor gelerntes n-Gramm-Modell abstützt, eignet sich besonders ein heuristisches
Verfahren. Heuristiken bieten sich an, wenn unscharfe Daten verarbeitet werden
sollen, und wenn anstelle eines formalen Verfahrens lediglich ad hoc Regeln und
auf dem gesunden Menschenverstand basierende Vorgehensweisen bekannt sind.
Der Ansatz besteht in einer schrittweisen bottom-up Konstruktion der logi-
schen Struktur, die auf die physische Struktur aufgesetzt wird. Aufgrund von
Regeln, die die physische und die bereits konstruierte logische Struktur sowie das
Modell interpretieren, werden Hypothesen darüber erzeugt, wie sich in einem
nächsten Schritt ein neuer Knoten an die Struktur (partielle Lösung) anfügt.
Verschiedene Alternativen von partiellen Lösungen werden mit der Generalized-
Means-Funktion im Hinblick auf ihre Modellkonformität laufend bewertet. Eine
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optimale Lösung wird mit einer best-rst Suchstrategie gefunden. Optimierun-
gen sorgen dafür, dass die theoretisch exponentielle Komplexität des Algorith-
mus in der Praxis nicht ins Gewicht fällt.
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Kapitel 7
Evaluation
In diesem Kapitel wird mit empirischen Tests der Nachweis der Tauglichkeit
unseres Ansatzes für die Modellierung und Erkennung von Dokumentstrukturen
erbracht. Die Tests haben zum Ziel, die folgenden Fragen zu klären.
1. Wie gut ist das Modell in der Lage, Dokumentstrukturen zu repräsentie-
ren?
2. Kann der Erkennungsalgorithmus mit Hilfe des Modells die logische Struk-
tur von Dokumenten konstruieren?
3. Wie stark vermögen inkrementelle Lernschritte das Modell mit der Zeit
zu verbessern?
4. Ist mit der Zeit eine Konvergenz des Modells festzustellen?
5. Wie ezient ist der Erkennungsalgorithmus?
Zunächst werden in Abschnitt 7.1 einige Vorversuche und deren Resultate
vorgestellt. Sie basieren auf dem Modell und dem Erkennungsalgorithmus in ei-
nem früheren Entwicklungsstadium, als sich insbesondere der Algorithmus vom
derzeit aktuellen unterschieden hatte. Anschliessend betrachten wir die in der
Hauptversuchsreihe verwendeten Testdaten (Abschnitt 7.2), deren Aufbereitung
(Abschnitt 7.3) und die Ergebnisse der Versuchsdurchgänge (Abschnitt 7.4).
Das Kapitel schliesst mit einer eingehenden Diskussion der Resultate in Ab-
schnitt 7.6.
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7.1 Vorversuche
Der bisher vorgestellte Ansatz zur Modellierung und Erkennung von Dokument-
strukturen ergibt sich aus einer langen Reihe von Entwürfen und Versuchen.
Die Grundidee der statistischen Repräsentation mit n-Grammen bestand von
Anbeginn der Forschungen und musste nur marginal erweitert werden. Die mei-
sten Veränderungen erfuhr im Laufe der Zeit der Erkennungsalgorithmus, der
kontinuierlich weiterentwickelt wurde. Dennoch ist ein Rückblick auf frühere
Resultate interessant, um die Stärken und Schwächen des Ansatzes zu verdeut-
lichen.
Wir betrachten die Versuchsreihe Memento für die Erkennung eines Ver-
anstaltungskalenders sowie die Reihe Medical Imaging für die Erkennung von
wissenschaftlichen Publikationen.
7.1.1 Memento Dokumente
Memento Dokumente sind einseitige Veranstaltungskalender, die wöchentlich
intern an der Universität Freiburg erscheinen, und eignen sich gut für die Er-
kennung, da sie eine reichhaltige Struktur aufweisen, die sich stark im Layout
widerspiegelt. Die Abbildung 7.1 zeigt links das Bild eines Memento Doku-
ments und rechts einen vergrösserten Ausschnitt, während Abbildung 7.2 einen
Ausschnitt aus der logischer Struktur zeigt. Es existieren zwei Typen von Ver-
anstaltungen: Konferenzen, die den Sprecher, seine Herkunft, den Titel und
Zusatzinformationen umfassen sowie Versammlungen, die lediglich den Titel
und Zusatzinformationen auühren. Optional endet ein Veranstaltungseintrag
mit einer Referenz.
Im Unterschied zum Modell, wie es in Kapitel 4 deniert wurde, existiert
keine Unterscheidung zwischen einer physischen und logischen Strukturebene.
Das Modell enthält daher nur die n-Gramme r, l, t, b und e. Wie die Abbil-
dung 7.1 zeigt, entspricht der Strukturbaum der logischen Struktur, wobei sich
allerdings die Blätter auf physische Entitäten beziehen. Eine einzelne physische
Entität entspricht einer Textzeile, und sie ist nach dem in der Zeile vorwiegend
verwendeten Zeichensatz klassiziert. Insgesamt existieren fünf Klassen physi-
scher Entitäten: HEL12BI, HEL14I, HEL12, HEL10, AG14 (für Helvetica 14pt
bold italic, 14pt italic, 12pt, 10pt und Avant Garde 14pt).
Der Erkennungsalgorithmus konstruiert bottom-up die logische Struktur auf
den gegebenen physischen Blättern. Bei jedem Schritt wird entweder ein neuer
Vorgängerknoten für einen einzelnen Baumknoten erzeugt, oder ein bestehender
Knoten wird in einen Unterbaum integriert. Im Unterschied zum Algorithmus
in Kapitel 6 wird also nicht in einem Zug eine Gruppe von Knoten zu einem
Unterbaum zusammengefasst, sondern es wird schrittweise immer nur eine Ver-
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Abbildung 7.1: Eine typische Seite eines Memento Dokuments und ein ver-
grösserter Ausschnitt.
bindung zwischen den Knoten aufgebaut. Die Erkennung besteht somit darin,
auf einer Sequenz von physischen Entitäten die logische Struktur aufzubauen.
Die Sequenz von physischen Entitäten wurde in unseren Versuchen von Hand
erstellt, und ist daher frei von Fehlern.
gelernte Einträge erkannte Einträge nicht erkannte Einträge
2 13 5 (28%)
3 15 2 (17%)
4 18 0 (0%)
Tabelle 7.1: Resultate der Erkennung einzelner Veranstaltungen.
In Tabelle 7.1 sind die Resultate aufgelistet, die sich aus der Erkennung
einzelner Veranstaltungseinträge ergeben haben. Werden zwei Einträge gelernt
(eine Konferenz und eine Versammlung), so können damit 13 Veranstaltungen
einer Dokumentseite erkannt werden. Durch Hinzulernen einer weiteren Veran-
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Abbildung 7.2: Ausschnitt aus der logischen Struktur eines typischen Memen-
to Dokuments.
staltung werden 15 korrekt erkannt, und nach einem weiteren Lernschritt wird
eine hundertprozentige Erkennungsrate erreicht.
In einer weiteren Versuchsanordnung wird die Erkennung kompletter, ein-
seitiger Dokumente erprobt. Es hat sich dabei herausgestellt, dass mit einer
gelernten Seite fünf weitere vollständig und korrekt erkannt werden.
Aus den Resultaten kann geschlossen werden, dass das n-Gramm-Modell
Strukturen darstellen und korrekte von fehlerhaften Strukturen unterscheiden
kann, sowie dass das Modell vom Erkennungsalgorithmus für den gezielten
Strukturaufbau verwendbar ist. Nur wenige Lerndurchgänge sind nötig, um ein
brauchbares Modell zu lernen. Relativierend ist allerdings festzuhalten, dass
Memento Dokumente eine einfache Struktur aufweisen, die sich oft direkt im
Layout widerspiegelt. Dadurch, dass die Konstruktion der Struktur vergleichs-
weise langsam abläuft und bei vielen Konstruktionsschritten mehrere Alterna-
tiven zur Auswahl stehen, besteht zudem die Gefahr, dass der Suchbaum zu
gross und die Suche nach Lösungen inezient werden kann. Die Grösse der
Memento Dokumente liegt jedoch in einem Bereich, der gut zu bewältigen ist.
7.1.2 Medical Imaging Artikel
In einer weiteren Versuchsreihe wurden Artikel aus dem wissenschaftlichen Jour-
nal IEEE Transactions on Medical Imaging herangezogen. Ein Beispiel einer
Titelseite ist in Abbildung 7.3 dargestellt. Die logische und physische Struk-
tur ist deutlich komplexer als im vorangegangenen Beispiel, denn die Artikel
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enthalten Kapitel, Unterkapitel, Aufzählungen, mathematische Formeln und Li-
teraturhinweise. Die physische Struktur wird für die Erkennung wiederum als
Sequenz von physischen Entitäten repräsentiert, die den Textzeilen entsprechen.
Allerdings sind die physischen Entitäten nun feiner klassiziert, so dass sie ne-
ben dem Zeichensatz auch die horizontale Ausrichtung einer Zeile, bezogen auf
die Textspalte, mit einbeziehen. Beispielsweise kodiert die physische Entität
T11I1A eine Zeile, die vorwiegend die Schrift Times 11pt italic aufweist, links
einfach eingerückt und rechts bündig mit dem Blockrand ist (siehe Tabelle 7.2).
Von den insgesamt 192 möglichen physischen Entitäten werden in den Medical
Imaging Dokumenten jedoch nur 18 tatsächlich benötigt.
Abbildung 7.3: Titelseite eines eines typischen Medical Imaging Dokuments.
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Tabelle 7.2: Kodierung der Attribute von physischen Entitäten.
Der zu grossen Komplexität des Erkennungsalgorithmus aus der Memento
Versuchsreihe wurde damit begegnet, dass bei jedem Konstruktionsschritt eine
komplette Sequenz von Knoten zu einem Unterbaum zusammengefasst wird
(in ähnlicher Weise wie in Kapitel 6 beschrieben). Mit dieser Verbesserung ist
es möglich, die um einiges längeren Dokumente in einer vertretbaren Zeit zu
erkennen.
Insgesamt wurden sieben Artikel mit insgesamt 41 Seiten ausgewählt, deren
physische Struktur, also die Sequenz von physischen Entitäten, manuell extra-
hiert wurde. Die Resultate einiger Durchgänge für die Erkennung der Makro-
struktur sind in Tabelle 7.3 aufgelistet. Nach dem Lernen von zwei Dokumenten
kann die Struktur von zwei weiteren Dokumenten mit einer Rate von 1% inkor-
rekter logischer Knoten erkannt werden. Die restlichen Dokumente sind nicht
erkennbar, weil sie logische oder physische Knoten enthalten, die noch nicht ge-
lernt wurden. Erst nach Einbezug eines weiteren Dokuments in das Modell sind
alle Dokumente mit einer Fehlerrate von 0.7% erkennbar. Mit vier gelernten
Dokumenten reduziert sich die Fehlerrate gar auf 0.4%.
Aus den Resultaten lässt sich schliessen, dass der modizierte Algorithmus
mit der direkten Gruppierung von Knoten die Komplexität reduziert. Doku-
mente mit bis zu tausend physischen Entitäten (Zeilen) sind ohne weiteres ver-
arbeitbar. Die Modikation führt aber auch dazu, dass die Struktur nicht mehr
durchwegs korrekt erkannt werden kann, so dass etwa 1% der logischen Kno-
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gelernte erkannte fehlerhafte Knoten
Dokumente Knoten Dokumente Knoten absolut relativ
2 376 2 1029 10 1%
3 461 4 1357 10 0.7%
4 629 3 1200 5 0.4%
Tabelle 7.3: Resultate der Medical Imaging Testserie.
ten falsch konstruiert ist. Das Problem ist dem Algorithmus zuzuschreiben und
nicht dem Modell, da die korrekten Lösungen gemäss der Generalized-Means-
Funktion höhere Konformitätswerte aufweisen als die vom Algorithmus geliefer-
ten.
Aus den aufgeführten Vorversuchen mit Memento und Medical Imaging
Dokumenten lassen sich wertvolle Rückschlüsse auf das Verhalten und die Ei-
genschaften des Modells und des Erkennungsalgorithmus ziehen. Mit den ge-
wonnenen Erfahrungen wurde ein Ansatz entwickelt, wie er in den Kapiteln 46
präsentiert wurde. Die folgenden Abschnitte behandeln nun die abschliessenden
Tests.
7.2 Testdaten
Für die Durchführung der Haupttestreihe mussten Dokumente gesucht werden,
die den folgenden Anforderungen genügen:
 Es muss eine grössere Anzahl, das heisst einige Dutzend, Dokumente ver-
fügbar sein. Ein Dokument soll ungefähr ein Dutzend Seiten enthalten.
 Die Dokumente sollen eine reichhaltige, nicht triviale Struktur besitzen.
 Die Dokumente sollen in elektronischer Form vorliegen, damit auch eine
Erkennung von idealen Dokumentbildern möglich ist. Das PostScript-
Format soll vorhanden oder generierbar sein.
 Die Dokumente müssen alle derselben Klasse angehören und das gleiche
Layout aufweisen, müssen also die gleiche logische und physische generi-
sche Struktur besitzen.
 Die generischen Strukturen müssen verfügbar sein, zum Beispiel in Form
von grammatikalischen Regeln.
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 Die Dokumente dürfen nicht künstlich generiert, sondern müssen von Au-
toren geschrieben sein.
 Um die Tests realistisch zu gestalten, sollten die Dokumente von verschie-
denen Autoren verfasst worden sein.
 Die Dokumente sollen frei von zu restriktiven Copyrights sein.
Nach längerer Durchforstung der auf dem Internet frei erhältlichen Doku-
mente el unsere Wahl auf die Linux-HowTo Sammlung des LinuxDoc Projek-
tes [Lin99]. Es handelt sich dabei um Anleitungen, die jeweils einen Aspekt des
ebenfalls frei erhältlichen Betriebssystems Linux detailliert dokumentieren. Die
Sammlung weist die folgenden, für unsere Zwecke wichtigen Vorteile auf:
 Die Dokumente sind in einer Vielzahl von Formaten verfügbar. Die Pa-
lette reicht von SGML, ASCII über HTML bis zu PostScript. Das allen
gemeinsame Stammformat ist SGML.
 Die generische logische Struktur ist in Form einer Document Type De-
nition (DTD) verfügbar, die von Thomas Gordon aus der QWERTZ
DTD [Her92] abgeleitet wurde.
 Die Programme, die die SGML-Dateien in andere Formate übersetzen,
sind als Teil des SGMLTools-Paketes [SGM99] frei erhältlich, und können
leicht auf jedem UNIX-System installiert werden.
 Die Sammlung umfasst zirka hundert Dokumente.
 Die Dokumente besitzen eine mittlere bis hohe Komplexität in ihrer Struk-
tur.
 Um eine plattform- und medienunabhängige Präsentation zu gewährleis-
ten, besitzen LinuxDoc Dokumente keine Graphiken, Bilder und Tabel-
len. Dies ist für uns von Vorteil, da die Erkennung der genannten Ele-
mente nicht Gegenstand unserer Forschungen ist, und sie ohnehin hätten
ausgeltert werden müssen.
Im Anhang A ist die DTD sowie einige Auszüge aus LinuxDoc Dokumen-
ten aufgeführt. Die Abbildung 7.4 zeigt eine typische Titelseite. Der in grosser
Schrift geschriebene Titel (Title) ist gefolgt von einer Zeile mit Autor und Erstel-
lungsdatum (Author). Danach folgt eine Zusammenfassung (Abstract) und das
Inhaltsverzeichnis (TOC). Abstract und Inhaltsverzeichnis sind optional. Der
Rest des Dokuments ist weiter unterteilt in Kapitel (Sect) und optional in Un-
terkapitel (Sect1) sowie Unter-Unterkapitel (Sect2), wie in den Abbildungen A.2
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Abbildung 7.4: Eine typische Titelseite mit Abstract und Inhaltsverzeichnis.
und A.3 ersichtlich ist. Die Textabsätze (P) sind mehrheitlich in der Schrift
Computer-Modern bei 10 Punkt Schriftgrösse gesetzt. Sie können aber zu-
dem fast jede beliebige 10 Punkt Schrift enthalten (Computer-Modern fett und
kursiv, sowie Courier und Script). Zwischen den Absätzen können vorforma-
tierte Textteile (Verb) vorkommen, die ausschliesslich in Courier-Schrift gesetzt
sind.
Des weiteren sind Beschreibungen (Descrip, Abbildung A.4), Auistungen
(Itemize, Abbildung A.5) und Aufzählungen (Enumerate, Abbildung A.6) zu n-
den. Sie bestehen aus einem eingerückten Absatz, dem ein Punkt bei Itemize,
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Abbildung 7.5: Blockschaltbild der Erkennung der physischen Struktur.
eine Zahl bei Enumerate oder ein kurzer, fett geschriebener Text (Tag) bei De-
scrip vorangestellt ist. Optional folgen ihnen weitere eingerückte Absätze (P)
oder vorformatierte Textteile (Verb). Schliesslich enthalten einige Dokumente
Zitate (Quote), die Absätzen gleichen, aber links und rechts eingerückt sind, wie
das Beispiel in Abbildung A.7 zeigt.
7.3 Erkennung der physischen Struktur
Als Vorbedingung für die Erkennung der logischen Struktur eines Dokuments
muss die physische Struktur vollständig bekannt sein. In diesem Abschnitt wird
beschrieben, wie aus einem LinuxDoc Dokument der in Kapitel 4 spezizierte
Strukturbaum generiert wird. Insbesondere wird die Klassikation der Layout-
attribute in physische Labels beschrieben.
Abbildung 7.5 stellt das Blockschaltbild der physischen Strukturerzeugung
dar. Aus einem SGML-Dokument, das den Inhalt und die logische Struktur
beschreibt wird mit den SGMLTools eine PostScript-Datei erzeugt. Intern ba-
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ag-r-r-10 cm-r-r-10 cm-b-r-12 cr-r-r-8
ag-r-i-10 cm-r-i-10 cm-b-r-14 cr-r-r-10
ag-r-r-20 cm-b-r-10 cm-b-i-14 cr-r-r-12
cm-b-i-10 bk-r-i-10 u1-r-r-10
Bedeutung der Abkürzungen
f-w-a-s
f: family ag: Avant-Garde, cm: Computer-Modern,
cr: Courier, bk: Bookman script
u1: Special symbols
w: weight r: regular, b: bold
a: attribute r: roman, i: italic
s: size 8, 10, 12, 14, 20 Punkt
Tabelle 7.4: Kodierung der Entitäten auf Wortniveau nach ihrem Font.
sieren die SGMLTools auf dem SGML-Parser sp [Cla99] und auf L
A
T
E
X als Lay-
outprozessor. Mit dem PostScript-Renderer ghostscript [Gho99] werden sodann
Dokumentbilder in einer Auösung von 300dpi erzeugt. Jedes Dokumentbild
entspricht genau einer Seite. Die Bilder werden zu einer DAFS-Datei zusam-
mengefasst. Das DAFS-Format eignet sich besonders für die Repräsentation von
Dokumentstrukturen, da es gleichzeitig Bildinformationen und darauf überla-
gerte Baumstrukturen darzustellen vermag. Anschliessend wird jedes einzelne
Bild in Zeilen, Wörter und Zeichen segmentiert. Wir verwenden dazu Routinen,
die an unserem Institut implementiert wurden und auf den folgenden Standard-
methoden basieren: Run-Length-Smoothing-Algorithmus (RLSA), Analyse von
Projektionsprolen (pp) und Extraktion 8-konnexer Komponenten (cc8). Die
resultierenden Textblöcke entsprechen im LinuxDoc Layout trivialerweise der
konvexen Hülle aller Textzeilen, da die Dokumente immer einspaltig sind. Mit
Hilfe von selbstentwickelten Filtern werden anschliessend die Kopfzeilen mit Ka-
pitelüberschrift und Seitenzahl sowie horizontale Linien aus der Struktur ent-
fernt. Schliesslich wird der DAFS-Struktur die Fontinformation hinzugefügt, die
mit Hilfe des Tools pstotext [BML95] wortweise direkt aus der PostScript-Datei
extrahiert wurde.
Zu diesem Zeitpunkt liegt die physische Struktur als Baum mit einer Tiefe
von sechs vor. Auf dem ersten Niveau bendet sich die Dokumentwurzel, auf
dem zweiten die Seitenknoten, auf dem dritten die Blockknoten (die hier ex-
akt den Seiten entsprechen), auf dem vierten die Zeilenknoten, auf dem fünften
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n: ausgerichtet, i: eingerückt
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Tabelle 7.5: Kodierung der Entitäten auf Zeilenniveau nach der relativen Posi-
tion.
die Wortknoten und auf dem sechsten die Zeichenknoten, die den 8-konnexen
Komponenten im Bild entsprechen. Alle Seiten-, Block, Zeilen-, Wort- und Zei-
chenknoten besitzen als Attribut die absolute Position des sie umschreibenden
Rechtecks. Zusätzlich besitzen die Wortknoten als Attribut die Fontinformation
sowie die Zeilenknoten die Position der Baseline des Textes.
Gemäss der Vorgaben für die Modellierung mit n-Grammen müssen die At-
tribute jedes physischen Knoten klassiziert werden, woraus sich physische En-
titäten ergeben. Die Knoten auf Dokument-, Seiten-, und Blockniveau werden
nicht weiter klassiziert und lediglich den Entitäten Volume, Page und Block zu-
gewiesen. Die Knoten auf dem Wortniveau werden nach ihrer Fontinformation
klassiziert. Eine Klasse entspricht genau einem Font mit Attributen. Insge-
samt existieren die 15 in Tabelle 7.4 aufgeführten Fontklassen.
Die Zeilenknoten werden schliesslich nach ihrer relativen horizontalen und
vertikalen Position klassiziert. Die Klassen sind, wie in Tabelle 7.5 gezeigt,
als Zeichenkette der Länge vier dargestellt. Die erste Position widerspiegelt
die vertikale Distanz einer Zeile zur vorangehenden Zeile und kann eine von
drei Werten annehmen: n: normal, e: extended und l: long. Als Spezialfall
wird einer ersten Zeile einer Seite, also direkt nach einem Zeilenumbruch der
Wert n zugewiesen. Die zweite Position widerspiegelt in gleicher Weise die
Distanz zur folgenden Zeile. Die dritte Position widerspiegelt den Abstand des
linken Randes der Zeile von linken Rand des sie umgebenden Blockes. Sie kann
vier Werte annehmen: 0: nicht eingerückt, 1: einfach eingerückt, 2: doppelt
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Abbildung 7.6: Verteilung der Abstandshäugkeiten der linken Zeilenränder von
den sie umgebenden Blöcken.
eingerückt und 3: dreifach eingerückt. Die vierte Position widerspiegelt den
Abstand des rechten Randes der Zeile von rechten Rand des sie umgebenden
Blockes. Sie kann zwei Werte annehmen: n: nicht eingerückt und i: eingerückt.
Die Klassizierungen nach der relativen Position von Zeilen vollziehen sich
durch einen einfachen Vergleich der gemessenen Distanzen mit Schwellwerten.
Die Festlegung der Schwellwerte erfolgte in unseren Tests manuell, wurde jedoch
von einer statistischen Analyse unterstützt. Im Diagramm in Abbildung 7.6 sind
die Häugkeiten der Abstände der linken Zeilenränder von ihren Blockrändern
aufgezeichnet. Das Diagramm wurde mit zirka 20'000 Zeilen aus 27 Dokumen-
ten berechnet. Es ist deutlich zu sehen, dass sich die Abstände in Gruppen
einteilen lassen, die speziellen Formatierungen im Dokument entsprechen. Die
Klassizierung der Distanzen sollte so vorgenommen werden, dass die wichtig-
sten Gruppen in eigene Klassen fallen. Die Schwellenwerte für die Klassizierung
der linken Abstände in die Gruppen 0, 1, 2 und 3 wurden daher festgelegt auf 30
Pixel (dierenziert zwischen der Klasse 0 für nicht eingerückt und 1 für einfach
eingerückt), 80 Pixel (dierenziert zwischen 1 und 2) und 140 Pixel (dierenziert
zwischen 2 und 3). Die Schwellenwerte für die Klassikationen der vertikalen
und rechten Zeilenabstände wurde analog vorgenommen.
7.4 Durchführung
Für die Realisierung der Tests wurde ein Prototyp erstellt, der im wesentli-
chen die in den Kapiteln 5 und 6 vorgestellten Algorithmen für das initiale und
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Abbildung 7.7: Blockschaltbild der Erkennung der logischen Struktur.
inkrementelle Lernen sowie für die Konstruktion der logischen Struktur imple-
mentiert. Wir betrachten nun den Ablauf eines Testdurchganges näher, der die
Erkennung der Makrostruktur von LinuxDoc Dokumenten zum Ziel hat.
Zu Beginn muss ein initiales Modell erstellt werden, das zumindest eine
unvollständige Erkennung ermöglicht. Dazu wurden drei kleine Dokumente von
fünf bis neun Seiten Umfang ausgewählt, die ein breites Spektrum von logischen
Strukturelementen enthalten. Durch Parsing der SGML-Quelldateien mit dem
SGML-Parser sp werden die entsprechenden Parsingbäume der drei Dokumente
erzeugt. Nach Entfernung aller Elemente der Mikrostruktur muss jeder logischen
Entität im Parsingbaum die zu ihr gehörige erste und letzte physische Entität
manuell zugewiesen werden. Solchermassen vorbereitete Dokumente, die die
vollständige physische und logische Struktur sowie die Zusammenhänge ihrer
Elemente aufweisen, kann der Prototyp direkt lernen und daraus ein initiales
Modell erzeugen. Der geschilderte Vorgang ist in Abbildung 7.7 schematisch
dargestellt.
Mit einem initialen Modell kann das System nun selbständig die logische
Struktur von Dokumenten erkennen. Schrittweise wird sie konstruiert, wobei
der Benutzer den Erkennungsvorgang verfolgt und kontrolliert. Wenn das Sy-
stem im Laufe der Erkennung an einem gewissen Punkt aufgrund eines unvoll-
ständigen Modells keine weiteren Konstruktionsschritte durchführen kann, leitet
es eine inkrementelle Lernphase ein.
Inkrementelles Lernen bedeutet konkret, dass der Benutzer manuell eine
Gruppierung von logischen oder physischen Entitäten vornehmen muss, die das
System alleine nicht vollziehen kann. Er deniert also eine Sequenz von En-
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Parameter Wert Parameter beeinusst . . .
n 3 maximale Länge der n-Gramme
 1
Messung der Modellkonformität
s 1
von (partiellen) Lösungen
splitdepth [1; 2] Aufteilung in Teilprobleme
Tabelle 7.6: Parameterwerte der Testdurchgänge.
titäten sowie das logische Label des Vorgängerknotens der Sequenz. In einem
graphischen und interaktiven System ist dies mit wenigen Mausklicks zu be-
werkstelligen. Das System integriert das neu hinzugekommene lokale Muster in
sein n-Gramm-Modell und fährt mit der Erkennung fort.
Für die Tests wurden 26 Dokumente verschiedener Grösse ausgewählt, die
insgesamt 390 Seiten und 8785 logische Entitäten umfassen. Die 26 Dokumente
wurden in zwei Gruppen unterteilt. Die erste Gruppe besteht aus 15 Dokumen-
ten, die keine Aufzählungen, keine Zitate und keine Einträge (Item) enthalten,
die aus mehreren eingerückten Absätzen bestehen. Die zweite Gruppe besteht
aus den verbleibenden elf Dokumenten. Die Einteilung in zwei Gruppen wurde
vorgenommen, um den Eekt des inkrementellen Lernens besser beobachten zu
können.
Vor der Durchführung von Testdurchgängen sind die Werte der insgesamt
vier Parameter n, , s und splitdepth festzulegen. In Vorversuchen hat sich her-
ausgestellt, dass die Parameter den Verlauf der Erkennung nur schwach beein-
ussen. Daher wurden alle Tests mit denselben Parameterwerten durchgeführt,
die in Tabelle 7.6 aufgelistet sind.
7.5 Resultate
7.5.1 Fehlerrate
Als Mass für die Leistungsfähigkeit einer Erkennungsmethode wird normaler-
weise die Erkennungs- beziehungsweise die Fehlerrate berechnet. Da jedoch in
unserem System Unklarheiten sofort interaktiv bereinigt werden, kann die re-
sultierende logische Struktur grundsätzlich keine Fehler mehr enthalten. Daher
messen wir nicht die Fehlermenge, die am Ende einer Erkennung gezählt wird,
sondern die Anzahl der inkrementellen Lernschritte, die jeweils benötigt werden,
um ein Dokument zu erkennen.
Das Diagramm in Abbildung 7.8 zeigt den Verlauf der Anzahl notwendi-
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Abbildung 7.8: Entwicklung der Fehlerrate, beziehungsweise der Rate interak-
tiver Korrekturen mit zunehmender Anzahl erkannter Dokumente.
ger inkrementeller Lernschritte. Die durchgezogene Linie zeigt die Anzahl der
Lernschritte bezogen auf die Anzahl logischer Entitäten im ganzen Dokument,
und die gestrichelte Linie zeigt die Anzahl der Lernschritte pro Seite. Bei der
Betrachtung des Verlaufs vom ersten bis zum fünfzehnten Dokument fällt auf,
dass zu Beginn relativ viele Lernschritte benötigt werden, so dass zirka jeder
zwanzigste logische Knoten von Hand deniert werden muss. Nach dem sechsten
Dokument beginnt sich die Anzahl der Interaktionen erheblich zu reduzieren.
Ab dem sechzehnten Dokument nimmt die Lernrate wieder deutlich zu. Die Er-
klärung dafür ist, dass neue, komplexe Strukturen in den Dokumenten erkannt
werden müssen, die bis dahin noch in keinem Dokument auftraten. Es handelt
sich um Item in einer Auistung (Itemize), die aus mehreren Absätzen bestehen,
die zusätzlich mit vorformatiertem Text (Verb) gemischt sind. Später kommen
neu Aufzählungen (Enumerate) und Zitate (Quote) hinzu. Nach der Integration
der neuen Strukturen nimmt die Rate der inkrementellen Lernschritte erneut
ab und pendelt schliesslich um einen Wert von etwa 1%. Das heisst, eine manu-
elle Korrektur ist nötig bei jedem hundertsten logischen Knoten, was deutlich
weniger als einer Korrektur pro Seite entspricht.
In einem letzten Durchgang wurde ein Modell aus den zuvor erkannten 26
Dokumenten gelernt. Dies ist möglich, da nach der Erkennung eines Doku-
ments die logische Struktur zusammen mit der physischen in einer DAFS-Datei
gespeichert wird. In dieser Form kann sie direkt vom Prototypen geladen und
gelernt werden. Mit dem Modell, das sich aus den 26 Dokumenten ergab, wur-
de erneut für jedes Dokument die logische Struktur konstruiert und mit der
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Abbildung 7.9: Die Anzahl logischer und physischer Klassen mit zunehmender
Anzahl erkannter Dokumente.
originalen logischen Struktur verglichen. In 20 der 26 Fälle, also der überwie-
genden Mehrzahl, wird exakt dieselbe logische Struktur konstruiert, wie sie im
originalen Dokument vorlag. In drei Fällen wird gar eine korrektere Struktur
konstruiert, da die originalen Dokumente, durch Nachlässigkeit des Benutzers
in den inkrementellen Lernphasen, vereinzelt Fehler enthielten. In weiteren drei
Fällen werden einige vorformatierte Textteile (Verb) in zwei oder mehr Verb-
Entitäten aufgeteilt. Das Problem der Überfragmentierung von Verb-Entitäten
wird weiter unten eingehend analysiert.
7.5.2 Modellkonvergenz
Die Diagramme in den Abbildungen 7.9 und 7.10 geben Aufschluss darüber, wie
stark das Modell in den Lernphasen anwächst. Das erste Diagramm illustriert
den Verlauf der Anzahl logischer und physischer Klassen. Die Anzahl der logi-
schen Klassen entspricht direkt den SGML-Tags der Makrostruktur. Die Anzahl
der physischen Klassen ist hingegen nicht direkt vorhersagbar. Im Diagramm
wächst sie zunächst stark an, um dann zum Wert 84 zu konvergieren. Der theo-
retische Maximalwert beträgt 99 (81 Zeilenklassen, 15 Wortklassen und je eine
für Block-, Seiten und Volumeentitäten). Der theoretische Maximalwert wird
nicht erreicht, weil nicht alle Zeilenklassen in den Dokumenten auftreten.
Das Diagramm in Abbildung 7.10 zeigt den Verlauf der Anzahl der n-Gram-
me, die Wahrscheinlichkeiten grösser als 0 aufweisen. Die Kurven steigen zu-
nächst stark an und gehen später in ein leichtes Wachstum über. Die theoreti-
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Abbildung 7.10: Die Anzahl der von 0 verschiedenen Bi- und Trigrammen mit
zunehmender Anzahl erkannter Dokumente.
schen Maximalwerte betragen 11'425 für Bigramme und 767'025 für Trigramme.
Das heisst, dass 9.7% aller möglichen Bigramme und 0.18% aller möglichen Tri-
gramme einen von 0 verschiedenen Wert haben.
7.5.3 Entropie
In Tabelle 7.7 sind die Entropiewerte des Modells nach dem Lernen der 26
Dokumente aus den beiden Testgruppen aufgeführt. Die Tabelle führt sowohl
die Gesamtentropie des Modells als auch die Entropien der n-Gramme für jede
Nachbarschaftsbeziehung auf. Aus den Werten lassen sich einige interessante
Schlüsse ziehen.
 Die Entropie von r

ist leicht höher als die von l

. Der Grund liegt in
den n-Grammen von Titelentitäten (Titel des Artikels, der Kapitel usw.),
die nie einen linken Nachbarn besitzen. Die Entropie von l

dieser En-
titäten beträgt immer 0, was die Gesamtentropie stark reduziert. Werden
die Titelentitäten nicht in Betracht gezogen, so ergibt sich für r

eine
höhere Entropie als für l

. Daraus lässt sich der Schluss ziehen, dass es
sicherer ist, eine logische Entität vorauszusagen, wenn deren linker Kon-
text bekannt ist, als umgekehrt. Der Grund dafür liegt möglicherweise
darin, dass Dokumentstrukturen derart gestaltet wurden, dass sie in der
Lesefolge optimal verarbeitet werden können.
 Die Trigramme h
f
und h
l
besitzen eine niedrigere Entropie als i
f
und
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Entropie
Bigramm Trigramm
rechte Nachbarschaft, r

0.57 0.56
linke Nachbarschaft, l

0.49 0.46
Vorgänger, t

0.21 0.12
erste Nachfolger, b

0.0 0.0
letzte Nachfolger, e

0.18 0.18
erste physische Entitäten, h
f
#
0.56 0.055
letzte physische Entitäten, h
l
#
0.94 0.24
sind erste physische Entitäten von, i
f
'#
0.42 0.10
sind letzte physische Entitäten von, i
l
'#
0.65 0.43
gesamtes Modell 0.47 0.26
Tabelle 7.7: Entropiewerte der Bi- und Trigramme eines Modells für eine Do-
kumentklasse mittlerer Komplexität.
i
l
. Das bedeutet, dass sich mit dem Modell leichter physische Entitäten
vorhersagen lassen, wenn der logische Kontext bekannt ist, als umgekehrt.
 Innerhalb der logischen Struktur führt die Erhöhung von n von 2 auf 3
nur zu einem marginal aussagekräftigeren Modell. Dies ist insofern er-
staunlich, als man davon ausgehen würde, dass die Berücksichtigung eines
tieferen Kontexts zu präziseren Vorhersagen führte. Oensichtlich sind die
Beziehungen in der logischen Struktur sehr lokal. Hingegen kann das Mo-
dell für die Beziehung zwischen logischer und physischer Struktur durchaus
von einer Erhöhung von n protieren.
 Die Entropie von b für die Beschreibung des ersten Nachfolgerknotens
beträgt 0, weil alle n-Gramme 0 oder 1 betragen und somit die Struktur
perfekt beschreiben.
 Die ersten Entitäten von Sequenzen werden vom Modell schärfer beschrie-
ben, als die letzten Entitäten, da H(b) < H(e), H(h
f
) < H(h
l
) und
H(i
f
) < H(i
l
).
 Generell werden vertikale Muster vom Modell besser erfasst als horizon-
tale, da die Entropie von r und l generell grösser ist als die von t, b, e, h
f
,
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Abbildung 7.11: Die Entwicklung der Entropie von Bi- und Trigrammen mit
zunehmender Anzahl erkannter Dokumente.
Bei der Betrachtung des zeitlichen Verlaufs einiger Entropiewerte in den
Diagrammen der Abbildung 7.11 fällt zunächst auf, dass teilweise erhebliche
Schwankungen auftreten. Insgesamt steigen die Kurven mit dem Lernen der
ersten Dokumente stark an. Nach etwa einem Dutzend gelernter Dokumente
beginnen die Entropiewerte allmählich zu konvergieren. Die n-Gramm-Wahr-
scheinlichkeiten scheinen also mit fortschreitendem Hinzulernen von lokalen Mu-
stern ihre Trennschärfe zu erhalten und nicht zu verwischen. Dies ist ein
zusätzlicher Hinweis dafür, dass das Modell mit der Zeit konvergiert.
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7.5.4 Ezienz
Ein wichtiger Kennwert für den Erkennungsalgorithmus ist dessen praktische
Ezienz, insbesondere deshalb, weil die theoretische Komplexität exponentiell
mit der Grösse des Problems anwächst, und da ein typisches 15-seitiges Doku-
ment etwa 600 physische Entitäten enthält. Da der Algorithmus jedoch äus-
serst restriktiv Hypothesen für die Gruppierung und Generierung von Knoten
erzeugt, bleibt die praktisch gemessene Komplexität sehr niedrig. Im Durch-
schnitt werden nur doppelt so viele Konstruktionsschritte durchgeführt, wie die
Lösung logische Knoten enthält. Als Maximalwert werden bei einem Dokument
2.8 Mal so viele Konstruktionsschritte wie logische Knoten gemessen. Zudem
korreliert der genannte Faktor nicht mit der Grösse des zu erkennenden Do-
kuments. In absoluten Zeiten ausgedrückt heisst dies, dass beispielsweise ein
längeres, 30-seitiges Dokument in wenigen Sekunden komplett erkannt wird;
vorausgesetzt, das Modell ist vollständig.
Andererseits hat der Algorithmus einen vergleichsweise hohen Speicherbe-
darf. Eine partielle Lösung, die einem Knoten im Suchbaum entspricht, kann
in grossen Dokumenten ohne weiteres mehrere hundert kByte belegen. Wenn
der Suchbaum in einem extremen Fall mehrere tausend Knoten enthält, so sind
eziente Speicherverwaltungstechniken nötig, um die Grenzen gängiger Arbeits-
platzrechner nicht zu sprengen. Der maximale Arbeitsspeicherbedarf betrug in
unseren Versuchen maximal lediglich 60 MByte, und dies obwohl in der gegen-
wärtigen Implementierung ein noch grosses Optimierungspotential nicht ausge-
schöpft wurde.
7.6 Probleme bei der Erkennung
In seltenen Fällen gelingt es dem System trotz inkrementeller Lernschritte nicht,
die korrekte Lösung zu konstruieren. So werden vorformatierte Textteile (Verb)
oft als mehrere Verb-Entitäten erkannt, wenn sie durch einen grösseren Abstand
voneinander getrennt sind (Abbildung 7.12). Der Grund dafür ist, dass der
Autor eines Dokuments des initialen Lernsets einige Male direkt aufeinanderfol-
gende Verb-Entitäten verwendet hat. Wenn eine solche Struktur einmal gelernt
wurde, ist sie anschliessend durch inkrementelle Lernschritte nicht mehr aus
dem Modell zu entfernen.
Ein weiterer, seltener Fehlertyp tritt in Textteilen auf, wie er in Abbil-
dung 7.13 dargestellt ist. Die zwei Zeilen vor dem Titel müssten zu einem
Absatz (P) zusammengefasst werden. Da das Modell aber nur die ersten und
letzten physischen Entitäten einer logischen Entität repräsentiert, interpretiert
das System die Zeilen als vorformatierten Text (Verb). Im vorliegenden Fall
sollte es der Benutzer aber vermeiden, die beiden Zeilen als Absatz (P) lernen
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Abbildung 7.12: Eine in zwei Entitäten geteilte Verb-Entität.
zu lassen; sonst wird riskiert, dass danach Verb-Entitäten fälschlicherweise als
P-Entitäten erkannt werden. Im Kapitel 9 über Erweiterungen wird vorgeschla-
gen, wie mit einem Ausbau des Modells dieses Problem behoben werden kann.
Abbildung 7.13: Eine als Verb erkannte P-Entität.
Die Fehlertoleranz des Algorithmus bleibt hinter den Erwartungen zurück.
Dies hat sich in Fällen gezeigt, in denen durch einen Fehler in der Assoziierung
des Font zu Wörtern die physische Struktur teilweise fehlerhaft aufgebaut wur-
de. Solche Dokumente können erst richtig erkannt werden, wenn vorgängig die
Fontinformation korrigiert wird.
Eine gewisse Toleranz zeigt sich, wenn beispielsweise beim Zusammenfassen
von Knoten zu einem Absatz darin unbekannte, das heisst ungelernte, Wort-
oder Zeilenentitäten auftreten. Der Algorithmus integriert diese einfach in den
Absatz, in dem sie sich benden. Ebenso reagiert der Algorithmus auf fehler-
hafte Wortsegmentierungen und teilweise auch auf fehlerhafte Zeilensegmentie-
rungen sehr robust.
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7.7 Zusammenfassung
Unser Ansatz zur Modellierung, das Lernen und die Erkennung von Dokument-
strukturen wurde an einer Reihe verschiedener Dokumentklassen evaluiert. Die
Haupttests wurden an 26 Dokumenten mit insgesamt 390 Seiten der LinuxDoc
Sammlung durchgeführt. Die Dokumente weisen in ihrer Struktur eine mittle-
re Komplexität auf und enthalten neben den üblichen Strukturen auch Listen,
Aufzählungen und Beschreibungen.
Die Resultate zeigen, dass das n-Gramm-Modell die Makrostruktur der Do-
kumente adäquat repräsentieren kann. Mit einem Modell, das mit drei kleinen
Dokumenten initialisiert wird, ist es möglich, benutzerassistierte Erkennungs-
sessionen durchzuführen. Muss der Benutzer bei der Erkennung der ersten drei
bis fünf Dokumente mit zirka eineinhalb inkrementellen Lernschritten pro Seite
noch relativ häug intervenieren, so reduziert sich diese Rate nach zwanzig Do-
kumenten auf zirka einen inkrementellen Lernschritt alle vier Seiten. Aus dem
Verlauf der Modellentropie und weiteren Modellkennwerten lässt sich schliessen,
dass das Modell mit fortlaufender Anwendung in einen stabilen Zustand konver-
giert. Trotz der theoretisch exponentiellen Komplexität des Algorithmus sind
in der Praxis nur wenige Konstruktionsschritte nötig. Empirisch wird gar eine
lineare Komplexität gemessen. Somit lässt sich mit einem vollständigen Modell
ein gesamtes Dokument in wenigen Sekunden erkennen.
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Kapitel 8
Integration mit
Dokumentstandards
Im einführenden Kapitel 2 über Dokumentstrukturen und ihre Verarbeitung
wurde dargelegt, dass SGML der zur Zeit etablierte Standard für die Spezikati-
on und Repräsentation von logischen Strukturen ist. Die meisten professionellen
Textverarbeitungen können SGML-Dateien lesen und schreiben, und zusätzlich
existiert eine unüberschaubar grosse Menge anWerkzeugen und Bibliotheken für
die Verarbeitung von SGML-Dateien. Hinweise dazu sind in der SGML/XML
Web Page von Robin Cover zu nden [Cov99], die das wohl vollständigste Archiv
rund um SGML und XML darstellt.
Es ist daher naheliegend, die Integrationsmöglichkeiten des von uns vorge-
schlagenen Ansatzes für die Dokumenterkennung zu erforschen. Die einfach-
ste Form der Integration ist die Bereitstellung der erkannten Dokumente im
SGML-Format. Dies ist trivial, da die SGML-Struktur exakt dem konstruierten
logischen Strukturbaum entspricht, der sich damit ohne weiteres direkt im ent-
sprechenden ASCII-Format ausgeben lässt. Nun kann aber das Potential eines
SGML-Dokuments erst richtig ausgeschöpft werden, wenn auch die dazugehörige
DTD verfügbar ist, da diese von fast allen SGML-verarbeitenden Programmen
benötigt wird. Der anspruchsvolle Teil der Integration besteht also in der In-
ferenz einer DTD aus einem n-Gramm-Modell für Dokumentstrukturen. Die
dazu an unserem Institut durchgeführten Experimente werden im Abschnitt 8.1
vorgestellt. Anschliessend wird im Abschnitt 8.2 die Möglichkeit der Inferenz
eines typographischen Modells in Form einer Spezikation in DSSSL diskutiert.
Schliesslich wird in Abschnitt 8.3 besprochen, wie ein n-Gramm-Modell mit
einer vorliegenden DTD und DSSSL-Spezikation initialisiert werden könnte.
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8.1 Inferenz von Document Type Denitions
Im Rahmen einer Diplomarbeit wurde von Daniel Bollinger ein Algorithmus für
die Inferenz von DTDs entwickelt und implementiert [Bol96]. Zwei Hauptziele
waren ihm gesetzt.
1. Der Inferenzalgorithmus soll seine Informationen möglichst nur aus dem
n-Gramm-Modell beziehen.
2. Die erzeugte DTD soll sich von einer manuell erstellten DTD möglichst
wenig unterscheiden.
Die anschliessenden Abschnitte erläutern das Grundprinzip des Algorithmus
und die Ergebnisse, die mit Medical Imaging und LinuxDoc Dokumenten
erzielt wurden. Schliesslich werden die noch oenen Hauptprobleme der Inferenz
diskutiert.
8.1.1 Das Prinzip
Die meisten in der Literatur anzutreenden Inferenzalgorithmen für DTDs ba-
sieren auf dem Prinzip, dass aus Lernsamples eine initiale, kontextfreie Gram-
matik erzeugt wird, die exakt nur diese Samples akzeptiert. Diese Grammatik
wird anschliessend so generalisiert, dass sie die gesamte Klasse der gelernten Do-
kumentstrukturen akzeptiert [Aho96, Sha95]. In Bollingers Algorithmus wird
jedoch in umgekehrter Weise verfahren. Er erzeugt aus den n-Gramm-Wahr-
scheinlichkeiten eine initiale Grammatik, die zu allgemein ist, und spezialisiert
sie anschliessend durch gezielte Interpretation der n-Gramme.
Bei der Entwicklung des Algorithmus hat sich herausgestellt, dass sich die
Inferenz durch eine minimale Erweiterung des Modells erheblich verfeinern lässt.
Konkret wird zusätzlich zu den n-Grammen die minimale und maximale Anzahl
von Nachfolgerknoten jeder logischen Entität im Strukturbaum benötigt.
Die initiale Grammatik besteht aus je einer Produktionsregel für jede logi-
sche Entität. Ihre allgemeine Form ist:

i
! (
j
1
j : : : j 
j
I
)

;
mit 
j
x
2 f
j
j t

j

i
> 0g:
Die initialen Regeln drücken aus, dass jede logische Entität 
j
in eine beliebig
lange Sequenz aller seiner möglichen Nachfolgeentitäten umgeschrieben werden
kann. Die möglichen Nachfolgeentitäten sind diejenigen Entitäten 
j
die 
i
als
Vorgängerknoten besitzen können (t

j

i
> 0).
Um die Dokumentstruktur exakter zu beschreiben, werden diese sehr generel-
len Regeln anschliessend spezialisiert. In insgesamt sieben Spezialisierungsstu-
fen werden die ursprünglichen Regeln unter Verwendung der Informationen im
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n-Gramm-Modell schrittweise umgeformt. Eine Spezialisierung bedeutet, dass
bei jeder Umformung die von den Regeln akzeptierte Sprache kleiner wird. Das
heisst, die Sprache, die nach der Umformung akzeptiert wird, ist eine Teilmen-
ge der zuvor akzeptierten. Die Spezialisierungen besitzen zudem die wichtige
Eigenschaft, dass sie keine Heuristiken oder Schätzungen in den Umformungen
anwenden, sondern exakte Ableitungen aus den bestehenden Produktionsregeln
und dem n-Gramm-Modell vornehmen.
Ein Beispiel einer Umformung basiert auf der Interpretation der Bigram-
me b und e, die den Beginn und das Ende der Sequenz von Nachfolgeknoten
einer Entität 
i
beschreiben. So muss das erste Symbol einer Produktion not-
wendigerweise eine Entität 
k
sein, die ein erster Nachfolger von 
i
sein kann
(b

i

k
> 0). Das Analoge gilt für das letzte Symbol einer Produktion.

i
! ((
k
1
j : : : j 
k
K
); (
j
1
j : : : j 
j
J
)

; (
m
1
j : : : j 
m
M
));
mit 
k
x
2 f
k
j b

i

k
> 0g; 
m
x
2 f
m
j e

i

m
> 0g:
Für eine detaillierte Beschreibung der restlichen spezialisierenden Umfor-
mungen sei auf Bollingers Schlussbericht des Projekts verwiesen.
Wenn keine weiteren spezialisierenden Umformungen mehr möglich sind,
werden die Regeln für die Ausgabe vorbereitet. Das heisst, dass eine Reihe
von Substitutionen auf die Regeln angewendet werden, die zum Ziel haben, sie
in eine gut leserliche Form zu transformieren. Die Substitutionen verwenden
dafür keinerlei Information mehr aus dem n-Gramm-Modell. Beispiele für Sub-
stitutionen sind:
A! BB

; A! B
+
A! B

B ; A! B
+
A! B j BC
+
; A! BC

A! B j C
+
B ; A! C

B
A! BCCC : : :D ; A! BC
+
D:
Alle obigen Substitutionen verändern die von den Regeln akzeptierte Spra-
che nicht, mit Ausnahme der letzten. Ihr liegt die generalisierende Heuristik
zugrunde, nach der eine Sequenz von drei oder mehr gleichen Entitäten als Ite-
ration zu interpretieren ist.
Schliesslich werden nach den abgeschlossenen Spezialisierungen und Substi-
tutionen die generierten Regeln in Form einer DTD ausgegeben. Der folgende
Abschnitt präsentiert nun einige Resultate der Regelinferenz.
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8.1.2 Resultate
Die DTD-Inferenz wurde mit allen Dokumentklassen durchgeführt, die im Zu-
sammenhang mit der Evaluation in Kapitel 7 besprochen wurden. Die Tabel-
le 8.1 zeigt eine Gegenüberstellung zweier DTDs für die Dokumentklasse Me-
dical Imaging. Links ist eine manuell erstellte DTD abgebildet, und rechts die
vom System automatisch erzeugte
1
.
Von Hand erstellte DTD Durch Inferenz erzeugte DTD
Article -> Head, Body, Refs Article -> Head, Body, Refs
Head -> Title, Authors, Abstract Head -> Title, Authors, Abstract
Body -> Chap+ Body -> Chap, Chap+
Chap -> Chaptit, Parag*, Schap* Chap -> Chaptit, (Parag | Schap)+
Schap -> Schaptit, Parag+ Schap -> Schaptit, Parag+
Refs -> Reftit, Refentry+ Refs -> Reftit, Refentry+
Title -> T20BC+ Title -> T20BC, T20BC+
Authors -> T12NC+ Authors -> (T12NC, T12NC) | T12NC
Abstract -> T11B1A, T11BAA*, T11BAN Abstract -> T11B1A, T11BAA*, T11BAN
Chaptit -> T11SC Chaptit -> T11SC
Schaptit -> T11IAN Schaptit -> T11IAN
Parag -> Par | Enum Parag -> Par | Enum
Par -> (T11N1A, Par -> T11N1A,
(T11NAA | T11NAN | M11NC)*) (T11NAA | T11NAN | M11NC)*
| T11N1N , T11NAN
Enum -> Enentry+ Enum -> Enentry, Enentry+
Enentry -> (T11N1A, Enentry -> (T11N1A, T11N2A*, T11N2N)
(T11N2A | T11N2N| M11NC)*) | T11N1N
T11N1N
Reftit -> T11SC Reftit -> T11SC
Refentry -> (T10NAA, T10N1A*, T10N1N) Refentry -> (T10NAA, T10N1A*, T10N1N)
| T10NAN | T10NAN
Tabelle 8.1: Vergleich der DTDs für Medical Imaging Artikel (aus Platzgrün-
den nicht in SGML konformer Syntax dargestellt).
Zunächst fällt auf, dass mehr als die Hälfte der durch Inferenz erzeugten
Regeln exakt den manuell erstellten entsprechen. Manche Regeln wurden hin-
gegen nicht so stark generalisiert, wie das ein Autor einer DTD tun würde. So
1
Wie im Kapitel über die Evaluation schon erwähnt wurde, bestand bei den Medical
Imaging Tests noch keine Unterscheidung zwischen einer physischen und logischen Ebene.
Vielmehr wurden physische und logische Entitäten im gleichen Baum dargestellt, wobei die
physischen Entitäten (wie beispielsweise T20BC) die Blätterpositionen besetzen. Da der ei-
gentliche Textinhalt in SGML als parsed character data (#PCDATA) deklariert wird, müssten
Regeln wie Title ! T20BC+ korrekt als Title ! #PCDATA geschrieben werden. Die Regeln
wurden allerdings in der ursprünglichen Form belassen, da sie ein limitiertes Layoutmodell
denieren.
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<!ELEMENT Article -- (((Title, Author, Abstract)|(Title, Author)),
(Sect|Toc)*, Sect)>
<!ELEMENT Title -- (#PCDATA)>
<!ELEMENT Author -- (#PCDATA)>
<!ELEMENT Abstract -- (#PCDATA)>
<!ELEMENT Toc -- (Toctit, (Tocsect|Tocsect1|Tocsect2)*)>
<!ELEMENT Toctit -- (#PCDATA)>
<!ELEMENT Tocsect -- (#PCDATA)>
<!ELEMENT Tocsect1 -- (#PCDATA)>
<!ELEMENT Tocsect2 -- (#PCDATA)>
<!ELEMENT Sect -- (Secthd, (Enumerate|Descrip|Itemize|Verb|Sect1|P)+)>
<!ELEMENT Secthd -- (#PCDATA)>
<!ELEMENT P -- (#PCDATA)>
<!ELEMENT Verb -- (#PCDATA)>
<!ELEMENT Sect1 -- (Sect1hd,
(P|Quote|Enumerate|Itemize|Sect2|Verb)*,
(P|Quote|Enumerate|Descrip|Itemize|Sect2|Verb)
)>
<!ELEMENT Sect1hd -- (#PCDATA)>
<!ELEMENT Itemize -- (Item, (Dp|Item|Verb)*)>
<!ELEMENT Item -- (#PCDATA)>
<!ELEMENT Sect2 -- (Sect2hd,
(P|Itemize|Verb)*,
(P|Itemize|Verb|Enumerate)
)>
<!ELEMENT Sect2hd -- (#PCDATA)>
<!ELEMENT Dp -- (#PCDATA)>
<!ELEMENT Enumerate-- (Enum, (Enum|Dp|Verb)+)>
<!ELEMENT Enum -- (#PCDATA)>
<!ELEMENT Descrip -- (Tag, (Dp|Tag|Verb)*, Dp)>
<!ELEMENT Tag -- (#PCDATA)>
Tabelle 8.2: Durch Inferenz erzeugte DTD für LinuxDoc Dokumente.
deklariert das System, dass der Textkörper mindestens zwei Kapitel enthalten
muss (Body ! Chap;Chap
+
), während üblicherweise in DTDs auch ein einzel-
nes Kapitel erlaubt wird (Body! Chap
+
). Da jedoch nie ein Dokument gelernt
wurde, das nur ein Kapitel enthält, generiert das System eine leicht restrikti-
vere Regel. Andererseits sind auch Fälle auszumachen, in denen das System
eine zu permissive Regel generiert. So erlaubt es in seiner DTD, dass in ei-
nem Kapitel auf den Titel eine Iteration von Absätzen und Unterkapiteln folgt
(Chap ! Chaptit (Parag j Schap)
+
). Typische Dokumentstrukturen würden
hingegen keine Absätze auf der gleichen Strukturebene nach einem Unterkapitel
erlauben (Chap! Chaptit Parag

Schap

).
Bei der Inferenz der DTD für die LinuxDoc Dokumente sind deutliche
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Unterschiede zwischen der originalen, manuell erstellten DTD (siehe Anhang A)
und der automatisch erzeugten in Tabelle 8.2 zu beobachten. Grundsätzlich
ist festzuhalten, dass die erzeugten Regeln meist zu spezisch sind. So kann
beispielsweise gemäss erzeugter DTD:
 ein Zitat (Quote) nur in einem Unterkapitel (Sect1) vorkommen,
 keine Beschreibung (Descrip) direkt auf einen Titel eines Unterkapitels
(Sect1hd) folgen und
 keine Beschreibung (Descrip) mit vorformatiertem Text (Verb) enden.
Die Gründe dafür sind einerseits in den Spezialisierungsschritten der Inferenz
zu suchen, die zuweilen oensichtlich über das Ziel hinausschiessen. Andererseits
würden diese Fehler nicht auftreten, wenn das n-Gramm-Modell vollständiger
wäre. So ist es eine Frage der Zeit, bis das System beim Lernen oder Erkennen
auf ein Dokument stösst, das auch in einem Kapitel (Sect) ein Zitat (Quote)
enthält.
8.1.3 Mehrdeutigkeit einer DTD
Wenn in einer kontextfreien Grammatik ein Wort existiert, dass zwei verschie-
dene Parsingbäume besitzt, so ist die Grammatik mehrdeutig. Der SGML-
Standard schreibt vor, dass das Modell in einem strengeren Sinne nicht mehr-
deutig sein darf. Es wird verlangt, dass ein Element in einer Dokumentinstanz
eindeutig einem mehrfach auftretenden Element im Modell zugewiesen werden
kann und zwar ohne look-ahead, das heisst, ohne in der Dokumentinstanz vor-
auszuschauen um zu entscheiden, welchem Element im Modell es zugewiesen
werden soll (siehe Beispiel weiter unten). Eine SGML-Grammatik gehört folg-
lich zur Klasse der kontextfreien LL(1) Grammatiken [ASU86].
Eine durch Inferenz aus dem n-Gramm-Modell erzeugte DTD ist im allge-
meinen mehrdeutig. In der folgenden Regel aus Tabelle 8.2
<!ELEMENT Sect2 -- (Sect2hd,
(P|Itemize|Verb)*,
(P|Itemize|Verb|Enumerate)
)>
kann beispielsweise für einen Absatz (P), der gleich auf einen Titel eines Unter-
Unterkapitels (Sect2hd) folgt, nicht entschieden werden, ob er dem Term (P|
Itemize|Verb)* oder (P|Itemize|Verb|Enumerate) zugewiesen werden soll.
Die Regel
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<!ELEMENT Sect2 -- (Sect2hd,
(P|Itemize|Verb)+, Enumerate?
)>
ist mit der vorherigen insofern identisch, als sie exakt dieselbe Sprache akzep-
tiert. Sie ist jedoch eindeutig.
Insgesamt ist eine der 17 Regeln der Medical Imaging DTD und vier der
24 Regeln der LinuxDoc DTD mehrdeutig. Für die Aufhebung der Mehr-
deutigkeiten stehen zwei Möglichkeiten oen: Eine Umformung der Regeln von
Hand oder automatisiert mit einem Algorithmus. Die von uns in den Tests
erzeugten DTDs lassen sich relativ einfach von Hand in eine nicht mehrdeu-
tige Darstellung transformieren. Dies setzt allerdings eine vertiefte Kenntnis
des SGML-Standards voraus. Alternativ dazu schlägt Ahonen [Aho96] einen
Algorithmus vor, der eine kontextfreie Grammatik in eine SGML konforme,
eindeutige Grammatik transformiert. Da uns aber keine Implementierung zur
Verfügung stand, konnten diesbezüglich keine Tests durchgeführt werden.
8.2 Inferenz von Layoutmodellen
In Kapitel 1 wurden eine Reihe von Motiven für die Erkennung von Dokumenten
aufgezählt. Ein mögliches davon ist, den Inhalt von Dokumenten, die in einer
physischen Form vorliegen, zu editieren und wieder in einer physischen Form
mit identischem Layout abzulegen. Für die Rücktransformation des editierten,
logischen Dokuments wird daher neben dem logischen auch ein Layoutmodell
benötigt.
Mit der Document Style Semantics and Specication Language (DSSSL)
existiert seit wenigen Jahren ein Standard für die Transformation von SGML-
Dokumenten in physische Repräsentationen. Um die in der Praxis auftreten-
den, zuweilen sehr komplexen typographischen Regeln adäquat beschreiben zu
können, wurde mit Scheme, einem Lisp-Dialekt, eine komplette Programmier-
sprache in DSSSL integriert. In Tabelle 8.3 ist ein Ausschnitt eines DSSSL-
Sourcecodes aufgelistet, der die Präsentation von Titeln und Absätzen eines
Artikels deniert. Obgleich es sich um ein sehr einfaches Beispiel handelt, ent-
hält das n-Gramm-Modell prinzipiell nicht genügend Information, um gleicharti-
ge Deklarationen zu erzeugen. Konstanten wie *pIndent* können nicht präzise
deklariert werden, weil für das Modell alle relevanten Distanzen in wenige Klas-
sen abgebildet werden. Ebenso ist unklar, auf welche Weise Berechnungen wie
(/ *titleFontSize* 2) automatisch generiert werden können, da die Abhän-
gigkeiten zwischen den Konstanten unbekannt sind. Gänzlich problematisch
wird die automatisierte Erzeugung von DSSSL-Code, wenn statische Deklara-
tionen wie in Tabelle 8.3 für die generische Beschreibung des Layouts nicht aus-
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; Constants
(define *titleFontSize* 18pt)
(define *pFontSize* (/ *titleFontSize* 2))
(define *pIndent* 3cm)
(define *pSpaceBefore* .5cm)
; Elements
(element (ARTICLE TITLE)
(make paragraph
quadding: 'center
font-size: *titleFontSize*
line-spacing: *titleFontSize*
font-weight: 'bold
keep-with-next?:#t
(process-children))
(element (P)
(make paragraph
font-size: *pFontSize*
line-spacing: *pFontSize*
start-indent: *pIndent*
space-before: *pSpaceBefore*
space-after: *pSpaceBefore*
(process-children))
Tabelle 8.3: Ausschnitt aus einer DSSSL-Spezikation.
reichen, und daher die Generierung von Scheme-Code mit Kontrollstrukturen
erforderlich macht.
Aufgrund der erwähnten Schwierigkeiten wurden im Zusammenhang mit der
Inferenz von Layoutmodellen keine weiteren Nachforschungen angestrebt.
8.3 Modellinitialisierung aus Produktionsmodel-
len
Eine letzte Form der Integration mit dem SGML-Standard besteht in der Ini-
tialisierung des n-Gramm-Modells. Falls von einer Klasse zu erkennender Do-
kumente die DTD und die DSSSL-Spezikation bekannt ist, so könnte daraus
ein initiales Erkennungsmodell generiert werden. Dies ist insbesondere deshalb
interessant, weil sich gezeigt hat, dass die Erstellung eines initialen Modells die
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aufwendigste und fehlerträchtigste Phase in der Dokumenterkennung ist.
Eine Initialisierung könnte auf dem folgenden, naheliegenden Prinzip beru-
hen: Die logische Struktur kann durch Interpretation der Regeln in der DTD
als generatives Modell erzeugt werden. Jedesmal, wenn in den Regeln mehre-
re Varianten auftreten (Abbruch einer Iteration, Wahl einer Option, Wahl einer
Alternative) entscheidet der Zufall. Prinzipiell lassen sich so logische Strukturen
erzeugen, die alle zur DTD konform sind.
Aus den logischen Zufallsdokumenten können weiter mit einem Layoutpro-
zessor, der die DSSSL-Spezikation umsetzt, die entsprechenden physischen
Dokumente generiert werden. Beim automatisierten Lernen dieser künstlich
erzeugten Dokumente stellen sich allerdings zwei wesentliche Probleme.
1. Für das Lernen der Dokumentstrukturen werden nicht nur die logische
und physische Struktur benötigt, sondern auch die Verbindungen, die zwi-
schen ihren Entitäten bestehen. Die Verbindungen zwischen den logischen
und physischen Entitäten werden beim Setzen des Textes nur temporär
innerhalb des Layoutprozessors hergestellt und sind von aussen nicht zu-
gänglich.
Eine mögliche Lösung dieses Problems besteht darin, an Stellen, in denen
in der logischen Struktur beliebiger Text steht (#PCDATA) nicht zufälligen
Text, sondern eindeutig codierte Marken als Text zu generieren. Da solche
Textcodes im physischen Dokument weitgehend unverändert erscheinen,
können sie mit dem logischen Dokument verglichen und zur Übereinstim-
mung gebracht werden. Daraus liesse sich eruieren, in welche physische
Entitäten die logischen im Layoutprozess abgebildet wurden.
2. Eine DTD speziziert nur die Struktur von Dokumenten und macht keine
Einschränkungen für deren Inhalt. Als Beispiel sollen die beiden Enti-
täten Titel und Absatz verglichen werden. In der Praxis bestehen Titel
typischerweise aus wenigen Worten und äusserst selten aus mehr als einer
Zeile, während Absätze typischerweise aus mehreren Zeilen bestehen. In
einer DTD hingegen wird deren Inhalt üblicherweise als #PCDATA dekla-
riert. Eine zufällige Generierung von Dokumenten würde daher ebenso
häug mehrzeilige Titel wie mehrzeilige Absätze erzeugen. Für ein au-
tomatisches Lernen der Strukturen ist es aber von Belang, aus wievielen
Zeilen oder Wörtern die Entitäten bestehen, da sich dies direkt im n-
Gramm-Modell widerspiegelt.
Das Problem liesse sich dadurch lösen, dass #PCDATA Deklarationen mit
Attributen angereichert würden, die statistische Verteilungen denieren,
und somit die Anzahl der durchschnittlich generierten Zufallswörter be-
einussen.
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Aus der obigen Diskussion folgt, dass eine Initialisierung des n-Gramm-
Modells bei vorhandener DTD und DSSSL-Spezikation grundsätzlich möglich
sein sollte. Es muss allerdings erwartet werden, dass sich die Entwicklung und
Implementierung der vorgeschlagenen Methode aufwendig und komplex gestal-
tet.
8.4 Diskussion
Die Integration des n-Gramm-Modells mit dem Dokumentproduktionsstandard
SGML verspricht eine Reihe von Vorteilen, insbesondere aufgrund der Vielzahl
von Tools, die für SGML verfügbar sind. Am intensivsten wurde von uns die
Möglichkeit untersucht, durch induktive Inferenz aus dem n-Gramm-Modell ei-
ne DTD zu generieren. Dazu wurde ein Algorithmus implementiert, der eine
initiale, sehr generelle, kontextfreie Grammatik erzeugt, die durch gezielte Inter-
pretation von n-Grammen schrittweise spezialisiert wird. Die Versuche haben
gezeigt, dass dieses System DTDs erzeugt, die relativ wenige Unterschiede zu
handgenerierten DTDs aufweisen. Dennoch ist im allgemeinen eine manuelle
Nachbearbeitung der erzeugten DTDs notwendig, einerseits, um sie leserlicher
zu gestalten, andererseits, um Mehrdeutigkeiten zu beheben.
Die Inferenz eines typographischen Modells aus dem n-Gramm-Modell birgt
grundlegende Probleme und wird erst in zukünftigen Forschungen näher unter-
sucht werden. Die Initialisierung eines n-Gramm-Modells aus einer vorhandenen
DTD und DSSSL-Spezikation scheint uns möglich, aber aufwendig. Eine Im-
plementierung dieses Ansatzes existiert noch nicht.
Kapitel 9
Erweiterungen
Auf den Erfahrungen aufbauend, die mit dem n-Gramm basierten Ansatz für
die Dokumenterkennung gemacht wurden, soll in diesem Kapitel der Blick auf
seine zukünftig mögliche Entwicklung gerichtet werden.
Der Ansatz wurde bisher an Dokumenten getestet, die wissenschaftlichen
Artikeln ähnlich sind. Künftige Tests werden zeigen müssen, wie weit andere
Dokumenttypen wie Zeitungsartikel oder Briefköpfe erkennbar sind. Von beson-
derem Interesse kann zudem die Anwendung des Ansatzes auf die Mikrostruktur
von Dokumenten sein. Wir gehen davon aus, dass für die Erkennung der Mi-
krostruktur weder das Modell noch der Erkennungsalgorithmus angepasst wer-
den müssen. Die einzige Modikation wird in der Klassizierung der physischen
Attribute in physische Entitäten nötig sein. So wäre beispielsweise eine Feinklas-
sizierung von Wörtern nicht nur nach dem Font, sondern zusätzlich nach ihrem
Textinhalt in Sonderzeichen, Zahlen, normale Wörter und Schlüsselwörter, für
die Erkennung der Mikrostruktur unabdingbar.
Die folgenden Abschnitte diskutieren Erweiterungsmöglichkeiten sowie Mo-
dells und des Erkennungsalgorithmus.
9.1 Erweiterungen des Modells
Grundsätzlich ist es denkbar, das n-Gramm-Modell mit klassischenModellen der
Dokumenterkennung zu kombinieren, beispielsweise Fuzzy Logik, Prologregeln
oder Grammatiken. Man sollte sich allerdings vor einer überstürzten Einfüh-
rung neuer Ansätze hüten, wenn sie nur einen begrenzten Erfolg versprechen.
Die Festlegung auf die n-Gramm-Wahrscheinlichkeiten als einziges Konzept mag
primitiv anmuten. Es hat jedoch die Eigenschaft, leicht und intuitiv verständlich
zu sein, was vor allem für die Implementierung des Ansatzes von unschätzbarem
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Vorteil ist. Zudem konnte in den Experimenten gezeigt werden, dass das Modell
die getesteten Dokumentstrukturen vollständig zu beschreiben vermag.
Wenn dennoch eine Erweiterung des Modells erwogen wird, beispielsweise
um komplexere Strukturen darzustellen, sollten daher vorerst die Möglichkeiten
des n-Gramm-Ansatzes voll ausgeschöpft werden.
Selbst wenn man an der Grundidee festhält, Nachbarschaftsbeziehungen zu
repräsentieren, so liessen sich a priori eine grosse Menge neuer n-Gramme de-
nieren. Die Einführung jedes neuen n-Gramms ist aber nur dann sinnvoll,
wenn es im Algorithmus für die Konstruktion der logischen Struktur auch ex-
plizit verwendet wird. Da sich eine solche Integration in den Algorithmus unter
Umständen sehr aufwendig gestalten kann, sollten neue n-Gramme möglichst
sorgfältig ausgewählt werden. Als Mass für die Qualität von n-Grammen kann
deren Entropie bestimmt werden.
rt
lmn
tr
lmn
l
m n
l m
n
Abbildung 9.1: Alternative Typen von n-Grammen.
Ein weiteres wichtiges Qualitätskriterium für n-Gramme ist deren Nützlich-
keit beim Aufbau der logischen Struktur. So beträgt die Entropie der n-Gramme
b

und b

in LinuxDoc Dokumenten zwar 0; trotzdem dienen sie dem Auf-
bau der logischen Struktur relativ wenig, weil sie bottom-up konstruiert wird.
Die n-Gramme b

und b

ermöglichen jedoch nur top-down Voraussagen von
Entitäten. Insbesondere im Hinblick auf die Unterstützung des Konstruktions-
prozesses bottom-up und von links nach rechts könnten die folgenden Trigramme
sein, die auch in Abbildung 9.1 illustriert sind. Das n-Gramm
rt

= P (x =  j R() ^ T ())
beschreibt die Wahrscheinlichkeit, dass ein Knoten mit Label  als Vorgänger-
knoten  hat, wenn sein rechter Nachbar das Label  trägt. Das n-Gramm
tr

= P (x =  j T () ^ R())
beschreibt die Wahrscheinlichkeit, dass ein Knoten mit Label  als Vorgänger-
knoten  hat, wenn  der rechte Nachbar eines Knotens mit Label  ist.
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Es ist anzunehmen, dass solche geschickt gewählten Nachbarschaftsbezie-
hungen, ausgedrückt durch n-Gramme, den Konstruktionsalgorithmus sowohl
sicherer als auch einfacher machen.
9.2 Erweiterungen des Algorithmus
Wesentlich stärker als beim Modell ist beim Konstruktionsalgorithmus ein Ent-
wicklungspotential zu vermuten, da er die am wenigsten stabilisierte Kompo-
nente des Ansatzes darstellt. Diese Annahme stützt sich auf die Tatsache, dass
im Laufe der Entwicklung des vorgestellten Ansatzes der Algorithmus mehre-
re Male fundamental verändert werden musste, während das Modell praktisch
unangetastet blieb. Die folgenden Aspekte könnten Gegenstand künftiger For-
schungen im Zusammenhang mit dem Algorithmus sein.
Fehlertoleranz: Die gegenwärtig kaum vorhandene Fehlertoleranz ist eine Fol-
ge des Algorithmus und nicht des Modells. Die schrittweise Gruppierung
von Knoten fehlertoleranter zu machen heisst, auch Gruppierungsvarian-
ten zuzulassen, die nur einen Teil der Gruppierungsbedingungen erfüllen.
Dies hat zur Konsequenz, dass damit von jeder partiellen Lösung zusätz-
liche Alternativen ausgehen und sich der Suchbaum verbreitert. Die feh-
lertolerantere Konstruktion wird daher nur auf Kosten der Ezienz zu
erreichen sein.
Suchstrategie: Einer Vergrösserung des Suchbaums, infolge zusätzlicher Feh-
lertoleranz, kann mit optimierten Suchstrategien begegnet werden, bei-
spielsweise A

.
Vorrangige Interpretationsstellen: Der aktuelle Algorithmus konstruiert
die logische Struktur konsequent bottom-up von links nach rechts. Besser
wäre es hingegen, die logische Struktur an Stellen der physischen Struktur
zu konstruieren, die aufgrund charakteristischer, physischer Attribute mit
grosser Gewissheit interpretierbar sind. Vorrangig darauf konstruierte,
sichere Strukturfragmente liefern zusätzliche Kontextinformation, welche
die Konstruktion an den unsicheren Stellen der physischen Struktur ver-
einfachen können.
Split in Teilprobleme: Die Aufteilung in Teilprobleme wird wesentlich vom
Parameter splitdepth beeinusst, der seinerseits von der Dokumentklasse
abhängig ist. Durch Analyse des Dokumentmodells könnte dieser Pa-
rameter automatisch bestimmt werden. Ferner könnte die Aufteilung in
Teilprobleme verallgemeinert werden, so dass sie nicht nur einmal, sondern
mehrmals rekursiv auf Teilprobleme anwendbar bleibt.
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Einstellbarer Erkennungsmodus: Das Modell bietet die Möglichkeit, durch
Variation des Generalized-Means-Parameters  die Strenge der Modell-
konformitätsmessung zu beeinussen. Damit lässt sie sich stufenlos zwi-
schen fehlertolerantem und -intolerantem Verhalten einstellen. Auf der
Ebene des Algorithmus fehlt diese Möglichkeit. So sollte sich das System
in einer beaufsichtigten Lernphase gegenüber Fehlern sehr intolerant ver-
halten, um möglichst viel korrekte Information über die Dokumentklasse
zu sammeln. Demgegenüber muss dem Benutzer die Möglichkeit oen
stehen, die Fehlertoleranz zu erhöhen, um die Dokumenterkennung unbe-
aufsichtigt als Batch-Prozess ablaufen zu lassen.
Kapitel 10
Zusammenfassung
Seit jeher spielen Dokumente in der Verwaltung von Information eine zentra-
le Rolle. Dabei hat die Automatisierung der Informationsverarbeitung deren
allgemeine Bedeutung zusätzlich verstärkt.
Ein verbreitetes Problem ist die Transformation von Dokumenten zwischen
verschiedenen Medien. Selbst Transformationen ohne Medienbrüche zwischen
unterschiedlichen Formaten sind in der Praxis trotz grosser Fortschritte in der
Standardisierung elektronischer Dokumentformate problematisch. Als mögliche
Lösung bietet sich hier die Dokumenterkennung an. Sie bezeichnet den Prozess,
in dem Elemente eines Dokumentbildes in abstrakte Darstellungen von Buch-
staben, Schriftarten, Layout und logischer Struktur zurückübersetzt werden.
Die Forschung der Dokumenterkennung konzentrierte sich in den letzten zwei
Dekaden vor allem auf die optische Zeichenerkennung und erst in jüngerer Zeit
auf die Erkennung von Dokumentstrukturen. Wenig Beachtung wurde dabei
der Frage geschenkt, auf welche Weise ein Anwender in den üblicherweise lang-
wierigen und komplexen Prozess der Erkennung einbezogen werden kann. Da
man davon ausgehen muss, dass es in absehbarer Zeit keine vollautomatischen
Dokumenterkennungssysteme geben wird, müssen interaktive Systeme geschaf-
fen werden, die in einer angenehmen Weise mit dem Anwender kooperieren.
Das System darf einen Anwender nicht zu simplen Korrekturen missbrauchen,
sondern es soll ihn in den Erkennungsprozess mit einbeziehen. Begeht es Fehler,
so müssen Benutzerkorrekturen so schnell wie möglich in das Erkennungsmodell
integriert werden, um Wiederholungen zu vermeiden.
Das Hauptziel dieser Arbeit ist daher die Entwicklung eines Ansatzes für die
Erkennung der logischen Dokumentstruktur mit einem interaktiven System, das
sich schrittweise an das Problem anpasst und somit seine Leistung kontinuierlich
verbessert.
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Da sich die Lernfähigkeit in klassische Ansätze der Dokumenterkennung nur
schwer integrieren lässt, wurde ein neuartiges Modell entwickelt. Es basiert
auf der statistischen Repräsentation lokaler Muster in Dokumentstrukturen mit
n-Grammen. Das n-Gramm-Modell bietet die Möglichkeit, auf einfache Weise
Dokumentstrukturen lernen zu können und Zusatzinformationen zu integrieren.
Es ermöglicht ferner ein ezientes initiales und inkrementelles Lernen. Als Mass
für die Trennschärfe verschiedener Typen von n-Grammen dient die Entropie.
Mit ihr lässt sich die Qualität eines gelernten Modells abschätzen noch bevor es
für die Erkennung verwendet wird.
Passend zum Modell wurde ein Erkennungsalgorithmus entwickelt. Auf einer
heuristischen Methode basierend konstruiert er schrittweise die logische Struktur
eines Dokuments, sofern dessen physische Struktur bekannt ist. In jedem Kon-
struktionsschritt werden verschiedene, sich gegenseitig konkurrierende Alterna-
tiven entwickelt. Durch Bewertung der Alternativen und unter Verwendung
einer best-rst Strategie wird eine optimale Lösung gesucht. Die Bewertung der
Alternativen erfolgt mit der Generalized-Means-Funktion, einer aus der Verar-
beitung unsicherer Information bekannten allgemeinen Aggregationsfunktion.
Der Ansatz wurde an einer Reihe von verschiedenen, artikelähnlichen Do-
kumentklassen getestet. Die Haupttests wurden an 26 Dokumenten mittlerer
Komplexität durchgeführt, die insgesamt 390 Seiten umfassen und aus idealen,
von PostScript-Dokumenten erzeugten Bildern bestanden. Sind bei der Erken-
nung der ersten Dokumente noch zirka eineinhalb Korrekturen, beziehungswei-
se inkrementelle Lernschritte pro Seite nötig, so reduziert sich die Rate nach
zwanzig Dokumenten auf etwa eine Korrektur alle vier Seiten. Parallel dazu
ist eine Konvergenz des Modells zu beobachten. Trotz der theoretisch expo-
nentiellen Komplexität des Erkennungsalgorithmus, ist empirisch ein linearer
Zusammenhang zwischen Problemgrösse und Anzahl Erkennungsschritten fest-
zustellen. Mit einem vollständigen Modell benötigt die Erkennung auch bei
grösseren Dokumenten von dreissig Seiten nur wenige Sekunden. Als Nachteil
des Algorithmus ist die hohe Empndlichkeit auf Fehler in der physischen Struk-
tur beobachtet worden. Er weist in seiner aktuellen Form eine nur marginale
Fehlertoleranz auf.
Schliesslich wurden Möglichkeiten aufgezeigt, wie sich der n-Gramm-Ansatz
in Standards der Dokumentproduktion integrieren lässt. Dazu wurde ein Algo-
rithmus entwickelt, der die statistischen Informationen der n-Gramme in eine
kontextfreie Grammatik in Form einer DTD transformiert. Da die generierten
Regeln im allgemeinen mehrdeutig sind, ist eine leichte manuelle Nachbearbei-
tung notwendig, um eine SGML konforme DTD zu erhalten. Eine Initialisierung
der n-Gramme aus einer DTD zusammen mit einem typographischen Modell
wurde nicht entwickelt, scheint jedoch realisierbar.
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In dieser Arbeit wurde versucht, mit einem neuartigen Modell einen Beitrag
zur Bewältigung der Problematik der Dokumenterkennung zu leisten. Mit der
statistischen Modellierung von Dokumentstrukturen mit n-Grammen konnten
vielversprechende Erkenntnisse gewonnen werden, die zu weiteren Forschungen
in diesem Bereich ermutigen.
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Anhang A
Testdaten
Auf den folgenden Seiten ist die vereinfachte Document Type Denition (DTD)
der LinuxDoc Dokumente aufgeführt. Nicht alle darin vorkommenden Tags
gelangen in den LinuxDoc Dokumenten auch tatsächlich zur Anwendung, da
der Textprozessor SGMLTools keine graphischen Elemente erlaubt.
Anschliessend an die DTD sind einige Auszüge aus LinuxDoc-Dokumenten
dargestellt.
<!element linuxdoc o o
(sect | chapt | article | report |
book | letter | telefax | slides | notes | manpage ) >
<!element p o o (( %inline | %sectpar )+) +(newline) >
<!element dp o o (( %inline | %sectpar )+) +(newline) >
<!element em - - (%inline)>
<!element bf - - (%inline)>
<!element it - - (%inline)>
<!element sf - - (%inline)>
<!element sl - - (%inline)>
<!element tt - - (%inline)>
<!element sq - - (%inline)>
<!element cparam - - (%inline)>
<!element quote - - ((%inline; | %sectpar;)*, p*)+ >
<!element tscreen - - ((%inline; | %sectpar;)*, p*)+ >
<!element itemize - - (item+)>
<!element enumerate - - (enum+)>
<!element list - - (item+)>
<!element descrip - - (tag?, p+)+ >
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<!element item o o ((%inline; | %sectpar;)*, dp*) >
<!element enum o o ((%inline; | %sectpar;)*, dp*) >
<!element tag - o (%inline)>
<!element code - - rcdata>
<!element verb - - rcdata>
<!element label - o empty>
<!element ref - o empty>
<!element url - o empty>
<!element htmlurl - o empty>
<!element article - -
(titlepag, header?,
toc?, lof?, lot?, p*, sect*,
(appendix, sect+)?, biblio?) +(footnote)>
<!element author - o (name, thanks?, inst?,
(and, name, thanks?, inst?)*)>
<!element name o o (%inline) +(newline)>
<!element date - o (#pcdata) >
<!element titlepag o o (title, author, date?, abstract?)>
<!element title - o (%inline, subtitle?) +(newline)>
<!element subtitle - o (%inline)>
<!element newline - o empty >
<!element abstract - o (%inline)>
<!element toc - o empty>
<!element heading o o (%inline)>
<!element chapt - o (%sect, sect*) +(footnote)>
<!element sect - o (%sect, sect1*) +(footnote)>
<!element sect1 - o (%sect, sect2*)>
<!element sect2 - o (%sect, sect3*)>
<!element sect3 - o (%sect, sect4*)>
<!element sect4 - o (%sect)>
<!element appendix - o empty >
<!element footnote - - (%inline)>
<!element file - - (#pcdata)>
<!element idx - - (#pcdata)>
<!element cdx - - (#pcdata)>
<!element nidx - - (#pcdata)>
<!element ncdx - - (#pcdata)>
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<!-- entities, attlists, maps, ... -->
<!usemap oneline opening>
<!usemap oneline (from,to)>
<!entity % emph
" em|it|bf|sf|sl|tt|cparam " >
<!entity % index "idx|cdx|nidx|ncdx" >
<!entity % xref " label|ref|pageref|cite|url|htmlurl|ncite " >
<!entity % inline
" (#pcdata | f| x| %emph; |sq| %xref | %index | file )* " >
<!entity % list
" list | itemize | enum | descrip " >
<!entity % par
" %list; | comment | lq | quote | tscreen " >
<!entity % mathpar " dm | eq " >
<!entity % thrm
" def | prop | lemma | coroll | proof | theorem " >
<!entity % litprog " code | verb " >
<!entity % sectpar
" %par; | figure | tabular | table | %mathpar; |
%thrm; | %litprog; ">
<!entity % isoent system "isoent">
%isoent;
<!entity urlnam sdata "urlnam" >
<!entity refnam sdata "refnam" >
<!entity tex sdata "[tex ]" >
<!entity latex sdata "[latex ]" >
<!entity latexe sdata "[latexe]" >
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<!entity tm sdata "[trade ]" >
<!entity dquot sdata "[quot ]" >
<!entity ero sdata "[amp ]" >
<!entity etago '</' >
<!entity Ae '&Auml;' >
<!entity ae '&auml;' >
<!entity Oe '&Ouml;' >
<!entity oe '&ouml;' >
<!entity Ue '&Uuml;' >
<!entity ue '&uuml;' >
<!entity sz '&szlig;' >
<!entity ptag '<p>' >
<!entity psplit '</p><p>' >
<!shortref pmap
"&#RS;B" null
"&#RS;B&#RE;" psplit
"&#RS;&#RE;" psplit
--'"' qtag --
"[" lsqb
"~" nbsp
"_" lowbar
"#" num
"%" percnt
"^" circ
"{" lcub
"}" rcub
"|" verbar >
<!usemap pmap p>
<!shortref desmap
"&#RS;B" null
"&#RS;B&#RE;" ptag
"&#RS;&#RE;" ptag
"~" nbsp
"_" lowbar
"#" num
"%" percnt
"^" circ
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"[" lsqb
"]" rsqb
"{" lcub
"}" rcub
"|" verbar >
<!usemap desmap tag>
<!usemap desmap descrip>
<!usemap global (list,itemize,enumerate)>
<!entity space " ">
<!entity null "">
<!attlist eps
file cdata #required
height cdata "5cm"
angle cdata "0">
<!attlist figure
loc cdata "tbp"
caption cdata "Caption">
<!attlist ph
vspace cdata #required>
<!attlist img
src cdata #required>
<!usemap global (rf,phr)>
<!usemap global (def,prop,lemma,coroll,proof,theorem)>
<!usemap oneline thtag>
<!entity qtag '<sq>' >
<!shortref global
"&#RS;B" null -- delete leading blanks --
-- '"' qtag --
"[" ftag
"~" nbsp
"_" lowbar
"#" num
"%" percnt
"^" circ
"{" lcub
"}" rcub
"|" verbar>
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<!usemap global linuxdoc>
<!attlist label id cdata #required>
<!-- ref modified to have an optional name field HG -->
<!attlist ref
id cdata #required
name cdata "&refnam">
<!-- url entity added to have direct url references HG -->
<!attlist url
url cdata #required
name cdata "&urlnam" >
<!-- htmlurl entity added to have quieter url references esr -->
<!attlist htmlurl
url cdata #required
name cdata "&urlnam" >
<!attlist pageref
id cdata #required>
<!usemap #empty x >
<!-- Hacked by mdw to exclude abstract;
abstract now part of titlepag -->
<!attlist article
opts cdata "null">
<!attlist report
opts cdata "null">
<!attlist book
opts cdata "null">
<!usemap oneline titlepag>
<!usemap global thanks>
<!entity nl "<newline>">
<!-- Hacked by mdw -->
<!usemap oneline abstract>
<!usemap global footnote>
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<!usemap oneline (chapt,sect,sect1,sect2,sect3,sect4)>
<!entity % sect "heading, header?, p* " >
<!attlist cite
id cdata #required>
<!attlist ncite
id cdata #required
note cdata #required>
<!attlist biblio
style cdata "linuxdoc"
files cdata "">
<!attlist slides
opts cdata "null">
<!entity % addr "(address?, email?, phone?, fax?)" >
<!attlist letter
opts cdata "null">
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Abbildung A.1: Eine typische Titelseite mit Abstract und Inhaltsverzeichnis.
143
Abbildung A.2: Beispiel einer Seite mit vorformatiertem Text, einzeiligen Ab-
sätzen und Unterkapiteln.
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Abbildung A.3: Beispiel einer Seite mit Unter-Unterkapiteln und normalen Ab-
sätzen.
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Abbildung A.4: Beispiel einer Seite mit Beschreibungen, die teilweise aus meh-
reren Absätzen bestehen und mit vorformatiertem Text gemischt sind.
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Abbildung A.5: Beispiel einer Seite mit Auistungen, die teilweise aus mehreren
Absätzen bestehen und mit vorformatiertem Text gemischt sind.
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Abbildung A.6: Beispiel einer Seite mit Aufzählungen, die teilweise aus mehre-
ren Absätzen bestehen und mit vorformatiertem Text gemischt sind.
148 ANHANG A. TESTDATEN
Abbildung A.7: Beispiel einer Seite mit Zitat.
