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Abstract
In this paper, cyclic codes are established over some finite quaternion
integer rings with respect to the quaternion Mannheim distance, and de-
coding algorithm for these codes is given.
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1 Introduction
Mannheim distance, which is much better suited for coding over two dimensional
signal space than the Hamming distance, was introduced by Huber [1]. More-
over, Huber constructed one Mannheim error correcting codes, which are suit-
able for quadrature amplitude modulation (QAM)-type modulations [1]. Cyclic
codes over some finite rings with respect to the Mannheim metric were obtained
by using Gaussian integers in [2]. Later, in [3], using quaternion Mannheim met-
ric, also called Lipschitz metric [4], perfect codes over some finite quaternion
integer rings were obtained and these codes were decoded.
The rest of this paper is organized as follows. In Section II, quaternion
integers and some fundamental algebraic concepts have been considered. In
Section III, we construct cyclic codes over some quaternion integer rings with
respect to quaternion Mannheim metric.
2 Quaternion Integers
Definition 1 The Hamilton Quaternion Algebra over the set of the real num-
bers (R), denoted by H(R), is the associative unital algebra given by the follow-
ing representation:
i)H(R) is the free R module over the symbols 1, i, j, k, that is, H(R) =
{a0 + a1i+ a2j + a3k : a0, a1, a2, a3 ∈ R};
ii)1 is the multiplicative unit;
iii) i2 = j2 = k2 = −1;
iv) ij = −ji = k, ik = −ki = j, jk = −kj = i [5].
The set H(Z), H(Z) = {a0 + a1i+ a2j + a3k : a0, a1, a2, a3 ∈ Z}, is a
subset of H(R), where Z is the set of all integers. If q = a0 + a1i+ a2j + a3k is
1
a quaternion integer, its conjugate quaternion is q = a0− (a1i+ a2j + a3k).The
norm of q is N(q) = q.q = a20 + a
2
1 + a
2
2 + a
2
3. A quaternion integer consists of
two parts which are the complete part and the vector part. Let q = a0 + a1i+
a2j + a3k be a quaternion integer. Then its complete part is a0 and its vector
part is a1i + a2j + a3k. The commutative property of multiplication does not
hold for quaternion integers. However, if the vector parts of quaternion integers
are parallel to each other, then their product is commutative. Define H(K1) as
follows:
H(K1) = {a0 + a1(i+ j + k) : a0, a1 ∈ Z}
which is a subset of quaternion integers. The commutative property of multi-
plication holds over H(K1).
Theorem 1 For every odd, rational prime p ∈ N , there exists a prime pi ∈
H(Z), such that N(pi) = p = pipi. In particular, p is not prime in H(Z) [5].
Corollary 1 pi ∈ H(Z) is prime in H(Z) if and only if N(pi) is prime in Z
[5].
Theorem 2 If a and b are relatively prime integers then H(K1)/ 〈a+ b(i+ j + k)〉
is isomorphic to Za2+3b2 [3, 5, 7].
3 Cyclic Codes over Quaternion Integer Rings
Let H(K1)pik be the residue class of H(K1)pi modulo pi
k, where k is any positive
integer and pi is a prime quaternion integer. According to the modulo function
µ : ZPk → H(K1)pik defined by
g → g − [
g.pi
pi.pi
]pi (modpik) (1)
H(K1)pik is isomorphic to Zpk , where p = pipi and p is an odd prime. A quater-
nion cyclic codes C of length n is a linear code C of length n with property
(c0, c1, ..., cn−1) ∈ C ⇒ (cn−1, c0, c1, ..., cn−2) ∈ C.
In this case, we have a bijective
H(K1)
n
pik
→ H(K1)pik [x]/(x
n − 1)
(c0, c1, ..., cn−1) 7→ c0 + c1x+ · · ·+ cn−1xn−1 + (xn − 1)
(2)
To put it simply, we write c0+c1x+· · ·+cn−1xn−1 for c0+c1x+· · ·+cn−1xn−1+
(xn − 1). A nonempty set of H(K1)
n
pik
is a H(K1)pik -cyclic code if and only if
its image under (2) is an ideal of H(K1)pik [x]/(x
n − 1). More information on
cyclic codes can be found in [6].
Definition 2 Let α, β ∈ H(K1)pi and γ = β − α = a + b(i + j + k) (modpi),
where pi is a prime quaternion integer. Let the quaternion Mannheim weight of
γ be defined as
wQM (γ) = |a|+ 3 |b|
the quaternion Mannheim distance dQM between α and β is defined as
dQM (α, β) = wQM (γ).[3]
2
Proposition 1 Let pi = a + b(i + j + k) be a prime in the set H(K1) and let
p = a2 + 3b2 be prime in Z. If g is a generator of H(K1)∗pi2 , then g
φ(p2)/2 ≡
−1 (mod pi2).
Proof. If N(pi) is a prime integer in Z, then the complete part and the coef-
ficient of the vector part of pi2 are relatively integer. So, Zp2 is isomorphic to
H(K1)pi2 (See Theorem 2). If g is a generator of H(K1)
∗
pi2 , then g, g
2, ..., gφ(p
2)
constitute a reduced residue system modulo pi2 in H(K1)pi2 . Therefore, there
is a positive integer k as gk ≡ −1 (mod pi2), where 1 ≤ k ≤ φ(p2). Hence, we
can infer g2k ≡ 1 (mod pi2). Since φ(p2)
∣∣ 2k and 2 ≤ 2k ≤ 2φ(p2), we obtain
φ(p2) = k or φ(p2) = 2k. If φ(p2) was equal to k, we should have pi2
∣∣ 2, but this
would contradict the fact that N(pi2) > 2.
Proposition 2 Let pik = ak+ bk(i+ j+ k) be distinct primes in H(K1) and let
pk = a
2
k + 3b
2
k be distinct primes in Z, where k = 1, 2, ...,m. If g is a generator
of H(K1)
∗
pik , then g
φ(pk)/2 ≡ −1 (mod pik).
Proof. This is certain from Proposition 1.
Theorem 3 Let pi = a+ b(i+ j + k) be a prime in H(K1) and let p = a
2 +3b2
be a prime in Z, where a, b ∈ Z. Then, cyclic codes whose lengths are φ(p2)/2
are obtained.
Proof. H(K1)
∗
pi2 has a generator since Zp2
∼= H(K1)pi2 . Let the generator be
g. Then we get gφ(p
2) = 1 and gφ(p
2)/2 = −1. Hence, we can write
xφ(p
2)/2 + 1 = (x − g)Q(x) (mod pi2) (forx = g).
In this situation, (x− g) is an ideal of H(K1)pi2 [x]
/〈
xφ(p
2)/2 + 1
〉
, i.e., it gen-
erates a cyclic code.
If the generator polynomial is taken as a monic polynomial, all components
of any row of the generator matrix do not consist of zero divisors. Therefore,
these codes are free H(K1)pi2 modules.
Proposition 3 Let pi1 = a+b(i+j+k), pi2 = c+d(i+j+k) be primes in H(K1)
and let p1 = a
2+3b2, p2 = c
2+3d2 be primes in Z. Then, there are two elements
of H(K1)
∗
pi1pi2 such that e
φ(p2) ≡ 1 (modpi1pi2) and fφ(p1) ≡ 1 (modpi1pi2).
Proof. Since p1 and p2 are relatively prime integers in Z, pi1 and pi2 are rela-
tively primes in H(K1). Using the basic algebraic knowledge and the function
(1), we get Zp1 ∼= H(K1)pi1 , Zp2 ∼= H(K1)pi2 and Zp1p2 ∼= H(K1)pi1pi2 . Moreover,
we obtain as follows:
H(K1)
∗
pi1pi2(pi1)
∼= Z∗p1p2(p1)
∼= Z∗p2
∼= H(K1)
∗
pi2 ,
H(K1)
∗
pi1pi2(pi2)
∼= Z∗p1p2(p2)
∼= Z∗p1
∼= H(K1)
∗
pi1 .
Since pi2 is a prime quaternion integer, H(K1)
∗
pi2 is a cyclic group. Therefore,
H(K1)
∗
pi2 has a generator. So, H(K1)
∗
pi1pi2(pi1) has a generator, either. Let the
generator be e. Then eφ(p2) ≡ 1 (modpi1pi2). In the same way, H(K1)
∗
pi1pi2(pi2)
has a generator. Suppose that f is the generator of H(K1)
∗
pi1pi2(pi2). Then
fφ(p1) ≡ 1 (modpi1pi2).
3
Proposition 4 Let pik = ak + bk(i + j + k) be a prime in H(K1) and let
pk = a
2
k + 3b
2
k be distinct odd primes in Z. Then, there is an element ek of
H(K1)
∗
pi1pi2...pik
such that e
φ(pk)
k ≡ 1 (modpi1pi2...pik), k = 1, 2, ...,m.
Proof. This is clear from Proposition 3.
Theorem 4 Let pi1 = a+b(i+j+k), pi2 = c+d(i+j+k) be primes in H(K1) and
let p1 = a
2 +3b2, p2 = c
2 +3d2 be odd primes in Z. Then, we can always write
cyclic codes of length φ(p1) and φ(p2) over H(K1)pi1pi2 .Moreover, the generator
polynomials of these codes are first degree monic polynomials. Therefore, these
codes are free H(K1)pi1pi2 module.
Proof. From Proposition 3, we can find an element of H(K1)pi1pi2 such that
eφ(p2) ≡ 1 (modpi1pi2). Thus, we factorize the polynomial xφ(p2) − 1 over
H(K1)pi1pi2 as x
φ(p2) − 1 = (x − e)D(x)(modpi1pi2). If we take the generator
polynomial as g(x) = x− e , then the generator polynomial g(x) forms the gen-
erator matrix whose all components of any rows do not consist of zero divisors.
We now consider a simple example with regard to Theorem 3.
Example 1 Let pi be 2+i+j+k. The polynomial x21+1 factors over H(K1)pi2
as x21 + 1 = (x − α).(x20 + αx19 + α2x18 + α3x17 + ... + α19x + α20), where
α = 1 − i − j − k. The powers of α are shown in Table I. If we choose the
generator polynomial as g(x) = x− α, then the generator matrix is as follows:
G =


−α 1 0 0 · · · 0
0 −α 1 0 · · · 0
0 0 −α 1
. . . 0
...
...
. . .
. . .
0 0 · · · 0 −α 1


20x21
.
The code C generated by the generator matrix G can correct one error having
quaternion Mannheim weight of one.
Table I: Powers of the element α = 1 − i− j − k which is root of x3 + 1.
s αs s αs s αs s αs
0 1 6 3 + i+ j + k 12 4− 2i− 2j − 2k 18 −6
1 1− i− j − k 7 −6− i− j − k 13 2i+ 2j + 2k 19 5 + i+ j + k
2 −1 + 2i+ 2j + 2k 8 2 14 5− 2i− 2j − 2k 20 −3 + i+ j + k
3 4− i− j − k 9 2− 2i− 2j − 2k 15 1 + i+ j + k 21 −1
4 2− i− j − k 10 −3 16 4 22 −α = −1 + i+ j + k
5 i+ j + k 11 −4− i− j − k 17 5 23 −α2 = 1− 2i− 2j − 2k
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