Octobre 1996 Abstract: This paper presents a second-order analysis for a simple model optimal control problem of a partial di erential equation, namely a well-posed semilinear elliptic system with constraints on the control variable only. The cost to be minimized is a standard quadratic functional. Assuming the feasible set to be polyhedric, we state necessary and su cient second order optimality conditions, including a characterization of the quadratic growth condition. Assuming that the second order su cient condition holds, we give a formula for the second order expansion of the value of the problem as well as the directional derivative of the optimal control, when the cost function is perturbed. Then we partially extend these results to the case of vector valued controls when the feasible set is de ned by local and smooth convex constraints. When the space dimension n is greater than 3, the results are based on a two norms approach, involving spaces L 2 ( ) and L s ( ), with s > n=2.
Introduction
In this paper we discuss the second order theory for optimal control problems of partial di erential equations. This study is related with some recent results in the perturbation theory for abstract optimization problems, 6, 8] . The results of this paper are obtained by re ning the ideas of the abstract theory and adapting them to the structure of optimal control problems. We discuss a simple model problem, that is minimization of a standard quadratic cost with a semilinear elliptic state equation, under various constraints on the control.
The basic tools of our analysis are polyhedricity theory for convex sets 13, 20] and the theory of Legendre forms 14]. Combining these tools with some recent progress in the theory of second order conditions for optimality 8, 11] , we present in section 2 a second order theory that is complete in the sense that there is no gap between the necessary and su cient conditions. More precisely, we obtain a characterization of the quadratic growth condition (i.e., in the vicinity of the solution, the cost function increases at the same rate that the square of distance to the solution). For a space dimension larger than 3, the su cient conditions are formulated in terms of two norms for the control space, i.e. L 2 ( ) and L s ( ) for some s > n=2. This may be compared to e.g. 9] , where more general nonlinearities are considered, but only su cient conditions for quadratic growth, using the L 1 ( ), are given.
In section 3, assuming a weak second order su cient condition to hold, and the feasible set to be polyhedric, we provide a formula for computing the directional derivative of the optimal control (as well as a second order expansion of the value function) with respect to a perturbation. This is a partial extension of the results of 6] to the two norms setting, and is to be compared with 16, 23] where the derivative of solution is computed under stronger second order conditions, whereas our theory of second order necessary conditions garanties the fact that our su cient condition is minimal. This result, for n 3, takes into account the two norms structure of the problem.
We next generalize in section 4 these results to the case of optimal control problems when the local constraints are de ned by a nite number of smooth convex functions. In that case, polyhedricity does not hold, but we show that a theory of second order conditions may be conducted by taking into account the curvature of the constraint functions. 2 An optimal control problem of elliptic type
Let be an open and bounded subset of IR n , with C 2 boundary @ , whose generic element is denoted !, and be a C 2 nondecreasing function IR ! IR. We consider the state equation ? y + (y) = u in ; y = 0 on @ : ( 
2.1) RR n 3014
Here is the Laplacian operator and u 2 L s ( ) is the control variable, for some s 2 2; +1).
The function y, de ned a.e. over , is called the state, and (y) is the function de ned a.e.
over by (y)(!) = (y(!)), a. In order to obtain di erentiability of the mapping u ! y u , it is natural to assume that s > n=2, ( where the target 2 L 2 ( ) and N > 0 are given, as well as the set of feasible controls K.
We assume that K is a nonempty, closed and convex subset of L s ( ). The optimal control problem is (P ) Min u J (u; y u ); subject to u 2 K:
As state and control spaces we choose Y := W 2;s ( ) \ W 1;s 0 ( ) = fy 2 W 2;s ( ); y = 0 on @ g; U := L s ( ):
We denote S(P ) the set of solutions of (P ), and val(P ) the value of (P ), i. This implies (2.9). The converse implication is an easy consequence of the above equality.
Using lemma 2.1, and assuming speci c properties of K, some further properties of the optimal control may be derived. Assume for instance that K is the set 
Second-order necessary and su cient conditions
With u 2 S(P ) is associated the critical cone C(u) := fv 2 U; F 0 (u)v = 0; v 2 T K (u)g:
This is the set of directions that are tangent to the feasible set, and along which, up to the rst order term, the cost function does not increase. The second derivative of u ! F(u) in the direction v 2 U is easily checked to be
where z v is solution of (2.4).
We recall the concept of polyhedricity, originally de ned in a Hilbert space framework 20, 13] (see an extension of this concept in 6]).
De nition 2.1 Let K be a closed convex subset of a Banach space X, x 0 2 K and x 2 N K (x 0 ). We say that K is polyhedric at x for the normal direction x if
If K is polyhedric at each x 0 2 K for all x 2 N K (x 0 ), we say that K is polyhedric. De nition 2.2 We de ne the second-order necessary optimality condition as 8v 2 C(u); F 00 (u)(v; v) 0: Proof.Let v 2 C(u). For " > 0, set v " := " ?1 (P K (u + "v) ? u). Obviously v " 2 R K (u). Also F 0 (u)v " = 0, as by (2.8) and (2.10), F 0 (u)(!) = 0 whenever v " (!) 6 = 0, a.e. on . Therefore v " is a critical direction. As v 2 T K (u), we have that v " ! v when " # 0.
Polyhedricity of K a;b follows.
We turn now to the su cient conditions for optimality. De nition 2.4 Let u 2 K satisfy the optimality system (2.8). We say that u satis es the standard second-order su cient optimality condition if 9 > 0; 8v 2 C(u); F 00 (u)(v; v) kvk 2 s ; (2.18) and the weak second-order su cient optimality condition if 9 > 0; 8v 2 C(u); F 00 (u)(v; v) kvk 2 2 : (2.19) Note that the strong conditions imply the weak ones, and both are equivalent if n 3.
We consider also the following relation, very close to the second order necessary condition:
We rst discuss the case when n 3. We end this section by some remarks. The above problem may be related to the notion of tangent quadratic problem, de ned as follows (see the related discussion in 4]):
Assume that u satis es the rst-order optimality system. Problems (P ) and (Q ) have the same critical cone and same second-order expansion of the cost function. In addition, the tangent quadratic problem is always polyhedric at v = 0. Therefore, if K is polyhedric, then the second order necessary (resp. su cient) conditions for optimality coincide for problems (P ) and (Q ). By theorem 2.4, it follows that the weak quadratic growth condition holds for (P ) i it holds for (Q ).
If u is a local solution of (P ), then it is a local solution of (Q ), that is isolated if and anly if the quadratic growth condition holds. That is, if the quadratic growth condition does not holds, then there exists a nonzero solution of the tangent quadratic problem (Q ). This is similar to the Jacobi conditions in the calculus of variations. 
INRIA 3 Sensitivity analysis
We discuss in this section the dependance of a local solution of (P ) with respect to the parameter . We start with a stability result. We introduce the notations F(u; ) := J (y; u); val( ) := inf F(u; ); u 2 K:
Denote by z v the solution of (2.4) for (u; y) = ( u; y), and let p the the adjoint state associated with ( u; y). Let and if v is a weak limit-points of (u k ? u)=t k in L 2 ( ) (there exist some by (i)), then v is a strong limit point of (u k ? u)=t k in L 2 ( ) and is solution of (SP ).
Proof.(i) That u is the weak limit in L s ( ) and strong limit in L 2 ( ) of a subsequence may be proved by arguments similar to those in the proof of theorem 2.1, the strong convergence in L 2 ( ) being a consequence of the convergence of val( k ) toward val( ).
Assume now that u satis es the second order su cient condition (2.19) for problem (P ). These hypotheses are satis ed in the case of problem (P ) studied before, with`= 1. Let us give an example that motivates the study of the case`> 1. Consider the coupled system 8 < :
? y 1 + 1 (y 1 ) ? y 2 = u 1 in ; ? y 2 + 2 (y 2 ) + y 1 = u 2 in ; y 1 = y 2 = 0 on @ :
Here y(!) = (y 1 (!); y 2 (!)) 2 IR 2 , while 1 and 2 are C 2 nondecreasing mappings IR ! IR. In the sequel, by j j we denote the Euclidean norm as well as absolute value of scalars, and by h ; i the associated scalar product. We denote by y u the solution of this system (whose existence and uniqueness is discussed in the following lemma) and consider the cost function Proof.(i) We may assume for simplicity that 1 (0) = 2 (0) = 0. Multiplying the rst (resp. second) equation by y 1 (resp. y 2 ) and integrating over , we obtain the a priori estimate (i.e. estimate satis ed by any su ciently smooth solution of (4.33)): We now extend our results to the case of nonlinear local constraints. We rst give a formula for normal cones. Step 2: By proposition 4.1, the set C(u) := fv 2 C(u); 9 " > 0; g i (u) + "g 0 i (u)v 0; i 2 I(u; ) a.e. on g (4.47) is dense in C(u). Furthermore, the set C(u)\L 1 ( ) is dense in C(u). Indeed, let v 2 C(u). We now pass to the perturbation analysis. The reader has noticed that the technique for obtaining upper (resp. lower) estimates of the value function is similar to the one for proving second order necessary (esp. su cient) conditions. However, the second order su cient condition above applies only in a small neighborhood of L 1 ( ). Therefore, we are not able to obtain lower estimates of the perturbed value function assuming (4.53 
