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Since the work of Roper and Suffridge in 1995, there has been considerable interest in con-
structing holomorphic mappings of the unit ball in Cn with various geometric properties
by using lower dimensional mappings with similar properties. Such properties include con-
vexity, starlikeness, and spirallikeness. It is also of interest to extend subordination chains
(which may be related to geometric properties such as the above). Recently M. Elin has in-
troduced an approach to extension operators on Banach spaces based on semigroups which
leads to an identiﬁcation of some of the essential properties of such operators. In this paper
we adopt Elin’s point of view and prove a theorem about the extension of subordination
chains which extends and uniﬁes existing results. We also consider applications in ﬁnite
dimensions to the study of extreme and support points under the Loewner variation and
of reachable sets in control theory. Certain examples will also be provided.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Let X and Y be two complex Banach spaces with respect to the norms ‖ · ‖X and ‖ · ‖Y , and let Z = X × Y . Let D1
(resp. D2) be the unit ball of X (resp. Y ). We denote by L(X, Y ) the set of linear and continuous operators from X into Y .
The set L(X, X) is denoted by L(X). If Ω1 and Ω2 are domains in complex Banach spaces we denote by Hol(Ω1,Ω2) the
set of holomorphic mappings from Ω1 into Ω2 with the compact-open topology. We let Hol(Ω) = Hol(Ω,Ω). We say that
a mapping f ∈ Hol(D1, X) is normalized if f (0) = 0 and Df (0) = idX , where idX is the identity operator in L(X). Also, let
T (x) = {x ∈ L(X,C): x(x) = ‖x‖, ‖x‖ = 1}, x ∈ X \ {0}.
Note that T (x) = ∅ by the Hahn–Banach Theorem. If X is the Euclidean space Cn , then x ∈ T (x) if and only if x(u) =
〈u, x/‖x‖〉 for u ∈ Cn , where 〈·,·〉 is the Euclidean inner product on Cn . The Euclidean unit ball in Cn is denoted by Bn .
For a given operator A ∈ L(X), let
m(A) = inf{	x(A(x)): ‖x‖ = 1, x ∈ T (x)},
k(A) = sup{	x(A(x)): ‖x‖ = 1, x ∈ T (x)}
and k+(A) = sup{	λ: λ ∈ σ(A)}, where σ(A) is the spectrum of the operator A. Note that k+(A) is the upper exponential
(Lyapunov) index of A and it is well known that k+(A) = limt→∞ ln‖et A‖t . Also, for each ω > k+(A), there exists some
δ = δ(ω) > 0 such that ‖et A‖ δeωt for t  0 (see e.g. [30, p. 311]).
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Lemma 1.1. If A ∈ L(X), then
e−k(A)t 
∥∥e−t A(u)∥∥ e−m(A)t, t  0, ‖u‖ = 1. (1.1)
Proof. Fix u ∈ X , ‖u‖ = 1, and let x(t) = e−t A(u) and a(t) = ‖x(t)‖ for t ∈ [0,∞). Also ﬁx T > 0. Then
∣∣a(t1) − a(t2)∣∣ ∥∥e−t1A − e−t2 A∥∥ max
t∈[0,T ]
∥∥∥∥ ddt e−t A
∥∥∥∥ · |t1 − t2| ‖A‖eT‖A‖|t1 − t2|,
for all t1, t2 ∈ [0, T ]. Hence the function a is locally Lipschitz continuous on [0,∞), and thus ddt ‖x(t)‖ exists a.e. on [0,∞).
Moreover, in view of [20, Lemma 1.3], we have
d
dt
∥∥x(t)∥∥= 	
{
x(t)
(
dx(t)
dt
)}
, for all x(t) ∈ T
(
x(t)
)
, a.e. t ∈ [0,∞).
Hence, we deduce that
d
dt
∥∥x(t)∥∥= −	[x(t)(Ae−t A(u))]= −	[x(t)(A(x(t)))],
and thus
−k(A) 1‖x(t)‖
d
dt
∥∥x(t)∥∥−m(A), for all x(t) ∈ T (x(t)), a.e. t ∈ [0,∞).
Integrating both sides of the above relation, we easily deduce (1.1), as desired. 
Let p : [0,1] → [0,1] be a continuous function which satisﬁes the following conditions (see [5]):
(i) p(0) = 1 and p(1) = 0;
(ii) p is a strictly decreasing function;
(iii)
p
(
s1 + s2
2
)
 1
2
(
p(s1) + p(s2)
)
, ∀s1, s2 ∈ [0,1].
For example, if q, r  1, then the function p : [0,1] → [0,1] given by p(t) = (1− tq)1/r satisﬁes the above conditions.
The norm ‖(x, y)‖Z of Z is deﬁned to be the unique solution λ  ‖x‖X of the equation ‖y‖Y = λp(‖x‖X/λ). Then
(Z ,‖ · ‖Z ) is a Banach space. The set
D = {(x, y) ∈ D1 × D2 ⊂ Z : ‖y‖Y < p(‖x‖X )}
is the open unit ball of Z . Note that ‖ · ‖Z is the Minkowski functional of D. We shall sometimes omit the subscripts X , Y ,
Z when it is clear which norm is intended.
Since the work of Roper and Suffridge [31] in 1995, there has been quite a lot of interest in operators which extend
holomorphic mappings f : B1 → C or f : Bn → Cn to domains in higher dimensional spaces (see the references at the end
of this section). Recently Elin [5] has applied the theory of semigroups to the study of the structure of such operators. He
introduced the notion of appropriate operator-valued mappings. We ﬁrst extend this deﬁnition slightly so that we can apply
it to transition mappings (cf. Deﬁnitions 3.1 and 3.2, [5]). We omit the requirement that Kˆ be closed under composition.
Deﬁnition 1.2. Let Kˆ be a subset of Hol(D1) consisting of biholomorphic mappings and let Γˆ : Kˆ×D1 → L(Y ) be a mapping
such that f → Γˆ ( f , ·) is a continuous mapping of Kˆ into Hol(D1, L(Y )). We say that Γˆ is appropriate if it satisﬁes the
following properties:
(i) the identity mapping idX of the space X belongs to Kˆ, and Γˆ (idX , x) = idY , the identity mapping of the space Y ;
(ii) Γˆ satisﬁes the chain rule in the sense that Γˆ ( f , g(x))Γˆ (g, x) = Γˆ ( f ◦ g, x) for all f , g ∈ Kˆ such that f ◦ g ∈ Kˆ and
x ∈ D1;
(iii) for each f ∈ Kˆ and x ∈ D1, the corresponding operator Γˆ ( f , x) is invertible;
(iv) ‖Γˆ ( f , x)‖L(Y )  p(‖ f (x)‖X )p(‖x‖X ) , for all f ∈ Kˆ and x ∈ D1.
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Φˆ[ f ](x, y) = ( f (x), Γˆ ( f , x)y).
We call Φˆ the extension operator associated to Γˆ . We obtain the following lemma by the same proof as that in [5,
Lemma 3.1].
Lemma 1.3. Let Γˆ : Kˆ × D1 → L(Y ) be appropriate. Then we have
(a) Φˆ[ f ] ∈ Hol(D) for all f ∈ Kˆ;
(b) Φˆ[ f ◦ g] = Φˆ[ f ] ◦ Φˆ[g] for all f , g ∈ Kˆ such that f ◦ g ∈ Kˆ.
We next adapt the notion of appropriate operator so that it applies to biholomorphic mappings from D1 into X , in
particular to subordination chains. Our deﬁnition is a slight modiﬁcation of [5, Deﬁnition 3.2].
Deﬁnition 1.4. Let Kˆ be a subset of Hol(D1) consisting of biholomorphic mappings and let Γˆ : Kˆ × D1 → L(Y ) be an
appropriate mapping. Suppose that there are a nonempty set K ⊂ Hol(D1, X) consisting of biholomorphic mappings and a
mapping Γ : K × D1 → L(Y ) such that h → Γ (h, ·) is a continuous mapping of K into Hol(D1, L(Y )) and
(i) Γ (h, g(x))Γˆ (g, x) = Γ (h ◦ g, x) for all h ∈ K, g ∈ Kˆ such that h ◦ g ∈ K and x ∈ D1;
(ii) for each h ∈ K and x ∈ D1, the operator Γ (h, x) is invertible.
Then we say that Γˆ and Γ are associated appropriate mappings.
For each appropriate mapping Γ , we deﬁne the extension operator Φ : K → Hol(D, Z) by
Φ[h](x, y) = (h(x),Γ (h, x)y).
We call Φ the extension operator associated to Γ .
Remark 1.5. (i) Note that the extension operators Φˆ and Φ are continuous, in view of the continuity assumptions in
Deﬁnitions 1.2 and 1.4 on the appropriate mappings Γˆ and Γ .
(ii) Let
Ψ [ f ](x, y) = ( f (x), P2(y)),
where P2 is a homogeneous polynomial of degree 2. Then Ψ is an extension operator in the sense of [10, Deﬁnition 6].
However, Ψ is not an extension operator in the above sense.
We obtain the following lemma by the same proof as that in [5, Lemma 3.2].
Lemma 1.6. Let Γˆ : Kˆ × D1 → L(Y ) and Γ : K × D1 → L(Y ) be associated appropriate mappings. Also let Φˆ be the extension
operator associated to Γˆ and let Φ be the extension operator associated to Γ . Let h ∈ K and g ∈ Kˆ such that h ◦ g ∈ K. Then
Φ[h ◦ g] = Φ[h] ◦ Φˆ[g].
In addition, Φ[h] is biholomorphic.
Remark 1.7. (i) For some results in [5], we should assume that K and Kˆ satisfy the following condition:
For all h1,h2 ∈ K with h1(D1) ⊂ h2(D1), we have h−12 ◦ h1 ∈ Kˆ. (1.2)
For example, in [5, Lemma 3.3], we should assume that the condition (1.2) is satisﬁed.
(ii) If
Kˆ = {v ∈ Hol(D1): v biholomorphic, v(0) = 0}
and
K = { f ∈ Hol(D1, X): f biholomorphic, f (0) = 0},
then we do not need to modify the deﬁnition of appropriate mappings by Elin [5].
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Deﬁnition 1.8. Let A ∈ L(X) be such that m(A) > 0. Also let Ω be a domain in X which contains the origin. We say that Ω
is spirallike with respect to A (A-spirallike) if e−t A(w) ∈ Ω , for all w ∈ Ω and t  0. A biholomorphic mapping f : D1 → X
is called spirallike with respect to A (A-spirallike) if f (D1) is a spirallike domain with respect to A. Any spirallike mapping
with respect to idX is starlike. Let Sˆ A(D1) (resp. S∗(D1)) be the set of normalized A-spirallike (resp. starlike) mappings on
the unit ball D1.
Remark 1.9. It is well known (see [18,19,33]) that if f : D1 → X is a normalized locally biholomorphic mapping, then f is
spirallike with respect to A if and only if
	{x([Df (x)]−1A f (x))}> 0, x ∈ D1 \ {0}, x ∈ T (x).
We ﬁnish this section with the notions of univalent subordination chain, transition mapping and parametric representa-
tion (see [8,13,16,25]).
Deﬁnition 1.10. (i) If f , g ∈ Hol(D1, X), we say that f is subordinate to g ( f ≺ g) if there exists a Schwarz mapping v (i.e.
v ∈ Hol(D1) and ‖v(x)‖ ‖x‖, x ∈ D1) such that f = g ◦ v .
(ii) A mapping f : D1 ×[0,∞) → X is called a univalent subordination chain if f (·, t) is biholomorphic on D1, f (0, t) = 0
for t  0, and f (·, s) ≺ f (·, t), 0  s  t < ∞. A univalent subordination chain is called A-normalized if Df (0, t) = et A for
t  0, where A ∈ L(X) with m(A) > 0. We say that f (x, t) is a Loewner chain (or a normalized univalent subordination
chain) if f (x, t) is idX -normalized.
The above subordination condition is equivalent to the existence of a unique biholomorphic Schwarz mapping v =
v(·, s, t), called the transition mapping associated with f (x, t), such that f (x, s) = f (v(x, s, t), t) for x ∈ D1 and t  s 0.
Remark 1.11. Let A ∈ L(X) be an operator such that m(A) > 0 and let f ∈ Hol(D1, X) be a normalized mapping. Then f is
A-spirallike if and only if f (x, t) = et A f (x) is an A-normalized univalent subordination chain (cf. [9]). Also, f is starlike if
and only if f (x, t) = et f (x) is a Loewner chain.
The following classes of holomorphic mappings on the Euclidean unit ball Bn play the role of the Carathéodory class
in Cn:
N = {h ∈ Hol(Bn,Cn): h(0) = 0, 	〈h(z), z〉> 0, z ∈ Bn \ {0}},
M = {h ∈ N : Dh(0) = idCn}.
The notion of parametric representation on the Euclidean unit ball Bn in Cn is related to univalent subordination chains
(see [9]; cf. [28] and [29]).
Deﬁnition 1.12. Let A ∈ L(Cn) be such that m(A) > 0. We say that a normalized mapping f ∈ Hol(Bn,Cn) has A-parametric
representation if there exists a mapping h : Bn × [0,∞) → Cn such that h(·, t) ∈ N and Dh(0, t) = A for t ∈ [0,∞), h(z, ·)
is measurable on [0,∞) for z ∈ Bn , and f (z) = limt→∞ et A v(z, t) locally uniformly on Bn , where v = v(z, t) is the unique
locally absolutely continuous solution on [0,∞) of the initial value problem
∂v
∂t
= −h(v, t) a.e. t  0, v(z,0) = z,
for all z ∈ Bn .
If A = idCn and f has idCn -parametric representation, then f has parametric representation in the usual sense (see [8,
10,16]; cf. [28,29]).
We denote by S0A(B
n) (resp. S0(Bn)) the class of mappings which have A-parametric representation (resp. parametric
representation).
Remark 1.13. (i) Let A ∈ L(Cn) be such that k+(A) < 2m(A). The condition in Deﬁnition 1.12 is equivalent to the fact that
there exists an A-normalized univalent subordination chain f (z, t) such that {e−t A f (·, t)}t0 is a normal family on Bn and
f = f (·,0) (see [9, Corollary 2.9] and [4]; cf. [8,16,29]).
(ii) Let
S
(
Bn
)= { f ∈ Hol(Bn,Cn): f biholomorphic, f (0) = 0, Df (0) = idCn}
be the set of normalized biholomorphic mappings on Bn . It is well known that S0(B1) = S , where S = S(B1) is the family
of normalized univalent functions on the unit disc B1 (see [27]). However, S0(Bn)  S(Bn) for n 2 (see [8]; cf. [28]).
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We apply such results to the study of starlike and spirallike mappings. We also consider the connection between extension
operators and reachable sets generated by bounded biholomorphic mappings on the Euclidean unit ball Bn in Cn . Various
particular cases of extension operators may be found in [5,7,11–15,17,22,23,26,31,34,35].
2. Main results
Let A ∈ L(X) be such that m(A) > 0 and let f (x, t) be an A-normalized univalent subordination chain on D1 × [0,∞).
Also, let v(x, s, t) be the transition mapping associated to f (x, t). Let Kˆ ⊃ {v(·, s, t)}0st and K ⊃ {e−t A f (·, s)}0st consist
of biholomorphic mappings. Then we obtain the main result of this paper. Particular cases of this result were obtained in
[11,15,17,22,34,35].
Theorem 2.1. Let Kˆ and K be as above and let Γˆ : Kˆ × D1 → L(Y ) and Γ : K × D1 → L(Y ) be associated appropriate mappings. Let
Φ be the extension operator associated to Γ . Assume that there exists C ∈ L(Y ) with m(C) 0 such that
Γ
(
e−t A f (·, s), x)= e−(t−s)CΓ (e−sA f (·, s), x), x ∈ D1, 0 s t < ∞. (2.1)
Let B ∈ L(Y ) be an operator such that m(B) 0, m( A˜) > 0, where
A˜ =
[
A O
O B + C
]
, (2.2)
and B commutes with C and with Γ (e−t A f (·, t), x) for all t  0 and x ∈ D1 . Then the mapping F = F (x, y, t) : D×[0,∞) → Z given
by
F (·, t) = et A˜Φ[e−t A f (·, t)], t  0, (2.3)
is a univalent subordination chain. Moreover, if Γ satisﬁes the condition
Γ
(
e−t A f (·, t),0)= idY , t  0, (2.4)
then F (·, t) is an A˜-normalized univalent subordination chain on D × [0,∞).
Proof. Since f (0, t) = 0, it follows that F (0, t) = 0 for t  0. Also, since f (·, t) is biholomorphic on D1, we deduce in view
of Lemma 1.6 that F (·, t) is biholomorphic on D for t  0.
It is easy to see that
F (x, y, s) = ( f (x, s), es(B+C)Γ (e−sA f (·, s), x)y), (x, y) ∈ D, 0 s < ∞.
Taking into account the condition (2.1) and the fact that B commutes with C , we deduce that
F (x, y, s) = ( f (x, s), esBetCΓ (e−t A f (·, s), x)y), (2.5)
for all (x, y) ∈ D and 0 s t < ∞. Next, let V = V (x, y, s, t) be given by
V (x, y, s, t) = (v(x, s, t), e−(t−s)B Γˆ (v(·, s, t), x)y), (x, y) ∈ D, 0 s t < ∞.
We prove that V (·, s, t) is a biholomorphic Schwarz mapping. Indeed, the biholomorphicity of V (·, s, t) is due to the fact
that v(·, s, t) is biholomorphic on D1 and the condition (iii) of Deﬁnition 1.2. On the other hand, taking into account (1.1),
we deduce that∥∥e−(t−s)B Γˆ (v(·, s, t), x)y∥∥Y  e−m(B)(t−s) ·
∥∥Γˆ (v(·, s, t), x)∥∥L(Y ) · ‖y‖Y .
Hence, in view of the condition (iv) of Deﬁnition 1.2, we conclude that∥∥e−(t−s)B Γˆ (v(·, s, t), x)y∥∥Y < p(
∥∥v(x, s, t)∥∥X), x = 0,
i.e. ‖V (x, y, s, t)‖ < 1 for (x, y) ∈ D and t  s 0, as desired.
Further, in view of the conditions (2.5), (ii) of Deﬁnition 1.2 and (i) of Deﬁnition 1.4, the fact that e−t A f (·, s) ∈ K for
t  s  0, and since B commutes with C and with Γ (e−t A f (·, t), x), for all t  0 and x ∈ D1, it is not diﬃcult to deduce
that F (·, s) = F (V (·, s, t), t) for t  s  0. Taking into account the above arguments, we deduce that F (·, t) is a univalent
subordination chain, as desired.
Finally, we assume that the condition (2.4) holds. Since Df (0, t) = et A , it follows that
DF (0, t) =
[
etA 0
0 et(B+C)Γ (e−t A f (·, t),0)
]
.
Hence, we obtain that DF (0, t) = et A˜ by (2.4). This completes the proof. 
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min{m(A),m(B + C)} holds. Indeed, in this case if we write D = B + C , ζ = (x, y), we have 〈 A˜(ζ ), ζ 〉 = 〈Ax, x〉 + 〈Dy, y〉,
with a similar equality for the real parts. It is easy to see that m( A˜)min{m(A),m(D)}. To get the other inequality, suppose
that ζ = (x, y) has norm 1. Without loss of generality we may assume that m(A)m(D). Then
	〈 A˜(ζ ), ζ 〉= 	〈Ax, x〉 + 	〈Dy, y〉m(A)‖x‖2 +m(D)‖y‖2 m(A).
Taking the inﬁmum over ζ gives the result.
Consequently, in the case of complex Hilbert spaces, the assumption m( A˜) > 0 in Theorem 2.1 can be replaced by
m(B + C) > 0.
(ii) Let X = Cn, Y = Cq and D1, D2 be the unit balls with respect to r-norms in Cn , Cq , where 1 r < ∞. Let p(t) =
(1− tr)1/r . Let A˜ be as in (2.2). Then the relation m( A˜) =min{m(A),m(B + C)} holds.
Proof. We will give a proof in the case 1< r < ∞. The case r = 1 can be proved by a similar reasoning by noting that T (ζ )
consists of those functionals ζ given by
ζ (η) =
∑
x j =0
|x j|u j
x j
+
∑
x j=0
α ju j +
∑
yk =0
|yk|vk
yk
+
∑
yk=0
βkvk,
where ζ = (x, y), η = (u, v), |α j| 1 and |βk| 1.
For ζ = (x, y) with ‖ζ‖ = 1, T (ζ ) consists of the functional ζ given by
ζ (η) =
∑
x j =0
|x j|ru j
x j
+
∑
yk =0
|yk|r vk
yk
,
where η = (u, v). Then ζ ∈ T (ζ ) can be written as
ζ (η) =
⎧⎨
⎩
x(u)‖x‖r−1 + y(v)‖y‖r−1 (x = 0, y = 0),
x(u) (x = 0, y = 0),
y(v) (x = 0, y = 0),
where η = (u, v), x ∈ T (x) and y ∈ T (y).
To get the inequality m( A˜)  min{m(A),m(D)}, where D = B + C , assume ζ = (x, y) achieves the minimum in the
deﬁnition of m( A˜). In the case x = 0 and y = 0, we have
ζ ( A˜ζ ) = x(Ax)‖x‖r−1 + y(Dy)‖y‖r−1
= x˜(Ax˜)‖x‖r +  y˜(D y˜)‖y‖r,
where x˜ = x/‖x‖ and y˜ = y/‖y‖, with a similar equality for the real parts. Then
m( A˜) = 	ζ ( A˜ζ ) = 	x˜(Ax˜)‖x‖r + 	 y˜(D y˜)‖y‖r
m(A)‖x‖r +m(D)‖y‖r
min
{
m(A),m(D)
}(‖x‖r + ‖y‖r)
= min{m(A),m(D)}.
In the case x = 0, y = 0, we have
m( A˜) = 	ζ ( A˜ζ ) = 	x(Ax)m(A)min
{
m(A),m(D)
}
.
Similarly, we obtain m( A˜)min{m(A),m(D)} in the case x = 0, y = 0.
To deduce the inequality m( A˜)min{m(A),m(D)}, we observe that
m( A˜) inf‖x‖=1	(x,0)
(
A˜(x,0)
)= inf‖x‖=1	x
(
A(x)
)=m(A)
and a similar argument yields that m( A˜)m(D). 
Let f (x, t) be a Loewner chain and let v(x, s, t) be the transition mapping of f (x, t). Let Kˆ ⊃ {v(·, s, t)}0st and K ⊃
{e−t f (·, s)}0st consist of biholomorphic mappings. In view of Theorem 2.1, we obtain the following consequence.
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Also let Φ be the extension operator associated to Γ . Assume that there exists C ∈ L(Y ) such that m(C)  0, k(C)  1, C commutes
with Γ (e−t f (·, t), x) for all t  0 and x ∈ D1 , and
Γ
(
e−t f (·, s), x)= e−(t−s)CΓ (e−s f (·, s), x), x ∈ D1, 0 s t < ∞.
Then F (·, t) = etΦ[e−t f (·, t)] is a univalent subordination chain on D × [0,∞). Moreover, if Γ satisﬁes the condition
Γ
(
e−t f (·, t),0)= idY , t  0,
then F (·, t) is a Loewner chain.
Proof. It suﬃces to apply Theorem 2.1 for A = idX and B = idY − C . 
We next obtain the following consequences of Theorem 2.1 in the case of spirallike (resp. starlike) mappings and exten-
sion operators (cf. [5, Theorem 5.1]). In the case of complex Hilbert spaces, the assumption m( A˜) > 0 can again be replaced
by m(B + C) > 0. Particular cases of these results were considered in [9] and [10] on the Euclidean unit ball Bn in Cn .
Corollary 2.4. Let A ∈ L(X) be an operator such that m(A) > 0 and let h ∈ Hol(D1, X) be a normalized A-spirallike mapping. Also let
Kˆ ⊃ {h−1(e−t Ah(·))}t0 andK ⊃ {e−t Ah(·)}t0 consist of biholomorphic mappings. Let Γˆ : Kˆ×D1 → L(Y ) and Γ : K×D1 → L(Y )
be associated appropriate mappings such that Γ (h,0) = idY . LetΦ be the extension operator associated to Γ . Assume that there exists
C ∈ L(Y ) with m(C) 0 such that
Γ (h, x) = etCΓ (e−t Ah, x), t  0, x ∈ D1.
Let B ∈ L(Y ) be such that m(B) 0, m( A˜) > 0, where A˜ is given by (2.2), and B commutes with C and with Γ (h, x) for all x ∈ D1 .
Then the mapping Φ[h] is A˜-spirallike.
Proof. Since h is a normalized A-spirallike mapping, it follows that f (·, t) = et Ah(·) is an A-normalized univalent sub-
ordination chain by Remark 1.11. Since Γ (h,0) = idY , we deduce in view of Theorem 2.1 that F (·, t) = et A˜Φ[h](·) is an
A˜-normalized univalent subordination chain, i.e. the mapping Φ[h] = F (·,0) is A˜-spirallike. This completes the proof. 
Corollary 2.5. Let h ∈ Hol(D1, X) be a normalized starlike mapping. Let Kˆ ⊃ {h−1(e−th(·))}t0 and K ⊃ {e−th(·)}t0 consist of
biholomorphic mappings. Also let Γˆ : Kˆ × D1 → L(Y ) and Γ : K × D1 → L(Y ) be associated appropriate mappings such that
Γ (h,0) = idY . Let Φ be the extension operator associated to Γ . Assume that there exists C ∈ L(Y ) such that m(C)  0, k(C)  1,
C commutes with Γ (h, x) for all x ∈ D1 , and
Γ (h, x) = etCΓ (e−th, x), t  0, x ∈ D1.
Then the mapping Φ[h] is starlike.
Proof. It suﬃces to consider A = idX and B = idY − C in Corollary 2.4. 
Let f ∈ S0A(Bn), where A ∈ L(Cn) and m(A) > 0 and let f (x, t) be an A-normalized univalent subordination chain on
Bn × [0,∞) such that f = f (·,0). Also, let v(x, s, t) be the transition mapping associated to f (x, t). Let Kˆ ⊃ {v(·, s, t)}0st
and K ⊃ {e−t A f (·, s)}0st consist of biholomorphic mappings. Then we obtain the following consequence of Theorem 2.1
in the case of extension operators and parametric representation.
Corollary 2.6. Let A ∈ L(Cn) with m(A) > 0, f ∈ S0A(Bn) and let Kˆ and K be as above. Also let p(t) = (1 − t2)1/2 and let Γˆ : Kˆ ×
Bn → L(Cq) and Γ : K × Bn → L(Cq) be associated appropriate mappings. Let Φ be the extension operator associated to Γ . Assume
that there exists C ∈ L(Cq) such thatm(C) 0 and the condition (2.1) holds. Also, let B ∈ L(Cq) be such thatm(B) 0, m(B+C) > 0.
Assume that Γ satisﬁes the condition (2.4) and max{k+(A),k+(B + C)} < 2min{m(A),m(B + C)}. Then Φ[ f ] ∈ S0A˜(Bn+q), where
A˜ is given by (2.2).
Proof. Let X = Cn , Y = Cq and let F (z, t) : Bn+q × [0,∞) → Cn+q be given by (2.3). In view of Theorem 2.1, we deduce
that F (z, t) is an A˜-normalized univalent subordination chain. Since k+(A) < 2m(A), it follows in view of Remark 1.13 that
{e−t A f (·, t)}t0 is a normal family on Bn , and since Φ is an extension operator, it is easy to see that {e−t A˜ F (·, t)}t0 is
a normal family on Bn+q . (We recall that Φ is continuous by Remark 1.5(i).) On the other hand, it is easy to see that
k+( A˜) < 2m( A˜). Indeed, since k+( A˜) = max{k+(A),k+(B + C)} and m( A˜) = min{m(A),m(B + C)}, the conclusion follows.
Also, since F (·,0) = Φ[ f ], we conclude that Φ[ f ] ∈ S0 (Bn+q), as desired. This completes the proof. A˜
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dination chains.
In Deﬁnition 2.7 and the statement of Corollary 2.8 below, let X be the space Cn , let D1 = Bn be the Euclidean unit ball
in Cn and let Y be a complex Banach space. Also, let p(t) = (1−t2)1/r for t ∈ [0,1], and let D = {(x, y) ∈ Z : ‖x‖2X +‖y‖rY < 1}
be the unit ball of Z = Cn × Y , where r  1. Let LS(Bn) be the set of normalized locally biholomorphic mappings of
Bn into Cn . Also, let LS(D) be the set of normalized locally biholomorphic mappings on D. Let J f (x) = det Df (x) for
f ∈ Hol(Bn,Cn) and x ∈ Bn .
Deﬁnition 2.7. Let r  1 and Fn,r : LS(Bn) → LS(D) be the operator given by
Fn,r( f )(z) =
(
f (x),
[
J f (x)
] 2
r(n+1) y
)
, z = (x, y) ∈ D.
We choose the branch of the power function such that [ J f (x)]2/(r(n+1))|x=0 = 1.
If r = 2 and Y is the Euclidean space Cq , then the operator Fn,2 reduces to the Pfaltzgraff–Suffridge extension operator
Φn,q : LS(Bn) → LS(Bn+q) given by (see [26])
Φn,q( f )(z) =
(
f (x),
[
J f (x)
] 1
n+1 y
)
, z = (x, y) ∈ Bn+q. (2.6)
If n = 1, the operator F1,2 reduces to the well-known Roper–Suffridge extension operator Ψ : LS(B1) → LS(D) given by
(cf. [31])
Ψ ( f )(z) = ( f (x), y√ f ′(x) ), z = (x, y) ∈ {(x, y) ∈ C × Y : |x|2 + ‖y‖2Y < 1}.
A detailed study of the Roper–Suffridge extension operator may be found in [13].
The following result is a generalization of [17, Theorem 2.1] and [9, Example 4.6] (cf. [12] and [15]; compare [7]).
Corollary 2.8. Let r  1 and let A ∈ L(Cn) be such that m(A) > 0 and 	 tr(A) r(n + 1)/2. Assume that f (x, t) is an A-normalized
univalent subordination chain on Bn × [0,∞) and m( A˜) > 0, where
A˜ =
[
A O
O idY
]
.
Then F (·, t) given by F (·, t) = et A˜Fn,r[e−t A f (·, t)] is an A˜-normalized univalent subordination chain on D × [0,∞), where D =
{(x, y) ∈ Cn × Y : ‖x‖2
Cn
+ ‖y‖rY < 1}. Also Fn,r( Sˆ A(Bn)) ⊆ Sˆ A˜(D). In particular, if Y = Cq and max{k+(A),1} < 2min{m(A),1},
then Φn,q(S0A(B
n)) ⊆ S0
A˜
(Bn+q). Also, Φn,q(S0(Bn)) ⊆ S0(Bn+q) and Φn,q(S∗(Bn)) ⊆ S∗(Bn+q).
Proof. Let Kˆ be the set of biholomorphic self-mappings of Bn which vanish at the origin. Also let K be the set of bi-
holomorphic mappings of Bn which vanish at the origin. Let Γ (h, x) = [ Jh(x)]2/(r(n+1)) idY for h ∈ K and let Γˆ (h, x) =
[ Jh(x)]2/(r(n+1)) idY for h ∈ Kˆ. Then Fn,r(h)(z) = (h(x),Γ (h, x)y) for z = (x, y) ∈ D. As in [5, Example 1], we deduce
that Fn,r is an extension operator that satisﬁes the conditions of Deﬁnition 1.4. Also, let C = 2 tr(A)/(r(n + 1)) idY and
B = (1 − 2 tr(A)/(r(n + 1))) idY . Since m(A) > 0, it follows that m(C) > 0. Also, since 	 tr(A)  r(n + 1)/2, we deduce
that m(B)  0. Moreover, it is clear that both operators B and C satisfy the assumptions of Theorem 2.1. Hence, in
view of Theorem 2.1, we conclude that if f (·, t) is an A-normalized univalent subordination chain on Bn × [0,∞), then
F (·, t) = et A˜Fn,r[e−t A f (·, t)] is an A˜-normalized univalent subordination chain on D × [0,∞), as desired. The fact that
Fn,r( Sˆ A(Bn)) ⊆ Sˆ A˜(D) follows directly from Corollary 2.4.
Finally, we assume that max{k+(A),1} < 2min{m(A),1}. It is clear that if f ∈ S0A(Bn), then Φn,q( f ) ∈ S0A˜(Bn+q) by Corol-
lary 2.6. This completes the proof. 
For the following result, let us consider X = C and let Y be a complex Banach space. Also, let p(t) = (1 − t2)1/r for
t ∈ [0,1], and let D1 = B1 and D = {(x, y) ∈ Z : |x|2 + ‖y‖rY < 1} be the unit ball of Z = C × Y , where r  1. Let α,β  0
and Θα,β : S(B1) → S(D) be given by
Θα,β( f )(x, y) =
(
f (x),
(
f (x)
x
)α(
f ′(x)
)β
y
)
, (x, y) ∈ D. (2.7)
We choose the branches of the power functions such that(
f (x)
x
)α∣∣∣∣
x=0
= 1 and ( f ′(x))β ∣∣x=0 = 1.
Using arguments similar to those in the proof of Corollary 2.8, we may prove the following result, which provides
concrete examples of Loewner chains on D × [0,∞) generated by the operator Θα,β (cf. [11, Theorem 2.1], [7]).
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F (·, t) given by F (·, t) = etΘα,β [e−t f (·, t)] is a Loewner chain on D × [0,∞). In particular, Θα,β(S∗(B1)) ⊆ S∗(D).
Proof. Let Kˆ be the set of univalent self-mappings of B1 which vanish at the origin and let K be the set of univa-
lent mappings of B1 which vanish at the origin. Let C = (α + β) idY , Γ ( f , x) = ( f (x)x )α( f ′(x))β idY for f ∈ K, and let
Γˆ (h, x) = ( h(x)x )α(h′(x))β idY for h ∈ Kˆ. Then m(C)  0 and k(C)  1. It is not diﬃcult to deduce that Γ and Γˆ are as-
sociated appropriate mappings. Indeed, if h ∈ Kˆ, then an application of the Schwarz–Pick lemma and the fact that α ∈ [0,1]
and β ∈ [0,1/r] yield that
∥∥Γˆ (h, x)∥∥L(Y ) =
∣∣∣∣h(x)x
∣∣∣∣
α
· ∣∣h′(x)∣∣β 
(
1− |h(x)|2
1− |x|2
)β

(
1− |h(x)|2
1− |x|2
)1/r
= p(|h(x)|)
p(|x|) , |x| < 1.
Thus the condition (iv) of Deﬁnition 1.2 holds. The conditions (i)–(iii) of Deﬁnition 1.2 are immediate. Also, the conditions
of Deﬁnition 1.4 are obvious. In view of Corollary 2.3, the conclusion follows. Finally, in view of Corollary 2.5, we deduce
that Θα,β(S∗(B1)) ⊆ S∗(D). This completes the proof. 
We ﬁnish this section with the following ideas related to the generalization of the results in this section to the case
of extension operators associated with univalent subordination chains which do not necessarily vanish at an interior point.
Such univalent subordination chains have been recently investigated in [1–3].
Deﬁnition 2.10. A family ( ft)t0 of biholomorphic mappings ft : D1 → X is called an algebraic univalent subordination chain
if f s(D1) ⊆ ft(D1) for 0 s t < +∞.
Remark 2.11. Using arguments similar to those in the ﬁrst part of the proof of Theorem 2.1, it is not diﬃcult to see that
this result remains valid in the case of extension operators and algebraic univalent subordination chains. In particular,
Corollaries 2.4 and 2.5 may be generalized to the case of spirallike and starlike mappings which do not necessarily vanish
at an interior point (cf. [5, Theorem 5.1]).
3. Extreme points, support points, reachable sets and extension operators
In this section we consider the connection between extension operators, extreme points, support points and reachable
sets on the Euclidean space Cn . To this end, we need to introduce some notions from control theory.
Deﬁnition 3.1. Let E ⊆ [0,∞) be an interval. A mapping h = h(z, t) : Bn × E → Cn is called a Carathéodory mapping on
E with values in M if h(·, t) ∈ M for t ∈ E , and h(z, ·) is measurable on E for z ∈ Bn . Let C(E,M) be the set of all
Carathéodory mappings on E with values in M.
Deﬁnition 3.2. Let M > 1 and h = h(z, t) ∈ C([0, logM],M). Also let v = v(z, t;h) be the unique Lipschitz continuous
solution on [0, logM] of the initial value problem
∂v
∂t
(z, t) = −h(v(z, t), t) a.e. t ∈ [0, logM], v(z,0) = z, (3.1)
for all z ∈ Bn , such that v(·, t;h) is a univalent Schwarz mapping and Dv(0, t;h) = e−t idCn for t ∈ [0, logM]. Also let
RlogM(idBn ,M) =
{
v(·, logM;h): h ∈ C([0, logM],M)}
be the set of all such solutions at t = logM generated by all Carathéodory mappings on [0, logM] with values in M. The
set RlogM(idBn ,M) is called the time-logM reachable set of (3.1) (cf. [32]). Let
R˜logM(idBn ,M) = MRlogM(idBn ,M) for M ∈ [1,∞)
and
R˜∞(idBn ,M) =
{
lim
t→∞ e
t v(·, t;h): h ∈ C([0,∞),M)}.
Remark 3.3. It is well known that R˜∞(idB1 ,M) = S (see [27]). Also, if M > 1, then R˜logM(idB1 ,M) = S(M) (see [32] and
the references therein), where
S(M) = { f ∈ S: ∣∣ f (z)∣∣< M, z ∈ B1}.
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R˜logM(idBn ,M) ⊆ S0(M,Bn), where
S0
(
M,Bn
)= { f ∈ S0(Bn): ∥∥ f (z)∥∥< M, z ∈ Bn}.
We obtain the following result by an argument similar to that in the proof of [10, Theorem 5].
Theorem 3.4. Let M > 1 and let f ∈ Hol(Bn,Cn) be a normalized mapping. Then f ∈ R˜logM(idBn ,M) if and only if there exists a
Loewner chain f (x, t) on [0, logM] such that f (·,0) = f and f (·, logM) = M idBn .
Let f ∈ R˜logM(idBn ,M) and let f (x, t) be a Loewner chain on Bn×[0, logM] as in Theorem 3.4. Let v(x, s, t) be the tran-
sition mapping associated to f (x, t). Let Kˆ ⊃ {v(·, s, t)}0stlogM and K ⊃ {e−t f (·, s)}0stlogM consist of biholomorphic
mappings. Then we obtain the following result.
Theorem 3.5. Let M > 1, f ∈ R˜logM(idBn ,M), and let f (·, t) for t ∈ [0, logM], Kˆ, and K be as above. Also let p(t) = (1 − t2)1/2
and let Γˆ : Kˆ×Bn → L(Cq) and Γ : K×Bn → L(Cq) be associated appropriate mappings. LetΦ : K → Hol(Bn+q,Cn+q) be the ex-
tension operator associated to Γ . Assume that there exists C ∈ L(Cq) such that m(C) 0, k(C) 1, C commutes with Γ (e−t f (·, t), x)
for all t  0 and x ∈ Bn, and
Γ
(
e−t f (·, s), x)= e−(t−s)CΓ (e−s f (·, s), x), 0 s t  logM, x ∈ Bn. (3.2)
Assume also that Γ satisﬁes the following conditions:
Γ
(
e−t f (·, t),0)= idCq , 0 t  logM, (3.3)
Γ (idCn , x) = idCq . (3.4)
Then F = Φ( f ) ∈ R˜logM(idBn+q ,M).
Proof. Let F (·, t) = etΦ[e−t f (·, t)]. Taking into account the conditions (3.2) and (3.3), we deduce in view of Corollary 2.3
that F (·, t)(x, y) is a Loewner chain on Bn+q×[0, logM]. It is easily seen that F = F (·,0). Moreover, F (·, logM) = M idBn+q by
the condition (3.4). Taking into account Theorem 3.4, we deduce that F ∈ R˜logM(idBn+q ,M). This completes the proof. 
Direct consequences of Theorem 3.5 are given in the following results. Corollary 3.6 below has been recently obtained in
[10, Theorem 10].
Corollary 3.6. If M  1 and Φn,q : LS(Bn) → LS(Bn+q) is the operator given by (2.6), then Φn,q(R˜logM(idBn ,M)) ⊆
R˜logM(idBn+q ,M). In particular, Φ1,n(S(M)) ⊆ R˜logM(idBn+1 ,M).
Proof. Let Kˆ be the set of biholomorphic self-mappings of Bn which vanish at the origin. Also let K be the set of biholomor-
phic mappings of Bn which vanish at the origin. Let Γ (h, x) = [ Jh(x)]1/(n+1) idCq for h ∈ K, let Γˆ (h, x) = [ Jh(x)]1/(n+1) idCq
for h ∈ Kˆ, and let C = n/(n + 1) idCq . Then Γ and Γˆ are associated appropriate mappings and Φn,q is the extension operator
associated to Γ . The conclusion follows by Theorem 3.5, as desired. 
Corollary 3.7. Let M  1, α ∈ [0,1] and β ∈ [0,1/2] be such that α + β  1. Also let Θα,β : S(B1) → S(Bn) be given by (2.7). Then
Θα,β(S(M)) ⊆ R˜logM(idBn ,M).
Proof. It suﬃces to combine Theorem 3.5 and Corollary 2.9, in the case r = 2. 
We close this section with some results related to extreme points and support points associated with compact families
of biholomorphic mappings generated by extension operators.
Deﬁnition 3.8. Let E be a locally convex topological vector space over C and let A ⊆ E .
(i) A point x ∈ A is called an extreme point of A provided x = ty + (1 − t)z, where t ∈ (0,1), y, z ∈ A, implies x = y = z.
That is, x ∈ A is an extreme point of A if x is not a proper convex combination of two points in A.
(ii) A point w ∈ A is called a support point of A if 	L(w) = maxy∈A 	L(y) for some continuous linear functional L : E → C
such that 	L|A is nonconstant.
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Milman Theorem, it follows that if A is a nonempty compact subset of E , then ex A and supp A are nonempty subsets
of A.
Let K ⊂ Hol(D1, X) and Kˆ ⊂ Hol(D1) consist of biholomorphic mappings. Also let Γˆ : Kˆ× D1 → L(Y ) and Γ : K× D1 →
L(Y ) be associated appropriate mappings. Let Φ : K → Hol(D, Z) be the extension operator associated to Γ . Then we obtain
the following theorem (compare [10, Theorem 11] and [23, Theorem 6.1] in the ﬁnite dimensional case).
Theorem 3.9. Let F ⊆ K be a nonempty compact set. Then Φ(exF) ⊆ exΦ(F) and Φ(suppF) ⊆ suppΦ(F).
Proof. Since Φ is continuous and F is compact, it follows that Φ(F) is also a compact set. Let F ∈ Φ(exF) and f ∈ exF
be such that F = Φ[ f ]. Suppose that F = sG + (1− s)H , where s ∈ (0,1) and G, H ∈ Φ(F). Then there exist some mappings
g,h ∈ F such that G = Φ[g], H = Φ[h] and Φ[ f ] = sΦ[g] + (1− s)Φ[h]. Since Φ is an extension operator, we deduce that
f (x) = sg(x) + (1− s)h(x), x ∈ D1,
and since f ∈ exF , we must have g ≡ h. Thus, Φ[g] ≡ Φ[h] too, i.e. G ≡ H . Hence Φ[ f ] ∈ exΦ(F), as desired.
Next, suppose that f ∈ suppF . Then there exists a continuous linear functional  : Hol(D1, X) → C such that 	|F is
nonconstant and 	( f ) = maxg∈F 	(g).
Any mapping F ∈ Hol(D, Z) is given by F (x, y) = (F X (x, y), FY (x, y)) for (x, y) ∈ D, where F X ∈ Hol(D, X) and
FY ∈ Hol(D, Y ). Next, for F ∈ Hol(D, Z), let us deﬁne the mapping F˜ : D1 → X , by F˜ (x) = F X (x,0) for x ∈ D1. Let
L : Hol(D, Z) → C be given by L(F ) = ( F˜ ). Then it is not diﬃcult to deduce that L is a continuous linear functional on
Hol(D, Z). If h ∈ K then Φ[h](x, y) = (h(x),Γ (h, x)y) for (x, y) ∈ D, and hence L(Φ[h]) = (h). Since 	|F is nonconstant,
we deduce that 	L|Φ(F) is also nonconstant. Moreover, since
max
G∈Φ(F)
	L(G) =max
g∈F (g) = 	( f ) = 	L
(
Φ[ f ]),
we conclude that Φ[ f ] ∈ suppΦ[F ], as desired. This completes the proof. 
For the following result, let X be the Euclidean space Cn and let Y be a complex Banach space. Also let Z = Cn × Y . We
have (compare [10, Corollary 3])
Corollary 3.10. Let K ⊂ Hol(Bn,Cn) consist of biholomorphic mappings on Bn. Also let Φ : K → Hol(D, Z) be an extension operator.
(i) If S0(Bn) ⊆ K, then Φ(ex S0(Bn)) ⊆ exΦ(S0(Bn)) and Φ(supp S0(Bn)) ⊆ suppΦ(S0(Bn)).
(ii) If M > 1 and R˜logM(idBn ,M) ⊆ K, then
Φ
(
ex R˜logM(idBn ,M)
)⊆ exΦ(R˜logM(idBn ,M))
and
Φ
(
supp R˜logM(idBn ,M)
)⊆ suppΦ(R˜logM(idBn ,M)).
Proof. It suﬃces to apply Theorem 3.9 and the fact that S0(Bn) and R˜logM(idBn ,M) are compact sets (see [10,13]
and [16]). 
Finally we obtain the following consequences of Theorem 3.9 (see [17] and [23], in the ﬁnite dimensional case). For the
ﬁrst result, let X = C and let Y be a complex Banach space. Also let Z = C × Y .
Corollary 3.11. LetK ⊂ Hol(B1,C1) consist of univalent functions onB1 such that S ⊆ K. Also letΦ : K → Hol(D, Z) be an extension
operator. Let f ∈ S and let f (·, t) be a Loewner chain on B1 × [0,∞) such that f = f (·,0). Let F (·, t) = etΦ[e−t f (·, t)]. If f ∈ ex S
(resp. f ∈ supp S), then e−t F (·, t) ∈ exΦ(S), t  0 (resp. e−t F (·, t) ∈ suppΦ(S), t  0).
Proof. If f ∈ ex S (resp. f ∈ supp S), then e−t f (·, t) ∈ ex S for t  0 (resp. e−t f (·, t) ∈ supp S for t  0), by [21] and [24].
Hence, it suﬃces to apply Theorem 3.9, to obtain the desired result. 
For the following result, let X be the Euclidean space Cn , n  2, and let Y be a complex Banach space. Also let Z =
Cn × Y .
Corollary 3.12. Let K ⊂ Hol(Bn,Cn) consist of biholomorphic mappings on Bn such that S0(Bn) ⊆ K. Also let Φ : K → Hol(D, Z) be
an extension operator. Let f ∈ S0(Bn) and let f (·, t) be a Loewner chain on Bn × [0,∞) such that {e−t f (·, t)}t0 is a normal family
on Bn and f = f (·,0). Let F (·, t) = etΦ[e−t f (·, t)]. If f ∈ ex S0(Bn), then e−t F (·, t) ∈ exΦ(S0(Bn)) for t  0. If f ∈ supp S0(Bn),
then there exists t0 > 0 such that e−t F (·, t) ∈ suppΦ(S0(Bn)) for 0 t < t0 .
I. Graham et al. / J. Math. Anal. Appl. 386 (2012) 278–289 289Proof. If f ∈ ex S0(Bn), then e−t f (·, t) ∈ ex S0(Bn) for t  0, in view of [10, Theorem 1]. Also, if f ∈ supp S0(Bn), then there
exists t0 > 0 such that e−t f (·, t) ∈ supp S0(Bn) for 0 t < t0, by [10, Theorem 2]. Finally, it suﬃces to apply Theorem 3.9,
to obtain the desired result. 
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