Sonar signal processing techniques based on acoustic models of shallow ocean environments are frequently of limited use for the mid-to high-frequency regimes typical for active sonar. To make use of acoustical models of the environment, signal processing algorithms typically require better-than-a-wavelength accuracy in the acoustic path estimates. Given this limitation, and practical knowledge that can be expected for shallow ocean environments, model-based signal processing schemes are often limited to frequencies below approximately 1 kHz. Recently, a new nonlinear signal processing technique (see Worthmann et al., JASA 138, 3549-3562, 2015) was able to localize mid-water-column, high frequency sources in the shallow ocean despite imperfect knowledge of the acoustic environment. The new technique takes advantage of a nonlinear construction called the autoproduct to controllably create difference frequencies to recover outof-band, low frequency field information from in-band, high frequency hydrophone measurements. This passive source localization technique is extended to monostatic active sonar target localization, where strongly reverberant environments can obscure a desired target echo. The frequency difference active sonar technique is presented along with comparisons to existing detection and localization algorithms. Additionally, simulations are provided of these algorithms' performance in a 200-m deep ideal waveguide with strong reverberation and environmental uncertainties that includes a mid-water-column target at 5-km range, using broadcast frequencies between 2 kHz and 5 kHz. Successful detection and localization of this target using this nonlinear frequency difference scheme is found to be possible at signal-to-reverberation levels as low as -12 dB in this simulation.
Nonlinear signal processing techniques for active sonar localization in the shallow ocean with significant environmental uncertainty and reverberation
Introduction
Active sonar is a very active research field in signal processing and underwater acoustics research communities. One of the core problems in active sonar signal processing is the challenge presented by reverberation. Given the presence of a target of interest, the desired target echo may be obscured by a comparatively larger background level of reverberation or noise. Additionally, model-based signal processing schemes have conventionally been of limited use, as the imperfect knowledge of the shallow ocean is insufficient for localizing targets using mid-to-high frequencies. The techniques outlined in this paper, which are referred to collectively as frequency difference matched field processing (Δf-MFP), were developed to localize a target echo in the presence of strong reverberation and environmental uncertainties that would typically obscure the target when using other signal processing techniques.
One of the simplest signal processing techniques for target localization is the matched filter [1] . The cross correlation between recorded waveforms and broadcast waveforms gives a series of peaks, which based on their timing can provide estimates of target ranges. In contrast to Δf-MFP, the matched filter is unable to obtain a depth estimate, and also relies on the target echo rising sufficiently above the background reverberation. Another technique, originally developed for passive source localization, is matched field processing, or MFP [2] . This model-based signal processing scheme correlates measured signals with modeled signals to produce an ambiguity surface showing the most and least likely target locations. However, it is well-known that MFP is very sensitive to imperfect environmental knowledge [3] , particularly at frequencies above 1kHz, in a shallow ocean. This problem, termed environmental mismatch, is avoided in Δf-MFP, where the signal processing is performed at a much lower frequency that is more robust to environmental mismatch. Another technique, the matched field depth estimation (MFDE) method, has been developed by Hickman and Krolik [4] . Essentially, it is a combination of the matched filter and conventional MFP, and therefore it shares many of the same deficiencies. A probabilistic approach using the back-propagation of rays was developed my Mours et al. [5] , but this technique requires many pings' worth of data to estimate the target's depth, and is not fundamentally robust to environmental mismatch.
Recent nonlinear signal processing techniques developed for passive sonar by Abadi et al. [6] and Worthmann et al. [7] have demonstrated the possibility of overcoming the problems presented by sparse arrays and environmental mismatch in beamforming and MFP. This is accomplished by using high frequency field measurements to create pseudo-fields that behave as if they were low frequency measurements, and then performing the signal processing at this lower frequency. This paper represents an extension of these techniques to active sonar. The techniques outlined in this paper also offer a new method to perform clutter discrimination. It is well known that, because of reverberation and various sources of clutter, there is a high falsealarm rate in active sonar systems. Most techniques rely upon using hundreds or thousands of pings to develop clutter statistics, which can then be compared to known probability distributions for discriminating between clutter and targets [8] . One of the techniques described in this study offers the ability to localize reverberation in depth, which may provide a means of reducing the false alarm rate. In this paper, Δf-MFP for active sonar is introduced (Section 2), and then a very simple, proof-of-concept simulation is performed (Section 3). The localization performance of conventional techniques and frequency difference techniques are compared (Section 4), and the conclusions that can be drawn this study are summarized (Section 5).
Signal Processing Algorithms
Suppose the j th element of an N element hydrophone array receives the time series p j (t), where the time t=0 is synchronized with the beginning of the broadcast of waveform s(t). The Fourier transform of these two time-series is provided by P j (ω) and S(ω), respectively, where ω is the temporal frequency.
Matched Filter
The matched filter, denoted by y j (t), is given by the cross-correlation of the recorded time series with the broadcast waveform, and then normalized as shown below in (1).
Where * denotes a complex conjugate. Effectively, y j (t) is an estimate of the impulse response of the channel. Adaptive normalizations of (1) which compensate for the two-way spreading losses are possible [9] , but for simplicity these normalizations are omitted here.
Conventional MFP
Conventional MFP [2] performs a search over possible target locations, and the strength of the correlation between measured signals and modeled signals are plotted as a function of target position, forming what is called an ambiguity surface. The stronger the correlation, the more likely the position of the target. In conventional MFP, there are four main steps. The first, unique to active sonar, is a time-gating procedure. The second is the creation of the cross-spectral density matrix, or CSDM, which contains information about the relative phases of the measured signal between hydrophones. Third, the modeled signal, called a replica, is evaluated for each test point in the search grid. In the fourth step, the replicas and CSDM are combined and bandwidthaveraged to produce one output for each pixel of the ambiguity surface.
A time-gating procedure is necessary for active sonar because of the large amplitude variations as a function of time, which is primarily a result of spreading losses. The procedure chosen for nd International Congress on Acoustics, ICA 2016 Buenos Aires -5 to 9 September, 2016
Acoustics for the 21 st Century… this study (see Section 3 for more information about the simulation parameters) is given as follows: given the range r of a certain test position, define τ 0 as the two way travel time, or τ 0 =2r/c, where c is the mean sound speed. Then the full time-series is cropped between the times τ 0 -τ 1 and τ 0 +τ 2 , such that only τ 1 +τ 2 of the full time series is kept. Then this τ 1 +τ 2 subset is windowed with a half-sine-wave, Fourier-transformed into the frequency domain, and finally stored as ̃( ), where the tilde indicates this time gating procedure has been performed, and the boldface denotes a column vector of length N.
Next, the CSDM must be calculated. This is defined as the outer product of the vector ̃( ), and then normalized by its inner product, as shown below in (2).
Here † represents the conjugate transpose, and the underbar indicates a matrix.
Next, a replica is required. A replica is an N element column vector of complex weights, and is calculated by propagating waves from a test location x to the receiver locations x j in the modeled environment. The j th element of the replica is simply the frequency-domain Green's function, of the modeled environment, evaluated at the frequency ω, as defined below in (3).
Where c m (x) is the modeled sound speed (which may in general vary spatially), and δ(x) is the Dirac delta function. Note that in practical cases of interest, the modeled environment will differ slightly from the true environment, a result of environmental uncertainty. The replica is then evaluated as , ( , ) = ( , , ), where x t is the test coordinate and x j is the position of the j th hydrophone. Finally, the replica is normalized to have an inner product of unity. It should be noted that while the sound is propagated two-ways (from broadcast transducer to target, then target to each receiver), the replica calculated is only a one-way replica (from target to each receiver). This is because only the Green's function from the target to the receivers contributes to phase differences between hydrophones. In other words, for the purposes of conventional MFP, the ensonified target can be treated as mathematically equivalent to a source.
Lastly, the CSDM and replicas are combined and bandwidth averaged to produce the ambiguity surface, as defined in (4). Where ω H and ω L are the upper and lower bounds of the relevant bandwidth, and B is the ambiguity surface, a positive scalar which is a function of the test position. There are other ways to combine the replica and CSDM, but this formulation, also called Bartlett MFP, is the simplest. As a result of the normalization, B is forced to be between 0 and 1, corresponding to perfectly uncorrelated and correlated matches between measured and modeled signals, respectively. It should also be noted that the broadcast waveform was not used in this formulation, and in fact cancels out when forming the CSDM in (2).
Frequency Difference MFP
In contrast to conventional MFP where all the signal processing occurs at the broadcast frequencies between ω L and ω H , frequency difference MFP performs the signal processing at a much lower, user-defined difference frequency Δω, or more specifically, over a range of difference frequencies between Δω L and Δω H . In order to move the processing to this lower, difference frequency, a quantity termed the 'autoproduct' is constructed, as defined below in (5).
The tildes here represent the same time-gating procedure as used in conventional MFP. The autoproduct is a quadratic product of complex field amplitudes evaluated at two different, but nearby, frequencies. It can be shown that if ̃ is evaluated as a single, broadband plane wave, then the autoproduct has identically the same behavior with respect to frequency as a plane wave at a much lower frequency, even if that lower, difference frequency, Δω, is not present in the original bandwidth. This is no longer identically true for a multi-path environment, but only approximately so. Further discussion of the cross terms that arise may be found in [7] . Frequency difference MFP is performed by using the autoproduct as the measured field, with a few changes.
One required change to frequency difference MFP is in the replica calculation. Instead of being evaluated using (3), it must instead be evaluated at the lower difference frequency using (6), as shown below.
Equation (6) and (3) are very similar, differing only by the frequency to be evaluated. Additionally, the surface boundary condition must be modified in (6) to be a rigid boundary condition, for reasons that are described more thoroughly in [7] .
The next two sub-sections develop two kinds of frequency difference MFP -one where the known broadcast waveform is not needed, and another where this knowledge is leveraged, labeled as incoherent and coherent Δf-MFP, respectively. In the last sub-section, an incoherent average over the frequency difference bandwidth is given.
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Incoherent Frequency Difference MFP
The incoherent Δf-MFP CSDM is calculated using the autoproduct as the field, and can be considered as analogous to (2), except that there is an additional averaging step performed over all possible frequency pairs in the bandwidth that are separated by the given difference frequency. This formulation is given below in (7).
Despite the quadratic nature of the autoproduct, the source waveform cancels out of (7) for the same reasons that it cancels out of (2).
The replica for incoherent Δf-MFP is calculated using a one-way propagation, or in other words, Δ , ( , Δ ) = Δ ( , , Δ ) and then Δ is normalized to have unit magnitude.
Coherent Frequency Difference MFP
For coherent Δf-MFP, the broadcast waveform is required. Incoherent Δf-MFP averages the phase differences between hydrophones (contained in the CSDM) across the signal bandwidth. Instead, coherent Δf-MFP directly averages the autoproduct field across the signal bandwidth. If care is not taken to compensate for the broadcast waveform's phase in this bandwidth average, then the resulting bandwidth-averaged field will be physically meaningless. Therefore it is easiest to first define a bandwidth-averaged autoproduct field, and then second, create the normalized coherent CSDM, as defined together in (8) .
Where ( ) is the Fourier transform of the broadcast waveform.
Additionally, the replicas for coherent Δf-MFP, Δ ( , Δ ), must be calculated using a two-way propagation from the broadcast transducer to the test location, and then back to the receivers. In other words, Δ , ( , Δ ) = Δ ( , , Δ ) Δ ( , , Δ ), where x b is the location of the broadcast transducer, and then normalized to have unit magnitude.
Difference Frequency Bandwidth
The last step for both types of frequency difference MFP is to combine the modeled replicas with the measured CSDM and bandwidth average, as is done conventionally in (4). This time, the bandwidth average is over the user-defined difference frequency bandwidth, as given in (9) . 
Simulation Parameters
A very simple simulation is created to demonstrate, as a proof-of-concept, the target localization performance of Δf-MFP techniques as compared to conventional techniques. An ideal shallow ocean sound channel will be employed with a vertical array -which allows a generally 3D problem to be reduced to an axisymmetric 2D problem. Many of the relevant simulation parameters are detailed in Figure 1a , with a more detailed description given below.
Figure 1: Simulation geometry and simulated hydrophone measurements
The shallow ocean under consideration is 200m deep, iso-speed at 1500 m/s, with a perfectly flat, rigid and non-absorptive bottom and perfectly flat, pressure-release surface. The broadcast transducer, at a depth of 20m, broadcasts a 100ms linear frequency modulated pulse (LFM, or chirp) from 2kHz to 5kHz with a raised-cosine window. A vertical line array (VLA) with 20 elements and aperture 150m centered in the water column receives for 14 seconds at 25kHz sampling rate, and recording is synchronized to begin at the same time as the broadcast. A stationary target of interest is positioned at 5.3km in range away from the VLA, and is at a depth of 82m. The broadcast level is 220 dB, and the noise floor (simulated as white noise) is at 0 dB.
Wave propagation is evaluated using the method of images. To mimic realistic absorption from the surface and bottom, only 5 paths are kept, corresponding to two or less reflections. The oneway transmission loss and time delay spread is 90 dB and 25ms, respectively. To mimic environmental mismatch, random time delays are added to each path. These delays are different between hydrophones and paths, but the same for each frequency. These time delays are Gaussian random with mean 0ms, and standard deviation 0.2ms, corresponding to 30cm path length variations. At the center frequency, this corresponds to 0.7 wavelengths, which is not significantly less than 1.0, the requirement for successful conventional MFP.
The target is an isotropic point scatterer with a scattering cross section, σ s , of 300cm 2 . By enforcing the isotropic condition and requiring that a single scatterer be energy conserving, the Green's function relating the amplitude of the outgoing spherical wave to the amplitude of the incident plane wave is fully specified [10] . Under these conditions, the scattered amplitude is independent of frequency, and has a target strength of -26dB.
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Reverberation is modeled by the addition of 10,000 very small scatterers in two scattering layers: one 1m thick at the surface, and another 1m thick at the bottom. The scatterers are placed uniform random within these layers, with sizes that are Rayleigh distributed with mean 3cm 2 . These point scatterers are intended to mimic a rough ocean surface and bottom. Multiple scatterering effects are ignored. Despite offering a 20 dB smaller target strength, the high quantity of small scatterers leads to a reverberation level close to that of the desired target echo.
Using these simulation settings, a plot of the received power incident on all 20 elements of the VLA as a function of time is shown in Figure 1b . Blue is the noise floor, red is the reverberation, and black is the desired target echo.
For both conventional MFP and Δf-MFP, the replica search grid used is between 400m and 10km in range (spaced every 25m), and between 0m and 200m in depth (spaced every 2m). The time gating, as defined in Section 2.2, will use τ 1 =50ms and τ 2 =150ms. The signal bandwidth is between 2kHz and 5kHz. For Δf-MFP, the frequency difference bandwidth is chosen to be between 100Hz and 1kHz.
Inset on the right side of Figure 1 is a zoomed in plot showing the relative amounts of noise, reverberation, and target signal in a 200ms time gate. A signal-to-reverberation ratio (SRR) may be defined using this 200ms wide time gate. By calculating the ratio of incident reverberation energy to the incident target echo energy in this time gate, the SRR is found to be -1.5dB.
Results
The target localization performance for the various signal processing techniques are discussed in this section, using the data generated from the previous section.
First, consider the conventional techniques. In the matched filter result (Figure 2a ), a clear peak is seen to rise above the background reverberation. This distinct peak occurs at a two-way travel time corresponding to a range of very nearly 5.3km, which is the correct range for the target. Performing conventional MFP, the resulting ambiguity surface, shown in Figure 2b , is featureless, with no clear localization result (the true target depth and range is given by the thin black circle). This was expected given the severity of the environmental mismatch. Therefore, in this environment, conventional techniques are only able to, at best, successfully estimate a target range, but no depth estimate is possible.
Next, consider the two Δf-MFP techniques as outlined in Section 2.3. Figure 2c shows the incoherent Δf-MFP result, and Figure 2d shows the coherent Δf-MFP result. In both cases, a clear target localization is evident, at the correct range and depth. Therefore, already, this represents an improvement over conventional techniques. It is also important to note the difference in the two color scales. The peak in incoherent Δf-MFP can be seen to rise only 0.5dB above the background, whereas the peak in coherent Δf-MFP rises approximately 20dB above the background. Therefore, coherent Δf-MFP has much stronger sidelobe rejection and represents a more confident target localization than incoherent Δf-MFP.
Additional important items are the features near the surface and bottom of the coherent Δf-MFP ambiguity surface. This is the clutter from the two scattering layers near the surface and bottom. Individual scatterers are not being localized, but this technique is still able to provide an estimate for the range and depth of clutter, which can be important for clutter/target discrimination.
Figure 2: Target localization performance for conventional and Δf-MFP techniques
Frequency difference MFP is performing well under these simulation conditions, but so is the matched filter. Consider a more challenging situation: a target strength that is 11 dB weaker than before. The results are provided below in Figure 3 for a signal-to-reverberation ratio of -12.5dB.
The matched filter in Figure 3a is clearly featureless, and appears to be only reverberation. The ambiguity surface for coherent Δf-MFP, shown in Figure 3b , shows a localization of a mid-watercolumn target (note that the dynamic range has been adjusted to more clearly illustrate this peak). By decreasing the target's scattering cross section, it is found that incoherent Δf-MFP is able to localize at SRR's above -5 dB, and coherent Δf-MFP is able to localize at SRR's above -12.5 dB. Therefore, Δf-MFP is able to localize a mid-water-column target in the presence of strong reverberation and environmental mismatch, a situation for which all conventional techniques are unable to localize, or even detect. 
Conclusions
The simulation results provided here are intended as a proof-of-concept for two Δf-MFP techniques. The simplicity of the simulations is undeniable, and there are numerous ways in which the model could be refined to mimic a realistic shallow ocean, including inhomogenous sound speed profiles, horizontal arrays, and anisotropic scattering, among many others. However, it is important to consider what is included in the model: a legitimate solution to the Helmholtz equation is used to localize a target in the presence of strong reverberation and environmental mismatch. Δf-MFP has been shown to obtain depth estimates under conditions that no conventional techniques can handle. Additionally, it is found to detect and localize targets for which conventional techniques are completely blind, at least in this environment.
Furthermore, the coherent Δf-MFP technique is found to approximately localize clutter in range and depth. This is an unexpected result, but may be very useful because this provides more information that can be used to discriminate between a target of interest and clutter. Localizing clutter as shown in this paper indicates a possible method for reducing the false-alarm rate of active sonar systems, particularly ones where mid-water-column targets are of interest, and the reverberation is dominated by surface and/or bottom scattering.
Lastly, because of the model-based nature of MFP, the techniques discussed here can be extended to more complex environments. None of the results provided in this paper seem intrinsically limited to this simple environment. It is likely that similar localization results can be had with arbitrarily higher signal frequencies, though at higher frequency, absorption effects become more important. Further studies are required of the frequency difference technique, and specifically the autoproduct, to determine what the theoretical limitations are of the technique.
