In 2004 Fullér and Majlender introduced the notion of covariance between fuzzy numbers by their joint possibility distribution to measure the degree to which they interact. Based on this approach, in this paper we will present the concept of possibilistic correlation representing an average degree of interaction between marginal distributions of a joint possibility distribution as compared to their respective dispersions. Moreover, we will formulate the classical Cauchy-Schwarz inequality in this possibilistic environment and show that the measure of possibilistic correlation satisfies the same property as its probabilistic counterpart. In particular, applying the idea of transforming level sets of possibility distributions into uniform probability distributions, we will point out a fundamental relationship between our proposed possibilistic approach and the classical probabilistic approach to measuring correlation.
Introduction
In probability theory the notion of mean value of functions of random variables plays a fundamental role in defining the basic characteristic measures of probability distributions. For instance, the measure of covariance, variance and correlation of random variables can all be computed as probabilistic means of their appropriately chosen real-valued functions. For variance and covariance of fuzzy random variables the reader can consult, e.g. Puri and Ralescu [12] , and Feng, Hu and Shu [6] . Using the concept of joint possibility distribution, Fullér and Majlender [8] introduced the interactivity function between level sets of marginal distributions of a joint possibility distribution. Marginal possibility distributions are always uniquely defined by their joint possibility distribution by the principle of falling shadows. Applying the principle of average values of functions on (classical) sets they formulated the notion of expected value of functions on fuzzy sets. Furthermore, they defined a measure of covariance between marginal distributions of a joint possibility distribution as the expected value of an appropriately chosen function (the interactivity function) on the joint distribution. In this paper, using the definitions of possibilistic covariance and variance [8] , we will introduce a measure of possibilistic correlation and present several forms of the Cauchy-Schwarz inequality for possibility distributions. The paper is organized as follows. First we will recall the definitions of covariance and correlation between two random variables and then summarize some of the basic properties of possibility distributions. In Section 2 we will recall the definition of the expected value operator [8] and present its relation to probabilistic means. In Section 3 we will interpret the basic normative measures, covariance and variance, of possibility distributions from a pure probabilistic point of view. We will see that the possibilistic covariance between fuzzy numbers A and B is nothing else but the weighted average of the probabilistic covariances between random variables with uniform joint distribution on the level sets of the joint possibility distribution of A and B. Coincidently, the possibilistic variance of a fuzzy number computes the weighted average of the probabilistic variances of uniformly distributed random variables on its level sets. In Section 4 we will introduce a measure of possibilistic correlation between fuzzy numbers by their joint possibility distribution as an average measure of their interaction compared to their respective marginal variances. In particular, we will present the concept of possibilistic correlation in a probabilistic setting and point out the fundamental difference between the standard probabilistic approach and our proposed possibilistic approach to computing and interpreting the correlation coefficient in these environments. In Sections 5 and 6 we will present and prove the weak and the strong forms of the possibilistic Cauchy-Schwarz inequality. From these results we will obtain that the possibilistic correlation coefficient satisfies the same property as the probabilistic one: it lies in the range [−1, +1] . Furthermore, we will analyze the two unique cases when the correlation coefficient equals to 1 or −1. Finally, in Section 7 we will illustrate the case of non-interactive fuzzy numbers (when the correlation coefficient is zero) and the two extremal cases when the correlation coefficient equals to 1 or −1. Let us recall the definition and the fundamental property of the correlation coefficient between random variables. That is, let X and Y be random variables. Then, the probabilistic Cauchy-Schwarz inequality states that the following relationship holds between the covariance and the variances of X and Y
If σ X , σ Y = 0 then the correlation coefficient of X and Y is defined as
and from (1) it is obvious that −1 ≤ cor(X, Y ) ≤ 1.
In the following we will briefly recall some of the basics of possibility distributions. A fuzzy number A is a fuzzy set in R that has a normal, fuzzy convex and continuous membership function of bounded support. The family of all fuzzy numbers will be denoted by F. Fuzzy numbers can be considered as possibility distributions [13] . If C is a fuzzy set in R n then its γ-level set is defined by
. . , n, be fuzzy numbers, and let C be a fuzzy set in R n . Then, C is said to be a joint possibility distribution of A i , i = 1, . . . , n, if the following relationships hold
In this case we will call A i the i-th marginal possibility distribution of C and use the notation A i = π i (C), where π i denotes the projection operator in R n onto the i-th axis, i = 1, . . . , n. We will refer to property (2) as the principle of falling shadows [8] .
The concept of conditional independence has been studied in depth in possibility theory, for good surveys see, e.g. Campos and Huete [1, 2] . The notion of non-interactivity in possibility theory was introduced by Zadeh [13] . Hisdal [11] demonstrated the difference between conditional independence and non-interactivity. In the sense of subsethood of fuzzy sets the largest joint possibility distribution defines the concept of non-interaction. That is, fuzzy numbers A i ∈ F, i = 1, . . . , n, are said to be non-interactive if their joint possibility distribution is given by
If A 1 , A 2 ∈ F are non-interactive then their joint membership function is defined by A 1 × A 2 . It is clear that in this case any change in the membership function of A 1 does not effect the second marginal possibility distribution A 2 , and vice versa.
On the other hand, A 1 and A 2 are said to be interactive if they can not take their values independently of each other [4, 5] . A function f : [0, 1] → R is called a weighting function [7] if it is nonnegative, monotone increasing and normalized over the unit interval, i.e.
Different weighting functions can give different (case-dependent) importances to γ-levels sets of fuzzy numbers. It is motivated in part by the desire to give less importance to the lower levels of fuzzy sets [10] (it is why f should be monotone increasing).
The concepts of central value and expected value
In this section we will recall the definitions of central value and expected value of possibility distributions introduced in [8] , and explain their relation to probabilistic mean values. Let C be a joint possibility distribution in R n , let g : R n → R be an integrable function, and let γ ∈ [0, 1]. Then, the central value of g on [C] γ is defined by [8] 
Furthermore, if [C] γ is a degenerated set then we compute C [C] γ (g) as the limit case of a uniform approximation of [C] γ with non-degenerated sets [9] . That is, let
Then obviously
and we define the central value of g on [C] γ as
In the case [C] γ is a non-degenerated set in R n , it is clear that C [C] γ (g) gives the probabilistic mean value of g(X γ ), where X γ is a uniformly distributed random variable on [C] γ ; namely,
Especially, if n = 1 and g ≡ id is the identity function over R then for any fuzzy
which is the mean value of a random variable X γ that is uniformly distributed on [A] γ . Furthermore, this relationship also remains valid if a 2 (γ) − a 1 (γ) = 0 for some γ ∈ [0, 1]. In this limit case the density of the associated random variable formally equals to a Dirac delta function, and
In the following we will use the notation
It is obvious that for any fixed possibility distribution C and γ
Let C be a joint possibility distribution in R n , let g : R n → R be an integrable function, and let f be a weighting function. The expected value of g on C with respect to f is defined by [8] 
That is, E f (g; C) computes the f -weighted average of the cenral values of function g on the level sets of C. Note 2.1. As a matter of fact, function g in (3) and (6) can depend on C and γ as well. However, to avoid over-complicated notations we will always assume that g ≡ g C;γ , that is, g implies its dependence on both C and γ.
From (5) we can see that in a probabilistic aspect E f (g; C) is nothing else but the f -weighted average of the probabilistic means of random variables g(X γ ), where
In particular, for any fixed weighting function f and possibility distribution C E f ( · ; C) is a linear operator. Let us denote the projection functions on R 2 by π x and π y , i.e. π x (u, v) = u and π y (u, v) = v for all u, v ∈ R. We will show two important properties of the central value operator presented in [8] , and explain their relationship with some classical results of probability theory. That is, let C be a joint possibility distribution in R 2 with marginal possibility distributions A = π x (C) and B = π y (C), and let
γ , for instance A and B are non-interactive, then from Theorems 2.1 and 2.2 [8] we have
and
Let X γ and Y γ be two random variables with densities f Xγ and f Yγ , and with a uniform joint density f Xγ ,Yγ on [C] γ . Then, we can write
which implies that X γ and Y γ are independent. Hence, from probability theory we can apply the following well-known relationships for the expected value operator
wherefrom we obtain (8) and (9), respectively. From (5) we have that the central value of the identity function on a level set is the mean of the corresponding uniform probability distribution on that level set. Furthermore, from (7) it is also clear that the expected value of the identity function on a fuzzy number is nothing else but the weighted average of the probabilistic means of the respective uniform distributions on the level sets of that fuzzy number. Hence, in a probabilistic aspect our proposal is to first turn the level sets into uniform probability distributions, then apply their standard probabilistic calculation, and then define measures on possibility distributions by integrating these probabilistic notions over the set of all membership grades.
The measure of possibilistic interaction
In this section we will recall the definitions and some basic properties of the measure of covariance and variance of possibility distributions introduced in [8] , and present their probabilistic interpretation. Let C be a joint possibility distribution in R 2 with marginal possibility distributions A = π x (C) and B = π y (C), and let γ ∈ [0, 1]. Then, the measure of interactivity between the γ-level sets of A and B (with respect to [C] γ ) is defined by [8] 
In a possibilistic sense
Using the definition of the central value operator we obtain
actually computes the probabilistic covariance between random variables X γ and Y γ with a uniform joint density f Xγ ,Yγ on [C] γ ; namely,
γ then the associated random variables X γ and Y γ are independent, and we obtain
From a possibilistic point of view
then from the definition of the central value operator we get
That is, the measure of possibilistic dispersion on a level set [A] γ is nothing else but the probabilistic variance of a random variable U γ with a uniform density function f Uγ on [A] γ ; namely,
Let C be a joint possibility distribution with marginal possibility distributions A = π x (C) and B = π y (C), and let f be a weighting function. Then, the measure of covariance between A and B (with respect to their joint distribution C and weighting function f ) is defined by [8] Cov
where g ≡ g [C] γ stands for the interactivity function associated with
. That is, the covariance of A and B is computed as the expected value of the interactivity function on the joint distribution C. However, from (11) we also have
where X γ and Y γ are random variables whose joint distribution is uniform on 1] , and let f be a weighting function. The measure of variance of A with respect to f is defined as [8] Var
. Nevertheless, from (13) it is also clear that
where U γ is a uniformly distributed random variable on [A] γ for all γ ∈ [0, 1].
The possibilistic correlation
In this section we will define the concept of possibilistic correlation between fuzzy numbers and analyze its conceptual links to probability theory. 
In a possibilistic environment the correlation between two fuzzy numbers can be interpreted as a relative measure indicating the degree of their interaction (implied by their joint possibility distribution) compared to their individual (marginal) variances. Thus, the definition of possibilistic correlation essentially incorporates the principle of falling shadows (2). In the following we will point out a fundamental difference between the notions of probabilistic and possibilistic correlation. Let C be a joint possibility distribution with marginal possibility distributions A = π x (C) ∈ F and B = π y (C) ∈ F, and let X γ and Y γ be random variables with a uniform joint distribution on [C] γ . Then, the probabilistic correlation of X γ and Y γ is defined by 
Thus, the possibilistic correlation represents an average degree to which X γ and Y γ are linearly associated as compared to the dispersions of U γ and V γ .
It is clear that we do not run a standard probabilistic calculation in (14). A standard probabilistic calculation might be the following
That is, the standard probabilistic approach would use the marginal distributions, X γ and Y γ , of a uniformly distributed random variable on the level sets of [C] γ . Let C be a joint possibility distribution with marginal distributions A, B ∈ F. In the following we will prove that if [C] γ is convex for all γ ∈ [0, 1] then the correlation coefficient of A and B can never exceed 1 in absolute value; namely, −1 ≤ ρ f (A, B) ≤ 1 for any weighting function f .
The weak forms of the possibilistic Cauchy-Schwarz inequality
In this section we will formulate the weak forms of the possibilistic Cauchy-Schwarz inequality. First, let us recall the bilinearity property of the interactivity relation operator R presented in [8] , Theorem 2.4. That is, if C is a joint possibility distribution in R 2 and λ, µ ∈ R are real numbers then
The following theorem states the weak form of the possibilistic Cauchy-Schwarz inequality for the γ-level sets of possibility distributions.
Theorem 5.1. Let C be a joint possibility distribution in R 2 . Then
holds for all γ ∈ [0, 1].
Proof. Let γ ∈ [0, 1] be fixed. From the definition and the bilinearity of the interactivity relation we have that for any λ ∈ R
which implies that the discriminant of the quadratic polynomial on the right-hand side satisfies the following inequality
which ends the proof.
From (11) and (13) we get that the weak form of the possibilistic Cauchy-Schwarz inequality for the γ-level sets of possibility distributions (15) is actually a particular case of the probabilistic Cauchy-Schwarz inequality for uniform densities. Indeed, if X γ and Y γ are random variables on
, respectively, with a uniform joint density on [C] γ , then
Yγ , and from the probabilistic Cauchy-Schwarz inequality we obtain
. Now we will formulate the weak form of the possibilistic Cauchy-Schwarz inequality for possibility distributions.
Theorem 5.2. Let C be a joint possibility distribution in R 2 , and let f be a weighting function. Then
where g stands for the interactivity function of the level sets of C (10), and
Proof. Using the triangle inequality for integrals and (15) we can write
wherefrom, by applying the classical Cauchy-Schwarz inequality for integrals, we obtain
The strong forms of the possibilistic Cauchy-Schwarz inequality
We saw that (15) is a special case of the classical Cauchy-Schwarz inequality for uniform density functions. However, notice that in (15), as well as in (16), on both sides of the inequality the joint distribution C is only taken into consideration. However, the strong forms of the possibilistic Cauchy-Schwarz inequality will incorporate the principle of falling shadows by including the marginal distributions of C as well. Hence, let C be a joint possibility distribution in R 2 , let
be a representation of [C] γ , and let
Then, applying the Fubini theorem we have
We will need the following technical result.
Proof. Let us assume that F is not concave. Then, there exist x 1 , x 2 ∈ [u, v], x 1 < x 2 and λ ∈ (0, 1) such that for
that is,
Let T be the convex hull of the points (x i , w j (x i )), i, j = 1, 2, i.e.
Applying this relationship at x = x * we obtain
which contradicts to (19).
We note that since F is concave, it is continuous. The strong forms of the possibilistic Cauchy-Schwarz inequality are based on the following theorem.
Theorem 6.1. Let C be a joint possibility distribution with marginal possibility distributions A = π x (C) ∈ F, B = π y (C) ∈ F, and let
Proof. see: Fuzzy Sets and Systems, 155 (2005) 
where
Hence, using our findings above we can see that in a probabilistic environment inequality (20) states
where X γ is the 1-st marginal of a uniform distribution on some convex set [C] γ ⊂ R 2 , and U γ is a uniformly distributed random variable on
. Furthermore, in (21) equality holds if and only if X γ ∼ U γ is a uniformly distributed random variable on [A] γ . Now we are in the position to state the strong form of the possibilistic CauchySchwarz inequality for the γ-level sets of possibility distributions.
Theorem 6.2. Let C be a joint possibility distribution in R 2 with marginal possi-
Proof. Since [C] γ is convex, from Theorem 6.1 we have
Hence, from Theorem 5.1 we obtain
γ , from Note 6.1 we find that in (22) equality holds if and only if
In this case [C] γ is a line segment in R 2 , which can be represented by either
where The following theorem states the strong form of the possibilistic Cauchy-Schwarz inequality for possibility distributions. 
Proof. Since [C] γ is convex for any γ ∈ [0, 1], from Theorem 6.2 we have
for all γ ∈ [0, 1]. Using the triangle inequality and the classical Cauchy-Schwarz inequality for integrals, we obtain
where g and h stands for the respective interactivity and dispersion functions. That is,
which ends the proof. The following theorem is a straightforward corollary of Theorem 6.3 and points out a fundamental property of the possibilistic correlation coefficient. Then, 
Illustrations
In this section we will illustrate three important cases of possibilistic correlation. That is, let C be a joint possibility distribution in R 2 with marginal possibility distributions A = π x (C), B = π y (C) ∈ F, and let
(i) First, let us assume that A and B are non-interactive, i.e. C = A × B. This situation is depicted in Fig. 1 . 1] , and from the definition of the interactivity relation and (9) we have Cov f (A, B) = 0 (see [8] ) and ρ f (A, B) = 0 for any weighting function f . In [3] we have shown that zero covariance does not always imply non-interactivity. (ii) Now let us assume that A and B are completely positively correlated, that is, their joint possibility distribution C is given by (23), γ ∈ [0, 1]. This situation is depicted in Fig. 2 . It can be shown that in this case the covariance between A and B with respect to their joint possibility distribution C is [8] 
Furthermore, as we have already seen
for any weighting function f . In particular, from the definition (23) of joint possibility distribution C we find that there exists a constant ϑ ∈ R, ϑ ≥ 0 such that 
Thus, we obtain
for any weighting function f . In this case if u ∈ [A] γ for some u ∈ R then there exists a unique v ∈ R that B can take. Furthermore, if u is moved to the left (right) then the corresponding value (that B can take) will also move to the left (right). This property can serve as a justification of the principle of (complete positive) correlation of A and B.
(iii) Finally, let us assume that A and B are completely negatively correlated, i.e. their joint possibility distribution C is defined by (24) for any γ ∈ [0, 1]. This situation is depicted in Fig. 3 . It can be shown that in this case the covariance of A and B with respect to their joint possibility distribution C equals [8] Cov f (A, B) = for any weighting function f . In this case if u ∈ [A] γ for some u ∈ R then there exists a unique v ∈ R that B can take. Furthermore, if u is moved to the left (right) then the corresponding value (that B can take) will move to the right (left). This property can serve as a justification of the principle of (complete negative) correlation of A and B.
Main results
The main results of this paper are:
The f -weighted possibilistic correlation of A, B ∈ F, (with respect to their joint distribution C) is defined as 
