In recent years, image deblurring has been widely investigated. In order to solve this ill-posed problem, a variety of prior models have been proposed successively. The two-tone prior has been successfully applied to text images deblurring and achieved significant results. However, the natural image with rich color clusters does not meet the two-tone prior, which requires only two color clusters in the image. In this paper, a local two-tone prior is proposed for images with complex color clusters, which decomposes the image with complex color clusters into patches with simple color clusters. We also find that the process of image blurring is a weighted average of pixel values, which will lead to an increase of intermediate pixel values. Therefore, a new measure of the dynamic range of the image is proposed, which indicates the difference of the color cluster using the average value of the color cluster, and it is rigorously proved in mathematics. Besides, we analyze the effectiveness of the proposed prior in image deblurring in detail. Experimental results on the widely used datasets show that the proposed method performs favorably against the state-of-the-art algorithms, both qualitatively and quantitatively.
I. INTRODUCTION
Image blurring is the main challenge of a camera system and it severely affects the definition of photos. With the popularity of hand-held camera phones, blurred images are growing exponentially, which makes it more important to restore a sharp image from a blurred one. Besides, blurred images will cause many advanced vision application systems to fail, such as target detection, tracking [1] - [3] , classification [4] , [5] , and recognition [6] , which will result in serious consequences. Blind image deblurring technology, which is still a hot topic in the field of image processing and computer vision, is the most effective method for solving these problems. The goal of blind deblurring is usually to estimate both a sharp latent image and a blur kernel from a blurred image. Blind deblurring is obviously a severely ill-posed problem for which there are infinite sets of solutions. When the blur is linear shift-invariant, a simplified mathematical model of the The associate editor coordinating the review of this manuscript and approving it for publication was Inês Domingues . image formation process can be modeled as
where B, I , k and n denote the observed blurred image, the corresponding latent image, the blur kernel, and the additive noise, respectively. ⊗ represents the convolution operator. In general, the problem of blind image deblurring is solved in two steps. The first step is to estimate the blur kernel. The second step is to solve the latent image with a known blur kernel. This paper mainly discusses the first step, that is, the estimation of the blur kernel. In recent years, a series of excellent algorithms have been proposed to solve the problem of image deblurring. Jiang et al. [9] propose an excellent text image deblurring algorithm based on the two-tone prior. However, it is not applicable to other scenarios because a text image enjoys its unique characteristic: all the pixels are concentrated in two clusters, while other images always have multiple gray levels. According to our observations, the two-tone prior is still valid for local image patches of various scenarios as the image patches always contain one or two gray levels. Therefore, [8] . Figure 1 (b) shows that the salient edges and the structure are recovered accurately, and that the details and noise are suppressed. Our result (c) is superior to that of Pan (d) in detail.
a new local two-tone prior that is effective in estimating the blur kernel for diverse scenarios such as natural, manmade, text, face, and saturated is proposed. The image is divided into small patches that consist of one cluster or two clusters which follow the two-tone prior. This paper demonstrates how the local two-tone prior works on image patches and its effectiveness in detail. As shown in Figure 1 (b), the proposed method based on the local two-tone prior can observably preserve salient edges and subdue weak gradients in the intermediate latent image. Figure 1 (c) and (d) show that our result is superior to that of Pan in detail. Compared to the state-of-the-art deblurring methods, our algorithm is simple but effective without any edge selection steps and achieves competitive results on widely used image deblurring benchmarks [7] , [10] , [11] .
In this paper, the main contributions are as follows:
• A local two-tone prior is proposed for images with complex color clusters, which decomposes the image with complex color clusters into patches with simple color clusters and is effective for multiple scenarios.
• Based on the observation of the contrast loss of the blurred image patch, a new measure of the dynamic range of the image is proposed using the average value of the color cluster, which can effectively distinguish a blurred image from a clear image. We have a tight mathematical proof of this measure and propose a new regularized term to enhance the local contrast of latent images. Experimental results prove the effectiveness of the proposed regularized term.
• Compared with the most advanced deblurring methods, our method has competitive performance in both the widely used natural image deblurring benchmarks and the specific tasks, especially in the case of large blur kernels, and its performance is better than the current deep learning-based method in the case of approximate global uniform blurring.
The rest of this paper is organized as follows. Section II proposes an overview of the state-of-the-art deblurring models. In section III, the local two-tone prior and the color cluster dynamic contrast are introduced to the BID scheme and the half-quadratic splitting method is proposed for solving the result. In Section IV, extensive analyses, discussions and various experiments are conducted to evaluate the effectiveness of the proposed prior. Section V concludes this paper and identifies future directions.
II. RELATED WORK
Recently, most state-of-the-art deblurring methods produce an intermediate latent image with sharp edges, relying on explicit edge prediction [12] - [14] , sparse statistical prior regularization [9] , [10] , [15] , [16] and patch-based priors [14] , [17] . Besides, learning-based approaches [18] - [21] of deblurring have seen significant advances. In this section, the main models most related to this work are discussed in detail.
A. EXPLICIT EDGE EXTRACTION
Methods of selecting explicit salient edges for kernel estimation have been extensively validated in single image blind deblurring. Cho and Lee [12] introduce the bilateral filtering, shock filtering and gradient magnitude thresholding methods to predict a strong edge map in kernel estimation. Xu and Jia [13] show that trivial edges make PSF estimation vulnerable to noise. Meanwhile, they propose a new criterion to select salient edges and restrain spikes or a flat region for kernel estimation. Cai et al. [22] propose a joint deblurring method, which extracts reliable edges and suppress noise at the same time. Although these methods perform well on several kinds of blur images, extra computations are needed to extract edges and the deblurring results heavily depend on the accuracy of the correct edge selection.
B. SPARSE STATISTICAL PRIORS
Sparse statistical priors can well reflect the statistical information of a natural image, so they are usually used for sharp edge restoration. The most relevant algorithm to this work is [9] . Algorithm [9] proposes a two-tone prior model based on the characteristics that the text images always contain two color clusters, and proposes a two-stage deblurring algorithm based on this model for text images. Levin et al. [10] propose that the image gradient sparsity is more inclined to blur images in the image deblurring algorithm, especially in the framework of maximum posterior (MAP). To address this problem, various natural image priors have been proposed in deblurring methods to remove harmful structures, gradually enhance resolution and approximate the latent image in iterations. Krishnan et al. [23] present a normalized sparse prior(L 1 /L 2 regularization) which is scale-invariant to solve series problems related to the L 1 prior. Sun et al. [24] propose a weighted L 0 regularized gradient prior for blind image deblurring. Dou et al. [25] propose a smoothing-enhancing regularizer and a fast optimization scheme. The regularizer can simultaneously suppress small details and enhance reliable edges. Pan et al. [8] present an effective blind image deblurring algorithm based on the dark channel prior. However, the sparsity statistical priors ignore the most salient image structures and geometry which are critical in kernel estimation.
C. PATCH-BASED PRIORS
Patch-based priors have been widely used in many fields, such as texture synthesis, denoising, super-resolution [26] , and deblurring [14] , [17] . Michaeli and Irani [17] develops an image prior based on the patch recurrence property that favors clear images over blurred images. Similarly, Sun et al. [14] explore a new edge-based approach using the patch prior for kernel estimation from a single image. They estimate a ''trusted'' subset of latent images by imposing a patch prior specifically tailored towards modeling the appearance of image edges and corner primitives. Compared to the priors based on pixels, patch-based priors result in a significant improvement in the performance of blind deblurring. However, it also requires an extra training process to learn a prior from a set of patches or extra computations to extract useful edges.
D. LEARNING-BASED METHODS
With the extensive applications of deep learning in the field of computer vision, learning-based methods have also been proposed for image deblurring. Sun et al. [18] propose a patch-level prior using deep CNNs to remove non-uniform motion blur. Nah et al. [19] achieve state-of-the-art results using a multiscale convolutional neural network (CNN). This framework follows a coarse-to-fine pipeline that recovers the latent image until the full resolution is reached. Tao et al. [20] propose a new scale-recurrent network (SRN), which can reduce the number of trainable parameters and incorporate recurrent modules in CNN-based deblurring systems. In addition, Kupyn et al. [21] develop an end-to-end learned method for motion deblurring based on a conditional GAN net and content loss. The deblurring method based on end-to-end deep learning can effectively avoid image deconvolution and deal with non-uniform blur images. Nevertheless, it needs additional training data in pairs and the performance of deep learning on blind image deblurring is highly dependent on the completeness of the training dataset.
III. OUR PROPOSED BID SCHEME
The two-tone prior has been successfully applied to the text image deblurring [9] . While the color cluster of the natural image is much richer than that of the text image. The original two-tone prior is not applicable to images with more than two clusters. But for a local image patch, it typically has only one color cluster in a smooth region or two color clusters in an edge region, as long as the patch size is appropriate.
Intuitively, the blurring process of an image is a process of weighted summation of local pixel values such that the number of intermediate intensity values between the two-color clusters increases. The contrast range of the blurred image patches with edges is reduced. Based on these observations, the local two-tone prior is proposed to restrict intermediate pixels and restore the original image patch contrast. We put forward the following proposition and give strict proof in mathematics.
Proposition 1: Let I denotes an image patch; k denotes a blur kernel such that k 1 = 1 and k(x) ≥ 0, for all x. The color cluster dynamic contrast cdyn {I } = mean x∈C 2 {I } − mean x∈C 1 {I } is the difference between the mean pixel value of C 2 cluster and C 1 cluster in the input image and it is given by:
Proof: 1) In the smooth patch, according to the definition of image convolution, the mean value of the blurred image equals to the clear one which has only one color cluster(C 1 = C 2 ). The proof is as follows:
where B m and I m denote the mean value of the blurred image patch and the clear image patch, n is the number of pixels of the image patch I , [·] denotes the rounding operator, K denotes the domain of the blur kernel k and s denotes its dimension. So we have cdyn {I ⊗ k} = cdyn {I }.
2) In the patch of edges, without loss of generality, suppose an image patch I contains n pixels of C 1 cluster and n pixels of C 2 cluster, we have
where c 1 and c 2 denote the mean values of the C 1 cluster and the C 2 cluster, respectively. x * and y * denote the pixel values of the C 1 cluster and the C 2 cluster, and y * > x * for any x * , y * .
For a blurred image patch, a pixel value is equal to the weighted sum of the surrounding pixel values, so we have
where c 1 , c 2 , x * and y * denote the mean values and the pixel values of the blurred image patch, respectively. x * , y * can be solved using the following formulas:
. .
where k 1 , k 2 , . . . , k 2n denote the weighting coefficients, k 1 + k 2 + . . . + k 2n = 1, we have
hence
So proposition 1 holds. Property 1 : From the above-mentioned analysis and proving, we have:
where B(x), I (x) denote the blurred and clear images pixels, c 1 , c 2 denote the mean values of C 1 , C 2 clusters of image I . Based on the Property 1, we propose a local two-tone prior, which is defined by
where x denote pixel locations; denotes an image patch; c 1 , c 2 represent the centers of two gray level clusters of , ω * = 1 if I (x) belongs to the c * cluster, and ω * = 0 otherwise. In addition, the proposition prompts us to propose a new regularized term to enhance the local contrast of latent images. c 1 and c 2 can be derived by applying K-means clustering (K = 2) to the gray levels of an image patch , yielding two cluster centers: c 1 < c 2 . Than c 1 and c 2 update with formula 10 and 11 to enhance the contrast of the image patch.
where m(I (x) < c 1 ) and m(I (x) > c 2 ) denote the mean values of the pixels that are less than c 1 and larger than c 2 in the image patches, respectively. The value of the new c * is between m(I (x) ≷ c * ) and the previous c * . Thus, the contrast of the patch is enhanced while keeping c 1 and c 2 in a reasonable range. P(I ) is introduced as a regularizer in the conventional formulation for image deblurring
where the first term is data term, the second and third terms are used to regularize the blur kernel and image gradients, and γ , µ, and λ are weight parameters. Our approach is a MAP-based framework that adopts a coarse-to-fine manner to iteratively solve I
and k
After the final blur kernel is estimated, the latent image can be restored using the advanced nonblind deconvolution algorithm. Figure 2 shows the whole pipeline of our algorithm.
A. ESTIMATING LATENT IMAGE I
In this step, the goal is to solve I with a fixed k. Formula 13 is a nonlinear minimization problem and is intractable to deal with directly, so the half-quadratic splitting method and alternating solving algorithm are adopted. This paper introduces auxiliary variables u to replace I in P(I ) and g = (g h , g v ) corresponding to image gradients in the horizontal and vertical directions. The cost function (13) can be rewritten as:
where α and β are penalty parameters. When α and β are close to infinity, the solution of 15 approaches to that of 13. (15) can be optimized by alternatively solving I , u, and g by fixing the others.
1) SOLVE u
For the u subproblem, the objective function is predigested to: where ω 1 = 1, ω 2 = 0 if I (x) − c 1 < I (x) − c 2 , and ω 1 = 0, ω 2 = 1 otherwise. This optimization algorithm is repeated on each image patch until the whole image is optimized. u is solved patch by patch, and the solution can be calculated in parallel as patches are not related to each other.
2) SOLVE g
With I and u fixed, g is updated by minimizing
We use the same method to solve g as solving u in the inner loop, which produces clearer results with fewer ringing artifacts in the latent image. The solution to g is
3) SOLVE i By fixing the values of g and u, (15) is simplified to
wherw u = * ∈{1,2} ω * (c * + u).
Fourier transform and Fourier inverse transform are applied to all terms, and the closed-form solution for this least-squares minimization problem is
where F(·) denotes the Fourier transform and F −1 (·) denotes the Fourier inverse transform; F(·) is the complex conjugate operator; and
where ∇ h and ∇ v denote the horizontal and vertical differential operators, respectively. The main steps for solving (12) are summarized in Algorithm 1.
B. ESTIMATING BLUR KERNEL K
In this section, the blur kernel k is optimized with a fixed intermediate image I . Consistent with existing methods [12] , this paper applies the kernel estimation method based on gradients which has been shown to be more accurate. To solve k, the objective function can be written as:
This least-squares problem is solved in the Fourier domain and its closed-form solution is obtained by
After obtaining k, it is normalized to keep the sum of its elements equal to 1, and its negative elements are set to 0. repeat 4: solve for u using (17).
5:
α ← 2µ. 6: apply K-means clustering (K = 2) to the gray levels of image patches , yielding two cluster centers: c 1 < c 2 .
7:
for i = 1 → 2 do 8: update c 1 , c 2 using (10), (11) . 9: end for 10: repeat 11: solve for g using (19) . 12: solve for I using (21) . 13: α ← 2α. 14: until α > α max . 15: β ← 2β. 16: until β > β max . 17: solve for k using (23). 18: λ ← max{λ/1.1, 1e −4 }. 19 : end for Output: Intermediate latent image I .
C. IMPLEMENTATION DETAILS
This paper adopts the iterative coarse-to-fine optimization framework to accelerate the convergence of the algorithm and avoid trivial solutions of the kernel estimation. Algorithm 1 presents the main steps in an image pyramid level. The blurred image y and blur kernel size are downsampled with a scale factor of 1/ √ 2 until the blur kernel size becomes 7 × 7. In all experiments, the parameters (λ = µ = 4e −3 , γ = 2, α max = 1e 5 , β max = 8, and patchsize = 25) have been set empirically. The effect of the parameters on the blur kernel estimation will be analyzed in the next section in detail. The max_iter = 5 has been set by weighing accuracy and speed. In the final stage, any nonblind deconvolution method can be used to recover the latent image.
IV. PERFORMANCE ANALYSIS
To show the effectiveness of our algorithm, sufficient comparisons against the state-of-the-art deblurring methods are performed on three widely used datasets [7] , [10] , [11] . In addition, the convergence and the computational complexity of the proposed algorithm are discussed. The effects of patch size and parameters of the algorithm are also evaluated with experiments.
A. THE EFFECTIVENESS OF THE LOCAL TWO-TONE PRIOR AND THE CONTRAST ENHANCEMENT CONSTRAINT
Without using the local two-tone prior, the proposed method degenerates into the deblurring scheme with only the l 0 prior. For intuitive comparisons, the local two-tone prior and the contrast enhancement constraint are removed one by one in the comparison experiments to the most advanced algorithm [8] . Figure 3 (e)(f)(g) and (h) show the coarse-to-fine intermediate results of Pan et al. [8] , ours without P(I ), ours without the contrast enhancement constraint and ours. As indicated in Figure 3 (f) and (g), intermediate results without using the local two-tone prior and the contrast enhancement constraint contain more ringing artifacts, and the estimated kernels are far from the true value. On the contrary, intermediate results using the local two-tone prior are clearer and contain more sharp edges (Figure 3 (h) ). Quantitative evaluations with and without the two-tone prior and contrast enhancement constraint on the benchmark dataset [11] are proposed in Figure 4(a) . The results demonstrate that our model with the local two-tone prior and contrast enhancement constraint generates better results than the ones without them. However, our model performs poorly if only with the local two-tone prior. This is mainly because our prior indicates the trend of the image color cluster, which can effectively avoid falling into the local minimum, but the precision is not high when used alone. Furthermore, in the case of a large blur kernel, our method achieves significant results over those without the local two-tone prior and the contrast enhancement constraint( Table 1 ).
B. RESULTS ON SYNTHESIZED IMAGES 1) DATASET BY KÖHLER et al. [11] To evaluate the performance of deblurring quantitatively, we test our algorithm with the state-of-the-art methods on the synthesized datasets [11] . The Köhler et al. [11] dataset includes 12 motion blur kernels and 4 ground-truth images. The blurred test images are generated by synthesizing multiple images on the motion path. The ground-truth images are captured along the camera motion trajectory step by step. Every restored image needs to be compared with 199 clear images to compute the PSNR. The results of [12] , [13] , [15] , [23] , [27] - [30] and [8] are achieved from dataset [11] which are provided with their best deblurring results by their authors. We take the same nonblind deconvolution method with [8] to get our results. Figure 5 (a) reports the mean PSNR performance on dataset [11] , in which our method outperforms all competing methods. Figure 6 shows the deblurred results of a challenging image with a large blur kernel from dataset [11] obtained by various methods. Although the most advanced algorithms [8] , [13] , and [29] are able to address most of blur images, there are still difficulties when addressing large blur kernels (kernel 8-11) and there are significant ringing artifacts in their results. In contrast, the proposed results contain fewer ringing artifacts and more fine details. According to Table 1 , our results related to the large blur kernels (kernel 8-11) perform favorably against those of the state-of-the-art methods.
In addition, we also compare our method with the latest deep learning-based deblurring methods [18] - [21] . Deep learning-based methods are generally evaluated on Gopro dataset (non-uniform) [19] and Köhler dataset (uniform) [11] . Our method is designed for a global uniform blur, so we just do the comparisons on the global uniform dataset [11] . Although in the global uniform dataset [11] , the blur kernels 2,6,7,10,12 are still spatially varying, which is where the deep learning methods are especially good at. The results of [18] - [21] are generated by the end-to-end neural networks instead of a deconvolution algorithm. We make comparisons with the deep learning-based methods in terms of PSNR/MSSIM. The results in Table 2 show that our algorithm performs better against recent deep learning deblurring methods in the two terms.
2) DATASET BY LAI et al. [7] The Lai dataset [7] contains 100 uniform synthetic blur images, 100 nonuniform synthetic blur images, and 100 real blur images. As our algorithm is designed for uniform blur, only 100 uniform synthetic blur images and 100 real blur images are evaluated with 13 representative state-of-the-art blind deconvolution methods [12] - [17] , [23] , [29] , [31] - [35] . The images in this dataset cover various scenarios, such as man-made, natural, face, saturated, and text and truly represent the actual challenges of image deblurring. For fair comparisons, all the results of this experiment are generated with the same nonblind deconvolution method [36] .
The results of other methods are obtained from the dataset of Lai et al. [7] . As shown in Table 3 , our method achieves the best performance in terms of the mean PSNR in every Deblurred results on a synthetic text image. The proposed method generates visually competitive results relative to those of the most advanced methods [13] , [14] , [31] , [32] , although (e) is specially designed for text images. scenario. Figure 5 (b) presents the cumulative distribution of the error ratios. As shown in Figure 5(b) , our method has a slightly better performance than that of Xu and Jia [13] , but significantly outperforms the other state-of-the-art methods. Figure 7 shows a qualitative comparison of text images deblurring from different algorithms [13] , [14] , [31] , [32] . Our results are much better than those of others, although [32] is designed specially for text images.
C. RESULTS ON REAL IMAGES
For further comparisons, we compare our algorithm against the state-of-the-art image deblurring methods [14] , [17] , [31] on real blurring images. In this experiment, all the results are generated with the same nonblind deconvolution method [36] . Since the ground-truth images and kernels are unknown, we can only analyze the deblurring results qualitatively. Figure 8 shows deblurring results for some real blurry photos with unknown blur kernels. There are fewer ringing artifacts and sharper details in our results. Compared with other methods, our result is stable and competitive.
D. CONVERGENCE OF OUR METHOD
The proposed algorithm is an alternating minimization process. In each sub-problem, the cost function decreases so that it can converge to a local minimum. Figure 4(b) shows that the average kernel similarity values vary with respect to the iterations on the benchmark dataset [10] . With more iterations, the kernel similarities of the estimated kernels and the original kernels become higher which means that the proposed optimization method converges well.
E. EFFECT OF PATCH SIZE ON ALGORITHM STABILITY
The effect of patch size on the stability of the algorithm is also analyzed as it plays a crucial role in kernel estimation. For the image resolution of 255 × 255 pixels in the dataset [10] , different patch sizes are chosen for the experiments. As shown in Table 4 , the average PSNR values of different patch sizes are quite stable. Thus, the proposed method is not sensitive to the patch size within a suitable range.
F. COMPUTATIONAL COMPLEXITY
We execute our algorithm in a coarse-to-fine pyramid framework. The number of layers in the pyramid is determined FIGURE 8. Deblurred results [14] , [17] , [31] on a real blurred image with an unknown blur kernel. Our result contains more sharp edges and fewer ringing artifacts. by the size of the blur kernel. The number of loops in each layer is fixed, depending on the parameters(λ, µ, γ , α max and β max ). Compared to the L 0 -based algorithm [16] , the proposed algorithm needs more computations to subdivide images and make K-means classification. The complexities of these steps are both O(N ) where N is the VOLUME 8, 2020 number of image pixels and they are independent of the patch size. As shown in Table 5 , we summarize the time complexities of the main formulas in this paper. Since formula (21),(21) contain the FFT operation, their time complexities are O(Nlog 2 N ). The evaluation of the run time of our algorithm relative to that of the state-of-the-art methods [8] , [14] , [17] , [31] is performed on the same machine with an Intel Core i5 − 4430 processor and 12 GB of RAM. All the algorithms are implemented on MATLAB. Table 6 shows the run time results on datasets [10] , [11] .
G. PARAMETER ANALYSIS
There are three main parameters, namely λ, µ and γ , that affect the stability of the algorithm. In this subsection, evaluations on the effects of these parameters on the kernel estimation are presented. The algorithm varies one parameter and fixes the others, and evaluates the accuracy of estimated kernels on dataset [10] within the kernel similarity metric. Figure 9 shows that the proposed deblurring algorithm is insensitive to the parameter settings.
V. CONCLUSION AND FUTURE WORK
Motivated by the analysis of the process of image blurring and the local intensity characteristic, the local two-tone prior is proposed for single image blind deblurring. We decompose the image with complex color clusters into image patches with simple color clusters to apply the local two-tone prior. Moreover, a new color cluster dynamic range is proposed based on the average value of the color cluster to distinguish between two color levels and is proved in mathematics. Combining the l 0 gradient sparse prior with the local two-tone prior, an effective optimization algorithm based on the halfquadratic splitting approach is developed. The experimental results show that the proposed algorithm performs favorably against the state-of-the-art methods for the single image deblurring of various scenarios. In future work, we will try to extend this method to images with noise and outliers. Another future direction is to improve the computational efficiency to implement real-time processing on an embedded platform.
