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What is it that governs here,
that issues orders, foresees the future... ?
M. Maeterlinck (1927)
It has been long since the french ethnologist Claude Lévi-Strauss pointed out
the unavoidable liaison that any psychological study has to have with social facts
(Lévi-Strauss, 1962). He was not the first one to make such considerations, and
undoubtedly he was not the last: There are lots of works on the social basis of in-
telligence. In spite of that, Artificial Intelligence (AI), from its very beginning, has
been trying to get intelligent machines out of solitary machines (McCorduck, 1979).
Whether they were expert systems, neural networks or more general "cognitive ar-
chitectures" (Russell &; Norvig, 1995) the interaction with a "social" environment
was neglected in most studies. In order to dés-individualiser AI it was necessary to
introduce those social considerations, and problems like coordination among agents
or cooperative problem solving began to be taken into account in the AI community,
giving birth to the subfield of AI now known as Distributed AI (DAI) (see Bond &
Gasser, 1988, for classical works in DAI and Bonabeau & Theraulaz, 1995 chap. 5
for a summary).
According to Castillo & Quintanilla (1991), DAI might be defined as the cooper-
ative solution of problems by a decentralized and loosely coupled collection of agents.
This definition is quite interesting since it reveals some important points we want to
emphasize. DAI systems are systems composed by agents displaying sophisticated
behaviour, such as reasoning or planning, where agents spend more time computing
and much less time in communicating and interacting. Agents, in classical DAI
systems, are viewed as deliberative; accordingly, agent theory is based on logics of
knowledge and belief or, more generally, on some sort of logical framework (see the
first chapter in Wooldridge & Jennings, 1995 for a review of agency theory).
1
2 Introduction
Besides agent sophistication (or perhaps because of it), one of the main prob-
lems in DAI is that of cooperation and coordination, essentially, that of interaction.
Several protocols have been designed to deal with interactions among agents, such
as the contract net, where a task is distributed among the nodes of a net (each node
may be seen as a separate agent, either a manager or a contractor) via a sophisti-
cated mechanism called negotiation (see the original paper by Davis &; Smith, 1983).
It should be clear, then, why interaction must be minimised when agents perform
the core of the computation and why there is a loose coupling emphasis in the above
definition of DAI.
On the other hand, the initial psychological influence on AI, based mostly on the
"mentalist" school where symbol manipulation and mental representations were cen-
tral concepts, has been recently questioned in favour of a revival of some works of the
"cybernetic age" (for example, Grey Walter's turtle, see McCorduck, 1979), where
reactive creatures were built with neither representations nor symbols, only stimulus-
response activity. Brooks' subsumption architectures (Brooks, 1991) are represen-
tatives of current research in what is nowadays known as "Behavior-Oriented" AI
(B O AI). B 0 AI was a quite natural reaction to old critiques to AI (Dreyfus, 1992),
critiques that pointed out the disembodied nature of the systems built by AI in the
sixties. Again, a lack of interaction of the AI systems, this time with an environment,
was the cause of a reconceptualization of AI research.
Taken separately, DAI and BO AI are only two of a long list of subfields of AI
(knowledge representation, machine learning, neural networks, genetic algorithms
and a long etcetera) but the study of collectives of reactive, simple agents gives
rise to results which are extremely interesting not only to AI, but also to physics
(strongly interacting many body systems), biology (models of swarm behaviour) and
complex systems research (Nicolis & Prigogine, 1977, 1989). This is called Reactive
DAI.
1.1 Reactive DAI (RDAI)
Now, let us assume that our agents are not sophisticated, but quite simple. Nei-
ther planning nor knowledge representation will be properties of these agents. The
departure point in RDAI is the reactive agent. These agents get some input from
an environment (other agents are elements of an agent environment) and react in a
pre-programmed way to these stimuli. It is as if it had some sort of stimulus-reaction
look-up table. Thus, interactions might not be much complicated, because of the
sparse information processing capabilities of individual agents. Interaction among
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agents may be direct (physical contact or signal synchronization) or indirect (by
means of signals left on a common environment), but they must be in the form of
stimuli to other agents. Hence, not much information processing is involved in the
process of interaction. Furthermore, interaction, either direct or indirect, is often of
a local nature, that is, the agent is not able to perceive stimuli beyond some well
defined (though problem dependent) range from its location in the environment.
There are also situations where no interactions occur, but an implicit cooperation
emerges, even if each agents follows individual goals (Mataric, 1994).
It is nevertheless true that collectives of those agents are able to perform quite
complex tasks, tasks whose difficulty is far beyond individual capabilities, as we will
see below. But, if agents do not realize the computation required to solve a given
task, who is doing that task? The answer is that the collective gets the task done:
The system as described will possess some sort of configuration (the state of all
agents plus other relevant properties, for example their location in the environment,
if space is important) that will change with time, as the system evolves. It is
this global or system level configuration that will solve the problem, since, in some
problem-dependent sense, the global configuration of the system is the solution.
Let us make concrete this general description with a detailed example of a system
of elementary agents capable of choosing between two strategies (see Ceccatto &
Huberman, 1989, though the description given here is slightly different). Assume N
agents e,- € {—!,+!} (if e,- = —1 the agent e,- is using the strategy 1). What is of
interest to us is some measure of the number of agents using strategy 1, from which
we can compute trivailly the number of agents using strategy 2; this measure will
be Me) € [-1, +1]
Two functions Gi(fj,) and Ozfaj.) will give the payoff of using the z'-th strategy (i =
1,2). There are diverse possible definitions of G¿, depending on the problem we
want to deal with, though we will keep them undefined since we want a model as
general as possible. The mechanism of strategy selection will be a probabilistic one,
where P(e¿ = — 1) will be the probability that agent e¡ perceives strategy 1 to be
better than strategy 2. For the sake of analytical tractability it will be defined as
P(c,- = ±1) = (1 ± taahifldM - Gafo)])) (1.2)
The description of the system is already complete. Let us emphasize the simplic-
ity of the agents (±1 variables) and of the mechanism of decision, mechanism that
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depends on the state of all other agents through the Me) function, i.e. interactions
are not local. The system, as defined, may be used to model diverse situations, such
as resource allocation or the competition between cooperation and crowding (see
Huberman, 1988). Now we must study the dynamical behaviour of the quantity of
interest, that is, the mean of//(e) (denoted by < /z(e) >), since there are two sources
of randomness: The probabilistic behavior of decision and the initial condition. We
can define a probability transition W(I —> J) between two different global states
I = (e{,... , eh) and J = (e f , . . . , eJN)
(1.3)
where i* is the agent with different state in I and J. Finally, with W(l — >• J) we can
find the equation of the temporal evolution of the probability distribution Pt(e)
(1.4)
also known as master equation (Gardiner, 1983). The mean < Me) > (i) is taken
with respect to Pt(e)- Some standard approximations (not detailed here, see Amit,
1989, pp. 148-150) can be performed in order to get the desired result
r^ < Me) >(*) = -< Me) > + < tanh(/?[Gi(Me)) - G2(/i(e))]) > (1.5)
The term < tanh(. . . ) > is difficult to compute so a standard procedure is applied,
the "mean field" approximation, known to be exact in the thermodynamic limit
N -5> oo (Binney et al., 1992)
r-| < Me) > (*) = - < Me) > + tanh(/9[Gi(< p(e) >) - G2(< p(e) >)]) (1-6)
Several conclusions might be obtained from this equation. The dynamics is of the
form (if fj. =< Me) >)
dft _ dSl(ß,n)
Tt~~ du ( L ' f )
therefore it is governed by the zeroes of g(ßifi) = dü(ß,n)/dn, so, given an initial
condition, the system will relax to the closest zero of g, though at longer times
the system will reach the global minimum of ÌÌ (see the discussion on the slaving
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principle below and Binney et ai, 1992). The point is that local minima of il (also
called "metastable" states) will be the "real" stable states if the system is large,
therefore non-optima states may "trap" the system (see Ceccatto fe Huberman,
1989, and Huberman, 1988, for a complete analysis of the problem).
We are not so interested in the details of the example as we are interested in
how the example illustrates the general discussion on RDAI. We easily see that the
dynamics of the quantity < /x(e) >, dependent on the global state e = (e\,... , CN)
of the system, is the relevant statistic parameter of interest, though is not trivially
infered from the individual dynamics. Furthermore, the optimal performance of
the system depends on a complex dynamics, being the solution strongly related
with the notion of "attractor" of a dynamical system. Applying this model to a
concrete problem, the optimal solution would be attained (depending on how GÌ
and GÌ are defined) without neither central control nor sophisticated interaction
strategies. All these features make the analysis (whenever possible) of the dynamical
system underlying the agents and their interactions the core of the research in RDAI,
adding new techniques from other research fields (essentially statistical physics and
dynamical systems theory) to the AI toolbox. This is clearly seen, to cite a few
instances, in neural networks research (Amit, 1989) and the computational ecologies
paradigm of DAI (Huberman, 1988). However, there are more complicated cases
where the study must rely on computer simulations, or, often, on a combination
of analysis and simulation, though the principles of design are the same as those
discussed above (see Beni fe Hackwood, 1992; Bonabeau fe Theraulaz, chapters
6 and 7, 1995; Deneubourg et ai, 1991 and 1992; Dorigo et ai, 1996; Goss fe
Deneubourg, 1992; Gutowitz, 1993; Kephart et ai, 1990; Kube fe Zhang, 1993;
Matane, 1994; Sugawara fe Sano, 1997). Let us slightly detail some examples.
• Collective Algorithms: As a representative example of the "collective of simple
agents" view of problem solving we will detail a collective solution to the
Travelling Salesman Problem (TSP, Colorni et ai, 1992; Dorigo et ai, 1996).
Consider a set of N cities Ci,. . . , CN and distancies between cities d(d, Cj)
for each pair (C¡, Cj). A solution to the TSP is a permutation TT of cities such
that the quantity
N-i
is minimized. The collective is a set of M agents scattered among the cities,
where 6¿(í) is the number of agents in the z'-th city.
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The algorithm is as follows: An agent in city i decides, in the time interval
between t and t + 1, to go from city i to city j with certain probability Pij(t)
0 otherwise
depending on the distance d¿¿ (whose inverse is called visibility) and the in-
tensity of trail -Sjj(i) on edge ( i , j ) at time t. The trail is a kind of evanescent
"formal chemical substance" that an agent modifies once it has visited all the
cities (see Colorni et al., 1992, for details on trail dynamics). Each' agent is
forced to go from a city i to those "allowed" j, that is, those cities not visited
in the current tour. Once it has visited all N cities the tour starts again from
a "free" state and the trail in each edge (t,j) visited is modified, a and ß
are parameters that allow the user to control the importance of trail versus
visibility. This algorithm is cycled for all agents NC times and at the end the
shortest tour found is the solution to the instance of the TSP problem.
The results of this algorithm are quite satisfactory. We only mention that,
with the best parameter values, the algorithm finds solutions better than the
best found with genetic algorithms and it is very fast in finding good enough
(though not optimal) solutions. Furthermore, once found the best parameters
(a and ß) for problems with a certain dimension, the parameters are little
sensitive to increasing the dimension of the problem (see Colorni et ai, 1992,
for details on results).
The algorithm makes clear some points already mentioned above. Each agent
is simply a stochastic process deciding which city to go from the city where
it is. It is not able to perceive a global situation in which to choose the best
next city in its tour. In this sense it only uses local information. Besides,
information processing capabilities are quite limited, since the only thing it is
able to do is to choose randomly a city to go and to remember which cities
it has passed during the current tour. It is quite robust since the removing
of a certain fraction of agents does not affect the result, though it delays the
finding of the solution.
• Collective robotics: Another instance of collectives of simple interacting agents
are groups of robots cooperating to solve some given task. Examples of tasks
solved with groups of robots are finding paths to a certain location (Goss &
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Deneubourg, 1993), pushing a box (Kube & Zhang, 1993) and clustering ob-
jects scattered in an arena (Deneubourg et o/., 1991). In this case there are
some added difficulties, due to the physical embodiment of robots (though
plenty of collective robotics experiments are performed by means of computer
simulations). This embodiment is, in fact, an advantage since some collective
behavior is often guided by physical or temporal constraints in the environ-
ment, allowing the system to act as if it had some global representation of that
environment.
An example of implicit cooperation are the five robots of Kube & Zhang (1993)
that, without any interaction but with an explicit non-interference command,
pushed a box that cannot be pushed by a single robot, due to the weight of
the box. To get the task done the robots must locate the box, move toward it
without collisions, distribute along a side and push. Each robot was built ac-
cording to Brooks' subsumption architecture (Brooks, 1991). Using a implicit
cooperation strategy, the robots succeeded in pushing the box (see Kube &;
Zhang, 1993 for details). Another interesting experiment was to build robots
that cluster objects. Initially 81 objects were scattered over an arena and the
robots (again built according to Brooks' subsumption architecture) might take
some, depending on a microswitch able to detect a certain quantity of objects
pushed by the robot. These robots group the objects in little clusters that
grow until they cannot be pushed by any robot. When there is no objects in
little clusters to be moved by robots the task is done. This is also a case of
implicit cooperation (Bonabeau & Theraulaz, 1995, pp. 198-201).
1.2 Self-organization and collective behavior
Up to now we have roughly described the systems that are the subject of RDAI
research and we have also seen some quite different examples of systems that properly
fall among the problems dealt with by the RDAI point of view. However, which are
the reasons behind such self-organized behavior? It does not exist a general answer to
this question, since quite different mechanisms have been found underlying different
self-organized systems (Solé et al., 1996). However, one of them, the slaving principle
(Haken, 1977), is quite general and it underlies a large class of collective systems
(the connectionist systems, see Millonas, 1992), so we will digress a little on it. Let
us introduce the following system of two nonlinear ordinary differential equations
—i = -7lui - auiu-i (1.8)at
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(1.9)
In the absence of the system 1.8 we assume that system 1.9 is damped, 72 > 0. Let
us analyze the system in the case 72 S> 7i, that is, we have a separation of time
scales, since in absence of nonlinear terms the characteristic timéis 1/7,-, so what we
are assuming is that the system 1.9 gets to the equilibrium point before system 1.8
and 1.8 only "perceives" the equilibrium of 1.9. If we put du-ijdi = 0 (to get the
fixed points of 1.9) then
ui(t) « 72~
1/^ÎW (1-10)
and we say that 1.9 is slaved by 1.8. Substituting 1.10 in 1.8 we get
du,_ dV(Ul)~ ~ ~
where
Now we must solve just one nonlinear system because of the slaving. In fact, the
"slow" variable ui governs the dynamics being followed by the "fast" variable u2,
in this sense HI is called the order parameter1. The parameter 71 determines the
dynamics of 1.11 as we can see in figure 1.1. It can be shown (Haken, 1977, pp.
194-200) that if 71 > 0 the unique solution is ui(i) = 0, and thus also u^(t) = 0, but
if 7i < 0 the steady state solution of 1.11 is
= ±m0 = ± aß
therefore u-z ^ 0. This is called symmetry breaking since which steady state will be
the final one depends on the initial condition. Figure 1.1 also makes clear why fluctu-
ations are of paramount importance near transitions (71 = 0 in our case). Switching
between attractors is easier when barriers between them are small, so fluctuations
may have a greater effect around critical points. This will be the underlying idea
behind the work introduced in chapter 3.
This discussion with the simple systems 1.8 and 1.9 can be generalized (Haken,
1977, 1988) to systems of greater dimension. In that case, a few variables may
slave all the rest, reducing the effective dimension of the system and allowing an
JNot to be confused with the somewhat relaxed notion of order parameter we will use in section
2.3.2 that, though related, is not identical, see Binney et al., 1992
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Figure 1.1: V(u1) for (left) 71 < O, (middle) 71 = O and (right) ji > 0. Small barriers
around the critical point (middle) make switching possible with small fluctuations.
analytical treatment. When the number of order parameters is small, several tools
from the theory of nonequilibrium phase transitions can be applied. In particular,
the stochastic description of nonlinear dynamical systems allows us to explore the
probabilistic nature of complexity. This stochastic description is not only more close
to the real world, when fluctuations are unavoidable, but plays a constructive role
in many instances. Specifically, noise together with nonlinearities can be a source
of order. In some cases (see chapters 2,3), noise is a key ingredient for collective
computation.
In this context, if a typical order parameter £ equation is
where /x stands for the parameters A and /?, and r¡(t) is a white noise term with
< *l(t}ri(t') >= Q&(t - 0
Assuming that r¡(t} is Gaussian distributed, a Fokker-Planck (Haken, 1977) equation
can be obtained:
(1.14)






Figure 1.2: Stationary probability distribution of the order parameter 1.15. Inset: Bi-
furcation diagram for the deterministic system (see text). The stable solution £* = 0
becomes unstable at A = 0 leading to two new branches. The dashed line stands for the
now unstable branch.
which leads to





An example of the stationary distribution defined by 1.15 is shown in figure 1.2,
when the A parameter is varied from negative to positive values. We can see that the
system moves from a single-hump distribution (centered at £* = 0) to a distribution
with two peaks, corresponding to the new alternative branches.
This approach to nonequilibrium systems has been very successful in the analy-
sis of physical systems like lasers or chemical reactions far from equilibrium (Haken,
1977). And the concept of order parameter and phase transition has been applied to
other, more complex problems, like the dynamics of the human brain (Kelso, 1995)
and the construction of the so-called synergetic computers (Haken, 1988). In most
of these examples the stochastic formalism involves a probabilistic description of
the underlying deterministic solutions. Two different problems (both considered in
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this thesis in relation with computation) are, however, not included in the previous
description: Noise-induced phase transitions and adaptive systems. The first prob-
lem deals with models where fluctuations are able to generate drastic changes in the
macroscopic behavior of the system, even outside the neighborhood of a determinis-
tic instability point (see chapter 2). The second deals with a deeper problem, where
agents interact locally through a field (the order parameter) eventually leading to
emerging patterns and new attractors (chapter 3).
Why is this approach relevant to collective computing systems? Essentially be-
cause many models of computation in natural systems use the metaphor of attractors
and also because noise is an unavoidable part of reality. A stable attractor (the min-
ima of the potential V^(£)) can easily be identified as the final solution for a given
problem. But noise, far from being an undesirable component of this picture, can
also act as a useful part in information gathering and processing. If the system is
close to instability points, switching between attractors can take place (as a conse-
quence of amplification of small inputs) and so information processing is allowed.
Far beyond this point, a different possibility emerges if the creation of new attrac-
tors is available. This possibility, as explained in chapter 3, makes likely a robust
information processing where noise, instead of a disturbing component, becomes an
essential ingredient.
Finally, in collective systems it is frequent to find different parameters with
dynamics occurring at quite different time scales, a good example would be the
dynamics of synapses and the dynamics of formal neurons in neural networks (Amit,
1989). The individual neurons are the "fast" variables, reaching the attractor quite
quickly. The changes in synapses (the "slow" variables) will depend on the result of
the dynamics, that is, the attractor. So, synapses are almost constant values with
respect to neurons and neurons are always in a steady state with respect to synapses.
As we will see in section 3.1, neural networks and, more generally, connectionist
systems (Millonas, 1992, 1994) are a metaphor useful to model collective phenomena,
and the slaving principle will be a useful tool to solve collective systems.
1.3 Emergent functionality
Collective systems with functional properties, that is, with useful behaviour (useful
in some sense, either for the system itself or for some external observer), display
what is called emergent functionality: "Emergent functionality means that a func-
tion is not achieved directly by a component or a hierarchical system of components,
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but indirectly2 by the interaction of more primitive components among themselves
and with the world" (Steels, 1991). Systems with emergent functionality are advan-
tageous when compared with classical DAI systems, because of some characteristic
properties, such as
• Fault tolerance: The removal or failure of some components of the system is
dealt with easily in these systems since the extreme simplicity of the individual
agents and the overall mechanisms the collective uses to solve the problem are
able to compensate any moderate loss in components reliability (Steels, 1991;
Forrest, 1990). This is also called graceful degradation. Instead, systems with
few sophisticated agents cannot lose any of them without losing a considerable
amount of computational power.
• Simplicity: The agents composing these systems, as stated above, are quite
simple, so they are easily built. Deliberative agents need large amounts of
information processing, since they are far from trivial knowledge systems with
sophisticated interaction strategies, being much more difficult to construct.
This property of simplicity is one of the reasons of a methodological difference
between classical DAI and the much more practically oriented RDAI.
However, there are also some drawbacks, being the main one the far from solved
problem of design (Matane, 1994). As far as we know, all the existing systems
with emergent functionality are either systems built from analogies with natural
processes (wasps, ants, bees and termites, see section 1.2) or systems with a built-in
learning algorithm in such a way that emergent behaviours are not programmed but
learnt. Currently it is not known how to design, in general, an emergent functional
behaviour from a given collective of reactive agents, neither is the relation among
individual and collective capabilities (but see chapter 4).
1.4 Social Insects and RDAI
As a paradigm of swarm intelligence, and of complex systems in general, social
insects have been a not yet exhausted source of multiple ideas, algorithms, mech-
anisms, etc... The systems RDAI practicioners aim to understand and build have
been in our biosphere for more than 100 million years, so nature seems to have
already solved our questions about strongly interacting simple agents. All the ants,
some families of wasps and bees and the entire order of Isoptera (termites) are what
entomologists call eusocial. To belong to the class of eusocial species three biological
2Italics are mine
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traits should be present: Adults caring for the young, two or more generations of
adults living together and a reproductive division of labour (Hölldobler & Wilson,
1990). From now on we %vill restrict our discussion to ants (needless to say that ants
are representative enough of all kinds of social behaviour in insects). First we could
ask how rare is social behaviour in nature, perhaps it has been an evolutive accident
surviving only in few places, or an early error being corrected by the introduction
of more individual-based species. Fortunately both statements are wrong: Social
behaviour evolved from small societies of individuals, that is, ant societies with a
huge number of highly cooperative individuals are the youngest, from an evolution-
ary point of view. With respect to their ubiquity, ant species can be found all over
the world, particularly in tropical forests; let us quote Hölldobler & Wilson (1990)
concerning estimates of diversity and abundance of ants:
"All together, theses creatures seem likely to constitute half or more of
the insect biomass. Consider the following disproportion: Only 13.500
species of highly social insects are known (9.500 of which are ants) out of
a grand total of 750.000 insect species that have been recognized to date
by biologists. Thus, more than half the living tissue of insects is made up
of just 2 percent of the species, the fraction that live in well-organized
colonies.(...) At the risk of oversimplification, we envisage an overall
pattern of ants and termites at the ecological center, solitary insects at
the periphery."
So it is quite clear that social behaviour is an advantageous strategy in environments
with a certain degree of unpredictability, such as real ecosystems. It is not strange,
then, the interest of artificial systems designers in social insects.
There is a large variety of interesting behaviors in ant colonies, behaviours that
are attained collectively without central command. The queen, contrary to what is
popularly thought, does not control role the colony, she has essentially a reproductive
function. In fact, queenless colonies are not rare (see section 2.1). Examples of well-
known collective functions performed by ants are task allocation, collective decision,
collective sorting (all three will be detailed in section 3.1.1), foraging, patrolling and
brood care, though there are more surprising behaviours in some ant species, such
as propaganda, slavery, decoding, mimicry, Trojan horses (!) and highwaymen. All
these striking behaviors are performed by quite simple individuals with no more than
40 "behavioral categories" interacting by means of simple mechanisms, essentially
chemical communication (pheromones) and physical contact, though sound may also
be used in some species (Hölldobler & Wilson, 1990).
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Figure 1.3: Phase transition in global performance as a function of individual flexibility
(.. The parameter £(e) = 1 — P(t) is a measure of how likely is that the individual remains
in the same state, without switching to other tasks.
A large body of theory on optimization in ant colonies has been developed in the
last decades (Oster & Wilson, 1978). These studies deal with the general problem
of how to perform a given set of tasks with a given number of casts (i.e. specialized
morphological types). The main object of analysis are macroscopic integrals of the
kind
F(t] = í T}(s)F(s,s,t)dsds
which include the distribution of castes 77(5) together with some quantity F(s,s,t)
that relates how a given benefit s is obtained for a given s. However, nonlinearities
often lead to counterintuitive results, such as the relationship between behavioral
flexibility (say, e) and the probability of task performance P(e). It can be shown
that a nonlinear relation like P(e) = 1 — é"1 is at work, k being the number of
different characteristics describing a given caste. If we take £(e) = 1 — P(t) as our
macroscopic description (if measures how difficult is to switch from a given task to
another) the plot of £(e) strongly resembles that of a phase transition in physics. In
figure 1.3 we show f(e) (for k = 8) as a function of flexibility. We can see that as e
grows beyond a critical threshold, a sudden change is observed. This transition tells
us that behavioral flexibility and the capacity to cooperate can sharply increase
the range of tasks to which an individual can contribute. A consequence of this
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Collective Behavior
Figure 1.4: Individuals create the field that governs their behavior. This stigmergic
mechanism is understood thanks to a separation of time scales, the slaving principle, that
helps to explain how ants organize collectively their individual behavior
nonlinear relation is that a very small change in behavioral flexibility may result
in a shift in the colony optimum from monomorphism to polymorphism. Quoting
Oster & Wilson (1978)
"The phenomenon is reminiscent of phase transition curves in physics,
which characterize sudden condensations, shifts from order to disorder,
and other abrupt transitions"
Indeed, this transition is known in physics as a second order phase transition (Binney
et al., 1992) and the Oster-Wilson analogy is confirmed by observations in many
ant species. In very closely related species a disparate degree of polymorphism is
observed, consistently with the previous scenario (Oster & Wilson, 1978).
This is just an example from real ant colonies of how important phase transi-
tions can be. In a related context, it is not surprising that recent developments in
AI involve the use of phase transitions to study NP-complete problems (Hogg &
Huberman, 1987). Since phase transitions are a well-known instance of collective
behavior, they will play a key role in this thesis.
Underlying all those behaviors there is what is of principal interest to RDAI,
that is, the mechanisms of functioning, the individual rules behind the collective
performance. In particular, there is a mechanism that has been the main source of
inspiration of artificial systems, it is called stigmergy (name introduced by P.P.Grassé
in the 50's). Following Wilson (1971), the hypothesis of stigmergy is that
"(...) it is the work already accomplished, rather than direct communi-
cation among nest mates, that induces the insects to perform additional
labor."
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First of all, it is clear why stigmergy it is interesting for RDAI: The problem of com-
munication between agents simply vanishes. So what remains is to build a working
individual operating in a common environment with the other individuals. There is a
plethora of phenomena which can be explained by means of stigmergic mechanisms,
such as nest building in termites (Deneubourg, 1977), collective decision making
(shortest path between the nest and some other place and selection of the best food
source, in section 3.1.1 there is a detailed explanation of a model of stigmergy in
collective decision, see Millonas, 1992, for further details) and collective clustering
(see section 3.1.1 for details) to cite a few. Artificial systems built according to an
underlying stigmergic mechanism are simply the majority of the systems built up
to now. Examples are the above detailed works on the TSP or the pushing robots
and the mechanism of implicit cooperation, used mainly with real robots for obvious
cost reasons (see Mataric, 1994; Deneubourg et al., 1991, 1992; Goss & Deneubourg,
1992; Kube &; Zhang, 1993; Sugawara fc Sano, 1997).
Stigmergy is also related with the slaving principle, since the work done by
individuals acts as a sort of "slow" variable slaving, and governing, the individual
behaviour. In the example of clustering, the objects forming small clusters induce
the individuals to put down objects near the clusters, creating a positive feedback
that ends with one or two large clusters (section 3.1.1, Deneubourg et al., 1991);
in the example of the TSP and also that of collective decision, the "trail" (section
1.1, Colorni et al., 1992) and the morphogen (section 3.1.1, Millonas, 1992) have
"slow" dynamics due to changes in concentrations induced by individual activity,
though they also act as a field governing individual behaviour. We see here a circular
causality, one of the main features of complex systems (figure 1.4).
1.5 On collective computation
The world of ants is so huge that it is quite likely that the phenomena as yet hidden
to us will be far more surprising than those facts already known. Undoubtedly RDAI
will benefit from these findings and new design procedures for artificial collective
systems will see the light in a near future. There are a plethora of mechanisms
by means of which ant colonies perform their striking collective behaviors, and the
one most exploited up to now, stigmergy, is just one of them. Thus, it is an open
question which unexplored (from a RDAI point of view) mechanisms may be useful to
design artificial systems. In this thesis we will explore a recently discovered temporal
pattern in ant colonies: Self-synchronization (Cole, 1991a, 1991b; Franks & Bryant,
1987; Franks et ai, 1990). It has been shown that self-synchronization underlies
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some quite interesting phenomena to RDAI practicioners, such as task allocation
(Robinson, 1992; Hatcher et al. , 1992), pointing to an interesting relation between
a self-organized temporal behavior and some useful activity. See chapter 2; section
2.1 introduces a detailed account of the biological facts and the rest of the chapter
introduces and studies a mathematical model called Fluid Neural Network.
Another interesting problem is that of the capabilities and limitations of collec-
tive systems in general. Are collective systems restricted to a certain set of possible
tasks? Is there some threshold in individual simplicity beyond which any useful
task is impossible? or, on the contrary, are non-simple individuals unable to display
emergent functional behavior? If we do not restrict the (not formally defined) class
of "collective systems" some answers are already at hand, since collective systems
such as cellular automata and neural networks are able of universal computation,
by means of Turing machines simulation (Garzón, 1995). Collectives of concurrent
simple agents can also simulate any Turing machine, as was shown with the pro-
cess algebra CCS in Milner (1990). Furthermore, it is widely believed that some
problems are "inherently sequential" (Balcázar et a/., vol. 2, 1990), so it is clear
that not in all problems collective systems are more efficient than hierarchical and
sequential systems. However, this is not our goal. We want to restrict the class
of "collective systems" to real systems, that is, either natural or artificial physical
collective systems displaying emergent functionality, and we want to study these
systems with computational means. In other words, our departure point is the real
system (composed of ants or robots), which is properly modeled with a dynamical
system. Our hypothesis is that computational information may be obtained from a
(computational) study of a (good) model of the real system. With this goal in mind,
we will explore some ways of relating dynamical systems with computational notions
in chapters 3 and 4. In chapter 3 we introduce the problem at length and we explore
the possibility of computing with Fluid Neural Networks. Some drawbacks appear
and we resort in chapter 4 to the new field of Computational Mechanics to relate
dynamical systems and computation, in order to formalise an interesting problem
relating individual and collective capabilities.
These are the problems dealt with in this thesis and what has been achieved
will be discussed in chapter 5 (overview and prospects). The more classical (from
a physicist point of view) approach to the study of Fluid Neural Networks is what
has allowed us to go that far in the analytical study of the system, though some
work remains to be done to get a completely satisfactory (mean field) theory of
Fluid Neural Networks. With respect to the rest of the thesis, we have decided on
a more innovative approach to interesting problems currently lacking an adequate
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treatment, as we see it. Our approach, based on Crutchfield's Computational Me-
chanics, tries to open a door to an immense landscape where nature is, for the first
time, examined systematically with computational tools. However, we are merely




2.1 Self-synchronized behaviour in ant colonies
Ants, refuting popular fables, do not work untiringly all day long. As Sudd (1967)
pointed out, the proportion of time spent in resting can be high, and the study
of Herbers (1983) on acts performed by ants of Leptothorax longispinosus and L.
ambiguus species reveals that "(...) ants spent two-thirds of their time apparently
doing nothing at all". These behavioural patterns are by no means exceptional,
Franks & Bryant (1987) found them in L. acervorum and Cole (1986) noted that
"(...) Time spent quiescent occupies a large fraction of the total time of an ant
(on average 55%)" while studying ants of the species L. allardycei. A more refined
study by Franks et al. (1990) measured even a 72% of time spent resting for workers
inside nests of L. acervorum. However, not only patterns of alternate activation have
been found in individual ants, these patterns also appear in whole colonies, showing
synchronized patterns of activity: surprisingly, Franks & Bryant (1987), by means of
video-recording techniques, were able to get a long enough time series of the activity
in whole colonies of L. acervorum to show, using spectral analysis, that activity
was roughly periodic, with periods between 15 and 30 minutes. This synchronized
behaviour has also been found in L. longispinosus, L. ambiguus, L. curvispinosus,
L. allardycei and L. muscorum (see Miramontes 1992, chap.2), also in other species
such as Pseudomyrmex elongatus, P. pallidus, Tapinoma littorale, Zacryptocerus
varians and Crematogaster ashmeadi (Cole & Cheshire, 1996). Activity patterns
are not just synchronized, but se//-synchronized: no external signal has been found
experimentally as a possible cause of colony synchronization (Cole, 1991a).
In order to situate the discussion in its proper context let us summarize some
biological features of the genus Leptothorax. P.A. Latreille introduced the term
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Leptothorax almost 200 years ago, though the taxonomical status of this genus is
not clear: we can find strange properties in some of the nearly 350 named taxa of
the Leptothorax, such as members of the same species, L. muscorum, having dif-
ferent chromosomal numbers (Miramontes, 1992). The distribution of Leptothorax
is worldwide: from Alaska (L. acervorum) to Florida (L. allardycei). Leptothorax
colonies have around 100 members, though this number can oscillate between 10
and 500 individuals, it depends essentially on the age of the colony: Tofts et al.
(1992) cite L. acervorum colonies with a number of individuals among 12 and 216
members, Cole (1991a) finds a range of 20-120 individuals in L. allardycei colonies
and Franks et al. (1992) find that colonies of L. unifasciatus have among 60 and 184
members (let us refer, in passing, to the striking contrast among ant species with
respect to the number of individuals, just mentioning the more than 300 million
members of Formica yessenis colonies). A colony of Leptothoracine ants is typically
composed of females (males are just for mating and fertilizing eggs), whose major-
ity are workers engaged in daily colony activities. The absence of a queen is not a
rare fact: Alloway et al. (1982) reported that a 29.7% of 1522 observed colonies of
L. ambiguus were queenless, a 36.6% of 488 colonies of L. curvispinosus were also
queenless and the same was observed in a 37% of 640 L. longispinosus colonies. Fi-
nally, ants of the Leptothorax genus are monomorphic (there is no physical difference
among ants belonging to different castes, therefore caste division is correlated with
age, see Hölldobler &: Wilson, 1990) using a short-distance mode of communication,
mainly body to body contact, though, as other ant species, Leptothorax ants have
well developed glands capable of producing chemicals for communication purposes
(Herbers, 1983). Self-synchronization, as we already said, has been found in diverse
Leptothorax species, but the work of Cole (1991a) is particularly interesting, since he
studies also individual activation dynamics, obtaining data quite relevant for design-
ing individual-based mathematical models of oscillatory behaviour (see section 2.2).
The method used in Cole (199la) to collect data from individuals and colonies was
based on recording images of whole colonies of L. allardycei every 30 seconds, mea-
suring activity levels by taking the pixel differences between two successive images
(see figure 2.1, top plot). The analysis was performed by means of periodograms
(see figure 2.1, middle plot) with peaks in the Fourier components around a period
of 27 min. per cycle, and autocorrelation functions (see figure 2.1, bottom plot),
whose sinusoidal nature indicates clearly that the time series is periodic, with a
mean period of approximately 26 min. (see Cole, 1991a for details). The same
sort of measures performed over a single isolated ant made evident spontaneous
activation and quiescence during long periods of time but no periodic activity. Fur-





Figure 2.1: On top: activity record for one colony of L. allardycei, time measured in 30
sec. intervals and activity measured by pixel différences, see text. Middle: Periodogram
of the colony's activity record: squared amplitude of Fourier components vs the natural
logarithm of the frequency. Bottom: Autocorrelation function of activity record, see text
(after Cole, 1991a)
thermore, Cole (1991b) was able to show evidence of chaotic activity in single ants.
So, one important conclusion is already at hand, that is, self-synchronization is a
collective property, since individual patterns of activation are not periodic. Finally,
Cole (1991 a) discusses the adaptive significance of short-term activity cycles arguing
that it is unlikely that these cycles contribute to the efficiency of the colony. They
are "(...) the inevitable outcome of interactions within social groups".
However, at least two functional behaviours in ant colonies have been related to
self-synchronized activity: task allocation (Robinson, 1992) and mutual exclusion
(Hatcher et al., 1992). Task allocation in ant colonies is a extremely fascinating
problem, making evident, perhaps in its very essence, the collective performance of
insect societies: each ant in a colony seems to know exactly what to do in order to
fulfill global colony needs (see sections 2.5 and 3.1.1. for a more detailed description
of task allocation in ant colonies). It seems that self-synchronized behaviour provides
a mechanism for information propagation:
"Sampling behavior that involves social interactions may be facilitated
by synchronous bursts of worker activity, which have been observed in
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ant colonies (...). The decision of which task to perform would be based
on the integration of acquired information, coupled with behavioral bi-
ases associated with worker, caste, physiological status and prior expe-
rience." (Robinson, 1992, p. 652)
Mutual exclusion in L. acervorum colonies has been proposed as a mechanism
for effective exchange of information on task allocation (Hatcher et a/., 1992). Inside
nests of L. acervorum nurse workers interact in order to determine which items of
brood require attention, with the constraint that no more than a few nurses can tend
a brood item (spatial arrangement of brood limits the number of workers that can
access brood simultaneously). Assume that nurse workers choose at random which
brood item to tend. In this situation, some brood items may be ignored during a
too long period of time, long enough to endanger their survival. Assume that the
probability of tending a certain brood item is Í/B (there are B brood items and A
nurse workers), then the probability that no nurse worker tends that brood item is
(1 — l/B}A. So, the proportion Pra.ndom of brood tended in any period of time will
be
Prandom = 1 - 1 - -= (2.1)
V -D/
If we had synchronized activity, the situation would be quite different. In this case,
all nurse try to tend some brood item, what causes a even distribution due to the
spatial access constraint. The proportion Pexdusion of brood tended in a period
during which each ant is active once (an accounting period) is
Prelusión = A/ B for A < B (2.2)
Pexclusion = 1 fol A > B
Figure 2.2 makes clear the superior efficiency of mutual exclusion mechanism, that is,
self-synchronization plus spatial restrictions in brood access. So, self-synchronization
is the mechanism behind some interesting functional behaviours in ant colonies. The
above mentioned examples also clarify why we think it is worth to study in depth
self-synchronization from a RDAI point of view. After self-synchronization had been
well understood, it should be as fruitful as has been the understanding of stigmergic
mechanisms (see section 1.4) to the design of algorithms for collective behaviour.
Two main observations/conclusions emerge from these experiments.
• Randomness is present at the individual level, acting as a source of noise.
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Figure 2.2: Proportion of brood tended with respect to worker-to-brood ratio for mutual
exclusion and random models. It is obvious the better efficiency of mutual exclusion (after
Hatcher et al., 1992)
• Collective ordered dynamics emerge from the microscopic chaos. The observed
oscillations are present in different species and seem to be an intrinsic relevant
feature of ant colonies.
These observations lead to some relevant questions, some of which are answered (at
least under some approximation) in this chapter:
• What is the link between the stochastic nature of individuals and the outcome
of their interactions?
• What kind of collective behavior is shown by these groups of simple agents?
More precisely, what kind of collective (physical) phenomenon is at work?
• Is a transition-like phenomena responsible of the collective dynamics? How
can such type of phenomenon be characterized through an order parameter?
• If the self-organized oscillations underlie a computational process of some
kind (task allocation, for example), why are complex fluctuations used by
ant colonies, instead of constant levels of activity?
As we will see, the random-like behavior of single ant dynamics could be used as a
source of noise inside a nonlinear system where fluctuations are amplified. As dis-
cussed in the introduction, such kind of interactions between noise and nonlinearity
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can be the very source of complex behavior in many real physical systems. A wide
range of problems have been explored in the physics literature, ranging from fluid
dynamics to condensed matter. Here we will explore a phenomenon which deals
with how computation may emerge from noisy interactions.
2.2 Fluid Neural Networks
2.2.1 Definition
The relation of brains with ant colonies, strange as it seems, is a profound one. It
has been noted in the past:
"We must also add that electronic engineers have now constructed cir-
cuits in which the different parts are joined to each other by as many
connections as possible. If the connections are both numerous and ran-
dom the whole network then has certain properties which remaind one of
the brain (...) I well know that an ant nest is not a brain, but this does
not mean that the basic principles of their organization are not similar,
or that the study of the ant colonies cannot teach us something about
the brain and vice versa. That would be a most unexpected result of the
study of myrmecology ..." (Rémy Chauvin, cited in Solé et a/., 1993b)
and also
Achilles: Familiar to me? what do you mean? I have never looked at an
ant colony on anything but the ant level.
Anteater: Maybe not, but ant colonies are no different from brains in
many respects...
(Hofstadter, 1979)
Both, brains and ant colonies, have some common properties, such as to depend on
collective properties to achieve full functionality while being composed of relatively
simple elements. Besides, the behaviour of these simple elements gives no informa-
tion on the global behavior of the system: new emergent phenomena arise due to
interactions among such components.
An explicit comparison between both systems (ant systems and generic biological
neural nets) is shown in the following table, where several characteristics (both
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It is not surprising that the main differences arise from connectivity: Direct
contact among individual ants is a transient phenomenon. On the contrary, synap-
tic connections among neurons has a characteristic lifetime which is similar to the
lifetime of neurons. A direct consequence is that memory in ant colonies will be
typically short. This is partially compensated (particularly in large colonies) by the
use of chemicals, which can create spatial structures that clearly involve (long term)
memory effects.
Our theoretical approach to modelling self-synchronization in ant colonies will
be based on the above mentioned similarities between brains and ant colonies (see
Gordon et ai, 1992 and Solé et a/., 1993a and 1993b) introducing the Fluid Neural
Network (FNN), a term first coined by R.V. Solé in 1993. In FNN the standard
approach of neural networks is used (Amit, 1989), but a new set of rules defining
local movement and individual activation are also introduced. A set of N automata
or "neuron-ants" is used. The state of each automaton (say the z'-th one) is described
through a continuous state variable S¡(t) £ R, at each time step t (E N. Each element
can move on a L x L two-dimensional lattice (figure 2.3). A set of rules is defined:
(a) Neural network structure: Interactions are described as in neural networks by
means of a sigmoidal function $(x). If Sj(t) is a given automaton (the spatial
dependence is omitted for simplicity), the new states are updated following:
- 0< (2.3)
where B(i) are the nearest automata, located in the neighborhood defined by the
eight nearest lattice sites, and J,-,- y¿ 0. For simplicity we use the threshold 0,- = 0,
and we take $(z] = tanh(gz) with g being a gain parameter.
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O
Figure 2.3: Our ants will be formal neurons, "neuron-ants", capable of movement on a L x
L lattice. Only active individuals (black circles) will move, if possible. Inactive elements
(white circles) may activate spontaneously or by interaction with active individuals.
(b) Spontaneous activation: We have seen above that one of the properties Cole
(1991a) observed in isolated ants was spontaneous activation. In FNNs this has
been included in the following way: each automaton can be either active or inactive
and, if active, it moves randomly to one of the eight nearest cells (if no space is
available, no movement takes place). In our model a given automaton will be active
if 5,- (í) > Qact and inactive otherwise. Once an automaton becomes inactive, it
can return to the active state (with an spontaneous activity level Sa) with some
probability pa.
(c) Coupling matrix; the coupling matrix J is not fixed. Connections are local and
changing over time as a consequence of movement. They are also state-dependent
will be a simple function of the states of the actually interacting pair (i, j).e.
of automata, i.e. J{j = /(aj, a}), where a\ = 0 [5,-(i) - ¿U (0 [*] is the Heaviside
step function). In our case, where two basic states are defined, i.e. "active" and





At a given time step, the interaction 7y between the i-th and the j-th elements is
equal to A„{0t € A by depending on the activity states of the given elements. More
precisely, J,-¿ will be equal to: An when both ants are active, to Aio,A0 i when one
is active and the other inactive and to A00 if both automata are inactive. In this
thesis we take for simplicity Aaja. = 1. Our choice is based in the observation of
ant colonies. Self-interaction and positive feed-back (with local excitability) play an
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essential role in colony dynamics. The consistency of our choice is fully supported
by experimental studies of ant colonies (Cole & Cheshire, 1996).
A technical point is what sort of boundary conditions we use. Though not
biologically plausible, we use periodic boundary conditions, because we want to
verify that ordered temporal behaviour is a consequence of the intrinsic dynamics
of the system, not a boundary effect. Nevertheless, this turns out to be irrelevant
because of the same phenomenology is observed with diverse boundary conditions
(periodic and zero-flux).
2.2.2 Analysis of individual behaviour
First of all we have to prove that there is no periodic behaviour in individual au-
tomata, in order to assure that collective oscillations are really collective. Our
individual, as defined in the previous section, change state S(t) according to
S(t + At) = tanh(5Aata.5(0) (2.5)
where a* = 0 [S(t) — Oact] and Xatat = 1, If inactive, i.e. a* = 0, it may activate
spontaneously with probability pa and spontaneous activity Sa. Our individual will
be quite similar to a classic Poisson process, except for the time r,-n¿ during which
the individual is active and no spontaneous activations can occur. This fact allows
us to compute the probability of having n spontaneous activations in a time interval
of length T, Pn(T, r,-n¿), provided T is long enough and Ai is very small. If r,-n¿ = 0
we have a Poisson process and the above mentioned probability is a well-known




When Tind > 0, the calculation of P„(T, T,-n(() is more involved. We will follow
Ricciardi (1977) and exploit the analogy between our randomly activated "neuron-
ant" and a model neuron with absolute refractoriness r,-n¿ subject to a Poisson
sequence of excitatory zero-width point inputs with arrival rate pa. To calculate
Pn(T,Tind) we replace each zero width pulse occurring at, say, t¡ by a pulse of
duration r,-nd beginning at ¿,-, The effect of refractoriness will be to prevent any
spontaneous activation in the time interval (í,-, ti + r,-n¡¿).
First let us consider the case of n < T/r,-n¿. Let S be the set of all n-tuples
of spontaneous activations, occurring at ti,^,... ,tn in the interval (0,T), and S\
and S^ two subsets of S such that Si(J S¡ = S and S\ fl .$2 = 0- Si is the set of
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n-tuples verifying ín-t-r,-n(¿ < T, and S^, obviously, is such that ín + r,-n¿ > T. Let the
probability of a particular sequence of spontaneous activations in S'ï at ¿i, Í2, • • • , tn
(ti + find < ti+i) be dnPn (T1, r,-n¿). This probability is simply the probability of
having n pulses at ¿,- times the probability of no pulses in the interval (í;4-T,-n(¿,í,-+i).
From Pn(T, 0) (eq. 2.6) and the known fact that in a Poisson process with arrival
rate pa the probability of one pulse in a time interval (í, í + dt) is approximately
padt one can compute
, Tind) = ple-^-^^dtidi* ...dtn (2.7)
A similar reasoning yields, for n-tuples in 5*2
<TPW(T, rind) = pX
o(n~1)T<Bde-patndiid*2 ...dtn (2.8)
Because Si and 52 are a disjoint partition of 5", to get the desired result Pn(T, r,-ní¿)
it will be enough to add dn Pn
1} (T , Tind) for all the n-tuples in Si and d
nP^\Tirind}





The first integral can be performed considering eq. 2.7 and the possibilities to locate
t{ (from a n-tuple of 5i) in the interval (0,T):
0 < t1 < T — TlTin¿
< Í 2 < T-(n-l)Tind
tn-l + Tind < tn < T —
yielding
Si
similarly we obtain the second integral
n-
'T. ,\ — o Pat-' nrin.
, ~md) — C / j j i
S2 h^O *"'
(2.11)
"-1 ,fc [r - (n - l)r.-n J
kl
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Using eq. 2.9 we have got P„(T", r,-nti) when n < T/r,-nc¿. In the case T/T,-ní¿ < n <
T/Tind +1 we can find Pn(r, r,-n<¿) using the same reasoning above mentioned though
it is much more tedious (it will not be detailed here, see Ricciardi, 1977). At last,
we obtain, for all n and T
Pn(T,Tind] = 0(T - (n - l)rind}\ I - e-'-PM»-
1)^™«] x
x fc!
! _ e-Pa(T-nr,nd^ PÌ (T
Finally we can approximate r,-ne/ by linearising tanh(x)
and defining activity as starting from the spontaneous activity level 5"(0) = S^. The
state after T iterations will be
S(r) ~ (gXa,a.y Sa
from which we can easily obtain
ga) ,g 1 q^r- (2.13)
So then, the probabilistic nature of our individuals has been proved. Whether there
is collective ordered behaviour in the system as a whole, it has to be caused by
interactions among individuals and not by the individuals themselves. If we observe
global spatial or temporal structures, they will be truly emergent properties.
2.2.3 Collective behaviour of FNNs: Oscillations
The collective behaviour we want to measure in FNNs is the mean activity of
the system. We have defined above an activity for each individual 5,-(i), a\ =
0 [Si(t) — Oact\, so the mean activity at time t will be
where p+ £ [0,1]. We define also the total density of automata as p = N ¡l?.
We can see in figure 2.4 a sample of the temporal behaviour of p¿" for different
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Figure 2.4: Temporal behavior of p+, with parameters L = 50, S„ = 0.1, g = 0.1,
0«ct = IO"16, Pa = 0.01 and (A) p = 0.10; (B) p = 0.15; (C) p = 0.20; (D) p = 0.25; (E)
p = 0.30; (F) p = 0.35;
densities p. At low p we have a very disordered pattern, which becomes more and
more ordered as p is increased. So, a clear transition from random to ordered,
self-synchronized temporal behaviour is made evident, at least visually. Solé et al.
(1993a) calculated the Fourier spectrum for time series as those shown in figure 2.4.
A well defined maximum in the amplitude appears with growing p. Note that despite
our focusing on a quantity that apparently does not include the spatial dependence,
this dependence is partially responsible of the dynamics of pf.
The time evolution of pf is a stochastic process because of the spontaneous acti-
vation of inactive automata. The process pf is non-Markovian due to the existence
of the time interval in which the automaton is active, interacting with other au-
tomata. In the absence of interactions this time interval is the above mentioned
r.'na: the number of active automata at time t will be those active at t -1 plus those










Figure 2.5: SK entropy vs. Density, with parameters L = 50, 5a = 0.1, g — 0.1,
0act = 10~
16 and (A) pa = 0.001; (B) pa = 0.01. Here T = 2 X IO
4 after 2 X IO3 transients
were discarded.
inactive at t — 1 that spontaneously become active, minus those that were active
at t — Tind', however, if we consider the interactions between automata, this time
interval is altered by the patterns of interaction.
Solé & Miramontes (1995) showed that a first approach to a quantitative char-
acterization of the transition in the dynamical behavior of the FNN was to measure
the Shannon-Kolmogorov entropy of the following probability distribution {p(j, p)}:
let Tj the number of time steps where exactly j elements were active (j = 0,1,..., N);
now, if T is the total number of time steps, the relative frequency of j simultaneously




It is expected that SK entropy will provide us with a measure of the diversity of
macroscopic states. S(p) has an upper and a lower bound: S(p) 6 [0,log2(./V + 1)].
At low densities, S(p) will grow until the onset of collective oscillations, where it
will decrease due to the highly correlated temporal patterns (see figure 2.5). So, the
transition occurs at a critical density pc such that S(pc) is maximum.
Using SK entropy, Solé & Miramontes (1995) performed an extensive study of
the (p,g)-spa,ce. They found four dynamical domains: random behaviour, chaotic
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attractors, steady states and periodic oscillations. For high g values the automata
collapses to a steady state where all individuals are active. Lower g results in
coherent oscillations or disordered behaviour (Solé & Miramontes, 1995, called it
"chaotic") depending on the density p. These domains are separated by a maximum
in SK entropy. Finally, there is a region g < gc where no transition arises and SK
entropy always grows with p as the logarithm of the number of objects S(p] d
log2(./V), all states tend to be equally represented hence it is called "random".
Another measure often used when dealing with critical phenomena is the tran-
sient length. Now, Solé & Miramontes (1995) calculated the probability distribution
{Ps(r)} where r means "active" (1) or "inactive" (0) over a long number of time steps
(~ IO4), in order to make sure its stationarity. They also calculated a time depen-
dent set of probabilities {P(r;t)} in the same way that they calculated {Ps(r)} but
only up to time í, in such a way that {P(r; í)} tends asymptotically to {P3(r)}. To
compare both probability distributions they used the information gain or Kullback
information
K(P„ P; t} = ¿ P(r; t) Iog2 [^-fl (2.16>
r=0
K(PS, P', t) has the important property K(PS, P; t) > 0 where equality holds if and
only if P(r;t) = Ps(r) for all r (this property is easily proved from the general
inequality ln(z) > 1 — x~l which holds for all x > 0). The transient length / was
defined as the first time step such that
K(Ps,P;l)<c (2.17)
where e = 0.0025. This process is repeated over a number of samples and averaged.
As we can see in figure 2.6, / reaches its maximum also when collective oscillations
appear.
Thus, a transition from disordered to oscillatory behaviour in FNNs has been
characterized numerically as the maxima of both SK entropy and transient length.
Now, how good are FNNs to model the real system? In principle the same phe-
nomenology has been observed. However, in figure 2.5 we observe the onset of
oscillations for a critical density pc ~ 0.2, the same density observed in real ant
colonies (Franks et ö/., 1992). This is clearly a point in favour of FNNs as models
of self-synchronized behaviour in Leptothoracine ant colonies, besides providing the
first evidence of real systems living at the edge of a phase transition (Solé & Mi-
ramontes, 1995). On the other hand, despite having identified a transition, which
kind of transition is it? Non-equilibrium systems (and FNNs are obviously not in
















Figure 2.6: Transient length / (using 100 samples for averaging). It becomes maximum
at the transition point (after Solé & Miramontes, 1995)
equilibrium) may display different types of transitions (see the introductory chapter
of Horsthemke & Lefever, 1984, for an excellent survey of non-equilibrium phase
transitions). This is the subject of next section.
2.3 Phase Transitions in FNNs
We have surveyed the study on FNNs by Solé & Miramontes (1995) concerning a
quantitative characterization of disorder-order transitions, summing up their work
on the g dependence of the critical density pc. We will see in this section that
it will be more advantageous to focus on the relation between pc and the proba-
bility of spontaneous activation pa, since it will allow us not only to characterize
quantitatively the transition, but also to relate that transition to the theory of non-
equilibrium phase transitions.
2.3.1 Noise Induced Transitions: A Brief Introduction
It is nowadays well known that systems out of equilibrium may display phase tran-
sitions quite similar to equilibrium phase transitions and phase transitions without
counterpart in equilibrium phenomena (Haken, 1977). An example of the latter
are the noise-induced transitions (Horsthemke & Lefever, 1984), transitions linked
to the response of some nonlinear systems to multiplicative (state-dependent) ex-
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ternal noise. The general scenario of noise-induced phase transitions starts from a
stochastic differential equation
í í„\ V ) ( f \ _1_ \ n(T\ (0 1 R^
where A( stands for a stochastic component which depends on the state of the en-
vironment. At takes into account the stochastic nature of such environment by
splitting in two parts
\ \ i e
At — A -f- <7Çí
where the external white noise £t has zero mean and intensity cr2. We can see that
this description is rather different from the linear noise term presented in the intro-
ductory chapter (section 1.2). In that case the noise term was additive, and so then
a stochastic description of the dynamical system lead to probability distributions
centered around the deterministic steady states. Here, however, noise is multiplica-
tive and so a communication between fluctuations and the macroscopic behavior
becomes still more relevant. Now fluctuations are not only amplified, but they are
also largely responsible of how the system is organized far beyond the deterministic
description. These processes display transitions that could modify the bifurcation
diagrams in a much more profound way than just by a ahift in parameter space.
What is more important in the context of pattern recognition and information pro-
cessing: do nonlinear systems, coupled to a fluctuating environment, always adjust
their macroscopic behavior to the average properties of the environment, or can one
find situations in which the system responds, in a certain more active way to the
randomness of the environment, displaying, for instance, behavior forbidden under
deterministic external conditions?
This question has a positive answer (Horsthemke &; Lefever, 1984) and a well de-
fined theoretical framework has been developed. In a close analogy with the additive
noise case discused in chapter 1, a Fokker-Planck analysis can be performed. For our
problem, described by 2.18, the stationary solution for the probability distribution
Pa(x) now reads
f,(x) = -JT^yexp —
As an example, let us consider the genetic model (Horsthemke &; Lefever, 1984,
sect. 6.5)
Í1T
— = 0.5 - x + Ax(l - *) (2.19)
at
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Figure 2.7: Noise-induced phase transition. Here the deterministic dynamical system
given by eq. 2.19 is perturbed by means of a multiplicative noise term. The stationary
probability density (as given by eq. 2.20) is shown. As the noise level is increased, the
single maximum is replaced by two new extrema.
with x £ [0,1]. In a constant environment (A constant) no instability occurs, there is
no transition phenomena and, if, for example, A = 0, the steady state is x* = 0.5. If
we suppose a random environment A t = A -f <rÇt (where ft is a delta correlated white
noise, with a being the intensity of the noise, see Gardiner, 1983) we transform the
ordinary differential equation 2.19 into a stochastic differential equation, defining a
Markovian stochastic process with a stationary probability density. In some cases,
such as the one concerning us, the stationary probability density can be found
analytically. In our case it is
2 T l .. f I-x"
-Aln (2.20)
where N is a normalization constant. In figure 2.7 we see f ( x ) for different values
of a.
It is interesting to note that clearly a qualitative change in steady-state behaviour
occurs, change unambiguously reflected in the extrema of the stationary probability
density f(x). This is a very important point, to measure noise-induced transitions we
have to measure the extrema of the stationary density (and not the mean or other
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moments of the probability distribution, see sect. 6.3 of Horsthemke & Lefever,
1984). In the genetic model, for A = 0, as we increase the noise intensity a, f(x)
goes from a maximum at x* = 0.5, i.e. the most probable value is the deterministic
one, to the appearance of three extrema for cr2 > 4, one minimum at x* = 0.5 and
two maxima xm±, so the system now displays bistable behaviour.
2.3.2 Order Parameter for PNNs
In order to get a quantitative theory of a transition phenomenon we have to identify
a quantity called order parameter that vanishes on one side of the transition and
moves away from zero on the other side (Binney et al., 1992). Solé & Miramontes
(1995) put forward an order parameter for FNNs: T(p) = log2(A
r + 1) — S(p) based
on the assumption that at low p the SK entropy would be maximum due to the
practical absence of interactions between the automata. This has been found to
be not as general as was supposed, because of at certain values of pa and in spite
of the low ¿>, interactions are frequent enough to make S(p) have values below its
maximum.
As stated above, we would like to study the relation between pa and the critical
density pc. The spontaneous activation represents a sort of multiplicative noise, be-
cause of the dependence on the state of the individual (if the automaton is active,
there is no spontaneous activation). The "noise level" of the system (number of in-
dividuals becoming active spontaneously) depends on the state of the whole system
p f . Thus, following noise-induced transitions theory, we must find an order param-
eter looking at the extrema of stationary probability densities. We do not know yet
how to find an analytical expression for these densities in the case of FNNs, but we
have computed, for various parameters sets, an estimation of the stationary proba-
bility density (histogram) for /?/": P(p+). The stationarity has been assured using
the results of section 2.2.3 for the transient length. After the transient has finished,
we have used T — 2 x 104 time steps to compute the above mentioned probability
density. The final result has been obtained averaging over different initial conditions
(see figure 2.8)
The computed P(p+) for different values of (pa,p) makes clear the relation be-
tween the shape of P(p+) and the dynamical behavior of p f . If we have a low density
p or a low activation probability pa, pf will be zero, except some irregular bursts
of activity that cannot propagate, so the histogram will have a clear maximum at
p+ = 0. At high enough values of p, the rapid propagation of activity resulting from
the interaction between automata will make them to remain active almost all the
time (if we have not a very low pa). But at intermediate values of both pa and p, the
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Figure 2.8: Probability densities of p+ with parameters L = 50, Sa = 0.1, g = 0.1,
9act = 10~
16. (A) pa = 0.01 and (a)p = 0.05, (b)p = 0.1, (c)p = 0.15, (d)p = 0.25. (B)
pa = 0.001 and (a)/> = 0.1, (b)p = 0.2, (c)p = 0.25, (d)p = 0.35.
interplay between the spontaneous activation and the propagation of the activity
will make pf 6 (0,1). As we can see in figure 2.8, the qualitative change of shape of
P(/)"t"), where the transition occurs, consists of a displacement of the maximum of
P(p+) toward the boundary p+ = 1, until there is not any extrema in the interval
(0,1). In the examples of figure 2.8 we can observe that the above mentioned qual-
itative change takes place between p = 0.15 and p = 0.25 for pa = 0.01 (figure 2.8
(A)(c) and 2.8 (A)(d)) and between p = 0.25 and p - 0.35 for pa = 0.001 (figures
2.8 (B)(c) and 2.8 (B)(d)), which was already suggested by the SK entropy in figure
2.5. These phenomena are precisely the type of phenomena for which noise induced
transitions theory (Horsthemke & Lefever, 1984) is well suited.
Thus, in FNNs we can define p+ such that:
p(Pm) = max
P+ 6(0,1]
Finally we will define the order parameter:
(2.21)
>.) = !-/£ (2-22)
where obviously the (/>,pa) dependence comes from P(p
+). In figure 2.9 we can see
the order parameter for the FNN whose histograms P(p+) we have seen in figure
2.8. The points where takes place the transition are, for pa = 0.01, i.e. figure 2.9
(A), PC ~ 0.215, and for pa = 0,001, i.e. figure 2.9 (B), pc ~ 0.295, which agrees
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Figure 2.9: Order Parameter r(/>,pa) with parameters L = 50, 5a = 0.1, g = 0.1,
0ací = IO"
16 and (A) pa = 0.01, (B) pa = 0.001.
accurately with the SK entropy maxima. Once we have an order parameter T(p,pa)
we can explore the parameter space ( p a , p ) to locate the transition boundaries and
to construct a qualitative phase diagram, which is shown in figure 2.10. There
are three clear areas in the diagram, corresponding to the three shapes that can
have P(/9+), with the associated three values of r(p,pa): T(p,pa) = 0 in region //,
where we have self-organized oscillatory behavior. This is so because once all the
automata are active, they will remain in this state until each automaton becomes
inactive again. Since the propagation is very fast, any spontaneous activation will
initiate the process again (see figures 2.4(D), 2.4(E), and 2.4(F)). T(p,pa) = 1 in
region /// where we have almost total inactivity, due to either a very low pa, where
spontaneous activation is a very rare event, or very low p, where activity cannot
propagate. T(pipOL) G (0,1) in region /. In region / we have an intermediate
activity level almost all the time, but with a very irregular behavior (see figures
2.4(A), 2.4(B) and 2.4(C)).
The results obtained as yet pave the way to a hypothesis concerning the function-
ing of FNNs. On one hand we have the mean time an automaton is active, T'(p,pa),
that depends essentially on the interactions with other automata, therefore on p.
On the other hand, we have the velocity of activity propagation, Y(pipa), that is,
the average number of time steps necessaries to reach the state p* = 1. These fac-
tors, we hypothesize, are enough to find pc: if r'(p,pa) > Y(p,pa) the state pf = 1
will be reached almost surely, because activity will propagate before individuals be-
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Figure 2.10: Phase diagram computed from Y(p,pa}. Parameters are L = 32, 5a = 0.1,
g = 0.1, 0açt = 10~
16. Region 7 corresponds to T(p,pa) € (0,1). Regions // and III
correspond to F(p,pa) = 0 and r(/?,pa) = 1 respectively.
come inactive, otherwise individuals will desynchronize due to inactivations before
activity propagation is complete. To check this hypothesis it would be necessary to
perform some analytic work on FNNs, work that has been carried out simplifying
the original FNN definition while retaining the phenomenology.
2.4 Mean field approximation of pc
Some features of the original FNN, as defined in section 2.2.1, could be considerably
simplified. We will define the Simple Fluid Neural Network (SFNN) in the following
way: We have N individuals 5,- (i) G R that change their state according to
Si(t + 1) = gSi(t) (t) + SaQ[Oact - (2.23)
where // e {0,1} with probability P(I\ = 1) = pa and we have made a first order
approximation of tanh: tanh(z) ~ x removing one of the nonlinearities of the original
FNN. The meaning of J,-j, S'a, pa and g is the same as in the original FNN (section
2.2.1). Active states will be defined by a- = Q[S,-(i) - Oact}.
What does it mean jt*?, it is the neighborhood. At a given time step t, the local
field hi(t) = ^j'Jij;Sj;(t) will be computed for all i before the change of state
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Si(t + 1) is performed. In order to do so, for each individual Si(t), K random
connections to some individuals will be established (these individuals will be called
the neighbours}. K is chosen randomly from the distribution
where V is the maximum number of neighbours. This has the same effect as if we
threw, at each time step and for each element Si(t), all the N elements upon a L x L
lattice (then p = N/L2 will be the density of elements), in order to compute the cor-
responding local field hi(t). Thus, we get some kind of "annealed" movement. This
is similar to the mean field approximation made in spatially distributed epidemic
models (Boceara et al., 1994), where movement was dependent on a parameter m
such that the limit m —> co was in fact the same as throwing randomly all the
elements upon the lattice at each time step. In our case we do so to compute each
local field /i,-(¿), so our system is, in this sense, more disordered.
Considering the density of active individuals at time t
1 N
rf = Ñ E 0Í5'-W - W (2-24)
t'=i
we can see in figure 2.11 that pf in SFNN has the same temporal behavior as pf in
FNN (figure 2.4): Irregular behavior at low densities and more ordered oscillatory
behavior for growing p. This allows one to apply the FNN order parameter in this
case too. We can see F(p,pa), as defined in section 2.3.2 for FNNs, in figure 2.12,
computed for a SFNN.
To sum up, we have a simple FNN, where some nonlinearities have been removed
and where each individual, at each time step, establishes connections randomly, as
if we had some kind of "annealed" movement. This has simplified considerably
the model without loss of interesting behavior because both, FNN and SFNN are
phenomenologically identical. In the rest of this section we will explore the relation
between the critical density pc and activation probability pa in SFNN (as we did
above numerically with FNN). Throughout this section, the values of the parameters
will be g = 0.1, V = 4, Sa = 0.1, J,-¿ = 1 for all i,j and 0act = IO"
16.
The analysis will be performed for p > pc, that is, in the region of well developed
oscillations. There the behavior of activity spreading is quite well defined: As
we see in figure 2.13 the role of spontaneous activation is merely that of starting
the process of activity propagation, process that continues by means of interaction
among individuals until activity reaches the whole system (p* = 1). This would
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Figure 2.11: Temporal behavior of pf in SFNN, with parameters L = 100, Sa = 0.1,
g = 0.1, eact = 10~
16, pa = 0.01 and V = 4.
allow us to analyze separately activity propagation and inactivation, assuming in
both cases that there is no spontaneous activation.
First of all we will find a condition on V and g to assure the decay of the system
to a state where all N elements are inactive. With the above mentioned assumption
the evolution for S,-(f) will be
To see the global evolution of the N individuals we can derive a discrete equation for
the state average < S(t) >= I/ N £}fli S¿(f) if we approximate the term ]TV. Sj»(i)
by the mean field version V p < S(i) > so that
S(t) >= 5(0)
and we can assure activation decay if <?(! + Vp) < 1. If we assume that p is as
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Figure 2.12: Order Parameter T(p,pa) in SFNN with parameters L = 100, Sa = 0.1,
g = 0.1, 6act = 10~
16, pa = 0.01 and V = 4. Each point has been computed with IO
4 time
steps after 2 X IO3 transitòries.
that is satisfied in our case, because g = 0.1 and V = 4. Of course, if < S(t] >
tends to 0, pf will tend to 0 too. Let us remark that, though < S(t) > tends to zero
exponentially but smoothly, p* goes to 0 in very few time steps (as can be seen in
figure 2.11 when p > 0.2).
Now let us study the propagation of activation through the system. In section
2.3.2 we put forward the hypothesis that only two factors were important in order to
understand FNN oscillations: the average time T'(p,pa) one individual is active be-
tween two inactive states and activity propagation Y^Pa\(p,Pa), that is, the average
number of time steps necessaries to reach the state of p* = 1 from an initial state
where [Npa\ individuals are active, i.e. the mean (integer) number of individuals
that would activate spontaneously with probability pa in a system with all N ele-
ments inactive. These are precisely the factors we will analyze in order to compute
analitically pc. Intuitively, if lJArpaj(/>,i>a) is less than T'(p,pa) the state of maximum
activation will be reached before individuals start the process of inactivation, then
we will observe oscillations. So then, pc will be such that
= r'(pc,pa) (2.26)
Activity spreading can be treated as a branching process if when considering activity
by interaction we take into account only the state aj of each individual. In this way,
we will say that an inactive individual is activated by its neighbours if there is at
least one of them active (it is obvious that this is not the exact mechanism by which
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Figure 2.13: Temporal behaviour of the number of new active individuals due to in-
teractions and spontaneous activations. Values in the spontaneous activation curve are
multiplied by 10. Parameters L = 100, Sa = 0.1, g = 0.1, &act = 10~
16, pa = 0.01, V = 4
and p = 0.25.
one with a very small Si(t), might not be activated). The probability of having at
least an active individual as a neighbour is easy to compute, because of the "annealed
movement" we have introduced. If we have i active individuals, the above mentioned
probability is
(2.27)7i = 1 - 1 -
As we are only considering activity spreading in the oscillations phase, there will
be no activity decay, allowing us to compute the probability of j active individuals
having i individuals active in the previous time step
= P(At+l = j | At = i) =
if i < j
otherwise
(2.28)
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Figure 2.14: The mean time an individual is active between two inactivations. We can see
that < r > is density dependent with a clear change in the shape of the curve around pc
(pc ~ 0.212 in this case). Parameters L = 100, 5a = 0.1, g = 0.1, 0act = 10~
16, pa = 0.01
and V = 4. < r > is computed from IO3 time steps after IO3 transitòries.
where At is the number of active individuals at time t. This defines a branching
process that will finish when A = N. We will treat this process as a Markov chain
(Luenberger, 1979) with stochastic matrix
P =
í Pu Pu ••• PIN \
O P22 • • •
\ O O • • • PNN )
(2.29)
with which we can compute the mean number of steps before being absorbed by the
unique clossed class of our system, the one element set {N}. In order to perform
the calculations, the P matrix has to be rearranged to get the canonical form
P" =
/ PNN
















so that the fundamental matrix M = [I — Q] 1 of the Markov chain can be found.
The matrix M plays a central role in transient analysis of Markov chains (Luen-
berger, 1979). M gives immediately the quantity we want to compute. It is easy to
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Figure 2.15: p™ (empty dots) and p"n (filled dots) as a function of Iog10(pa) Parameters
L = 100, Sa = 0.1, g = 0.1, 0act = 10~
16, and V = 4. p™ is computed from T(p,pa) with
IO4 time steps after 2 X IO3 transitòries, averaged over 10 samples.
verify that the ij-th element of Qk, q\9 is the probability of a transition from the
state A = i to the state A = j in exactly k steps. The average number of times that
starting in state A = i the process reaches state A = j before it leaves transient
states and enters the clossed class is
that is precisely M,-j, since the identity
follows from the fact that Q has all the eigenvalues strictly inside the unit circle
(the eigenvalues of Q are A¿ = PJJ for 1 < j < N — 1 and A¿ < 1 since P is a
stochastic matrix). If 1 is a column vector whose components are all equal to 1,
the mean number of steps before reaching the state of all individuals active, taking
as a departure point a state A = t, is the z'-th component of the vector Ml. So, if
Yj = (Ml)j, solving the linear system
we can compute any Yj with the recurrence
1 1 4-L T P--Y-}t '
(2.31)
Now that we have y\Npa\(piPa) we need to compute r'(p,pa). This is a rather difficult
calculation and we have approximated T'(p,pa) by the inactivation time of a solitary
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individual subject to simple perturbations
where £t are i. i. d. random variables. These random variables will be such that we
should assure that < St >— ï Oact, so we will impose < ft >= (1 — c)9act where e is
a free parameter whose value will be established below. The evolution of < St > is
easily found (with So = Sa) from
and it is
< St >= ¿S* + (1 - c)OactGt
where
j=0
Since g = IO"1, Gt is easily calculated and it is quite obvious that it can be approx-
imated by GOO. So then, our estimation of r'(p,pa), rper, will be given by
rper = (logici)"1 [logio Oact - Iog10 Sa + Iog10(l - 0^(1 - c))] (2.32)
From equation 2.32 it is clear that c is bounded by
01-J-
(-TOO
that is, e > 0.1 and by c < 1, because if e = 1 then < St >= gtSa and
=
Per
that is, Tpcr = 15 for the set of parameters we are working with.
But, how do we determine exactly the value of e? At this point we must resort to
the numerically computed r'(p,p0) for the SFNN (see figure 2.14). Let ac = e — 0.1.
From equation 2.32 we see that rper gets larger as Sf gets smaller, but, looking at
figure 2.14, particularly at the region around pc, we see that a rper much larger than
15 does not make sense. Therefore, we will fix Sc = 0.01, a value large enough to keep
Tper in the "meaningful" region and small enough to make Tper > 15. Finally, with
the set of parameters we have been using and the Sc above mentioned, rper ~ 16.95.
Once we have Y[Npa\(piPa)
 arid r'(/9,jt?a) ~ rper we can find a density pc such
that y"[jvp0j — "per- This analytically computed p™ is compared with a numerically
determined /?"u using the order parameter r(/9,pa), in figure 2.15. p™ and p™ have
both a linear dependence on Iog10(p0) and agree accurately.
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2.5 Self-syncronization and task fulfilment
Once we understand the mechanism of self-generated oscillations, we will change to
a more practical point of view and see whether self-synchronized behaviour has any
interest to RDAI practicioners. In order to attain that goal, we will introduce a
formal framework within which to study the relation between patterns of activity
in collectives of simple agents and the ability to fulfil some task. As we have seen
in section 2.1, self-synchronized patterns of activity are known to occur in real
ant colonies and, though there are some authors that argue against an adaptive
interpretation of self-generated oscillations (Cole, 199la), other authors have pointed
out that ordered patterns of activity might be related to task realization by means
of either enhancing the possibility of individual information sampling (Robinson,
1992) or interacting with spatial constraints in what concerns the access to the task
to be done (Hatcher et al., 1992).
One of the most striking aspects of insect societies is their ability to distribute
tasks among individuals in the colony, in such a way that colony needs are completely
fulfiled. Of course, no individual can acquire enough information to decide which
are the colony shortages, so that task allocation must be a collective property of the
colony (see Robinson, 1992 for a review of division of labour in insect societies). How
individuals know what task needs to be done at each moment is nowadays a matter
of controversy, though there are some hypothesis at hand (Robinson, 1992). One of
these, the fixed threshold model (FTM), is specially suitable to perform mathematical
modelling (Bonabeau et al,, 1996) because of its simplicity. Undoubtedly, results
concerning task allocation in ant colonies will be of interest to RDAI.
The basic assumptions are that some specific stimulus is associated with each
task and that each individual has fixed response thresholds to the various stimuli,
so that the lower the threshold the more likely the individual will engage in the
task, given exposure. There is an experimental basis that justifies this approach,
for example it has been proved the existence of response thresholds in honey bees
(see Robinson, 1992, and Bonabeau et ai, 1996, for a more detailed discussion on
the experimental basis of the FTM)
In this section we will work only with one "abstract", spatially distributed task.
Assume that an active (in the sense of "not resting", see section 2.2), though not
working, individual perceives, in some way to be specified below, a quantity s of
stimulus. It will engage in the task with probability
2
p f çNot working çVVorking\ " /n oo\
where O is the individual threshold associated to the task. Once an individual
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is engaged in a determined task, it has some fixed probability p per unit time,
independent of the stimulus, of giving up the task, p can be found experimentally
(throughout this section, p = 0.2, see Bonabeau et a/., 1996). We will make some
further simplifying assumptions: If an individual is active and working, and ceases
its work (with probability p] while he is still active, we will consider that a an
associated "quantity of task" has been accomplished, identifying this quantity with
the stimulus 5.
Now we know how individuals activate and engage in work, we have to define a
way for distributing a certain, abstract, "amount of task" among the individuals of
the system.
Let us assume a L x L lattice where N individuals are spread on. Each individual
will be characterized by a triple (Si(t), X,-(i),0,-) where Si(t) is the FNN-state of
the individual ¿, Xj(t) is a two-valued variable signaling whether the individual is
working (Xi(t) = 1) or not (Xi(t) = 0) and 0,- is the FTM threshold. Also, a working
(Xi(t) = 1) and active (Si(t] > Oact) individual will be doing a certain amount of
task Ci(t).
Initially our system will be composed of non-working individuals, with a random
initial FNN-state. 0,- will be initially fixed and its value may be either the same for all
N individuals or uniformly distributed, between $m,-n and Omax, among individuals.
In this section we will explore both cases. A randomly chosen position of the lattice,
say (rx, ry) (the "task origin"), will contain a certain amount of total, "abstract ",
task 0(0) = Cin to be performed by individuals. The task origin will be the only
square of the lattice having something more than individuals, the rest of squares of
the lattice can be occupied by one individual or be empty.
Our system will evolve in time, in what concerns to 5"i(i), exactly as a FNN
(section 2.2), so what remains to be defined is the evolution in time of Xi(t) and
eventually c,-(i), that is, the task realization process.
Origin of the stimulus: If an active and non-working individual, say the j'-th, is
located at the task origin, it will get stimulated by a quantity of task aO(t) with
a probability given by equation 2.33. If it becomes a worker, the amount of task
it will perform is c¿(í) = aO(t) and a quantity (1 — a)0(t) will remain at the task
origin. This rule seeks to stand for a stimulus stemming from a well defined region
of space, visited from time to time by individuals of the system.
Effective realization of the task: If an active and working individual i becomes in-
active (in a FNN sense) the amount of task c,-(¿) will not be taken into account as
performed, being added to 0(t}', the task origin. So, the only way the system has
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to effectively perform a certain quantity of task is that an active working individual
became a non-worker (with probability p). The quantity of task c,-(i) will disappear
from the system and will be considered as done.
Propagation of the stimulus: An active and non-working individual may be stim-
ulated by all its active and working nearest neighbours. Each active and working
individual, say the j-th, will be able to provide a quantity of stimulus that will
depend on the number of active and non- working neighbours, say rij. A quantity
sk- = ßcj(t)/rij will be the stimulus provided by j to each of its Uj non-working
neighbours. Thus, an active and non-working individual, say the fc-th, will receive
a quantity of stimulus
where i ranges over the active and working neighbours of k. If this individual
becomes a worker, with a probability given by equation 2.33 , the quantities s¡ are
substracted from c,-(i) (for all i active and working neighbour of k). If not, nothing
happens and the amount of task of the active and working neighbours do not change.
To sum up, a certain quantity of initial task £7,-„ needs to be done. This quantity
of task will be spread over the individuals, by means of individuals being stimulated
by the task origin or by other individuals carrying some amount of stimuli, which
eventually would perform the task (it depends on their FNN-state). The unique
way to do some part of the task is by changing state from worker to non-worker
while being active. In this case the quantity c,-(i) of the corresponding individual
will disappear from the system. The quantities dn, a and ß are, to some extent,
arbitrary, so their value will be fixed at C,-n = 50, a = 0.15 and ß = 0.1.
In this section we have explored how certain patterns of temporal activity interact
with the process of task fulfilment, depending on the FTM threshold $,-. In our
model, the rules detailed above may be summarized in the following way: "An
individual only works if it is active, if it gets inactive before its amount of task is
done, that amount of task is not fulfiled". First of all, we have measured how the
total task that remains to be done
tf(f) = 0(0 + £«(*)*(') (2-34)
i=i
evolves in time with three different patterns of activity: self-synchronized, non-
synchronized with low activity and permanent activity. This has been done for
different values of 0, in systems where each individual has the same value 0,- = 0,
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and for a system where each individual has a 0,- chosen at random with uniform
distribution in the interval (1,10).
In general, our results point out that the times taken by the self-synchronized
system to get the task done are very near the values obtained on permanent-activity
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Figure 2.16: Evolution in time of the amount of task that remains to be done at time
t: C(t). It is clearly seen that the task C;n is accomplished with comparable effectiveness
with permanent activity and with self-synchronized activity. See text for parameters,
&i = 5 for all individuals.
Figure 2.16 shows C(i) for systems with the patterns of temporal activity above
mentioned, for a fixed 0,- = 5. It is clearly seen the almost identical temporal evo-
lution of C(t) for self-synchronized and permanent-activity systems, and the worse
behaviour of the desynchronized one. A different #,- = 0 modifies this behaviour
as expected, that is, either increasing or diminishing the time to get the task done,
simply because of the different likelihood to get engaged in it. However, with respect
to our purpose of comparing the three diferents patterns of activity, the results are
qualitatively identical to those of figure 2.16. Figure 2.17 shows the case of different
individual threshold, where 0¡ has been chosen at random from a uniform distribu-
tion between 0m,-n = 1 and 6max = 10. Permanent-activity is slightly better than
self-synchronization, being desynchronized systems as bad as they were in the fixed
0 case, when compared with the other systems.

















Figure 2.17: In this figure we see C(t) in the same three cases of figure 3, though now 0,-
has been drawn randomly from the interval (1,10)
More systematic calculations have been done for systems with fixed 6. We have
measured the time a system needs to get the 90% of the task done, that is, the
"efficiency" and averaged it over M measures, for $}- = 0 ranging from 1 to 7.25.
The difference between the efficiency in the three cases we are dealing with increases
with 0, as seen in figure 2.18. Self-synchronized activity, for low 0, performs almost as
effective as permanent active individuals, being this difference large when comparing
desynchronized automata with any of the other behaviors, no matter the value of
0. As 0 grows, the difference between self-synchronization and permanent-activity
grows, showing that the less likely is to get engaged in the task the more important
becomes the mean time one individual is active. Nevertheless, if compared with
desynchronized behavior, self-synchronization still has a value near the optimum,
that is, near the efficiency of permanent activity.
The phenomenon is not difficult to understand. The key point is the idea that "if
it is not active, it does not work" together with the local transmission of information
(stimulus, task, etc...) from individuals to individuals. If not active permanently,
the only way to assure that an individual will have as much active neighbours as
possible to whom stimulate, and consequently to get the task as scattered as possible
is having synchronized activity, assuming, of course, the density is fixed (which is
observed in real ant colonies).












































Figure 2.18: Efficiency in accomplishing the task measured for three different temporal
behaviours (see text). Efficiency is averaged over M = IO2 measures
2.6 Conclusion
In this chapter we have summarized results on a formal model of self-synchronized
behaviour, the Fluid Neural Network, by other authors (Solé et al. 1993a, 1993b;
Solé &; Miramontes 1995; Miramontes, 1992; Colé & Cheshire, 1996) and we have
introduced some new results (Delgado & Solé, 1997a, 1997c, 1997d), emphasizing
the stochastic nature of the FNN fluctuations and the interplay between noise and
non-linear interactions. Now, some of the previous questions (section 2.1) can be
tentatively answered. Some relevant points are
• The disordered nature of the individual behavior provides a source of (internal)
noise which is able, through amplifications by the system, to generate global
oscillations.
• The ingredients of ant colony dynamics, as revealed through experiments, to-
gether with our model approach, allows us to correctly identify what kind of
collective phenomena is at work: Ant colonies operate close to a noise-induced
phase transition point. This particular result supports the general conjecture
that natural systems use critical points (of some kind) as a way to transfer
information optimally (Solé et al., 1996).
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• In spite of the earlier hypothesis on ant colony oscillations that considered them
as an epiphenomenon (Cole, 1991a), our study clearly points in the direction
of a functional meaning. Our results (based on a simple fixed threshold model)
indeed show that self-synchronized patterns of activity may behave (almost)
as well as a colony with constant activity level. This result provides, for the
first time, a consistent understanding of why collective oscillations are present.
One of our concrete results is the analytical estimation of pc for SFNNs (up
to now the only analytical work carried out on FNN-like systems) though we are
currently working on a more accurate calculation of T'(p,pa), because the perturba-
tion approach, which needs the introduction of the parameter c whose value must be
found heuristically, is not entirely satisfactory. The introduction of interactions with
other individuals seems to be necessary for a more sound approximation. Besides,
we have introduced an order parameter for the FNN model and we have analysed
the behaviour of individuals with spontaneous activations. Our results and some
parameters defining the model should be tested with real ant colonies, work which
is currently in progress, being performed by B.J. Cole and collaborators (Cole &
Cheshire, 1996).
There are other mathematical models of self-synchronization in ant colonies.
Different approaches based on ordinary differential equations or probabilistic process
algebra have been proposed. These models have been criticized on the basis of a lack
of testable predictions or dubious assumptions, see Tofts et al. (1992) for a survey.
A comparison with FNNs is difficult, due to the different mathematical nature of
the models and the different features of real systems emphasized by the models. An
example, FNNs puts the emphasis on critical densities and spontaneous activation
while the probabilistic process algebra models predict distributions of cycle lengths
(Tofts et al., 1992).
At this point, once understood the mechanism underlying oscillations in activity,
the "orthodox" way to proceed, from a RDAI point of view, would be to apply self-
synchronized processes to the design of algorithms to solve some particular problems
(as has been done successfully with stigmergic processes, see section 1.4). This work
might begin with the formal framework of section 2.5, solving a "concrete" task
instead of an abstract one. However, we have not proceeded this way. Instead, we
have turned our attention to more general questions: now that we have a model of
social insects behaviour, could this model offer some solution to the general problem
of collective computation? Is this problem well posed? and, if this is not the case,
is there a way to formalize the term "collective computation" in such a way that it
might be useful from a RDAI perspective? These questions are the subject of the
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following chapters.
Results in this chapter have been published in Delgado & Solé (1997a), Delgado & Solé
(1997c) and Delgado & Solé (1997d)
Chapter 3
Computation in collectives of
simple agents
3.1 Dynamics and computation
In this chapter we are going to study how Fluid Neural Networks (FNNs) might
be able to perform simple computations. As seen in chapter 2, FNNs are spatially
distributed dynamical systems, so then a preliminary discussion on how to relate
dynamical systems and computation should be appropriate. Most of the discussion
will be done in the context of ant colonies, since they are a concrete example of
collective system and the source of inspiration of much work in collective computa-
tion (Bonabeau & Theraulaz, 1995), including FNNs. We will use, for the moment,
the following characterization of collective or emergent computation (Forrest, 1990):
The constituents of emergent computation are a collection of agents that interact,
forming global patterns at the macroscopic level, i.e. epiphenomena, that has a nat-
ural interpretation as computation. Of course, this is not enough to build a theory of
emergent computation, but it is to see what kind of phenomena we are dealing with
in the case of collectives of simple agents. From real experiments with ant colonies, it
is easy to ascertain which properties are characteristic of computation by collectives
of simple agents (Bonabeau & Theraulaz, 1995; chapters 5, 6 & 7): it is distributed,
i.e. there is not a central control governing the actions of individuals; it is emergent,
as was discussed above and it is noise induced (Deneubourg et al., 1986). Perhaps
the last point deserves further explanation. There are some computational phenom-
ena which could be called "noise induced", for example associative memories that
need noise to work properly (noise in Hopfield neural networks makes unstable some
spurious patterns, favouring the recovery of stored patterns (Amit, 1989)), but this
"simulated annealing" sense of noisy computation is not what we are talking about.
What we mean by noise induced computation is the enhancement of computation
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due. to the noisy nature of the system, simply put, without noise there is no compu-
tation. As far as we know, there is no computational theory to deal with this kind
of phenomenon, although the problem of computation despite noise (unreliability)
has attracted the attention of computer scientists since von Neumann's work (von
Neumann, 1956; Gacs & Reif, 1988).
3.1.1 Dynamics, but...
Now we are going to review three collective behaviours characteristic of almost all
ant species. These behaviours, collective decision making, collective sorting and task
allocation, are representative of the kind of phenomena known as emergent computa-
tion, according to the characterization mentioned above. The natural interpretation
as computation will be obviously the role played by these behaviours in colony sur-
vival, that is, the functional properties with which the colony is endowed because
of these behaviours. This small review will be useful also in the next chapter, when
we discuss alternatives to the relations between dynamics and computation seen in
this chapter.
Collective decision making
Experiments with some species of ants (Beckers et al., 1990) have pointed out their
collective ability to choose the richest out of several food sources of different qual-
ity, showing capabilities far beyond those of an isolated ant. To be more specific,
two food sources were presented to an ant colony, simultaneously and at the same
distance of the nest, to measure the patterns of source exploitation. With two equal
sources, the response of the colony was to choose one of them, usually the one that
was first discovered. If the sources were different and were discovered simultaneously,
the richer one was the more exploited. However, if a source was first discovered,
the introduction of a richer source once the trail to the first source is well formed
induces distinct behavior depending on ant species. Trail recruiting ants (for exam-
ple, Lasius niger, Iridomyrmex humilis or Pheidole pallidula (Hölldobler & Wilson,
1990)) are unable to switch in order to exploit the richer source, while group/trail
recruiting ants (for example Tetramorium caespitum (Hölldobler & Wilson, 1990))
exploit instead the richer source no matter the order of discovery. To sum up, if two
different sources are discovered simultaneously, the richer one becomes always much
more exploited, but a late introduction of the richer source may result in switching
depending on recruiting systems, that is, on ant species.
In the same paper where the experiments are described (Beckers et al., 1990),
the authors propose a mathematical model: Let us assume we have N foragers of
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which Xf are at the source i (i = l, 2), E are lost recruits and N — E — X\ — X? are
in the nest to be recruited. Recruitement accuracy is formalised by means of the
fraction of ants in the nest that will become foragers /,-. The model is
2
i-E)- bXi + cE (i=l, 2)
2 2
dtE = (N-^X{- E) £(a;Xi(l - /¿)) -PE- 2c£
t=i f=i
where constants have the following meaning: Lost foragers can return to the nest
every 1/p time units on average or can find one of the two sources every 1/c time
units on average. 1/6 is the average number of time units that ants stay at the
source. The fraction /,- allows one to take into consideration the differences between
recruitment modes. Trail recruitment depends on the number of foragers at the
source, so it is reasonable to make it depend on X{. Moreover, because the more
individuals are at the source the more reinforced is the trail, a monotonie increasing
function g(Xi) would be a right choice for /;. Group/trail recruitment have the
same features as trail recruitment but a constant term has to be added, because of
the recruitment due to direct contact among individuals g{Xi) -f &,-.
The model is able to reproduce accurately the experimental results. The cause
of the symmetry breaking phenomenon when we have two identical sources is clearly
seen in the model: trail recruitment and group/trail recruitment have both an au-
tocatalytic term amplifying small differences in initial conditions (which source is
discovered first). However, the constant term in group/trail recruitment makes a
difference when the two sources are different and not simultaneously presented (the
richer the last). In this case the model with group/trail recruitment has just one sta-
tionary state, i.e. exploiting the richer source, whereas trail recruitment has several
stationary states and which one will be reached depends on initial conditions.
In a remarkable study, Bonabeau has shown that a simple model of cooperative
food retrieval in ant swarms can exhibit flexible behavior when close to the instability
point described by the previous type of models. Close to instability structured pat-
terns of activity can grow and be maintained (Bonabeau, 1996; see also Bonabeau,
1997). In a related work, another model of this phenomenon was introduced by Mark
M. Millonas (Millonas, 1992). Its departure point was the movement of ants along
paths where some quantity of scent was laid, following an experimentally determined
probabilistic law to switch at bifurcations (Deneubourg et ai, 1990). This allows
one to define a microscopic dynamics of ants moving on an ant network, that, under
some restrictions of homogeneity and locality, leads to a set of kinetic equations. Let
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Vi be the length of the i segment. An ant at a vertex of the network, coming from
segment ¿, will choose segment / to continue its walk with probability W/ oc w(cr^)
depending only on the quantity of scent a* present at segment /. This transition
probability will be of the form w(cr) = (a + a}0 where the ß paramater plays the
role of an inverse noise parameter and a is a bias in the scent. These parameters
are species dependent (Deneoubourg et a/., 1990). For technical reasons it will be
written w(cr) = e~^c^ where c(cr) = — ln(a + cr}. Defining W/ in this way, a very
important condition is satisfied, that of detailed balance: W- ' e~ßi' = Wje~^£'. The
next step is to define a master equation (Gardiner, 1983) for the density of ants at
segment Vi
Vidts
i = tu(<rV - u;(<rV' (3.1)
On the other hand ants lay scent on the segments, which can be written in the
following way:
dta
{ = -KO-'' + 17,-s1' (3.2)
where cr' is the scent density in segment i, K is the evaporation rate and r/,- is the scent
quantity laid by an ant per time step in segment i. Equations 3.1 and 3.2 define the
evolution of ants and scents on the network. However, to be able to solve completely
these equations, one more assumption has to be made: Separation of time scales.
We will assume that temporal evolution of scent occurs in a time scale much slower
than that of ant's density, so that constant scent in ants temporal evolution can be
supposed. This is called slaving after H. Haken (see chapter l, Haken, 1977). In
such a case, ants will relax to their equilibrium values before scents change much
and s' can be replaced in equation 3.2 by their equilibrium value s\ which can be
computed thanks to the property of detailed balance (Gardiner, 1983)
. N(a + j?
se = - -  (6.0)
where N is the number of ants and
is a normalization factor. Inserting 3.3 in 3.2 a nonlinear evolution equation for
scents can be obtained
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The case concerning us, that of collective decision, can be rephrased in terms
of this model considering two equal segments whose point of departure is the nest,
having in their ends food sources. The parameters defining the problem will be 771
and 772. This means that ants returning from each food source lay scent at rates
according to the quality of the food source (in agreement with experiments). Using
the parameter R = (a + 0l}/(a + cr2) and some algebraic arrangements, finally the
following equations are obtained
o í i ,Otcr = —Ka
' v(i +
The analysis of this model puts the emphasis in the number of ants N instead of
recruitment strategies, as did the previous model. Defining the parameter 7,- =
oc N (see (Millonas, 1992) for details) it is found that, depending on N,
different behavior concerning the switching ability is obtained. First, let us consider
*7i = ry2. In this case, for 7 < 7C both sources will be exploited evenly, but a
supercritical bifurcation (Wiggins, 1990) occurs at 7C, so that for 7 > 7C one of
the food sources is chosen, depending on random fluctuations in the initial density
of ants sl. On the other hand, for r¡i ^ rj2ì exploitation of the better food source
is a stable solution for all values of 7, although above a certain 7C there will be
another stable solution, i.e. to exploit the poorer food source. This will define
two disconnected branches of stability. However, if the number N of ants grows
from zero, as usually happens in experimental situations, the better food source will
be always the more exploited. Formally, this is due to a transcriticai bifurcation
(Wiggins, 1990).
Collective sorting
In Deneubourg et al. 1991 some experiments are described concerning sorting and
clustering in ant colonies. In one of them a large number of ant corpses were placed
randomly on a arena. A rapid response of the colony (Pheidole pallidula) was ob-
served, sorting the corpses and clustering them. At the end of the process one or
two clusters of corpses remained on the arena. The other experiment consisted of
larvae sorting. The larvae of a colony of Leptothorax unifasciatus were tipped out
onto an area. Workers brought back larvae to the nest making some small piles.
After a while, one large pile of larvae was observed, with a clear separation between
small larvae and large larvae.
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In the same paper a model of these phenomena was introduced. It is not a model
made out of differential equations, as the models we have seen above, but a discrete
model in time and space, a kind of mobile cellular automata. We assume an area
of LI x L2 squares, each one containing an individual and/or an object that can
be of one of two types, A and B. Individuals are able to move randomly in one
of the four directions of the Von Neumann neighborhood, except for the borders
of the area. It has, therefore, zero-flux boundary conditions. Each individual can
hold an object if he is located at the same place and if he is not holding another
object. An individual is also able to put down an object, if he is holding one. An
object will be picked up depending on the spatial environment of the object. Each
individual has a short memory where he can remember how many objects of type
A he has found in the last m steps, and also how many objects of type B. Thus,
an individual is able to compute an estimation of the ratio of A objects, /™, and of
the ratio of B objects, /¿?, in the environment of a given object, that located at the
same coordinates of the individual at that time step. To pick up an object is done
in a probabilistic manner
where K* is a constant. To put down an object we define
_
A'B (i<
where K~ is a constant. As is obvious from the definition of P¿P,B, the more objects
an individual finds of a certain type the less probable is that he picks up one of them,
and from the definition of P^°/^n we see that an individual will put down an object
with a probability that increases with the objects of the same type he finds while
walking around. This simple model reproduces the results observed in experimental
manipulations, at least qualitatively (Deneubourg et c/., 1991). In figure 3.1 we can
see snapshots of the object locations at different time steps. An increasing clustering
according to the type of the objects is observed. Remarkably, this model attains
a global result (clustering of objects initially spread out on the lattice) using only
local rules, just as did Millonas' model of collective decision.
There are some refinements of this model, introduced in (Gutowitz, 1993). The
individuals, as defined up to now, are called "basic" ants; he defines alternative
rules for movement, picking up and putting down objects. These ants are called
"complexity-seeking" ants. Roughly, these ants are able to measure what Gutowitz
calls the local complexity of a square of the lattice. This is a measure of how many
consecutive changes of content there are among neighbor cells, i.e., the number of
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Figure 3.1: Four snapshots of the clustering process in "ant-like" robots (not shown in
the figure). Each snapshot shows the object distribution in a 50 x 80 lattice. The order
in time is from top to bottom and from left to right.
"faces" that separate cells of different type. This determines the direction of the
movement and manipulation of objects. Complexity-seeking ants are able to achieve
the same resuts as basic ants, but faster. This is seen in the decreasing rate of the
spatial entropy (see Gutowitz, 1993, for details).
Task allocation
Division of labor is one of the most explored aspects of behavior in ant colonies.
Every instant, active individuals in ant colonies are performing one of the essen-
tial tasks for colony upkeep: Foraging, patrolling, nest maintenance or midden
work. Every task is done accurately by a certain number of specialized individ-
uals. This specialization is unquestionable in what concerns some tasks such as
reproduction, where there are clear differences, morphologically and in reproduc-
tive status, among queens, workers and males (Hölldobler &; Wilson, 1990). The
term "caste" was used originally to distinguish among these classes of individuals.
However, later on "caste" has been used to distinguish among workers performing
different tasks. In polymorphic ant species, where ants morphologically different
carry out different tasks, we have "physical" castes (physical polyethism) and in
monomorphic ant species we have "temporal" castes, where task is age-dependent
(temporal polyethism). Underlying this notion of caste there is the idea of a fixed
specialization of individuals, which would determine colony behavior through caste
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Figure 3.2: Perturbations in Pogonomyrmex barbatus colonies induce activity switching
(see text). Arrows in the figure show for each activity, which other activities regular
workers will do (after Gordon, 1989b)
distribution (Oster &; Wilson, 1978) caste distribution being a species character
subject to evolutionary processes.
This fixed specialization of workers is nowadays controversial, because, as argued
by some authors (Gordon, 1989a), there is a large body of evidence that individuals
switch tasks, in both polymorphic and monomorphic ant species. It is interesting
that, as Gordon points out, these notions of fixed specialization and caste distribu-
tions could have been reinforced by experiments done with small number of colonies
in very stable conditions and over short time periods. Concerning task allocation
and division of labor, we will assume the ideas unfolded in (Gordon, 19S9a), where
a complex dynamical process between the individual level and the collective level
is the ultimate reason for the percentage of individuals performing each task. For
other current points of view concerning division of labor, see (Robinson, 1992). In
which sense can we say that task allocation is a computational process? It is ob-
vious if we pay special attention to one of the more interesting properties of task
allocation in ant colonies: their flexibility. Usually the environment of an ant colony
is, to some extent, unpredictable and the colony has to deal with very diverse sit-
uations throughout its life. These situations include perturbations in the number
of individuals doing some task and task allocation systems should compensate this
loss, so that colony upkeep continues as unperturbed as possible. This compensa-
tion can take the form of either reassignment of individuals to tasks or activation
of inactive individuals or both, involving, among other things, task switching. But
this is not so simple. Some experiments (Gordon, 1989b) show that task switching
alone does not account for some colony-level phenomena. The experiments with
colonies of Harvester ants (Pogonomyrmex barbatus) consisted of marking exterior
workers (those either foraging, patrolling, doing nest maintenance or midden work)
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to compare their behavior in unperturbed colonies with their behavior in colonies
where some task has been intensified. Furthermore, colonies of different age were
also compared with respect to task fidelity. Results seemingly suggested some level
of task fidelity, although perturbations made workers change task. This change is
not independent of the task an individual is performing, since some characteristic
trends, such as the tendency of workers to switch task out of nest maintenance and
into foraging, were found; see figure 3.2 to sum up the changes among tasks in
unperturbed workers. It was also observed that task fidelity is weaker in younger
colonies. There are also very interesting results concerning colony-level dynamics
suggesting that there is not a simple relation between task switching and number
of workers engaged in different tasks. For example, in the perturbation experiments
foragers rarely switched tasks to do nest maintenance but perturbations increasing
nest maintenance work decreased the number of workers foraging.
From these and other experimental results (Gordon, 1989a; Gordon 1989b; Hölldobler
& Wilson, 1990; Robinson 1992 and Wilson, 1971) it is clear that the interplay be-
tween the colony and the individual, in what concerns task allocation, cannot be
accounted for either by optimization models (Oster fe Wilson, 1978) (since we have
dynamical task switching) or by simple linear relationships between numbers of
workers engaged in such and such task. Recently some models have been proposed
to explain these phenomena, having in common a serious consideration of nonlinear-
ities as a possible cause of the complex dynamics underlying these task allocation
systems. A model of the above mentioned experiments was suggested in (Gordon et
al., 1992) based on attractor neural networks (Amit, 1989). Individuals are divided
into eight categories according to task and activity: Forager, patroller, nest main-
tenance worker and midden worker, being either active or inactive for each task.
A triple (±1,±1,±1) represents each category. Interaction among ants is defined
through three matrices a, ß and 7, each one representing one binary decision, so
that one of the eight categories can be chosen from the interaction with other ants.
These matrices are defined according to some plausible rules of interaction among
workers. If we have an ant in a state (aj., 6£, c£), the next state will be given by
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where 0(x) = 1 if x > 0 and 0(x) = 0 otherwise. The existence of a global attractor
for this system can be demonstrated (see (Gordon et al., 1992) for details) using the
energy function
E = - - []T ajkajak + Y^ ßjkbjbk + ̂  7^-c*]
Multiple attractors can be obtained with the same system modifying the 7 matrix
(this can be shown with the same energy function). Although the model does not
reproduce exactly either the interactions among workers or the structure of these
interactions, the type of dynamics proposed reproduces, at least qualitatively, the
phenomena to be explained, that is, the non-linear behavior of workers engaged in
some tasks with respect to perturbations in workers performing other tasks.
There are other factors, besides that of interaction among workers, affecting
allocation of individuals into different tasks. One of these factors is colony size
(Hölldobler & Wilson, 1990). Recently a model based on ordinary differential equa-
tions and stochastic processes has been proposed to account for this phenomenon
(Paccala et al. 1996). Briefly, the model is able to suggest how individuals have
to regulate the per capita rate of social interaction in order to keep in balance the
acquisition of information through environmental stimuli and social exchanges. Be-
sides, the comparison between deterministic and stochastic versions of the model is
useful to see the plausibility of the deterministic model for small groups, perhaps
surprisingly due to the collective nature of the phenomenon. Finally, the model is
able to show how a very simple mechanistic interaction allows the system to achieve
distributions near those that would maximize colony fitness.
3.1.2 ...where is the computation?
Usually, in order to understand computational phenomena in collectives of simple
agents researchers have put the emphasis on modelling the dynamics of these phe-
nomena, showing how to apply that dynamics to the solution of some problem, typ-
ically optimization problems such as the Travelling Salesman Problem (Bonabeau
& Theraulaz, 1995, chapters 6 & 7; Colorni et al., 1992; Dorigo et al., 1996). But
if we want (and we do) a theory of emergent computation we must relate compu-
tational processes in collectives of simple agents to well known classical notions of
computation (Hopcroft &: Ullman, 1979). We have been reviewing some experimen-
tal and theoretical results concerning three different behaviors of ant colonies that
may be called "computational", that is, emergent behavior with some well defined
utility for the colony. However, what we have seen are models of the dynamics of
the system, not of the computational properties. From those models it is relatively
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easy to construct algorithms to solve problems like ants do, that is, in parallel and
using nonlinear and/or noisy distributed mechanisms. But, what if we want to know
about these phenomena computationally!.
One answer could come from the use of theoretical computer science tools to
model the dynamics of the phenomena we want to study. Thus we would have from
the very beginning a model in computational terms, with which to obtain informa-
tion concerning dynamics and computation. This has been done using the formalism
of Probabilistic Process Algebra (PPA) (Tofts et al., 1992; Tofts, 1993; Tofts, 1996;
for a definition of probablistic process algebra, see Tofts, 1994), a probabilistic ex-
tension of process algebra (Milner, 1990). PPAs are a formalism to build up general
concurrent systems made of interacting individuals, hence their usefulness in mod-
eling collective behavior since that is, generally speaking, what collectives of agents
are. We will not detail either process algebra or PPAs, but we will try to offer some
idea of the formalism, summing up the experiments done by A. Sendova-Franks
and N.R. Franks on colonies of Leptothorax unifasciatus ants (Sendova-Franks &
Franks, 1993) and the theoretical PPA models of C. Tofts (Tofts, 1993). The exper-
iments, very briefly, give as a result a correlation between age and task (temporal
polyethism), though this correlation was found to be extremely weak. To explain
this and other results, such as the rough correspondence between spatial location and
task, Sendova-Franks & Franks (1993) proposed the "foraging-for-work" hypothesis,
i.e. ants actively seek tasks to perform. Under this hypothesis, correlation between
age and task would be a by-product (which is best known as a side effect, or emer-
gent property, considering the system we are dealing with here (Forrest, 1990)) of
the task allocation system. To check this hypothesis, Tofts (1993) introduces an al-
gorithm for task allocation based on "foraging-for-work". This algorithm is formally
defined in terms of a PPA called "Weighted Calculus of Communicating Systems"
(WSCCS; Tofts, 1994) which allows each agent to be defined as a probabilistic pro-
cess and compose them in parallel. The algorithm, roughly, operates according to
the following idea: If an individual could not successfully perform its current work,
it seeks to work in one of the tasks nearer to the one it is performing. It is a compu-
tational model with which computational properties can be measured, such as the
number of states of the system, and dynamical properties demonstrated, such as the
stability of states consisting of an equal number of individuals distributed among
all tasks. Finally, the appearance of an age structure is observed in the model, as
observed experimentally (unfortunately there is not enough space to consider in de-
tail the model, see Tofts, 1993). The use of PPAs to model biological phenomena is
very promising, though some points remain to be worked out, i.e. the importance of
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space in biological phenomena is well-known (see, for example, Deneubourg, 1977)
this being a problem not definitely solved in process algebra (Baeten & Bergstra,
1991). Furthermore, there are some practical difficulties arising when dealing with
systems with a large number of elements (Tofts, 1996), a property that must be
taken into account in collective systems.
Another possibility would be to consider dynamical systems modeling collective
behavior and computing1, according to some definition of computation in dynamical
systems; for example, a dynamical system computes if it can simulate some formal
computing device, such as deterministic automata or Turing machines (Hopcroft
& Ullman, 1979): There are systems of ordinary differential equations simulating
universal Turing machines (Branicky, 1995), though these systems are quite ad-
hoc and it is difficult to use them to model the behavior of real systems. Other
systems capable of simulation of Turing machines are cellular automata and neural
networks (Garzón, 1995) but the above criticism also applies in this case. A feasible
alternative would be to compute by means of embedding universal logical gates
(logical gates, such as the NOR gate, with which to build up any other logical gate)
in dynamical systems: Universality in the game of "Life" has been proved in this
way (Berlekamp .et a/., 1985). This will be the approach followed here to explore
the computational capabilities of a slightly modified version of FNNs. However,
a relevant difference must be pointed out in relation with deterministic discrete (-
state) dynamical systems like the Game of Life (GL). Although a NOR gate can be
built up by means of an appropriate set of initial conditions plus the GL rules, this
gates -as in other deterministic systems- are highly sensitive to perturbations. More
precisely, any small amount of noise able to modify a single bit of the NOR gate
will destroy it. This fact is not taken into account in the standard theory. Following
our previous approach based on stochastic dynamics, we could ask ourselves if a
feasible NOR gate could be properly implemented in such a way that noise was
not relevant. Still more important, given the relevance of phase transtitions in
collective dynamics, perhaps a NOR gate could be obtained if an appropriate FNN is
constructed where probabilistic individuals could take advantage of phase transition
points as fluctuation amplifiers in order to process information.
1Note that we are now making a distinction between solving a particular problem and general
computation, in the sense of the abstract theory of computation
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3.2 Universal Computation in FNNs
The modified FNNs are defined as follows: We consider a set of N entities (which
we will call "automata" or "ants") defined, in the general case, by a set of elements
each one represented by m bits, i.e. S¿(í) = ( S ¡ ( t ) , . . . , S ™ ( t ) ) . Here we take S¡ £
S = {+!,—!}. For simplicity, we consider single-bit individuals (i. e. m = 1). The
density of automata will be indicated by p = N/L?. Each time step, all elements
will move at random towards one of the eight nearest lattice positions (if available).
The dynamics of this network is described by means of a transition rule defined
by the transition probability:
P(Si -> -5,0 = 1- tanh ( ß (hi(t) Si(t) - ©,-))
where hi is the local field, defined as:
MÍ) =
being the sum extended over the "neighbors" of Si(t). Here the strength and type
of connection is the same as in section 2.2.1, with the obvious changes to deal with
the different representation of states.
For the particular case where A,-j = 1 for all cases (ferromagnetic FNN) it is not
difficult to show that the macroscopic state defined by m({S}) = ̂  • Sj/N evolves
following the mean-field equation:
„dm
-^— = — m + tanh /?p(m + h)
where h is the so called external field and F is a constant rate, defining the charac-
teristic time scale of relaxation. We have not provided details on how we derived
this equation since the techniques used have been the same used to derive equation
1.6 (chapter 1). For h = 0, the stable attractors of this system will be: (i) m^ = 0
for J = ßp < O = Jc and m*± =¿ 0 (with m*+ = —m"_} for J > Jc. We say that
symmetry breaking occurs at Jc = 0 , where two new states emerge. In terms of
information, we can say that the original information is doubled because two new
attractors become available (Haken, 1977). These attractors can be visualized as
the minima of a free-energy $>(m,/i) of the system, i.e.
dm*
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One possible free-energy function (also called Ginzburg-Landau potential) com-
patible with the previous equation for m(t) is:
—$(m, h) = <j)(m, h) = ^m2 -f pin < cosh \ß(pm
J V ¿t l
in such a way that our dynamics is defined by a gradient system, i.e.:
dm _ o$(m,/i)
dt dm
and so a relaxation towards m^_ or m*_ (depending on the initial state ?n(0)) will
occur.
We have introduced this particular case because it illustrates the early sugges-
tions by Haken (1977,1988) about information processing in complex systems. To
store information, the system has to be able to stabilize the attractors in deep
enough minima (i. e. those defined by <fr(m, /i)) . But in order to process infor-
mation, switching among attractors is necessary. If, through some self-regulated
mechanism, a switch among attractors is available, processing becomes possible.
Though it has been suggested that complex computation takes place in systems
poised at critical points, here we suggest a different strategy. The system can store
information by means of attractors and switch among them by moving through crit-
ical points.
By an adequate choice of the connectivity matrix, we can reach a particular
global state by means of local interactions. Assuming that J > Jc then the matrix
which defines the ferromagnetic FNN, is in fact the discrete counterpart of the
previous mean-field model. For ß = 0, half of the automata will be in state -f 1
and half in —1. When ß > 0, symmetry breaking takes place. One of the possible
attractors {m^,ml} will be choosen.
Another possibility in order to reach a particular attractor can be to provide
an external field h > 0. Then an asymmetry is introduced from the beginning and
the system will be in one of the global states m+ or ml. But there is an additional
possibility. We take ß > 0 and an appropiate A matrix such that transitions towards
a particular state are more likely to occur. As an example, we can take:
A0 =
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(where e 6 (0,1)) is such that leads to a FNN where almost all elements move
towards the state S¡ = +1, and so m —> m+. In this way, we can store information.
Now the basic problem in order to perform computation is to have a mechanism
of switching among attractors. In this way, we process information. One possibility,
as stressed by Haken (1977,1988), is to be able to switch by means of fluctuations,
which are larger as we approach J = Jc, the critical point where fluctuations diverge.
But in this state the reliability of the system is lowered precisely due to fluctuations.
So what we need is an additional mechanism which should be modified by the own
system (say the agents), and able to reach different attractors under suitable inputs.
The previous mechanism of communication, which involves direct contact among
neighbors, is just part of the story. Chemical communication in ants play a very
important role and will be also considered in our study. Some general comments are
of interest:
(a) Ants interact among themselves both by direct contact and by means of
chemical substances (Wilson, 1971).
(b) By means of both phenomena, the ant behavior can switch from the current
state to another. In any case, the ant can respond to the chemical signal and
reinforce it. As a consequence, there is a non-trivial global behavior sustained by
means of the individual activity of ants, being this activity simultaneously modified
by the chemical field. The individual ants and the global activity pattern are related
in two directions: from top to bottom and from bottom to top (see chapter 1).
(c) Computation (according to the characterization given at the beginning of
section 3.1) takes place collectively. The ant colony perceive external signals and
monitors its environment, being then able to make decisions. These decisions result
from different inputs which can be conflicting (two different food sources, enemies,
etc). Local inputs must be processed collectively in order to obtain an adequate
global output. As stated by Wilson: "(local information) is judged principally, and
perhaps exclusively, by the "electorate" response of the colony through all-or-none
"voting" by the individual ants" (Wilson, 1971).
(d) The ant colony needs to be flexible. Once a given information is detected,
chemical communication (as trails) makes possible the global response. The stability
of the chemical signal is thus relevant for colony behavior. But after a given source of
information is gone, the colony has to be able to switch again towards the "normal"
state, defined by means of some task distribution. Again by Wilson: "the level of
accuracy (of chemical communication) has been arrived at a compromise betwen
the utmost effort of the ant's chemosensory apparatus to follow trails accurately
and, simultaneously, the need to reduce the quantity and increase the volatility of
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Figure 3.3: Switching between atractors. The numbers of individuals engaged in different
tasks defines the global (colony) states. For each combination, an "energy" function is
defined. The system spontaneously evolves towards those states characterized by the
deepest valleys. As some external signal is introduced, the system can amplify it; by
changing the landscape, a computational process can take place.
the trail substance in order to minimize overcompensation in the mass response"
(Wilson, 1971)
The last two comments can be well represented by means of a simple diagram,
which uses the idea of attractors, as shown in figure 3.3 (see also Gordon et al.,
1992). We can imagine the standard distribution of tasks as a given set of numbers
of individuals engaged in different activities. This distribution is, in our approach
, an "attractor" of the dynamical state. In figure 3.3a, it is shown by an energy
landscape where the minimum represents the most probable distribution of states.
Here a is the deepest valley, defining the most probable distribution, though may
be other small valleys (ß) could be present. As an external signal is detected, the
system should be able to switch towards other attractors (i. e. a — >• /?, by changing
the landscape) in order to perform new tasks.
In our study, we consider a given chemical concentration C(i,j) which can be
detected and reinforced by the individuals. This substance, in absence of individuals,
will have a simple dynamical evolution given by the diffusion equation (DE):
Here fj, stands for the spontaneous rate of decay, D is the diffusion coefficient, and
V2 = d% + dy is the two-dimensional Laplace operator. A discretization of the
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previous DE will be used, where we will use the following numerical approximations:
fc=-i,+i Jt=-i,+i
where we take Sx = 1, and time is also discretized as:
g
where 1 < í, j ' < L and tk = kSt (here we use 5 = 10~3). Clearly, our numerical
calculation of dynamics of the chemical component defines two distinct time scales
for individuals and the chemical field.
If individuals are present, a new term should be included in the previous PDE,
involving the reinforcement of the chemical signal, as will be done below. It is inter-
esting to mention here that chemical communication, together with tactile stimuli,
is able to provide strong cohesiveness even to large societies. Army ants, which are
among the largest societies, show spatially self-organized swarm raids that covers
1000 m2 in a day (Deneubourg et al., 1982). It is one of the best examples of col-
lective decision making without centralized control of any kind. In this context, a
remarkable study by Mikhailov (1993) on mass communication in distributed sys-
tems has been performed, involving the formal approach of neural networks together
with chemical mediators.
Now we show how a NOR collective gate can be obtained in a simple way. First,
we have to define the "normal" state of the network, which can be understood as a
given distribution of tasks. For simplicity, we will define a colony state where the
elements in our FNN are mainly in state Si = +1. This can be achieved in several
ways. Three situations are considered in the following subsections.
3.2.1 Matrix AQ, chemical switch
This is the simplest collective NOR gate, where a properly defined "collective"
response 0, the output of the gate, needs to be introduced. Here we take ß > 0
and the connectivity matrix will be AQ. As a consequence of this particular choice,
a given task distribution will be obtained, being the Si = +1 individuals the most
abundant.
Now let us define the two external "inputs", /i and /2, necessary in order to
construct the logical gate. Following our previous discussion, they can be two signals
placed at two different points of the lattice (the environment). Here we use two
opposite vertex. As a signal, we take a given fixed concentration Co which can
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(/,• = 1) or cannot (/,- = 0) be present. At a given time step (and for some time
r) we fix the state 2 of both points to Co- Then if a given individual detects, at a
given lattice point, a concentration C > 0, where 6 is a threshold, it reinforces the
local concentration by an amount V>. The local concentration acts on the local field
in the following way:
here d is the local concentration perceived by the single individual (located at
a given lattice point). We see that in this way, the local field is modified, and
the new transition probability makes possible to switch towards a different state.
Physiologically, this is nothing but a change in the excitability of the individual
automata. As Ci grows, it becomes more and more likely to switch towards 5",- = — 1.
If the self-reinforcement of the chemical field is strong enough (and this will depend
specially on fj, and p) the whole system can switch. The local signals have been
amplified and a new attractor has been created (as it was shown in figure 3.3). In
figure 3.4 we show, for a particular set of parameters, the evolution of the three
main quantities defined in our study: m, C and fi. Here fi is the discrete output
obtained from our collective computation, and it is defined as
N
where Q(z) is the Heaviside step function.
We can see that after the appearance of the external signal, the system is able to
switch towards the negative values and so fi = 0. In other cases (see below) the self-
reinforcement of the chemical field is strong enough that the new state is maintained
indefinitely. For very slow densities, both fluctuations and small information transfer
makes the gate very unstable.
3.2.2 Matrix A/-, nonzero threshold
A different possibility is a FNN with ferromagnetic interactions (as defined by the
matrix AF) and where a given non-zero threshold 4> is introduced. Again, individuals
will move towards m+ (here we take ß > 0). Now the local field is given by:
hi(t,d) = JijSjW-í + d (3.4)
2Many other possibilities are allowed, in such a way that the input signals are not coupled with
the chemical field. For example, if an automaton detects an input /,• = 1, it leaves a given amount
of chemical. These possibilities have also been explored, leading to similar results


















Figure 3.4: Collective NOR gate. An example of the dyamics of the three basic compo-
nents of our model is shown (see text). As an external signal is introduced (from step 100
to 150) a chemical field is formed, and a switch is obtained. For this parameter combi-
nation, the switch is a transient situation. After some time steps, once the chemical field
decay to zero, the previous state is recovered.
and the previous rules are the same as before. For an adequate choice parameters, a
similar scenario is obtained. This can also be obtained using a different chemical field
C,*, instead of a fixed threshold, 0. If no external input is present, the individuals
can self-maintain this new field. When the external signal is detected, the new field
would be more reinforced, and the transition can take place.
3.2.3 Matrix two chemicals
This is a more sophisticated situation. The system starts with a small ß > 0 value
and the Ajr matrix. If no external inputs are present, both states Si = ±1 are
equally likely to occur. Now let us assume that two different types of inputs (which
we can arbitrarii!}' call "0" and "1") are allowed, with concentrations (7(1) and C(2).
So now /,- = 0 means that C(1) is being introduced as an input, and /,• = 1 means
that C(2) is used. Then two different chemical substances are specified as a symbol
of the input alphabet. Both chemicals will have characteristic rates of decay (/^i, ̂ 2)
and diffusion rates (Di,Di).
Now the local field will read:
where each chemical is acting', as we see, in opposite ways. Again, as automata find
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Figure 3.5: Phase space for the collective NOR gate (see text). Three qualitative domains
are obtained. The dashed area (RN) is linked with those parameter combinations unable
to define a NOR gate: random fluctuations are dominant. The dotted area is linked with
a properly defined NOR gate, but the self-reinforcement of the chemical field is too strong
(see text). The white area corresponds to a properly defined NOR gate, and the system
returns to the starting attractor once external signals are removed.
locally any of the chemical signals, they reinforce the local values (if C\ > 6\ ,
as before). The competition between both chemicals can result in different global
outputs. If the specific rate constants are suitably chosen (for example, if p\ > ̂
and DI = jD2) a NOR gate is obtained.
3.2.4 Parameter space
We have now to see how robust are these collective gates. Their behavior depends
upon the parameters involved, and here we analyse the first type of gate. The
following constants are used: C0 = 10, D = 0.2, 9 — 10~
4 and 0 = 0.5. Using a
L = 20 lattice, with e = 0.35 and ß = 2, a detailed study of the parameter space
(/9,/i) has been performed. For each sample, we have discarded T = 200 transients
in order to reach the colony attractor given by matrix A0 and the external signals are
introduced over a short period of time (r = 50 time steps). Then we study whether
or not the colony is able to switch towards the new attractor and move back some
time later. We take as correct those samples where the colony is able to switch and
return to the initial distribution (here m+) into a period of 150 time steps.
The phase space of our system, for the previous parameters, is shown in figure
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3.5. Three regions are observed. The first one is the so called random network
(RN, shaded area) obtained at very low densities of individuals, is a domain where
the NOR gate cannot be built. Either random effects become dominant (and the
FNN is switching randomly) or only if the two sources are present the system can
switch. The dotted area shows a domain where the NOR gate works, but no turning
back to the initial attractor is possible. The amplification of the incoming signals is
too strong and becomes self-sustained. The white area is the most interesting: the
NOR gate is built and the system is flexible enough to move back to the previous
attractor. This happens at intermediate densities. As far as the collective gate can
switch back to the previous state in a bounded interval of time, a characteristic
time scale for computation can be defined. The main properties of this parameter
space (as the separation in three well defined areas) are also obtained from the other
implementations of the NOR gate.
3.3 Conclusion
In this chapter we have discussed the relation between computation and dynamical
systems. According to a widely accepted characterization of collective computation
(Forrest, 1990), this is determined mainly by the dynamical properties of the system
and computation arises either because an external observer interprets the dynam-
ical pattern as such or because the dynamical properties endow the system with
functional properties. So then, what is usually done in the literature is to build a
dynamical system that solves some sort of particular problem (Dorigo et al., 1996).
We have reviewed three well known examples of emergent or collective computation,
according to the characterization mentioned above.
This framework is clearly inadequate if we want to connect collective dynamics
with constructs from computation theory (Hopcroft & Ullman, 1979), such as finite
automata or logical gates, which is, we think, indispensable in order to attain a
theory of collective computation. A first attempt to deal with this problem has been
done by means of an analysis of a particular problem involving the computational
capacity of FNNs. As a starting point we have considered the possibility of building
a NOR collective gate. A simplified situation was considered, where two external
signals {/i,/2} of some type are used, and a binary variable is assigned to them.
A binary variable is also defined over the colony states in such a way that we can
clearly construct a table for the gate.
The external signals are appropiately amplified by the automata, and the self-
reinforced field acts on the individual individual states through a change in the
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transition probabilities. By depending on the density of individuals and the rate of
decay of the chemical field, the external inputs can be amplified. Then an emergent
pattern is obtained: a self-sustained chemical field is created. As a consequence a
global colony organization is reached. Some parameter combinations (p,/^) makes
the system more or less flexible, eventually switching back towards other attractors
as the external inputs are removed. Following this idea, we have obtained a NOR
gate in several ways. One or two chemicals can be used. They can act on all types
of individuals or in different ways for different states.
The existence of a domain of densities (p) where maximum flexibility is allowed
is consistent with other experimental and theoretical works involving networks of
patrolling ants (Adler & Gordon, 1992). The encounter rates among ants has been
shown to be of extreme importance as an organizing factor for the colony behavior.
In terms of dynamics, a low density makes possible to enhance fluctuations and
switching among attractors. If the density is high enough, we can also ensure (at
least transiently) the stability of the attractors. This compromise has also been
observed in other situations (see chapter 2).
This work can be extended to more general situations. If an arbitrary set of
chemical signals {C\ '} is involved (here k = 1,2, ...,/) then the local field /i,- per-
ceived by the individual automaton will be:
w,tófc)}) = E JijSM
) k=l
where 77^ 6 {—!,+!} by depending on how each field behaves. The previous results
would be then generalized. Equation 3.4 contains much of the ingredients of collec-
tive dynamics. Agent-to-agent interactions and the creation and interaction through
chemical fields are both involved. The importance of each term will be different for
different species, but their sensitivity to fluctuations and how the colony behavior is
tuned are rather general problems. The appropiate transfer and processing of infor-
mation requires parameter combinations not too far from phase transition points.
In fact, recent theoretical studies shows that such points would play a prominent
role in the evolution of social behavior, as early suggested by Wilson (Hölldobler &
Wilson, 1990).
Two final, particular comments have to be considered for future studies:
(a) The FNN model is robust against noise. Though some deterministic cellular au-
tomata models (as the Game of Life) have been shown to be able to support universal
computation (Berlekamp et a/., 1985) they are not robust when noise is present (as
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it happens in natural conditions). A random change in a single automaton state can
destroy the gate. A FNN finds the robustness through the amplification of incoming
information and is only weakly dependent on failure of single units.
(b) The FNN is a spatially-distributed system. As a consequence, if different inputs
enter to the FNN at different spatial locations, competition and pattern formation
can occur. We can easily build up other types of collective gates in response to
different types of inputs. It will be of interest to know how such -perhaps conflicting-
inputs are processed into the system and how complex these computations would
be. This also opens new problems. Though the NOR gate has been shown to be
constructable, how several gates could be coupled in order to simulate more complex
gates is far from trivial.
Thus, a first approach to the general problem of computation and collective
systems has been introduced. There are some difficulties in going farther with this
approach, such as the above mentioned simulation of more complex gates. The
making of complex gates is likely to introduce ad-hoc mechanisms, so that the
criticisms raised above to the theoretical work on computing with dynamical systems
apply also to this case. Furthermore, a non-uniform model of computation, such
as that of logical circuits (Balcázar et a/., vol. I, 1988), is not so desirable since a
different circuit should be constructed not only for each problem, but for each length
of problem instances. Thus, we have left the FNN formalism and we have looked
for more abstract ways of dealing with this problem, in order to simplify it as much
as we can. This is the subject of the next chapter.






Several ways of relating dynamical systems and computation have been mentioned
in chapter 3, though any of them has been found adequate to build a theory of
collective computation. The theoretical work on computing with dynamical systems
(see for example Branicky, 1995) does not provide us with the tools with which to
model real (either natural or artificial) systems and the "emergent computation"
approach is too focused on solving particular problems to be useful for theoretical
concerns. We have explored another way, that of building dynamical systems, not
too far from those modelling real systems (the FNN in our case), that behave as
simple computational devices (a NOR gate), but some difficulties have arisen that
make unclear how to proceed from what we got. However, there is an alternative
that is worth to explore, that of computational mechanics (Crutchfield, 1994b).
4.1 Computational mechanics
In section 3.1.1 we have reviewed three typical behaviors of ant colonies (collec-
tive decision making, collective sorting and task allocation) illustrating S. Forrest's
characterization of emergent computation (Forrest, 1990). Let us go back to those
examples and introduce computational mechanics with their help. First, let us re-
think in terms of information processing what is going on when ants display the
behaviors above mentioned:
(1) Collective decision making: The theoretical models reviewed so far may help to
ascertain in which way collective food selection implies information manipulation.
Both models capture one important feature of real ants: The creation of a field
of pheromones that guides individual behaviour. The field (represented by a1 in
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Millonas' model and by g ( X i ] , that is, trail recruitment in Beckers et al. model)
plays the role of a long term memory. So, information storage is spatially distributed,
which allows individual ants to manipulate this information, either reinforcing or not
the field according to the local information available, that is, the "intensity" of the
field on the surroundings of the ant. It is easy to see how information is transmited,
it comes with the local changes of the field, though it can be transmited also from
individual to individual in group/trail recruitment. Furthermore, we see that these
are precisely the key aspects when modelling the dynamics of the phenomenon,
so why do not ask for a quantification, in information processing terms, of the
collective decision? We have seen, in the theoretical models, how abrupt changes
-transitions- occur that allow the system to choose the best food, so what changes
in the information processing mechanisms to get the correct behaviour? Of course
there are not answers as yet to these questions, because there was not any adequate
framework in which to pose them.
(2) Collective sorting: In this case we deal with a stigmergic process (see chapter 1)
implying that information transmission is performed through the spatial distribution
of A and B objects. This turns out to be also the memory used by the collective
system to proceed with the clustering task, memory that is modified by individual
activity through the picking up and putting down of objects. As the model suggests,
the clustering process relies on some fluctuation in the random redistribution of
objects that takes place in the initial steps, fluctuation that must be large enough to
attract more objects of the same sort. Then, a change in an initially unstructured
distribution occurs so that the clustering of equal objects can be initiated. This
change in the information storage of our system (a change in structure), could it be
quantified in computational terms?
(3) Task Allocation: Task allocation is a more general problem than the ones solved
by the other reviewed emergent behaviours, though myrmecologists have speculated
on some aspects of its information processing properties, for example information
transmission: Robinson (1992) suggests that synchronized activity may enhance the
sampling of information in individuals, assuming that information is transmitted
from individual to individual, and Bonabeau et al. (1996) suggest that a "stimulus"
associated with each task induces an individual to work in that task in a genetically
determined way. Other information processing structures are far less clear. We
could assume that the state of our system, in what concerns to which tasks are
needed and which are not, is a sort of memory that induces individuals, by some
unknown means (Robinson, 1992), to work out the currently needed task(s). Finally,
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information transformation might be performed through task achievement, which
changes the memory (state) of our collective system.
So, we have seen three examples of functional collective behavior in ant colonies
in which either information storage, information transmission or information trans-
formation plays an essential role. Furthermore, in all cases it is quite clear that
the historical memory of the process must be considered at the level of the whole
system, i.e. the pheromone field, the spatial distribution of objects and the tasks
status (accomplished or not). If one wants to characterize the global state of the
system the usual measures of structure in physical systems (Fourier spatial modes,
wavelets and so on, see Hanson, 1993, chapter 1) may be applied. However those
measures do not provide the relevant information about the system, because what the
ant colony is really doing is to manipulate structured information, i.e. computing,
in order to perform some activities essential for survival. This must be reflected, in
some measurable way, in the collective state of the swarm and, of course, these mea-
sures must be computational measures. Thus, the analysis of physical systems by
computational means, in order to uncover the implicit manipulation of information
embedded in these systems (also called intrinsic computation), must link observa-
tions in real systems (either natural or artificial) with computational notions, which
is precisely the purpose of the new field of computational mechanics.
There are some cases where we can find out systematically how information
processing is being performed by the system of interest. Among these cases we may
mention one dimensional cellular automata (Hanson, 1993; Mitchell et al., 1994),
systems with quasiperiodic and period doubling route to chaos (Crutchfield & Young,
1989, 1990) and one dimensional spin systems (Crutchfield & Feldman, 1997). Let
us illustrate how a computational structure may be embedded in a dynamical system
by means of the e-Machine Reconstruction Algorithm (e-MRA), an algorithm with
which to reconstruct Deterministic Finite Automata (DFA), that is, machines with a
finite number of states (Hopcroft & Ullman, 1979) from a discrete symbol sequence.
The dynamical system will be a discrete map: The logistic map (Wiggins, 1990) We
. will generate the sequence from the orbits of the logistic map (Crutchfield &: Young,
1989, 1990)
xn+i = l-^xl (4.1)
First of all, our point of departure will be a discrete series of measurements from 4.1
and an arbitrary initial condition x0. As we are measuring a continuous state, we
will do so with an "instrument" with finite resolution e, in our case we use the
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partition
H = {xn € [-1,0) =* Si = Q,xn € [0,1] =» £ = 1}
where SiS^Ss... will be the sequence of bits 5,- € S = {0,1} generated through the
dynamics of the map 4.1. II has not been chosen arbitrarily, since it can be shown
that only a special class of partitions are suitable to study discrete maps. Indeed, if
one wants to reach any conclusion with respect to the original system 4.1 studying
only bit sequences, the partition must be generating or Markov, that is, there must
be a finite-to-one correspondence between infinite sequences and initial conditions
XQ (Wiggins, 1990). We will be seeking a machine that is the best description of
the series of measurements. We are, then, working with a dynamical system plus
instrument (5, e). Once we have a symbol string we have to detect "causal" states:
The set of subsequences that renders the future conditionally independent of the
past (a detailed discussion of what are the causal states is beyond the scope of
this thesis, see the example below and Crutchfield, 1994b). These states and the
probabilistic transitions among them (inferred also from the symbol sequence) will
define the machine associated with the data stream.
Let us assume that the dynamical system 4.1 with the "instrument" II generates
the sequence of 21 bits
101010001000001000101
We parse the sequence with a sliding window of length D, D = 5 in this case, and
create the parse tree of figure 4.1. Each node has associated an integer counting
the number of times we have parsed a D-bit sequence whose path through the tree
contains that node. Now we have to identify those nodes that are future-equivalent,
that is, having a topologically identical subtree of some depth L < D. In this case,
with L = 2, we can see in figure 4.2 how many different subtrees of depth 2 (also
called morphs) there are in the tree of figure 4.1. Each node with a depth lower than
Depth(tree)-L has a morph associated with it and can be labelled correspondingly
as shown in figure 4.3. According to the numbering of nodes in figure 4.1 we have
A = {1,2,4,7}, B = {3,10,11,8,5} and C = {6,9}, that is, each label is a set of
nodes.
Considering each label as a state, it is clear that we can build up the determin-
istic automaton of figure 4.4 from the labelled tree of figure 4.3, without transition
probabilities. How do we find the probabilities? Let us come back to the node
counters Cni where n is the node. If a node n is a parent of a node n' with, say, a
0-edge joining the nodes, the probability
P(label(n)4label(n')) = ̂
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Figure 4.1: The result from parsing the bit string of the example detailed in the text with
a sliding window of length 5 is the tree of the figure. Each node n is numbered and the
counter Cn is shown aside.
so, according to figure 4.3, we have
P(C4ß) = P(6 -> 10) = 0.6
and
P(C4ß) = P(Q -»!!) = 0.4
But what happens with, for example, P(A—>B)? Is it equal to P(l -> 3)?, or to
P(2 —» 5)?. In case of ambiguities we will choose the transition highest up in the
tree because the counts are larger and the statistics more reliable (Murphy, 1996),
so P(A—>jB) = P(\ -» 3) ~ 0.3. The other probabilities are computed similarly,
obtaining the automaton of figure 4.4. Figure 4.5 summarizes the entire process.
There are some points that deserve further explanation. First, how do we choose
the parameters D (window length) and L (morph depth)? If we choose D too
large, there will be insufficient statistics, if it is too small it will fail to capture
structure in the data. Likewise, if L is too small the models reconstructed, if any,
would be inaccurate models of the data. In practice a series of reconstructions is
performed for increasing D, choosing L = [^5^J, given a finite data set N. At
first there will be different machines, due to inaccurate reconstruction because of D






Figure 4.2: In the tree of figure 4.1 we find only these three morphs of depth L = 2: (a)
under the nodes 1,2,4 and 7; (b) under the nodes 3,10,11,8 and 5 and (c) under the nodes
6 and 9.
increasing D. We will say that reconstruction is stabilised. For large D insufficient
statistics appear and the reconstruction fails again. Second, is the result of the
reconstruction always a Deterministic Finite Automaton (DFA)? The answer is no,
we obtain sometimes a Nondeterministic (NFA) one. The reasons are diverse. In
general, to assure DFA reconstruction some conditions have to be fulfilled: N large
enough to have good statistics, the data stream has to be stationary and, of course,
it has to be generated by a finite-state process. If any of these conditions is violated
the reconstruction procedure never stabilizes. The more interesting case is that of
infinite-state processes, where the reconstruction fails, though a close examination
of the NFA could lead to a stack automaton (Hopcroft & Ullman, 1979), a higher
level in Chomsky hierarchy (Crutchfield & Young, 1990).
From the e-machine a measure of how complex is the automaton can be defined
where Si are the recurrent states of the e-machine and P(Si) is the stationary proba-
bility distribution of the e-machine if viewed as a Markov chain (Luenberger, 1979).
CM is called the Statistical complexity. Also, from the discrete symbol sequence
(assuming now that is infinite) we can define the entropy density as
where H(L) is the Shannon entropy of the distribution of length L subsequences
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Figure 4.3: Nodes can be labelled according to the morphs of figure 4.2. Of course nodes
with depth > 3 do not have any label. Nodes with the same label will represent the same
state in order to construct the automaton (see text)
0/0.7
1/0.3
Figure 4.4: The DFA with probabilistic labels result of processing the 21 bit string shown
in the text with the €-MRA (see text).
Roughly, AM is a measure of how random is the sequence (for a complete discussion
on Ä„, Crutchfield & Young, 1990 and Beck & Schlögl, 1993).
The e-MRA is just a practical way of obtaining an intrinsic computation estima-
tion. There is much more on computational mechanics; for example, in the case of
one dimensional spin systems there is no need of using the e-MRA, since Cß can be
found analitically (Crutchfield & Feldman, 1997). However, what we have reviewed
up to now will be enough for our purposes (for a broad view of computational me-
chanics see Crutchfield, 1994b; see also Crutchfield, 1994a; Crutchfield & Young,
















Figure 4.5: From the (possibly) continuous measures we take on the real system (either
natural or artificial) to the discrete computational model we need to assume an observer
with a finite resolution instrument. In the case of the logistic map, a Markov partition II
is the "instrument" with which the observer "filters" the measures.
Collective computation 87
4.2 RD AI and dynamical systems
Recently, researchers in RDAI have suggested that dynamical systems theory may
be the appropriate framework for the development of autonomous agents. To cite
a few examples, Beer (1995) shows how to approach the synthesis and analysis of
autonomous agents problem with the theoretical apparatus of dynamical systems,
building a six-legged walking agent (see also Beer, 1990); Sugawara &: Sano (1997)
study with dynamical systems the effectiveness of cooperative behaviour in groups
of robots; Steels (1991) shows that the formal structure underlying systems with
emergent functionality (a variation on the characterization of emergent computation
by Forrest given in chap. 3) is a dynamical system; finally, Smithers (1994) makes
a good case in favour of a dynamical systems approach to adaptive behaviour and
cognition. This will be our working hypothesis to apply computational mechanics to
the study of collectives of simple agents: agents are dynamical systems and collectives
of agents are collectives of dynamical systems.
Furthermore, an artificial agent is built with some purpose in mind, it must have
some useful behaviour that is of interest (to move objects, to follow paths and so
on...). Identifying agents with dynamical systems allow us to ascertain their intrinsic
computation, as we have seen above, but, what about their usable computation?
that is, we are interested mainly in the capabilities of the agent to do something that
we want it to do, so, how are these capabilities related with the intrinsic computation
measures we are able to perform? Unfortunately, this question has not a definitive
answer, though there is what we call the Crutchfield's conjecture (CC, Crutchfield,
1994a): Let us assume an agent A (dynamical system observed with the instrument
7) with some ability to perform useful computations, ability that can be quantified
in terms of its computational features, that is, the agent must behave with the
computational power of a certain machine to solve the useful task; let us call this
computational power C^S(I); on the other hand, as a dynamical system it has a
certain intrinsic computation associated, let us call it C^(I). Then, CC states that
C*(I} < C£(I) (4.2)
that is,
intrinsic computation places an upper bound on what computations a
dynamical system can support l
I1his conjecture was established for the first time in Crutchfield (1994a). As far as we know
nobody has worked on its validity. Thus, it remains as an interesting and unexplored line of
research
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Now that we have identified (simple) agents with dynamical systems and we
assume, from the CC, that intrinsic computation is an interesting measure from
an RDAI point of view (since it places upper bounds on the useful computation
the agents may perform), there is a final step in our reasoning to get a complete
picture of how to deal with a theory of collectives of simple agents: what kind of
dynamical systems do we choose to define the collective system? Of course there is
not an absolute answer, since "dynamical systems" is a huge class of systems and a
plethora of them might be chosen to work with. It is quite likely that the answer
will depend on the problem we are focusing on. Our choice has been, we think,
quite reasonable. We have decided to work with the logistic map 4.1 since: a) it
is representative of a large class of dynamical systems (those with one maximum,
see Beck &; Schlögl, 1993), b) it displays, depending on the parameter ¿x, several
dynamical behaviors such as fixed points, periodicity and chaos (Wiggins, 1990;
Beck & Schlögl, 1993), c) it is a well known system and, in particular, its intrinsic
computation has already been studied (Crutchfield & Young, 1989, 1990). However,
see next section for a more detailed discussion of these three points.
So then, our theoretical work on collective computation will be performed on a
collectives of logistic maps, also called globally coupled maps (detailed in the next
section). Our initial work has been focused on a problem often stated (at least
in the social insects community, see Moritz & Southwick, 1992) but, as far as we
know, never formalised. Furthermore, we think it is a general problem in collectives
of simple agents, so also of interest to the RDAI community. The problem is the
following: Is there any relation between the "individual complexity" and the "col-
lective complexity"? Could it be that collective "complex" behaviours are attained
only with "simple" individuals?
4.3 Globally Coupled Maps
Because of the apparent arbitrarieness of our choice, we will first proceed to review
some properties of the logistic map (the quadratic map family) before to proceed to
the analysis of coupled systems.
4.3.1 Universality in Discrete Dynamical Systems
Now we will consider a brief review of some universal properties of discrete (-time)
dynamical systems (DDS), with special attention to the family of the so-called one-
dimensional uniparametric quadratic maps (UQM). The importance of this discus-
sion is twofold. First, an overview of these models will be relevant in our discussion.
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Second, such maps involve a surprising set of generic properties shared by a wide
number of natural (chaotic) systems, from lasers and fluids to the heartbeat. Such
universal features are important if we want to extend our conclusions to a relevant
range of natural phenomena.
A DDS belonging to the UQM family is characterized by the following set of
mathematical properties. Let us consider a map
•^n-j-l — V(i\Xn)
where 4>n(x) € C'1([a,o]). This one-dimensional (1-D) dynamical system belongs to
the UQM class iff
• 1. 3xm such that 4>"ß(xm] ^ 0
• 2. <t>ß(x) is monotonous in [a,xm) and (xm,b]
• 3. The Schwarz derivative S(<j>ß) of <^M is negative, i.e.
Roughly, the UQM class is formed by a set of smooth functions with a single maxi-
mum in their interval of definition [a, 6].
The most interesting and relevant property of this family of maps is that they
exhibit a set of bifurcations (as n is changed) which shows generic properties. More
precisely, as fj, is increased from low to high values, starting from solutions of x* —
<£M(z*) displaying only fixed points, a Feigenbaum scenario (FS) is obtained for all
<f>ti G UQM. The FS for the logistic map xn+i = fJ,xn(l — xn) is shown in figure 4.6.
Here, the stationary orbits are shown after transients are discarded. We can see how
the map shows period-doubling bifurcations at given critical values /ii,//2) • • • where
the number of points belonging to a ^periodic orbit doubles to 2p. These periodic
orbits 0* = {xj, £3, • • • ) x*} are such that
[x]\x] = ^(xp,Vj = 1,2,... ,p}
But it can be shown that an accumulation point ¿ÍQQ exists for this sequence of
bifurcations, leading to the emergence of a new type of dynamical regime known as
deterministic chaos. The FS can be characterized by some universal constants, the
best known of which is the ¿-constant
/ÍÍ_ » 4.6692...
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Figure 4.6: Period-doubling route to chaos. A sequence of bifurcations in the steady state
of the logistic map is clearly seen as n grows from 2.75. Beyond /ÍQO, as \i keeps growing
the system shows a complex sequence of periodic and chaotic dynamics.
and in fact a scaling relation links the critical point
of the Feigenbaum cascade, through <5
with the bifurcation points
being c a constant. Beyond /Zoo chaotic and periodic orbits are merged into a very
complex parameter set structure.
The mention of /j.^ in terms of critical points is not a metaphor. Following the
general framework that has been used in this thesis, we should mention that the
order-chaos transition shown by the UQM class is in fact completely analogous to a
second order critical phase transition (Schuster, 1988).
Let us only mention a quantitative characterization of the degree of chaotic-
ity which is in fact an order parameter of the transition to chaos: The Lyapunov
exponent (LE). For a given $ß(x) € UQM, the LE is defined as
1




which is XL < 0 for steady or periodic orbits, and XL > 0 for chaotic dynamics. If we
take |A¿| as an order parameter close to ^001 it behaves as if in a critical transition.
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It is not by chance that Feigenbaum solved the general problem of how UQM reach
the ^oo point by means of the renormalization group method, which is one of the
best known tools of the physics of critical phenomena (Binney et al., 1992).
Although this family of one-dimensional maps may seem a poor description of
natural systems, it became soon clear that, because of their universal behavior, they
are indeed a close picture of many different systems displaying bifurcations and their
transition to chaos. Fluid turbulence, laser beams, light emission by stars, chemical
reactions, brain waves or the heartbeat are just some instances of natural systems
where the Feigenbaum scenario has been detected (Schuster, 1988). What is more
important, most of these systems, which are typically described by sets of n > 3
continuous differential equations, can in fact be reduced to one-dimensional maps by
means of the so-called Poincare map transformation (Peitgen et a/., 1992). This is a
crucial observation: It tells us that, essentially, all these systems are also members
of the universality class of UQMs.
4.3.2 Coupled maps
GCM are usually defined by a set of nonlinear discrete equations (Kaneko, 1990a):
N
xn+l(i) = (1 - £)/„(*„(»)) +
where n is a discrete time step and i = 1,...,./V. The function /M(z) is defined by
the logistic map 4.1 which is known to have a period-doubling route to chaos. GCM
are in fact the simplest approach to a wide class of nonlinear networks, from neural
networks to the immune system (Kaneko, 1990a). They have been shown to have
remarkably rich behavior, partly similar to the mean-field model for the spin glass
by Sherrington and Kirpatrick. Their behavior in phase space is very rich, showing
clustering among maps. These clusters are formed by sets of elements with the same
phase.
Before to explore the phase diagram of the Globally Coupled Maps (GCMs), we
can show that this simple dynamical system is indeed a good (mean field) description
of a wide variety of real networks.
GCMs are well known in spatiotemporal chaos as a mean field extension of
coupled map lattices (CMLs). CMLs are a DOS where couplings involve only nearest
neighbors (local interactions). In one dimension we have
Xn+1(0 = (1 - £)^(XB(0) +
 £ [^(*n(t + 1)) + fa(xn(l ~ I ) ) }
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where i = 1, . . . , N. The dynamics described by GCMs consist in fact of a parallel
nonlinear transformation and a feedback from the mean field. Here the mean field
follows from the relation
In the short-ranged CMLs a rich variety of pattern dynamics and phase transitions
are known to occur. And it can be shown that GCMs give a mean field theory for
such a rich variety of phases in the pattern dynamics of CMLs. We should mention
here that CMLs share a considerable range of properties with cellular automata
(Chaté & Manneville, 1989). This analogy reinforces the relevance of GCMs as
models of discrete distributed systems.
Now let us consider a simple transformation
which we now introduce in the GCM
which is very close to a neural network model if ^(x) is a sigmoidal function such
as tanh(/?x). The connection between GCMs and relevant problems in neural net-
work theory has been discovered by Kaneko (1990a). The physics of GCMs is not
far from that of the most relevant complex disordered systems like spin glasses.
But GCMs are also a very good approach to most network-like biological systems
(Kaneko, 1994). Many biological systems display clustering of synchronization by
chaotic instability, and the relevance of such clustering to ecological, immune, neural
and cellular networks has been deeply analyzed with GCMs. In terms of computa-
tional processes, it has been shown that GCMs display clustering but also coding,
switching, hierarchical ordering and control when a network of chaotic elements is
used (Kaneko, 1990a). One of the implications of Kaneko's work, as pointed out
by J. Casti, is in fact that the coherent structures emergent from the connection of
chaotic elements (as we will see below) may be exactly what is needed to account for
things like the persistence of neural memory in a disordered neural network (as it
probably happens in the brain) or, more generally, the emergence of patterns from
a collection of disordered individual agents (Casti, 1992). This fact and their uni-
versal properties, makes GCMs ä perfect candidate to explore the interplay between




Figure 4.7: Information-Theoretic measures are able to discriminate among the different
phases of GCM dynamical behaviour. Right: Joint Entropy for 0 < e < 0.4, 1.4 < p < 2.0
and N = 100. Left: GCM phase space (after Kaneko, 1990a). The joint entropy is largest
at the turbulent phase when all the binary pairs are equally explored. It is In(2) for the
ordered and coherent phase and it takes intermediate values at the glassy phase. € and [s.
are dimensionless parameters of the GCM
The phase space of GCM exhibits several transitions among coherent, ordered,
intermittent and turbulent phases. These phases are well characterized in terms of
the so called cluster distribution function Q(k) (Kaneko, 1990a) and can also be well
characterized, as shown in this section, by means of information-theoretic measures
(Ash, 1965).
In each phase, a given number of clusters Nr involving r maps will be observed.
Specifically a cluster is defined by the set of maps such that xn(i) = zn(j), for all
maps belonging to the cluster. We can calculate the number of clusters of size r,
and for a given phase we have a set {JVj, N2,..., Nk} of integer numbers. Then the
Q(k) function is defined as the fraction of initial conditions which collapse into a
given fc—cluster attractor (i. e. the volume of the attraction basin). An additional
useful measure will be the mean number of clusters, R^, defined as R^ = ^fc kQ(k).
Here we also consider an information-based characterization of the different
phases by means of the sequence of bits 5/ G S = {0,1} generated through the
dynamics of the i-th map, under the partition IT. We can compute the Boltzmann
entropy for each map,
Sf =0,1
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and the joint entropy for each pair of maps,
From the previous quantities, we can compute the information transfer between two
given units. It will be given by:
These quantities have been widely used in the characterization of macroscopic
properties of complex systems modelled by cellular automata and fluid neural net-
works (chapter 2). As a way of quantifying complexity, it has been shown that
information transfer is an appropiate measure of correlations and in this context
it is maximum near critical points (Solé et a/., 1996). Because our interest is in
the computational structure behind the observed dynamics, we expect to have some
well defined relations between computational complexity and information transfer.
Using these measures (see figure 4.7), the four basic phases exhibited by GCM are:
(l)Coherent phase: the system is totally synchronous, i. e. x ( i ) = x(j) for all
i,j. The motion is then described by a single map xn+i = /^(#n) and the stability
of this single attractor can be analyticaly characterized (Kaneko, 1990a). If AO is
the Lyapunov exponent for the single map, the Jacobi matrix is simply given by
where I and D are the identity matrix and a matrix of ones, respectively. From the
Jacobi matrix we can get the following stability condition:
AO + ln(l -c) <0
Here almost all basins of attraction are occupied by the coherent attractor and
Q(l) = 1, so we have R^ = 1.
In terms of information transfer under the generating partition, we will have
#''(E) = #'(E) (both maps are visiting the same points) and P(5/,5[) = ¿,-r/2
so it is easy to see that in this phase we have H'l(L) = H'(Ii) and the mutual
information is given by M1' = Hl. The information is totally defined by the entropy
of the single maps, as far as the correlations are trivial.
(2)Turbulent phase: this corresponds to the other extreme in the dynamical
phases of GCM. Here we have that the number of clusters are such that R^ «
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N. A first look at the dynamics of single maps seem to suggest that they behave
independently. Under this hypothesis, the entropies can be easily estimated. If the
maps are independent, then we have again #'(£) = #'(S) but the joint probabilities
will be such that P(5/, Sf ) = P(S/)P(Sf) and so we have #'''(£) = 2ff'"(E) and as a
consequence the mutual information will be zero. A close inspection of the numerical
values for the mutual information shows, however, that 1 ^> A/'' > 0, so some
amount of correlation is still present. Specifically, we found that typically 10~6 <
Mtl < 10~3. This result was obtained by Kaneko (1990b) in a remarkable work
where it was shown that GCM violate the law of large numbers (LLM). This hidden
order is shown to exist by means of the analysis of the local fields, defined as hn =
N-1 5^. fn(xn(j}}. The study of the mean square deviation (MSD) of this quantity,
which is expected to decay as O(l/N) if the units are really independent, was shown
to saturate for a given N > JVc(/z). The analysis of the density distribution for two
maps gives a pair of continuous functions Pt-(x) and Pj(y) (i. e. J Pi(s)ds = 1) and
a joint distribution Pitj(xiy) (with / J Pi>j(xiy)dxdy = 1) which makes possible to
define a continuous mutual information
dxdy
and, after averaging over space and time it also shows a saturation when N gets
large. Numerical experiments gave M^j(N — > co) = O(10~3), consistently with our
bounds for the binary partition. Such remaining finite correlation is the origin of
the breakdown of the LLN.
(3) Ordered phase: here we have a small number of clusters with many units.
Specifically, we have Q(k) = 0 for k > kc (where kc does not depend on N) and
QL(k] = Q(k) = 0
Jt>AT/2
and Q(l) 7^ 1. We also get R^ = b «C N. Again, a large number of elements
will share the same state, and we can easily estimate the entropies and information
transfer. Given two maps, they could belong to the same cluster or to two different
clusters. In the first case, we get the same result than in the coherent phase, and
the same occurs if they belong to clusters which are in phase. If the maps belong
to two clusters which are not in phase, we have H'(E] = #'(£) = ln(2) and now
P(S¡,S¡) = (1 — ¿jr)/2 so again we get Mtl = H', as in the coherent phase (see
figure 4.7).
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(4) Glassy phase: also called intermittent phase, in this domain of parameter
space we have many clusters, but they have a wide distribution of sizes. We have
Y^k>N/2 Q(ki > ° and also Efc<yv/2 £(k) > 0. So R^ = rN with r < 1. Here
the competition of some attractors with different cluster size leads to frustration
(Kaneko, 1990a). Following our previous arguments it is not difficult to show that
0 < M''(E) < ln(2). So in this phase the joint entropy has a finite (but not large)
value, as expected from the existence of a decaying distribution of cluster sizes.
So we have shown that the use of information-based measures involving the
previously defined generating partition provides an accurate characterization of the
GCM phases. As we can see, some phases have a high information transfer while
others have a nearly zero correlation among units. The basic qualitative observation
of this phase space is that the greater the nonlinearity (the parameter /¿) the more
widespread is the disorder and that the greater the averaging effect (parametrized
by e) the more the overall coherence. So each unit in the GCM is subject to two
competing forces: the individual tendency to chaos and the tendency to conformity
arising from the averaging effect of the system as a whole.
4.4 Individual vs. Collective
4.4.1 Problem statement
The topic we want to address is easy to state: the more complex a society, the more
simple the individual (Klaus Jaffe, cited in Moritz & Southwick, 1992). This sen-
tence, of course, concerns to social insects, among which we will take ants as a main
example. It is a well known fact that all living species of ants are eusocial (i.e. all
species have the following properties: cooperation in caring for the young, overlap
of at least two generations capable of contributing to colony labor and reproductive
division of labor, Hölldobler &; Wilson, 1990), nevertheless there exist large differ-
ences among species, with respect to the number of ants that compose the colony,
their collective capabilities and the cognitive skills of individuals. A specific exam-
ple is that of recruitement strategies: there is a clear correlation between the size of
the colony and the behavioral sophistication of individual members (Beckers et al.,
1990). In one extreme we find the more advanced evolutionary grade: mass commu-
nication (information that can be transmitted only from one group of individuals
to another group of individuals, according to Hölldobler & Wilson, 1990, p. 271).
Mass communication is the recruitement strategy used by Army Ants (e.g. Eciton
burchelli), whose colonies are composed by a huge number of individuals, who are,
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nevertheless, almost blind and extremely simple in behaviour when isolated. The
other extreme is occupied by those ants using individual foraging strategies (e.g. the
desert ant Cataglyphis bicolor), who displays very complex solitary behaviour.
Our interest here is not so much to study this remarkable feature of eusocial
insects, as to see if this could be a general trait of collectives of agents. That is,
is there a trade-off between individual complexity and collective behaviour, in such
a way that complex emergent properties cannot appear if individuals are too much
complex?
In order to go on with our work, let's start looking thoughtfully at the concept
of emergence. According to Hermann Haken (1988), the emergent properties of a
system can be studied with the notion of order parameter and its associated slav-
ing principle. We can look for an answer in two directions: from the individual to
the collective and vice versa. Immediately we can discard the former, because the
simplest individuals are those who display collectively the most complex behaviour.
So, we can ask now a more concrete question: what kind of behaviour the collective
induces on the otherwise simple individual to attain emergent functional capabili-
ties? Of course we can answer it from an evolutionary point of view, arguing that
adaptation to the environment is the ultimate reason of those diverse features of ant
colonies. This is not the unique answer we can provide (Goodwin, 1995), because we
can also look for relations between the order parameter and the individuals in such
a way that, perhaps, complex solitary behaviour imposes severe constraints on the
behaviour that a collective would induce on individuals. This would be a structural
solution of our problem, and it will be the answer we are seeking.
4.4.2 Collective-induced computation
Now, the collective system we are working on is a Globally Coupled Map and our
individual will be a randomly chosen logistic map of the system. Our purpose is
to see how the collective is (or is not) able to induce more complex behaviour than
that the individual is able to show.
Complex Individuals
Given a logistic map (our individual) a high statistical complexity is observed for
H close to /ZOQ, i-e- the onset of chaos. There we need a large number of states to
model the high periodicity of the orbits. We have chosen fj, = 1.4 whose statistical
complexity is CIA — 4. As we can see in figure 4.8 (a), this automaton has a large
number of states. The next step is to define a GCM with fj, = 1.4, and look at the
statistical complexity of an individual (all are in principle equal) chosen at random,
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Figure 4.8: DFA with probabilistic labelings resulting from the f-MRA applied to (a)
logistic map with ^ = 1.4; (b) logistic map with p = 2; (c) logistic map with \i = 1.75.
These are the individuals over which we will check if the collective can induce more complex
behaviour. As is obvious from the automata, (a) is much more complex than (b) and (c)
(see text). In all cases the i-MRA parameters are M = IO7, D = 32 and L = 16. In (a),
(b) and (c) the state 1 is the initial state, all other states are accepting states. \i is the
dimensionless parameter of the logistic map
say, i, as the degree of interaction increases, i.e. we examine C\ 4 as the parameter
e goes from 0 to 0.4.
The result is simply that there are no changes (as can be seen in figure 4.9). The
intrinsic computation of the individual remains to be the same, C\ 4 ~ 4, no matter
how large is the interaction with the rest of the system. So, the collective has not
been able to induce any kind of added complexity to the individual. In this case
there is no emergent behaviour. The collective behavior can be reduced to that of
the individuals.
Simple Individuals
If we take fi = 2 the logistic map has completely chaotic dynamics. It is, in statistical
complexity terms, the same as a fair coin toss. So, its automaton has C^ = 0 with just
one state (figure 4.8 (b)). Now, we can apply the e-MRA to the symbolic dynamics
(i.e. the bit string of length A/) of an individual chosen at random among the ,/V that
compose the GCM. The e-MRA failed to reconstruct any automaton in the turbulent
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Figure 4.9: If we have a complex individual, no matter how much interaction it receives,
its behaviour will not change. The collective cannot induce on the individual any kind of
added behaviour. In the figure, the individual possesses the same statistical complexity,
for all £. Parameters of the £-MRA: M = IO7, D = 32 and L = 16. All the automata have
1 as initial state, and all other states are accepting states. £ is a dimensionless parameter
of the GCM (see text).
phase (neither for \i = 2 nor for // = 1.75, in the next subsection). This could be
because of high dimensional chaos and the existence of supertransients (K. Kaneko,
personal communication). In any case, it seems that the stationarity assumption
were not fulfilled causing the non convergence of the e-MRA (see Hanson, 1993
chap. 5). There are also some values of e in the ordered and the glassy phase where
no finite automaton was obtained. The reason here is the fine structure of those
phases (K. Kaneko, personal communication). Our result is somewhat surprising
(figure 4.10). If we exclude the automaton at c — 0.26 and the gaps at e = 0.27 and
c = 0.28 (which indicates some kind of irregular behaviour in the regions, although
according to the phase space of figure 4.7 we should have ordered behaviour) our
individual reaches high complexity, C\ ~ 3, near the boundary of the turbulent
phase. Beyond this point we find the same automaton around e ~ 0.295, perhaps
pointing out another boundary (that of the above mentioned irregular behaviour).
After that the complexity decreases with e while going deeply into the ordered phase:
first CÌ = 2 at (. = 0.31, then it goes down to Q = 1 at e = 0.32, e = 0.325 and
e = 0.33 to end up in C\ — 0 at e = 0.34 and e = 0.35. Complexity increases slightly
again at the glassy phase: C\ ~ 1.585 at e = 0.375 and t = 0.39. The more complex
behaviour is displayed near phase boundaries, as has been observed also in other
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Figure 4.10: With a simple individual like that of £ = 0 (in this figure), the collective is
able to impose additional behaviour on the individual. We have a decreasing complexity
from turbulent phase boundary onwards with increasing e, except in the region of 0.27 (see
text). We can observe also a slight increase in complexity at the Glassy phase. Parameters
of the É-MRA: M = IO7, D — 32 and L = 16. All the automata have 1 as initial state,
and all other states are accepting states. £ is a dimensionless parameter of the GCM.
systems (Solé et a/., 1996).
If we compare this case with the previous one, we see that simple individual
behaviour allows the interaction to create more sophisticated behaviour in the indi-
vidual, inducing a certain amount of statistical complexity that was not present at
the individual level. So, a coordinated behaviour, which the individual is unable to
show, emerges from the collective through interactions.
Intermediate Individuals
Here we have /z = 1.75 with an individual of complexity d.75 — 1.585 (figure 4.8 (c)}
and we take a logistic map randomly from a GCM with the same fj. value. In this
case, as in the previous one, we find maximum intrinsic computation at the boundary
between the turbulent phase and the ordered phase. In fact, the automaton in this
boundary is the same one we found at the same boundary for p = 2. Although the
individual is more complex than that of ¡i = 2 we can observe the same behaviour
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Figure 4.11: Here we see intermediate behaviour between the cases shown in figure 4.9 and
figure 4.10 Just for € = 0.16 we found much greater complexity than that of the individual,
and we have also bear in mind that the individual statistical complexity is CI.TS ~ 1.585,
so that the increment is not as large as in the \i = 2 case (see text). Parameters of the
f-MRA: M = IO7, D = 32 and L = 16. All the automata have 1 as initial state, and all
other states are accepting states, e and ¡i are the dimensionless parameters of the GCM.
of the automata with growing e: at e = 1.6 we get a statistical complexity of
C[ 75 ~ 3, at e = 0.2, e = 0.22, e = 0.24, e = 0.25 and e = 0.26 statistical complexity
decreases to C{ 75 ~ 2, then statistical complexity keeps decreasing down to a value
of Cj.75 ~ 1 (e = 0.26 and e = 0.28) and finally it reaches the zero value at the
boundary of the glassy phase. However, this picture fails at e = 1.8, perhaps due
to a small window located in the region of that e. Again, at the glassy, phase, there
is a slight increase of complexity, i.e. C[ 75 ^ 1.585, that is precisely its individual
value. The individual keeps this complexity value until e = 0.4, although there
is another boundary, separating glassy and coherent phases. It is clear that now
the individual is enough complex to have non zero statistical complexity and it is
enough simple to let the collective to induce some amount of complexity. Of course
the complexity growth is not as large as was in the previous case, because here
the maximum complexity reached at the boundaries is the same that was reached
with individuals of zero complexity. Furthermore, we have not detected any similar
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growth of complexity for any other e value. To sum up, what has been observed
is an intermediate behaviour between the two cases previously studied. There is
induced complexity, although smaller than the n = 2 case. Smaller because of
the difference between the individual complexity and the induced complexity, and
smaller because complexity is not high except at the boundary between turbulent
and ordered phases.
4.5 Conclusion
In this chapter we have analysed some computational properties of GCM. Our inter-
est was to explore the existence of collective-induced computation in some natural
systems (as ant colonies) where the single units behave very simply in isolation and
in a complex way when forming part of the entire system. More precisely, we should
ask how ant colonies formed by rather simple individuals (when isolated) can be
able to induce them to perform complex computation, as observed.
The information-theoretic characterization of the phase space has shown that the
Markov partition defined on the logistic map provides an adequate characterization.
Information transfer, in particular, shows three different types of behavior: it is
high at the coherent and ordered phases, close to zero at the turbulent regime and
it takes intermediate values for glassy dynamics.
These quantities change rather sharply at the boundaries between different phases.
This makes some difference in relation with previous studies, where information
transfer becomes maximum at the phase transition (where correlations diverge).
GCM do not show this type of maximum because of the globally coupled nature of
the interactions. But for the same reason we expect to find some generic, common
properties (in terms both of computation and dynamical properties) at each phase.
The e-machine reconstruction of single maps close to the onset of chaos gives us
a finite automaton with many states (here 31). So at this point we have a complex
object in terms of computation. Interestingly, the coupling with other units via
GCM do not modify this complexity. So entities which are computationally complex
in isolation do not change in the presence of coupling: nothing new is induced by
the collective. This observation matches the behavior of weakly evolved, primitive
ants, where individuals are enough complex to work in isolation and the interactions
among them are rather irrelevant.
However, if we start with random, computationally trivial maps and then couple
them, the situation turns out to.be very different. At ^ = 2.0 a fully chaotic map is
obtained. The partition of this chaotic attractor defines a Bernouilli sequence and so
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we have a Cß = 0 complexity. Starting from low couplings, at the turbulent domain,
the reconstruction algorithm does not converge, as expected given the disordered,
high-dimensional nature of the attractors. In spite of the remaining coherence no
finite machines are obtained.
But as we reach the boundary between the turbulent and the ordered phases,
the situation changes radically. Now the coherent motion and the spontaneous
emergence of clustering also gives birth to well defined e-machines. Suddenly, the
coupling starts to control the dynamics of individuals and they behave in a compu-
tationally complex way. Nothing except the coupling has been introduced, but it is
enough to generate complexity. As in the real ant colonies discussed in section 4.4.1,
simple isolated individuals can behave in a complex way inside the collective. This
is precisely what we have observed. A very important suggestion emerging from this
result is that in collectives of simple agents complex behavior is only defined at the
level of individuals inside the colony and not as isolated entities. In this sense, the
observed behavior is the result of an emergent property.






It is a working hypothesis that either artificial or natural collective systems process
(store, manipulate and transmit) information. It is not difficult to agree with this
hypothesis; a close look at any ant nest make us feel sure of its truthfulness. Much
work has been done to ascertain which are the hidden mechanisms underlying this
fascinating behavior, work that has been undoubtedly fruitful, as we can see in the
comprehensive treatise "The Ants" by Hölldobler & Wilson (1990). However, much
work remains to be done. On one hand, we currently see a landscape of ad-hoc algo-
rithms and robots, built in their majority with a stigmergic inspiration; on the other
hand there is a plethora of theoretical models of computation, with some features
that make us call them "collective" systems, that are too theoretically oriented to
be useful when trying to understand real -physical- collective systems. The mid-
dle point, that of exploring real systems with computational notions, is almost a
no-man's land. In fact, the two objections mentioned above have been the subject
of this thesis: A first part trying to answer to "is there any alternative to stigmer-
gic mechanisms when designing artificial systems?" and a second part, not totally
disconnected from the first (see chapter 3) looking for the computational side of
physical collective systems. These open problems, belonging to theoretical myrme-
cology and to RDAI, have been explored in this thesis. Self-synchronization has
been analyzed in order to get a) a better understanding of the phenomenon and
b) some other design principle of artificial collective systems. Then, the much less
known field of computation with real physical collective systems has been explored
with new methods: A NOR gate has been built with FNNs, though this approach
was not completely adequate in order to attain our goal of relating collective dynam-
ics with computation, nevertheless the result is quite robust, property not found in
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previous dynamical systems behaving as such gates. Once left the FNN framework,
the computational mechanics paradigm has been applied to the formalisation of an
interesting problem in collective computation. Let us review our work, detailing the
new results introduced in this thesis.
Fluid Neural Networks
The Fluid Neural Network (FNN) was originally created to model synchronization
of activity in ant colonies. Previous work on density dependence of oscillations has
shown that there is a critical density signaling the appareance of ordered temporal
patterns of activity, and this critical density is close to that observed in real ant
colonies. This fact would suggest that ant colonies live in a sort of critical state.
FNNs are a quite general model and might be analysed emphasizing quite different
aspects of their dynamics. We started our study focusing on the relation between
the noise perturbing the system and the self-organized patterns of behaviour. First
of all we have performed an analysis of individual stochastic behavior deriving the
probability of having n spontaneous activations in a time interval T. This quantity
clearly shows the absence of periodicity in individual behavior making evident the
collective nature of the phenomena under study. The numerical analysis performed
over the entire system shows that noise induced transitions in FNNs underlie the
appareance of oscillations. To proceed to a more in-depth analysis, some simplifi-
cations of the original model have been done and a mean field theory of FNNs has
been proposed. Defining the Simple FNN (SFNN), a simple approximation of the
dynamics has been performed giving an explanation of the oscillatory behaviour.
Next we have changed to more practical concerns exploring how a sort of abstract
task may be distributed in a collective of simple agents. Our result is that the system
performance is comparable to that of a system with permanently active individuals.
Summarizing, our results on FNNs are
• Analysis of stochastic individual behaviour
• Characterization of the disorder-order transition as a noise induced transition
• Mean field theory of FNNs:
— A new model, the Simple FNN
— Analytical determination of SFNNs critical densities
• Numerical analysis of task distribution in a system with self-synchronized ac-
tivity, and comparisons with systems displaying different temporal patterns of
activity.
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Collective Computation
The possibility of a noise induced mechanism behind the computational behviour
of collective systems (ant colonies display functional behavior related with self-
synchronization) made us to switch our attention to the relation between collective
systems and computation. Since dynamics and computation (information process-
ing) are intimately related in real physical collective systems, this information pro-
cessing must be measured and/or modeled in some not yet well established way.
Furthermore, provided there are good models of the dynamics of collective systems,
our goal is to extract computational information about the real system from its
dynamical behaviour through its dynamical model. Of the diverse possibilities of
relating dynamical systems and computation theory, our choice has focused on two
alternatives.
First we have explored the possibility of computing within the FNNs framework.
We have built a NOR gate with a modified FNN with which, in principle, any
Turing machine may be constructed, since the NOR gate is an universal gate. But
this approach had some drawbacks, such as the difficulty in connecting gates and
that logical circuits are a non-uniform model of computation. We have, then, left the
FNN framework and turned to different approaches to computation and dynamical
systems: the computational mechanics approach. Within this framework, it is a
working hypothesis that it is impossible to a dynamical system not to compute, since
any dynamical system processes information. Our focus on collective systems has
made us to emphasize an open problem often stated in the entomologists community
but never formalised before: is there a complex threshold beyond which no emergent
behaviour is possible? We also believe that this question may be a question that
concerns all collective systems in general. An adequate collective of dynamical
systems with which to study this question is the Globally Coupled Map (GCM) since
it is a mean field version of a huge class of systems, called Coupled Map Lattices, with
which several interesting natural phenomena have been modeled, such as immune
or neural networks. Besides, the individuals composing the GCM are logistic maps,
discrete-time continuous-state systems representative of any system with a period-
doubling route to chaos, so then, a quite general class of dynamical systems. Our
result, analyzing from a computational mechanics point of view the GCMs, is that
the collective is unable of inducing any behaviour in complex individuals and that
this is not the case with simple individuals, that are able to show more complex
behaviour within the collective. Summarizing:
• A new FNN with "chemical" communication has been proposed.
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• A NOR logical gate has been built, with the new property of robustness against
perturbations, property that other systems behaving similarly do not possess.
and
• A new characterization of the GCMs phase space in terms of information
theoretic measures.
• A new way to deal with dynamics and computation in collective systems,
applying the computational mechanics hypothesis to dynamical systems with
a large number of individual components.
• A first approach to the formalisation of the problem concerning the relation
"individual complexity/collective complexity" and a theoretical evidence of
the existence of an upper bound in individual complexity beyond which the
collective behaviour is no more than the sum of the individual behaviors.
5.2 Prospects
Collective systems with emergent functional properties, those of interest to RDAI
and to a computational view of collective dynamical systems, are just beginning to
reveal their secrets to physicists, biologists and computer scientists. In fact, the
creation of the new and promising science called "Complexity" had to do with the
growing interest in collective systems. These systems require notions from quite
diverse fields, such as myrmecology, dynamical systems theory, statistical physics or
computation theory to be fully understood, so they are a tangible example of the
urgent need of interdisciplinariety in science, need that was claimed long time ago by
N. Wiener in his classic "Cybernetics". The available results on collective systems
have been reviewed in this thesis, showing that by no means there exists a "theory
of emergent collective systems", but a large collection of results that are not, at
the moment, general enough. There are still a lot of open questions on collective
systems.
The work on FNN may be seen as a step forward in the analysis of collectives
of mobile automata, though it is not clear if these systems form a unified class of
systems. The work of Boceara et al. (1994) classifies a mobile cellular automata in
the universality class of directed percolation (Binney et al., 1992) though the same
cannot be stated about FNNs, which display a finite-size transition, that is, in the
limit L —> oo there is no self-organized oscillations. This may be clearly understood
from the mean-field analysis of SFNN, since the time of activity propagation would
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be infinite while the time of individual inactivation would be finite, preventing any
synchronization. However this idea must be sistematically developed and related
with other work on finite-size transitions:
• Finite-size transitions of FNNs
Another poorly explored aspect of FNNs is the effect of the connections J,-j on the
dynamics. Fortunately we have measures on real Leptothorax colonies and a lot of
work may be done with the empirically estimated J,-¿ (Cole & Cheshire, 1996).
• Dynamics of FNNs with "real" J¿j
The critical densities in simple FNN (SFNN) have been analytically computed,
though the approximation of Tper is not completely satisfactory. A more sound
analytical determination of rper would be quite desirable:
• Better analytical calculation of r¡per
Perhaps the less explored side of FNNs is that of their practical consequences. We
have shown that self-synchronization saves work to individuals allowing a great effi-
ciency, though some more real application would be of interest to definitely consider
self-synchronization as an alternative to stigmergy. There are some immediate pos-
sibilities, such as measure how well allocated are tasks in self-synchronized systems,
following some natural clues to design the task distribution, in particular, a con-
centric task distribution in the space of the colony (Franks et al., 1992 and Guy
Theraulaz, personal communication):
• Explore the performance of FNNs with schemes of task distribution based on
real data.
These are some immediate questions to proceed with the work on FNNs, but there
are interesting questions on collective systems that may be answered within the
framework of FNNs. One of these, the existence of phase transitions in social in-
sect behavior, has been dealt with before (Oster & Wilson, 1978; Bonabeau, 1996;
Millonas, 1992, 1994) but always in models not taking into account synchroniza-
tion of temporal activity. We are quite sure that one of the possibilities to include
self-synchronization in this work is in the utilization of FNN-like systems.
Computation in collective systems is a relatively new field and definitive results
must yet to appear, since current theories are not satisfactory, as has been discussed
at length in the introduction and in chapters 3 and 4. Our goal is to study physi-
cal collective systems with emergent functionality and our compromise is with the
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"computational mechanics" approach. With respect to a general theory, much more
models of collective systems must be studied with the same techniques we have
applied to globally coupled maps to assure the suitability of our approach. The
same applies to future work on the problem we have dealt with, that of "individual
complexity/collective complexity" :
• Generalization of our computational mechanics approach to GCMs to other
models of collective systems.
However, the generalization must be done with some care, since the globally coupled
maps are representative of a huge class of collective dynamical systems (Kaneko,
1990a, 1990b). We may also proceed with the study of the "individual complex-
ity/collective complexity" within the globally coupled maps framework. The idea is
the following: could we measure how the interaction with the collective is behaving
with respect to the individual? We may formalize this idea measuring the automa-
ton associated to one individual of the GCM (chosen at random) and at the same
time computing an histogram of the mean state of the entire system. Later, this his-
togram may be used as the probability density of a noise perturbing a logistic map,
and computing the automaton associated to this noisy map (James P. Crutchfield,
personal communication). Let us recall the GCM
(5.1)
Then, from the temporal evolution of the system an histogram of
is computed and it will be used to compute the probability distribution of £n, a noise
perturbing the system
xn+l = (1 - e)/^(xn) + e£n (5.3)
Furthermore, we are working now with n parameters such that the metric entropy
/IM of the logistic map
Xn+i = fufan)
is 0 < /ÌM < 1, that is, neither complete order nor complete disorder. In the results
introduced in chapter four, all the automata had either h^ = 0 or h^ = 1, in order
to simplify the work. Our preliminary results are quite surprising, since in the
turbulent
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Figure 5.1: The three automata obtained from the logistic map, a randomly chosen
individual of the GCM and a map with a noisy perturbation, with parameters fj, and e
such that the GCM belongs to the turbulent region of the phase space (see figure 4.7) (C
is Cß and h is
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Figure 5.2: The three automata obtained from the logistic map, a randomly chosen
individual of the GCM and a map with a noisy perturbation, with parameters fj, and e
such that the GCM belongs to the ordered region of the phase space (see figure 4.7). In
this case, the GCM automaton is different from the noisy automaton. (C is C^ and h is
M
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region of the phase space (see figure 4.7) the automata of the individual chosen at
random from the GCM and that of the noisy map are the same automaton, though
this is not the case in the ordered region (see figures 5.1 and 5.2) so it looks like as
if we could characterize the phase space from the obtained automata. What does
this mean? In principle, the first conclusion we can suggest is that, computationally,
the interaction of the collective with the individual is indistinguishable from a noise
in the turbulent region, whereas in the ordered case the interaction possesses some
structure, as reflected in the more ordered behaviour of the GCM individual when
compared with the noisy individual. Nevertheless, this work is still in a preliminary
stage and more data and/or analysis is required to draw any definitive conclusions.
So then
• Characterization of the GCM phase space with statistical complexity measures
and quantification of the interaction of the individual with the collective by
means of finite automata.
Of course, some research to clarify the Crutchfield's conjecture (see chapter 4) will
be of great utility to go on with the computational view of collective systems:
• Is C£(/) < C£(7) in general?
Finally, our results on a theory of collective computation are the first steps to-
wards a systematic new view of collective systems in terms of computing structures.
This is part of a large project to see nature with computational "glasses", with
the certainty that this approach will provide us with useful information on physical
processes. Of course "standard" computation theory does not suffice, it must be en-
larged to deal with space (in a dynamical systems sense), probability and continuity
and the steps in this direction are currently an active research topic. Our choice of
DFAs as the computational structure to work with deserves a final comment. Un-
til now only the process of reconstructing finite automata is fully automated, which
seems to be, at first sight, insufficient considering that DFA are at the bottom of the
Chomsky Hierarchy. But some recent results on noisy computation could make us
change that view. There are some models of analog computation that are universal,
in the sense that they can simulate an universal Turing machine, but if we intro-
duce some quantity of noise the computational power of those models is reduced to
that of DFA (Maas S¿ Orponen, 1996 and references therein). On the other hand,
noise is ubiquitous in nature, as we have been discussing in this thesis, therefore
all good computational models of biological phenomena have to take into account
that noise, so, could it be that the computational power of DFA is enough when
modeling nature? Of course the question is completely open.
114 Overview and prospects
In the meantime, let us quote J.P. Crutchfield, answering to the question how
can we detect and then quantify structure in natural processes?:
In pursuing answers to this sort of question we've come to the conclusion
that the diverse model classes found in computation theory are key tools
in being explicit about how natural information processing mechanisms
can be represented and analyzed. However, we also have come to the
conclusion that contemporary notions of "computation" and of "useful"
information processing -colored as they are by the recent history of dig-
ital computer technology- must be extended in order to be useful within
empirical science. Why? Because the processes studied by natural scien-
tists involve systems that are continuous, stochastic, spatially extended,
or some combination of these and other characteristics that fall strictly
outside the purview of discrete computation theory.
Chapter 6
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