Well-Separated Pair Decomposition for the Unit-Disk Graph Metric and Its Applications by Gao, Jie & Zhang, Li
SIAM J. COMPUT. c© 2005 Society for Industrial and Applied Mathematics
Vol. 35, No. 1, pp. 151–169
WELL-SEPARATED PAIR DECOMPOSITION FOR THE UNIT-DISK
GRAPH METRIC AND ITS APPLICATIONS∗
JIE GAO† AND LI ZHANG‡
Abstract. We extend the classic notion of well-separated pair decomposition [P. B. Callahan
and S. R. Kosaraju, J. ACM, 42 (1975), pp. 67–90] to the unit-disk graph metric: the shortest path
distance metric induced by the intersection graph of unit disks. We show that for the unit-disk
graph metric of n points in the plane and for any constant c ≥ 1, there exists a c-well-separated pair
decomposition with O(n logn) pairs, and the decomposition can be computed in O(n logn) time.
We also show that for the unit-ball graph metric in k dimensions where k ≥ 3, there exists a c-well-
separated pair decomposition with O(n2−2/k) pairs, and the bound is tight in the worst case. We
present the application of the well-separated pair decomposition in obtaining eﬃcient algorithms for
approximating the diameter, closest pair, nearest neighbor, center, median, and stretch factor, all
under the unit-disk graph metric.
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1. Introduction. Well-separated pair decomposition, introduced by Callahan
and Kosaraju [10], has found numerous applications in solving proximity problems for
points in the Euclidean space [8, 10, 9, 5, 4, 29, 25, 19, 14]. A pair of point sets (A,B)
is c-well-separated if the distance between A,B is at least c times the diameters of
both A and B. A well-separated pair decomposition of a point set consists of a set
of well-separated pairs that cover all the pairs of distinct points, i.e., any two distinct
points belong to the diﬀerent sets of some pair. In [10], Callahan and Kosaraju showed
that for any point set in an Euclidean space and for any constant c ≥ 1, there always
exists a c-well-separated pair decomposition with linearly many pairs. This fact has
been very useful in obtaining nearly linear time algorithms for many problems, such
as computing k-nearest neighbors, N -body potential ﬁelds, geometric spanners, and
approximate minimum spanning trees. Well-separated pair decomposition is also
shown to be very useful in obtaining eﬃcient dynamic, parallel, and external memory
algorithms [8, 9, 10, 7, 18].
The deﬁnition of well-separated pair decomposition can be naturally extended
to any metric space. Curiously enough, however, there has been no work for such
an extension. A possible reason is that a general metric space may not admit a
well-separated pair decomposition with a subquadratic size. Indeed, even for the
metric induced by a star tree with unit weight on each edge,1 any well-separated pair
decomposition requires quadratically many pairs. This makes the well-separated pair
decomposition useless for such a metric. In this paper, we will show that for a certain
metric, there do exist well-separated pair decompositions with almost linear size, and
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1A metric induced by a graph (with positive edge weights) is the shortest path distance metric
of the graph.
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therefore many proximity problems under that metric can be solved eﬃciently. The
metric we investigate is the so-called unit-disk graph metric. At the same time we
call the well-separated pair decomposition in the Euclidean space the geometric well-
separated pair decomposition, to be distinguished from the decomposition in graph
metrics.
For a point set S in the plane, its unit-disk graph [12] is formed by connecting two
points p, q in S if the Euclidean distance d(p, q) is at most 1. A unit-disk graph can
also be viewed as the intersection graph of a set of unit disks centered at the points
in S. We consider the weighted unit-disk graphs where each edge (p, q) receives the
weight d(p, q). Similarly, unit-ball graphs can be deﬁned for points in high dimensions.
Such graphs have been used extensively to model the communication or inﬂuence
between objects [27, 21] and studied in many diﬀerent contexts [12, 6, 22, 15]. For
example, wireless ad hoc networks can be modeled by unit-disk graphs [23, 30, 31], as
two wireless nodes can directly communicate with each other only if they are within
a certain distance. In unsupervised learning, for a dense sampling of points from
some unknown manifold, the length of the shortest path on the unit-ball graph is a
good approximation of the geodesic distance on the underlying (unknown) manifold
if the radius is chosen appropriately [34, 16]. In this paper, we show that the all-
pairs shortest path lengths of nodes in unit-disk graphs (or unit-ball graphs) can be
compactly encoded and eﬃciently estimated by a subquadratic size well-separated
pair decomposition.
2. Overview. In this paper, we show that for the metric induced by the unit-
disk graph on n points and for any constant c ≥ 1, there does exist a c-well-separated
pair decomposition with O(n log n) pairs, and such a decomposition can be computed
in O(n log n) time. We also show that the bounds can be extended to higher dimen-
sions: for k ≥ 3, there always exists a c-well-separated pair decomposition with size
O(n2−2/k) for the unit-ball graph metric on n points, and the bound is tight in the
worst case. The construction time is O(n4/3 polylogn) for k = 3 and O(n2−2/k) for
k ≥ 4.
The diﬃculty in obtaining a well-separated pair decomposition for unit-disk graph
metric is that two points that are close in the space are not necessarily close under
the graph metric. We ﬁrst prove the bound for the point set with constant-bounded
density, i.e., a point set where any unit disk covers only a constant number of points
in the set, by using a packing argument similar to the one in [20]. For a point set
with unbounded density, we apply the clustering technique similar to the one used
in [17] to the point set and obtain a set of clusterheads with a bounded density. We
then apply the result for bounded density point set on those clusterheads. Then, by
combining the well-separated pair decomposition for the bounded density point sets
and for the Euclidean metric, we are able to show that the bound holds for any point
sets.
For a pair of well-separated sets, the distance between two points from diﬀerent
sets can be approximated by the distance between the two sets or the distance between
any pair of points in diﬀerent sets. In other words, a well-separated pair decomposition
can be thought of as a compressed representation to approximate the Θ(n2) pairwise
distances. Many problems that require checking of the pairwise distances can therefore
be approximately solved by examining those distances between the well-separated
pairs of sets. When the size of the well-separated pair decomposition is subquadratic,
it often gives us more eﬃcient algorithms than examining all the pairwise distances.
Indeed, this is the intuition behind many applications of the geometric well-separated
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pair decomposition. By using the same intuition, we show the application of well-
separated pair decomposition in several proximity problems under the unit-disk graph
metric.
Speciﬁcally, we consider the following natural proximity problems. Assume that
S1 ⊆ S.
• Furthest neighbor, diameter, center. The furthest neighbor of p ∈ S1 is the
point in S1 that maximizes the distance to p. Related problems include
computing the diameter, the maximum pairwise shortest distance for points
in S1, and the center, the point that minimizes the maximum distance to all
the other points.
• Nearest neighbor, closest pair. The nearest neighbor of p ∈ S1 is the point
in S1 with the minimum distance to p. Related problems include computing
the closest pair, the pair with minimum shortest distance, and the bichro-
matic closest pair, the pair that minimizes distance between points from two
diﬀerent sets.
• Median. The median of S is the point in S that minimizes the average (or
total) distance to all the other points.
• Stretch factor. For a graph G deﬁned on S, its stretch factor with re-
spect to the unit-disk graph metric is deﬁned to be the maximum ratio
πG(p, q)/π(p, q), where πG, π are the distances induced by G and by the unit-
disk graph, respectively.
All the above problems can be solved or approximated eﬃciently for points in
the Euclidean space. However, for the metric induced by a graph, even for pla-
nar graphs, very little is known other than solving the expensive all-pairs shortest
path problem. For computing diameter, there is a simple linear time method that
achieves a 2-approximation2 and a 4/3-approximate algorithm with running time
O(m
√
n log n + n2 log n) for a graph with n vertices and m edges [2]. By using the
powerful tool of the well-separated pair decomposition, we are able to obtain, for all
the above problems, nearly linear time algorithms for computing 2.42-approximation3
and O(n
√
n log n/ε3) time algorithms for computing (1 + ε)-approximation for any
ε > 0. In addition, the well-separated pair decomposition can be used to obtain an
O(n log n/ε4) space distance oracle so that any (1+ ε) distance query in the unit-disk
graph can be answered in O(1) time.
While the existence of almost linear size well-separated pair decomposition has re-
duced the number of pairs needed to examine when solving many proximity problems,
we still need good approximation of the distances between those pairs. Our construc-
tion algorithm only produces well-separated pair decompositions without knowing an
accurate approximation of the distances. For approximation algorithms, we need ac-
curate estimation of shortest distances between O(n log n) pairs of points in the unit-
disk graph. Indeed, the approximation ratio and the running time of our algorithms
are dominated by the eﬃciency of such algorithms. Once the distance estimation has
been made, the remaining computation only takes almost linear time.
For a general graph, it is unknown whether O(n log n)-pairs shortest path dis-
2Select an arbitrary node v and compute the shortest path tree rooted at v. Suppose that the
furthest node from v is of distance D away. Then the diameter of the graph is no longer than 2D,
by triangular inequality.
3For a minimization problem, a quantity ˆ is a c-approximation of  if  ≤ ˆ ≤ c. An object
Oˆ is a c-approximation of O with respect to a cost function f if f(O) ≤ f(Oˆ) ≤ cf(O). For a
maximization problem, ˆ is a c-approximation of  if /c ≤ ˆ ≤ , and Oˆ is a c-approximation of O if
f(O)/c ≤ f(Oˆ) ≤ f(O).
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tances can be computed signiﬁcantly faster than all-pairs shortest path distances.
For the planar graph, one can compute O(n log n)-pairs shortest path distance in
O(n
√
n log n) time by using separators with O(
√
n) size [3]. This method extends to
the unit-disk graph with constant bounded density since such graphs enjoy similar
separator property as the planar graphs [28, 32]. As for approximation, Thorup [35]
recently discovered an algorithm for planar graphs that can answer any (1+ε)-shortest
distance query in O(1/ε) time after almost linear time preprocessing. Unfortunately,
Thorup’s algorithm uses balanced shortest path separators in planar graphs which do
not obviously extend to the unit-disk graphs. On the other hand, it is known that
there does exist planar 2.42-spanner for a unit-disk graph [26]. By applying Thorup’s
algorithm to that planar spanner, we can compute 2.42-approximate shortest path
distance for O(n log n) pairs in almost linear time.
Another application of well-separated pair decomposition is that we are able to
obtain an almost linear size data structure to answer (1 + ε)-approximate shortest
path query in O(1) time. Approximate distance oracles have been studied where the
emphasis is often on the size of the oracles (for a survey, see [38]). For general graphs,
it has been shown that it is possible to construct a (2k − 1)-approximate distance
oracle with size O(kn1+1/k) [36]. It is also shown in [36] that this bound is tight
for some small k’s and is conjectured to be tight for all the k’s. For planar graphs,
Thorup [35] and Klein [24] have shown that there exists (1 + ε)-approximate distance
oracle by using almost linear space for any ε > 0. As mentioned, their results do
not extend to the unit-disk graph. In addition, the query time of their algorithm
is O(1/ε). Recently, Gudmundsson et al. showed that when a geometric graph is
a Euclidean spanner, there does exist an almost linear time (and therefore almost
linear space) method to construct (1 + ε)-approximate and O(1) query time distance
oracles [19]. Again, a unit-disk graph is not necessarily a Euclidean spanner with
bounded stretch factor, and their technique does not extend.
3. Deﬁnitions. Unit-disk graphs. Denote by d(·, ·) the Euclidean metric. For
a set of points S in the plane, the unit-disk graph I(S) = (S,E) is deﬁned to be
the weighted graph where an edge e = (p, q) is in the graph if d(p, q) ≤ 1, and the
weight of e is d(p, q). Likewise, we can deﬁne the unit-ball graph for points in higher
dimensions.
Metric space. Suppose that (S, π) is a metric space where S is a set of ele-
ments and π the distance function deﬁned on S × S. For any subset S1 ⊆ S, the
diameter Dπ(S1) (or D(S1) when π is clear from the context) of S is deﬁned to be
maxs1,s2∈S1 π(s1, s2). The distance π(S1, S2) between two sets S1, S2 ⊆ S is deﬁned
to be mins1∈S1,s2∈S2 π(s1, s2).
In this paper, we are interested in the unit-disk graph metric π = πI(S) induced
by the unit-disk graph of a set of points S in the plane, where the distance between
any two nodes is deﬁned to be the length of the shortest path between them.
Well-separated pair decomposition. For a metric space (S, π), two nonempty sub-
sets S1, S2 ⊆ S are called c-well-separated if π(S1, S2) ≥ c ·max(Dπ(S1), Dπ(S2)).
Following the deﬁnition in [10], for any two sets A and B, a set of pairs P =
{P1, P2, . . . , Pm}, where Pi = (Ai, Bi), is called a pair decomposition of (A,B) (or of
A if A = B) if
• for all the i’s, Ai ⊆ A and Bi ⊆ B;
• Ai ∩Bi = ∅;
• for any two elements a ∈ A and b ∈ B, there exists a unique i such that
a ∈ Ai and b ∈ Bi. We call (a, b) is covered by the pair (Ai, Bi).
WSPD FOR THE UNIT-DISK GRAPH METRIC 155
OK! output1
2 3
4 5
6 7 8
T
({123}, {45678})
({123}, {456}) Recurse
({123}, {78})
1 2
3
4 5
67
8
decomposition tree T ′
Fig. 4.1. An example of the decomposition tree.
If in addition, every pair in P is c-well-separated, P is called a c-well-separated pair
decomposition (c-WSPD). Clearly, any metric space admits a c-WSPD with quadratic
size by using the trivial family that contains all the pairwise elements.
4. Well-separated pair decomposition for unit-disk graph metric. We
start with the point set with constant bounded density. Then, by combining with
geometric well-separated pair decomposition, we show the extension of the result to
arbitrary point sets. We will focus our discussion on points in the plane, but most
results extend to higher dimensions, resulting in subquadratic size well-separated pair
decomposition. We also show that our bounds in Rk for k ≥ 3 are tight.
4.1. Point sets with constant bounded density. The density α of a point set
S is deﬁned to be the maximum number of points in S covered by a unit disk. S has
constant bounded density if its density is O(1). We assume that the unit-disk graph
on S is connected; otherwise, we can consider each connected component separately.
To construct a well-separated pair decomposition, we ﬁrst compute the unit-disk
graph I(S) of S and then a spanning tree T of I(S), where the maximum degree of
T is 6. This can be done by computing the relative neighborhood graph of S [37] and
keeping those edges with length at most 1. Let G be the resulting graph. It is well
known that G is connected, and the degree of G is at most 6. We then compute a
spanning tree of G. This step takes O(n log n) time [33]. It is also known that any
n-vertex tree with maximum degree β − 1 can be divided into two parts by removing
a single edge so that each subtree contain at least n/β vertices. We now recursively
apply the balanced partitioning to obtain a balanced hierarchical decomposition of T
(see Figure 4.1). The decomposition can be represented as a rooted binary tree T ′
where each node v ∈ T ′ corresponds to a (connected) subtree T (v) of T . The root of
T ′ corresponds to T , and for a node v ∈ T ′, v’s two children v1, v2 represent the two
connected subtrees T (v1) and T (v2) obtained by removing an edge from T (v). We
denote by S(v) the set of points in the subtree in T (v). For a node v ∈ T ′, denote by
P (v) the parent node of v in T ′. We also use P (S(u)) to denote S(P (u)). The height
of the tree T ′ is obviously O(log n).
Now, we describe a procedure to produce a c-WSPD of S.
For each node v ∈ T ′, we pick an arbitrary point from S(v) as a representative of
S(v) and denote it by σ(S(v)) (or σ(v)). We place in a queue the pair (S(r), S(r)),
where r is the root of T ′. We run the following process until the queue becomes
empty: repeatedly remove the ﬁrst element (S(v1), S(v2)) from the queue. There are
two cases:
156 JIE GAO AND LI ZHANG
• d(σ(v1), σ(v2)) ≥ (c+2) ·max(|S(v1)|−1, |S(v2)|−1). In this case, we include
the pair to P.
• d(σ(v1), σ(v2)) < (c+2)·max(|S(v1)|−1, |S(v2)|−1). If |S(v1)| = |S(v2)| = 1,
then it must be the case that S(v1) and S(v2) contain the same point. In
this case, we simply discard the pair. Otherwise, suppose that |S(v1)| ≥
|S(v2)| and that u1, u2 are two children of v1. We add to the queue two pairs
(S(u1), S(v2)) and (S(u2), S(v2)).
The above process is very similar to the collision detection algorithm in [20] except
that here a pair is produced when they are c-well-separated. We now make the
following claims.
Lemma 4.1. P is a c-WSPD of S. Furthermore, each ordered pair of distinct
points (p, q) is covered by exactly one pair in P.
Proof. By the construction, a pair (S(v1), S(v2)) is included in P if and only if
d(σ(v1), σ(v2)) ≥ (c+ 2) ·max(|S(v1)| − 1, |S(v2)| − 1). Since for any v ∈ T ′, S(v) is
connected, Dπ(S(v)) ≤ |S(v)| − 1. In addition, π(p, q) ≥ d(p, q). Thus, we have that
π(S(v1), S(v2))
≥ π(σ(v1), σ(v2))− (Dπ(S(v1)) +Dπ(S(v2))
≥ d(σ(v1), σ(v2))− 2max(|S(v1)| − 1, |S(v2)| − 1)
≥ c ·max(|S(v1)| − 1, |S(v2)− 1|)
≥ c ·max(Dπ(S(v1)), Dπ(S(v2))) .
That is, every pair in P is a c-well-separated pair. The process clearly ends. To
argue that P covers all the pairs of distinct points, we observe that we begin with
the pair (S(r), S(r)) that covers all the pairs, and each time when we split a node,
the union of the pairs covered remain the same. The pairs we discard are of the form
({p}, {p}). Thus, all the ordered pairs of distinct points are covered by P. Since the
splitting produces two disjoint sets, each ordered pair is covered exactly once.
The following lemma shows that the sizes of two sets in the same pair do not
diﬀer too much.
Lemma 4.2. Each pair (A,B) that ever appears in the queue satisﬁes 1/β ≤
|A|/|B| ≤ β.
Proof. The proof is done by induction. Clearly, it is true for the pair (S(r), S(r)).
Now, consider the splitting that generates the pair (A,B). Without loss of generality,
assume that we split P (B), the parent node of B. By the splitting rule, we have that
|A| ≤ |P (B)|. By induction hypothesis, |A| ≥ |P (B)|/β ≥ |B|/β. Since the splitting
is balanced, |B| ≥ |P (B)|/β ≥ |A|/β. Therefore 1/β ≤ |A|/|B| ≤ β.
Now, we bound the size of P.
Lemma 4.3. If (A,Bi) ∈ P, i = 1, . . . ,m(A), then Bi ∩ Bj = ∅, and m(A) =
O(c2|A|).
Proof. By Lemma 4.1, each pair of points can be covered only once; thus Bi∩Bj =
∅ if both (A,Bi) and (A,Bj) are in P.
If (A,Bi) ∈ P, then (P (A), P (Bi)) is not in P. So d(σ(P (A)), σ(P (Bi))) <
(c + 2) · max(|P (A)| − 1, |P (Bi)| − 1). Set R = β|P (A)| ≤ β2|A|. If we split P (Bi)
to get the pair (A,Bi), then (A,P (Bi)) appeared in the queue, by Lemma 4.2, we
have |P (Bi)| ≤ β|A| ≤ β|P (A)| = R. If we split P (A) to get the pair (A,Bi), then
|Bi| ≤ |P (A)|, so |P (Bi)| ≤ β|Bi| ≤ β|P (A)| = R. Then,
d(σ(P (A)), σ(P (Bi))) < (c+ 2)R,Dπ(P (Bi)) ≤ R .
Then all the points in Bi must be inside a disk of radius (c + 3)R centered at
σ(P (A)). Therefore we have that | ∪m(A)i=1 Bi| = O((c+3)2R2) because S has constant
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bounded density. By Lemma 4.2, we know that |Bi| ≥ |A|/β ≥ |P (A)|/β2. Thus,
|Bi| ≥ R/β3. Then, we have that m(A) = O((c + 3)2R2/(R/β3)) = O(c2R) =
O(c2|A|).
Lemma 4.4. |P| = O(c2n log n).
Proof. Deﬁne Vi = {v ∈ T ′ | |S(v)| ∈ [2i, 2i+1)} for 0 ≤ i ≤ log n. Clearly,
|Vi| = O(n/2i). Deﬁne Σi = {(S(v), B) ∈ P | v ∈ Vi}. Denote by m(S(v)) the total
number of pairs in which S(v) is involved. By Lemma 4.3, we have that
|Σi| =
∑
v∈Vi
m(S(v)) =
∑
v∈Vi
O(c2|S(v)|)
= O(c22i+1 · n/2i) = O(c2n) .
Thus, |P| =∑logni=0 |Σi| = O(c2n log n).
Combining the above result, we now have the following theorem.
Theorem 4.5. For any n points with constant-bounded density in the plane and
any c ≥ 1, there exists a c-WSPD with O(c2n log n) pairs, which can be computed in
O(c2n log n) time.
Proof. Clearly, the time needed is proportional to the number of pairs that ever
appear in the queue. We can represent the construction as a tree: each pair corre-
sponds to a node in the tree, and when a pair is split, we treat those two resulting
pairs as the children of the pair. Clearly, the leaves of the tree correspond to those
pairs included in P and the pairs discarded. All the discarded pairs have the form
({p}, {p}), and there are O(n) such pairs. Thus, the total number of nodes in the
tree is bounded by O(|P|) = O(c2n log n). Each split costs O(1). Therefore, the total
computation cost is O(c2n log n).
The result can be easily extended to the point set with maximum density α.
Corollary 4.6. For a point set with maximum density α, for any c ≥ 1, a
c-WSPD with O(αc2n log n) pairs can be constructed in O(αc2n log n) time.
Proof. If the point set has maximum density α, Lemma 4.3 still holds if we
change m(A) to O(αc2|A|). Substituting the value in Lemma 4.4, we have that
|P| = O(αc2n log n). The claim then follows from Theorem 4.5.
By a similar argument, we can extend the result to higher dimensions.
Theorem 4.7. Given a point set in Rk, where k ≥ 3, with constant bounded
density and any constant c ≥ 1, there exist a c-WSPD with O(n2−2/k) pairs for the
unit-ball graph metric. This bound is tight in the worst case. And the decomposition
can be computed in O(n2−2/k) time.
Proof. We ﬁrst compute a spanning tree of S with constant maximum degree βk, a
constant dependent on k only. This can be done by using the technique in [4]. We then
follow the same process as described above. The upper bound follows from the same
packing argument as in Lemma 4.4. Lemma 4.3 can be changed so that the number
of pairs associated with a node A is m(A) = O(|A|k−1). In addition, by Lemma 4.2,
for any pair (A,B) ∈ P , 1/βk ≤ |A|/|B| ≤ βk. Thus, m(A) = O(n/|A|). Deﬁne Vi
as in Lemma 4.4, |Vi| = O(n/2i). When 0 ≤ i ≤ 1k log n, |Σi| =
∑
v∈Vi m(S(v)) =
O(
∑
v∈Vi |S(v)|k−1) = O(2i(k−1) · n/2i) = O(n2i(k−2)). When i > 1k log n, |Σi| =∑
v∈Vi m(S(v)) = O(
∑
v∈Vi n/|S(v)|) = O((n/2i)2). Therefore,
|P| =
∑
0≤i≤ 1k logn
n2i(k−2) +
∑
1
k logn<i≤logn
O(n2/22i)
= O(n2−2/k) .
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n1/k
n1/k
n1/k
Fig. 4.2. A lower bound example of the well-separated pair decomposition for points in k = 3
dimensions. The shaded dots are tip points.
As for the lower bound, consider the points on the k-dimensional grid [0, n1/k)×
. . .×[0, n1/k). Deﬁne a graph G with edges between pairs of points (x1, . . . , xi, . . . , xk)
and (x1, . . . , xi+1, . . . , xk) for i = 1, or x1 = 0 and i ≥ 2. A point (n1/k−1, x2, . . . , xk)
for 0 ≤ xi < n1/k is called a tip point. Intuitively, G can be thought as a graph where
the tip points dangle down from a (k− 1)-dimensional mesh. See Figure 4.2. Clearly,
we can perturb the point set so that its unit-ball graph equals G. The metric deﬁned
by G has the following property: (i) the diameter of G is kn1/k; (ii) the distance
between any two tip points is at least 2n1/k. Therefore, when c > k/2, a c-WSPD
cannot have two tip points in the same set of a pair. Since there are Θ(n1−1/k) tip
points, Ω(n2−2/k) pairs are needed, just to separate those tip points.
By the same argument as in Theorem 4.5, it is easily seen that the c-WSPD can
be computed in O(n2−2/k) time.
4.2. Arbitrary point sets. The packing argument fails for the unit-disk graph
of point sets with unbounded density. However, we can reduce the problem to the
constant density case by ﬁrst clustering the points and then considering those crowded
points separately by using geometric well-separated pair decompositions.
For 0 ≤ δ ≤ 1, a point p is δ-covered (or simply covered) by a point s if d(s, p) ≤ δ.
Denote by U(s) the set of points δ-covered by s. A subset X ⊆ S is called a δ-cover
of S if any point in S is δ-covered by some point in X. We call the points in a δ-cover
X clusterheads. For each point in S, we assign it to the nearest clusterhead. Thus
X induces a partitioning of S into sets C(s) = S ∩ Vor(s), where Vor(s) denotes the
Voronoi cell of s in X. Clearly, for any p ∈ C(s), d(s, p) ≤ δ, i.e., C(s) ⊆ U(s). A
δ-cover is called minimal if no two points in X are within distance δ to each other.
For any set A ⊆ X, denote by Aˆ the set Aˆ = ∪s∈AC(s).
To deal with an arbitrary point set S, we ﬁrst compute a minimal cover X of
S with an appropriately chosen δ. We then apply our results on constant-bounded
density point sets to X. Note that we cannot use the unit-disk graph on X because
it may not have the same connectivity as the unit-disk graph on S. Denote any two
points s1, s2 in X neighbors if d(s1, s2) > 1, and there exist two points p1 ∈ C(S1)
and p2 ∈ C(s2) such that d(p1, p2) ≤ 1. We call the pair (p1, p2) a bridge between s1
and s2. For each neighboring pair, we only pick one bridge arbitrarily. Let Y denote
the set of all bridge points. Consider the point set Z = X ∪ Y . Let π′ denote the
unit-disk graph metric on the set Z. Now, we make the claim in the next lemma.
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Lemma 4.8. X has O(1/δ2)-density. Z can be computed in O(n log n/δ2) time.
Proof. Any two points s1, s2 in a minimal cover X are of at least distance δ away
from each other. Therefore, there are O(1/δ2) points of X inside any unit disk. So
X has O(1/δ2) density.
To compute X, we can use a greedy algorithm with the assistance of a dynamic
point location data structure of unit disks [11]. The algorithm runs in O(n log n) time.
To compute all the neighboring pairs, we can enumerate all the pairs (s1, s2), where s2
is inside the square centered at s1 and with side-length 2(1 + 2δ). There are O(n/δ
2)
such pairs according to Lemma 4.8, and they can be computed in O(n log n/δ2) time
by using a standard rectangular range searching data structure. Call such pairs can-
didate pairs. Clearly, only a candidate pair can possibly be a neighboring pair.
To ﬁnd a bridge between two clusterheads s1, s2 of a candidate pair, we can com-
pute the bichromatic closest pair between two sets C(s1), C(s2). In the plane, this
can be done in O(|U(s1) ∪ U(s2)| log n) time. Since we need only to examine each
clusterhead against O(1/δ2) clusterheads, the total computation time is bounded by
O(n log n/δ2) [1].
Now we show that π′ approximates π well on the set X.
Lemma 4.9. For any two points p, q ∈ X,
π(p, q) ≤ π′(p, q) ≤ (1 + 12δ)π(p, q) + 12δ.
Proof. Since Z ⊆ S, π(p, q) ≤ π′(p, q). On the other hand, assume that
p0p1 · · · pm, where p0 = p and pm = q is a shortest path between p and q in the
unit-disk graph of S. For 0 ≤ i ≤ m, suppose that si is the clusterhead that covers
pi. Note that s0 = p and sm = q as p, q ∈ X.
Consider two consecutive points pi, pi+1. If si = si+1, then d(pi, pi+1) ≤ 2δ.
Otherwise, suppose that si = si+1. If d(si, si+1) ≤ 1, then π′(si, si+1) = d(si, si+1) ≤
d(pi, pi+1) + 2δ. If d(si, si+1) > 1, then si, si+1 must be a neighboring pair since
d(pi, pi+1) ≤ 1. In this case, it is easy to verify that π′(si, si+1) ≤ d(pi, pi+1) + 6δ.
Thus,
π′(p, q) ≤
m−1∑
i=0
π′(si, si+1)
≤
m−1∑
i=0
d(pi, pi+1) + 6mδ ≤ π(p, q) + 6mδ .
Since p0p1 · · · pm is a shortest path, d(pi, pi+2) ≥ 1 for any 0 ≤ i ≤ m − 2
because otherwise the path could be shortened due to triangular inequality. That is,
π(p, q) ≥ m/2 > m/2 − 1, i.e., m < 2(π(p, q) + 1). Thus we have that π′(p, q) ≤
(1 + 12δ)π(p, q) + 12δ.
Before we describe the construction of c-WSPD for S, we need a straightforward
extension of geometric well-separated pair decomposition in [10] to two separable point
sets.
Lemma 4.10. Suppose that A and B are two point sets that can be separated by
a line and have n points in total. For any constant c ≥ 1, there exists a geometric
c-well-separated pair decomposition of (A,B) with O(n) pairs.
Proof. This can be done by modifying the algorithm in [10] so that the ﬁrst split
of the point set of A ∪B is by the line that separates A and B.
Now, we describe a process that produces a c-WSPD of S for any c ≥ 1. Set
δ = 1/(2c + 4) and c′ = 9(c + 14). We ﬁrst construct a minimal δ-cover X and the
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set Z as described above. Next we compute a c′-well-separated pair decomposition of
the clusterheads X in the unit-disk graph metric of point set Z. Speciﬁcally, we give
weight 1 to points inX and 0 to bridge points. We ﬁnd the spanning tree T of the unit-
disk graph I(Z). T has total weight |X|. We then recursively ﬁnd balanced weighted
decomposition of T : by removing an edge, each subtree has weight at least 1/β
times the weight of the parent. Since X has a bounded density O(1/δ2), the packing
argument is still valid and we can compute a c′-well-separated pair decomposition for
X. Suppose the decomposition obtained is P = {P1, P2, . . . , Pm}, where Pi = (Ai, Bi),
Ai ⊆ X, Bi ⊆ X. We now create a set of pairs P ′ = P ′1 ∪ P ′2 ∪ P ′3 as follows:
1. For each Pi ∈ P, if |Ai| > 1 or |Bi| > 1, we include in P ′1 the pair P ′i =
(Aˆi, Bˆi). Recall that Aˆ = ∪s∈AC(s).
2. If |Ai| = |Bi| = 1, suppose that Ai = {a} and Bi = {b}. If d(a, b) ≥ (2c+2)δ,
we then include in P ′1 the pair P ′i = (Aˆi, Bˆi). Otherwise, any pair of points
in Aˆi
⋃
Bˆi is within distance (2c + 2)δ + 2δ = 1. Since Aˆi ⊂ Vor(a), and
Bˆi ⊂ Vor(b), Aˆi and Bˆi are separable by a line. Per Lemma 4.10, we compute
a geometric c-WSPD of (Aˆi, Bˆi) and include in P ′2 all the pairs produced this
way.
3. For every s ∈ X, we compute a geometric c-WSPD of C(s) and include into
P ′3 all the pairs produced.
Now, we make the next claim.
Lemma 4.11. P ′ is a c-WSPD of S.
Proof. We ﬁrst argue that P ′ is a pair decomposition of S. For any pair of points
s1, s2 ∈ S, suppose that the clusterheads covering them are s′1 and s′2, respectively.
If s′1 = s′2, then (s1, s2) is covered by a pair in P ′1 ∪ P ′2. Otherwise, it is covered by a
pair in P ′3. It is also easily veriﬁed that each ordered pair is covered exactly once.
Now, we show that all the pairs in P ′ are c-well-separated with respect to the
unit-disk graph metric. Since δ = 1/(2c + 4), for all the pairs in P ′2, the Euclidean
distance between any two points in Aˆi ∪ Bˆi is at most (2c + 4)δ = 1. Therefore, the
unit-disk graph on the subset Aˆi ∪ Bˆi is a complete graph, i.e., every pair in P ′2 is
c-well-separated under the unit-disk graph metric. The same argument applies to P ′3
as the distance between two points in C(s) is at most 2δ ≤ 1.
Now, consider a pair (Aˆi, Bˆi) ∈ P ′1. We distinguish two cases:
1. When |Ai| = |Bi| = 1. Then we must have π(Ai, Bi) ≥ (2c+ 2)δ according to
the construction rule, and thus
π(Aˆi, Bˆi) ≥ π(Ai, Bi)− 2δ ≥ 2cδ = c/(c+ 2) .
On the other hand, D(Aˆi), D(Bˆi) ≤ 2δ = 1/(c + 2). Therefore, (Aˆi, Bˆi) is c-well-
separated.
2. When |Ai| > 1 or |Bi| > 1. In what follows, we use D and D′ to denote
Dπ, Dπ′ , respectively. Clearly,
π(Aˆi, Bˆi) ≥ π(Ai, Bi)− 2δ , and D(Aˆ) ≤ D(A) + 2δ .
Since either Ai or Bi contains at least two clusterheads, it must be true that
max(D(Ai), D(Bi)) ≥ δ, as the distance between two clusterheads is at least δ.
So, max(D(Aˆi), D(Bˆi)) ≥ δ, and max(D(Aˆi), D(Bˆi)) ≤ max(D(Ai), D(Bi)) + 2δ ≤
3max(D(Ai), D(Bi)).
As Ai, Bi are c
′-well-separated under π′, π′(Ai, Bi) ≥ c′ · max(D′(Ai), D′(Bi)).
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Therefore,
π(Aˆi, Bˆi) ≥ π(Ai, Bi)− 2δ
≥ (π′(Ai, Bi)− 12δ)/(1 + 12δ)− 2δ
by Lemma 4.9
≥ c′/(1 + 12δ) ·max(D′(Ai), D′(Bi))− 14δ
≥ c′/(1 + 12δ) ·max(D(Ai), D(Bi))− 14δ
≥ (c′/(3(1 + 12δ))− 14) ·max(Dˆ(Ai), Dˆ(Bi))
≥ cmax(D(Aˆi), D(Bˆi)) .
by c ≥ 1, δ = 1/(2c+ 4), and c′ = 9(c+ 14).
In both cases, Aˆi, Bˆi are c-well-separated, i.e., all the pairs in P ′1 are c-well-
separated.
Now, we make the claim in the next theorem.
Theorem 4.12. For any set S of n points in the plane and any c ≥ 1, there exists
a c-WSPD P of S under the unit-disk graph metric where P contains O(c4n log n)
pairs and can be computed in O(c4n log n) time.
Proof. By combining Corollary 4.6 and Lemma 4.8, we have that |P ′1| ≤ |P| =
O(c2n log n/δ2) = O(c4n log n). If |Ai| = 1, then the number of pairs (Ai, Bi) ∈ P ′2
where |Bi| = 1 is bounded by O(1/δ2) = O(c2). Since the size of the geometric
well-separated pair decomposition is linear in terms of the number of points [10],
|P ′2| = O(c2n). Clearly, |P ′3| = O(n). When we sum the sizes, we have that |P ′| =
O(c4n log n).
By Theorem 4.5 and Lemma 4.8, it is easy to see that the total time needed is
O(c4n log n).
Similarly, in higher dimensions, we have the next corollary.
Corollary 4.13. For any set S of n points in Rk, for k ≥ 3, and for any
constant c ≥ 1, there exists a c-WSPD P of S under the unit-ball graph metric where
P contains O(n2−2/k) pairs and can be constructed in O(n4/3 polylogn) time for k = 3
and in O(n2−2/k) time for k ≥ 4.
Proof. For simplicity of computation, we use boxes instead of balls to ﬁnd clus-
terheads with constant bounded density. A point p is covered by a point s if p is
inside the box with size 2δ centered at s. Finding the minimal cover can be done
by using a dynamic rectilinear range search tree in k-dimensions [11]. The running
time is O(n polylogn). Notice that every point can be covered by at most a constant
number of clusterheads; thus we can ﬁnd the nearest clusterhead for every point in
linear time in total. To ﬁnd a bridge between two clusterheads s1, s2, we compute
the bichromatic closest pair between two sets C(s1), C(s2). Let m1 = |C(s1)| and
m2 = |C(s2)|. According to [1], when k = 3, it takes O((m1m2)2/3 polylogn) time,
and when k = 4, it is
O((m1m2)
1−1/(k/2+1)+ε +m1 logm2 +m2 logm1)
= O((m1m2)
1−1/k +m1 logm2 +m2 logm1) .
Since each set is involved only in O(1) bichromatic closest pair computation, the total
time is O(n4/3 polylogn) when k = 3 and O(n2−2/k) for k ≥ 4. Computing the WSPD
on the clusterheads takes O(n2−2/k) time, according to Theorem 4.5.
4.3. Estimating distance between pairs. In the above, we showed how to
construct well-separated pair decomposition for unit-disk and unit-ball graphs. As
mentioned in the introduction, to apply WSPD in solving proximity problems in
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the unit-disk graphs, we ﬁrst need to estimate the shortest path distances between
O(n log n) pairs of the WSPD. Note that in our construction for the point sets with
constant bounded density, we use Euclidean distance as a lower bound for the unit-
disk graph distance and the size of the point set as an upper bound for the diameter.
While these approximations are suﬃcient for bounding the size of WSPDs, they are
too coarse for obtaining good approximation. Recall that σ(A) is an (arbitrary) point
picked from a set A. For a c-well-separated pair (A,B), we can use the estimated
distance πˆ(σ(A), σ(B)) to approximate all the pairwise distances between points in A
and points in B. In this section, we show several trade-oﬀs for measuring the distance
between m pairs of points in the unit-disk graph.
Denote by τ(n, c,m) the time needed to compute m-pairs c-approximate distance
in a unit disk graph. In what follows, we set c0 = 2.42 >
4
√
3
9 π and c1 a number
slightly smaller than c0 but greater than
4
√
3
9 π.
Lemma 4.14.
1. τ(n, c1,m) = O(n log
3 n+m).
2. τ(n, 1 + ε,m) = O(n2/(εr) +mr/ε), for any 1 ≤ r ≤ n.
Proof. 1. We ﬁrst construct a planar 4
√
3
9 π-spanner of the unit disk graph. Such
spanner exists and can be computed in O(n log n) time [26]. Now, we apply Tho-
rup’s construction of (1 + ε)-approximate distance oracle [35] to that planar spanner,
for a suﬃciently small constant ε > 0. The bound follows immediately from the
preprocessing and query time bounds of Thorup’s algorithm.
2. We again cluster the points and consider the set of clusterheads, X. Suppose
that we have constructed a (1 + ε/2)-approximate shortest distance oracle for X.
For two query points q1, q2, if d(q1, q2) ≤ 1, we return d(q1, q2). Otherwise, we
ﬁnd the clusterheads s1, s2 that cover q1 and q2, respectively, and return πˆ(q1, q2) =
π′(s1, s2) + 2δ as an approximation of π(q1, q2). It is easily veriﬁed that πˆ(q1, q2) is
a (1 + ε)-approximation for δ = O(ε). The density of X is O(1/δ2) = O(1/ε2). The
graph formed by connecting neighboring pairs in X is an O(1/ε2)-overlap graph as
deﬁned by Miller, Teng, and Vavasis [28] and therefore admits a balanced separator
with size O(
√
n/ε). Furthermore, it can be computed in deterministic linear time by
the method of Eppstein, Miller, and Teng [13].
Now, it is easy to extend the shortest distance algorithm for planar graphs by
Arikati et al. [3] to the above geometric graph on X. By using the same technique,
we can obtain a trade-oﬀ with O(n2/(εr)) preprocessing time and O(r/ε) query time
for any 1 ≤ r ≤ √n.
5. Applications. In this section, we show the application of the well-separated
pair decomposition in obtaining eﬃcient algorithms for approximating the furthest
neighbor (diameter, center), nearest neighbor (closest pair), median, and stretch fac-
tor, all under the unit-disk graph metric. Since the running time of the algorithms
for computing c0-approximate and (1+ ε)-approximate distance are diﬀerent, we will
be describing the bounds for both approximations (recall that c0 = 2.42). Roughly
speaking, our algorithms for computing c0-approximation is about linear and for com-
puting (1+ε)-approximation is about O(n
√
n), dominated by the distance estimation.
We should note that for the problems of computing diameter and center, there is
a simple linear time method to achieve 2-approximation. It is therefore not interesting
to present algorithms to obtain c0-approximation for those problems, with c0 = 2.42.
For the other problems, it is still interesting, as we are not aware of any algorithms that
achieve comparable approximation ratio in subquadratic time, even for planar graphs.
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We need ﬁrst to describe the well-separated pair decomposition we will be using.
In what follows, we also include the time for measuring the distances between pairs
into the construction time. For c0-approximation, c0 = 2.42, we construct a c-well-
separated pair decomposition P1 for suﬃciently large constant c and, for each pair
(A,B) in the WSPD, compute c1-approximate distance πˆ1(A,B) between σ(A) and
σ(B) according to Lemma 4.14.1. For (1 + ε)-approximation, we compute a c-well-
separated pair decomposition P2 for c = O(1/ε) and, for each pair (A,B), compute
the (1 + ε/2)-approximate distance πˆ2(A,B) between (σ(A), σ(B)) by Lemma 4.14.2
and by setting r = ε2
√
n/ log n. The following is immediate.
Lemma 5.1. P1 contains O(n log n) pairs and can be computed in O(n log3 n)
time. P2 contains O(n log n/ε4) pairs and can be computed in O(n
√
n log n/ε3) time.
For any pair of points (p, q), suppose that its covering pair in P1(P2) is (A,B); then
πˆ1(A,B) (πˆ2(A,B)) is a c0-approximation ((1 + ε)-approximation) of π(p, q), c0 =
2.42.
In the process of producing a well-separated pair decomposition, we constructed
several trees, the balanced hierarchical decomposition tree for constant bounded den-
sity points and the fair split trees for geometric well-separated pair decomposition [10].
For simplicity of presentation, we treat them as a single tree T ′1 and T
′
2, for P1 and
P2, respectively, by joining the trees created in the geometric well-separated pair de-
composition to the clusterheads appropriately. In what follows, P, T ′, πˆ mean that
they could be either case.
5.1. (1 + ε)-distance oracle. Although P2 takes time O(n
√
n log n/ε3), the
space needed is only O(n log n/ε4). We can use P2 to answer (1 + ε)-approximate
distance query between any two points (p1, p2) by ﬁrst locating the pair (A,B) that
covers (p, q) and returning πˆ(A,B). The query time is the time needed to discover a
pair in P2 that covers the query pair. We show that this can be done in O(1) time by
using the properties of WSPD.
Corollary 5.2. For a unit-disk graph on n points and for any ε > 0, we can
preprocess it into a data structure with O(n log n/ε4) size so that for any query pair,
a (1 + ε)-approximate distance can be answered in O(1) time.
Proof. It suﬃces to prove for constant-bounded density point sets. We store all
the pairs in P in a hash table indexed by the pairs. We will show that for each query
pair (p, q), we can ﬁnd O(1) candidate pairs that are guaranteed to contain the pair
in P that covers (p, q). Then, we simply query the hash table using those candidate
pairs and discover the one that does cover (p, q).
We modify our construction in section 4.1 so that we are more careful on deciding
when to include a pair in P. We use a c1-approximate distance oracle as constructed
in Lemma 4.14.1. When producing P, we include a pair in P if πˆ(A,B) > (cc1 +
2)max(|A| − 1, |B| − 1). Then there is a constant c2 > 0 such that for any c ≥ 2 and
any pair (A,B) ∈ P, cc1s ≤ π(A,B) ≤ cc2s, where s = max(|A| − 1, |B| − 1).
Now, to answer a query (p, q), we ﬁrst use the c1-approximate distance oracle to
compute an approximation 	 of π(p, q), i.e., π(p, q) ≤ 	 ≤ c1π(p, q). Suppose that
(A,B) ∈ P is the pair that covers (p, q). Without loss of generality, let us assume
that |A| ≥ |B|, i.e., s = |A| − 1. Then we have
s ≤ π(A,B)/(cc1) ≤ π(p, q)/(cc1) ≤ 	/(cc1) .
On the other hand, s ≥ π(A,B)/(cc2) ≥ (π(p, q) − 2s)/(cc2). That is, s ≥
π(p, q)/(cc2 + 2) ≥ 	/(c1(cc2 + 2)).
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Set 	ˆ = 	/(cc1). Then, for (A,B) to cover (p, q), A has to be an ancestor of p
in T ′, and the size of A is sandwiched by 	ˆ/(c2 + 1) and 	ˆ. Notice that c1, c2 are
constants independent of c. There are only O(1) such nodes in T ′. Similarly, there
are only O(1) such B’s. We now form O(1) candidate pairs by joining every pair.
Clearly, this can be done in O(1) time.
5.2. Furthest neighbor. Suppose that S1 ⊆ S. For any p, deﬁne the (relative)
furthest neighbor of p to be ξ(p) = argmaxq∈S1 π(p, q) in S1. Then the diameter of
S1 is D(S1) = maxp∈S1 π(p, ξ(p)). The center of S1 is the point that minimizes the
maximum distance to the other points, i.e., argminp∈S1 π(p, ξ(p)). Therefore, once
we compute approximate furthest neighbors for all the p, we also obtain approximate
diameter and center.
Consider any WSPD. To compute the furthest neighbor of S1, we traverse the
balanced hierarchical decomposition tree T ′ and mark all the nodes v ∈ T ′, where
S(v)∩ S1 = ∅. This can be done in O(n) time in a postorder visit of the tree. A pair
P = (S(u), S(v)) is called marked if both u and v are marked. Let
R1(u) = max{πˆ(S(u), B)|(S(u), B) is marked}
and 0 if there is no such pair. With each node u, we also record 	(u), the node that
achieves R1(u).
For any p ∈ S1, consider the path P in T ′ from p to the root. Suppose that u is
the node that maximizes R1(u) among all the nodes on P . Now, we pick any point,
say, q, from S(	(u))∩S1 (since 	(u) is marked, S(	(u))∩S1 = ∅) and claim that it is an
approximate furthest neighbor with the approximation ratio 2.42, if the above process
is applied to P1, or 1+ε, if applied to P2. For correctness, consider the (marked) pair
in P that covers (p, ξ(p)). Suppose it is (S(u), S(v)). Then R1(u) ≥ πˆ(S(u), S(v)).
Since the pairs are well-separated, it is easy to see that q is an approximate furthest
neighbor of p with the approximation ratio determined by the WSPD we use. After
we have computed the approximate furthest neighbor, it is simple to compute the
diameter and the center. Therefore, we have the next corollary.
Corollary 5.3. For any set S of n points in the plane and any S1 ⊆ S, we can
compute
• c0-approximate furthest neighbor for all the points in S1 in O(n log3 n) time,
c0 = 2.42; and
• (1 + ε)-approximation, for any ε > 0, of the furthest neighbor, the diameter
of S1, and the center of S1 in O(n
√
n log n/ε3) time.
Remark. We did not list c0-approximation (c0 = 2.42) for the diameter and the
center because there is a simple linear time 2-approximate algorithm.
5.3. Nearest neighbor, closest pair. Computing the nearest neighbor or clos-
est pair in S under the unit-disk graph metric is trivial—it is the same as under the
Euclidean metric as long as the graph is connected. However, the problem becomes
harder if we restrict our attention to a subset S1 ⊆ S, i.e., computing the nearest
neighbor in S1 for each point in S1 or computing the closest pair between points in
S1. For any two sets S1, S2, we can also deﬁne the bichromatic closest pair to be
argminp∈S1,q∈S2 π(S1, S2).
By using the same technique as in the previous section, we are able to show the
next corollary.
Corollary 5.4. For any set S of n points in the plane, and any S1, S2 ⊆ S, we
can compute
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• c0-approximation (c0 = 2.42) for the nearest neighbor for all the points in
S1, the closest pair in S1, the bichromatic closest pair of S1, S2, in time
O(n log3 n); and
• (1 + ε)-approximation for the same problems in time O(n√n log n/ε3).
Remark. We should note that by applying the technique in [10], we can actually
enumerate a set of O(n) pairs of points that is guaranteed to include the closest
pair. However, since our distance oracle is approximate, we can compute only the
approximate closest pair, unlike in the geometric case.
5.4. Median. Similar to the deﬁnition of center, median is deﬁned to be the
point that minimizes the average (or total) distance to all the other points. Let
ρ(p) =
∑
q∈S1 π(p, q). Then the median of S1 is the point that minimizes ρ(p).
By using a similar technique, we can show the following.
Corollary 5.5. For any planar point set S with n points and S1 ⊆ S, a c0-
approximate median (c0 = 2.42) of S1 can be computed in O(n log
3 n) time, and for
any ε > 0, a (1 + ε)-approximation can be computed in O(n
√
n log n/ε3) time.
Proof. Computing approximate median is similar to computing the furthest neigh-
bor. The only diﬀerence is that instead of computing R1(u), we compute
R2(u) =
∑
(S(u),B)∈P
πˆ(S(u), B) · |B| ,
and then for each point p and the path P from p to the root, compute ρˆ(p) =∑
u∈P R2(u)/(n − 1), as an approximation of ρ(p). The correctness is guaranteed
by the property of pair decomposition that every pair of points is covered by a unique
pair in the decomposition. Again, we pick the point with the minimum ρˆ(p) to be
the approximate median. The approximation ratio and running time bounds follow
immediately.
5.5. Stretch factor. For a graph G deﬁned on S, the stretch factor of G with
respect to π is deﬁned as maxp,q∈S πG(p, q)/π(p, q). Narasimhan and Smid [29] gave
an algorithm to approximate the stretch factor of a geometric graph to the Euclidean
metric using the geometric well-separated pair decomposition. By following the same
argument we can approximate the stretch factor of an arbitrary graph G with respect
to the unit-disk graph metric. Again, we consider the well-separated pair decompo-
sition P. For each pair (A,B) ∈ P, we pick any pair of points (p, q), where p ∈ A
and q ∈ B, and compute the approximate shortest path πˆG(p, q) in G and πˆ(p, q) in
I. The maximum ratio of πˆG(p, q)/πˆ(p, q) over all pairs in P is an approximation to
the stretch factor by the same argument in [29].
Corollary 5.6. For any graph G on S, we can compute an O(1)-approximate
stretch factor of G in time O(τ ′1(n log n)), where τ
′
1(m) is the time to compute m
O(1)-approximate shortest path queries in G. In particular, if G is a subgraph of I,
an O(1)-approximate can be computed in time O(n log3 n). Similarly, we can compute
for any ε > 0, a (1 + ε)-approximate stretch factor of G in time O(τ ′2(n log n/ε
4) +
n
√
n log n/ε3), where τ ′2(m) is the time to compute m (1 + ε)-approximate shortest
path queries in G. When G is a subgraph of I, this can be done in O(n
√
n log n/ε3)
time.
6. Extensions. There are several direct extensions of our techniques. Here, we
outline the extension to the intersection graph of disks with bounded radii ratio and
to the unweighted unit-disk graph.
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6.1. Intersection graphs of disks with bounded radii ratio. When the
sizes of the disks are not uniform, it is generally not possible to obtain subquadratic
well-separated pair decomposition of the metric induced by the intersection graph.
This can be shown by the example where there is a big disk and n − 1 pairwise
disjoint small disks intersecting it. Indeed, the intersection graph of this example is
a tree with one internal node and n− 1 leaves.
However, if the ratio between the radii of any two disks (or balls) is upper bounded
by a constant, then the packing property (Lemma 4.3) still holds. We can obtain
similar results for the intersection graph of disks (or balls in high dimensions) with
bounded radii ratio.
6.2. Unweighted unit-disk graphs. In the previous part, we considered only
weighted unit-disk graphs. There are applications in which we need the unweighted
unit-disk graph. The results for point set with constant bounded density can be
directly extended to unweighted unit-disk graphs. If the density is unbounded, then it
is impossible to obtain a subquadratic size well-separated pair decomposition as shown
by the example of the unweighted complete graph. But again for the applications,
we can apply the clustering technique to reduce it to the problem for point sets
with constant unbounded density. The clustering increases the approximation ratio
by a multiplicative factor of 3 [17]. Thus in near linear time we can compute 3c0-
approximation (c0 = 2.42) for the following problems: the furthest neighbor, nearest
neighbor, closest pair, bichromatic closest pair, median, and stretch factor, all with
respect to the unweighted unit-disk graph metric. Again we didn’t list the problems
of computing diameter and center because there are trivial 2-approximate algorithms.
Furthermore, we can get a better multiplicative approximation factor by permit-
ting an additive error as shown in the following. For the unweighted unit-disk graph
I(S) on point set S, we cluster the points by ﬁnding a minimal 1-cover X of S; i.e.,
any two clusterheads c1, c2 ∈ X must be distance at least 1 away, and any point is
covered by at least one clusterhead. We also assign a unique clusterhead c(p) to every
node p in S, as before. For any two clusterheads in X within distance 3, if there
exists a path with no more than three hops to connect them, we select such two nodes
as a bridge. Deﬁne Z to be the union of centers X and bridge nodes Y . Again, the
shortest path metric in the unweighted unit-disk graph I(Z) is denoted by π′, to be
distinguished by the metric π in I(S). It is easy to see that Z has constant bounded
density. So we build the c-well-separated pair decomposition P ′ on Z. For each pair
(A′, B′) ∈ P ′, we build a pair (A,B), where A = ⋃c(p)∈A′ p, B = ⋃c(q)∈B′ q. The
collection of the pairs is denoted by P.
Lemma 6.1. For p, q ∈ S,
1. π(p, q) ≤ π′(p, q);
2. π′(p, q) ≤ 3π(p, q) + 2, if p, q are clusterheads, then π′(p, q) ≤ 3π(p, q).
Proof. The ﬁrst claim is because I(Z) is a subgraph of I(S). The second one is
proved in [17].
Set c = 6/ε; we have the next lemma.
Lemma 6.2. For any two pairs of points (p1, q1), (p2, q2) ∈ (A,B), where (A,B) ∈
P, π(p1, q1) ≤ (1 + ε)π(p2, q2) + (4 + 2ε).
Proof. Take the centers of p2, q2, c(p2) ∈ A′, c(q2) ∈ B′. We can see that
π(p1, c(p2)) ≤ 1+π(c(p1), c(p2)) ≤ 1+π′(c(p1), c(p2)) ≤ 1+D′(A′), where D′ denote
the diameter in metric π′. Since (A′, B′) is c-well-separated, we have π′(A′, B′) ≥
c·max(D′(A′), D′(B′)). So π′(c(p2), c(q2)) ≥ c·max(D′(A′), D′(B′)). π(c(p2), c(q2)) ≤
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π(p2, q2) + 2. Combining Lemma 6.1 and all these, we have
π(p1, q1) ≤ π(p1, c(p2)) + π(c(p2), c(q2)) + π(c(q2), q1)
≤ 1 +D′(A′) + π(c(p2), c(q2)) + 1 +D′(B′)
≤ π(c(p2), c(q2)) + 2 + (2/c)π′(c(p2), c(q2))
≤ π(c(p2), c(q2)) + 2 + (2/c)(3π(c(p2), c(q2)))
≤ (1 + 6/c)π(c(p2), c(q2)) + 2
≤ (1 + 6/c)π(p2, q2) + (4 + 12/c)
= (1 + ε)π(p2, q2) + (4 + 2ε).
Theorem 6.3. For an unweighted unit-disk graph I(S) on a point set S and any
1 > ε > 0, we can ﬁnd in time O(n
√
n log n/ε3) a data structure of size O(n log n/ε4)
such that for any pair of points p, q with distance π(p, q) > 2, we can return a value
x in O(1) time such that
1
1 + ε
(x− 4− 2ε) ≤ π(p, q) ≤ (1 + ε)x+ 4 + 2ε.
Proof. For each pair (A′, B′), we take an arbitrary pair of points a0, b0 from
A′, B′, respectively, and compute the distance π(a0, b0). By using the same idea as
in Lemma 4.14, we can show that the total amount of time is O(n
√
n log n/ε3). Note
that any pair of points p, q with distance π(p, q) > 2 must be in diﬀerent clusters. We
ﬁnd the pair (A′, B′) that includes the pair of points (c(p), c(q)) in O(1) time. (Notice
that there exists a constant-spanner for the unweighted unit-disk graph on point set
with constant density [17].) Therefore we take x = π(a0, b0), where (a0, b0) is the
representative pair of (A′, B′). The theorem then follows from Lemma 6.2.
Similarly, this gives us O(n
√
n log n/ε3)-time algorithms for ﬁnding approximate
solutions to the following problems: the furthest neighbor, nearest neighbor, closest
pair, bichromatic closest pair, median, diameter, center, and stretch factor, all with
respect to the unweighted unit-disk graph metric.
7. Conclusion. In this paper, we extend the well-separated pair decomposition,
originally developed in the Euclidean metric, to the unit-disk and unit-ball graph met-
rics. This allows us to obtain almost linear time 2.42-approximate and subquadratic
time (1+ε)-approximate algorithms for several proximity problems where no eﬃcient
methods were previously known. The combinatorial bounds in Rk for k ≥ 3 are also
tight.
The most notable open problem is the gap between Ω(n) and O(n log n) on the
number of pairs needed in the plane. Also, the time bound for (1 + ε)-approximation
is still about O˜(n
√
n) because of the lack of eﬃcient method for computing (1 + ε)-
approximate shortest distance between O(n) pairs of points. Any improvement to the
algorithm for that problem will immediately lead to improvement to all the (1 + ε)-
approximate algorithms presented in this paper.
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