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ABSTRACT 
This paper shows how a multilayered perceptron can be applied to DOA 
est lmatlon, avoiding many of the problems of the classical methods. A 
review of the main charactez·istics of the perceptron ls made, and several 
algor i t/Jms are used to train the network. At the recall phase, the system 
ls able to respond quite well to situations not present at the training 
set. 
I NTRODUCCION 
En esta comunlcacl6n se descrlben la estructura y los 
prlnciplos basicos de funcionamiento del perceptr6n, se presentan diversas 
modalldades del algorllmo de aprendlzaje, y se esludia la capacldad de 
apllcacl6n de una red de este estilo a la estimaci6n de la dlreccl6n de 
llegada de una serle de fuenles a un array de sensores. 
EL PERCEPTRON HULTICAPA. ESTRUCTURA Y PROPAGACION INPUT-OUTPUT. 
Un perceptr6n mul ticapa es un tlpo especial de red neuronal. [ 1 I Su 
capacldad de proceso se basa en una densa interconectlvldad entre sus 
nodos procesadores y en un elevado paralellsmo presente en todo momento en 
la estructura. 
El perceptr6n puede represenlarse como una sucesi6n de capas (fig. 1). 
La capa 0 es la de entrada, las capas 1 .. C-1 son capas ocultas o 
inlermedlas, y la capa C es la de salida. 
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tlgura I. Esl.tuclur-, del percephon 
Cada capa contlene un conjunto de nodos, cada uno de Ios cuales se 
caracterlza por un vector: 
U c; c=l .. C=numero de capa ; 1=1 .. N =numero de nodo 
I c 
slendo Ne el numero de nodos en la capa c. 
Las componenles de los vectores de nodo seran: 
l-Ie ; j=l. . N +1 
IJ e-1 
1 Este trabajo ha sido financiado ~arcialmente par S.A.E.S. y parcialmente 
por el Plan Nacional de Investlgacl6n de las Tecnologias de lnformaci6n y 
Comunlcaciones. 
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es declr, hay tantas component.es como nodos lenga la capa anterior, mas 
una adlclonal, utlllzada para conservar el valor del umbral de excltacl~n . 
Cada capa, ademis, tlene asoclado un vector: 
o"; l=l..N 
I c 
La entrada al nodo 1 de la capa c+1 se calcula, entonces, como: 
N 
c 
D ) - wc+l IN +I c-1 j=l 
Puede observarse que resulta mis c6modo trabajar afiadlendo una 
compohente -1 a los vectores o. De ese modo, la entrada al nodo 1 sera: 
\.le+ I 
0 
c 
I 
y la sallda de ese nodo vendri dada por: 
o~Hl F E\.!~Hto"F 
donde F(x) es una funcl6n que relaclona entrada y sallda. 
Se puede ve~ que para c=O; o0 es el vector de entrada (o datos de 
partlda), y que o son los datos finales sumlnlstrados por la red. 
EL ALGORITHO DE ENTRENAHIENTO 
Antes de que la red sea ~tll es necesarlo someterla a un proceso de 
aprendlzaje, a fin de calcular los valores 6ptlmos de l os vectores de 
nodo. Para ello, la tecnlca a segulr es presenlar un elev<~do nt'1mer·o de 
veces una secuencla de datos a la entrada, para la cual conocemos la 
sallda. A contlnuaci6n se describe brevemente el proceso. 
1 '" 51 dlsponemos de un conjunto dr m~estras de entrada I .. I , y 
conocemos sus correspodlentes salldas 0 .. 0 , tendremos, al propagarse por· 
el interior de la red la entrada k, una sallda oc distlnta, en generel, de 
ok 
En general, podemos deflnlr un error extendldo al conjunto de 
muestras: 
m 
£; L c - ok 12 0 k 
k=l 
Ahora, para calcular los pesos 6plimos, basta con que nos movamos en 
dlrecci6n opuesta al gradiente de la func16n de error anterlormente 
deflnlda. 
Asi, en la iteraci6n n+l tendremos: 
w" [n+l] = w" [n] 
I J I J 
- ex 
aw" 
I J 
El calculo de las derlvadas parciales puede hacerse por capas, 
comenzando por la ~ltima y propaganda hacla atris. Par ello se conoce e ste 
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algorltmo con el nombre de backpropagatlon . 
Exlsle la poslbllldad de modlflcar el metodo, a fin de acelerar la 
convergencla durante la fase de entrenamlento . Se comentan, a 
contlnuacl6n, las dos tecnlcas mas utllizadas para ello: 
a) Hacer servir un 
correcciones, y que 
caso se obtiene: 
termino de inercia, 
va am or t igUandose en 
procedente 
iteraciones 
de las anterlores 
suces i vas . En es le 
Wc [n+1] 
I J 
~c [n] -
l J 
a~H S ( ~c [n] - ~c [n-1] ) 
B~c I J I J 
I J 
b) Intentar que el factor de ajuste se adapte lo mejor posible a las 
caracteristlcas del gradiente de la funcl6n de error. La nueva expresl6n 
es [2.]: 
Wc [n+1] 
I J 
Wc [n] - ac [n] 
I J I J 
lomando como criterio de modificacl6n de c el siguiente : a 
I J 
{ c [n] si VC g [n] VC [n-1] > 0; s > 1: s a c [n+1] I J I J I J a I J b c [n] sl VC g [n] VC [n-1] < 0; b < 1· a 
I J I J I J ' 
de modo que dos iteraciones que mantengan el mismo signo en el gradlente 
producen un incremento del factor a. Si por el contrario, hay un cambio de 
slgno en dicho gradlente, a se reduce, para evl tar que el slstema pueda 
oscilar o hacerse inestable . 
ESTINACJON DE ANGULO DE LLEGADA 
El problema de la estlmacl6n de DOll (Direction of Arrival) reside 
en lntentar obtener, a partlr de las muestras de sefial recogidas en un 
array de sensores, las direcclones en que se encuenlran cada una de las 
fuentes emlsoras . 
Para la solucl6n se han desarrollado dlversos metodos de cidculo , 
la mayor parte de los cuales se basa en la descomposlci6n de la matrlz de 
autocorrelacl6n (3] [4]. Eslo, ademas de suponer un elevado caste 
computacional, puede resul tar lneficaz si las fuentes presentan altos 
indices de correlacl6n, o slmplemente, si los elementos del array no estan 
dispuestos de forma lineal y equlespaciada. 
11 fin de evitar los anteriores inconvenlentes, la propuesla que se 
esludla en esla comunlcacl6n conslste en entrenar un perceptr6n con 
matrices de correlaci6n conocidas, para despues estudiar su 
comportamlenlo como estimador de los angulos de incldencla, en sltuaclones 
para las cuales no ha sldo entrenado . 
La malriz de correlacl6n se define de la forma slgulente: 
R = E {x(t) x"(t)} 
donde x(t) es el vector de sefiales recibldas en el array en el lnstante L, 
E denota el operador matematico esperanza y * lndlca el vector 
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traspuesto y conjugado. La expresl6n anterior requler·e, para su c6mputo, 
el conoclmlento de todas las muestras de sef\al. La est.adistlca de la sefi;:ll 
de entrada no es conoclda a priori, por .lo que la matrlz de correlr~ciSn 
debe ser estlmada a partlr de un n~mero flnlto de muestras de sef\al. 
RESULTADOS 
Las pruebas se han llevado a cabo conslderando un array compuesto por 
clnco elementos equlespaciados ?./2. Coma datos de entrada a la red se 
utlllzan las partes real e lmaglnarla de los elementos de la zona superior 
de la matrlz de correlacl6n. 
La red conslderada esta formada por tres capas (una ~nlca capa 
oculta), con 25 nodos de entrada, 40 nodos en la capa lntermedla y 2 nodos 
a la salida, a los que no se apllca la func16n de transfer encl.a, a fin de 
obtener un mayor margen dlnAmico a la sallda del slstema . 
~~J~ r--------------------------------------------1 
fQ.rl 
!0 . 0 
100 ~MM 
I 
I 
I 
I 
I 
I 
. .... ,, ........ .. ....................... , 
tlqura 2.1 Error versus ltaraclones con backpropagallon standard 
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F!gura 2. 2 Error versus lleraclones con backpropagallon modi flc,.do 
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La secuencla de entrenamlento esta formada por 363.000 muestras, 
comblnando dlstlnlas polenclas de seftal, indices de correlacl6n y angulos 
de lncldencla en el margen 0 - 20•. Las flguras 2. 1 y 2. 2 muestran la 
evoluc16n del error cuando se usaron los metodos dlrecto y adaptatlvo 
respectlvamente. El proceso de aprendlzaje se detlene al alcanzar nlveles 
de error aceptables para el metodo adaptatlvo, o al llegar a una situac16n 
de estancamlento, en el metodo dlrecto. Puede observarse la exlstencla de 
dos zonas: una de convergencla raplda, durante las prlmeras lteraclones y 
otra en la que se reduce considerablemente el rltmo de decreclmlento del 
error . Los parametros de la secuencla de aprendlzaje son: · 
Para el metodo directo se lom6 ~ = 0.01. 
El metodo adaptativo parte de un valor lnlclal de ~ 0.001 y unos 
factores de incremento y decremento s = 1. 1, b = 0.5. 
Puede observarse la aparlci6n de perturbaciones del error al utllizar 
el metodo adaptativo . No obstante , estas son eliminadas rapldamente, y en 
general, el slslema acelera su rltmo de aprendlzaje respecto al metodo 
standard. 
Durante la fase de funclonamlento, se prob6 la red con 
muestras dlstlntas de las presentadas durante el algori tmo de 
entrenamlento. El error cometldo por el slstema es, en los casos 
peores dentro del margen, de unos 0. 8•, llegando a estlmar los 
angulos, para clertas conflguraclones de seftal con un error inferior a !as 
decimas de grado . 
CONCLUS !ONES 
La apllcacl6n de un circulto como el perceptr6n al problema de 
la estlmac16n de angulos de llegada evi ta los problemas de los metodos 
claslcos expuestos en el tercer apartado~ A pesar de trabajar con 
restrlcclones en el margen angular, este puede ampllarse tanto coma sea 
necesar·lo, slempre que se aumente adecuadamente el tamafto de la r ed. 
nespeclo al metodo a seguir durante el aprendizaje, el adaptatlvo 
presenla una convergencla mucho mas rapida, sl blen existe la poslbilldad 
de que el proceso sufra pequenas alterac iones como ocurre en la fig. 2 . 2. 
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