This paper describes an animation approach with autonomous actors reacting to their environment and taking decisions based on perception systems, memory and reasoning. With such a system, we should be able to create simulations of situations such as virtual humans moving in a complex environment they may know and recognize, or playing ball games based on their visual and touching perception. In particular, the paper describes an animation approach where synthetic vision is used for navigation by a synthetic actor. The vision is the main channel of information between the actor and its environment and offers a universal approach to pass the necessary information from the environment to an actor in the problems of path searching, obstacle avoidance, and internal knowledge representation with learning and forgetting characteristics. For the general navigation problem, we propose a local and a global approach. In the global approach, a dynamic occupancy octree grid serves as global 3D visual memory and allows an actor to memorize the environment that he sees and to adapt it to a changing and dynamic environment. His reasoning process allows him to find 3D paths based on his visual memory by avoiding impasses and circuits. In the local approach, low level vision based navigation reflexes, normally performed by intelligent actors, are simulated. The local navigation model uses the direct input information from his visual environment to reach goals or subgoals and to avoid unexpected obstacles. A more complex example of vision-based tennis playing is also presented.
Introduction
The main goal in our approach is to build intelligent autonomous virtual humans or actors. By intelligent we mean that virtual humans are able to plan and execute tasks based on a model of the current state of the virtual world. By autonomous, we mean that actors do not require the continual intervention of a user. Our autonomous actors should react to their environment and take decisions based on perception systems, memory and reasoning. With such a system, we should be able to create simulations of situations such as virtual humans moving in a complex environment they may know and recognize, or playing ball games based on their visual and touching perception. To achieve our goals, actors should be able to move freely in the environment and change their motion in real-time. They should also perceive the environment through sensors. We already worked extensively on vision-based behavior; in the future, we intend now to generalize to various sensors and include production and reaction to sounds.
Finally, in order to make the simulations truly interactive, the user should be able to communicate with actors moving in Virtual Environments. This kind of research is strongly related to the research efforts in behavioral animation as introduced by Reynolds (1987) . Reynolds introduces a distributed behavioral model to simulate flocks of birds, herds of land animals, and schools of fish. Several other authors have described experiments in "behavioral animation." Haumann and Parent (1988) describe behavioral simulation as a means to obtain global motion by simulating simple rules of behavior between locally related actors. Lethebridge and Ware (1989) propose a simple heuristically-based method for expressive stimulus-response animation. Wilhelms (1990) proposes a system based on a network of sensors and effectors. Ridsdale (1990) proposes a method that guides lower-level motor skills from a connectionist model of skill memory, implemented as collections of trained neural networks.
Our more specific goal is to allow the actor to explore an unknown environment, and to build mental models and cognitive maps from this exploration. While or after the maps are built, the actor can successfully do path-planning, navigation, and place-finding.
A system with such functionalities may be used in different domains. In architecture, it can display the flow of people in a building. In artificial intelligence, it can be used both as the input and the output of an emotion system or other broad agents (Bates et al. 1992) . In artistic animation, it allows the animator to direct the motion of the actor at a high level, either with script or task (e.g. "go to the kitchen"), or by defining keyframe location to be passed through.
An architecture for animating autonomous synthetic actors
Autonomous synthetic actors should be based on the three key components:
• the locomotor system, concerned with how to animate physical motions of one or more actors in their environment • the perceptual system, concerned with perceiving the environment.
• the organism system, concerned with rules, skills, motives, drives and memory; it may be regarded as the brain of the actor.
For the locomotor system, there is no general method applicable to complex motions like skiing or playing tennis for example. Only a combination of various techniques may result in a realistic motion with a relative efficiency. Consequently, only a locomotor system based on integrated methods may support these complex movements. The TRACK system (Boulic et al. 1993) , has two major goals, first integrating a wide range of motion generators within the unified framework of multiple track sequences, and second, providing a set of tools for the manipulation of these entities.
We have proposed the following methodology: first, the output produced by any generator is adequately sampled in the joint space and each value is recorded and becomes a key value within a track. Then, a set of tools can manipulate the resulting multiple track sequences. Among these tools, we may mention:
• a compression filter used to reduce the key value to minimum within a predefined error rate • the Coach-Trainee (Boulic and Thalmann 1992) method which allows the kinematics correction of joint-space based motion with respect to Cartesian constraints.
A perceptual system is concerned with perceiving the environment. Our objective was to integrate only three modes of attention: orienting, touching, and looking. For the orientation, we have modeled the ability to stabilize the posture of the body with respect to the gravitational force. The simulation of the touching system is still under development and will essentially consist in detecting contacts between the actor and the environment. The most important perceptual subsystem is the vision system. Our synthetic vision system has been developed in order to deal with complex environments. Until now, we were only able to simulate actors in a corridor (Renault et al. 1990 ). Now, our actors are able to navigate in complex environments like forests, mazes, flower fields. To create complex environments, like forests, we have extended the formal concept of L-systems for animation (Noser et al. 1992; Noser and Thalmann 1993) . In particular, an appropriate vector force field allows physical simulation and behavioral group animation of objects generated by the L-system.
We have modeled the actor brain with a visual memory and a limited reasoning system allowing the actor to decide his motion based on knowledge. The movement decision procedure is the central coordinator to determine further movement. The 3D visual memory allows the actor to memorize the environment he sees and to adapt it to a changing and dynamic environment. His reasoning process allows him to find 3D paths based on his visual memory by avoiding impasses and circuits. The actor's visual memory is defined using an occupancy octree grid, implemented using paging with a hashing function based on the location of the point to be inserted. In order to simulate real situations, we have also introduced possibilities of forgetting, corresponding to the deleting of subtrees in the octree.
Vision-based navigation

Global and local navigation
The task of a navigation system is to plan a path to a specified goal and to execute this plan, modifying it as necessary to avoid unexpected obstacles (Crowley 1987) . This task can be decomposed into global navigation and local navigation. The global navigation uses a prelearned model of the domain which may be a somewhat simplified description of the synthetic world and might not reflect recent changes in the environment. This prelearned model, or map, is used to perform a path planning algorithm.
The local navigation algorithm uses the direct input information from the environment to reach goals and sub-goals given by the global navigation and to avoid unexpected obstacles. The local navigation algorithm has no model of the environment, and doesn't know the position of the actor in the world.
Once again to make a comparison with a human being, close your eyes, try to see the corridor near your room, and how to follow it. No problem, your were using your "visual memory," which corresponds to the global navigation in our system. Now stand up and go to the corridor near your room, then close your eyes and try to cross the corridor... There the problems begin (you know that there is a skateboard in front of your boss's door but...). This is an empirical demonstration of the functionalities of the local navigation as we define it in our system.
The global navigation needs a model of the environment to perform path-planning. This model is constructed with the information coming from the sensory system. Most navigation systems developed in robotics for intelligent mobile robots are based on the accumulation of accurate geometrical descriptions of the environment. Kuipers and al. (1988) give a nearly exhaustive list of such methods using quantitative world modeling. In robotics, due to low mechanical accuracy and sensory errors, these methods have failed in large scale area. We don't have this problem in Computer Graphics because we have access to the world coordinates of the actor, and because the synthetic vision or other simulations of perception systems are more accurate. We develop a 3D geometric model, based on grid, implemented as an octree. Elfes (1990) proposed a 2D geometric model based on grid but using a Bayesian probabilistic approach to filter non accurate information coming from various sensor positions. Roth-Tabak (1989) proposed a 3D geometric model based on a grid but for a static world.
In the last few years, research in robot navigation has tended towards a more qualitative approach to world modeling, first to overcome the fragility of purely metrical methods, but especially, because humans do not make spatial reasoning on a continuous map, but rather on a discrete map (Sowa 1964) . Kuipers et al. (1988) present a topological model as the basic element of the cognitive map. This model consists of a set of nodes and arcs, where nodes represent distinctively recognizable places in the environment, and arcs represent travel edges connecting them. Travel edges corresponding to arcs are defined by local navigation strategies which describe how a robot can follow the link connecting two distinct places. These local navigation strategies correspond to the Displacement Local Automata (DLA) implemented in the local navigation part of our system. These DLAs work as a black box which has the knowledge to create goals and sub-goals in a specific local environment. They can be thought of as low-level navigation reflexes which use vision, reflexes which are automatically performed by the adults.
Synthetic Vision
Our approach using synthetic vision provides the actor with a realistic information flow from the environment (Renault et al. 1990 ). To simulate human behavior, i.e. the way a human reacts to his environment, we should simulate the way the actor perceives the environment. Moreover, in systems such as L-systems, where there is no 3D geometric database of the environment because the world exist only after the execution of production rules, synthetic vision gives an elegant and fast way to provide information about the environment to the actor.
Artificial vision is an important research topic in robotics and artificial intelligence. But the problems of 3D recognition and interpretation are not yet generally solved (Gagalowicz 1990) . With synthetic vision, we don't need to address these problems of recognition and interpretation.
Each pixel of the synthetic vision input has the semantic information giving the object projected on this pixel, and numerical information giving the distance to this object. So, it is easy to know, for example, that there is a table just in front at 3 meters. With this information, we can directly deal with the problematic question: "what do I do with such information in a navigation system?"
The octree as visual memory representation
We use an octree as the internal representation of the environment seen by an actor because it offers several interesting features. With an octree we can easily construct enclosing objects by choosing the maximum depth level of the subdivision of space. Detailed objects like flowers and trees do not need to be represented in complete detail in the problem of path searching. It is sufficient to represent them by some enclosing cubes corresponding to the occupied voxels of the octree . The octree adapts itself to the complexity of the 3D environment, as it is a dynamic data structure making a recursive subdivision of space. Intersection tests are easy. To decide whether a voxel is occupied or not, we only have to go to the maximum depth (5-10) of the octree by some elementary addressing operations. The examination of the neighborhood of a voxel is immediate, too.
Another interesting property of the octree is the fact that it represents a graph of a 3D environment. We may consider, for example, all the empty voxels as nodes of a graph, where the neighbors are connected by edges. We can apply all the algorithms of graph theory directly on the octree and it is not necessary to change the representation.
Perhaps the most interesting property of the octree is the simple and fast transition from the 2D image to the 3D representation. All we have to do is take each pixel with its depth information (given by the z-buffer value) and calculate its 3D position in the octree space. Then, we insert it in the octree with a maximum recursion depth level. The corresponding voxel will be marked as occupied with possible additional information depending on the current application.
The octree has to represent the visual memory of an actor in a 3D environment with static and dynamic objects. Objects in this environment can grow, shrink, move or disappear. In a static environment (growing objects are still allowed) an insert operation for the octree is sufficient to get an approximate representation of the world. If there are moving or disappearing objects like cars, other actors, or opening and closing doors, we also need a delete operation for the octree. The insert operation is simple enough. The delete operation however, is more complicated. Our approach follows.
At a given instant, each pixel is inserted into the octree and the corresponding voxel is marked with the actual time stamp. After the insertion of all image pixels, all the voxels in the vision volume are tested whether they have disappeared or not. The principle of such a test is shown in figure 1 . An occupied voxel has to be deleted only if there is no real object either at its position or in front of it. This condition is expressed by equation (1).
d scene > d octree (distances from the observer)
The distance of the voxel of the octree from the observer has to be smaller than the distance of a real object or the background. To get the distance of the voxel from the observer you have to transform the observer into the octree coordinate system and apply the corresponding modeling and perspective transformation to the voxel. Doing this with all voxels in the vision volume, we get the image of the memory in normalized coordinates and can compare it directly with the z buffer values of the 2D synthetic world image .
The algorithm of path finding is based on path searching in a graph. Each free voxel not occupied by an obstacle is interpreted as a node of the graph. All the neighbor voxels are considered to be connected by an edge. So, the octree represents a graph with nodes and edges. The algorithm of path searching uses the principle of backtracking and memorizes all tested nodes in a sorted list.
With this list of already tested nodes, circuits can be avoided, and situations without a path from a given source to a given destination can be detected. In a first approach, a path is represented by a sequence of free nodes. To avoid a combinatorial explosion of possibilities in graph searching, we use a heuristic depth first search. The first type of heuristic is characterized by the choice of the neighbors of the current voxel. For example, if we know that the search is done in a plane (2D), we will only examine the neighbors in that plane. So, we can reduce the numbers of new voxels to be tested from 26 to 8. The second type of heuristic is determined by the order of the new neighbors to be tested. If we are searching a path from the current position to an aim, we will sort the list of the new neighbors according to their distance from the aim and we will continue the depth first search with the nearest neighbor to the aim. The third type of heuristic is determined by some additional conditions on the new neighboring voxels to be examined. If we want, for example, that the actor is bound to the ground ( if he/she cannot fly) in a 3D environment with stairs, ramps, bridges, holes, etc., we can use only neighbors which have an occupied voxel beneath themselves. With these simple condition, our actor is now able to avoid holes, use bridges and mount or descend stairs and ramps.
The path finding procedure is a mental process of the actor, which is based on the contents of his visual memory (octree). This means that during his reasoning on a possible path, he does not move. Very often, though, he is placed in an unknown environment, which he has still not seen and memorized. In this case, he cannot find a path using, for example, some conditional heuristic. So, he is forced to explore his environment guided by his vision and a heuristic. This exploring is an active process and the actor has to walk and memorize what he sees. In this case, an heuristic depth first search step can be used to guide the actor to guarantee that he finds a way if one exists.
If the actor, for example, is enclosed in a house, there will be no path to a destination outside the house. In this case, he will explore the parts of the interior accessible to him according to the heuristic. He will finish his search by having memorized the interior of the house and the conclusion that he is enclosed. He should avoid turning infinitely in a loop and he can recognize that he has checked all possibilities to find an exit.
To illustrate the capabilities of the synthetic vision system, we have developed several examples. First, an actor is placed inside a maze with an impasse, a circuit and some animated flowers (Plate 1). The actor's first goal is a point outside the maze. After some time, based on 2D heuristic, the actor succeeds in finding his goal. When he had completely memorized the impasse and the circuit, he avoided them. After reaching his first goal, he had nearly complete visual octree representation of his environment and he could find again his way without any problem by a simple reasoning process. We have also implemented a more complex environment with flowers and butterflies (Plate 2); the complex flowers were represented in the octree memory by enclosing cubes.
Local Navigation System
The local navigation system can be decomposed into three modules. The vision module, conceptually the perception system, draws a perspective view of the world in the vision window, constructs the vision array and can perform some low level operation on the vision array. The controller module, corresponding to the decision system, contains the main loop for the navigation system, and decides on the creation of the goals and administrates the DLAs. The performer, corresponding to the task execution system, contains all the DLAs.
The Vision module
We use the hardware facilities of the Silicon Graphics IRIS to create the synthetic vision, more precisely we use the flat shading and z-buffer drawing capabilities of the graphic engine. The vision module has a modified version of the drawing routine traveling the world; instead of giving the real color of the object to the graphic engine, this routine gives a code, call the vision_id, which is unique for each object and actor in the world. This code allows the image recognition and interpretation. Once the drawing is done, the window buffer is copied into a 2D array. This array contains the vision_id and the z-buffer depth for each pixel. This array is referred as the view.
The Controller module
In local navigation there are two goals. These two goals are geometrical goals, and are defined in the local 2D coordinate system of the actor. The actor itself is the center of this coordinate system, one axis is defined by the direction "in front", the other axis is defined by the "side" direction. The global goal, or final goal, is the goal the actor must reach. The local goal, or temporary goal, is the goal the actor creates to avoid the obstacles encountered in the path towards the global goal. These goals are created by the Displacement Local Automata (DLA), or given by the animator or by the global navigation system. The main task of the controller is to create these goals created and to make the actor reach them.
Goal creation and actor displacement are performed by the DLAs. The controller selects the appropriate DLA either by knowing some internal set-up of the actor, or by visual by analyzing the environment. For example, if the actor has a guide, the controller will choose the DLA follow_the_guide. Otherwise, from a 360 look-around, the controller will determine the visible objects and then determine the DLA corresponding to these objects. No real interpretation of the topology of the environment (as in Kuipers et al. 1989 ) has yet been implemented. The choice of the DLA is hardcoded by the presence of some particular objects, given by their vision_id.
The actor has an internal clock administrated by the controller. This clock is used by the controller to refresh the global and local goal at regular intervals. The interval is given by the attention_rate, a variable set-up for each actor that can be changed by the user or by the controller. This variable is an essential parameter of the system: with a too high attention rate the actor spends most of his time analyzing the environment and real-time motion is impossible; with a too low attention rate, the actor starts to act blindly, going through objects. A compromise must be found between these two extremes.
The Performer module
This module contains the DLAs. There are three families of DLA: the DLAs creating the global goal (follow_the_corridor, follow_the_wall, follow_the_visual_guide), the DLAs creating the local goal (avoid_obstacle, closest_to_goal), and the DLAs effectively moving the actor (go_to_global_goal). The DLAs creating goals only use the vision as input. All these DLAs have access to a library of routines performing high level operations on the vision. A detailed algorithm of the use of vision to find avoidance goal is described by Renault et al. (1990) .
Tennis Playing
Our second example is concerned with the simulation of vision-based tennis playing. The example shows the universal character of the synthetic vision approach, we modeled beside the "navigation and collision avoidance" behavior a "tennis playing" behavior. Tennis playing is a human activity which is severely based on the vision of the players. In our model, we use the vision system to recognize the flying ball, to estimate its trajectory and to localize the partner for game strategy planning. The geometric characteristics of the tennis court however, make part of the players knowledge.
For the dynamics simulation of the ball, gravity, net, ground and the racquet we use the force field approach developed for the L-system animation system. The tracking of the ball by the vision system is controlled by a special automata. A prototype of this automata is already able to track the ball, to estimate the collision time and collision point of ball and racquet and to perform successfully a hit with given force and a given resulting ball direction. In a first step, we have a prototype where only two racquets with synthetic vision can play against each other, in order to develop, test and improve game strategy and the physical modeling. Plate 3 shows the prototype system. The integration of the corresponding locomotor system of a sophisticated actor is under development as seen in Plates 4 and 5.
The two actors play in a physically modeled environment given by differential equations and supported by the L-system . In this "force field animation system" the 3D world is modeled by force fields. Some objects have to carry repulsion forces, if there should not be any collision with them. Other objects can be attractive to others. Many objects are both attractive at long distances and repulsive at short distances. The shapes and sizes of these objects can vary, too. Space fields like gravity or wind force fields can greatly influence animation sequences or shapes of trees.
Ball and player recognition
In the navigation problem each colored pixel is interpreted as an obstacle. No semantic information is necessary. In tennis playing however, the actor has to distinguish between the partner, the ball and the rest of the environment. The ball has to be recognized, its trajectory has to be estimated and it has to be followed by the vision system. At the beginning of a ball exchange, the actor has to verify that its partner is ready. During the game the actor needs also his partner's position for his play strategy.
To recognize objects in the image we use color coding. The actor knows that a certain object is made of a specific material. When it scans the image it looks for the corresponding pixels and calculates its average position and its approximate size. Thus each actor can extract some limited semantic information from the image.
Once the actor has recognized the ball, it follows it with his vision system and adjusts at each frame his field of view. As the vision image resolution is very small (50x50 pixels) the ball risks to disappear at far distances or to become too big at near distances. Thus, if the number of "ball" pixels is smaller than a given lower limit the field of view angle is decreased. On the other hand, if the number of "ball" pixels exceeds an upper limit, the field of view angle is increased. By this dynamic adjusting of the field of view angle the low resolution problem of the vision image can be solved.
The ball's trajectory estimation.
To play tennis each partner has to estimate the future racket-ball collision position and time and to move as fast as possible to this point. At each frame (1/25 sec) the actor memorizes the ball position. So, every n-th frame the actor can derive the current velocity of the ball. From this current velocity and the current position of the ball it can calculate the future impact point and impact time. We suppose that the actor wants to hit the ball at a certain height h. As the vertical velocity component of the ball is in general not too big, we can neglect air damping and assume the ball moving according to equation 2.
with m: mass of the ball g: gravity acceleration v 0 : initial vertical speed of the ball t: time So the impact time at height h can easily be calculated from the quadratic equation. With this solution however, an actor never lets jump the ball. It will play before the ball will touch the ground. To estimate the x and z components of the impact position, we can use the impact time and the solution of the differential equation of the ball movement with linear air resistance given in the following equation .
with b: air damping m: mass of the ball v 0 : initial speed of the ball t: time
The impact point estimation is performed every n-th frame ( n=4, par example). If the ball is close enough to the actor (1 meter) the estimation can be stopped as the impact point is precise enough.
In the next phase the actor has to play the ball. Now he has to determine the racket speed and its orientation to play the ball to a given place. 
Game strategy
Before playing the ball the actor has to decide where to play. In our simulation approach he looks where his partner is placed and then he plays the ball in the most distant corner of the court. This corner determines the x and z direction of the vector a in Figure 2 . To simplify the strategy we held the inclination of vector a (vertical direction) constant. Thus we can estimate the speed of the resulting ball velocity with a heuristic distance dependent function.
The playing automata
All the above features are coordinated by a specialized "tennis play" automata. First an actor goes to his start position. There he waits until his partner is ready. Then he looks for the ball, which is thrown into the game. Once the vision system has found the ball, it always follows it by adjusting the field of view angle. If the ball is flying towards the actor, it starts estimating the impact point. Once the ball has passed the net, the actor localizes his partner with his vision system during one frame. This information is used for the game strategy. After playing the ball, the actor goes back to his start point and waits until the ball comes back to play it again.
This simplified automata does not treat playing errors. In our current version the actor is a with synthetic vision equipped racket, moving along a spline with no speed limitations. The aim of the project was to show the feasibility of a vision based tennis playing. Error free simulations of tennis playing during several minutes have been performed. It is planned in a future extension to integrate synthetic actors with walk and hit motor and to add some error treatment.
Conclusion
In this paper, we have presented a new approach to implement autonomous synthetic actors in synthetic worlds based on perception and synthetic vision. As vision is a very important perceptual subsystem of an actor, it is an ideal approach for modeling a behavioral animation and offers a universal approach to pass the necessary information from the environment to an actor in the problems of path searching, obstacle avoidance, game playing, and internal knowledge representation with learning and forgetting characteristics.
We think that this new way of defining animation is a convenient and universal high level approach to simulate the behavior of intelligent human actors in dynamics and complex environments. 
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