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m=l We will give sufficient conditions for invertible convergence of infinite products of k x k matrices. We believe that some of these conditions are new even when k = 1. Our results have implications concerning the asymptotic behavior of solutions of systems of difference equations.
PRELIMINARY RESULTS
Our first theorem relates invertible convergence of an infinite product to the asymptotic behavior of solutions of a related system of difference equations. 
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Xn=[l i=N(i+A m Q-I, n>_N.
Then, {Xn}n°°= N is a solution of (4) such that limn-,oo Xn = I.
X oo
Conversely, suppose that (4) has a solution X = { n}n=N such that limn-~oo Xn = I. Then, )]
where XN is invertible. Therefore,
Letting n --+ co shows that
rn=N which implies that I-I~=1(I + Am) converges invertibly.
From (2) and (7), 
where xn is a k-vector. We say that (9) has linear asymptotic equilibrium if every solution of (9) for which XN # 0 approaches a nonzero limit as n --+ co. This is equivalent to requiring the matrix difference equation
to have a solution that approaches I as n ~ oo.
Because of Theorem 3, we can show that 1-I~=l(I + Am) converges invertibly by showing that for some integer N, the difference equation (4) has a solution {Xn}~=N such that limn-~oo Xn = I.
We obtain our results by applying the contraction mapping principle to a discrete integral equation with solutions that satisfy (4). To derive the integral equation, we adapt a procedure introduced by Wintner [2, 3] for linear systems of differential equations. Substituting this into the last member of (15) shows that {Xn}n°°=N satisfies (4).
is assumed to converge, this
MAIN RESULTS
In the following, I" } is a matrix norm such that IABI < [ALIB I for all k × k matrices A and B. If {Pn} is a sequence of k × k matrices, then Pn = 0 (¢n) means that {¢n} is a nonincreasing sequence of positive numbers such that limn-,~ Cn = 0, and sup ~ < c~. 
and Let and define
oo
m~n ¢~ = m~x(p~, ¢~). Then, L is a contraction mapping. Hence, there is a (unique) sequence {Un};& in l3~ that satisfies (21), and the sequence {Xn}F& defined by X, = 1+ U,, satisfies (13). Now Theorem 3 implies that P converges invertibly.
Moreover, since X,+1 = I + O(&+i), = O(log n)-a.
