Consider a multidimensional random walk in a uniformly elliptic random environment. Varadhan ([V03]) showed that the rescaled location of the random walks satisfies both an almost sure (quenched) as well as an averaged (annealed) large deviation principle (LDP) and obtained a variational formula for the averaged rate function. Rosenbluth ([R06]) obtained a variational formula for the quenched rate function, which is rather implicit and hard to analyze. When the spatial dimension d ≥ 4 and the random walk in a random environment satisfies a a certain ballisticity condition, Yilmaz ([Y11]) showed that these two rate functions agree on a neighbourhood of the limiting velocity. In the present context we drop any ballisticity or transience condition and show that, in d ≥ 4 the quenched and the annealed rate functions agree on an open subset of the boundary of the unit ball when the underlying disorder parameter is sufficiently low. This result also implies an explicit formula for the quenched rate function simplifying the earlier representation significantly. Finally, we prove the existence of a non-trivial critical disorder parameter, such that equality of these two rate functions prevails below and on this threshold, and fails beyond it.
MOTIVATION AND BACKGROUND
While asymptotic properties of random walks on the lattice are by now well-understood, much of its success relies on the perfect regularity and the group structure of Z d . However, most physical systems do not enjoy such regularity, and it is only natural to study the asymptotic behavior of a random walk when it is allowed to run in an environment which fails to possess such regularity. One very natural setting in this context is that of a random walk in a random environment (RWRE) which appears through all its facets in many instances of "statistical mechanics in random media" and has enjoyed a profound upsurge of interest within physicists and mathematicians in the recent years. RWRE-s were first considered by Solomon ([So75] ) and extended later by Sinai ([Si82] ) which provided a very efficient methodology for studying the one-dimensional case which is also by now fairly well-understood, and exhibits behaviors that are very different from that of the simple random walk. On the other hand, multi-dimensional RWRE turned out to be much more difficult than the one-dimensional model, and even some of the very fundamental questions have remained quite challenging till date.
Loosely speaking, RWRE can be described as a two-stage process: At the first stage, for each point x ∈ Z d and unit vector e, the distribution ω(x, e) of the step exiting x is determined at random according to an ambient probability measure P. The collection ω = (ω(x)) x∈Z d of distributions with components ω(x) = (ω(x, e)) e is then called an "environment". At the second stage, a random walker walks on the lattice, where at each point x the distribution P x,ω [x → x + e] of its next step is determined by the environment ω(x, e) at its current location. Thus, for each ω, this distribution P x,ω dictates the law of a Markov chain (X n ) n≥0 starting at x and is called the quenched law of the RWRE, while its averaged version P x := P x,ω P(dω) is sometimes referred to as the annealed distribution. It is natural to ask if classical limit theorems continue to remain true under both measures. The law of large numbers (LLN) for the quenched dsitribution, if valid, takes the form P ω : lim n→∞ X n n = v a.e. w.r.t. P x,ω = 1 v ∈ R d .
The above display is equivalent to the validity of P x [ω : lim n→∞ X n /n = v] = 1 which translates to the LLN for the annealed measure. We refer to the literature ([L82, PV81, K85, KV86, SS04, BB07 , MP07, B08, BZ08]) where both LLN and central limit theorems (CLT) have been investigated quite successfully when the the law P of the ambient environment enjoys some special properties. Conditions like reversibility, existence of invariant density for the environment viewed from the particle as well as ballisticity requirements permeate in several forms in the aforementioned literature.
We also stress that while RWRE exhibit the same behavior in the quenched and the annealed setting on the level of LLN, the resulting scenarios for two cases could be very different for questions pertaining to central limit theorems or large deviation principle (LDP). The latter statement concerns investigating the (formally written) asymptotic behavior lim n→∞ 1 n log P 0,ω X n n ≈ x ≃ −I q (x) P − a.s., lim n→∞ 1 n log P 0 X n n ≈ x ≃ −I a (x),
(1.1)
where I q and I a are the quenched and annealed large deviation rate functions, respectively. From Jensen's inequality and Fatou's lemma it follows that I a (·) ≤ I q (·). However, a deeper connection between these two assertions and the corresponding rate functions is closely intertwined with the profound interplay between the random walk and the underlying impurities of the environment. This interplay can be demonstrated by simpler means for the one-dimensional case. Note that in (1.1) one is typically interested in the case when x is away from the limiting velocity v ∈ R d (when it exists). Thus, if at a large time n, a RWRE particle reaches an improbable value nx, one wonders what the environment in [0, nx] could possibly look like and in particular, if such an unlikely scenario resulted from a strange behavior of the particle in that environment or the particle actually encountered an untypical environment. Such questions are intimately linked with the (explicit) information revealed by the quenched and the annealed rate functions, and more importantly, the information that links these two. Since large deviation behavior continues to hold in a much wider context in higher dimensions, the incentive to study and relate these two rate functions is therefore quite natural. To put our present result into context, it behooves us to briefly comment on the existing literature pertinent to large deviations for RWRE.
In this setting, quenched LDP in one dimension was derived by Greven and den Hollander ([GdH98]), followed by Comets, Gantert and Zeitouni ([CGZ00]) who treated both quenched and annealed cases and related the two rate functions by a variational formula 1 . For d ≥ 1, Zerner ([Z98] , see also Sznitman ([S94])) proved quenched LDP for nestling environments 2 , while Varadhan ( [V03] ) dropped the latter assumption on the environment and proved both quenched and annealed LDP and obtained a formula involving entropy for the annealed rate function. The approach using sub-additivity employed both in [Z98] or [V03] did not lead to any formula for the quenched rate function. Kosygina method for proving quenched LDP in the context of a diffusion with a random drift assuming some ellipticity condition and obtained a variational formula for the quenched rate function I q .
Rosenbluth ([R06] ) adapted this theory to the case of multidimensional elliptic RWRE and also obtained a variational formula for
where the infimum above is taken over a class of mean-zero gradients which satisfy certain moment condition. For extensions of the above result to level-2 and level-3 LDP for elliptic RWRE, we also refer to Yilmaz ([Y08] ) and Rassoul-Agha and Sepäläinen [RS11] and to [BMO16] for level-2 LDP for non-elliptic RWRE including random walks on percolation clusters.
Note that the variational formula (1.2) is rather implicit and its infinite dimensional structure is also hard to analyze. For the annealed case, as remarked earlier, Varadhan ([V03]) found a formula for I a which has been analyzed further when the RWRE satisfies a certain ballisticity condition (or, condition (T)) introduced by Sznitman ([S01]) which guarantees transience and a limiting (deterministic and non-zero) velocity v of the underlying random walk in a certain direction, see (2.1) for a precise definition. In particular, it was shown in [V03] that if the RWRE is ballistic and non-nestling, then the zero-set I −1 a (0) = {v} is singleton, while for the nestling case, the latter is simply the convex hull of 0 and v. In [Y09] Yilmaz studied large deviation for random walks on space-time random environments in (1 + d)-dimensions for which it was shown that for d ≥ 3 the quenched and the averaged rate functions agree on a neighborhood of the typical velocity. However, this set up is quite different from the general RWRE -for the space-time product environments, the (marginal of) the averaged measure on paths is a random walk with deterministic transition probabilities always possessing a limiting velocity. As remarked earlier, since quenched and averaged behavior coincide on the level of LLN, the latter statement immediately provides also the same quenched velocity. Already the existence of this velocity, which comes for free for space-time product environment, is quite non-trivial for general RWRE set up in the absence of this transience condition. The latter condition also turned out to be imperative for studying large deviation rate functions for general RWRE. When the random environment is i.i.d. and uniformly elliptic and the RWRE satisfies ballisticity, the structure of Varadhan's ([V03]) annealed rate function I a was further explored by Yilmaz ([Y10] ) and by Peterson and Zeitouni ([PZ09] ) (see also Berger [B12] for relevant slowdown estimates). Further, based on the same assumptions, substantial progress was made in relating the two rate functions in [Y11] where it was shown that when d ≥ 4, I a (·) = I q (·) on an open set whose interior contains every nonzero velocity at which the rate functions vanish 3 All such assertions and their proofs are crucially based on this special transience condition which guarantees an i.i.d. regenerative structure of the underlying random walk in a certain direction. However, many interesting RWRE models simply fail to possess this property. Pertinent examples include random walks in a balanced random environment, the random conductance model, random walk on various percolation clusters as well as random walks on random graphs and trees for which the limiting velocity, or the expected local drift happens to be zero, denying any ballistic march of the random walk along any direction. In the present context, we therefore drop any such transience condition and consider a general RWRE in d ≥ 4, and our incentive originates from relating I a and I q , getting an explicit formula for the quenched rate function I q and underlining the influence of fluctuations (disorder) of the environment reflected in the above relation. In particular, our results include as special case ballistic and non-ballistic RWRE, random walks in a balanced random environment, random walks in space-time random environments ([Y09]), directed polymers in random environment ( [GRS17] ) and the random conductance model ([Bi11]) in a slightly different set up. The present results can then be loosely stated as follows. Consider a RWRE in an i.i.d. and uniformly elliptic random environment in d ≥ 4. Then there is an open subset O ⊂ ∂D of the boundary of ℓ 1 -unit ball D, such that the following implications hold:
• As long as the underlying disorder of the environment is small enough.
see Theorem 1. In Theorem 2 we also show that if the disorder is sufficiently small in a certain sense, the above equality of I a and I q holds for any compact subset of ∂D. • Again for small disorder, the quenched rate function I q admits an explicit formula. For any x ∈ O,
α(e)e θ,e and α(e) = E P [ω(0, e)], (1.3) see Theorem 3. • There is a non-trivial critical disorder that determines a sharp phase-transition in the above equality of the rate functions, i.e., the identity I a = I q continues to hold below the critical disorder and fails beyond it, see Theorem 4.
These assertions seem to be new even in the ballistic RWRE case -e.g. in [Y11] the neighborhood of equality of rate functions around the velocity could a priori exclude the boundary of the unit ball, see the discussion following Theorem 1 for details. Also, the formula (1.3), which simplifies the earlier representation of the quenched rate function (1.2) significantly, was unavailable for ballistic RWRE to the best of our knowledge.
Summarizing, our results elucidate that on the level of large deviations, the prevalence of equality (and likewise, its failure) of the two rate functions hinges solely upon the preponderant influence of the underlying disorder of the environment, rendering the recurrent theme of ballisticity in the aforementioned literature redundant. We will now start developing the mathematical layout of RWRE which would enable us to provide a more precise descriptions of the results announced above.
MAIN RESULTS: RWRE AND THEIR LARGE DEVIATION BEHAVIOR.
2.1. Notation. Fix a spatial dimension d ∈ N. For each x = (x 1 , . . . , x d ) ∈ Z d and p ∈ [1, ∞], throughout the text we will write |x| p = |x| ℓ p norm of x. For notational convenience, we will also write |x| = |x| ℓ 1 = |x 1 | + · · · + |x d | for the ℓ 1 -norm of x. If V := {x ∈ Z d : |x| = 1} = {±e 1 , . . . , ±e d } stands for the set of canonical unit vectors in Z d , then
is the set of all probability vectors on V. Consider the product space Ω := M 1 (V) Z d endowed with its Borel σ-algebra B(Ω) carrying a probability measure P which will be referred to as the environmental law. Any typical element ω ∈ Ω will be called an environment which comprises of a collection ω = (ω(x)) x∈Z d of probability vectors ω(x) on V, whose components shall be denoted by ω(x, e) for e ∈ V, i.e. ω(x) = (ω(x, e)) e∈V . Now, a random walk in an environment ω starting from x ∈ Z d is defined as the Markov chain X = (X n ) n∈N 0 whose transition probabilities for x ∈ Z d and e ∈ V are given by
. P x,ω will be referred to as the quenched law of this random walk, while the averaged or annealed law P x of this random walk is the probability measure on Ω ⊗ (Z d ) N defined by
2.2. Main results. Our results are based on the following two assumptions on the ambient environment law P. We need Assumption A: The environment is i.i.d and also uniformly elliptic. In other words, the former assumption amounts to requiring that the random vectors (ω(x)) x∈Z d are independent and identically distributed under P, while the latter assumption demands existence of a constant κ > 0 such that for all x ∈ Z d and e ∈ V , P(ω(x, e) ≥ κ) = 1.
2.2.1. Equality of large deviation rate functions at low disorder. We now remind the reader that in [V03] Varadhan proved that both the quenched and averaged distributions P 0,ω X n n −1 and P 0 X n n −1 satisfy a large deviation principle. In other words, there exist lower-semicontinuous functions I a , I q :
where the first assertion holds for P-almost every ω ∈ Ω. Note that Fatou's lemma and Jensen's inequality imply that I a (·) ≤ I q (·), and moreover it can be shown that, the rate functions I q and I a are finite if and only if x ∈ D := {x ∈ R d : |x| 1 ≤ 1}. As remarked earlier, the structure of the averaged function I a as well as its relation to the quenched rate function I q have been studied based on imposing Assumption A as well as a certain ballisticity condition introduced by Sznitman ([S01]) which can be formulated as follows. Given a direction l ∈ S d−1 , we say that condition (T) l (or simply, condition (T)) is satisfied if
where U l,L := {x ∈ Z d : −L ≤ x, l ≤ L} and T U l,L is the corresponding exit time. In [S01] it was shown that whenever Assumption A and condition (T) hold, a law of large numbers remains valid, meaning there exists a deterministic velocity v = 0 such that P 0 -a.s. lim n→∞ X n n = v.
In [Y11] Yilmaz imposed Assumption A and condition (T) showed that 4 in dimensions d ≥ 4 there exists a neighborhood N of the limiting velocity v such that and for all x ∈ N, I q (x) = I a (x). Our first main result, stated below in Theorem 1 shows that the above equality between these two rate functions occurs at low disorder, even if condition (T) is not satisfied. Throughout the text, we will write ∂D := {x ∈ R d : |x| = 1} and for each s = (s 1 , . . . , s d ) ∈ {±1} d the subset ∂D(s) := {x ∈ R d : |x| = 1 and x j s j ≥ 0 for all 1 ≤ j ≤ d} and also,
Notice that the subsets ∂D(s) for s ∈ {±1} d correspond to the different faces of the boundary ∂D. We will also write, for any e ∈ V,
where κ is the (largest possible) uniform ellipticity constant of P. Here is the statement of our first main result.
Theorem 1. Given any s ∈ {±1} d there exists ε ⋆ ∈ (0, 1) (depending only on d and s) such that, for any random walk in a random environment in d ≥ 4 satisfying Assumption A (i.e. the environment is i.i.d. and uniformly elliptic) and for
Moreover, under these conditions,
We remark that Theorem 1 is new even in the context of ballistic RWRE. In particular, in [Y11] the two rate functions (for ballistic RWRE satisfying Assumption A) were shown to agree on an open neighborhood of the limiting velocity. But such a neighborhood could a priori exclude the boundary of the unit ball, where the equality is now proved for RWRE which need not be ballistic.
On the other hand, in our context even the existence of velocity is far from obvious, let alone the determination of its location. Therefore, the neighborhood of equality and location of the limiting velocity in our case is not clearly linked. However, since the rate functions vanish at the velocity (if it did exist), it does make sense to wonder if the infimum of the two rate functions agrees. The second assertion (2.5) therefore confirms this intuition in the affirmative on the boundary of the unit ball.
Note also that Theorem 1 provides the equality of the rate functions on some open subset O for small enough disorder. The following result provides a stronger assertion as long as the disorder 4 It has been shown recently ( [GR18] ) that the condition (T) is equivalent to two other ballisticity conditions, namely condition(T ′ ) and polynomial condition P(M). Hence the exact requirement of condition (T) is not crucial, assuming any of these transience conditions would yield equality of the rate functions for ballistic RWRE in d ≥ 4 on a neighborhood of the limiting velocity.
is uniformly small in the following sense. Given a uniformly elliptic environmental law P, define the disorder (in L ∞ ) of P as
where again, κ is the (largest possible) uniform ellipticity constant of P and α(e) = E[ω(0, e)]. Our second result is then the following:
Theorem 2. For any compact subset K ⊆ ∂D \ ∂D d−2 there exists ε K ∈ (0, 1) such that for any random walk in a random environment in d ≥ 4 satisfying Assumption A and for
2.2.2. Formula for the quenched rate function. It turns out that using the crucial observation that the rate function on the boundary ∂D can be studied as a random process in a space-time i.i.d. environment, Theorem 1 and Theorem 2 now provide a simple formula for the quenched rate function I q . Define the moment generating function λ :
|x i | and we stipulate that sgn(0) = 0, α(0) := 1 and 0 log 0 = 0. Here is our next main result.
Theorem 3.
(i) Given any s ∈ {±1} d there exists ε ⋆ ∈ (0, 1) (depending only on d and s) such that, for any random walk in a random environment in d ≥ 4 satisfying Assumption A and under (2.4), there exists a non-empty open subset O ⊂ ∂D(s) \ ∂D d−2 such that
(2.8)
(ii) For any compact subset K ⊆ ∂D \ ∂D d−2 there exists ε K ∈ (0, 1) such that for any random walk in a random environment in d ≥ 4 satisfying Assumption A and (2.7), we have the representation (2.8) for the quenched rate function I q (x) for x ∈ K.
We remark that, with the conventions appearing before the statement of the above theorem, the expression in (2.8) still makes sense for x ∈ ∂D d−2 and is in fact a continuous function of x on ∂D.
Monotonicity in disorder.
We now turn to the statements that provides a phase transition in the behavior of the difference I a (x, ·) − I q (x, ·) as a function of the underlying disorder. We first need some further notation. Let A canonical probability measure on the space Γ := E Z d will be denoted by Q. We will also write ξ = (ξ(x)) x∈Z d ∈ Γ, with ξ(x) = (ξ(x, e)) e∈V being a typical element of this space. We now set
and, given a probability vector α ∈ M 1 (V) with all entries strictly positive, we also write
(2.10)
Now, given such α and Q, let us now consider the family of random environments {ω ε (x, e)} ε∈[0,ε max ) given by
then for each ε < ε max the law P ε induced by the environment ω ε satisfies Assumption A. In this context, we will denote by I a (·, ε) and I q (·, ε) to be the annealed and quenched rate functions, respectively. Recall that I a (x, ε) ≤ I q (x, ε) for all x ∈ Z d and ε > 0. Our next main result establishes the monotonicity property for the difference of these two rate functions I a (x, ·) − I q (x, ·).
Theorem 4. Suppose d ≥ 4. Then, for any α ∈ M 1 (V) with strictly positive entries and i.i.d. probability measure Q on Γ, the following assertions hold:
is non-increasing. In particular, there exists ε c > 0 such that for all ε ∈ [0, ε max ) ). Loosely speaking, this technique allows a decomposition of the location of the RWRE through segments between regenerations. The original LDP of the rescaled RWRE location is then linked to the one of the regeneration times themselves as well as that of the segments in between. Given the i.i.d. structure and finite exponential moments of these objects, one can deduce the original LDP, extract information about the annealed rate function and show equality of the two rate functions in a neighborhood of the limiting velocity, which in this set up is guranteed to exist.
In the absence of such renewal structure we employ a different technique inspired by the martingale method developed originally in the context of directed polymers in (1+d)-dimensions in a random environment ([C17]) which has been used also in the works of Song and Zhou ([SZ96]), Flury ([F08]), Zygouras ([Z08]) in the context of random walks in random potential and by Yilmaz ([Y09]) for random walks in space-time product random environments. The key object of interest is the so-called normalized partition function or the polymer martingale whose properties determine the long-time behavior of the directed polymer. In particular, we have drawn inspiration from the space-time product environment case treated by Yilmaz ([Y09]) using this machinery. However, because of a lack of "directed" or "space-time" structure for general (possibly non-ballistic) RWRE context, the actual execution of the martingale method is different from the aforementioned literature. The following key idea becomes quite instrumental in constructing a martingale for RWRE and studying its properties, and for the convenience of the reader, it is instructive to briefly outline this idea. Since we are interested in the behavior of the rate functions on the boundary ∂D, we shall show that under the standing assumptions, equality of rate functions holds on each face
is a suitable affine transformation and S n = ∑ n−1 j=1 π(X j+1 − X j ) is the projected RWRE, then on the event
. This construction implies the following important upshot: if R n (x) denotes the set of all paths of length n starting at x and ending on ∂R n (x) defined above, then a path z = (z 0 , . . . , z n ) lies in R n (z 0 ) if and only if for all i = 1, . . . , n, z i − z i−1 is a jump allowed by s, i.e., z i − z i−1 ∈ V(s) = {s j e j : j = 1, . . . , d} for all i = 1, . . . , n, which in particular also implies
. This crucial fact now allows us to construct the normalized partition function, a non-negative martingale which in our context takes the form
The above crucial structure seems to be a natural way to construct the "polymer martingale", at least on the boundary on the unit ball, in the context of general RWRE scenario in the absence of "directed" or "ballistic" structure. Given the above recipe, we are now able to follow the second moment analysis of the directed polymer martingale method as a guiding philosophy. However, the above extra ubiquitous conditions (e.g. restriction of paths, conditioning on the event B n etc.) manifest throughout the entire analysis and therefore the actual leveraging of the second moment method in our context of Theorem 1 and Theorem 2 is different from the earlier approaches, see Section 3 and Section 4 for details. The proof of Theorem 3 is based on the equality of the rate functions shown in the two earlier results, while the proof of Theorem 4 relies on an appropriate application of the FKG inequality.
2.4. Organization of the article: Section 3 constitutes the proof of Theorem 2. The arguments for the proof of Theorem 1 build on that of Theorem 2 and these can be found in Section 4. The proofs of Theorem 3 and Theorem 4 are provided in Section 5.
PROOF OF THEOREM 2
We first remark that the boundary ∂D of the unit ball D can be decomposed into (non-overlapping) faces ∂D(s), s = (s 1 , . . . , s d ) ∈ {−1, 1} d , defined as ∂D(s) := {x ∈ ∂D : s j x j ≥ 0 for all j = 1, . . . , d}. We will prove the equality of rate functions
under the assumptions of Theorem 2 on each face ∂D(s) separately. Since the proof is exactly the same for all faces, its suffices to prove the same for x ∈ ∂D(s) for s := (1, . . . , 1). For simplicity, in the sequel we will also sometimes remove the dependence on s from the overall notation. Finally, the proof of (3.1) will be divided into four steps, each occupying a separate subsection.
3.1. Projecting on a (d − 1)-dimensional hyperplane. For each n ∈ N 0 let us define ∂R n := {x ∈ Z d : |x| = n ,s j x j ≥ 0 for all j = 1, . . . , d} = n · ∂D(s).
(3.2) and for each x ∈ Z d set ∂R n (x) := x + ∂R n . Also, define the set V(s) of s-allowed jumps as V(s) = {s j e j : j = 1, . . . , d} ⊆ V.
Given n ∈ N, we will say that a sequence z := (z 0 , . . . , z n ) of n + 1 sites in Z d is a path of length n if z i and z i−1 are nearest neighbors for all i = 1, . . . , n. For x ∈ Z d , let R n (x) denote the set of all paths of length n such that z 0 = x and z n ∈ ∂R n (x). Observe that, a path z of length n belongs to ∂R n (z 0 ) if and only if all of its jumps belong to V(s), i.e. if we define the i-th jump of the path z by
from where we easily deduce that z = (z 0 , . . . , z n ) ∈ R n (z 0 ) ⇐⇒ (z 0 , . . . , z n−1 ) ∈ R n−1 (z 0 ) and e (z) n−1 ∈ V(s).
(3.5)
Now, notice that {x : s 1 x 1 + · · · + s d x d = 1} is the unique hyperplane which contains V(s), which is (affinely) generated by the vectors (s j e j ) j=1,...,d , and let π be the affine transformation
(3.6)
We then define then the projected walk (S n ) n∈N by the formula
where X = (X n ) n∈N 0 is our original RWRE, for each n ∈ N consider the event
Notice that, on the event B n , the projected walk S n belongs to the hyperplane {x ∈ R d : x d = 0}, which we can (and will henceforth) identify with
For any n ∈ N and x ∈ Z d , we now define
(3.10) with e (z) i defined in (3.3). Now a simple computation using (3.5) and the definition of ψ shows that Z θ (·) = (Z n,θ (·, x)) n∈N is a P-martingale for any θ and x. Being also nonnegative, we know it has an P-almost sure limit:
(3.11) 3.2. Martingale convergence in L 2 . Our goal is now to show that the almost sure limiting statement (3.11) now holds also in L 2 (P). The following assertion, which provides the desired L 2 (P) convergence, will furthermore imply that the limit Z ∞,θ is also strictly positive.
Recall the definition of the disorder parameter ε(P) from (2.6).
Lemma 5. If d ≥ 4, then for any compact subset Θ ⊆ R d−1 there exists ε ′ ∈ (0, 1) (possibly depending on Θ) such that whenever ε(P) < ε ′ , then for any
For the proof of Lemma 5 we shall need the following result, which is (a particular version of) the well-known Khas'minskii's lemma. We include the short proof to keep the material self-contained.
Lemma 6. Let Z = (Z i ) i∈N 0 be a random walk on Z d starting at at the origin whose law is denoted by P 0 with expectation E 0 . If we define
then for any C > 0 such that Cη < 1 we have
(3.12)
Proof. By expanding the exponential on the left hand side in (3.12) we can write
and in the upper bound above we have used symmetry, while the next identities follow by successive use of the Markov property.
We are now ready to prove Lemma 5.
Proof of Lemma 5. By the translation invariance of the environment, it will suffice to show the claim for x = 0, and for notational convenience, in the sequel we will abbreviate R n := R n (0) and Z n,θ := Z n,θ (0). Then
Now the following simple observation is crucial for our context. By (3.1) we have that z = (0, . . . , z n ) ∈ R n =⇒ |z i | = i for all i = 1, . . . , n, so that the z i must be all distinct and, furthermore, for z, z ′ ∈ R n one can have z i = z ′ k only if i = k. Using that our environment is i.i.d., this allows us to rewrite (3.13) as
(3.14)
Now, define the probability vector α (θ) = (α (θ) (π(e))) e∈V(s) on R d−1 by the formula α (θ) (π(e)) := α(e) e θ,π(e) ψ(θ) , (3.15) and P (θ) 0 as the law of the random walk on R d−1 starting from 0 having jump distribution q (θ) . Then, since
i−1 )α(e (z ′ ) i−1 ) holds by independence whenever z i−1 = z ′ i−1 , a straightforward computation yields that one can rewrite (3.14) as
where X (θ) and Y (θ) are two independent random walks with law P (θ) 0 with expectation E (θ) 0 . For e, e ′ ∈ V(s) let us define V(π(e), π(e ′ )) := log E(ω(0, e)ω(0, e ′ )) α(e)α(e ′ ) .
Note that, by the uniform ellipticity, V is well-defined and, moreover, since ω(0, e) ≤ α(e)(1 + ε) for each e ∈ V, we have an upper bound
where, for i = 0, . . . , n − 1, we write Z (θ) i = X (θ) i − Y (θ) i . In particular, we see that
.
(3.16) By Lemma 6, the right-hand side of (3.16) will be finite if
1 is symmetric, χ θ takes only real values. We claim that there exists a C d > 0 depending only on d such that, for any θ ∈ R d−1 and r > 0,
We defer the proof of (3.18) and continue with the proof of Lemma 5. Note that the support of |Z (θ) 1 | is uniformly bounded in θ. Therefore, by Taylor's expansion we have
ij ) i,j is positive definite for each θ (since the random walk Z θ has effective dimension d − 1) and the maps θ → a (θ) ij are continuous for all i, j, it follows from (3.19) that for any compact set Θ ⊂ R d−1 there exist r Θ > 0 and c Θ > 0 such that c Θ |ξ| 2 ≤ 1 − χ θ (ξ) for all ξ ∈ B r Θ . In particular, from (3.18) we see that, since d ≥ 4, for some constantC d > 0 depending only on d we have
Taking ε Θ := 1 C Θ then yields the result. We now owe the reader only the proof of the claim (3.18). It will follow from the following general result, which is a well-known application of the Fourier inversion formula.
Lemma 7. Let (Z n ) n≥0 be a random walk in R d with law P 0 starting at the origin, with χ µ being the characteristic function of Z 1 . Then for any r > 0 and δ = √ d/r,
Proof. Since we are interested in the event {Z n ≤ δ} we need to consider the function ∏ d j=! f (x j /δ) where f (x j ) = max(1 − |x j |, 0). Then we have the Fourier transform of the the product
If µ denotes the law of Z 1 and µ ⋆n = µ ⋆ · · · ⋆ µ its n-fold convolution, then for any δ > 0, 5
Therefore, for any a ∈ (0, 1),
The claim (3.18) is a particular version of Lemma 7 with R d replaced by Z d for the choice f = 1 {0} .
3.3. Strict positivity of the limit Z ∞,θ . The next step in the proof is to show the martingale limit Z ∞,θ is strictly positive. Throughout the following, we assume that d ≥ 4, so that Lemma 5 holds.
Proposition 8. For any compact subset Θ ⊆ R d−1 , whenever ε(P) < ε Θ (with ε(P) defined in (2.6) and ε Θ defined in Lemma 5) we have that for each θ ∈ Θ,
Proof. By (3.4) we have z = (0, z 1 , . . . , z n ) ∈ R n ⇐⇒ e (z) 0 ∈ V(s) and (z 1 , . . . , z n ) ∈ ∂R n−1 (z 1 ) so that, by conditioning on the first step of the walk X 1 , a straightforward computation yields that Z n,θ (ω, 0) = ∑ e∈V(s) ω(0, e)e θ,π(e) −log ψ(θ) Z n−1,θ (ω, e).
(3.21)
On the other hand, if for e ∈ V we define T e : Ω → Ω to be the canonical translations T e (ω)(x) := ω(x + e), then it follows that Z n−1,θ (ω, e) = Z n−1,θ (T e (ω), 0), so that (3.21) becomes
By translation invariance of P we know that Z n,θ (T e (ω), 0) → Z ∞,θ (T e (ω), 0) for P-almost every ω, so that we may take the P-almost sure limit as n → +∞ on (3.22) to obtain Moreover, it follows from (3.23) (and again translation invariance of P) that the event {Z ∞,θ (0) = 0} is almost T e -invariant for any e ∈ V(s) so that, by ergodicity of P, its probability must be 0 or 1. Since Lemma 5 dictates that the mean-one martingale (Z n,θ (0)) n∈N converges to Z ∞,θ (0) in L 2 (P), we have E(Z ∞,θ (0)) = 1 and thus it must be P(Z ∞,θ (0) = 0) = 0. By translation invariance of P we conclude the validity of the last sentence for all x ∈ Z d so that
implying the desired result.
3.4. Concluding the proof of Theorem 2.
3.4.1. Existence of the LDP limits and properties of moment generating functions. As before we fix some x ∈ ∂D(s) and a path {x n } n∈N such that |x n | = n, x n ∈ Z d for all n and x n /n → x.
In order to conclude the proof of Theorem 2 we need the following two results.
Lemma 9. Under Assumption A, we have
The proof of Lemma 9 is deferred to until the end of Section 3.4. Next, recall from (3.7) that S = (S n ) n∈N denotes the projected walk of the RWRE X = (X n ) n≥0 . Now, for each n ∈ N, let us set S n := 1 n S n to be the empirical mean and for each n ∈ N and ω ∈ Ω define the quenched log-moment generating function of S n as
where the event B n is defined in (3.8). Then the rescaled quenched log-moment generating function is
We recall some qualitative properties of Λ ω stated in the following result.
Lemma 10. There exists a full P-probability event Ω such that, for any ω ∈ Ω, the following holds: i. The limit in (3.24) exists and is finite for all θ ∈ R d−1 , i.e.
Moreover, y is an exposed point of Λ ω and η is its exposing hyperplane, i.e. for all x = y
where F ω denotes the set of exposed points of Λ ω .
Proof. All the assertions are found in the standard literature (see [DZ98, Section 2.3]) which follows from the existence of a full P-probability event Ω such that, for any ω ∈ Ω and all θ ∈ R d−1 ,
Alternatively, once we have (3.25), one can introduce the conditional probabilities µ n := P 0,ω (S n ∈ · | B n ) and deduce the remaining parts of the lemma by applying the standard Gärtner-Ellis theorem for the sequence (µ n ) n∈N . The existence and finiteness of the limit (3.25) without the indicator function 1 B n follows from a standard sub-additivity argument. In our context, this convergence follows the lines of arguments for the proof of Lemma 9, and we refrain from carrying out the details to avoid repetition.
Remark 11. Note that, exactly like the quenched set-up, we can define the annealed log-moment generating function A n (θ) := log E 0 e θ,S n ½ B n = n log ψ( θ n ), together with its rescaled version
It is easy to see that an analogue of Lemma 10 holds for the annealed version Λ, by replacing Λ ω with Λ and P 0,ω with P 0 everywhere in the statements above.
Proof of Theorem 2:
We will now conclude the proof of Theorem 2 which will be carried out in few steps.
Step 1: First by Proposition 8, given any R > 0 there exists ε R > 0 such that whenever ε(µ) < ε R then, for each θ 0 ∈ D R := {θ ∈ R d−1 : |θ| ≤ R}, we have that Z ∞,θ 0 (0) is P-a.s. strictly positive. Therefore, it follows that there exists a full Pprobability event Ω R such that for all ω ∈ Ω R
where Θ R is some fixed (but arbitrary) countable dense subset of D R . Furthermore, without loss of generality we may assume that Ω R is contained in the event Ω from Lemma 10. But observe that, if this is the case, for ω ∈ Ω R and θ ∈ Θ R we may rewrite
where the second equality follows from (3.26). Since Λ ω is continuous on D R if ω ∈ Ω R by Lemma 10, we conclude that for any such ω the equality Λ ω (θ) = log ψ(θ) in (3.27) holds for all θ in D R .
Step 2: We will now need the following notion of good sets.
Definition 12. We will say that a set O ⊆ ∂D(s) is good if there exists R O > 0 such that
where π is the affine transformation from (3.6).
The following lemma will be needed for the proof of Theorem 2.
Lemma 13. Any compact set O ⊆ ∂D(s) \ ∂D d−2 is good in the sense of Definition 12.
We will assume Lemma 13 for now and continue with the proof of Theorem 2.
Step 3: By Lemma 13, it will be enough to show that for any good
(3.28)
To this end, given any good set O ⊆ V(s), let R O > 0 be the requisite radius from the definition of good set and consider ε O := ε R O +1 > 0 such that whenever ε(P) < ε 0 there exists a full P- 
for any ω ∈ Ω O . By Lemma 10, it follows that for any ω ∈ Ω O the sequence (S n ) n∈N under P 0,ω satisfies an LDP inside π(O) with rate function
where θ x is defined via the relation x = ∇ log ψ(θ x ) (observe that θ x is well-defined for x ∈ π(O) by the goodness of O). Here the LDP inside π(O) is interpreted as:
• For any closed set F ⊆ π(O),
• For any open set G ⊆ π(O),
where Λ(x) is given by (3.29). But an easy calculation exploiting the fact that π is affine and (3.4) shows that, for any set H ⊆ V(s), we have
which implies that a LDP holds for the distribution of ( 1 n X n ) n∈N 0 under P 0,ω :
• For any open set G ⊆ O,
where Λ is given by (3.29).
Step 4: Our next step will be to show that Λ • π ≡ I q on O. To this end, suppose first that Λ(π(x)) < I q (x) for some x ∈ O. By the lower semicontinuity of I q we may find a neighborhood B of x such that inf y∈B I q (y) > Λ(π(x)), where B denotes the closure of B. Observe that the set
is an open set in R d−1 . Thus, by Lemma 10 and (3.30), for any ω ∈ Ω O we have
which is a contradiction. Thus, we must have I q (x) ≤ Λ(π(x)) for all x ∈ O.
On the other hand, if for each x ∈ O we choose a sequence (x n ) n∈N such that:
• x n n → x as n → +∞, • P 0,ω (X n = x n ) > 0 for all n ∈ N, • x n ∈ ∂R n for each n ∈ N, where ∂R n is as in (3.2), then, by Lemma 9, (3.30) and Lemma 10, for any ω ∈ Ω O and δ > 0 we have
Λ ω (π(y)), with the usual notation B(x, δ) := {y ∈ R d : |y − x| ≤ δ}. By the lower semicontinuity of Λ ω , letting δ → 0 in the inequality above yields that −I q (x) ≤ −Λ ω (π(x)) = −Λ(π(x)), the last equality being true because x ∈ O. Hence, we see that
and therefore, since the reverse inequality is also true, we conclude that I q ≡ Λ • π on O.
Step 5: Finally, a similar analysis but for the annealed measure now reveals that I a ≡ Λ • π on O as well. Indeed, the key observation to achieve this is that, by the analogue of Lemma 10 for the annealed measure (recall Remark 11) the sequence (S n ) n∈N under P 0 satisfies an LDP inside π(O) with rate function exactly as in (3.29). From here we immediately obtain (3.28). Thus, for the proof of Theorem 2 we only owe the reader the proof of Lemma 13 as well as Lemma 9.
Proof of Lemma 13:
Since the mapping θ → log ψ(θ) is a smooth strictly convex function on R d−1 , it follows from [R97, Theorem 26.5] that the sets
Thus, in order to prove the lemma it will suffice to show that
Indeed, if this is the case then, given any compact set O ⊆ ∂D(s) \ ∂D d−2 , its projection π(O) is a compact set which can be covered by the open sets G R , and thus it follows that π(O) is contained in some G R for R sufficiently large, proving that O is good. Hence, we only need to show (3.31).
To this end, notice that any x ∈ ∂D(s) \ ∂D d−2 can be written as
δ isi e i where δ i > 0 for all i = 1, . . . , d and ∑ i=1 δ i = 1. Since π is affine, it follows that
On the other hand, a simple computation shows that for any θ ∈ R d−1 ,
Thus, we only need to show that there exists θ(x) = (θ 1 (x), . . . , θ d−1 (x)) ∈ R d−1 such that
for all i = 1, . . . , d − 1. But it is straightforward to check that, for θ(x) given by
for each i = 1, . . . , d − 1, (3.32) is satisfied and so (3.31) follows. This concludes the proof.
Proof of Lemma 9:
First we prove the existence of the quenched limit by adapting some ideas from [CDRRS13, Theorem 3.1.2] which is based on using Kingman's sub-additive ergodic theorem. For x ∈ Z d such that |x| 1 = n, define A n (ω, x) := − log(P 0,ω (X n = x)) > 0. From uniform ellipticity it follows that if x, y ∈ Z d with |x| 1 = n, |y| 1 = m ,then A n+m (ω, x + y) ≤ A n (ω, x) + m log(κ −1 ).
(3.33)
Now assume that x ∈ Q d and |x| 1 = 1. As we are dealing with the case where x ∈ ∂D(s), we will assume that x = ∑ d i=1 e i p i with p i > 0 and ∑ i p i = 1. In the case of x ∈ Q d , there exists some k ∈ N for which kx ∈ Z d . We claim that the limit A(ω, x) := lim n→∞ A nk (ω, xnk) nk exists, is deterministic and does not depend on the selection of k.The existence is consequence of the sub-additive ergodic theorem. In fact, by the Markov property we have
Dividing by mk and taking m → ∞ we see thatÃ(ω, x) ≤Ã(T nkx ω, x). As n is arbitrary, and because the environments are i.i.d (hence ergodic), we conclude thatÃ(ω, x) exists for x ∈ Q d and it is deterministic. Moreover, if lx ∈ Z d we havẽ
Therefore the limit does not depend on k ∈ N. Next we check thatÃ(ω, x) = lim n→∞ A n (ω,x n ) n , where x ∈ Q d , {x n } ⊂ Z d with |x n | = n and x n n → x. Assume that kx ∈ Z d with k ∈ N. Given n ∈ N, pick m ∈ N for which mk ≤ n ≤ (m + 1)k. Then by (3.33) we have
Dividing by n,and taking n → ∞ we get lim sup n→∞ 1 n A n (x n ) ≤Ã(x).
Similarly we obtain lim inf n→∞ 1 n A n (x n ) ≥Ã(x). Finally it remains to show that the limit exists for x / ∈ Q d . Pick z ∈ Q d with |z| = 1. We may assume that z = ∑ d i=1 z i e i with z i > 0 and ∑ i z i = 1. Consider a sequence {z n } n ⊂ Z d with |z n | = n and z n n → z. Denote by δ := |x − z| 2 > 0. Given n ∈ N, pick n 1 ≤ n ≤ n 2 such that n 1 ≥ n(1 − δ). In particular, n−n 1 n ≤ δ. Again applying (3.34) we get
exists.
Next we turn to the annealed case. As before we consider x ∈ ∂D(s), that is,
α(e i ) n i Taking logarithm and dividing by n, we get 1 n log P 0 (X n = x n ) = 1
As n i n → p i as n → ∞, we obtain 1 n ∑ d i=1 n i log(α(e i )) → ∑ d i=1 p i log α(e i ). On the other hand, as n i ≈ np i , by Stirling's approximation we get log(n!) ≈ n log(n) − n and log(n i !) ≈ np i log(np i ) − np i . Thus
p i log(α(e i )). and the limit is independent of the approximating sequence. The proof of Lemma 9 is complete once we prove Lemma 14. For x ∈ ∂D(s) the following equalities hold:
Proof of Lemma 14. We consider the quenched case. The proof of the annealed rate function is analogous. Fix x ∈ ∂D(s),and (x n ) ⊂ Z d such that |x n | = n and x n n → x. By definition of rate function, for any open set
In particular, given δ > 0 take G δ to be the open ℓ 1 -ball centered at x.
Next we estimate the probability on the right. Suppose z = x n . Then, |z| 1 < n and also |x − nx| 1 < nδ. In particular, |z| 1 ∈ (n(1 − δ), n). Define m n,δ := |z| 1 ∈ (nG δ ) ∩ Z d . Then by the Markov property and uniform ellipticity,
n and also n−m n,δ n ≥ δ, thus
Finally, let δ → 0 and recal (3.35), (3.36) to get the final result
On the other hand, for δ > 0 consider the closed set F δ = B δ (x).Then the upper bound of LDP give us
Thus, I q (x) ≤ − inf y∈F δ I q (y). Observe that the sub-level sets of I q are compact, since
and the former set is compact and the latter closed (by lower semicontinuity), so the intersection is compact.Then lim
To prove this last equality, observe that always it is true that I q (x) ≥ lim δց0 inf y∈F δ I q (y). If I q (x) > lim δց0 inf y∈F δ I q (y) then there is some ε > 0 such that for every δ > 0, I q (x) − ε ≥ inf y∈F δ I q (y). Pick a sequence δ n ց 0. Then by definition of infimum, for n ∈ N there is some x n ∈ F δ n such that I q (x n ) < inf y∈F δn I(y) + ε/2 ≤ I q (x) − ε/2. Then the sequence {x n } is contained in {I ≤ I q (x) − ε/2}, which a compact set.This provides a convergent subsequence x n k . But this must converge to x, so I q (x) ≤ I q (x) − ε/2, a contradiction. This proves (3.38) and therefore I q (x) ≤ −I q (x). This statement, together with (3.37) implies the desired equality.
PROOF OF THEOREM 1
Note that the proof of Theorem 2 in Section 3 shows that in order to prove Theorem 1 it suffices to prove that if ε > 0 is small enough, there exists some η = η(ε) such that for each |θ| ≤ η we have sup n≥1 Z n,θ 2 L 2 (P) < 1.
(4.1)
The above estimate together with the arguments for the proof of Theorem 2 then will imply the desired equality of the rate functions on an open subset of
where π is the affine mapping from (3.6) and we use the usual identification π(e) ∈ R d−1 for all e ∈ V(s). Let us note that, since W(x, θ) ≤ e (d−1)|θ| (ψ(0) + ε), we have (recall the definition of e (z) from (3.3) and α (θ) from (3.15)),
where V (0) ε,θ := 2(d − 1) |θ| + 2 log
We will now continue with an estimate for the sum over z n−1 and z ′ n−1 . Note that whenever z n−2 = z ′ n−2 , we have that
Now, we claim that P-a.s. for all x ∈ Z d and e ∈ V,
Indeed, assume that (4.4) is not satisfied for some x ′ ∈ Z d and e ′ ∈ V. Then, on a set of positive P-measure we have that ω(x, e) > ψ(0) − (d − 2)κ. Hence, by uniform ellipticity we have on a set of positive P-measure,
which for ε small enough contradicts the assumption W(x ′ , 0) ≤ ψ(0) + ε, P-a.s. and hence (4.4) holds for all x ∈ Z d . Now for z n−2 = z ′ n−2 , using (4.4)
Combining (4.3) with (4.5) we see that
(4.6)
From the above estimate and (4.2), we conclude that
E ω(z i−1 , e (z) i−1 )ω(z ′ i−1 , e (z ′ ) i−1 )e θ,e (z) n−2 e θ,e (z ′ ) n−2 1 ψ 2 (θ) n ∏ j=n−1 α (θ) (e (z) j−1 )α (θ) (e (z ′ ) j−1 ).
(4.7)
By successive application of the above estimate we get,
where X (θ) and Y (θ) are as before two independent random walks starting from 0 with jump distribution given by the probability vector α (θ) and for 0 ≤ k ≤ n − 1, we defined
Hence, since for ε small enough and |θ| ≤ η(ε) we have K ε,θ < 1 (explanation: for fixed ε, θ → K ε,θ is continuous at θ = 0 and for ε small we have K ε,0 < 1, so by continuity we have K ε,θ < 1), we can define Furthermore, since for ε small enough and |θ| ≤ η(ε) we have K ε,θ ≤ 1 − 2κ ψ(0) and V (0) ε,θ ≤ 3ε ψ(0) , a straightforward calculation shows that V (∞) ε,θ ≤ C κ ε for some constant C κ > 0 depending only on κ. Thus, from this and (4.8) we see that
The rest of the proof now follows the same line of arguments that of Theorem 2.
PROOFS OF THEOREM 3-THEOREM 4
Proof of Theorem 3. Theorem 3 follows directly from the observation that the annealed rate function I a on the boundary can be studied as a random process on the space-time i.i.d. environment. Therefore, by Cramér's theorem I a (x) = sup θ∈R d−1 [ θ, x − log λ(θ)] and Theorem 1-Theorem 2 then imply the desired identity for I q .
Proof of Theorem 4. Recall that in the present context the environments admit the representation ω ε (x, e) := α(e) + εξ(x, e), for ε ∈ [0, ε max ], with ε max being defined as in (2.10) and {ξ(x, ·)} x∈Z d being an i.i.d family of mean-zero random variables. To emphasize the dependence on the disorder parameter, we will now write I q (·, ε) and I a (·, ε) for the quenched and annealed large deviation rate functions, respectively, corresponding to the random walk in the environments ω ε .
Note that the case ε = 0 trivially implies I q (·, 0) = I a (·, 0) in the absence of any randomness in the environments. On the other hand, if for some ε ∈ (0, ε max ] and x ∈ ∂D we know that I q (x, ε) = I a (x, ε), it's natural to ask if this also happens for all 0 <ε < ε. This is what is achieved by the monotonicity of the map ε → I a (·, ε) − I q (·, ε) stated in the first requirement (2.11) in Theorem 4. Let us first assume (2.11) and deduce the second part.
Proof of (2.12): Pick any law Q whose support is not a singleton, and ε ∈ (0, ε max ). By [Y11, Proposition 4], I a (x, ε) < I q (x, ε) for some x ∈ ∂D. As the rate functions are continuous on D, there is an open set O ⊂ ∂D such that the inequality above holds. As trivially I q = I a for ε = 0, the monotonicity implies ε c < ε max and existence of a true phase transition, proving (2.12). For the proof of Theorem 4, we now owe the reader the proof of Proof of (2.11): The proof of this part follows from Lemma 9 and Lemma 15. For each n ∈ N, the map ε → 1 n E log P 0,ω ε (X n = x n ) − log P 0 (X n = x n )
is non-increasing. Finally, ε c defined by ε c := inf ε ≥ 0 : I a (x, ε) < I q (x, ε) determines the phase transition (2.11).
Proof of Lemma 15. Fix n ∈ N. We can compute explicitly P 0,ω ε (X n = x n ), P 0 (X n , = x n ) as Next we fix a path x, and define the probability measure given by
This allow us to write the derivative as d dε
Note that the random variables ξ(0, x 1 ), ξ(x 1 , △x 2 ), · · · are independent under P x (although not necessarily i.i.d).Also note that B(x) is increasing in ξ and E(A(x)½ X n =x n ) is also increasing in ξ.Therefore we can apply the Harris-FGK inequality ([H60]) to deduce that d dε E log P 0,ω ε (X n = x n ) ≤ ∑ The last equality follows from the mean-zero property E(ξ(x, e)) = 0 implying E(A(x)B(x)) = 0. As d dε E log P 0,ω ε (X n = x n ) ≤ 0 and 1 n E log P ε 0,ω (X n = x n ) − log P 0 (X n = x n ) = 0 at ε = 0, we conclude the result.
