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On ξa -Quadratic Stochastic Operators on 2-D Simplex
(ξa -Quadratik Stochastic Pengendali Di Simplex 2-D)
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ABSTRACT
A quadratic stochastic operator (QSO) is usually used to present the time evolution of differing species in biology. Some 
quadratic stochastic operators have been studied by Lotka and Volterra. The general problem in the nonlinear operator 
theory is to study the behavior of operators. This problem was not fully finished even for quadratic stochastic operators 
which are the simplest nonlinear operators. To study this problem, several classes of QSO were investigated. In this 
paper, we study the ξ(a)–QSO defined on 2D simplex. We first classify ξ(a)–QSO into 2 non-conjugate classes. Further, we 
investigate the dynamics of these classes of such operators. 
Keywords: Fixed point; quadratic stochastic operator 
ABSTRAK
Pengendali stokastik kuadratik (QSO) biasanya digunakan untuk menunjukkan evolusi masa berbeza spesies dalam biologi. 
Sesetengah pengendali stokastik kuadratik telah dikaji oleh Lotka dan Volterra. Masalah umum dalam teori tak linear 
pengendali adalah untuk mengkaji tingkah laku pembekal. Masalah ini tidak sepenuhnya siap untuk pengendali stokastik 
kuadratik yang merupakan pengendali tak linear yang paling mudah. Untuk memahami masalah ini, beberapa kelas 
QSO telah dikaji. Dalam kertas ini, kami mengkaji ξ(a)– QSO yang ditentukan pada simpleks 2D. Kami mengklasifikasikan 
ξ(a)– QSO ke dalam kelas bukan konjugat. Seterusnya, kami mengkaji kedinamikan kelas pengusaha terbabit. 
Kata kunci: Pengendali stokastik kuadratik; titik tetap 
INTRODUCTION
The history of quadratic stochastic operators can be traced 
back to Bernstein’s work (Bernstein 1924). The quadratic 
stochastic operator was considered an important source 
of analysis for the study of dynamical properties and 
modelings in various fields such as biology (Bernstein 
1942; Hofbauer & Sigmund 1988; Hofbauer et al. 1987; Li 
et al. 2006; Lotka 1920; Lyubich Yu 1992; Volterra 1927), 
physics (Plank & Losert 1995; Udwadia & Raju 1998), 
economics and mathematics (Hofbauer & Sigmund 1988; 
Kesten 1970; Lyubich Yu 1992; Ulam 1964). 
 One of such systems which relates to the population 
genetics is given by a quadratic stochastic operator 
(Bernstein 1942). A quadratic stochastic operator (in short 
QSO) is usually used to present the time evolution of species 
in biology, which arises as follows. Consider a population 
consisting of m species (or traits) 1, 2, …, m. We denote 
a set of all species (traits) by I = {1, 2, …, m}. Let x(0) = 
(x1(0), …, xm(0)) be a probability distribution of species at an 
initial state and P
ij,k
 be a probability that individuals in the 
ith and jth species (traits) interbreed to produce an individual 
from kth species (trait). Then a probability distribution x(1) = 
(x1(1), …, xm(1))  of the spices (traits) in the first generation can be found as a total probability, i.e., 
  (1)
 This means that the association x(0)→x(1) defines a 
mapping V called the evolution operator. The population 
evolves by starting from an arbitrary state x(0), then 
passing to the state x(1) = V(x(0)) (the first generation) and 
then to the state x(2) = V(x(1)) = V(V(x(0)) = V(2)(x(0)) (the 
second generation). Therefore, the evolution states of the 
population system described by the following discrete 
dynamical system, 
 x(0), x(1) = V(x(0)), x(2) = V(2)(x(0)), x(3) = V(3)(x(0))….
 
 In other words, a QSO describes a distribution of 
the next generation if the distribution of the current 
generation was given. The fascinating applications of 
QSO to population genetics were given in Lyubich Yu 
(1992). We should stress that the mapping V defined by 
(1) is non-linear (quadratic) and therefore, to study the 
dynamics of  V, it requires higher dimensional dynamical 
systems methods. On the other hand, higher-dimensional 
dynamical systems are important but there are relatively 
few dynamical phenomena that are currently understood. 
In Ganikhodzhaev et al. (2011) it was given along self-
contained exposition of the recent achievements and open 
problems in the theory of the QSO. 
 The main problem in the nonlinear operator theory is 
to study the behavior of nonlinear operators. This problem 
was not fully finished even in the class of QSO (the QSO 
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is the simplest nonlinear operator). The difficulty of the 
problem depends on the given cubic matrix  
An asymptotic behavior of the QSO even on the small 
dimensional simplex is complicated (Stein & Ulam 1962; 
Ulam 1964; Zakharevich 1978). In order to solve this 
problem, many researchers always introduced a certain 
class of QSO and studied their behavior (see for example 
(Ganikhodzhaev 1994; Jenks 1969; Mukhamedov & 
Saburov 2010; Mukhamedov et al. 2013; Rozikov & Zada 
2010; Ulam 1964). However, all these classes together 
would not cover the set of all QSO. Therefore, there are 
many classes of QSO which were not studied yet. In this 
paper we are going to introduce a new class of QSO which 
is called a ξ(a)-QSO. This class of operators depends on a 
partition of the coupled index set (the coupled trait set) Pm 
= {(i, j) : i < j}  ⊂ I × I. In case of two dimensional simplex 
(m = 3), the coupled index set (the coupled trait set) P3 has 
five possible partitions. 
 In this present paper we are going to investigate ξ(a)-
QSO corresponding to the point partition (the maximal 
partition) of P3. To study such operators we first classify 
them into two non-conjugate classes. Further, we will 
investigate the dynamics of each class of such operators. 
PRELIMINARIES
Recall that a quadratic stochastic operator (QSO) is a 
mapping of the simplex 
  
 (2)
into itself, of the form 
  (3)
where V(x) = x' = (x'1,…, x'm)  and Pij,k is a coefficient of 
heredity, which satisfies the following conditions 
  (4)
 Thus, each quadratic stochastic operator V : Sm–1 → 
Sm–1 can be uniquely defined by a cubic matrix P = 
with conditions (4). 
 We denote sets of fixed points an k–periodic points of 
V : Sm–1 → Sm–1 by Fix(V) and Perk(V), respectively. Due 
to Brouwer’s fixed point theorem, one always has that 
Fix(V) ≠ ∅ for any QSO V. For a given point x(0) ∈ Sm–1, 
a trajectory   of V : Sm–1 → Sm–1 starting from x(0) 
is defined by x(n+1) = V(x(n)). By ωV(x(0)), we denote a set 
of omega limiting points of the trajectory  Since 
⊂ Sm–1 and Sm–1 is compact, one has that ωV(x(0)) ≠ 
∅. Obviously, if ωV(x(0)) consists of a single point, then the 
trajectory converges and a limiting point is a fixed point 
of V. 
 Recall that a continuous function ϕ : Sm–1→R  is called a Lyapunov function for the dynamical system (3) if the 
limit limn→∞ϕ(V∧(n)) exists for any initial point x0. 
 Note that each element x ∈ Sm–1 is a probability 
distribution of the set I = {1,…, m}. Let x = (x1, …, xm)  and y = (y1, …, ym) be vectors taken from Sm–1. We say that x is 
equivalent to y if xk = 0 ⇔ yk = 0. We denote this relation 
by x ~ y. 
 Let supp(x) = {i:xi ≠ 0} be a support of x ∈ Sm–1. We 
say that x is singular to y and denote by x ⊥ y, if supp(x) 
∩ supp(y) = ∅. Note that if x, y ∈ Sm–1 then x ⊥ y if and 
only if (x, y) = 0, her (·, ·) stands for a standard inner 
product in Rm. 
We denote sets of coupled indexes by
 Pm = {(i, j) : i < j} ⊂ I × I, ∆m = {(i, i) : i ∈ I} ⊂ I × I. 
 
 For a given pair (i, j) ∈ Pm ∪ ∆m, we set a vector Pij = 
(P
ij,1, …, Pij,m). It is clear due to the condition (4) that Pij ∈ 
Sm–1.  
 Let   be some fixed partition of Pm, i.e. Ai ∩ 
A
j
 = ∅ and   where N ≤ m. 
Definition 1. An operator V : Sm–1→Sm–1 given by (3), (4) 
is called a ξ(a)-quadratic stochastic operator (QSO) if the 
following conditions are satisfied: 
(i) For any (i, j), (u, v) ∈ Ak, one has that Pij ~ Puv; 
(ii) For any (i, j) ∈ Ak   and (u, v) ∈ Al, where k ≠ l, one has that P
ij
 ⊥ Puv and 
(iii) For any (i, i), (u, u) ∈ ∆m, where i ≠ u, one has that 
Pii ~ Puu. 
 Remark. We note that if one changes condition 
(iii), i.e. Pii ~ Puu to Pii ⊥ Puu, then we get another class 
of QSO, which is called ξ(s)-QSO. Such kind of operators 
have been investigated in (Mukhamedov & Jamal 2010; 
Mukhamedov & Saburov 2010; Mukhamedov et al. 2014, 
2012). Going forward, we can say that dynamics of these 
two classes is totaly different. 
 A biologicAl interpretAtion of A ξ(a)-QSo: We treat I 
= {1, …, m} as a set of all possible traits of the population 
system. A coefficient P
ij,k is a probability that parents in the ith and jth traits interbreed to produce a child from the 
kth trait. The condition P
ij,k
 = P
ji,k
 means that the gender 
of parents do not influence to have a child from the 
thk  trait. In this sense, Pm ∪ ∆m is a set of all possible 
coupled traits of parents. A vector P
ij
 = (P
ij,1, …, Pij,m)  is a 
possible distribution of children in a family while parents 
are carrying traits from the ith and jth types. A biological 
meaning of a ξ(a)-QSO is as follows: a set Pm of all differently 
coupled traits of parents is splitted into N groups A1, …, 
AN (here N is less than the number m of traits) such that 
the chance (probability) of having a child from any trait in 
two different family whose parents’ coupled traits belong 
to the same group Ak is simultaneously either positive 
or zero (the condition (i) of Definition 1), meanwhile, 
two family whose parents’ coupled traits belong to two 
different groups Ak and Al cannot have a child from the 
same trait, simultaneously (the condition (ii) of Definition 
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1). Moreover, the parents which are sharing the same type 
of traits the chance (probability) of having a child from any 
trait simultaneously either positive or zero (the condition 
(iii) of Definition 1). 
DESCRIPTIONS OF THE OPERATORS
In this section, we are going to study ξ(a)-QSO in two 
dimensional simplex, i.e. m = 3. In this case, we have the 
following possible partitions of P3
 ξ1 = {{(1, 2)}, {(1, 3)}, {(2, 3)}, ξ1= 3,
 ξ2 = {{(2, 3)}, {(1, 2)}, {(1, 3)}, ξ2= 2,
 ξ3 = {{(1, 3)}, {(1, 2)}, {(2, 3)}, ξ3= 2,
 ξ4 = {{(1, 2)}, {(1, 3)}, {(2, 3)}, ξ4= 2,
 ξ5 = {{(1, 2), (1, 3), (2, 3)}, ξ5= 1.
 
 In the present paper, we are aiming to study ξ(a)-QSO 
related to the partition ξ1. Other partitions will be studied 
elsewhere. 
 Let us recall that two operators V1, V2 are called 
(topologically or linearly) conjugate, if there is a 
permutation matrix P such that P–1V1P = V2. Let π be a 
permutation of the set I = {1, …, m}. For any vector x, 
we define π(x) = (x
π(1), …, xπ(m)). It is easy to check that 
if π is a permutation of the set I corresponding to the 
given permutation matrix P then one has that Px = π(x). 
Therefore, two operators V1, V2 are conjugate if and only if 
π–1V1π = V2 for some permutation π. Throughout this paper, 
we shall consider ‘conjugate operators’ in this sense. We 
say that two classes K1 and K2 of operators are conjugate if every operator taken from K1  is conjugate to some operator 
taken from K2 and vise versus and we denote it as 
Now, we shall consider some sub-class of a class of all 
ξ(a)-QSO corresponding to the partition ξ1 by choosing 
coefficients  in special forms: 
Case P11 P22 P33
I1
I2
I3
I4
I5
I6
(a, b, 0)
(b, a, 0)
(0, a, b)
(0, b, a)
(a, 0, b)
(b, 0, a)
(a, b, 0)
(b, a, 0)
(0, a, b)
(0, b, a)
(a, 0, b)
(b, 0, a)
(a, b, 0)
(b, a, 0)
(0, a, b)
(0, b, a)
(a, 0, b)
(b, 0, a)
where a, b ∈ [0, 1] and 
      
Case P12 P13 P23
II1
II2
II3
II4
II5
II6
(1,0,0) 
(0,1,0) 
(0,0,1) 
(1,0,0) 
(0,0,1) 
(0,1,0) 
(0,1,0) 
(1,0,0) 
(0,1,0) 
(0,0,1) 
(1,0,0) 
(0,0,1) 
(0,0,1) 
(0,0,1) 
(1,0,0) 
(0,1,0) 
(0,1,0) 
(1,0,0)
         
 The choices of the cases (Ii, IIj),  give us 36 
operators. Such operators are listed as follows: 
2 2 2 2 2 2
2 2 2 2 2 2
1 2
2 2
2     2
2 2
x ax ay az xy x ax ay az xy
V y bx by bz xz V y bx by bz yz
z yz z xz
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
2 2 2 2 2 2
3 4
2 2
2     2
2 2
x ax ay az yz x ax ay az yz
V y bx by bz xy V y bx by bz xz
z xz z xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
2 2 2 2 2 2
5 6
2 2
2     2
2 2
x ax ay az xz x ax ay az xz
V y bx by bz xy V y bx by bz yz
z yz z xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
2 2 2 2 2 2
7 8
2 2
2     2
2 2
x bx by bz xy x bx by bz xy
V y ax ay az xz V y ax ay az yz
z yz z xz
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
2 2 2 2 2 2
9 10
2 2
2     2
2 2
x bx by bz yz x bx by bz yz
V y ax ay az xy V y ax ay az xz
z xz z xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
2 2 2 2 2 2
11 12
2 2
2     2
2 2
x bx by bz xz x bx by bz xz
V y ax ay az xy V y ax ay az yz
z yz z xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = + + + : = + + + 
 = = 
2 2 2 2 2 2
13 14
2 2 2 2 2 2
2 2
2     2
2 2
x xy x xy
V y ax ay az xz V y ax ay az yz
z bx by bz yz z bx by bz xz
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
15 16
2 2 2 2 2 2
2 2
2     2
2 2
x yz x yz
V y ax ay az xy V y ax ay az xz
z bx by bz xz z bx by bz xy
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
17 18
2 2 2 2 2 2
2 2
2     2
2 2
x xz x xz
V y ax ay az xy V y ax ay az yz
z bx by bz yz z bx by bz xy
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
19 20
2 2 2 2 2 2
2 2
2     2
2 2
x xy x xy
V y bx by bz xz V y bx by bz yz
z ax ay az yz z ax ay az xz
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
21 22
2 2 2 2 2 2
2 2
2     2
2 2
x yz x yz
V y bx by bz xy V y bx by bz xz
z ax ay az xz z ax ay az xy
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
23 24
2 2 2 2 2 2
2 2
2     2
2 2
x xz x xz
V y bx by bz xy V y bx by bz yz
z ax ay az yz z ax ay az xy
′ ′
′ ′
′ ′
 = =
 : = + + + : = + + + 
 = + + + = + + + 
2 2 2 2 2 2
25 26
2 2 2 2 2 2
2 2
2     2
2 2
x ax ay az xy x ax ay az xy
V y xz V y yz
z bx by bz yz z bx by bz xz
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
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CLASSIFICATION OF THE OPERATORS
In the previous section, we derived 36 QSO which are too 
many to be investigated one by one. Therefore, we need 
to classify them into smaller classes so that we can only 
investigate the elements inside the classes. 
Theorem 2. Let {V1, …, V36} be ξ(a)-QSO given in the 
previous section. Then they are divided into two non 
isomorphic classes: 
 L1 = {C1, C3, C6, C7, C9, C12};
 L2 = {C2, C4, C5, C8, C10, C11};
where 
{ } { } { }1 1 13 31 2 2 16 35 3 3 15 33    ,C V V V C V V V C V V V= , , , = , , , = , ,
{ } { } { }4 4 17 32 5 5 14 34 6 6 18 36    C V V V C V V V C V V V= , , , = , , , = , , ,
{ } { } { }7 7 19 25 8 8 22 29 9 9 21 27    C V V V C V V V C V V V= , , , = , , , = , , ,
{ } { } { }10 10 23 26 11 11 20 28 12 12 24 30    C V V V C V V V C V V V= , , , = , , , = , , .
Proof. Let us first classify the given operators with respect 
to the renumeration of their coordinates. This means we 
have to perform π1
–1Vπ1 transformation on all the operators. 
Here 
 
We start with V1 as the first operator, then we get 
 
 
So, one can write the last one 
 
 
this means 
 
 
Now, let us try to do the same for V13, i.e. 
 
 
This means 
 
 Hence  Note that one can see that 
 Therefore, we can conclude that V1, V13, V31 are in the same class and we denote it as C1, i.e. C1 = {V1, 
V13, V31}. 
By means of the same argument, we conclude that, 
  
Now consider another permutations, 
 
respectively and perform transformation  k = 2, 3, 4.
 Let us take V1. Then one can see that which 
yields  Similarly, we have   
and   This means that   Moreover, 
o n e  g e t s  
 which imply  and  So,  {C1, C3, C6, C7, C9, C12} are conjugate 
classes. Let us denote this class by L1. Using the same 
argument one can conclude that L2 = {C2, C4, C5, C8, C10, 
C11}. This completes the proof.
DYNAMICS OF OPERATORS
In this section, for sake of simplicity, we consider the 
parameters a = 1, b = 0. 
Class L1. In this subsection, we are going to study the 
dynamics of operators taken from L1. Due to Theorem 2, 
it is enough to study only one representative taken from 
the said class. So, we choose V1, i.e. 
2 2 2 2 2 2
27 28
2 2 2 2 2 2
2 2
2     2
2 2
x ax ay az yz x ax ay az yz
V y xy V y xz
z bx by bz xz z bx by bz xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
2 2 2 2 2 2
29 30
2 2 2 2 2 2
2 2
2     2
2 2
x ax ay az xz x ax ay az xz
V y xy V y yz
z bx by bz yz z bx by bz xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
2 2 2 2 2 2
31 32
2 2 2 2 2 2
2 2
2     2
2 2
x bx by bz xy x bx by bz xy
V y xz V y yz
z ax ay az yz z ax ay az xz
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
2 2 2 2 2 2
33 34
2 2 2 2 2 2
2 2
2     2
2 2
x bx by bz yz x bx by bz yz
V y xy V y xz
z ax ay az xz z ax ay az xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
2 2 2 2 2 2
35 36
2 2 2 2 2 2
2 2
2     2
2 2
x bx by bz xz x bx by bz xz
V y xy V y yz
z ax ay az yz z ax ay az xy
′ ′
′ ′
′ ′
 = + + + = + + +
 : = : = 
 = + + + = + + + 
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  (5)
 To investigate the trajectory or the behavior of this 
operator, the first step is to find fixed points and the 
spectrum of Jacobian at these fixed points. 
Let us denote 
 
 
Proposition 3. Let V1  be given by (5). Then the following statements hold true: 
(i) Fix(V1) = {(1, 0, 0)}. Moreover, the eigenvalues of the 
Jacobian of V1 at (1, 0, 0) are λ1 = 0, λ2 = 0, λ3 = 2;  
(ii) one has 
Proof. The fixed point for V1 is a solution of the equation
   
The last ones can be rewritten as follows
  
 Hence, if z = 0, then y = 0, x = 1. If y = 1/2, then we 
immediately can solve the last system has no solution 
belonging to S2, therefore, one has Fix(V1) = {(1, 0, 0)}. 
We can find that eigenvalues of the Jacobian of V1 at (1, 
0, 0) are λ1 = 0, λ2 = 0, λ3 = 2. This means that the fixed 
point is hyperbolic. 
 Let (x, y, z) ∈  i.e. x = 0. Then we have V1(0, y, z) 
= (y2 + z2, 0, 2 yz), which means V1(0, y, z) ∈   
 Let y = 0, then we have  V1(x, 0, z) = (x2 + y2, 2xz, 0), 
which means V1(0, y, z) ∈  
 Finally, if one lets z = 0, then  V1(x, y, 0) = (x2 + y2 + 
2xy, 0, 0) = (1, 0, 0). 
Moreover, one can also check that 
 V1(1, 0, 0) = V1(0, 1, 0) = V1(0, 0, 1) = (1, 0, 0).
We know that z = 1 – x – y and x + y = 1 – z. So 
 
 x' = x2 + y2 + z2 + 2xy = (1 – z)2 + z2
  = 2(z – 1/2)2 + 1/2. (6)
 This means x' ≥ 1/2 for any (x, y, z) ∈ S2. Therefore, 
we divide the region  into two S1 and S2 subregions. 
Namely, 
  
Theorem 4. Let V1 be given by (5). Then the following 
statements hold true: 
(i) one has V1(S1) ⊂ S1; 
(ii) one has V1(S2)  S1; 
(iii) The functional ϕ (x, y, z) = x is a Lyapunov function 
on ; 
(iv) For any (x, y, z) ∈ S2 one has 
Proof. 
(i) Let (x, y, z) ∈ S1, i.e. x > y > z, x ≥ 1/2. This implies 
that y' 2xz > 2yz = z'. Therefore, y' > z'. It is clear that 
2xy > 2xz, which yields 
 x' = x2 + y2 + z2 + 2xy > 2xz = y'.
  This means x' > y', so keeping in mind (6), one 
finds V1(S1) ⊂ S1.  
(ii) Let (x, y, z) ∈ S
2
, i.e. x > z ≥ y, x ≥ 1/2. This means 
that y' = 2xz ≥ 2yz = z'. From (6) and x' + y' + z' = 1  one gets
 
 which means  Therefore, we have 
  
 so,  y' < x'. Hence, one gets V1(S2) ⊂ S1. 
(iii) Let us consider the following functional 
   
 We want to show that 
  (7)
 which means y' + z' ≤ y + z, i.e. 2xz + 2yz ≤ y + z, the 
last one is true due to 
 2z(x + y) ≤ 2z(x + y + z) = 2z = z + z ≤ y + z.
 From x = 1 – y – z we find ϕ(x, y, z) = 1 – 
 Therefore, (7) implies that ϕ(V1(x)) ≤ ϕ(x). 
 
  Hence,  is a decreasing and bounded sequence. So, it converges, i.e.   for any (x, y, z) ∈ S2 with x ≥ 1/2.
(iv) Let us show that the functional ϕ1(x, y, z) = z is also 
a Lyapunov one over x ≥ 1/2. Indeed, from  one 
has ϕ1(x', y', z') = z' = 2yz ≤ z = ϕ1(x, y, z) which is 
the desired assertion. This with (iii) implies that the 
sequences x(n) and z(n) are convergent, therefore, the 
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sequence {y(n)} is also convergent. Assume that  (xn, 
yn, zn) → (C1, C2, C3). One can see that (C1, C2, C3)  is 
a fixed point. So, due to Proposition 3 we conclude 
that V1n(x, y, z) converges to (1, 0, 0).
 Class L2. In this subsection, we are going to study 
the dynamics of operators taken from the class L2. Let us 
investigate the trajectory of the operator V5 given by 
   (8)
Proposition 5. Let V5 be given by (8). Then the following 
statements hold true: 
(i) Fix(V5) = {1, 0, 0), (1 / 2, 1 / 2, 0)}. 
(ii) one has V5  ⊂ , V5   = (1, 0, 0), V5 = .
Proof. 
(i) In order to find fixed point of (8) we shall solve the 
following system of equations: 
  
  (9)
 
  Now, consider second equation from system (9). 
If y = 0 it is clear that z = 0. Therefore, x =1. If y ≠ 0, 
then  and  Hence, Fix(V5) = {(1, 0, 0), 
(ii) First of all let (x, y, z) ∈  be an initial point, i.e. x = 
0, then  V5(0, y, z) = {y2 + z2, 0, 2yz} the image lies in 
yz–plane. Therefore,  V5  ⊂ . Next let (x, y, z) ∈
  be an initial point, i.e. y = 0, then V5(x, 0, z) = {x2 
+ z2 + 2xz, 0, 0} = (1, 0, 0). Finally, we let  (x, y, z) ∈ 
 be an initial point, i.e. z = 0, then  V5(x, y, 0) = {x2 
+ y2, 2xy, 0} the image lies in xy–plane. Therefore, 
 Moreover,  V5(0, 1, 0) = V5(0, 0, 1) = V5(1, 
0, 0) = (1, 0, 0).
 
 Let us denote 
 
 
 
Theorem 6. Let V5 be given by (8). The following assertions 
hold true: 
(i) for any  (x, y, z) ∈ ∂S2 one has  
(ii) for any (x, y, z) ∈ intS2, one has  
Proof. 
(i)  In fact, by using Proposition 5 we have that the 
trajectory for any point taken from  goes to  and 
the trajectory for any point taken from goes to (1, 
0, 0). So, it is enough for us to study the dynamic of 
(8) over the line . To do that we have to consider the 
second coordinate of (8). Namely,  y = f(y) = 2y(1 – y). 
Now, let us divide   into to sets as the follows: I1 = 
 and  One can find that  f(y) increasing 
over I1 and decreasing over I2. Hence, one gets that 
f(I1) ⊆ I1, and f(I2) ⊆ I1. So, it is enough to study the 
dynamic of f(y) over I1. In order to do that we consider 
the function f(y) – y = 2y(1 – y) – y. One can check 
that  f(y) – y ≤ 0,  ∀y∈I1, since f(y) increasing over I1. 
Therefore, one finds f n+1 (y) ≤ f n(y). So, {(f n(y)} is 
decreasing and bounded. Moreover, {f n(y)} converges 
to y, which is a fixed point of f(y), and only possibility 
is y = 0. Hence, xn converges to 1. Thus, we get the 
desired assertion. 
(ii) Let us define the function, 
 ϕ(x, y, z) = y + z 
 Then we have 
 ϕ(x'. y', z') = y' + z' = 2y(x + z)
 = 2y(1 – y)
 One can find that the maximum value for the function 
φ = (x', y', z') = 2y(1 – y) in the interval [0,1] is  Therefore, 
we have the following 
(1) If 1 ≥ y ≥ , it implies y' + z' ≤  which gives y' ≤ . 
(2) If 0 ≤ y ≤ , it implies that y' + z' ≤   which also 
gives y' ≤ . 
From these statements, by defining
 
 
one gets  This means  is an invariant set, 
and for set 
 
we have  So, it is enough to study the dynamics 
over the set . 
We know that 
 x' = x2 + y2 + z2 + 2xz.  x ≥ ,
then y' = 2xy ≥ y. Therefore, one finds y(n+1) ≥ y(n)  for every  Hence, the limit  exists. 
 Next, we want to show that z(n)  converges. Indeed, due 
to y ≤  one gets z' = 2yz ≤ z. This implies z' ≤ z, therefore, 
z(n+1) ≤ z(n). So, the limit  exists. 
 We have showed that both y(n) and z(n) converge, 
therefore x(n) = 1 – y(n) – z(n) also converges. We define the 
function ϕ(x, y, z) = xy.
 One can see that 2x ≥ 1 implies x' ≥ . Therefore, we 
immediately get x'y' ≥ xy. Hence, 
 ϕ(V5(x, y, z)) ≥ ϕ(x, y, z).
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 So, x(n) y(n) ≥ x(n–1) y(n–1), i.e. x(n) y(n) is an increasing 
sequence, therefore, x(n) y(n) must not be convergent to 0. So, 
the limit should be a positive number. Therefore,  lim
n→∞x
(n) 
y(n) =x(*) y(*), therefore x* = y* ≠ 0. Hence we have the only 
fixed point which is x* = y* = (x*, y*, z*) =   
ACKNOWLEDGMENTS
The authors acknowledge the financial support from 
International Islamic University of Malaysia grant EDW 
B 13-019-0904 and the Ministry of Education (MOE), 
Malaysia grant ERGS 13-024-0057. The first author 
(F.M.) also thanks the Junior Associate scheme of the 
Abdus Salam International Centre for Theoretical Physics, 
Trieste, Italy. 
REFERENCES
Bernstein, S. 1924. Solution of a mathematical problem connected 
with the theory of heredity. Annals of Math. Statis. 13: 53-61. 
Ganikhodzhaev, R.N. 1994. A chart of fixed points and Lyapunov 
functions for a class of discrete dynamical systems. Math. 
Notes. 56: 1125-1131. 
Ganikhodzhaev, R., Mukhamedov, F. & Rozikov, U. 2011. 
Quadratic stochastic operators and processes: Results and 
open problems. Infin. Dimens. Anal. Quantum Probab. Relat. 
Top. 14: 270-335. 
Hofbauer, J., Hutson, V. & Jansen, W. 1987. Coexistence for 
systems governed by difference equations of Lotka-Volterra 
type. Jour. Math. Biology 25: 553-570. 
Hofbauer, J. & Sigmund, K. 1988. The Theory of Evolution 
and Dynamical Systems. Mathematical Aspects of Selection 
Cambridge: Cambridge Univ. Press. 
Jenks, R.D. 1969. Quadratic differential systems for interactive 
population models. Jour. Diff.  Eqs 5: 497-514. 
Kesten, H. 1970. Quadratic transformations: A model for 
population growth.I, II, Adv. Appl. Probab. 2: 1-82, 179-228. 
Li, S-T., Li, D-M. & Qu, G-K. 2006. On stability and chaos 
of discrete population model for a single-species with 
harvesting. Jour. Harbin Univ. Sci. Tech. 6: 021. 
Lotka, A.J. 1920. Undamped oscillations derived from the law of 
mass action. J. Amer. Chem. Soc. 42: 1595-1599. 
Lyubich Yu. I. 1992. Mathematical Structures in Population 
Genetics. Springer-Verlag, 
Mukhamedov, F., & Jamal, A.H.M. 2010. On ξs-quadratic 
stochastic operators in 2-dimensional simplex, In Proc. the 
6th IMT-GT Conf. Math., Statistics and its Applications 
(ICMSA2010), 3-4 November. Kuala Lumpur: Universiti 
Tunku Abdul Rahman. pp. 159-172. 
Mukhamedov, F. & Saburov, M. 2010. On homotopy of volterrian 
quadratic stochastic operator. Appl. Math. & Inform. Sci. 4: 
47-62. 
Mukhamedov, F., Saburov, M. & Jamal, A.H.M. 2012. On 
dynamics of ξ(s)-quadratic stochastic operators. Inter. Jour. 
Modern Phys.: Conference Series 9: 299-307. 
Mukhamedov F., Saburov M., Qaralleh I. 2013. On ξ(s)-Quadratic 
stochastic operators on two dimensional simplex and their 
behavior. Abst. Appl. Anal. V. 2013, Article ID: 942038. 
Mukhamedov, F., Saburov, M. & Qaralleh, I. 2013. Classification 
of ξ(s)-Quadratic stochastic operators on 2D simplex. J. Phys.: 
Conf. Ser. 435: 012003. 
Plank, M. & Losert, V. 1995. Hamiltonian structures for the 
n-dimensional Lotka-Volterra equations, J. Math. Phys. 36: 
3520-3543. 
Rozikov, U.A. & Zada, A. 2010. On  - Volterra quadratic 
stochastic operators. Inter. Journal  Biomath. 3: 143-159. 
Stein, P.R. & Ulam, S.M. 1962. Non-linear Transformation 
Studies on Electronic Computers.  N. Mex.: Los Alamos 
Scientific Lab. 
Udwadia, F.E. & Raju, N. 1998. Some global properties of a 
pair of coupled maps:  quasi-symmetry, periodicity and 
syncronicity. Physica D 111: 16-26. 
Ulam, S.M. 1964. Problems in Modern Math. New York: Wiley. 
Volterra, V. 1927. Lois de fluctuation de la population de plusieurs 
espèces coexistant dans le même milieu. Association Franc. 
Lyon 1926: 96-98. 
Zakharevich, M.I. 1978. The behavior of trajectories and the 
ergodic hypothesis for quadratic mappings of a simplex. 
Russian Math. Surveys 33: 207-208. 
Department of Computational & Theoretical Sciences
Faculty of Science, International Islamic University Malaysia
P.O. Box, 141, 25710, Kuantan
Pahang, Malaysia 
*Corresponding author; email: farrukh_m@iium.edu.my
Received:  1 July 2013
Accepted: 17 October 2013
