Abstract. We present a model reduction approach to construct problem dependent basis functions and compute eigenvalues and eigenfunctions of stationary Schrödinger equations. The basis functions are defined on coarse meshes and obtained through solving an optimization problem. We shall show that the basis functions span a lowdimensional generalized finite element space that accurately preserves the lowermost eigenvalues and eigenfunctions of the stationary Schrödinger equations. Therefore, our method avoids the application of eigenvalue solver on fine-scale discretization and offers considerable savings in solving eigenvalues and eigenfunctions of Schrödinger equations. The construction the basis functions are independent of each other; thus our method is perfectly parallel. We also provide error estimates for the eigenvalues obtained by our new method. Numerical results are presented to demonstrate the accuracy and efficiency of the proposed method, especially Schrödinger equations with double well potentials are tested.
Introduction
In this paper, we construct a set of problem dependent basis functions to compute eigenvalues and eigenfunctions of Schrödinger equations. To be more specific, we consider the eigenvalue problem of the stationary Schrödinger equation with a potential V(x) of the following form Hu(x) := −∆u(x)+V(x)u(x) = λu(x), x ∈ Ω ⊆ R d , (1.1)
where Ω is a bounded domain in R d and V(x) : R d → R is a real-valued function. λ and u(x) are the corresponding eigenvalues and eigenfunctions of the Hamiltonian operator H = −∆+V(x). We should emphasize that the spectrum of the Hamiltonian operator H can have negative values and physically the negative part of the spectrum corresponding to bound states and they have many important applications in computational chemistry [6, 17, 18, 29] . The eigenvalue problem of (1.1) in variational form reads: find an eigenvalue λ and its associated eigenfunction u(x) ∈ W := H 1 0 (Ω) such that
for all v ∈ W. By using the finite element method (FEM), we obtained the discretized problem of the eigenvalue problem (1.3): find λ h and associated eigenfunctions u h (x) ∈ V h ⊆ W such that
where V h is a conforming finite element space spanned by N h nodal basis functions on some regular finite element mesh T h with mesh size h. After the FEM discretization, one could apply eigenvalue algorithms, including QR-algorithm, Lanczos algorithm, and Arnoldi iteration, directly to the N h -dimensional finite element matrices to obtain the eigen-pairs {λ h ,u h }, see [10] and references therein. We remark that it is extremely expensive to compute eigenvalues and eigenfunctions of (1.4) when N h becomes big. For example, finding all eigenvalues and eigenvectors of the matrix corresponding to the FEM discretization of (1.4) using QR-algorithm costs 6N 3 h +O(N 2 h ) flops. In practice, however, we are mainly interested in the first few lowermost eigenvalues and eigenfunctions as they have important meanings in computational chemistry [19] . In addition, when we use the FEM to approximate eigenvalues of (1.4), the number of reliable numerical eigenvalues takes up only a tiny portion of the total degrees of freedom N h in the resulting discrete system. See [2, [30] [31] [32] 35] for the discussion of second-order elliptic eigenvalue problems.
This motivates us to avoid the application of eigenvalue algorithms for the fine-scale FEM discretization (1.4) and build a low-dimensional generalized finite element space so that we can accurately and efficiently compute the lowermost eigenvalues and eigenfunctions. Specifically, we introduce a coarse discretization of the physical space Ω into mesh T H with mesh size H h. On the coarse mesh T H , we build a set of basis functions {Ψ i (x)} N H i=1 that generate a low-dimensional generalized finite element space V c . The dimension of V c is N H and it is much smaller than N h . In the low-dimensional space V c , we compute the discretized form of the eigenvalue problem (1.3): find λ H and associated eigenfunctions u H (x) ∈ V c ⊆ W such that a(u H ,v H ) = λ H (u H ,v H ) for all v H ∈ V c , (1.5)
The basis functions {Ψ i } N H i=1 have already captured the information of the Schrödinger equation, which enables us to accurately compute the first few important eigen-pairs of (1.1), {λ H ,u H }. The construction of the basis functions {Ψ i } N H i=1 involves solving of N H optimization problems [4] . These optimization problems are independent of each other and thus can be computed in parallel. Recall that the size of the matrix obtained by the discretization of (1.5) is N H . This significantly reduces the computational cost in computing the eigenvalues and eigenfunctions of Schrödinger equation (1.1).
We should point out that the idea of using two-level technique or multi-level technique for designing algorithms for eigenvalue problem and other problems is not new. In [33] , a two-grid discretization scheme was proposed to solve eigenvalue problems, including both partial differential equations and integral equations. In [13] , Hackbusch proposed a multi-grid method to compute eigenvalues and eigenfunctions of the elliptic problem obtained by the finite element discretization. In [21] , Peterseim used the numerical upscaling techniques to compute eigenvalues for a class of linear second-order selfadjoint elliptic partial differential operators. Using similar methodology to construct lowdimensional generalized finite element spaces is pioneered by the generalized finite element method (GFEM) [1] and the multiscale finite element method (MsFEM) [11, 14, 15] , and is pervasive in the recent developments in the numerical methods for multiscale problems and elliptic PDEs with random coefficients, see [8, 34] and references therein.
We would like to point out some similarities and differences between our approach and other existing methods. Our construction of basis functions is inspired by the recently development in building localized basis function for multiscale elliptic PDEs and Schrödinger equations, see [16, 20, 21, 23] and reference therein. Previous researchers have utilized the Clément-type quasi-interpolation approach or optimization approach to construct localized basis functions that give optimal approximation property of the elliptic operator. In the Schrödinger equation (1.1), however, the potential V(x) is a real-valued function. Therefore, the Hamiltonian operator −∆+V(x) is not necessarily positive definite, which is quite common in Schrödinger equation models, see [12, 28] . We shall construct basis functions that can be used to compress or upscale the Hamiltonian operator in Schrödinger equation (1.1) so that we can compute the corresponding eigen-pairs in the reduced space. In addition, we shall estimate the error of the eigenvalues |λ h −λ H | obtained by the FEM and our new method. We comment that similar ideas of computing eigenvalue problems using adaptive basis functions are considered in [24, 25] , though the main point of these papers are different and they mainly focus on numerical investigation. Their goals are to obtain compressed modes that are sparse and spatially localized so they can be used to span the low-energy eigenspace of differential operators.
The rest of the paper is organized as follows. In Section 2, we give a brief introduction of the eigenvalue problems of the Schrödinger equation and its finite element method discretization. In section 3, we present the derivation of basis functions based on the two-scale decompositions and the approximation of eigenvalues and eigenfunctions in the reduced space. Issues regarding the practical implementation of our method will also be discussed. Error estimate of the eigenvalues and computational complexity analysis will be discussed in Section 4. In Section 5, we present numerical results to demonstrate the accuracy and efficiency of our method. Concluding remarks are made in Section 6.
To simplify the notation, we will write a b for two positive quantities a and b, if a≤Cb with some constant C > 0 that depends only on the size of the domain Ω, parameters in Schrödinger equation, and parameters that measures the quality of the underlying finite element mesh. We emphasize that C does not depend on the mesh size h and H.
Model problem and its finite element discretization
We compute the eigenpairs {λ,u(x)} of the following Schrödinger equation on the bounded domain Ω,
The eigenvalue problem of (2.1) in variational form reads: find an eigenvalue λ and its associated eigenfunction u(x)
3)
In the finite element method, we first partition the physical domain Ω into a set of regular fine elements with mesh size h. For example, we divide Ω into a set of non-overlapping
e=1 such that no vertex of one triangle lies in the interior of the edge of another triangle, where N e is the number of finite elements. Let N f denote the set of interior vertices of T h . Let N h denote the number of the interior vertices, which is also equal to the dimension of the finite element space. For every vertex x i ∈ N f , let ϕ i (x) denote the corresponding nodal basis function, i.e., ϕ i (x j ) = δ ij , x j ∈ N f . In this paper, we assume that all the nodal basis functions ϕ i (x) are linear functions and continuous across the boundaries of the elements, so we obtain the first-order conforming finite element space corresponding to T h ,
Then, we apply the Galerkin method to solve (2.3). Specifically, we find λ h and associated
Finally, we solve a generalized eigenvalue problem obtained from the discretization of (2.5) to obtain λ h and u h (x). The Hamiltonian operator −∆+V(x) is self-adjoint so the eigenvalues are real. They can be sorted in ascending order,
If the potential V(x) is bounded from below, we have the estimate for the lowermost eigenvalue λ (1) h .
Lemma 2.1. We assume the potential V(x) ≥ V min , ∀x ∈ Ω, then the lowermost eigenvalue λ
(1) h is bounded from below.
Proof. We introduce the Rayleigh quotient [30] within the finite dimension subspace V h , which is defined by
Then, λ
h is bounded from below if V(x) ≥ V min , ∀x ∈ Ω. In addition, its corresponding eigenfunctions u (1) h (x) is the critical point of R(v h ) over the finite element space V h . Remark 2.1. The Rayleigh quotient provides an alternative way to compute eigenvalues and eigenfunctions of the Schrödinger equation (1.1) and its discretized form (2.5) [30] . The l-th eigenvalue is λ
, where E l−1 is the eigen-space spanned by eigenfunctions u 1 h ,··· ,u l−1 h associated with eigenvalues λ (1) h ,··· ,λ
In the finite element method framework, the dimension of the discretized problem is proportional to the number of interior vertices in the fine mesh T h . Therefore, the finite element method becomes expensive for 2D and 3D Schrödinger equations. It is desirable to develop model reduction methods that can efficiently and accurately solve the eigenvalue problem of Schrödinger equation with relatively small computational cost.
Construction of basis functions and their corresponding lowdimensional space
In this section, we shall apply the two-level techniques and decompose the finite element space V h into coarse and fine parts. The coarse part is a low-dimensional generalized finite element space that enables us to efficiently compute the lowermost eigenvalues and eigenfunctions of Schrödinger equations. To achieve this goal, we need to build a set of basis functions {Ψ i (x)} that capture the information of the Hamiltonian operator.
To construct the basis functions {Ψ i (x)}, we first partition the physical domain Ω into a set of regular coarse elements with mesh size H h. Again, we divide Ω into a set of non-overlapping triangles T H = {T e } such that no vertex of one triangle lies in the interior of the edge of another triangle. To facilitate the implementation, the fine mesh T h and coarse mesh T H are nested. Let N c denote the set of interior vertices of coarse mesh T H and N H be the number of interior vertices. For every vertex x i ∈ N c , let Φ i (x) denote the corresponding FEM nodal basis functions, i.e., Φ i (x j ) = δ ij , x j ∈ N c . We also assume that all the nodal basis functions Φ i (x) are continuous across the boundaries of the elements, so we obtain the first-order conforming finite element space corresponding to the coarse mesh T H ,
The dimension of the coarse finite element space V H (3.1) is N H , which is far less than that of fine-scale FEM space V h . However, one cannot use the coarse finite element basis functions Φ i , i = 1,..., N H to directly compute the eigenvalues and eigenfunctions of Schrödinger equation because they do not capture the fine-scale information of the Hamiltonian operator in (1.1). Therefore, we need to construct some problem-dependent basis functions that incorporate the fine-scale information into the coarse finite element space.
In this paper, we construct such basis functions
through an optimization approach [4] . More specifically, we compute the following constrained optimization problem to obtain Ψ i (x),
where Φ j (x) are the nodal basis functions on the coarse FEM space V H . The objective function (3.2) contains both the kinetic energy and the potential energy of the Schrödinger equation system. It is important to note that the boundary condition of the Schrödinger equation has already been incorporated in the above optimization problem through the definition of the solution space H 1 0 (Ω). In general, the optimization problem cannot be solved analytically as it is an optimization problem in an infinite dimensional space. We have to solve the optimization problem (3.2)-(3.3) using numerical methods.
In this paper, we apply the finite element method to discretize the basis functions
, where ϕ k (x) are the finite element basis functions defined on the fine mesh T h and b
k 's are the coefficients. In this discrete level, the optimization problem (3.2)-(3.3) is reduced to a constrained quadratic optimization problem, which can be efficiently solved using Lagrange multiplier methods. Since the basis functions are independent of each other, they can be constructed independently and the optimization problem (3.2)-(3.3) can be done perfectly in parallel.
Let V c denote the conforming generalized finite element space spanned by Ψ i (x),
Note that the dimension of V c is equal to the coarse finite element space V H . However, the basis functions Ψ i (x) contain fine-scale information of the Hamiltonian operator in (1.1), which enable us to compute the eigenvalue problem (1.3) on the coarse mesh T H . Now we use the Galerkin method to solve the eigenvalue problem (1.3) in the generalized finite element space V c : find λ (j) H and its associated eigenfunctions u
In general, the stiffness matrices and mass matrices corresponding to the discretization of (3.5) are not sparse. However, the dimension of the coarse generalized finite element space V c is N H N h so the lack of sparsity is not an issue.
The discrete eigenvalues are ordered in ascending order,
The discrete eigenfunctions satisfy the orthogonal constraints
Errors analysis
In this section, we present the error estimate of the approximate eigenvalues |λ h −λ H | obtained by the finite element method (FEM) and our method. The computational complexity analysis of the FEM and our method can be obtained easily.
Orthogonal decomposition of the solution space in L 2 (Ω) sense
We first introduce some notations that will be used in the error estimate. Let
We define a norm |||·||| to be
, for any u ∈ W.
Recall that the bilinear form a(u,v) used in the variational form corresponding to the eigenvalue problem of (1.1) is defined by
where V = V(x) is the potential function and (·,·) stands for the standard inner product on Ω. Under mild conditions, the second part (Vu,v) in (4.2) can be viewed as a perturbation. Our method requires the following assumption on the resolution of the coarse mesh T H . Assumption 4.1. We assume that the potential V(x) is bounded, i.e., V 0 :=||V(x)|| L ∞ (Ω) < +∞, and the mesh size H of T H satisfies H √ V 0 1.
Under this assumption, many typical bounded potentials from Schrodinger equation (1.1) can be treated as a perturbation to the kinetic operator. Thus, they can be computed using our method. We also point out that this assumption restrains our ability to handle Schrodinger equation (1.1) with unbounded potential, such as Coulomb potential. We shall consider this issue in our future work. Before we proceed the error estimate, we first study the orthogonal decomposition of the solution space W. Write V f as the subset of W defined by
From the definition of V f , one can find that V f contains functions with fine-scale information that cannot be captured by the coarse-scale finite element basis functions Φ i (x) defined in (3.1). This property is closely related to the Clément-type interpolation operator [5, 9, 27] 4) where N c contains all the interior nodes of coarse mesh, Φ i (x) are the nodal basis functions corresponding to x i , and the quasi-interpolation coefficient α i (v) is defined by
In order to define interpolators for rough functions and to preserve piecewise polynomial boundary conditions, the approximated functions are averaged appropriately using (4.5) in order to generate nodal values for the interpolation operator.
Compare the dimension of the fine-scale space, we obtain that space V f and the kernel space of the Clément-type interpolation operator I H are equal. In addition, the solution space W has the orthogonal decomposition
Namely, ∀u∈W, we have the decomposition u=u H +u f , where u H ∈V H , u f ∈V f , and they
The Clément-type interpolation operators possess the local approximation and stability properties that are crucial in our error estimate. There exists a generic constant C I H such that for all v ∈ W and for all coarse element T e ∈ T H , we have
where S e := ∪{K ∈ T H |K∩T e = ∅} [7] . We also assume that there exists a constant C ol > 0 such that the number of elements covered by S e is uniformly bounded by C ol . Both C I H and C ol may depend on the shape regularity of the finite element mesh but not on the coarse mesh size H.
Quasi-orthogonal decomposition of the solution space
With these preparations, we are ready to study the structure of the generalized finite element space V c (spanned by Ψ i (x)) and the corresponding orthogonal decomposition of the solution space W := H 1 0 (Ω). First, we explore the connections between the standard H 1 norm ∇· L 2 (Ω) , norm |||·|||, and the bilinear form a(u,v). We get the following lemmas. Proof. Using the Cauchy-Schwarz inequality, we can obtain that
Proof. For any w in V f , we have
where the last inequality directly follows from the previous lemma 4.3.
In the Section 3, our new basis functions {Ψ i (x)} are constructed through an optimization problem. For any i, let Ψ i (x) be the unique minimizer of the following problem
Then, the generalized finite element space V c is spanned
. We shall show that for each i, the optimization problem (4.7)(4.8) gives rise to a minimizer Ψ i (x) given certain conditions. In addition, we shall show that the above optimization problem yields an orthogonal decomposition of the solution space W into the generalized finite element space V c and its quasi-orthogonal complement V f . Quasi-orthogonal decomposition means ∀u∈W, we have the decomposition u=u c +u f , where u c ∈V c , u f ∈V f , and they satisfy the condition a(u c ,u f )=0. We notice that relation ( f ,g)=(HH −1 f ,g)=a(H −1 f ,g), ∀ f ,g ∈ W and the bilinear form a(·,·) is symmetric. Therefore, the constrains Ω ΨΦ j = δ i,j in the optimization problem is equivalent to a(Ψ,H −1 Φ j ) = δ i,j . For each i, we define
to be the feasible set of the optimization problem (4.7). Then, we have that 
, the optimization problem (4.7)(4.8)
is a strictly convex optimization problem over W i , for each i.
Proof. Let us choose any two different Ψ a ,Ψ b ∈ W i . We write for η ∈ [0,1],
Use the fact that Ψ b −Ψ a ∈ V f defined in (4.3) and a(·,·) is V f -elliptic by the Lemma 4.3, we get that f (η) > 0. Thus, we finish the proof. 
which means that
will imply existence of the minimizer. As for the other direction, assume that there exists a Ψ i such that a(Ψ i ,H −1 Φ j ) = δ i,j , for all j = 1,2,..., N H . Suppose we have
Lemma 4.6. The optimization problem (4.7)(4.8) yields an orthogonal decomposition of the solution space W into the generalized finite element space V c and its quasi-orthogonal complement V f . Namely, a(u c ,u f ) = 0, for any u c ∈ V c and u f ∈ V f .
Proof. Let Ψ i be a minimizer. Then for any w ∈ V f , we consider the objective function a(Ψ i +c·w,Ψ i +c·w), c ∈ R. As Ψ i satisfies the constrains, i.e. Ω Ψ i Φ j = δ i,j , we also have 
See [16] for more details.
We also comment that V c contains some fine-scale information of V f which is very important in our computation of the eigenvalue problem. We shall show this in our error estimates and numerical experiments. The quasi-orthogonal decomposition with respect to a(·,·) does not exactly preserve the L 2 -orthogonality. However, we find that the error can be controlled. 
Proof. For any v c ∈ V c and v f ∈ V f , we have
where we have used the fact (I H v c ,v f ) L 2 (Ω) = 0, I H v f = 0, and the stable estimate of the Clément-type interpolation (4.6).
Remark 4.2.
In previous works [16, 20, 23] , the authors utilized the Clément-type interpolation or optimization approach to upscale elliptic operators. The corresponding optimization problem is strictly convex over the solution space W. In our case, the Hamiltonian operator −∆+V(x) may not be positive definite. Hence, the corresponding optimization problem is not strictly convex over the solution space W. Based on our numerical experiments and analysis, we found that under the assumption 4.1, we can prove that our optimization problem is strictly convex over W i , which enables us to obtain the quasi-orthogonal decomposition of W and construct the basis functions Ψ i for model reduction.
Exponential decay of the basis function Ψ i
We shall show that the basis function Ψ i decay exponentially fast away from its associated vertex x i ∈ N c , namely the basis functions have exponential decay property. In practice, when we solve the optimization problem (4.7)(4.8) to construct the basis function Ψ i , we choose a localized domain S i ⊆Ω associated with x i and impose the condition that supp{Ψ i } ⊆ S i . Therefore, the exponential decay property significantly reduces our computational cost in constructing basis functions. We first define a series of nodal patches Ω l associated with x i ∈ N c by
10)
Then, we state the main theorem as follows and put the detailed proof in the A.
Theorem 4.2. Under the resolution condition H
, there exist some constants C>0
and 0 < β < 1 independent of H, such that
for any i = 1,2,..., N H .
The exponential decay of the basis functions Ψ i allows us to localize the computational domain of the basis functions and to reduce the computational cost. In practice, we modify the constrained optimization problem (3.2)(3.3) as follows,
14)
where Ω l * is the support set of the basis function Ψ i (x) and l * depends on the decay speed of Ψ i (x). In numerical experiments, we find that a small integer l * ∼ log(L/H) will generate accurate results, where L is the diameter of domain Ω. Moreover, the optimization problem (4.13)-(4.15) can be done in parallel.
Error estimate for the eigenvalues
In this subsection, we shall provide the error estimate of the eigenvalues |λ h −λ H | obtained by the FEM and our new method. Before we proceed, we add an assumption that describes the well-posedness condition of the bilinear form a(·,·).
Assumption 4.2.
We assume that the bilinear form a(·,·) satisfies
where the positive constant C may depend on V 0 and the domain Ω.
Let E l denote the eigen-space spanned by the first l eigenfunctions obtained by the finite element method. E l := span{u
h 's are normalized to be one in L 2 (Ω) norm. Recall that we have λ
h |}. Then, we can estimate |λ h −λ H | working in the eigen-space E l . Lemma 4.7. Assume the assumption (4.2) is satisfied. For u ∈ E l with u L 2 (Ω) = 1 and let u = u c +u f be the quasi-orthogonal decomposition, where u c ∈ V c E l and u f ∈ V f E l . Then, we have the following three estimates:
h , where c j 's are the projection coefficients of u on the eigenfunctions
h and |c j | ≤ 1. According to the assumption (4.2), there exists u 2 ∈ W\{0}, such that a(u,u 2 ) |||u||||||u 2 |||. Then we have
Thus, we have
The last inequality directly follows from (4.9) of Theorem 4.1 and the above two inequalities.
Finally, we estimate the error for the eigenvalues |λ h −λ H | obtained by the FEM and our new method.
Theorem 4.3. When the coarse mesh H is chosen small enough such that H<2
. Then, we can get the following estimate
Then, we have the following estimate for σ
where we have used the fact that |||u f ||| (lλ * h ) 2 H 2 . Therefore, we obtain that σ
After some simple calculations, one can easily obtain the final result based on the estimate for σ (l) H in (4.19).
Numerical Experiments
In this section, we conduct numerical experiments to illustrate our analytical results. More specifically, we will consider several different models of Schrödinger equations and test the performances of our method. Examples include Schrödinger equations of free electrons and those with double-well potentials.
We are able to demonstrate that the relative error of eigenvalues converges of order at least O(H 4 ). Aside from the large convergence rate, using our problem dependent basis functions {Ψ i }, we are able to achieve at a numerical method of better computational complexity than finite element method. Moreover, using our basis functions, one can capture the first few eigenvalue and eigenfunctions of stationary Schrödinger Equations accurately. The potentials taken in the examples are frequently used in chemistry models, which shows that our method is a very efficient model reduction method.
Hamiltonian of a free electron
In this example, we consider the Hamiltonian of a free electron in a bounded domain Ω with Dirichlet boundary condition. In our numerical experiments, H = −∂ xx and the bounded domain Ω is taken to be In 1D case, we uniformly partition our interval into N H =128 patches, and for each patch, we further uniformly partition it into N r =8 parts for numerical computation. We use the Lagrange multiplier method to solve the optimization problem. Then, with the computed problem dependent basis functions, we discretize the Hamiltonian operator H onto the N H −dimensional space spanned by Ψ 1 ,··· ,Ψ N H and approximate the smallest N H eigenvalues of H. In 2D case, we set the coarse mesh H = 1 16 and partition our unit square into 256 squares (512 triangle elements). For each element, we further uniformly partition it into fine triangle element with mesh h = 1 128 . The computation method is similar. In Figure 1 , we plot the profiles of the basis functions obtained from our method. One can see that the basis functions decay exponentially fast, which numerically verify our proof on the exponential decay of the basis functions Ψ i . Therefore, we can localize the computational domain of the basis functions and reduce the computational cost. Due to the exponential decay of the basis functions, we can maintain a certain level of accuracy using the localized basis functions. 
1D Schrödinger equations with double well potential
Another model problem we consider is Schrödinger equations with double well potential [12, 22, 28] , which can be used to model the proton motion restricted to the line joining the two bridged atoms separated by a fixed distance. The stationary Schrödinger equation in this case can be formulated as
where
,h is the reduced Planck constant, µ is the reduced mass of the H bond A-H···B, and β is an arbitrary frequency. We suppose also that the potential energy of the proton can be represented as a polynomial in the proton coordinate x. On the basis of both experimental and theoretical investigations, it is generally assumed that the potential-energy surface of many hydrogen bonds has two 
, and various choices of the coarse mesh size H. Space means no available data. minima in the region available for protonic movement [28] . In most cases the minima are not equivalent since the physical situation is changed when the proton is transferred from one minimum to the other.
We consider the interval [−4,4] and partition it into N H = 4,8,16,32 patches respectively and further partition them such that the partition number of the fine mesh is N h = 1024. Our potential function is taken to be V(x) = −5.26x 2 +0.6575x 4 and its graph is plotted in Figure 2 .
In the Table 1 , we compare the eigenvalues λ H obtained on coarse-scale approximations using problem-dependent basis functions with different mesh size H. The chart illustrates that the convergence rate of relative error is at least of order O(H 4 ), which matches our analysis.
We have also run some tests to compare the errors of the approximated eigenfunctions. In Figure 3 , one can find that the eigenfunctions obtained from our method can capture the reference eigenfunctions accurately. Especially, note that the double well potentials take negative values at some x. This indicates the operator L is no longer positive semidefinite. Even in this case, our method can still accurately approximate the first few eigenfunctions of the Schrödinger equation.
As in the Figure 3 , qualitatively, we can see that the graph of approximated eigenfunctions computed through our method overlap with that of the fine-scale finite element method. In the Table 2 , we show the relatively error
, l = 1,2,.... One can see that the relative errors are very small, which indicates that our method can accurately compute the eigenfunctions. To demonstrate the computational savings of the our method over the finite element method, we show in Figure 4 the computational time of compute first 15 eigenvalues and eigenfunctions of the Schrödinger equation. Based on our previous result in Table 1 , we assume that if the coarsening ratio is 64, then the relative error |
| < 1%. We choose N h = 2 11 ,2 12 ,2 13 ,2 14 ,2 15 , and N H = 2 5 ,2 6 ,2 7 ,2 8 ,2 9 , respectively. We record the wall time of running the eigenvalue algorithm in Matlab. From the Figure 4 , one can see that our new method offers considerable savings over the finite element method. The slope of the blue line with stars is approximate equal to 2.56, which means the computational complexity of eigenvalue algorithm is O (N 2.56 h ). The complexity of our method is also in the similar order O(N α H ) with α ≈ 2.5, but N H is far less than N h . Therefore, our method can bring significant savings over the FEM. The advantage of our method will be more obvious in two or higher dimensional problems.
We should point out that in this example we choose the coarsening ratio to be 64, which is used to demonstrate the main idea. In general, this ratio is problem-dependent and may be different. However, considerable savings over the finite method can always be achieved if we only compute first few eigenvalues and eigenfunctions of the Schrödinger equation because our method can efficiently reduce the dimension of the problem. Here we only compare the wall time of running the eigenvalue algorithm. In the FEM, one needs extra time to form the large-scale stiffness and mass matrices. In our method, we need extra time to compute the problem dependent basis functions, which is not a serious issue as this can be done in parallel. Table 2 : Errors e (l) (H) =:
for l = 1,···9, potential function being V(x) and various coarse mesh sizes H. Space means no available data.
2D Schrödinger equations with double well potential
In 2D problems, we consider the double well potential again, which can be used to mimic the nuclear attraction potential generated by two separate nuclei. Our computational domain is unit square Ω = [0,1] 2 . We partition Ω into 2N 2 H = 8,32,128,512 right triangular elements respectively and further partition them such that the length of the fine-scale triangular elements remains to be 1/128. In this setting, the fine-scale finite element space contains 32768 triangular elements. The potential function is taken to be V(x) = −e (−100((x− Table 3 : Relative errors of eigenvalues e (l) (H) =:
being V(x) and various choices of the coarse mesh size H. Space means no available data.
We have also run some tests on approximated eigenfunctions. In Figure 6 , we see that our method can approximate the first few eigenfunctions of the Schrödinger equation As shown in the figure 6, qualitatively, we can see that the graph of approximated eigenfunctions computed through our method overlap with that of the fine-scale finite element method. Here, the domain is taken to be [0,1] 2 and we partition the unit square into 2m 2 = 512 right triangular patches respectively and further partition them into 16 parts. Quantitatively, the relatively errors
, l = 1,2,..., are kept at a very low level, indicating the accuracy of our method in capturing the first few eigenfunctions, where u
(l)
H stand for eigenfunctions computed through our method and u
h stand for eigenfunctions computed through finite element method.
e (1) e (4) e (7) 0.000253557665 0.000964396658 0.000154570260 Table 4 : Relative errors of eigenfunctions e (l) =:
for l=1,4,7 potential function being V(x), the coarse mesh size H is 1/16, and the fine mesh size h = 1/128.
A simple study of choosing coarse mesh size H
We shall investigate how the course mesh size H is scaled with the fine mesh size h in order to keep the error rate at a similar level. We consider the one dimensional free electron model as discussed in Section 5.1. Since true eigenvalues λ (l)
Conclusions
In this paper, we propose a model reduction method to construct problem dependent basis functions and compute eigenvalues and eigenfunctions of stationary Schrödinger equations. The basis function are obtained through solving an optimization problem. Under mild conditions, we prove that the generalized finite element space spanned by our basis functions can accurately compute the first few eigenvalues and eigenfunctions of the stationary Schrödinger equations. In addition, our new method can significantly reduce the computational cost in eigenvalue decomposition problems compared with the standard finite element method on fine mesh. We demonstrate through numerical experiments to show that our method works well for Schrödinger equations with double well potentials, in which case the differential operators are no longer positive semidefinite.
There are several directions we want to explore in our future work. Firstly, we would like to construct problem dependent basis functions to compute eigenvalues and eigenfunctions of Schrödinger equations with unbounded potential, such as Coulomb potential. Then, we would like to employ our new basis functions to compute time-evolutionary Schrödinger equations. In addition, we shall construct problem dependent basis functions using optimization approach to solve problems arising from uncertainty quantification, such as multiscale elliptic PDEs with random coefficients. }, then we get the exponential decay property for Ψ i , namely,
We remark that when Φ i 's are taken to be piecewise constant basis functions as proposed in [16] , their correspond mass matrix M reduces to a diagonal matrix and thus a (i) j =δ ij . In this case, Ψ i = a (i) i (P i −Φ i ) and its exponential decay property follows trivially from the decay property of P i .
