Abstract: Texture classification, especially color texture classification, is considered a significant step in segmentation and object classification. The property of color and texture is important for characterizing objects in natural scenes.
Introduction
Object recognition has long been an important task of pattern recognition and computer vision for many studies [1] . Texture is a popular property for the community of image processing and pattern recognition. Texture analysis is used in various areas such as medical applications, industry, and engineering fields. Many researchers have proposed various approaches, as documented in comprehensive surveys [2] [3] [4] [5] .
Many kinds of texture classification methods can be seen in the image processing literature. A Bayesian framework was proposed where multivariate Gaussian distributions were used for the features [6, 7] . Markov random fields and Gaussian Markov random fields have been extensively used for texture modeling and segmentation [8] . In [9] , Li and Gray proposed a 2D hidden Markov model for texture classification [10] . Moreover, based on the examined classification scheme, there are numerous techniques that were used in texture classification. These methods are nonparametric nearest neighbor (NN) classification [11] , classification trees [12] , learning vector quantization [13] , and neural networks [11] . In addition to earlier methods, support vector machines (SVMs) [14] and multiple histograms combined with a self-organized map [15] are recent methods that have been used for texture classification.
In [16] and [17] , Sengur et al. extracted entropy and energy features from the wavelet-transformed texture images. Then neural networks and adaptive neuro-fuzzy classifiers based on an inference system were used for classification purposes. In [18] , Karabatak et al. proposed a methodology where association rules are taken into consideration on a wavelet domain. Backes et al. proposed an approach based on the fractal dimension (FD) for color texture analysis [19] . In the proposed approach of [19] , the complexity in the R, G, and B color channels describing an input texture image are examined. Al-Kadi et al. proposed a combined texture classification method [20] . Furthermore, Al-Kadi proposed a method based on an adaptive best bases algorithm for meningioma histopathological images [21] . Berthe et al. also proposed a methodology to determine FD and lacunarity of textures. Different box sizes are used by modifying the traditional sliding box counting method using Brownian motion expansions [22] . Authors applied these quantities in segmentation of various images.
Cheng proposed an approach based on a gliding box method for multifractal modeling [23] . Plotnick et al. used multiscaled lacunarity analysis for evaluating the texture recognition achievements for various dimensional data [24] .
Artificial neural networks (ANNs) and SVMs are popular methods in artificial intelligence and pattern recognition, but both techniques have several drawbacks, such as the need for parameter adjustment, low learning speed, and problems learning scalability. In general, the learning speed of an ANN is low because of the gradient-based learning algorithms. Moreover, all the parameters of the ANN need to be tuned appropriately during the iterations. Similarly, SVM and its variants, such as least square support vector machine (LS-SVM), have been widely used in regression and binary classification applications. Different SVM/LS-SVM variants have been proposed for multiclass classification cases [25] .
Considering these disadvantages of ANNs and SVMs, we used extreme learning machine (ELM) learning in the classification stage of the proposed method due to its fast learning ability and no need to tune any parameter of the network.
In recent work [26] , we proposed an approach based on the 2D and semi-3D texture feature coding method (TFCM) for color texture classification. In the proposed method, 2D texture features are extracted from the gray level of input color texture, whereas semi-3D texture features are obtained from color texture images. However, these methods could not perform well in natural texture analysis, since natural texture does not show a periodic structure. More recently, Guo et al. proposed a new scheme where neutrosophic theory was combined in texture segmentation [27] . This new method achieved successful texture segmentation. Fractals are an alternative approach that provides a model for natural surface shapes such as clouds and water [28] . Thus, this paper presents an extension of the earlier work where fractal features and ELM were considered for color texture image classification. In this proposed method, each color channel and the gray level of the input texture image are first transformed to the FD domain independently for extraction of the fractal features. A DBC algorithm at different scales and fractal Brownian motion (fBm) are employed in constructing the FD images. Several features, such as mean, standard deviation, lacunarity, kurtosis, skewness, entropy, energy, contrast, dissimilarity, homogeneity, inverse difference moment, and maximum probability, are investigated for obtaining the maximum discrimination. The proposed method is applied to various color textures. To show the efficiency of the proposed method, some compared results with studies using the same data set are also given. We also employ LS-SVM and NN in the classification stage for comparison purposes. Experimental results show that the proposed method has better achievements for color texture when compared with other studies. Moreover, the ELM method yielded better classification results than the LS-SVM and NN classifier.
The rest of this paper is organized as follows. Section 2 reviews FD, FD-based features, and the ELM. In Section 3, we evaluate the achievements of the proposed methodology with extensive experiments on a publicly available texture data set and present several comparisons. Finally, we conclude the paper in Section 4.
Theoretical background
In this section, we briefly describe FD, FD-based features, and the ELM. Please refer to the relevant references for more detailed descriptions [20, 25] .
Fractal dimension
The term "fractal" is used to define non-Euclidean forms that show self-similarity at different scales [29] . In Euclidean n-space, a bounded set S can be defined as statistically self-similar if S is the union of N d nonoverlapping subsets with respect to a scaling factor r.Therefore, the Hausdorff-Besicovitch dimension is used to represent the geometric strain of S in the same way as length is used as a determination tool in the discrete space [29] . In other words, the FD of a bounded set S in ℜ n is a real number and can be calculated as follows [20] :
where N r is the number of self-similar shapes and r is the related scaling factor.
FD-based feature extraction
The steps that handle the FD-based feature extraction are given as follows.
Step 1. The input texture images are converted to FD images using the DBC algorithm at different scales and the fBm algorithm [20] .
Step 2. Construct a multidimensional matrix of N r , defined as N d (x, y, d), where d shows the dimension of the image after it has been convolved by a given kernel of scale 2, scale 3, and so on until reaching the highest scale j .
. . .
Here M , N shows the size of the image and dis the dimension of matrix.
Step 3. After constructing the N d (x, y, d) matrix, a logarithmic operation is employed on all elements of N d (x, y, d) and the related scaling factor [21] .
Step 4. Finally, having the number of boxes required to cover the entire image N d (x, y, d) with the scaling factor, the slope of the least square linear regression line can be calculated by computing the sums of squares. The related texture features are then calculated based on the constructed FD images. The mean and standard deviation of the FD image is the first and second feature and can be calculated as:
Lacunarity is an important texture property that measures the "lumpiness" of the computed FD values in the image [24] and it is defined as follows:
where M and N are the size of the FD-processed image I F D (x, y) . The higher the lacunarity, the more heterogeneous the examined texture image is.
Energy, also referred to as angular second momentum or uniformity, is a way to measure disorders in an image through summing the square of all pixels, with lower values indicating a more uniform image. The energy formulation is given in Eq. (6) .
where
Entropy measures the randomness of the pixels in a given image. Higher entropy indicates the complexity of a texture image. Entropy is defined as follows:
Contrast, also known as inertia, is the measurement of intensity contrast or local variations between the image pixels, giving lower values for uniform texture.
Dissimilarity measures how each pixel differs (i.e. how far) from its neighbors in the image.
Homogeneity is the measurement of how close the distribution of pixels in the image is.
Inverse difference momentum is similar to homogeneity, but with more emphasis on the square in the denominator to the difference between pixels.
Maximum probability obtains the value of the most common paired combination of pixels in the image.
Skewness can be defined as the determination of the asymmetry around the sample mean. Thus, it can be defined as:
where µ is the mean of x, σ is the standard deviation of x, and E(t) represents the expected value of the quantity t.
On the other hand, kurtosis measures how outlier-prone a distribution is and can be given in the following form:
Extreme learning machine
The ELM is a novel paradigm for single hidden layer feedforward neural networks (SLFNs). It was first proposed by Huang et al. [25] . Not only is ELM a fast algorithm, but it also generalizes better than the traditional backpropagation learning algorithm. In the ELM learning algorithm, input weights and biases are determined randomly and they are not updated during training iterations [25] . The output weights are obtained by using norm least squares and the pseudoinverse of a linear system.
For a given N arbitrary input-output relation (x i t i )(x i t i ), where
. . ,t in ]
T ∈R m , a single-layered network withÑ neurons in the hidden layer and a given activation function g(x) is modeled as:Ñ
T shows the weight of the i th hidden neuron,
T shows the weight of the ith hidden neuron to the output neurons, and b i is the bias of the i th hidden neuron.
The SLFN that is defined in Eq. (16) can be approximated with zero error [25] . In other words, Eq. (16) can be rewritten in the following form:
where H shows the hidden layer output matrix. Thus, the output weights are determined by using Eq. (20) after the hidden layer output matrix H is calculated.
Experiments
In experiments, a comparative mechanism was employed for obtaining the best color texture classification performance. To this end, numerous experiments were conducted where different scenarios were considered. The block diagram of the proposed scheme is given in Figure 1 . In Table 1 , these scenarios are tabulated according to the used color channels and FD features. Actually, we performed more scenarios, but most of them yielded poor performance (correct classification rates below 65%). In Table 2 , the FD features and their corresponding feature numbers are also shown. The gray level of the input image was obtained by using the color channels of the input image.
To evaluate the validity of proposed approach, several experiments were conducted by using a color texture image database. This database contains various texture images that were acquired with a digital camera [19] .
The images have a resolution of 512 × 384 pixels [19] .
The examined texture database contains various texture types, such as tissues, beans, road scenes, rice, vegetation, soils, walls, clouds, blacktop, and gravel. There are 180 different texture types (Figure 2 ) and each database entry class is a set of 12 texture samples with an area of 128 × 128 pixels. Instead of using this database directly, we constructed a new database by using one of each texture sample where samples of 64 × 64 pixels in size were obtained randomly for each texture class with an overlapping window. Thirty texture samples were produced for each texture class. Thus, a total of 5400 samples were grouped into 180 classes. Three thousand and six hundred samples (66.67% of the database) were used for training the proposed hybrid scheme, while 1800 samples (33.33% of the database) were used for testing the proposed methodology. The evaluation of the proposed method was carried out with a two-step evaluation criterion. First we determined the color channel/channels and FD features that best characterized the input color texture image. Second, a comparison was performed with other color texture classification methods. For this comparison, the following methods were used. The concept of cooccurrence is used in histogram ratio features (HRFs) to recover the distinguishing properties of a color texture image [30] . The HRF calculates the 3D color histogram of a given texture. Then a 1D histogram is constructed from the 3D color histogram and the ratio of the features as pairs of histogram bins combined with the corresponding count ratios are determined. The linear prediction model (LPM) was proposed in [31] , which compares the autospectra of luminance and combined chrominance channels of improved hue, luminance, and saturation color space quantitatively. The autospectrum was obtained by employing a power spectrum estimator and the similarity of two spectra was calculated with Kullback-Leibler divergence. Finally, a K-nearest neighbor classifier was adopted for classification purposes.
The FD approach investigates the complexity in R, G, and B domains to characterize a texture sample [19] . Investigation of all color channels in combination was realized.
Results
In this paper, 14 different FD-based color texture classification scenarios were employed for determining the best FD features and color information for effective color texture characterization. Therefore, 3 color channels and 12 different FD features were combined as shown in Table 1 .
The number of neurons in the hidden layer was selected as 500. Various numbers of hidden nodes for the ELM algorithm were considered but we did not record any significant performance improvements. The sigmoid activation function was considered in the hidden layer. Table 3 presents the results provided by the employed scenarios.
In the first scenario, all features and all color channels were considered and 90.57% accuracy was obtained. In the other scenarios (2, 3, 4, 5, 6, 7, and 8) , where all color channels were used, we obtained various accuracy values ranging between 90.50% and 97.22%. In scenarios 9, 10, 11, and 12, where only one of the color channels or gray levels of the input color texture was considered, the obtained accuracy was reduced considerably. The obtained accuracies varied between 66.11% and 71.78%. Note that the accuracy for scenario 12, where the gray level was used, is higher than in scenarios 9, 10, and 11, where independent color channels were used. When gray level and color channels were used together, an accuracy improvement was obvious. This situation can be Table 3 .
We also experimented with the second data set and the related comparisons are given in Table 4 . As expected, the proposed method outperforms HRF, LPM, the 2D and semi-3D TFCM methods, and another work that also used FD. When we consider the comparisons, it is obvious that HRF presented the lowest success rate. LPM yielded the fourth-best accuracy. A classification accuracy of 85.92% was obtained with the second database. On the other hand, the FD yielded the third-best result when we consider the HRF and LPM results. As we can see from Table 2 , 99 features were used in the FD procedure. The 2D and semi-3D TFCM method yielded the second-best score. The overall accuracy was 97.82%. Finally, the best accuracy, 98.43%, was obtained with the proposed method. Moreover, the proposed methodology yielded this high accuracy with only 24 features. In Table 5 , we tabulated the various classifier performances for the same task. As we mentioned earlier, we used LS-SVM and NN. For the LS-SVM model, we used the MATLAB LS-SVM toolbox [32] . A Gaussian RBF kernel was chosen and we needed two tuning parameters: γ , the regularization parameter, which determines the trade-off between the training error minimization and smoothness, and σ 2 , the squared bandwidth. After several experiments, we chose γ = 3611.68 and σ 2 = 8.23. On the other hand, for the NN, we chose a multilayer feedforward neural network model with one hidden layer. The tangent sigmoid activation function was chosen for the hidden layer and the Levenberg-Marquardt backpropagation learning rule was employed. It is evident from Table 5 that the ELM method yielded the best accuracy. The LS-SVM method obtained the second-best accuracy and the NN yielded the worst result. 
Conclusions
In this paper, we propose a novel method where FD images using the DBC algorithm at different scales, fBm, and ELM are combined for efficient color texture classification. ELM was proposed as an alternative and effective approach for neural networks. We evaluated our approach on a publicly available texture database and we gave several comparisons with the traditional texture analysis techniques. According to the experimental results, our proposal yielded the best accuracy for two databases.
It is worth mentioning that ELM is an alternative and quite efficient approach to neural networks. It does not need any iteration to converge the minimum gradient point. It reduces computation cost and the consequent training period. We evaluated 14 different scenarios where various features and color channels were combined. Color information is important to characterize texture images. Moreover, the FD features are robust enough for classification purposes.
