Abstract. We compute the cohomology with compact supports of a Picard modular surface as a virtual module over the product of the appropriate Galois group and the appropriate Hecke algebra. We use the method developed by Ihara, Langlands, and Kottwitz: comparison of the Grothendieck-Lefschetz formula and the Arthur-Selberg trace formula. Our implementation of this method takes as its starting point the works of Laumon and Morel.
1. Introduction 1.1. Goal of the Project. Let E be an imaginary quadratic extension of Q. We define an algebraic group GU(2, 1) over Q by setting GU(2, 1)(A) = {g ∈ GL 3 (E ⊗ Then G = GU(2, 1) is an algebraic group that is quasi-split over Q. Let K be a compact open subgroup of G(A f ), and let S K (G) be the Shimura variety of GU(2, 1) at level K. We will assume K to be neat, so that S K (G) is a smooth quasi-projective variety over its reflex field, which in this case is the imaginary quadratic field E. Any such S K (G) is called a Picard modular surface.
Fix a good prime p. Assume, that is, that p is not ramified in E, and that K p is hyperspecial, so that K p = G(Z p ). Let p be a prime of E dividing p. where O Ep /p = F q and s ∈ C, and N m the number of rational points on the special fiber at p of S K (G) over the extension of degree m of F q .
The goal of this paper is to compute the parabolic part of the trace of certain correspondences on the cohomology with compact supports of S K (G) in terms of spectral traces. In an upcoming paper [13] , we will carry out the (much simpler) computation of the elliptic part of the said trace. Put together, these computations will allow us to give a spectral automorphic expression for the number N m of rational points. Hence, we will be able to express the Hasse-Weil L-function at p of a Picard modular surface in terms of automorphic L-functions.
The distinctive challenge facing us is that the Picard modular surface S K (G) is not compact. Thus, in order to compute N m , we shall have to compute the number of fixed points N (j, f p ) of a suitable correspondence on the cohomology with compact supports of S K (G). Our basic tool will be the non-invariant twisted trace formula.
Related work.
The study of L-functions of algebraic varieties is a vast discipline. The previous works most closely related to that of ours are due to Laumon and Morel.
(1) In 1997, Laumon computed the cohomology with compact supports for the group GSp(4); see [16] . Our work is adapted from that of Laumon's.
(2) In 2010, Morel computed the intersection cohomology of the Baily-Borel compactification for GU(p, q) for arbitrary p and q; see [18] . We will follow Morel in our overall setup and notation. Her work generalizes the highly influential Montreal proceedings [17] from 1992 in which the case of GU(2, 1) was worked out for the first time. 1 We should emphasize that there is no obvious way to deduce our results from the corresponding results for the Baily-Borel compactification.
1.3. Structure of the Argument. In this subsection, we will give a brief synopsis of our argument. In the interest of brevity, some of the standard notations employed here will only be defined in the subsequent sections.
1. Stable Point Counting Formula Let G = GU(2, 1) and let H = G(U(1) × U(1, 1)), the only non-trivial elliptic endoscopic group of G. In this situation, Kottwitz's stable point counting formula specializes to give
We can break up each term in this expression according to Levi subsets:
and such that p ∤ N , where N is as above.
Fix an algebraic closureQ of Q and an embedding of Q inQ. Fix an algebraic closureQ p of Q p and an embedding of Q p inQ p . Also fix an embedding ofQ in Q p . LetF p be the residue field of the integral closure of Z p inQ p ; thenF p is an algebraic closure of F p , which is the one we fix.
Fix an algebraic closureĒ of E and an embedding of E inĒ. For any prime ℓ, we will denote the ℓ-adic cohomology with compact supports on S K (G) by
We will denote the convolution algebra of compactly supported, K-bi-invariant functions f : G(A f ) → C by C c (G(A f )//K), and the Q-subspace consisting of the Q-valued functions in C c (G(A f )//K) by
There is a continuous action of Gal(Ē/E) on H i c (S K (G) ⊗ EĒ , Q l ), and also an action of C c (G(A f )//K) Q , and the two actions commute.
For any prime ℓ such that p = ℓ, we will consider the virtual Gal(Ē/E) × C c (G(A f )//K) -module
Fix a prime p of E dividing p. Fix an algebraic closureĒ p of E p and an embedding of E p inĒ p . Also fix an embedding ofĒ inĒ p . Let O Ep /p = F q , and let F q be the residue field of the integral closure of O Ep inĒ p ; thenF q is an algebraic closure of F q , which is the one we fix. These choices, along with the choices made earlier, determine unique homomorphisms Gal(Ē/E) ←֓ Gal(Ē p /E p ) ։ Gal(F q /F q ).
For each i, we have Gal(F q /F q ) × C c (G(A f )//K) Q -equivariant isomorphisms
We shall only have to consider the case where p splits in E, since this will be enough to determine the L-function. For such a p, let Frob p denote the topological generator of Gal(F q /F q ) that is given by
Let Φ p be an arbitrary, fixed lift of Frob p to Gal(Ē/E). By the above, we have
for every integer j 0 and every function f p ∈ C c (G(A f )//K) Q , where 1 Kp is the characteristic function of K p in G(Q p ); see [16, p. 271 [23] . We will write
for the number of fixed points counted with multiplicity. By Q-linearity, we define N (j, f p ) for any f p ∈ C c (G(A f )//K) Q and j sufficiently large. The following theorem of Pink's is still often called Deligne's Conjecture. 
Proof. This is a direct consequence of theorem 7.2.2 of [19] .
That is, the number of fixed points of a correspondence on the geometric special fiber is equal to the trace of the corresponding operator on the l-adic cohomology of S K (G). We now recall Kottwitz's well-known expression for this quantity. Theorem 2.3. There is an equality
where the sum is taken over the elliptic endoscopic triples of G, and for each H, the function f H is a transfer of f G .
We will take the basic concepts and results from the theory of endoscopy for granted, and we will adopt the various normalizations thereof from Morel [18] . In particular, see [18, p.88] for the notation and the references for theorem 2.3. Specializing to the case we are concerned with in this paper, we have the following
Proof. In this case, G and H are the only elliptic endoscopic groups. Further, in this case, only (G, H)-regular orbits will contribute; see [18, p. 89] . Thus, the restriction to such orbits in theorem 2.3, indicated with the asterisk, can be ignored.
In particular, we have the following expression for the number of rational points N j in the definition of the L-function.
Choice of Test Functions.
We now focus on the groups G = GU(2, 1) and 1) ). The test function f G on G can be chosen as follows:
where
, the sum of pseudocoefficients of the discrete series L-packet Π = {π 1 , π 2 , π 3 } of G(R) associated to the trivial representation of G.
(
is the characteristic function of the double coset K p j µ(p)K p j , with µ the cocharacter associated to the Shimura datum, [18, p.33 
the change of base map, with Q p j the unramified extension of Q p of degree j contained inQ p .
(3) Pick a prime q = p such that
The test function f H is then chosen as follows:
is defined in the same way as in Laumon, see [16, p. 288] ; (3) h p is an arbitrary transfer of f p . We will also need test functions on G = R E/Q G E ⋊ θ and H = R E/Q H E ⋊ θ that are associated to the given functions on G and H at all places in the sense of [14, 3.2] . For the details of these choices and the underlying normalizations, we refer to Morel [18, p. 138] . Briefly, the test function φ G and φ H are chosen as follows:
where, for any field F and any test function φ
for x ∈ G 0 (F ), and similarly for H; see [14, p. 98] . The connected components of φ G and φ H are then given as follows (where we will ignore the superscript): (1) φ G R is a pseudocoefficient of the θ-discrete representation on G 0 (R) that corresponds to the discrete series L-packet Π of G(R) above; see [18, p. 124] . Similarly, φ H R = φ ρ + + φ ρ − − φ ρ 0 , the sum of pseudocoefficients of θ-discrete representations of H 0 (R) that correspond to the three L-packets of H(R) indicated above. (2) φ G j and φ H j are chosen as on p.138 of [18] . (3) φ G,p is associated at every place to f p , and φ H,p is associated at every place to h p .
First Major
Transition. Now let G be a connected component of a reductive groupG over Q. Again, the cases we are interested in this paper are
where θ is an automorphism on G and H induced by the non-trivial element of the Galois group Gal(E/Q).
Let T e be a torus of G 0 R such that T e (R) is a maximal torus of the set of fixed points of a Cartan involution of G 0 (R) that commutes with θ; see [18, p. 121] . Set
In our situation, G 0 comes from a complex group by restriction of scalars, and hence
Theorem 2.6. We have
and
where the test functions are as chosen in subsection 2.2.2 above.
Proof. This is a special case of proposition 8.3.1 in [18, pp. 130-1].
Lemma 2.7. In the situation of the theorem, we have (1) τ (G) = 1 and τ (H) = 2; 
where k = dim a G , and J Z (θ) = |det(1 − θ|a G 0 /a G )|; see [14, p. 97] . Note that our choices concerning the spaces of test functions differ from those of Morel, and hence, the two simplifications she notes at the top of page 131 of [18] do not apply in our situation. Instead, we compute directly that J Z (θ) = 4 and dim a G = 2, while τ (G 0 ) = 1 by lemma 2.3.3 of [18] . Thus, we have
A similar computation shows that C H = 1/4. [18, p. 124] . Thus, the appearance of the factors d(G) and d(H) in the foregoing identities is due to our choice of test functions on G(R) and H(R), and likewise for their reciprocals. Thus, the constants C G and C H are, essentially, equal to 1.
Putting together everything we have done thus far, we can now write our central object of interest, the number of fixed points N (j, f p ) as follows.
Theorem 2.8. In the situation of theorem 2.6, we have
Proof. This is a direct consequence of corollary 2.4, theorem 2.6, and lemma 2.7.
The next step in our project is to write the distributions T G e (φ G ) and T H e (φ H ) as explicitly as we can.
Geometric Side of the Trace Formula
In this section, we will take G to be a reductive algebraic group, not necessarily connected, over Q. Let L R be the set of Levi subsets of G defined over R; we will recall the definition of Levi subset in subsection 4.1 below. 
is called stable cuspidal if it is cuspidal and, in addition, we have trπ(f R ) = 0 for every irreducible tempered representation π of A M (R) 0 \ M (R) that is not square-integrable, and
for any two square integrable representations π R,1 and
is called very cuspidal if it is invariant under conjugation by K max,R and if for every M ∈ L R and every P ∈ P(M ), we have
A function f R that is very cuspidal is also cuspidal, but need not be stable cuspidal.
Let
there exists at least one root α of A M in G for which (resp. for all roots α of A M in G) we have
see subsection 4.1 for the definition of the morphism H. Clearly, a strongly C-regular function is also C-regular. We will occasionally employ 'twisted' versions of these concepts. That is, we will use concepts like C-regularity in the context of the twisted trace formula for G 0 . In that situation, Levi and parabolic subsets are assumed to range over the set of θ-stable ones, which are the ones that correspond to the ones on G.
) that is stable cuspidal and very cuspidal. Then there exists a constant C ∈ R + that only depends on the support of φ G R and has the following property. For every function φ
Proof. The proof Laumon gives in the connected case, [16, p. 302 ] still works in the non-connected case.
Spectral Side of the Trace Formula
The goal of this section is to write the spectral side of the non-invariant trace formula for G and H as explicitly as possible. This will permit us to combine the terms corresponding to the diagonal Levi subset of G with those corresponding to the diagonal Levi subset of H.
The arguments in this section are adapted from the corresponding arguments in Laumon [16] . The difference is that we are working in the setting of the nonconnected sets G and H, whereas Laumon is working in the setting of the connected groups G and H. As it turns out, virtually all of Laumon's arguments carry over to our setting with little or no change. We will begin by giving an overview of how this comes about.
Laumon has two basic references for his work on the spectral side of the noninvariant trace formula. First, he adopts the basic expression from Arthur's "The Invariant Trace Formula II. Global Theory" [6] . This paper gives a uniform treatment of both the connected and non-connected cases, and so the results there are directly applicable to our setting. By way of clarification, the principal result of [6] is an invariant form of the trace formula. However, following Laumon, we are only interested in the non-invariant results that Arthur compiles as a preparation for his final derivation.
Second, Laumon makes a crucial use of certain distributions defined in terms of residues of Eisenstein series, and for this part of the argument, his basic reference is Arthur's 1993 paper "On elliptic tempered characters" [10] . Now, this paper is written in the connected setting, and so some remarks must be made about why the results in it are applicable in our setting. First, the definition of these crucial distributions is given in Arthur's earlier papers, such as "Intertwining operators and residues I. Weighted character" [8] , which is the basic reference in the 1993 paper. Happily, [8] is written in the general setting that includes the non-connected case. In particular, the definition and basic properties of these distributions are available to us. The second basic reference for the 1993 paper is "Intertwining operators and residues II. Invariant distributions" [9] . This paper is again written in the connected setting. However, the reason for this restriction is well-understood: at the time, the trace Paley-Wiener theorem was not yet available for non-connected groups. It was established by Delorme-Mezo in 2008 [12] . In fact, Morel analyzes the situation completely in [18, p. 128] : all the results of Arthur's [9] carry over to the nonconnected setting, provided that one replaces characters with twisted characters and discrete representations at the real place with θ-discrete ones. Consequently, it is easy to check that all the results we need from Arthur's 1993 paper are also available in the non-connected setting.
None of this should seem particularly surprising. From the start, Arthur took great pains to write his papers in a way that applies uniformly to the connected and non-connected cases. In fact, the only slightly subtle point concerns Laumon's Lemma 4.13 [16, p.313 ] which gives a finite Fourier expansion of the aforementioned distributions. The proof of this lemma uses the Harish-Chandra character formula, and to our knowledge, this formula has not been proven in the non-connected case for real groups. However, we can circumvent this problem by using a character identity that allows us to pass from twisted characters on the non-connected side to stable characters on the connected side, and this allows us to run Laumon's argument as before; see Lemma 4.8 below.
Definitions.
4.1.1. Parameter Spaces. Let F be a field, local or global, and letG be a reductive algebraic group, not necessarily connected, over F . Fix a connected component G ofG, and assume that G generatesG and that G(F ) = ∅. Let G 0 be the connected component of 1 inG. Our focus shall be on G and G 0 rather than onG. We will consider two instances of these definitions:
where θ is the automorphism induced by the non-trivial element on Gal(E/Q). Since G is not a group, some care must be taken in defining the various grouptheoretic notions such as Levi components and representations for G. Following Arthur and Morel, we will adopt the following definitions; see, for example, [7, p. 228] and also [18, p. 119] . A parabolic subgroup ofG is the normalizer inG of a parabolic subgroup of G 0 . A parabolic subset of G is a nonempty subset of G that is equal to the intersection of G with a parabolic subgroup ofG. If P is a parabolic subset of G, writeP for the subgroup ofG generated by P , and write P 0 for the intersectionP ∩ G 0 .
Let P be a parabolic subset of G. The unipotent radical N P of P is defined to be the unipotent radical of P 0 . A Levi component M of P is a subset of P that is equal toM ∩ P , whereM is the normalizer inG of a Levi component
A Levi subset M of G is a Levi component of a parabolic subset of G. LetM be the subgroup ofG generated by M , let
, and in general, the containment is proper.
Let M be a Levi subset of G. Arthur defines the R-vector space
where X * (M ) F is the group of characters ofM defined over F ; [8, p. 24] . Note that
and in general, the containment is proper. In the two cases we are concerned with, F = Q, and 
This is also the Arthur space of the diagonal Levi subgroup of GU(2, 1) and of G(U(1) × U(1, 1)). Now suppose that F is a global field, and fix a finite set S of inequivalent valuations on F . Then
is a locally compact ring. We can regard M ,M and M 0 as schemes over F S , and since F embeds diagonally in F S , we can form the corresponding sets of M (F S ), M (F S ), and M 0 (F S ) of F S -valued points. Consider the homomorphism
which is defined by
for any x = q∈S x q inM (F S ) and χ in X * (M ) F .We will write
for the image of this homomorphism. If the set S contains any of the infinite places of F , then a M,S = a M . If S = {q} for a finite place q of F , then a M,S is a lattice in a M ; see [8, p. 50 ].
Further, we set
is the additive character group of a M,S . It is a compact quotient of a * M if S does not contain any of the infinite places of F , and is equal to a * M otherwise; [8, pp. 24-5] . If S is the set of all the finite places of F , we will write a M,f and a * M,f for these two groups.
4.1.2.
Representations. Let Π(M (F S )) be the set of equivalence classes of irreducible admissible representations ofM (F S ). We define Π(M (F S )) to be the subset of Π(M (F S )) consisting of those classes π whose restriction π 0 to M 0 (F S ) remains irreducible. Note that π 0 is invariant under the finite groupM (F S )/M 0 (F S ) and conversely, any irreducible representation of M 0 (F S ) that is invariant by this group is the π 0 for some
0 is irreducible and θ-stable, then it has a normalized intertwining operator, by Schur's lemma. The data of a normalized intertwining operator A π 0 on π 0 are equivalent to the data of a representation π of M(A) extending π 0 ; [18, p. 121]. Thus, in our case, the restriction of any π in Π(M(A)) to M 0 (A) is θ-invariant, and any θ-invariant irreducible representation of M 0 (A) extends to a representation in Π(M(A)). In practice, we will start with a θ-stable irreducible representation π 0 of M 0 and choose a normalized intertwining operator A π 0 : π 0 → π 0 • θ. Accordingly, we can express the spectral side of the trace formula for G (for H) in terms of representations in Π(M(A)), and also in terms of θ-stable representations of M 0 (A) for the various Levi subsets M of G (of H). We shall also have to consider certain equivalence classes of representations in Π(M (F S )). First, there is an action of the finite group
. This action preserves Π(M (F S )), and we shall write {Π(M (F S ))} for the space of
is a bijection from the set of fixed-point free orbits of Ξ M,S in Π(M (F S )) onto the set of elements in Π(M 0 (F S )) that are invariant underM (F S )/M 0 (F S ). We shall write Π temp (M (F S )) and Π unit (M (F S )) for the subset of representations π in Π(M (F S )) such that π 0 is tempered and unitary, respectively, and similarly for Π temp (M (A)) and Π unit (M (A)).
Note that the disconnected group
acts freely on each of Π temp (M (A)) and Π unit (M (A)). We shall write {Π unit (M (A))} and {Π temp (M (A))} for the sets of orbits. Again, they correspond bijectively to the sets of representations of M 0 (A) obtained by restriction. Similar definitions can be made for M (A) 1 in place of M (A). The terms on the spectral side of the trace formula will depend on representations in Π unit (M (A) 1 ). We shall identify a representation π ∈ Π unit (M (A) 1 ) with the corresponding orbit
); see [6, p. 506 ] for more details. To any representation π ∈ Π(M (A)) we can associate the induced representation π G ofG(A). Let ν π denote the infinitesimal character of its Archimedean component. We shall write Π unit (M (A)
where Im(ν π ) is the imaginary part of ν π ; see [6, p. 515] for more details. As Arthur explains in [6, p. 517], formula (4.4), the part of the spectral side of the trace formula for G indexed by a fixed t can be written as
a finite linear combination of characters. This defines a complex-valued function
which is the primary global datum for the spectral side of the trace formula. Arthur then focuses on a subset of {Π unit (G(A) 1 , t)} that contains the support of a G disc , defined as follows. We shall write Π disc (G, t) for the subset of Ξ A -orbits in {Π unit (G(A) 1 , t)} that are represented by irreducible constituents of induced representations
where σ λ satisfies the following two conditions:
) be the space of smooth, compactly supported functions on G(F S ) whose left and right translates by K span a finite dimensional space; [8, p. 44] . Weighted characters are certain linear functionals on H(G(F S )), defined by Arthur in terms of normalized intertwining operators; see [2] . It turns out that they describe the terms in the trace formula arising from Eisenstein series [4] . Let M be a Levi subset of G. For every f ∈ H(G(F S )) and every π in Π(M (F S )), Arthur defines the weighted character J M (π λ ) by
, where
in the notation of [2, Sect. 6]. They are independent of P 0 . It is not actually the distributions J M (π λ ) that occur in the trace formula, but rather their integrals over π.
Suppose
M . This holds, for example, when π is unitary; [8, p. 50] . Then if X ∈ a M,S , Arthur defines
We will focus on the case where F = Q and S = {∞}, so that F S = R, and where π = π R is unitary. Following Laumon, we will take our test functions
, and so we may write
where we take
4.2. Simplifications on the Spectral Side. Our starting point is the following expression for the spectral side of the non-invariant trace formula. This expression is available for a connected G as well as a non-connected G of the form we are considering in this paper; see [6, Sect. 4] . In the connected case, the summation below is over Levi subgroups M of G, while in the non-connected case, the summation is over Levi subsets M of G.
Proof. Laumon [16, pp. 305-6] .
We now want to write the spectral side in a more explicit form. In [8, Sect. 8], Arthur introduces the distributions
. These distributions are defined in terms of residues of certain integrals, ultimately in terms of residues of Eisenstein series. They are defined in exactly the same way whether G is connected or not, and their basic properties are valid in both cases. In this paper, their usefulness stems from the following two results.
) that is cuspidal. Then there exists a family of constants 
Proof. Laumon [16, pp.306-7] .
The interest of replacing the distributions J G M with the distributions c D G M is that the latter can be computed explicitly in virtue of the following proposition. The heart of the result is a recursion relation which shows that the numbers c D G M are the coefficients in a linear relation among the normalized characters of G and those of its Levi subsets. The next proposition is stated in Laumon for a connected group G, but it remains true for a non-connected set. The only change required is that the summation will be over Levi subsets rather than Levi subgroups.
, and the expressions
) and X ∈ a G M satisfy the following properties:
Since the trace formula for the non-connected set G 0 ⋊ θ is just a way of writing the twisted trace formula for G 0 , we can reformulate the foregoing proposition in terms of twisted characters. Essentially, we will replace representations of G with θ-stable representations of G 0 of the same type, traces with twisted traces, and characters with twisted characters. This reformulation allows us to utilize the results in Morel [18] .
where π R and σ R are the representations of G that correspond to the data {π
and where Φ Proof. This is a restatement of proposition 4.3. The previous results only work for tempered representations. We extend them to general unitary representations by using the following proposition of Arthur's, which is an extension of a well-known result of Vogan.
Let Σ(G(F S )) denote the set of equivalence classes of representations ofG(F S ) that are equal to σ
Mv that is regular in the sense that Λ(β) = 0 for every root β of (G, v A Mv ). The elements of Σ(G(F S )) are called standard representations.
It is well-known that ρ 0 has a unique irreducible quotient, and hence, ρ also has a unique irreducible quotient, which we will denoteρ. It is a representation in Π(G(F S )), and ρ →ρ is a bijection from Σ(G(F S )) onto Π(G(F S )); see [8, p . 40] Thus, standard representations are fit to play the same role they play for connected groups.
Proposition 4.5. Let {Π(G(F S ))} and {Σ(G(F S )) denote the set of Ξ G,S -orbits in Π(G(F S )) and Σ(G(F S )), respectively. Then there are uniquely determined complex numbers
where π ∈ Π(G(F S )) and ρ ∈ Σ(G(F S )).
Suppose that φ R is very cuspidal and that the support of φ R,G is contained in
Proof. Laumon, [16, p. 310 ].
Proposition 4.7. For each family of constants
there exits a constant C ∈ R + with the following property. For each
So far, we have obtained the following expression for the spectral side of the trace formula.
Theorem 4.8. Let φ R be a function in H(A G (R) 0 \ G(R)) that is highly cuspidal and stable cuspidal. Then there exists C ∈ R + that only depends on the support of φ R and has the following property. For every function φ
where π ranges over Π disc (M, t) and π ′ ranges over
, and the quantities c D G M are computed as in proposition 4.3. Again, we can write down a version of the formula in the theorem that is indexed explicitly in terms of representations of G 0 and normalized intertwining operators.
) that is highly cuspidal and stable cuspidal. Then there exists C ∈ R + that only depends on the support of φ R and has the following property. For every function φ
where π 0 ranges over Π disc (M 0 , t) and π ′0 ranges over as finite Fourier expansions. This will render the spectral terms explicit enough to permit us to combine the parabolic terms for G with the parabolic terms for H. The following lemma requires the Harish-Chandra character formula for G. In our case, however, we are only using it in a situation where the (twisted) character on G 0 is equal to the (ordinary) stable character of the norm on G.
Lemma 4.10.
(ii) for each X ∈ a
where we have set
Proof. See Laumon, [16, p. 316-7]
Corollary 4.11.
with the following properties:
Proof. See Laumon, [16, p. 316-7] .
Theorem 4.12. Let φ R be a function in H(A G (R) 0 \ G(R)) that is very cuspidal and stable cuspidal. Then there exists a constant C ∈ R + that only depends on the support of φ R and has the following property. For every function φ ′ ∈ C ∞ c (G(A f )) that is strongly C-regular, we have
where s(X) ∈ a G+ P , π ranges over
Corollary 4.13. Let f R be a function in H(A G 0 (R) 0 \ G 0 (R)) that is very cuspidal and stable cuspidal. Then there exists a constant C ∈ R + that only depends on the support of f R and has the following property. For every function
, and where the quantities d The usefulness of Theorem 4.12 is due to the fact that it is easy to produce functions that are strongly C-regular, as the following lemma will show. The strategy is to fix a finite set of places S of Q and make a suitable choice of a test function at the places in S. For any function φ
where M ranges over L − {G}, α over the roots of A M in G, P over P(M ), and m over the support of φ
. Lemma 4.14. Let C ∈ R + and, for each q ∈ S, let φ q ∈ C c (G(Q q )//K max,q ). Suppose that, for every collection (µ q ) q∈S with µ q ∈ Supp(f ∨ q ), every M ∈ L, and every root α of A M in G, we have
Then, the function
is strongly C-regular. Further, for every M ∈ L, every P ∈ P(M ), and every
where in the first sum s(X) ∈ a Given any function 
, the spectral side J G spec (φ) of the trace formula for G can be written as
where the sum is over the Levi subsets of G, and
where in the final sum, we require X 
. This, in turn, guarantees that the assumptions of his lemma 4.19, which is our lemma 4.14, are satisfied.
We also need the analogue of theorem 4.15 for the base change H of the endoscopic group H. Theorem 4.16. In the setting of theorem 4.15, the spectral side J H spec (ϕ) of the trace formula for H can be written as
where the sum is over the Levi subsets of H, and
where ν ranges over the (twisted) transfer of the orbit of cocharacters W.µ, and where in the final sum, we require X Recall that we had by theorem 2.8:
Given the results of this section, we now have Theorem 4.17. In the setting of theorems 2.8 and 4.15, we have
Thus,
For the remainder of this paper, we will focus on computing the parabolic part of the trace, namely
Computations at Infinity

Strategy For Computing the d's.
We will begin by describing informally Laumon's method in [16] for computing the quantities d introduced in the previous section. For the purposes of illustrating the method, we will suppose that the L-packet in question has two members only. 1. Let M be a Levi subgroup of G, and let ρ be a representation of M . We would like to compute the coefficients d in the following finite expansion:
where f = f π1 +f π2 is a pseudo-coefficient of a discrete series L-packet Π = {π 1 , π 2 } of G.
2. We will first compute the left-hand side of the expression in 1 for every ρ (most of these quantities will be zero). We will utilize the fact
where ρ is a representation of L. Now for G = GU(2, 1) and M = T, and for a fixed representation σ of G, this simplifies to
4. We now take the simplified equality in 3. for each of π 1 and π 2 , and add them together, to obtain the combined equality
which in view of 2. becomes
for our particular choice of test function. 5. Suppose now that we are able to write the left-hand side of the last equality in 4. as a linear combination of characters of M . Then, by the linear independence of characters, we can simply read off the values for the expressions
In what follows, we will be using a modified version of this method, one that utilizes certain character identities relating twisted characters on G 0 (R) to ordinary characters on G(R). We will compute the left-hand side of the last equality in 4. in terms of characters on G(R), and then interpret the result of this computation as a linear combination of twisted characters on G 0 (R).
Character Identities.
The following is the heart of our argument.
Proposition 5.1. Let G = GU(2, 1), let T the diagonal subgroup of G, and let Π be the discrete series L-packet of G(R) associated with the trivial representation of
for x > 0, and
Proof. This computation is an application of the Harish-Chandra character formula:
where all the notations are as specified by Morel, [18, p. 53-4] . Let G = GU(2, 1) and M = T. In this situation, the map exp:
is surjective by [18, p.57] , and so we can, and will, assume that any γ ∈ T M,reg (R) is of the form γ = exp(X) for X ∈ t M (R). In fact, we have explicitly
with x, y, θ 1 , θ 2 ∈ R, and the claim is clear. Further, we have
= {α}, where we fix B to be the group of uppertriangular matrices in GU(2, 1);
• R + X = {α ∈ R : α(X) > 0} = {α} for X = (x, 0, −x) when x > 0, and R + X = {−α} when x < 0; • q(G) = 1 2 dim R (X) = 2, where X is the symmetric space associated with the Shimura variety of G;
• ∆ M = α∈Φ(TM ,BM ) (e α/2 − e −α/2 ) = 1, since T M = M = B M , and hence, the set Φ(T M , B M ) is empty;
• ε R (X) = (−1)
, and ε R (X) = −1 for x < 0.
• ζ ϕ (z) = 1, since we are assuming that z ≡ 1 throughout.
• For Φ(G, T ) = {±α 1 , ±α 2 , ±α = ±(α 1 + α 2 )}, we compute directly:
by fixing isomorphisms with R 2 such that
, we compute directly:
The set-up of the Harish-Chandra formula requires that (λ − ρ)(X) = ξ(X), and since in this paper we are working with the trivial local system, hence the trivial algebraic representation of GU(2, 1), the requirement is that λ(X) = ρ(X) = α(X); see [18, p. 54] . Thus, in the formula above, as the sum ranges over Ω G , the quantity Ad(u M )ωλ will range over the roots in Φ(G, T ). Putting all of the above pieces together, we obtain
for X = (x + y + iθ 1 , y + iθ 2 , −x + y + iθ 1 ), and θ := θ 1 − θ 2 , when x > 0; and,
= 2 e x e iθ + e x e −iθ − e 2x , for X = (x + y + iθ 1 , y + iθ 2 , −x + y + iθ 1 ), and θ := θ 1 − θ 2 , when x < 0.
and denote the three L-packets of H associated to the given L-packet Π of G by Π(ρ + ), Π(ρ − ), and Π(ρ 0 ). We have
Proof. The computation is similar to that in the proof of proposition 5.1. The main difference is that, this time, λ − ρ will not be set equal to the trival root, since the representations of H(R) that transfer to the trivial representation of G(R) are not trivial. Rather, λ − ρ will be equal to the highest weight of each representation, as follows. We will follow Rogawski's method of labeling the representations; in Rogawski's notation, we will take a = 1, b = 0, c = −1, since we want our representations on H(R) to correspond to the trivial one on G(R); see [22, p.178] . We then have the following two 1-dimensional representations of T(R):
Further, write γ = (g, λ) where λ is the U (1)-component and g is the U (1, 1)-component. We have the following 2-dimensional representation of T :
. Now, we have det(g) = e x+iθ1 e −x+iθ1 = e 2iθ1 and µ(γ) = (e iθ1 ) 2t+1 , so
Thus, the highest weight Λ of the representation (3) will correspond to the linear form
2 (2x) = x, and hence, all told,
Given what we have said in (1), (2), and (3), respectively, it follows that
, {π 0 , A π 0 } denote the normalized twisted character, as defined by Morel [18, p. 121, 125] , and similarly for H 0 (R). The datum A π 0 is redundant as far as the definition of the character is concerned, but we shall need it for the purposes of indexing sums when we view twisted characters of G 0 (R) as characters of G(R). We shall have to do this in order to incorporate the following crucial character identity into the framework of the trace formula for G that we set up in section 4. Proposition 5.3. We have for the θ-discrete representation π 0 of G 0 (R) corresponding to the discrete series L-packet Π of G(R)
where ε(G) = 1.
Proof. This follows from theorems 8.1.2 and 8.1.3 of [18] , and from the fact that ε(G) is the familiar sign defined by
where q(X) = 1 2 dim(X), with dim(X) the real dimension of the symmetric space associated to G; see [11, p. 29] .
Proposition 5.4. We have for the θ-discrete representation π 0 of H 0 (R) corresponding to the discrete series L-packet Π of H(R)
where ε(H) = −1.
Theorem 5.5. We have
where π 0 is a θ-stable representation of G 0 (R); and
where π 0 is a θ-stable representation of H 0 (R).
Proof. These are special cases of the recursion formula in proposition 4.3.
It is perhaps worth emphasizing, once again, that we are writing the recursion formula for G(R) = G 0 (R) ⋊ θ, and that the double indexing has the effect of summing over all the admissible representations of T (R) of the appropriate type.
Corollary 5.6. We have, in the notation of theorem 5.4,
Proof. This follows directly from Proposition 5.3 and Theorem 5.5.
Thus, we are working inside the recursion formula for G = G 0 ⋊ θ, but we use the computation from the original unitary group G as input. We will interpret the stable character Φ Corollary 5.7. We have, in the obvious notation,
Proof. This follows directly from Proposition 5.4 and Theorem 5.5.
Explicit Computations.
We will now compute explicitly the expressions on the left-hand side of the identities in corollaries 5.6 and 5.7. We have
Let γe X ∈ T 0 (R). We can write
iθ2 , e iθ3 ))(e x0 , diag(e x1 , e x2 , e x3 )).
The action of the nontrivial element of Gal(C/R) is given by the involution
where A 2,1 is the matrix used to define the particular form of the group GU(2, 1) we are using, namely
Since our character formula will ignore the similitude factor, we may as well assume that the similitude component e iθ0 e x0 of γe X is trivial. Then
where φ π 0 is a twisted pseudo-coefficient of the θ-discrete representation on G 0 (R) associated with the discrete series L-packet Π on G(R) considered in this paper; see [18, p. 124 ]. Similarly, let φ H be the following linear combination of pseudocoefficients of the three representations of H 0 (R) associated with the three discrete series L-packets on H(R) considered above:
The following theorems follow at once from the results in the previous subsection.
Corollary 5.9. Let φ G be as above. (i) For P 0 = P u the parabolic subset of upper triangular matrices in G 0 (i.e.
, and Λ = (1, 0, −1); and
(ii) For P 0 = P d the parabolic subset of lower triangular matrices in G 0 (i.e.
when Θ {ρ 0∨ , A ρ 0∨ } (γ) = e i(θ1+θ3) or e −i(θ1+θ3) , and Λ = (−1, 0, 1); and
(ii) For x 1 < x 3 , we have
Computations at p
We pick a rational prime p which we assume to be unramified in E. Thus, either p is split in E or p is inert in E. In this paper, we shall only need to consider the case p splits in E; let p be one of the primes above p. In this case, locally at p, the extension is trivial: E p = Q p . This means that
Also, in this case, the local Galois group is trivial, and so we can ignore the automorphism θ. Overall, this means that the computation is exactly the same as it is in the case G = GU(2, 1).
Recall that µ ∈ X * (T ) was defined to be the cocharacter of T given by
We will now view µ as a character of the dual torusT of T ; viewed this way, it is the character given by
Either way, we will regard µ as the element (1, (1, 1, 0) ) of the space a T ⊂ R 4 . It is then trivial to check that the orbit W µ is { (1, (1, 1, 0) ), (1, (1, 0, 1)), (1, (0, 1, 1) )}.
The Group G. First, let (t, (t 1 , t 2 , t 3 )) ∈T be the Langlands parameter of the representation π p of T (Q p ).
(A1) For P = P u , Λ = −α/2 = (0, −1/2, 1/2),
the same as (A1);
the same as (B1).
Finally, we need to consider
(A2.1) For P = P u , Λ = (0, −1/2, 1/2), and ν = (1, (1, 1, 0) ), ν
where x > (1/2)jlogp; (A2.2) For P = P u , Λ = (0, −1/2, 1/2), and ν = (1, (1, 0, 1) ), ν −1) ) where X((t, (t 1 , t 2 , t 3 ))) = t X j ((t, (t 1 , t 2 , t 3 ))) = t j for j = 1, 2, 3.
Z(t, t 1 , (t 2 , t 3 )) = t Z 1,1 (t, t 1 , (t 2 , t 3 )) = t 1 Z 2,1 (t, t 1 , (t 2 , t 3 )) = t 2 Z 2,2 (t, t 1 , (t 2 , t 3 )) = t 3 Thus, (Z)(Z 1,1 )(−Z 2,1 )(t 0 , t 1 , (t 2 , t 3 )) = −t.t 1 .t 2 (Z)(Z 1,1 )(−Z 2,2 )(t 0 , t 1 , (t 2 , t 3 )) = −t.t 1 .t 3 (Z)(−Z 2,1 )(−Z 2,2 )(t 0 , t 1 , (t 2 , t 3 )) = t.t 2 .t 3 (H-A1) For P = P u , Λ = −α/2 = (0, −1/2, 1/2), p j((0,−1/2,1/2)(0,1/2,−1/2)+1) ((1, 1, (−1, 0))(t, t 1 , (t 2 , t 3 ))) j +p j((0,−1/2,1/2)(0,−1/2,1/2)+1) ((1, 1, (0, −1))(t, t 1 , (t 2 , t 3 ))) j +p j((0,−1/2,1/2)(0,0,0)+1) ((1, 0, (−1, −1))(t, t 1 , (t 2 , t 3 ))) (H-F1) For P = P d , Λ = α = (0, 1, −1), p j((0,1,−1)(0,1/2,−1/2)+1) ((1, 1, (−1, 0))(t, t 1 , (t 2 , t 3 ))) j +p j((0,1,−1)(0,−1/2,1/2)+1) ((1, 1, (0, −1))(t, t 1 , (t 2 , t 3 ))) j +p j((0,1,−1)(0,0,0)+1) ((1, 0, (−1, −1))(t, t 1 , (t 2 , t 3 ))) (H-A2.1) For P = P u , Λ = (0, −1/2, 1/2), ν = (1, 1, (−1, 0)), ν −1) ), ν G T = (0, (0, 0)), Xq =(y,x,−x)∈aT,q e −2x φ q,T (π q , X q ) associated functions are not required to satisfy any further assumptions, and so the results holds for any f p .
