The main aim of this paper is to present accurate energy levels of the ground [Xe]4f 12 and first excited [Xe]4f 11 5d configurations of Er 2+ . The energy level structure of the Er 2+ ion was computed using the multiconfiguration Dirac-Hartree-Fock and relativistic configuration interaction (RCI) methods, as implemented in the GRASP2018 program package. The Breit interaction, self-energy and vacuum polarization corrections were included in the RCI computations. The zero-first-order approach was used in the computations. Energy levels with the identification in LS coupling for all (399) states belonging to the [Xe]4f 12 and [Xe]4f 11 5d configurations are presented. Electric dipole (E1) transition data between the levels of these two configurations are computed. The accuracy of the these data are evaluated by studying the behaviour of the transition rates as functions of the gauge parameter as well as by evaluating the cancellation factors. The core electron correlations were studied using different strategies. Root-mean-square deviations obtained in this study for states of the ground and excited configurations from the available experimental or semi-empirical data are 649 cm −1 , and 747 cm −1 , respectively.
INTRODUCTION
Erbium is a lanthanide element with Z = 68 and it has 6 stable isotopes. The isotopes are generated by different processes. Isotopes with A = 162 are produced by the p process (proton capture), with A = 167, 170 by the r process (rapid neutron capture), with A = 164 by the p or the s process (slow neutron capture) and with A = 166, 168 by the r or the s process (Jaschek & Jaschek 1995) . Since Er can be generated by the r process, which can occur in the mergers of neutron star (NS), the atomic spectra of this element is of interest to a wide community of astrophysicists dealing with stellar nuclear synthesis. The contribution of this element to the opacity of NS ejecta should be tested (e.g., Kasen et al. 2017; Tanaka et al. 2018 Tanaka et al. , 2019 , but even the energy levels of first excited configuration have not been fully presented.
Ions of erbium have been observed in different types of stars. In the chemically peculiar (CP) stars, high abundances of lanthanide elements compared with solar values are observed. In particular, Er III has been identified in the spectra of CP stars of the upper main sequence (in the silicon star HD 192913 by Cowley & Crosswhite (1978) ; in the CP A star HR 465 by Cowley & Greenberg (1987) ). Cowley & Mathys (1998) have identified lines in the range 5445-6587Å in spectra of the extreme peculiar star HD 101065 (Przybylski's star). In such stars the strongest spectral lines belong to the lanthanides rather than the iron group elements. In the above spectral range lines of Er III at λ 6393.69, 5881.76 and 5988.39Å appear.
The critical compilation of the energy levels of this ion, from (Martin & Zalubas 1978) , is based on a previous analysis by Spector (1973) of 24 levels for odd and 18 levels for even configurations, respectively. Re-evaluation of the energy levels was done by Wyart et al. (1974a,b) ; Wyart & Bauche-Arnoult (1981) . For these investigations they used a semi-empirical parametric method. More recently, the analysis of the spectrum of Er III was revised by Wyart et al. (1997) , and the number of identified energy levels increased from 45 to 115, including some levels of the 4f 11 7s configuration. Biémont et al. (2001) have measured radiative lifetimes of seven excited states of the 4f 11 6p configuration using time-resolved laser-induced fluorescence following two-photon excitation. Theoretical computation was done in frame of relativistic Hartree-Fock including core-polarization effects.
The aim of this paper is to provide accurate calculations of Er III, which can contribute to the stellar spectroscopy and understanding of opacities in NS mergers. All levels of the ground [Xe]4f 12 and first ex-cited [Xe]4f 11 5d configurations of Er 2+ are analysed in this paper. Different core correlation effects and their inclusion strategies are presented. The energy levels of these configurations and the corresponding electric dipole (E1) transition parameters were computed using the GRASP2018 (Fischer et al. 2019) package. Computations are based on the multiconfiguration Dirac-Hartree-Fock (MCDHF) and relativistic configuration interaction (RCI) methods. The zero-first-order method was tested for various cases.
2. GENERAL THEORY 2.1. Computational procedure
The MCDHF method used in the present paper is based on the Dirac-Coulomb (DC) Hamiltonian
where V N is the monopole part of the electron-nucleus 
Here J and M are the angular quantum numbers and P is parity. γ j denotes other appropriate labeling of the configuration state function j, for example orbital occupancy and coupling scheme. Normally the label γ of the atomic state function is the same as the label of the dominating CSF, see also section 2.3. For these calculations the spin-angular approach (Gaigalas & Rudzikas 1996; Gaigalas et al. 1997) , which is based on the second quantization in coupled tensorial form, on the angular momentum theory in three spaces (orbital, spin, and quasispin) and on the reduced coefficients of fractional parentage, was used. It allows us to study configurations with open f -shells without any restrictions. The CSFs are built from products of one-electron Dirac orbitals. Based on a weighted energy average of several states, the so-called extended optimal level (EOL) scheme (Dyall et al. 1989) , both the radial parts of the Dirac orbitals and the expansion coefficients were optimized to selfconsistency in the relativistic self-consistent field procedure (Fischer et al. 2016 ).
Zero-first-order method
The CSF space can be divided into two parts according to Brillouin-Wigner perturbation theory (Lindgren & Morrison 1982; Kato et al. 2001): i) a principal part (P ), which contains CSFs that account for the major parts of the wave functions and is referred to as a zero-order partitioning;
ii) an orthogonal complementary part (Q), which contains CSFs that represent minor corrections and is referred to as a first-order partitioning.
Interaction between P and Q is assumed to be the lowest-order perturbation. The total energy functional is partitioned into the zero-order part (H (0) ) and the residual part (V ). The Dirac-Fock energy functional is chosen as the zero-order part; the residual part then represents a correlation energy functional. The secondorder Brillouin-Wigner perturbation theory then leads to,
The above equations define the first-order correlation operator and the second-order effective Hamiltonian operator for the P -space, respectively. In the brackets of the second equation, the first and second terms compose the total energy functional in the P -space, and the third term represents the second-order correction to the correlation energy functional in the P -space. The non-linear effective Hamiltonian equation is written in a linearized form,
The requirement that the total energy functional (E) is stationary with respect to variations in spin-orbitals ({φ}) under the normalization and the orthogonality conditions leads to a set of the Euler-Lagrange equations,
where {µ} are the Lagrange multipliers. The above equations are nothing but reduced MCDHF equations. That is to say, an apparent connection between the second-order Brillouin-Wigner perturbation energy functional and a set of reduced MCDHF equations is provided. Block H
QQ is diagonal in the Hamiltonian matrix (eq. 4). As a result, computation time and size required for the construction of the Hamiltonian matrix are reduced. This method, named as zero-first-method (ZF), has the potential for taking a very large configuration space into account, which is almost unachievable by full MCDHF and RCI methods, and for allowing accurate calculation to be performed with relatively small computational resources provided the Q-space contributes perturbatively to the P -space.
Relativistic configuration interaction method
The RCI method taking into account Breit and quantum electrodynamic (QED) corrections (Grant 2007; Fischer et al. 2016) , was used in the computations. The transverse photon interaction (Breit interaction)
was included in the Hamiltonian. The photon frequencies ω ij , used for calculating the matrix elements of the transverse photon interaction, were taken as the difference of the diagonal Lagrange multipliers associated with the Dirac orbitals (McKenzie et al. 1980 ). In the present calculations, the ASFs were obtained as expansions over jj-coupled CSFs. To provide the LSJ labeling system, the ASFs were transformed from a jjcoupled CSF basis into an LSJ-coupled CSF basis using the method developed by Gaigalas et al. (2017) .
Computation of transition parameters
The evaluation of radiative electric dipole (E1) transition data (transition probabilities, oscillator strengths) between two states: γ P J M and γP JM , built on different and independently optimized orbital sets is nontrivial. The transition data can be expressed in terms of the transition moment, which is defined as
where T (1) is the transition operator. The calculation of the transition moment breaks down to the task of summing up reduced matrix elements between different CSFs. The reduced matrix elements can be evaluated using standard techniques assuming that both left and right hand CSFs are formed from the same orthonormal set of spin-orbitals. This constraint is severe, since a high-quality and compact wave function requires orbitals optimized for a specific electronic state, for an example, see (Fritzsche & Grant 1994) . To get around the problems of having a single orthonormal set of spinorbitals, the wave function representations of the two states, i.e. γ P J M and γP JM were transformed in such way that the orbital sets became biorthonormal (Olsen et al. 1995) . Standard methods were then used to evaluate the matrix elements of the transformed CSFs. The reduced matrix elements are expressed via spinangular coefficients d
(1) ab and operator strengths as:
Allowing for the fact that we are now using Brink-and-Satchler type reduced matrix elements, we have
where M ab , is the radiative transition integral defined by Grant (1974) . The latter integral can be written M ab = M e ab + GM l ab , where G is the gauge parameter. When G = 0 we get the Coulomb (velocity) gauge, whereas for G = √ 2 we get the Babushkin (length) gauge. In the general case, the gauge dependence has a parabolic form with respect to the gauge parameter (G axis) (Rudzikas 2007; Gaigalas et al. 2010) . This dependence may also be used for the evaluation of the accuracy of the results. The more accurate the wave functions, the closer the parabola is to a straight line.
For electric dipole transitions the Babushkin and Coulomb gauges give the same value of the transition moment for exact solutions of the Dirac-equation (Grant 1974) . For approximate solutions the transition moments differ, and the quantity dT , defined as (Ekman et al. 2014 )
where A l and A v are transition rates in length and velocity form, can be used as a measure of the uncertainty of the computed rate.
In the present work also the cancellation factor (CF), which shows cancellation effects in the computation of transition parameters was investigated. The cancellation factor is defined as (Cowan 1981; Zhang et al. 2013 )
To calculate CFs some modifications to the GRASP2018 (Fischer et al. 2019 ) package were done. A small value of the CF, for example less than 0.1 or 0.05 (values are given in (Cowan 1981) ), indicates that the calculated transition parameter, such as transition rate or oscillator strength, is affected by a strong cancellation effect. Transition parameters with small CF are often associated with large uncertainties.
COMPUTATIONAL STRATEGIES
The study of the Er 2+ ion, as well as of the other lantanides, is quite a complex task because of the open f shells.
For systems with open f shells, the number of CSFs increases very rapidly when including various electron correlation effects. Computations for such systems using standard schemes are extremely demanding. For this reason new computational strategies were developed and tested for Er 2+ .
To obtain good wave functions, various electron correlation effects were investigated. The ZF method was applied to reduce computational resources in different steps of the calculations and to facilitate the inclusion of more electron correlation effects. The final wave functions were used to compute electric dipole (E1) transition data between the levels of the two configurations. The computational strategies will be discussed in more details in the sections below.
Generation of initial wave functions and active space construction
The first step of the wave function generation was an MCDHF computation of the [Xe]4f 12 configuration. In the second step, orbitals from the first step were kept frozen and used for the [Xe]4f 11 5d configuration, for which only the 5d orbitals (5d+ and 5d− in relativistic notation) were optimized. In the tables, such an initial computation in two steps will be referred to as a computation for the multireference (MR) space of CSFs. The orbitals belonging to the [Xe]4f 12 configuration were kept frozen to get correct order for the states of the ground and excited configurations. A similar technique for the generation of the initial wave functions was already applied for Nd ions ).
In the following steps of the computation, active spaces (AS) of CSFs were generated by allowing singledouble (SD) or single-restricted-double (SrD) substitutions from only the valence shells or from valence and core shells of both configurations to the orbital spaces (OS): OS 1 = {6s, 6p, 6d, 5f }, ..., OS 4 = {9s, 9p, 9d, 8f, 7g, 7h}. When a new OS is being computed, the previous orbitals are frozen. In Table 1 the number of CSFs used in the computations for the even and odd states is given. The strategies mentioned in this Table will be described below in greater detail.
The Breit interaction and QED effects were included in RCI calculations. These corrections were taken into account in all strategies. Note-The number of CSFs for the even and odd parities are given for each computational strategy and AS.
Valence-valence electron correlations
Two strategies for including valence-valence (VV) electron correlations were investigated. In the first, the SD 4f strategy, the orbitals of which were used in all other strategies (SD 5d, SD 5p, SD 5s, SrD 5p 5d, SD 5s 5d, SrD 5s 5p 5d, SD 5s 5p 5d for these only RCI computations were performed), SD substitutions were allowed only from the 4f valence shell of both configurations to the different orbital spaces. Later, separate computations were done for AS 2 for the even and odd parities and continued for the AS 3 , built from the OS 3 orbital space. In the second strategy, the SD 5d strategy, SD substitutions were allowed from both valence (4f and 5d) shells to the different orbital spaces. Results of these investigations are presented in Table 2 and will be discussed in section 4.1.
Core-valence and core-core electron correlations
The contribution of core-valence (CV) and core-core (CC) electron correlation effects to the energy levels was studied in RCI calculations by allowing SD or SrD substitutions from core (5p, 5s) shells. Results of these computations are presented in Table 3 . The orbital spaces are the same as described in section 3.1. The column labeling is similar, for example, the notation SD 5p means that SD substitutions were done from the 4f and 5p shells. In some computational schemes restrictions for the substitutions were applied. SrD substitutions in the SrD 5p 5d strategy mean that SD substitutions were done from the 4f and 5d shells, but from the 5p shell only S substitutions were allowed. In the SrD 5s 5p 5d strategy restrictions are applied to the 5s and 5p shells by allowing only S substitutions from these shells.
A summary of the active spaces of the different strategies, including core-valence and core-core electron correlation, is displayed in Table 1 . From the Table it is seen that substitutions from core shells rapidly increase the number of CSFs. The contribution of these correlations effects to energy levels will be presented in Section 4.2.
Electron correlations using the zero-first-order method
The ZF method was applied to the SD 4f and SD 5d strategies and tested at different steps of the computations to reduce the computational load. These results are presented in Tables 4 and 5 . Firstly, the ZF method was applied to the MCDHF calculation in the SD 4f strategy for AS 2 . The results of these calculations, performed separately for the even and odd configurations, are marked as ZF M CDHF . For the AS 2,3,4 active spaces the AS 1 space was used as the principal (P ) part. The principal part was selected based on the convergence of the energies, see section 4.1. The sizes of the P and P + Q spaces used in the calculations are given in Table  1 . Orbitals from the SD 4f ZF M CDHF strategy were used in the RCI calculations for the SD 4f ZF M CDHF RCI , SD 5d ZF M CDHF , and SD 5d ZF M CDHF RCI strategies. The ZF approach was also used in the RCI calculations. The results are displayed in Tables 4, 5 and referred to as ZF RCI . The last columns of the Tables present the results of RCI computations using the ZF method based on orbitals from the ZF M CDHF calculations. These results are referred to as ZF M CDHF RCI .
ENERGY LEVELS RESULTS
Parts of the computed energy spectra from different strategies (described in section 3) are presented in Tables 2 -6. The labels of the energy levels are given in LS notation which are taken from NIST (Kramida et al. 2019) , or ordered by energy values for fixed J value (POS). The notation 4f N (2S+1) L N r n l (2S +1) L is used for the level labels. Intermediate quantum numbers define parents levels 4f N (2S+1) L N r , where N is electron number in the 4f shell, (2S + 1) is multiplicity, N r is a sequential index number representing the group labels νW U for the term, and L is orbital quantum number (see Gaigalas et al. (1998) in more details). Energies in parentheses are from semiempirical (SE) calculations by Wyart et al. (1997) . The total amount of energy levels presented in the NIST (Kramida et al. 2019 ) database and in the paper (Wyart et al. 1997) for the ground and first excited configuration is only 64. The accuracy of computed energy spectra was evaluated by comparing results with the NIST/(SE) data and calculating the relative difference Table 2 displays the results when just VV correlations (SD 4f and SD 5d strategies) are included. Using the SD 4f strategy we infer that the wave function relaxation for AS 2 , resulting from separate computations for the even and odd parities, in comparison to the computations where the even and odd parities are computed together, has small effect on the energy levels. It moderately increases the transition energy value by 0.15% (0.09% for levels of ground configuration and 0.15% for levels of excited configuration). For this comparison all 399 levels were included.
Convergence and valence-valence electron correlations
The convergence of the obtained energies was evaluated by the following equation
between active space AS 2 and AS 3 using the SD 4f strategy (when all 399 levels are included) is about 2.6%. By analyzing the results we observe that energies for some J values converge much faster than for others. This is seen from Figure 1 , where the convergence for the lowest states of the 4f 11 5d configuration with J = 0−11 is presented. For example, the difference between AS 2 and AS 3 for J = 0 is about 5% while for lowest state with J = 6 it reaches 13%. After the studies of energy levels with different J values, we observed that the lower energy levels converge much slower than the higher energy levels for a fixed J value (see Figure  2 ). From the Figure we see that even the third level converges much faster than the first one and the agreement between the energies for the last two active spaces is up to 0.3%. In conclusion, the active space has inconsiderable influence on the higher levels as compared to the lowest ones. The upper levels converge much faster. Figure 1 . Convergence of the lowest states of the 4f 11 5d configuration with J = 0 − 11 in the energy spectrum (SD 4f strategy). The lowest levels according to Hund's first rule have the largest multiplicity. For a given set of eigenstates, the lowest state will have largest multiplicity. Almost all the lowest levels for each J in case of the 4f 11 5d configuration have the largest multiplicity (except J = 9), and all these levels converge slower than the higher ones (as it can be seen from Figures 2 and 4 ). However, even in the set of levels with the largest multiplicity, a large differences in convergence is observable (see Figures 1  and 3 ). From these Figures it can also be seen that the CSFs from the AS 1 (black squares) have the largest influence. The first active space has a larger influence on energy levels in the SD 5d strategy than in the SD 4f strategy. Figure 3 . Convergence of the lowest states of 4f 11 5d configuration with J = 0, 11 in the energy spectrum. Results are obtained using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach at AS2,3,4 is applied). The results of the SD 4f strategy substantially disagree with NIST/(SE) data (see Table 2 ) for states of the 4f 11 5d configuration, and after adding one more layer (AS 3 ) to the computations, the disagreement increases. From the Table it is seen that after including substitutions from the 5d shell (SD 5d strategy) the results agree much better. The averaged uncertainty of obtained results from the SD 5d strategy at AS 2 is around 5.6% comparing with NIST or SE data. By studying the convergence of the results obtained using the SD 5d strategy we see similar trends as those from the SD 4f strategy. Firstly, energies for different J values converge differently. Secondly, lower energy levels converge much slower than the higher energy levels. But in case of the SD 5d strategy the energies converge much faster comparing with the SD 4f strategy (see Figures 3 and  4) . For example, the difference between AS 2 and AS 3 for J = 0 is about 2.3% and 9.5% for lowest state with J = 6.
Studies of core-valence and core-core electron correlations
The investigations of core-core and core-valence electron correlations contributions to the transition energies are presented in Table 3 . From the Table it is seen that by including substitutions just from the valence shell (4f ) and core shells (5p) or (5s) (SD 5p or SD 5s strategy) the results are in worse agreement with NIST/(SE). In case of the SD 5p strategy this disagreement is very large. The relative difference compared with NIST/(SE) data is reduced when substitutions from 4f , 5d and 5p or 5s shells are allowed. The averaged uncertainty of the obtained results from strategies SrD 5p 5d, SD 5s 5d, SrD 5s 5p 5d, SD 5s 5p 5d is similar, around 5-7% comparing with NIST or SE data. As was mentioned above, inclusion of the substitutions from the core shells (5p or 5s) increases the number of CSFs dramatically (see Table 1 ). So for further investigations substitutions from the 5p and 5s shells were neglected.
Optimal strategy for electron correlations
The SD 5d strategy was chosen as the optimal strategy considering achieved accuracy of the results and the computational resources needed for the calculations. The main goal of this work is to obtain accurate energy levels of the ground and first excited configurations of Er 2+ . So we give priority to balanced electron correlation effects which improves the energy separations.
Impact of the zero-first-order method
The ZF method was applied at different stages of the calculations to reduce computation resources, as it was described in Section 3.4. The impact of the ZF method was studied using the SD 4f and SD 5d strategies. In the investigations of the effect of ZF on the energy levels all 399 states were included. The zero-first-order method (see SD 4f ZF M CDHF column in Table 4 ) has up to 0.08% impact on the values of the energy levels at AS 3 if all levels are compared. From Table 5 we see that the ZF method for MCDHF calculations (see SD 5d ZF M CDHF column) affects on average the values of the energy levels at AS 3 by 0.29%, and in some cases up to 1.01% . The application of the ZF method for the RCI computation only (see SD 4f ZF RCI column in Table 4 ), has a larger influence on the energy levels; it is up to 2.84% at AS 3 and 1.61% in average for all states. Using the SD 5d ZF RCI strategy (see Table 5 ) the contribution of ZF in RCI is up to 2.69% at AS 3 and 1.45% in average for all states.
When the ZF method was applied for the RCI computations using orbitals from SD 4f ZF M CDHF the energies changed in average about 0.5% (SD 4f ZF M CDHF RCI ) and up to 2.39% for some levels. Using the SD 5d ZF M CDHF RCI strategy (see Table 5 ) the influence of the ZF method is up to 3.95% at AS 3 and 0.66% in average for all states.
From the above study we infer that the impact of the ZF order method on the energy levels is very small in self consistent field computations for both strategies. In the case of the SD 5d ZF M CDHF strategy, the effect on the energy levels at AS 3 is only 0.29%.
Final results
Based on the analysis made in previous sections, the SD 5d strategy was chosen as the optimal strategy. Therefore this strategy with the orbitals taken from the ZF M CDHF strategy was used to continue computations in AS 4 basis. The final results of the present work are displayed in Table 6 together with NIST and SE data. In first column of the Table we give identifications of energy levels in LS or JJ (see definition in Gaigalas (2020) , Eq. (10) and (16)) coupling from our computations, in second column identifications of energy levels are from Wyart et al. (1997) . Labels in LS coupling agree with identification given in the NIST database. Labels in JJ coupling are given only for the part of the energy spectra that is used for the comparison with the results of Wyart et al. The averaged uncertainty of the computed energy levels is 5.24%, 2.68%, respectively for states of the ground and excited configurations (see Table 6 SD 5d ZF M CDHF strategy AS 4 ). Root-mean-square (rms) deviations of these results for states of the ground and excited configurations from the NIST/(SE) data are 649 cm −1 , and 1571 cm −1 , respectively. If the ZF method is used in both the MCDHF and RCI calculations (SD 5d ZF M CDHF RCI strategy) the obtained data are in worse agreement (moderately about 7%) with NIST or SE data. Figure 5 displays the differences between the NIST/(SE) energies and final results of the present study. As it can be seen from Figure 5 and Table 6 (energy levels marked in gray color), there is a significant disagree-ment between states with the following identifications J=4 Pos=10, J=5 Pos 12, J=5 Pos=13, J=7 Pos=7, and J=2 Pos=1. Energy differences exceed 2000 cm −1 for these five energy levels. It is highly probable that the obtained differences result from incorrect ordering and incomplete identification of energy levels presented by Wyart et al. (1997) . Only for one level (J=7 Pos=7) from the five above mentioned levels Wyart et al. (1997) give identification in JJ coupling, for the four others only configurations are given. The level is identified as 4 F 9/2 5d 5/2 (J=7). We have transformed ASFs from LS to JJ coupling using the Coupling program developed by Gaigalas (2020) . The level J=7 Pos=7 has the 4f 11 ( 4 I 9/2 ) 5d 5/2 (9/2, 5/2) label in JJ coupling which disagree with Wyart et al. By looking at levels which match the identification given by Wyart et al. we see that there is a fit for J=7 Pos=8 with identification 4f 11 ( 4 F 9/2 ) 5d 5/2 (9/2, 5/2). If we replace computed energy levels marked in gray color in Table 6 by energy levels suggested in Table 7 (presented by open red circles in Figure 6 ), agreement with the NIST/(SE) data is much better. The change in the differences between the NIST/(SE) energies and our final results is shown by dashed arrows in Figure 5 . The rms deviation for states of the excited configuration (when five of the computed energy levels are replaced) is now only 747 cm −1 . By comparing the labels of the levels for which Wyart et al. gives the full identification with our identification in JJ coupling, the labels from both studies agree except for the levels (namely J=4 Pos=8, J=6 Pos 5, J=6 Pos=10, J=5 Pos=3, and J=3 Pos=1). Level J=4 Pos=8 in the present work has the 4f 11 ( 4 F 7/2 ) 5d 5/2 (7/2, 5/2) idendification; J=6 Pos 5 -4f 11 ( 4 I 9/2 ) 5d 3/2 (9/2, 3/2); J=6 Pos=10 -4f 11 ( 4 F 9/2 ) 5d 5/2 (9/2, 5/2); J=5 Pos=3 -4f 11 ( 4 I 15/2 ) 5d 5/2 (15/2, 5/2); and J=3 Pos=1 -4f 11 ( 4 I 11/2 ) 5d 5/2 (11/2, 5/2). It was observed that the identification given in (Wyart et al. 1997) for level J=3 Pos=1 is incorrect. That level was assigned as 4 I 11/2 5d 3/2 but such a label for J=3 is not consistent with the selection rules. The deeper analysis of uncertainties estimation is complicated because complete identification of energy levels was not given in the paper by Wyart et al. (1997) .
The full energy spectrum (energy levels for 399 states) with unique labels and with atomic state function composition in LS coupling using the SD 5d ZF M CDHF strategy is presented in machine-readable format in Table 8.
TRANSITION DATA RESULTS
The wave functions from the SD 5d and SD 5d ZF M CDHF strategies, which were chosen as the optimal Figure 5 . A comparison of energy levels between the NIST or SE values Wyart et al. (1997) and results of the present study. The dashed arrows indicate the improved agreement resulting from a re-identification of the levels in Wyart et al. (1997) , see text for details.
computational schemes, were used to compute E1 transition data between states of the [Xe]4f 12 and [Xe]4f 11 5d configurations. The accuracy of the transition data obtained in this work was evaluated by:
1. calculating parameter dT , which shows the disagreement between the length and velocity forms of the computed transition rates;
2. analyzing the convergence of the computed transition rates in the length and velocity forms;
3. analyzing the dependence of the transition rate on the gauge parameter G;
4. analyzing the dependence of cancellation factor on the gauge parameter G;
5. comparing computed transition data with other experimental or theoretical calculations.
For these investigations a few strong transitions have been chosen as examples. The evaluation of transition data will be presented in the sections below.
Computed transition data, such as wavelengths, weighted oscillator strengths, transition rates of E1 along with the accuracy indicator dT , are given in machine-readable format in Table 9 .
Disagreement between the length and velocity and their convergence
In a variational approach the wave functions are optimized on an energy expression. In general this gives a better representation of the outer part of the wave functions, thus favoring the length form. The velocity form contains a dependence on the transition energy in the matrix element, which may affect the accuracy of the evaluation. Due to the above mentioned reasons, a much slower convergence of the velocity gauge is expected (Ynnerman & Fischer 1995) . However, a recent paper by Papoulia et al. (2019) , analyzing in detail the convergence properties of transitions in light elements, suggests that transition probabilities in the Coulomb gauge may give the more accurate values. Thus, it is important to systematically study the transition data to see which gauge results in the most rapid convergence.
The convergence of the transition rates in both gauges with the increasing active spaces is presented in Figures  6 and 7 . From these Figures it is seen that transition probabilities in the Babushkin gauge are more stable to electron correlation effects than the probabilities in the Coulomb gauge. The dT for the analyzed transitions based on the final AS 4 in the SD 5d ZF M CDHF strategy are 12% for 4f 12 3 P 0 -4f 11 ( 2 F 1 ) 5d 3 P 1 , 23% for 4f 12 1 S 0 -4f 11 ( 2 F 1 ) 5d 1 P 1 (Figure 6 ); 3% for 4f 12 3 P 2 -4f 11 ( 2 F 2 ) 5d 1 P 1 and 5% for4f 12 3 P 2 -4f 11 ( 2 F 1 ) 5d 3 P 1 (Figure 7) .
Analyzing the impact of the ZF method on the transition rates, we see that ZF M CDHF AS 3 reduces transition rates compared to those from the SD 5d strategy. The transition rates in Coulomb gauge change even more than those in the Babushkin gauge. Transition rates in Babushkin gauge decreases just by a few percent for the analyzed transitions. The above analysis shows that the Babushkin gauge is the preferred one. Figure 6 . Convergence of E1 transition probabilities using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied). The 4f 12 3 P0 -4f 11 ( 2 F 1 ) 5d 3 P1 transition is marked in black and the 4f 12 1 S0 -4f 11 ( 2 F 1 ) 5d 1 P1 transition in red. Figure 7 . Convergence of E1 transition probabilities using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied). The 4f 12 3 P2 -4f 11 ( 2 F 2 ) 5d 1 P1 transition is marked in black and the 4f 12 3 P2 -4f 11 ( 2 F 1 ) 5d 3 P1 transition in red.
Gauge dependence
In Figures 8-11 the dependence of the transition probabilities for the different active space calculations on the gauge parameter G is displayed. In each of these Figures the position of Coulomb and Babushkin gauges are marked by dotted lines. For some of analyzed transitions the curves of gauge dependence intersect at some point. The cross points are marked by dotted lines and the values are placed on the axis. The curves cross at around G = 1.7 (very close to the Babushkin form) for the 4f 12 1 S 0 -4f 11 ( 2 F 1 ) 5d 1 P 1 (Figure 8 ) and 4f 12 3 P 2 -4f 11 ( 2 F 1 ) 5d 1 P 1 (Figure 10) transitions. For the 4f 12 3 P 0 -4f 11 ( 2 F 1 ) 5d 3 P 1 transition ( Figure 9 ) the most of curves (except the curve of gauge dependence with AS 1 ) intersect at around G = 3.4. In case of the 4f 12 3 P 2 -4f 11 ( 2 F 1 ) 5d 3 P 1 transition ( Figure 11 ) the curves do not intersect at one point. From these Figures we can see that by increasing the active space, the curves of gauge dependence approach straight lines. At AS 4 (final results) these curves are very close to straight lines. It means that the wave functions should be quite accurate. Figures 12 and 13 show the CF as a function of the increasing active space for the SD 5d strategy. From the Figures it is seen that CF in the Babushkin gauge for the analyzed transitions in all active spaces are lager than in the Coulomb gauge. In Figure 14 and 15 we present the dependence of CF on the gauge parameter G using the SD 5d ZF M CDHF strategy (at AS 4 ). The CF is Figure 8 . The gauge dependence of the 4f 12 1 S0 -4f 11 ( 2 F 1 ) 5d 1 P1 E1 transition probability for the different active space calculations using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied). Figure 9 . The gauge dependence of the 4f 12 3 P0 -4f 11 ( 2 F 1 ) 5d 3 P1 E1 transition probability for the different active space calculations using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied).
Cancellation factor
presented for the four analyzed transitions. The CFs in Babushkin gauge for these transitions are much larger than 0.1 or 0.05, and in all cases they are the largest ones. They are even larger than at the cross points, where gauge dependence curves from different active spaces intersect. The CFs in Coulomb gauge for the transitions 4f 12 3 P 2 -4f 11 ( 2 F 2 ) 5d 1 P 1 and 4f 12 3 P 2 -4f 11 ( 2 F 1 ) 5d 3 P 1 (Figure 15 ) are smaller than 0.05, ( 4 I 1 ) 5d 5 I 0.44 + 0.28 4f 11 ( 4 I 1 ) 5d 5 K + 0.15 4f 11 ( 4 I 1 ) 5d 3 K 13 2 9 − 21341.61 4f 11 ( 4 I 1 ) 5d 5 K 0.71 + 0.21 4f 11 ( 4 I 1 ) 5d 3 L 14 1 5 − 21604.17 4f 11 ( 4 I 1 ) 5d 5 G 0.65 + 0.17 4f 11 ( 4 I 1 ) 5d 5 H + 0.05 4f 11 ( 4 I 1 ) 5d 3 G 15 2 6 − 22420.54 4f 11 ( 4 I 1 ) 5d 5 H 0.54 + 0.16 4f 11 ( 4 I 1 ) 5d 5 G + 0.11 4f 11 ( 4 I 1 ) 5d 5 I 16 2 8 − 22628.77 4f 11 ( 4 I 1 ) 5d 3 K 0.29 + 0.40 4f 11 ( 4 I 1 ) 5d 5 I + 0.09 4f 11 ( 4 I 1 ) 5d 5 L 17 2 7 − 23392.31 4f 11 ( 4 I 1 ) 5d 3 I 0.23 + 0.31 4f 11 ( 4 I 1 ) 5d 5 I + 0.17 4f 11 ( 4 I 1 ) 5d 5 K 18 3 8 − 25069.42 4f 11 ( 4 I 1 ) 5d 5 L 0.49 + 0.25 4f 11 ( 4 I 1 ) 5d 3 K + 0.20 4f 11 ( 4 I 1 ) 5d 3 L 19 1 4 − 26268.28 4f 11 ( 4 I 1 ) 5d 5 G 0.59 + 0.25 4f 11 ( 4 I 1 ) 5d 5 H + 0.03 4f 11 ( 2 H 2 ) 5d 3 F 20 2 5 − 26463.59 4f 11 ( 4 I 1 ) 5d 5 H 0.45 + 0.24 4f 11 ( 4 I 1 ) 5d 3 G + 0.09 4f 11 ( 4 I 1 ) 5d 5 I Note- Table 8 is published in its entirety in the machine-readable format. Part of the values are shown here for guidance regarding its form and content.
which means that in velocity form there is a strong cancellation effect. For the 4f 12 3 P 0 -4f 11 ( 2 F 1 ) 5d 3 P 1 and 4f 12 1 S 0 -4f 11 ( 2 F 1 ) 5d 1 P 1 (Figure 14) transitions, the CF in the Coulomb gauge is around 0.05. The analysis shows that transition data in the Babushkin gauge are less affected by cancellation effects than transition data in the velocity gauge.
Comparison with other computations
No experimental transition rates for the studied configurations of Er 2+ are available. The transition data obtained using the SD 5d ZF M CDHF strategy (at Figure 10 . The gauge dependence of the 4f 12 3 P2 -4f 11 ( 2 F 2 ) 5d 1 P1 E1 transition probability for the different active space calculations using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied). Figure 11 . The gauge dependence of the 4f 12 3 P2 -4f 11 ( 2 F 1 ) 5d 3 P1 E1 transition probability for the different active space calculations using the SD 5d strategy (open symbols mark the results when the ZF M CDHF approach is applied).
AS 4 ) are compared with rates presented by Wyart et al. (1997) and Biémont et al. (2001) . They used experimental transition wavelengths to compute transition data. Biémont et al. (2001) used the Cowan code and included core-polarization effects in the computations. Figure 16 presents a comparison of obtained transition wavelengths with experimental data, which were presented in the paper by Wyart et al. (1997) . The 
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A C A C ( Z F ) Figure 12 . Cancellation factor dependence on the active space. The 4f 12 3 P0 -4f 11 ( 2 F 1 ) 5d 3 P1 transition is marked in black and the 4f 12 1 S0 -4f 11 ( 2 F 1 ) 5d 1 P1 transition in red. 
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A C A C ( Z F ) Figure 13 . Cancellation factor dependence on the active space. The 4f 12 3 P2 -4f 11 ( 2 F 2 ) 5d 1 P1 transition is marked in black and the 4f 12 3 P2 -4f 11 ( 2 F 1 ) 5d 3 P1 transition in red.
agreement between the computed wavelengths and the experimental ones is very good. Almost all compared lines achieve 5% uncertainty. In Figure 17 the comparison of transition rates (given in Babushkin gauge) of the present work with rates available from other computations (Wyart et al. 1997; Biémont et al. 2001 ) is displayed. It is seen that there is a good agreement with values from other authors for the stronger transitions. However, the transitions presented in the Figure are not the strongest obtained in this work. The strongest transition have rates of the order 10 8 s −1 . By applying replacement in the energy levels discussed in Section 4.5 Figure 14 . Cancellation factor dependence on gauge using the SD 5d ZF M CDHF strategy (at AS4). The 4f 12 3 P0 -4f 11 ( 2 F 1 ) 5d 3 P1 transition is marked and in black and the 4f 12 1 S0 -4f 11 ( 2 F 1 ) 5d 1 P1 transition is marked in red. Figure 15 . Cancellation factor dependence on gauge using the SD 5d ZF M CDHF strategy (at AS4). The 4f 12 3 P2 -4f 11 ( 2 F 2 ) 5d 1 P1 transition is marked and in black and the 4f 12 3 P2 -4f 11 ( 2 F 1 ) 5d 3 P1 transition is marked in red.
we achieve better agreement for wavelength and transition rate of marked transition (see open symbols in Figures 16 and 17 ).
SUMMARY AND CONCLUSION
In the present paper energy levels of the ground [Xe]4f 12 and first excited [Xe]4f 11 5d configurations for Er 2+ ion were computed using the GRASP2018 package. Transition data for E1 transitions between computed states are presented. The accuracy of the obtained results is evaluated. Figure 16 . Comparison of transition wavelengths between our computed data (comp.) using the SD 5d ZF M CDHF strategy (at AS4) and experimental data presented in the paper by Wyart et al. Wyart et al. (1997) . The thick line corresponds to perfect agreement, while thin solid and dashed lines correspond to 5% and 10% deviations. The dashed arrows indicate the improved agreement by applying replacement in the energy levels discussed in Section 4.5. Figure 17 . Comparison of transition rates of present work (A is given in Babushkin gauge) with rates presented in Wyart et al. (1997) and Biémont et al. (2001) . The data from Wyart et al. (1997) are marked by black squares and the red circles correspond to the results by Biémont et al. Biémont et al. (2001) . The thick line corresponds to perfect agreement, while the thin solid and dashed lines correspond to deviations by factors of 1.5 and 2.0, respectively. The dashed arrows indicate the improved agreement by applying replacement in the energy levels discussed in Section 4.5.
