Abstract
Introduction
The evolution of wireless networks technologies have made internet access more flexible. Internet access is now accessible on the move. Wireless networks enable users to access the internet from any place, unlike the wired network which provides only fixed point of network attachment. In the recent years, WLANs and cellular networks have gained much importance in replacing wired networks for internet access. Nowadays WLANs are successfully deployed in home and office environments for internet access; however they are not suitable for mobile users because of narrow coverage and lack of mobility support. Cellular networks on the other hand provide wider coverage and better mobility support. This makes it more suitable for mobile users. On the contrary, communication cost and narrow bandwidth of the cellular network makes it less attractive for internet access.
IEEE 802.16(WiMAX) technology [1, 2] has been proposed to overcome the critical problems of WLANs [3] and cellular networks. It provides greater coverage area and better mobility support while encouraging high transmission rate. In addition, it also supports heterogeneous traffic by means of various QoS scheduling. WiMAX also provides a solution for scenarios that are too remote to receive internet access via cable or DSL. The WiMAX technology can be used for creating a wide-area wireless backhaul network. With the deployment of backhaul-based WiMAX many value added services can be provided to the service area [4] .
To efficiently support the large number of customers in the WiMAX network, the network can be enabled with distributed services [5, 6, 7] . In other words, a customer can access the particular service from any of the servers in the network in which the servers are distributed to serve the entire metropolitan area. In this method, the customer does not specify the exact address of the server in the network which runs the particular service; whereas it only indicates the service it wants to access. Moreover, in such a network scenario, more than one server may provide the same service and the customer can establish communication with any of the servers for better reliability. A novel routing framework in the network layer is required in WiMAX to support distributed services.
Traditional routing algorithms like Dynamic Source Routing (DSR) [8] , Temporally-Ordered Routing Algorithm (TORA) [9] , Ad hoc On-demand Vector Routing (AODV) [10, 11] are not so effective in supporting distributed service in WiMAX, as the routing in WiMAX happens through the base station and the mobile nodes, unlike, other wireless networks where the similar type of nodes will be employed for routing between source and destination. So reconfiguration of base station is necessary to support routing in WiMAX. In this paper, we propose a Adaptive Routing algorithm using Disciplined Flooding and Proxy Setup (ARDFPS) to support distributed services in WiMAX. The algorithm is developed based on the architecture of IEEE 802.16e standard [12, 13, 14] algorithm has been compared with AODV which is a benchmark routing algorithm. The rest of the paper is organized as follows. In section II, we discuss the existing approach namely AODV. In section III, we introduce the new routing algorithm and present an overview of the various stages in the algorithm. In section IV, we give the detailed explanation about the network model, base station and subscriber station parameters. In section V, we explain the performance metrics on which the performance of the algorithm is compared. In section VI, we evaluate the performance of ARDFPS. Finally, we summarize the paper.
AODV (Ad hoc On-demand Distance Vector)
AODV is a distance vector routing algorithm which discovers route whenever it is needed via a route discovery process. It adopts a routing algorithm based on one entry per destination i.e., it records the address of the node which forwards the route request message. AODV possesses a significant feature that once the algorithm computes and establishes the route between source and destination, it does not require any overhead information with the data packets during routing. Moreover the route discovery process is initiated only when there is a free/available route to the destination. Route maintenance is also carried out to remove stale/unused routes. The algorithm has the ability to provide services to unicast, multicast and broadcast communication. AODV routing algorithm has two phases.
Route discovery phase
When a node wants to send some packets to the desired node or destination, it tries to look into the routing table for its next hop. Then the source sends RREQ message to the neighbors or next hop, which is then retransmitted by the intermediate node until the RREQ reaches the destination. To avoid the route request packets from congesting the network, the algorithm uses expanding-ring strategy. In this technique, the node which tries to send the packets sets the initial value of the TTL (time-to-live) to search the destination. If the RREQ reaches the next hop, TTL is decremented. If not reached/no reply is received, the value is incremented till it reaches the threshold value.
When an intermediate node receives the RREQ, it stores the address of the adjacent node from which it receives the first packet of the route request message, so that the node will be capable of establishing a reverse path. When route request RREQ message reaches the destination node, a unicast route reply RREP message is sent along the reverse path. As the RREP traverse along the reverse path, forward path entries to the destination are recorded. Hence the route from source to destination is established when route reply message is received at the source.
Route maintenance phase
The route established between the source and destination is maintained as long as the route is needed by the source to transmit packets. Source can reinitiate route discovery phase to establish new route when it moves during routing of packets. In other case, if the destination/intermediate node breaks from the routing chain, route error RERR message is sent to the nodes in the route till it reaches the source. Upon receiving the route error message, the source stops the data transmission and reinitiates the route discovery process.
ARDFPS and routing
Routing algorithms like AODV, DSR and TORA are designed for wireless networks like MANET. The AODV routing algorithm performs better than the other routing algorithms in wireless environment where nodes can be a fixed or mobile [15] . In WiMAX networks, the transmission and reception of control signals and packets is done with the help of base station without which operation of the subscriber station is impossible.
In AODV algorithm, the routing to destination is done with the help of intermediate nodes, whereas, in WiMAX it is done via base station and the subscriber station (mobile nodes). Since the base station is immobile, it is easy to establish a route to the destination from source but maintaining a route is difficult when the subscribers are mobile. Hence, the traditional routing algorithms fail to support distributed services in WiMAX environment. A dynamic routing algorithm is required to serve the WiMAX environment especially when the mobile nodes move across cells.
Adaptive
Here we introduce a new routing algorithm to maintain a route along mobile nodes when destination (wireless server or mobile node) moves across the cell. The intermediate nodes are base stations and hence they are stationary. The routing should be appropriate such that it can handle the mobility of source and destination. When the source (subscriber station) sends a route request message, the base station receives and transmits it to all the nearby base station in order to find the route to destination, Figure 1 . This will create an additional overhead in the base stations which is not in the route which leads to destination. So we set a TTL initial value for the request message to traverse across the base stations. TTL value is incremented till it reaches its threshold value. This can also be achieved using disciplined flooding.
When the destination is reached, route reply RREP message is sent along the reverse path, Figure 2 . In other case, if more than one destination replies for the request, there arises a problem in ensuring QoS scheduling service. In this case, our algorithm will automatically check over the various parameters like QoS [16, 17] , load and throughput at particular node.
Our network model is denoted by G(V,E) in which V is a set of base stations in the model and E represents the set of subscribers and servers. This model can be used to represent a WiMAX network in which individual nodes are the base stations of the model connected through wireless links.
Node degree: Degree of a node x, d(x), represents the number of base stations directly connected with x. Minimum degree of a graph G is then defined as:
A similar term is the average node degree de fined as:
For a given node density ρ and transmission range r 0 , to ensure that a randomly chosen node will have exactly n 0 neighbors. Probability P that a node has exactly n 0 neighbors is given by The initial RREQ broadcasted by the source is received by d avg nodes, the average degree of a node. Each one of d avg neighbors rebroadcasts the RREQ with probability P r and hence, the first hop rebroadcasting nodes equal P r × d avg . The receiving nodes rebroadcast the RREQ with probability P r , and the process continues. As we move away from the source node, ideally expected forward degree d f should reduce at every step. To compute total expected routing overhead, we can accumulate the total number of RREQs, C p , injected into the network up to h hops from the source node. This cumulative term is given as: Figure 2 . Receive RREP After determining and ensuring the proper flow of data along the route, a situation may arise in which the source or destination moves across a cell area. When the source moves away, the route discovery process is reinitialized to find the route. But the movement of destination results in route error, the RERR will be received at the source.
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Figure 3. Proxy Setup
In this situation, we use a proxy node (BS) as a source to reinitialize the route discovery process (Figure 3 and 4) . When a subscriber node moves from one cell to another without the termination of connection with the base station, we call it as handover. But in routing, the established route breaks and the route has to be re-established again. In this case, BS which corresponds to the old position of subscriber will act as proxy source node. To establish the route to the new position of subscriber node, the proxy node reinitializes the route discovery process and completes the data transmission. Here again, the acceptable level of the QoS service should be allotted. Figure 5 illustrates the network model. There are 12 base stations and 8 subscriber stations connected to each base station. A simulation area is of 10km x 10km is chosen.
Network Model
The configuration parameters of BS and SS are given in the Table 1 Traffic characteristics specify the match criteria for mapping higher layer traffic to WiMAX service flows. Match value in the traffic characteristics attribute denotes the type of traffic it supports. For the match value of Best Effort and Excellent effort it supports FTP and HTTP traffic ( Table 1 ).The channel condition requires robust and modulation scheme for downlink and uplink service flow, QPSK scheme is chosen and the coding rate of ¾ is used (Table 2 ). 
Performance Metrics
To compare the performance of the ARDFPS algorithm with benchmark algorithm, AODV, the following performance metrics where used.
Route Discovery Time
The time to discover a route to specific destination is the time when a route request is sent out to discover a route to that destination until the time a route reply is received with a route to the destination. The statistic represents the time to discover a route to a specific destination by all the nodes in the network.
Delay
Delay represents the end-to-end delay of all the packets received by the WiMAX MACs of all the WiMAX nodes in the network and forwarded to the higher layerTable 2. Subscriber Station Parameters
Total Route Errors Sent
This statistic represents the total number of route error packets sent by all nodes in the network.
Total Packets Dropped
When no route is found to the destination, the node drops the packets queued to the destination. This statistics represents the total number of application packets discarded by all nodes in the network.
We chose the above performance metrics because we believe that they characterize the most important aspects of QoS routing algorithm.
Results
In terms of route discovery time of the algorithms (ARDFPS and AODV), it can be seen that our algorithm requires more route discovery time Figure 6 . This is because the algorithm requires time to setup the proxy node. The proxy node will once again initiate the route discovery process to find the new route to destination. However, our algorithm takes a few extra milliseconds to compute the route than AODV which is acceptable given the reliability and flexibility it provides for mobile users.
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The delay experienced by both the routing algorithms is approximately same Figure 7 .
Figure 6. Route Discovery Time
The observation from Figure 8 shows that in terms of total errors sent, our algorithm outperforms AODV. The number of route errors sent for our algorithm is 2 whereas it is 3 for AODV. This is because setting up of proxy node will reduce the number of route errors. Considering the size of the network scenario which is small this is a significant improvement.
Figure 7. Delay
The most interesting improvement of our algorithm over AODV is with respect to total packets dropped Figure 9 . With respect to total packets dropped, our algorithm is about 60 percent better than AODV.
Figure 8. Total Route Errors Sent

Conclusion
In this paper, we have proposed a new routing algorithm (ARDFPS), which uses the concept of disciplined flooding and proxy setup. We have experimentally verified its performance with AODV and have shown that the ARDFPS consistently performs better than AODV with respect to two performance criteria.
As future work, we plan to test the performance of our algorithm on more complex networks. Our algorithm was tested using simulation. It would be interesting to see how our algorithm would perform on real networks under real traffic conditions.
