We study a discrete diffusion process introduced in some combinatorial games called FLOODIT and MADVIRUS that can be played online [1, 2] and whose computational complexity has been recently studied [3, 4].
Definitions and notation
Let G = (V, E) be a connected undirected graph, with vertices V and edges E. The number of vertices (resp. edges) will be denoted n (resp. m). A coloration of G is a mapping from V into a set of colors C. It will be called a c-coloration if |C| = c. It will be called a proper coloration if adjacent vertices have different colors. Once a coloration of G is given, a zone Z is defined as a connected monochromatic subset of V . The dynamics which is studied consists in applying a sequence of flooding operations to an initial colored graph. In the FREE-FLOOD-IT version [3, 4] that is studied here, a flooding operation consists in choosing a zone Z and a color c and then replacing the color of all vertices in Z by c. It yields a new coloration of the initial graph where the zone Z may extend if some adjacent zones were colored by c. The game associated to this dynamics takes a colored graph as input and aims at finding the shortest length of a sequence leading to a monochromatic graph. At that time, we say that we have flooded the whole graph. Finding this shortest length is an optimization problem, which is hard for general graphs when working with 3 or more colors (NP-hardness results in [3, 4] ). But for 2 colors, the optimization problem that will be called 2-Free-Flood-It has a computational complexity which remained open (the question was raised in [3, 4] for the class of square grids N × N ). We show in this report that there exists a polynomial algorithm to solve this problem for general graphs (and thus for square grids). We need some further definitions and notation.
Let G = (V, E) be a connected undirected graph and a c-coloration of this graph. We define its reduced graph, denoted G Red = (V Red , E Red ), as the connected undirected graph where V Red is the set of all the zones of G and E
Red
puts an edge between two zones of G if there exists an edge with extremities in both zones. Note that this reduced graph is clearly smaller than G: it is a minor of G, and |V Red | ≤ [V | and |E Red | ≤ |E|. By associating to each zone its color in G, one gets a c-coloration of the reduced graph and this is a proper coloration. It should be clear that for the flooding process, working with the initial graph or its reduced version is perfectly equivalent. Moreover it is easy to find a linear algorithm that computes the reduced graph of a colored graph [5] .
From now on, we will focus on 2-Free-Flood-It where we only consider 2-colorations. We also decide to work exclusively with the reduced graphs (note that with proper 2-colorations, those reduced graphs are bipartite). At each flooding step, we start from a reduced graph G = (V, E) and its proper 2-coloration. Then the flooding operation just consists in choosing a vertex x (since we only have 2 colors, the choice of the flooding color is imposed if we want to modify the coloration). We perform the flooding: here the zones are reduced to the single vertices and we just change the color of vertex x. Since we start from a proper 2-coloration, the vertex x has now the same color as all its neighbors N (x) = {y ∈ V |xy ∈ E}. We can compute the new reduced graph: it is obtained by contracting x and its neighbors into one single vertex (that we still denote x). More precisely, if we start from the graph G (as a matter of fact in our context G is bipartite and there is no need to specify the coloration since there are only two identical proper 2-colorations obtained by switching colors) and we decide to perform a flooding operation at vertex x, then the new reduced graph obtained after the flooding operation is G/x = (V /x, E/x) where V /x = V \ N (x) and E/x = (E \ {xy ∈ E|y ∈ N (x)}) ∪ {xz | ∃y ∈ N (x) yz ∈ E}. We call this transformation of G into G/x a neighborhood contraction, it is a particular case of edge contractions well-known in the definition of graph minors. For any path γ in G, we will denote γ/x the path in G/x obtained after the contraction around x, that is by replacing any occurrence of neighbors of x by the vertex x itself. Note that any path in G/x can be described as γ/x for at least one path γ in G.
Finally we give back a few classical definitions about distances in undirected graphs. Let G = (V, E) be a connected undirected graph, we denote d(x, y) the classical distance between vertices x and y. For any vertex x ∈ V , the eccentricity of x is r(x) = max{d(x, y) |y ∈ V }. The radius of G is R(G) = min{r(x) |x ∈ V }. The center of G is C(G) = {x ∈ V |r(x) = R(G)}. It is well-known that for any connected graph given by its adjacency lists, computing the eccentricity of a vertex x can be done in O(m) time by performing a BFS from x. Consequently its radius and its center can be computed in O(nm) time.
A simple formula for 2-Free-Flood-It
With this approach of systematically reducing the graph after each flooding, solving a 2-Free-Flood-It instance, i.e. finding a shortest sequence of flooding operations which floods the whole graph, comes to finding a shortest sequence of vertices such that the corresponding neighborhood contractions reduce the graph to a single vertex. We are going to show that this minimum number of steps is exactly the radius of the initial reduced graph. But first it requires a few results to study how the radius behaves with regard to neighborhood contractions. Note that in the case of 2-Free-Flood-It the initial reduced graph is bipartite, but all our next lemmas and theorems apply to arbitrary graphs. 
Proof. (i). Let us first show that there exists some
Assume that it is not true, then for all z ∈ V different from y, we have
It yields a contradiction with R(G) = min{r(x)|x ∈ V }.
Now let us show property (i).
Once again assume that it is not true. We have shown just before that there exists some z ∈ V satisfying R(G)− 1 ≤ d(c, z) ≤ R(G). Let us denote z 1 , . . . , z n all the vertices different from y satisfying the inequalities. Then for all i ∈ {1, . . . , n}, there exists some shortest path µ i = cb i,1 . . . b i,r−εi z i (with ε i ∈ {1; 2}) from c to z i such that γ ∩ µ i = {c}. It implies that for all i ∈ {1, . . . , n} there exist k i , j i ∈ {1, . . . , r} such that a ki = b ji . Since γ and µ are shortest paths, we have k i = j i . Consequently
Moreover for any vertex x ∈ V \ {z 1 , . . . , z n , y},
We also have d(a 1 , y) = |a 1 . . . a r−1 y| = r − 1 = R(G) − 1.
Finally it implies r(a 1 ) = R(G) − 1, which yields a contradiction with R(G) = min{r(x)|x ∈ V }.
(ii). Let z 1 , . . . , z n be all the vertices satisfying all the conditions of (i). Assume that for all i, d(c, z i ) = R(G) − 1. Now we have to show that there exists some i ∈ {1, . . . n}, such that any path µ i from c to z i of length d(c, z i ) + 1 satisfies µ i ∩ γ = {c}.
Assume that it is not true, then for all i, there exists a path µ i from c
• for all x different from the vertices z i satisfying the inequalities
, there exists a shortest path δ = cd 1 . . . d r−ε x (with ε ∈ {1, 2}) from c to x such that δ ∩ γ = {c}. Then there exist k i , j i such that a ki = b ji . Since both γ and δ are shortest path, we
• for all x such that d(c, x) ≤ R(G) − 2 (it covers all the other cases), we have:
Finally r(a 1 ) = R(G)−1 < R(G), which yields a contradiction once again.
Lemma 2. Let a, b, x be three vertices of G a connected graph.
(i). Assume that there exists no shortest path from a to b using vertex x. Then
and the equality is achieved if and only if there exists a path of length
(ii). Otherwise, we have
Proof. (i). Suppose it is not true, then there exists a shortest path λ from a to b in G/x, of length ≤ d G (a, b)−2. Let µ be a path in G such that µ/x = λ. This path µ goes from a to b, which ensures that |µ| ≥ d G (a, b) ≥ |λ| + 2. Such a reduction of the length requires that λ goes through x in G/x. Since λ is a shortest path, it can be written as λ = λ 1 xλ 2 where λ 1 and λ 2 are both shortest path not going through x in G/x. Thus, λ 1 and λ 2 have not been changed by the neighborhood contraction around x and they are also shortest path in G. As a consequence, µ = λ 1 x 1 . . . x n λ 2 où {x 1 , . . . , x n } ⊆ N (x) ∪ {x} and n = |µ| − |λ| + 1. In this way, one can build in G a path µ
′ is a shortest path from a to b in G, going through x: it contradicts the initial assumption about a,b,x.
Case of equality:
• ⇒ There exists a shortest path λ from a to b in G/x, of length d G (a, b) − 1. A construction of µ ′ similar to the one just above provides a path of length d G (a, b)+1 going from a to b going through x in G.
• ⇐ Let µ ′ be a path of length d G (a, b) + 1 from a to b going through x in G. The one can decompose µ into µ ′ = µ 1 x 1 xx 2 µ 2 , where x 1 and x 2 are neighbors of
(ii). Let λ be a shortest path from a to b in G/x. As above one can build a path
Proof. It is obvious that for all y, z ∈ V , we have d G/x (y, z) ≤ d G (y, z) and thus R(G/x) ≤ R(G). Let us show that R(G) − 1 ≤ R(G/x). It is clear that at least one of the following properties is satisfied:
2. there exists c ∈ C(G) ∩ C(G/x), c = x, and there exists y ∈ V and γ a shortest path from c to y such that |γ| = R(G) and x ∈ γ;
, there is no shortest path from c to y going through x in G;
Let us prove the inequality by a case study:
Proof. From Lemma 3, R(G) is an upper bound of this number of steps: one can flood the whole graph by choosing a vertex c in the center C(G), and by repeatedly choosing this vertex to perform each flooding step. The initial graph is all flooded when one reaches a singleton graph, that is a graph of radius 0. Each step decreases the radius by exactly 1, it requires R(G) steps. Now Theorem 1 shows whatever the choice of the vertex for a flooding, the radius decreases by at most 1. It implies that whatever the sequence of vertices chosen for the flooding operations, at least R(G) steps are required to reach radius 0. In the particular case studied in [3, 4] where the graph is a square grid N × N , it can be computed in time O(N 4 ).
Proof.
One first has to compute the reduced graph. It can be easily done in O(m) time as mentioned before. The reduced graph has ≤ n vertices and ≤ m vertices. Then one only has to compute its radius in O(nm) time. In the particular case of N ×N square grid, we have n = N ×N and m = 4N 2 −4N .
