The purpose of this paper is to give a global characterization of excess demand functions in a two period exchange economy with incomplete real asset markets. We show that continuity, homogeneity and Walras' law characterize the aggregate excess demand functions on any compact price set which maintains the dimension of the budget set.
Introduction
, Mantel (1974) , and Debreu (1974) proved that the aggregate excess demand function in the Arrow-Debreu exchange economy is characterized on any compact set of prices by continuity, homogeneity, and Walras' law. This research has been extended to incomplete market models with various asset structures. Similar results have been obtained by Bottazzi and Hens (1996) , Gottardi and Hens (1999) , Chiappori and Ekeland (1999) and Gottardi and Mas-Colell (2000) . However, these results are local; the characterization of the aggregate excess demand is given in a neighborhood of (or at) one price vector. The question naturally arises as to whether these properties * I am grateful to Kazuya Kamiya, Thorsten Hens, an anonymous referee and the associate editor for useful suggestions. Grant-in-Aid for JSPS Fellows is gratefully acknowledged.
† Address: I.E.W. University of Zurich, Bluemlisalpstrasse 10, CH-8006 Zurich, Switzerland. Phone: 41-1-634-3798. E-mail: momimomi@e.u-tokyo.ac.jp of the aggregate excess demand function in incomplete markets are global in the sense of Sonnenschein-Mantel-Debreu. This question is the subject of the paper. 1 We focus on an exchange economy with incomplete real asset markets.
Our result is therefore an extension of Bottazzi and Hens (1996) . In incomplete market economies, demand functions may be discontinuous at critical prices where the dimension of the budget set drops. It is shown that continuity, homogeneity, and Walras' law characterize the aggregate excess demand function on any compact set of prices over which the dimension of the budget set is constant.
While the set of critical prices is clearly negligible, a drawback of our technique is that the number of consumers needed for the characterization is not
given by an explicit formula, although it is determined by the number of the commodities, the number of the states and the compact price set on which a candidate excess demand function is defined, and is independent of the particular candidate function. On the other hand, relying on the technique in this paper, the required number of consumers exceed the number of commodities, which is sufficient if the market is complete. Whether this is a general feature of incomplete markets would be an interesting question beyond our scope.
It should be stressed that previous methods used by Bottazzi and Hens (1996) and Debreu (1974) cannot be applied directly to our global problem.
Such techniques fail to construct the monotone preference orderings. Overcoming this difficulty is the main technical contribution of the paper. This point is explained in Section 3.
Section 2 gives our main theorem and presents the result on the global characterization of aggregate excess demand as a corollary. Section 3 explains the previously mentioned point, which is the core of the proof of the theorem.
The formal proof is given in Section 4.
Main theorem and result
It is sufficient to state our main theorem rather abruptly; we refer to Mas-
An economy consists of consumers, finite in number, where each consumer is represented by a pair ( , ω), a strictly convex, monotone, continuous, complete preference ordering on the consumption set R n + and ω an endowment vector in R n + .
Theorem. Let
there exists an economy such that for every L in G, z(L) is the aggregate excess demand of some consumers maximizing their utility subject to their net
In the rest of this section, we demonstrate that this theorem actually solves the problem explained in the introduction. Consider the setup given in Bottazzi and Hens (1996) 
As proved by Bottazzi and Hens (1996) [Proposition I and the argument following it, pp. 52
++ } of budget sets in the incomplete real asset market economy satisfies ( * ). Now, by identifying a function p → z(p) with the function L(p) → z(p) under the assumption of 2 We write the origin of R n as 0. This should not be confused with 0 ∈ R. We also write a single element set {x} ⊂ R n simply as x.
is an immediate consequence of our theorem. 
Method of proof
Both Bottazzi and Hens (1996) , who prove the local version of the theorem, and this paper, are generalizations of Debreu (1974) , who proves the complete market version (k = n − 1) of the theorem. The methods in these three papers may be called the projection-based approach. Debreu (1974) and Bottazzi and Hens (1996) first decompose the candidate function using functions of the form Let e be a unit vector as in Debreu (1974) . For example, let e be the first unit vector and let n = 3. Consider the case where k = 2 (complete market).
It is easy to see that e − proj L (e) is positive for any budget set L satisfying the no-arbitrage condition L R 3 + = 0. Let us turn to the case of k = 1 (incomplete market). As an example, let L be the line spanned by the vector (1, −1, 1). Observe thatL satisfies the no-arbitrage condition and that projL(e) = (
). Hence, e − projL(e) is The following solution is proposed. To insure monotonicity of the (projectionbased) constructed preference ordering, we have to alter the point e(L), from which the projection is taken, according to L, so that e(L) − proj L (e(L)) is always positive. We do this by considering projection from a set A, where we imagine A to be a "large" closed ball in R 3 + (a formal definition is given in the next section). Let proj L (A) be the point in L closest to A and let e(L) be the The proof in the next section is in essence a reconstruction of the argument of Debreu (1974) , based on projection from the set A rather than projection from one given point e. Some technical difficulties must be overcome.
Proof of Theorem
The proof consists of three lemmas. In Lemmas 1 and 2, we decompose a candidate function. In Lemma 3, we show that each decomposed function can be interpreted as a reasonable individual excess demand.
We start with the definition of the set A ⊂ R n , which is central to the proof.
The metric on R n is given by the Euclidean norm · , and for X, Y ⊂ R n , the distance between these sets is defined as
We write IntX and ∂X to denote the interior of X and the boundary of X, An example of A ∈ Ω is exhibited in the proof of Lemma 1. This minimization is well defined, because A and L are closed subsets of R n , and, moreover, suchā andb are determined uniquely by the strict convexity property (A2). We define the functions on
Evidently, a(A, ·) and b(A, ·) are continuous for fixed A, and (a(A, L)
where r i > 0 and
Lemma 1 claims that there exists a collection of A ∈ Ω such that 0 is always included in one of the above defined sets defined for the A's.
where B j is the closure of B j .
Proof. For given
The existence of such 3 The U i is actually given by
Without loss of generality, we can assume that
Considering L itself as the index and adapting the above discussion for ev-
is an open cover of a compact set G, we can choose a finite cover, that is, we can choose
. Rewriting L(j) as j, we obtain the statement of the lemma.
Thus we obtain a collection of A ∈ Ω numberingk × m. This is the number of consumers needed for our decomposition. 
Proof. We exhibit a method for constructing β ji . Pick any > 0, and define a continuous function ψ :
with sufficiently large t > 0, we obtain continuous, positive valued functionsβ
Note thatβ ji , and hence the right hand side of (1), is defined only on B j G.
We extendβ ji to a continuous functionβ
Such an extension is possible becauseβ ji is a continuous function on a compact set (Royden, 1988 [p.179] ). Of course
and now both sides of the equality of (2) are functions defined on G.
is a finite open cover of the compact subset G of the smooth compact manifold G k (R n ). Obviously j B j is a submanifold of 
where in the second equality we used the fact that
This function is positive valued and continuous.
From the previous lemmas, we can decompose any continuous function z 
, where β is a positive valued continuous function defined on G and A ∈ Ω. Then there exists a
Proof. The proof consists of Steps 0-3.
Step 0 gives a lemma which generalizes part of a discussion in Debreu (1974) . Steps 1 and 2 construct the framework to which the lemma is then applied in Step 3.
Step 0. The discussion of Debreu (1974) [p.18 l.14-p.20 l.16] is summarized in the next lemma. This lemma gives a sufficient condition of the framework so that a preference ordering with the required properties is constructed on it.
In the sequel, the set of non-empty, closed subsets of R n is endowed with the Hausdorff topology. We start from the definition of preference-or-indifference sets, which represent a preference ordering. We call sets Q t ⊂ R n + defined for t ≥ 0 preference-or-indifference sets whenever they satisfy (P1) Q t is closed; 
, and
Then there exist preference-or-indifference sets
Proof. Apply the discussion of Debreu (1974) the assumptions (vii) and (iii) respectively.) The statements (I) and (II) are evident from the construction.
Note that K t in Lemma A is not assumed to be a strictly convex cone, whereas the corresponding set L * t in Debreu (1974) is. Instead we assume (iii) and (vii), which are implied by Debrue's strict convex cone assumption.
Step 1: This step gives the basic framework by which the preference-orindifference set Q t is constructed. Letx be the point in A closest to 0. That
and H + = {x ∈ R n |x ·x ≥ 0} respectively.
Since the consumer determines her demand when L is given, we can consider the indirect utility to be a function of L. We will construct a preference ordering so that V t is the indirect indifference class in G.
For x ∈ R n \ 0, we write the ray which ends at 0 and passes through x as
. That is, [x] = {y ∈ R n |y = rx, r ≥ 0}. Define H t for t ∈ (t 1 , t 2 ] as the subset of R n defined by the union of rays at distance less than or equal to 1 t from A and define H t 1 as the limit of H t as t → t 1 . Formally,
y : y is a ray whose end point is 0 for t ∈ (t 1 , t 2 ]
Note that, for t ∈ (t 1 , t 2 ], H t is a strictly convex cone by the strict convexity property (A2) of A, and that ∂H t is the subset of R n defined by the union of rays at distance exactly 1 t from A. It is clear that H t is convex and closed, t → H t is continuous, and
5 Actually, it is clear from the definition of V t and H t that, for each t Figure 2) , and hence z(L) ∈ ∂H t .
Step 2: We cannot apply Lemma A directly to H t and z(V t ) because they do not satisfy (i)-(vii). First, t → z(V t ) is not necessarily continuous because t → V t is not necessarily continuous with respect to the Hausdorff topology on the set of closed subsets of (suitably metrized) G. Second, H t 1 obviously does not satisfy (iii) and (iv). The purpose of this step is to construct C t and K t such that (i)-(vii) in Lemma A hold, and, in addition, both z(V t ) ⊂ C t and
We exhibit a method to construct such C t and K t . The proof that they satisfy (i)-(vii) is given in Appendix. It is almost evident from the construction.
Construction of C t . We extend z(V t ) to C t as follows. Let
T t = {proj y (A) ∈ R n |y is a ray whose end point is 0 and y
where proj y (A) denotes the point on y closest to A, and let T = t 1 ≤t≤t 2 T t ,
, which is evidently continuous and onto, is also one-toone, because G and T are compact sets in Hausdorff spaces (Royden, 1988 [pp. 191-192] 
. This is the definition of C t . We also define
The following properties are also clear. First, C t =z(T t ) ⊂ ∂H t from the definition ofT t . Second, C t 1 =z(T t 1 ) = 0, because proj y (A) = 0 for a ray such that y ⊂ ∂H t 1 . Third, For every q ∈ H, let λ t (q) be the least r such that q + rx ∈ H t , γ(q) be the least r such that q + rx ∈ K, and let µ t (q) be defined by
We define K t as the set of q + rx where q ∈ H and r ≥ µ t (q). That K t ⊂ H t is clear.
Step 3. By applying Lemma A to the K t and C t constructed in Step 2, we obtain the direct preference-or-indifference sets Q t , t ≥ 0, and the endowment ω ∈ R n + satisfying (I) and (II). We see that these possess the desired property:
On the other hand, recall that L ∈ V t contacts H t on a ray as drawn in Figure 2 . Since (Q t − ω) ⊂ K t ⊂ H t from K t ⊂ H t and (II), the surface ∂H t (and ∂K t ) separates Q t − ω and L ∈ V t . From the linearity of L and strict convexity (P3) of Q t , this means that z(L) is the unique intersection of L ∈ V t and Q t − ω. This ends the proof of Lemma 3.
A Appendix
We prove that the C t and K t in Step 2 satisfy (i)-(vii) in Lemma A.
Proof of (vi): From the definition ofT t , it is clear that t →T t is continuous.
It is also clear thatz :T → R n is continuous. The continuity of t → C t =z(T t ) follows. The other properties in (vi) are clear.
Proof of (i), (ii) and (iv):
The convexity of µ t now follows from that of λ t and 1 2
(λ t + γ). This establishes the convexity of K t . The other properties in (i), (ii) and (iv) are immediate.
Proof of (v): Recall that C t is on ∂H t . Therefore, for each x ∈ C t , there
Therefore µ t (q ) = λ t (q ). This implies that x is on ∂K t . Therefore C t ⊂ ∂K t .
Proof of (vii): Since C t 1 = 0, (vii) is true for t = t 1 
