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ABSTRACT 
Increasingly  large  (i.e., having a large number of observations) and high-
dimensional (i.e., having many attributes) geographic data are being collected, but the 
spatial data analysis capabilities currently available have not kept up with the need for 
deriving meaningful information from these datasets. It is critical to develop new 
techniques to efficiently and effectively assist in analyzing current large and high-
dimensional geographic datasets and addressing complex geographic problems, e.g., 
global change, socio-demographic factors for epidemiology, etc.  
The goal of the reported research is to develop a geographic knowledge discovery 
environment and an integrated suite of efficient and effective data mining techniques for 
exploring novel, complex spatial patterns in large and high-dimensional geographic 
datasets. As the first step, the reported research focuses on interactive, hierarchical, 
multivariate spatial clustering.  
The major contribution of the research is twofold. First, the research develops 
three novel approaches for spatial clustering, feature selection and multivariate clustering, 
and several visualization techniques to support visual exploration and human interactions. 
Second, it integrates both computational and visualization methods in a unified and 
flexible framework to create a human-led, computer-assisted, efficient and effective 
geographic knowledge discovery environment. Specifically, the developed knowledge 
discovery environment consists of four major groups of methods. iv 
•  An efficient hierarchical spatial clustering method, which can identify arbitrary-
shaped hierarchical 2D clusters at different scales, and generate a 1D ordering of 
the spatial points that preserves the entire hierarchical cluster structure; 
•  An efficient and effective feature selection method, which can identify interesting 
subsets of attributes from the original data space; 
•  An efficient hierarchical, multivariate clustering method, which can identify 
arbitrary-shaped hierarchical multivariate clusters given a set of attributes;  
•  Various visualization techniques associated with each above method to support 
an interactive and iterative discovery process.  
The developed methods are implemented within a component-oriented 
framework, which is: (1) flexible to customize and evolve over time, (2) collaborative in 
integrating various components to work together and address complex problems, and (3) 
robust to use and maintain. Three applications of the developed geographic knowledge 
discovery environment are presented to demonstrate how the developed methods and 
integrated discovery environment work and how well they work.  v 
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Chapter 1 
  
Statement of Problem 
 
“Now that we have gathered so much data, what do we do with it?” 
 (Fayyad and Uthurusamy 1996) 
1.1 Introduction 
Increasingly large volumes of geographic data are being collected, but the spatial 
data analysis capabilities currently available have not kept up with the need for deriving 
meaningful information from these large and high-dimensional datasets (Openshaw 1991; 
Miller and Han 2001). There are urgent needs to utilize these data for addressing complex 
geographic problems, e.g., global change, socio-demographic factors for epidemiology, 
etc. On one hand, such a wealth of data can potentially enable the analyst to search 
complex patterns
1 and address very sophisticated problems. On the other hand, the 
unprecedented large size and high dimensionality
2 of existing geographic data make the 
complex patterns that potentially lurk in the data hard to find. It is critical to develop new 
techniques to efficiently and effectively assist in deriving information from these large 
                                                 
1 Patterns and relationships are used interchangeably in this thesis. Specifically they refer to clusters of 
various shapes.  
2 Dimensionality is the number of attributes contained in a data set. In this thesis, dimension, attribute, 
feature, and variable are interchangeably.  
 2 
and heterogeneous spatial datasets. Towards this goal, spatial data mining and knowledge 
discovery approaches have been gaining momentum (Miller and Han 2001).  
Such an unprecedented wealth of data is due to the rapid development of powerful 
and convenient technologies and their wide application in various fields for both 
collecting and storing geographic information. Satellite imagery is only one example 
source of voluminous spatial data. NASA’s Earth Observing System (EOS), which is 
composed of a series of satellites and developed for long-term global observation of the 
land surface, biosphere, solid Earth, atmosphere, and oceans, generates about one 
terabyte of data every day (http://eospso.gsfc.nasa.gov). Other than automatic data-
gathering devices, various human-conducted surveys and even commercial transaction 
systems can generate a vast repository of geo-referenced data as well. For example, every 
ten years the U.S. Census Bureau conducts a nation-wide survey to collect current, timely 
updated information on a wide range of subjects, including unemployment, income, 
poverty, crime victimization, health insurance coverage, housing starts, retail and 
wholesale trade sales, international trade, manufacturers’ shipments, orders, and 
inventories,  and corporate profits (http://www.census.gov).  
Moreover, to address very complex problems, it is often necessary to integrate 
data from multiple sources. By putting potentially interrelated data together for analysis, 
scientists and analysts are hoping to find unknown and complex multivariate 
relationships. For example, a cancer dataset contains the incidence and mortality rate of 
several cancers (e.g., cervical cancer, colon cancer, lung cancer, etc.) for each county in 
US. To uncover relationships that link cancer incidence or mortality rate to potential 
factors, many environmental, medical, economic and demographic data attributes are 
 3 
integrated, e.g., income, education, rural/urban, doctor-to-population ratio, hospital ratio, 
preventive screening ratio, etc. Thus we can easily expand this data set to have more than 
50 attributes. How to discover novel (even unexpected), meaningful, complex patterns 
from such a large and high-dimensional geographic dataset is the overarching topic of 
this thesis. 
Raw observational data is rarely of direct use for scientific understanding or 
problem-solving (Fayyad and Uthurusamy 1996). Traditional data analysis approaches 
for turning data into knowledge predominantly rely on a human to formulate a hypothesis 
and then test it, or provide a function form and then use data to derive its parameters, or 
visually sift through the data for patterns. Given the vast data available, such manual 
probing of datasets is impossible. Manual analysis is also subjective. Exploratory (rather 
than confirmatory), hypothesis-generating (rather than hypothesis-testing), and data-
driven (rather than theory-driven) methods are needed to explore current data.  
Research that automatically detects and extracts patterns from data have been 
conducted in the field of pattern recognition, artificial intelligence, machine learning, and 
most recently in the field of data mining and knowledge discovery in databases (KDD) 
(Glymour, Madigan et al. 1996). KDD refers to the overall process of discovering useful 
knowledge from data, and data mining is a particular step in this process (Fayyad, 
Piatetsky-Shapiro et al. 1996). A KDD process generally involves data selection, data 
pre-processing, data transformation, incorporation of appropriate prior knowledge, data 
mining, and proper interpretation of the results. Data mining is the application of specific 
automatic algorithms for extracting patterns from data. A successful KDD environment 
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should be able to identify valid, novel, potentially useful, and ultimately understandable 
patterns in data (Fayyad, Piatetsky-Shapiro et al. 1996). 
Spatial data is special. First, spatial data tends to be highly-correlated with 
geographic neighbors. Second, spatial dimensions (e.g., expressed as latitude and 
longitude, or x coordinate and y coordinates) together carry real-world significance. Their 
unique and complex inter-relationships thus cause difficulties for analysis methods that 
do not recognize these specific inter-relationships (Gahegan 2000). Therefore, special 
analysis methods for spatial data, for example, spatial statistics (Fotheringham, Brunsdon 
et al. 2002) and spatial clustering (Lawson and Denison 2002), have been studied. 
Current data mining and KDD methods mainly focus on non-spatial areas and have 
limited capability in processing geospatial data, “which are often characterized by a high 
number of attributes or dimensions” (National-Research-Council 2003) (p.51). To 
address real-world problems or extract complex knowledge from geospatial data, novel 
data mining and KDD approaches are needed to analyze both spatial and non-spatial 
attributes at the same time to discover complex, multivariate spatial patterns.  
The goal of the research presented here is to develop a geographic knowledge 
discovery environment and an integrated suite of data mining techniques to efficiently 
and effectively assist in deriving information from current large and high-dimensional 
geographic data resources. The discovery environment should be able to facilitate the 
human in discovering, understanding, interpreting, and finally utilizing valid, novel (even 
unexpected), and complex multivariate spatial patterns from geospatial data. The 
environment integrates automatic computational methods with interactive visualization 
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techniques to enable an iterative, human-machine collaborative knowledge discovery 
process.  
1.2  Characteristics of Available Data and Challenges for Analysis 
There are several prominent characteristics of existing geospatial datasets that 
pose great challenges for developing effective and efficient spatial data mining and 
knowledge discovery methods. First, as mentioned earlier, “spatial is special”. The 
special properties associated with spatial dimensions (explained below) require specific 
consideration in deriving spatial patterns. Second, the hypothesis space is highly 
complex, in terms of the nearly infinite number of potential patterns of various forms. 
Third, existing geospatial datasets contain a large number of variables (attributes), i.e., 
they are of a high dimensionality (d). Forth, current geospatial datasets are often of a 
large size (n), i.e., they often contain a very large number of data objects (observations).  
1.2.1 Special Properties of Spatial Data 
Geographic phenomena tend to be highly-correlated over space, as stated in the 
first law of geography: “everything is related to everything else, but nearby things are 
more related than distant things” (Tobler 1979). When this special property is true for a 
geographic dataset, it invalidates an important assumption that general statistical methods 
often assume, i.e., observations (data objects) are sampled independently. Moreover, 
spatial dimensions (e.g., expressed as latitude and longitude, or x coordinate and y 
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coordinates) together carry real-world significance. Their unique and complex inter-
relationships thus cause difficulties for clustering methods that do not recognize these 
specific inter-relationships (Gahegan 2000). 
Therefore, a special set of analysis methods is often required. For example, spatial 
statistical methods are developed to take into account spatial dependency and local 
variance in classical statistical methods and have been used for analysis of geo-referenced 
data (Shaw and Wheeler 1985; Bailey 1994; Anselin 1996; Getis and Ord 1996; Getis 
1999; Fotheringham, Brunsdon et al. 2002). Various spatial clustering methods have also 
been developed specifically for clustering in a geographic space (Openshaw, Charlton et 
al. 1987; Ester, Kriegel et al. 1996; Kang, Kim et al. 1997; Wang, Yang et al. 1997; 
Estivill-Castro and Lee 2000; Harel and Koren 2001; Lawson and Denison 2002).  
However, most of these spatial methods can only deal with a low-dimensional 
data space (usually 2D or 3D space, plus a geo-referenced attribute).  In other words, they 
generally have very limited ability in identifying multivariate or high-dimensional 
patterns within a dataset of many attributes. On the other hand, general-purpose, high-
dimensional analysis methods developed in the data mining and knowledge discovery 
literature mainly deal with non-spatial feature spaces and have very limited power in 
recognizing spatial patterns or geographic relationships that involve neighbors.  Special 
clustering considerations related to spatial data are hard to integrate within high-
dimensional clustering methods. 
Increasingly large and high-dimensional geographic datasets pose new challenges 
to existing analysis methods (Gahegan 2003). To address real-world problems or extract 
knowledge from such data, it is often necessary to consider both spatial and non-spatial 
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attributes at the same time to discover complex, multivariate, spatial patterns. An 
effective integration of the power of both spatial and high-dimensional analysis methods 
is urgently needed.  
For example, let’s consider the cancer dataset described above again. One (out of 
many) potential patterns that can be discovered from the cancer dataset may look like:  
Most of those counties that have comparatively high (above average) breast 
cancer mortality rate are in rural areas and of low doctor ratio and low 
screening ratio, and those counties also concentrate in the Midwest region.  
This is a multivariate, spatial pattern, involving several attributes (breast cancer mortality 
rate, rural/urban index, doctor-to-population ratio, and screening ratio) and spatial 
distribution (spatially clustered in the mid-north region). For the same dataset, different 
patterns involving different subsets of attributes can co-exist. With existing data mining 
methods or spatial analysis approaches, it is not easy to detect such patterns from a large 
and high-dimensional dataset.  
1.2.2 Complex Hypothesis Space 
A hypothesis space is formed by all possible patterns (relationships) in a dataset. 
Current analysis methods often limit (or compress) the hypothesis space by assuming a 
simple form of pattern, which can be configured with several parameters. For example, 
the K-Means clustering method assumes clusters in a dataset are of a circular shape and 
of similar size. Then the hypothesis space for a K-Means clustering method is defined by 
all possible combinations of a K (the number of clusters) value and the center positions 
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for K clusters. If K is an input parameter, then the hypothesis space is further reduced to 
all possible combination of K cluster centers.  
As previously mentioned, the number of possible patterns, which can be of 
various forms, is nearly infinite. The extreme complexity of the hypothesis space for a 
large and high-dimensional dataset is controlled by several factors. First, each pattern 
may contain a different subset of attributes from the original data, and the number of such 
subsets, i.e., possible combinations of attributes, is extremely huge for a high-
dimensional dataset. Second, patterns can be of various forms, e.g., clusters can be 
various shapes. Third, for a specific pattern form (e.g., cluster of a specific shape), its 
parameter space is still huge, i.e., there are many ways to configure its parameters.  
Traditional data analysis approaches rely on the human to (1) formulate a 
hypothesis in the first place and then test it, or (2) provide a mathematical function and 
then use data to learn the parameters (e.g., coefficients in regression analysis), or (3) 
visually sift through the data to search patterns (e.g., information or scientific 
visualization). This type of confirmatory analysis or hypothesis-driven exploration (Han 
and Kamber 2001) is slow and highly subjective. Such data analysis can become 
impractical with a huge search space (hypothesis space) embedded in a large and high-
dimensional data sets (Fayyad, Piatetsky-Shapiro et al. 1996; Fayyad, Piatetsky-Shapiro 
et al. 1996).  
A new generation of hypothesis-generating (Openshaw and Openshaw 1997), or 
discovery-driven (Han and Kamber 2001) exploration approaches is needed. Such new 
methods should be able to efficiently and effectively search, suggest hypotheses and 
assist the user in identifying valid, unexpected, and ultimately useful patterns. In other 
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words, a discovery-driven, exploratory method can identify interesting patterns that the 
user might never think of (and thus it is impossible to provide such a hypothesis). As a 
pioneering attempt in hypothesis-generating geographic analysis, GAM (Openshaw, 
Charlton et al. 1987) and GCEM  (Openshaw 1998) were developed to automatically find 
spatial clusters and their locations, sizes, and even possible explanations. However, both 
methods are computationally very expensive even with a low-dimensional data set 
because it uses “brute force dumb map searches” to identify interesting patterns 
(Openshaw 1998) (p. 112). 
1.2.3 High Dimensionality (d) 
The richness of attributes (variables, or dimensions) in a data set can provide both 
opportunities and challenges for data analysis. On one hand, the availability of many 
attributes within the data enables the identification of complex (and preferably 
unexpected) patterns, e.g., multivariate relationships. On the other hand, it is inevitable 
that noisy or irrelevant attributes exist in the data. If the analysis method is unable to 
discriminate between relevant and irrelevant attributes, the result can be misleading or 
useless. Another problem with many attributes is that complex patterns in a high-
dimensional space are hard to imagine, and sometimes counter-intuitive. This requires the 
use of visualization to assist the human in understanding, interpreting, and steering the 
discovery process.  
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How to effectively and efficiently deal with a large number of attributes, identify 
interesting subsets of attributes (thereafter subspace
3) of the original data space, and then 
search patterns in each of them, is a challenging and open research question in the data 
mining and knowledge discovery literature. High-dimensionality can cause a serious 
computational problem due to the combinatory explosion effect. For example, if a data 
set has 100 attributes (dimensions), the total number of different subspaces is C100
2 + 
C100
3 + …+ C100
99  + C100
100
                                                
 = 2
100 – 101 (excluding 1-dimensional subspaces). This 
number definitely prohibits any attempt to examine each subset of dimensions 
exhaustively. To avoid such an exhaustive search, some heuristic measures are needed to 
help prune candidate subspaces. This is still an open and challenging research question, 
although there is some recent research addressing it (see next chapter for a detailed 
review).  
1.2.4 Large Data Volume (n) 
Data size (n) is the number of data objects (observations) contained in a data set. 
Large data volumes can cause serious difficulties for data analysis methods. First, it 
simply takes time to process a large volume of data even with automated computational 
algorithms. If an analysis method is not efficient or does not scale well with large 
datasets, its performance can degrade rapidly as n increases. For example, assume the 
running time of an analysis method is proportional to n
2 and for a dataset of size 100 (i.e., 
having 100 data objects) it takes 1 second to finish. Then, for a dataset of size 100,000, it 
 
3 A subspace is defined by a subset of dimensions from the original data space.  
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will take (100,000 / 100)
2 = 10
6 seconds ≈ 11.6 days to finish! Therefore a practical data 
mining method should scale well with a large n and be able to process a large volume of 
data reasonably fast.  
A second important issue is memory consumption. For a small dataset, it can be 
loaded and stored in main memory during the entire course of analysis. However, for a 
very large dataset it may be impossible to load all data objects into memory. Therefore, 
the analysis algorithm may need to read data many times from disk, which is much more 
time-consuming than reading data from main memory. Thus, an analysis method may not 
scale well with very large datasets if it needs to scan the entire dataset frequently or 
repeatedly during the course of analysis.  
Most traditional pattern-searching techniques in the area of pattern recognition, 
statistics, and machine learning are not efficient when applied to very large volume of 
data. For example, traditional decision tree implementation needs one scan over the 
training data per level of the tree. If a data set is too large to fit in main memory, it will 
cause a large amount of time-consuming disk I/O operations to build a decision tree. A 
new algorithm for decision tree construction was recently developed to scale well with 
large datasets (Gehrke, Ganti et al. 1999). The new algorithm can construct several levels 
of the tree with only two scans over the training database and on average is 300% faster 
than the traditional algorithm.  
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1.3  Overview of This Research  
To achieve both efficiency and effectiveness for exploring large and high-
dimensional geospatial datasets, it is critical to develop a highly interactive knowledge 
discovery environment that integrates the best of both human and machine capabilities 
(Ankerst, Ester et al. 2000). Computational methods can search large volumes of data for 
a specific type of pattern very quickly with mechanical accuracy and consistency, but 
they have very limited ability in adapting to various data sets and interpreting complex 
patterns. In contrast, humans can visually pick out complex patterns very quickly, attach 
meaning to patterns (judge and interpret patterns), and generate hypotheses for further 
analysis (Peuquet 2002). A knowledge discovery system for handling current geospatial 
datasets should thus have efficient, automated computational methods integrated with 
highly interactive visualization techniques in order to leverage the human expert’s 
knowledge and inference capabilities in a more human-machine collaborative 
environment and thus support an efficient, interactive, iterative, and effective process for 
extracting unknown information and knowledge from massive and high-dimensional 
geospatial datasets.  
The overarching goal of the reported (and future) research is to develop an 
integrated geographic knowledge discovery framework and a suite of efficient, effective 
data mining techniques for exploring large and high-dimensional geographic datasets and 
discovering complex, spatial patterns. As the first step, the specific objective of the 
reported research focuses on developing a framework and methods for discovering 
multivariate spatial clusters from large and high-dimensional geographic datasets.  
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The objective is achieved via: (1) the integration of automatic computational 
methods and highly interactive visualization techniques to enable an efficient, interactive, 
iterative, and eventually effective environment for exploring large and high-dimensional 
geographic data; (2) the development of an efficient and effective feature selection 
approach for identifying interesting subspaces (i.e., subsets of attributes); (3) the 
development and integration of an efficient spatial clustering method and an efficient 
general-purpose, high-dimensional clustering method for identifying multivariate spatial 
patterns within a selected subsets of dimensions.  
To evaluate the success of the developed discovery environment, two major 
criteria are considered. First, the developed methods should be efficient. There are two 
ways to evaluate the efficiency or scalability of a method: theoretical complexity analysis 
and empirical evaluation with large datasets. Generally, a computational complexity of 
O(nlogn) is considered efficient and scalable to large data size n. Since all developed 
methods will be integrated into an interactive discovery environment, if a method is not 
efficient, then it would not be able to support real-time human interactions. Thus 
experiments with large datasets can also evaluate the efficiency of a method.  
Second, the developed methods and the integrated discovery environment should 
be effective for discovering novel and meaningful patterns. To evaluate the effectiveness 
of a method or an integrated suite of methods, four interrelated questions need to be 
answered. Can the method(s) find valid patterns (not spurious ones)? Can the method(s) 
find valid patterns efficiently or easily? Can the method(s) find unexpected patterns (help 
generate hypothesis rather than confirm hypothesis)? Can the method(s) find all 
significant patterns? In the reported research, several experiments with synthetic datasets 
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for the developed methods are conducted, which can partly  answer the above four 
questions. “Partly” means that it is impossible to use synthetic data sets to simulate 
various complex patterns that can exist in a real data set. Nevertheless, well-controlled 
experiments can still give a good evaluation of the effectiveness of the developed 
methods. The reported research also conducted several applications with real data sets to 
further evaluate the effectiveness of the developed discovery environment. However, 
with real data sets, it is difficult to answer the last question. Future research will apply the 
developed methods to some benchmark datasets to better answer the fourth question.  
1.3.1 Towards a True Human-Machine Collaboration—the Framework 
To address complex problems and efficiently extract various patterns, a 
knowledge discovery environment should be able to integrate a suite of computational 
analysis methods and interactive visualization techniques, which can work cooperatively 
with each addressing a specific aspect of a complex problem. Such an integrated 
framework is flexible for (1) replacing/updating existing methods, (2) adding new 
methods, and (3) assembling a different set of methods to address a different problem. 
Specifically, as the first step, the developed knowledge discovery environment consists of 
four major group of methods. 
•  An efficient hierarchical spatial clustering method, which can identify arbitrary-
shaped hierarchical 2D clusters at different scales, and generate a 1D ordering of 
the spatial points that preserves the entire hierarchical cluster structure; 
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•  An efficient and effective feature selection method, which can identify interesting 
subsets of dimensions from the original data space; 
•  A efficient hierarchical, multivariate clustering method, which can identify 
arbitrary-shaped hierarchical multidimensional clusters given a set of dimensions;  
•  Various visualization techniques associated with each above method to support 
an interactive and iterative discovery process.  
1.3.2 Developing Methods for Spatial Clustering and Ordering 
Clustering 2D spatial points has been studied extensively with various approaches 
(see next chapter for a detailed review). As introduced earlier, the most prominent 
problem with existing spatial clustering methods is that they cannot work with multiple 
non-spatial, in addition to spatial, attributes and identify multivariate spatial clusters. 
Instead of attempting to develop a comprehensive, standalone clustering method that can 
process spatial dimensions and many other attributes, a new perspective is taken here. An 
efficient hierarchical spatial clustering method is developed to identify arbitrary-shaped 
hierarchical 2D clusters. More importantly, this method then generates a spatial cluster 
ordering that fully preserves all hierarchical clusters, i.e., any set of points that constitutes 
a cluster at some hierarchical level will be contiguous in the 1D ordering. By 
transforming hierarchical spatial clusters into a linear ordering, the integration of spatial 
and non-spatial information is made simpler since the spatial cluster structure is reduced 
to a single axis (a “common” attribute) in the feature space.  Therefore, this ordering, 
together with many non-spatial dimensions (attributes) can be processed with any 
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general-purpose high-dimensional clustering method for searching multivariate spatial 
patterns.  
1.3.3 Developing Methods for Selecting Subsets of Dimensions  
As introduced earlier, the high dimensionality of data sets can cause serious 
problems for all data analysis methods, especially for exploratory clustering techniques. 
An effective and efficient feature selection method for high-dimensional clustering is 
developed to identify interesting subspaces, which may have meaningful clusters. A new 
calculation of conditional entropy, as a generic measure of cluster tendency, is developed 
to reliably measure the existence and the significance level of clusters (defined as a 
contiguous dense region of arbitrary shape) in a 2D space. Given a high-dimensional data 
set (S) of dimensionality d, there are altogether d*(d-1)/2 different 2D subsets. The 
conditional entropy values of all these 2D subsets form a matrix. From the visualization 
of this entropy matrix, the user can easily get a holistic understanding of various 
relationships among dimensions. Interesting subspaces of more than two dimensions can 
be automatically extracted or interactively identified from the matrix. The method is 
robust and efficient for correct identification of subspaces of various dimensionalities that 
contain clusters of various sizes. Its computational complexity is O(d
2nlogn).  
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1.3.4 Developing Methods for Hierarchical Multivariate Clustering  
Given a multidimensional data space, which is defined by a subset of dimensions 
selected above (spatial ordering may also be included), the analysis problem turns into a 
general multivariate clustering task, or a general clustering task without specific 
considerations of spatial dimensions and possible noisy or irrelevant dimensions. The 
challenges remaining here include: (1) to be efficient, (2) to make the result and the 
discovery process easy to understand, (3) not to impose any a priori model, or assume 
any form of pattern, and let the data speak for themselves.  
A density- and grid-based hierarchical multivariate clustering method is 
developed. The method is efficient because it first generalizes data into a small set of 
hyper-cells and then performs clustering with those cells. It incorporates several highly 
interactive visualization techniques to help the user explore the data, understand and 
configure the method, and interpret the result. The spatial cluster ordering is transparent 
to the multivariate clustering method but implicitly enables the method to identify 
multivariate spatial patterns. The clustering method produces a hierarchy of clusters. The 
user can interactively explore and interpret the hierarchy to decide how many clusters 
there should be, which cluster is important, and the next step for exploration.  
1.3.5 Developing and Incorporating Interactive Visualization Techniques 
Various visualization techniques are developed or adopted to enable a fully open 
and interactive knowledge discovery environment. As an integral part of the knowledge 
discovery environment, visualization techniques can support several important tasks. 
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First, visualization can be used to examine the data, get a preliminary understanding of 
the data quality and characteristics, and enable the human to detect patterns visually. 
Second, visualization techniques can be used as an interactive interface to facilitate the 
configuration of algorithm parameters by showing the immediate change upon a 
parameter setting, or helping the user identify an optimal value of a parameter from some 
visual displays. Third, visualization can be used to present the result of a data mining 
procedure and let the user to fully manipulate, understand and interpret patterns. Fourth, 
linkage or brushing across different visual displays can help the user examine and 
understand the overall pattern. For example, if a cluster selected in the visualization of 
the multivariate clustering result can be simultaneously highlighted in a map, the user can 
better understand and interpret the geographic distribution of multivariate clusters.  
1.4  Layout of the Thesis 
The rest of this thesis is organized as follows. Chapter 2 gives a review of related 
research. Chapter 3 presents a detailed introduction of the developed research and 
methodology. Chapter 4 focuses on the interactive hierarchical spatial clustering method. 
Chapter 5 focuses on the conditional-entropy-based feature selection method. Chapter 6 
focuses on the interactive, hierarchical, multivariate clustering method. Chapter 7 
provides the system architecture and some key implementation details. Chapter 8 
introduces the integrated system for interactively searching multivariate spatial patterns 
with several applications.  Chapter 9 discusses implications and future work.  
  
Chapter 2 
 
Related Research 
 
“In Science, great difficulty is sometimes experienced in giving up hypothesized 
structures … and letting the data speak for themselves.” 
 (Gould 1981) 
2.1 Introduction 
2.1.1 Geography, Observations, and Data 
Geography is mostly an observational science, rather than an experimental 
science, because the spatial scale is often too large and geographic problems are too 
complex for experimentation. Geographers acquire new knowledge by searching for 
patterns, formulating theories, and testing hypotheses with observations. There is a long 
history of scientists gathering observational data of geographic phenomena and events. 
These data are central to geographical inquiry (National-Research-Council 1997).  
Fieldwork is a traditional and still widely practiced method for collecting 
observational data in many branches of geography, e.g., biogeography, ecology, 
geomorphology, and even urban geography. To record large-scale geographic phenomena 
and their change over time efficiently, consistently, and tirelessly, automatic data-
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gathering devices have been playing an increasingly important role in collecting a variety 
of data. Such data include daily (even hourly) weather recordings, satellite imagery, 
environment monitoring data, etc. Survey is another approach for gathering various 
socio-economic data.  
However, raw observational data is mostly static “snapshots” of geographic 
phenomena and events and is not directly useful for scientific understanding, problem 
solving, or decision-making. There is a long way to go from the observational data to the 
derivation of novel and useful knowledge from the data. Analysis of observational data is 
critically important in geographic inquiry.  
2.1.2 The Role of Data Analysis in Acquiring Knowledge 
To analyze observational datasets, traditional (mostly statistical) data analysis 
approaches often require a priori models or hypotheses. For example, a regression 
method always assumes that the data contains a linear relationship, which is of form: Y = 
β0 + Σk  (βk  Xk) + ε. Then the regression analysis procedure learns or configures the 
coefficients βk and ε using the observational data. Such confirmatory analysis approaches 
can be depicted as:  
Observational data + hypothesis/model Æ Data analysis Æ Knowledge, 
where the imposition of a model (e.g., linearity) is before the analysis starts. Therefore 
the analysis mainly focuses on confirming a hypothesis or refining the parameters of a 
model rather than uncovering novel (and unexpected) relationships of various forms.  
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One obvious shortcoming of this type of analysis is that if the hypothesis or model 
is completely wrong, the analysis can at best indicate that the data does not fit, but cannot 
suggest any better alternatives. An effective data analysis method should allow the 
detection of unknown relationships in an unconstrained manner, or “let the data speak for 
themselves”, rather than force the data into a functional form that is “so taken-for-
granted” (Gould 1981).  
Different from confirmatory analysis as described above, exploratory data 
analysis (EDA) (Tukey 1977; Anselin 1996; Anselin 1999) does not require a model 
imposition or any hypothesis beforehand. Rather, the goal of EDA is to infer what model 
would be appropriate. An EDA analysis procedure can be depicted as:  
Observational data Æ  Data analysis Æ Hypothesis/model Æ Knowledge 
Most EDA techniques rely heavily on statistical graphics to let the data reveal its 
structural information and support human visually identify patterns.  
However, both of the above two types of analysis (confirmatory analysis and 
exploratory analysis) are manual since they all rely on human to either formulate a model 
subjectively, or detect patterns visually. Data mining and knowledge discovery in 
databases (KDD) has attracted rapidly growing research interests, which aim to expedite 
the extraction of useful knowledge from the great wealth of data. Section 2.3 gives a 
comprehensive review of this area of research.  
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2.1.3 Spatial Data Analysis Is Special 
Geographic data contain two types of elements: data describing the spatial 
locations of objects (and their topological relationships) and data describing non-spatial 
attributes (i.e., thematic data) of the objects (Fischer, Scholten et al. 1996).  As 
introduced in chapter 1, spatial data have unique and important characteristics that 
require a special set of analysis methods to deal with them. Spatial statistics, spatial 
modeling and simulation, and exploratory spatial data analysis (ESDA) are several major 
groups of spatial analysis methods.  
However, most spatial analysis methods, especially spatial statistical methods, 
were developed in a ‘data-poor’ era and based on a small number of sampled 
observations (Openshaw 1998; Anselin 1999; Getis 1999). Confronting the current 
voluminous and frequently exhaustive stores of data, these methods are either 
theoretically invalidated/questioned, e.g., significance test in a small dataset is different 
from that in a very large dataset (Glymour, Madigan et al. 1996; Gahegan 2003), or too 
computationally expensive to carry out.   
2.1.4 Exploratory Spatial Data Analysis (ESDA)  
Exploratory spatial data analysis (ESDA) is a special set of exploratory data 
analysis methods that take into account the spatial aspects of the data (Anselin 1996). It 
includes a collection of techniques to describe and visualize spatial distributions, identify 
spatial outliers, discover spatial association (spatial clusters), and suggest various forms 
of spatial patterns. Central to ESDA is the concept of spatial autocorrelation (Anselin 
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1999). The limitation of ESDA is that it is by nature manualit is up to the user choose 
features (attributes), choose the proper statistical graphics, identify patterns and interpret 
them. Most visualization methods cannot handle many attributes simultaneously.  
2.1.5 Converging Efforts for Geographic Knowledge Discovery 
Both spatial and non-spatial datasets are increasingly large and having more and 
more attributes. There is increasingly less difference between spatial datasets and non-
spatial datasets because: (1) spatial datasets always have many non-spatial attributes, and 
(2) traditional non-spatial applications are becoming increasingly geography-aware. For 
example, commercial transaction data are joined with locations (addresses) to study the 
variation of shopping patterns across regions; clinic records are geo-coded (with 
confidential considerations) to study the environmental effects on the incidence of a 
certain disease.  
To address the problem of geographic knowledge discovery, research efforts of 
both spatial data analysis and general data mining are converging. For example, from 
today’s understanding, the geographic analysis machine (GAM) (Openshaw, Charlton et 
al. 1987) and its later variants (Openshaw 1998) are actually spatial data mining methods 
although it came into being around the same time that the area of data mining and 
knowledge discovery started to emerge. Another such example is the parallel research 
efforts in geovisualization (MacEachren 1995; Gahegan and Brodaric 2002) and visual 
data mining methods for spatial exploration (Andrienko and Andrienko 1999; Andrienko 
and Andrienko 1999; Andrienko and Andrienko 2001).  
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2.2 Introduction to Data Mining and Knowledge Discovery 
2.2.1 Why data mining and knowledge discovery? 
Traditional manual approach for analysis rapidly breaks down when the volume 
of data grows and the number of dimensions increases explosively (Fayyad and 
Uthurusamy 1996). Our ability to analyze and understand massive datasets falls short 
behind our ability to gather and store the data. There is an urgent need of novel 
techniques to address such a “data-rich but theory-poor” situation and efficiently turn 
massive data into useful information and knowledge (Rhind, Openshaw et al. 1989; 
Openshaw, Cross et al. 1990; Han and Kamber 2001).  
Data mining and knowledge discovery in databases (KDD) is a new but rapid-
growing research area for efficiently detecting and extracting patterns from data. It has 
deep root in fields of statistics, pattern recognition, artificial intelligence, machine 
learning, and databases (Fayyad and Uthurusamy 1996; Fayyad, Grinstein et al. 2002).  
2.2.2 What is data mining and knowledge discovery? 
Simply put, knowledge discovery in databases (KDD) refers to the overall process 
of discovering useful knowledge from large amounts of data, and data mining can be 
viewed as a particular step in this process. “KDD is the nontrivial process of identifying 
valid, novel, potentially useful, and ultimately understandable patterns in data”(Fayyad, 
Piatetsky-Shapiro et al. 1996). A KDD process normally consists of the following steps 
(see figure 2-1).  
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Figure 2-1: Steps in the KDD process (Fayyad, Piatetsky-Shapiro et al. 1996).  
•  Data integration and cleaning: combine multiple data sources and remove 
inconsistent data.  
•  Data selection and transformation: to select relevant part of data and transform it 
into forms appropriate for mining.  
•  Data mining: to apply automatic computational algorithms or visualization 
techniques to extract/search patterns.  
•  Pattern evaluation, presentation, and interpretation: to identify the truly 
interesting patterns, present them to the user, and let the expert interpret 
them to ensure the discovered knowledge are valid and useful. 
Data mining and KDD applications have several distinct characteristics compared 
to traditional data analysis. First, the data set size is normally very large (e.g., > 10,000 
observations). Second, the dimensionality of the data is high (e.g., >50 dimensions). 
Third, KDD focuses on the comprehensive, exploratory process of discovering patterns 
and acquiring knowledge from data.  
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2.3 Review of Data Mining Tasks and Methods 
This section is a general overview of various data mining methods, with roots in 
several research fields. The array of current data mining techniques draws upon methods, 
algorithms and techniques from machine learning, pattern recognition, statistics and 
databases (Fayyad, Piatetsky-Shapiro et al. 1996). For example, machine-learning 
methods (e.g., decision tree, example-based learning, etc.) can address supervised 
classification problems. Pattern recognition provides methods like artificial neural 
network (ANN) and unsupervised clustering methods. Description, rather than prediction, 
is the key task in data mining. Description tasks, which focus on finding human-
interpretable patterns describing the data, mainly include research in area of 
classification, clustering, summarization (including association rules), and visualization 
(Table 2-1). 
Table 2-1: Overview of data mining tasks and methods 
Tasks  Description  Methods 
Classification Supervised 
classification 
(requiring training 
data) 
Decision Tree 
Artificial Neural Network (ANN) 
Bayesian Estimation (BE) 
Maximum Likelihood Estimation (MLE) 
Summarization  A compact description 
for a subset of data 
Characteristic rules 
Association rules 
Clustering Unsupervised 
classification 
(no training data) 
Distance-based clustering 
Model-based clustering 
Density-based clustering 
Condensation-based method for clustering 
Subspace clustering methods 
Feature selection for clustering 
… 
Visualization Enabling  visual 
detection or 
description of patterns 
Visual presentation methods 
Visual data mining methods 
Interactive interface to algorithms   
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2.3.1 Classification 
Classification is about assigning things to classes (categories) according to their 
properties (attribute values) (Quinlan 1993). Classification is also called supervised 
classification, as opposed to the unsupervised classification (clustering). “Supervised” 
classification methods need training datasets to train (or configure) the classification 
model, a validation dataset to validate (or optimize) the configuration, and a test dataset 
to evaluate the performance of the trained models.  
To illustrate what constitutes a classification problem, a simple data set is used 
here (table 2-2). This data set is originally from (Quinlan 1993), which has class values 
(play or not play). From this train data set, a model can be learned (a decision tree, a 
neural network, etc.) and then used to classify new data into classes. 
Table 2-2: A small training data set. For each case, there are four attribute values 
(outlook, temp, humidity, and windy) and a class label (play or not play). This is a 
training dataset because all class labels are known. A model (or some rules) is learned 
from this training data and then used to classify new observational data with unknown 
class labels. This data set is originally from (Quinlan 1993).  
Outlook  Temp (°F)  Humidity (%)  Windy?  Class 
Sunny 75  70  True  Play tennis 
Sunny 80  90  True  Don’t play 
Sunny 85  85  False  Don’t play 
Sunny 72  95  False  Don’t play 
Sunny 69  70  False  Play tennis 
Overcast 72  90  True  Play tennis 
Overcast 83  78  False  Play tennis 
Overcast 64  65  True  Play tennis 
Overcast 81  75  False  Play tennis 
Rain 71  80 True  Don’t play 
Rain 65  70 True  Don’t play 
Rain 75  80 False  Play tennis 
Rain 68  80 False  Play tennis 
Rain 70  9   6 False  Play tennis   
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Decision trees and neural networks are the most popular and widely used data 
mining methods for classification problems. Other classification methods include 
maximum likelihood estimation (MLE), linear discriminant function (LDF), nearest 
neighbor methods, and case-based reasoning (CBR). These methods are mainly from 
fields of machine learning and pattern recognition.  
2.3.1.1 Decision trees 
Among those classification methods, approaches using decision trees produce the 
most understandable output—classification rules, which can be easily derived from the 
classification tree generated by a decision tree algorithm knowledge  (Quinlan 1993; 
Mitchell 1997; Koperski, Han et al. 1998; Ankerst, Ester et al. 2000; Witten and Frank 
2000). For the training data set in table 2-2, the following classification rules are learned 
(Quinlan 1993): 
1. If  outlook = sunny and humidity <= 75 then Play tennis 
2. If  outlook = sunny and humidity > 75 then Don’t play 
3. If  outlook = overcast then Play tennis 
4. If  outlook = rain and windy = true then Don’t play 
5. If  outlook = rain and windy = false then Play tennis 
With these classification rules, we can classify a new observation {sunny, 65, 97, 
false} into class Don’t play according to rule 2: If outlook = sunny and humidity > 75 
then Don’t play. 
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There are two different ways for inferring classification rules: discriminative 
learning and informative learning (Rainsford and Roddick 1999). Discriminative learning 
defines the boundaries between classes, while informative learning finds a good 
description of each class. For example, a data set contains properties of different fruits. 
Assume there are only two kinds of fruits: apple and watermelon. One of the properties is 
size (diameter). The diameter of apples may vary between 5 and 15 cm and the diameter 
of watermelons may vary between 25 and 55 cm. Using discriminative learning you can 
get “if diameter < 20 then apple” and “if diameter > 20 then watermelon” (please notice 
that 20 is the midpoint between 15 and 25). Using informative learning you can get “if 5 
< diameter < 15 then apple” and “if 25 < diameter < 55 then watermelon”. The 
advantage and disadvantage of each approach are obvious. Discriminative rules are less 
precise than informative rules but are more robust when applied for classification of new 
cases. For example, discriminant rules can correctly label a fruit of a diameter of 17cm as 
apple, while informative rules would dismiss it as unknown.  
Traditional decision tree implementation cannot work efficiently because it needs 
one scan over the training data per level of the tree. Since a data set can be too large to fit 
in main memory, it may cause large amount of time-consuming I/O operations. BOAT 
(Bootstrapped Optimistic Algorithm for Tree Construction) is a new algorithm for 
decision tree construction that improves upon earlier algorithms in both performance and 
functionality (Gehrke, Ganti et al. 1999). Parallel algorithms for constructing 
classification decision trees are also developed (Srivastava, Han et al. 1999).  
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2.3.1.2 Artificial neural networks 
Artificial neural networks (ANNs) are mathematical systems modeled after the 
general structure of the brain. A neural network comprises of a number of nodes that are 
linked via weighted interconnections (Duda, Hart et al. 2001). A node takes weighted 
signals from other nodes and outputs a numeric result. Neural networks usually put nodes 
in layers. Nodes of the same layer have similar characteristics and execute their activation 
functions at the same time. The activation functions of nodes, i.e., the way they are 
interconnected and the weights of those interconnections, control the behavior of neural 
networks, i.e., how they map input data to output classes. Neural networks use training 
data to learn the relationships between the input variables and the predicted variables by 
setting those weights. Once trained, a neural network can classify new cases and make 
predictions. Simply put, the approach used in deriving neural networks is to use a set of 
hyperplanes to partition the multidimensional feature space into regions, each of which is 
a decision region for a class (cases fall in this region will be classified to this class). 
Neural networks can only process numerical data, while decision trees can 
process both numerical and categorical data. Another salient drawback of neural 
networks when applied in data mining is that it cannot provide “ultimately 
understandable” patterns. The barrier to understanding is that those hyper-planes used to 
divide the feature space are usually very complex and hard to interpret. There are some 
research carried out to overcome the black-box nature of neural networks and extract 
explicit knowledge from them (Fu 1998; Fu 1999).  
 31 
2.3.1.3 Bayesian estimation (BE) and maximum likelihood estimation (MLE)  
BE and MLE are forms of supervised classification that assume all the samples 
for each class conform to a statistical distribution, e.g., Gaussian distribution, and the 
whole data set is a mixture of Gaussian models (Duda, Hart et al. 2001). The training step 
is using samples of each class to estimate the parameters for each distribution model, 
which are the mean vector and variance vector for the Gaussian distribution. With these 
estimated statistical parameters, they classify new examples according the statistical 
model of each class—the most likely (with highest probability) class will be the final 
class label. Although the results obtained with BE and MLE are frequently nearly 
identical, these two approaches are conceptually quite different. MLE view the 
parameters as fixed values but unknown (the training procedure is to estimate them). In 
contrast, Bayesian methods view the parameters as random variables having a prior 
distribution—the parameters of a distribution have their own statistical distributions. 
2.3.2 Summarization 
Summarization is to find a compact description for a subset of data. 
Summarization knowledge mainly includes characteristic rules and association rules.  
2.3.2.1 Characteristic rules 
Characteristic Rules describe a set of data in a concise and summary manner and 
presents general properties of the data. Mining characteristic descriptions of the data is an 
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essential component for descriptive data mining. An example on how to mine 
characteristic knowledge is presented in (Han 1999). Characteristic data mining can be 
implemented with a data cube method or an attribute-oriented induction method. In the 
data cube approach, a multidimensional database is constructed which consists of a set of 
dimensions and measures. A dimension is usually defined by a set of attributes that form 
a hierarchy or a lattice structure. The attribute-oriented induction approach may handle 
complex types of data and perform attribute relevance analysis in characterization.  
2.3.2.2 Association rules 
A rigorous, mathematical definition of association rules can be found in 
(Agrawal, Imielinski et al. 1993). Let I = {i1, i2, …, im} be a set of items (i.e., things 
bought in transactions, e.g., computer, milk, bike, etc.). Let D be a set of transactions, 
where each transaction T is a set of items such that T ⊆ I. Note that the quantities of items 
bought in a transaction are not considered, meaning that each item is a binary variable 
representing if an item was bought. Let X be a set of items. A transaction T is said to 
contain X if and only if X ⊆ T. An association rule is an implication of the form X ⇒ Y, 
where X ⊂  I, Y ⊂ I, and X ∩ Y = ∅. The rule X ⇒ Y holds in the transaction set D with 
confidence c if c% of transactions in D that contain X also contain Y. The rule X ⇒ Y has 
support s in the transaction set D if s% of transactions in D contain X ∪ Y. 
Confidence denotes the strength of implication and support indicates the 
frequencies of the occurring patterns of the rule. It is often desirable to pay attention to 
only those rules that have reasonably large support. If these rules with large support also 
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have high confidence levels, they are referred to as strong rules (Agrawal, Imielinski et 
al. 1993). The task of mining association rules is essentially to discover strong 
association rules in large databases. There are usually two steps for mining association 
rules. First, discover the large item sets, i.e., the sets of item sets that have transaction 
support above a predetermined minimum support s. Second, use the large item sets to 
generate the association rules for the database. Various techniques and applications on 
mining association rules have been developed (Koperski and Han 1995; Agrawal 1996; 
Agrawal and Shafer 1996; Srikant and Agrawal 1997; Han, Nishio et al. 1998). 
Association rules can be mined at different levels (scales). For example, Ng and 
others. find that vessel-to-vessel associations are overly specific to be of any significance 
to detect customer retentions at the Port of Singapore Authority (PSA) (Ng, Liu et al. 
1998). Generalizing association rules into a higher concept-level involves domain 
knowledge in the form of concept hierarchies.  
2.3.3 Clustering 
Clustering is one of the most important tasks in data mining and knowledge 
discovery (Fayyad, Piatetsky-Shapiro et al. 1996).  Clustering analysis is to find subsets 
within the data that behave enough alike to warrant further analysis. Clustering analysis 
organizes a set of objects into groups (or clusters) such that objects in the same group are 
similar to each other and different from those in other groups (Gordon 1987; Gordon 
1996) (Everitt, Landau et al. 2001). These groups or clusters should have meaning in the 
context of a particular problem (Jain and Dubes 1988). The definition of proximity 
 34 
(similarity function) between two data objects (or between two groups of data objects) 
and the overall optimization search strategy, i.e., how to find the best overall grouping 
according to an optimization criteria, are the most important and fundamental parts 
within a clustering method. Clustering, known as unsupervised classification, does not 
need training data and is especially useful when the user has limited knowledge about the 
data.  
A cluster analysis generally consists of seven steps (Milligan 1996; Everitt, 
Landau et al. 2001):  
1.  Data to clusterdata acquisition, preparation and cleaning.  
2.  Variables to useselecting relevant variables to be included in the clustering 
procedure. Irrelevant or masking variables should be excluded if possible.  
3.  A proximity measuredesigning a proper proximity measure. 
4.  The clustering procedure. 
5.  Number of clustersdetermining how many clusters there should be and no 
cluster is a possible outcome.  
6.  Replication, testing and interpretation.  
Clustering methods can be divided into two groups: partitioning and hierarchical 
approaches (figure 2-2). The partitioning approach aims to divide the data set into several 
clusters, which may not overlap with each other but together cover the whole data space. 
A data item is assigned to the “closest” cluster based on a type of proximity or 
dissimilarity measure. Hierarchical clustering approaches decompose the data set with a 
sequence of nested partitions, from fine to coarse resolution. Hierarchical clustering can 
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be presented with dendrograms, which consist of layers of nodes, each representing a 
cluster (Jain and Dubes 1988). This type of clustering is best represented by a 
dendrogram (Duda, Hart et al. 2001), which is a tree that splits the data space recursively 
into small subsets. The simplest approach for hierarchical clustering is to start from each 
individual data point, and then recursively merge two “closest” points (again based on a 
type of distance measure) into a subset until the whole data set is in one cluster. A top-
down approach can also used—recursively dividing the dataset into smaller subsets. Each 
data point can belong to several clusters on different levels. 
 
Hierarchical Clustering
Hierarchical Clustering
Grid-Clustering
Partitioning Clustering
Partitioning Clustering
Distance-
based
Model-
based
Density-based
Neighborhood-
based
Grid-
based
K-Means
CLARANS
...
MLE
EM
...
DBSCAN
DOC
...
CLIQUE
ENCLUS
...
Distance-
based
Model-
based
Density-based
Neighborhood-
based
Grid-
based
Single-link
Graph-based
...
Fraley
(1998)
...
OPTICS
Figure 2-2: A general classification of clustering methods.  
Within each group, according to their definitions of a cluster, clustering methods 
may also be classified into three groups: distance-based, model-based (or distribution-
based), and density-based methods. Other detailed reviews of clustering research can be 
found in (Jain, Murty et al. 1999; Duda, Hart et al. 2001; Everitt, Landau et al. 2001; Han 
and Kamber 2001).  
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2.3.3.1 Distance-based clustering methods 
Distance-based clustering methods need a distance or dissimilarity measure, from 
which those most similar objects are grouped into clusters. Distance-based, partitioning 
methods  include  K-means and CLARANS (Ng and Han 1994). Distance-based, 
hierarchical clustering methods include single-linkage and graph-based methods (Gordon 
1987; Jain and Dubes 1988; Gordon 1996; Duda, Hart et al. 2001).  
CLARANS (Clustering Large Applications based on RANdomized Search) (Ng 
and Han 1994) is a k-medoids clustering method, which a type of distance-based, 
partitioning clustering. It uses a randomized and bounded search strategy to improve the 
initial partition and is more efficient than traditional k-medoids methods like PAM and 
CLARA (Kaufman and Rousseeuw 1990). However, CLARANS still needs to scan 
through the whole database to compute the overall optimal solution, and thus it is very 
time-consuming even with the randomized search strategy. Ester proposed two 
techniques to integrate CLARANS with spatial databases using a spatial index structure 
(Ester, Kriegel et al. 1995) to improve time performance.  
2.3.3.2 Model-based clustering methods 
Model-based or distribution-based clustering methods assume the data of each 
cluster conform to a specific statistical distribution (e.g., Gaussian distribution) and the 
whole dataset is a mixture of several distribution models. Maximum Likelihood 
Estimation (MLE) and Expectation-Maximization (EM) are two examples of distribution-
based partitioning clustering methods (Bradley, Fayyad et al. 1998; Duda, Hart et al. 
 37 
2001). Model-based hierarchical clustering has been studied in (Fraley 1998; 
Vaithyanathan and Dom 2000).  
Traditional model-based statistical clustering algorithms typically use an iterative 
refinement procedure to compute a local optimal clustering solution that maximizes the 
fit to data. These algorithms typically require many data scans to converge, and within 
each scan they require the access to every item in the dataset. For large databases, the 
scans become prohibitively expensive.  
Bradley and others presented a scalable implementation of the Expectation-
Maximization (EM) algorithm (Bradley, Fayyad et al. 1998). The EM method is a 
traditional distribution-based clustering method. The scalable method is based on a 
decomposition of the basic statistics the algorithm needs. Their new implementation 
operates within the confines of a limited main memory buffer and requires at most a 
single database scan. The main problem with distribution-based methods generally is 
their distribution assumption—in high dimensional dataset, it is seldom that the data 
points conform to any kind of distribution. 
2.3.3.3 Density-based clustering methods 
Density-based approaches regard a cluster as a dense region (relative to sparse 
regions) of data objects (Jain and Dubes 1988; Ester, Kriegel et al. 1996; Agrawal, 
Gehrke et al. 1998). Density-based clustering can adopt two different strategies: grid-
based or neighborhood-based.  
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A grid-based approach divides the data space into a finite set of multidimensional 
grid cells, calculates the density of each grid cell, and then groups those neighboring 
dense cells into a cluster. Such methods include Grid-Clustering (Schikuta 1996), 
CLIQUE (Agrawal, Gehrke et al. 1998), OptiGrid (Hinneburg and Keim 1999), 
ENCLUS (Cheng, Fu et al. 1999).  
The key idea of neighborhood-based approaches is that, given a radius ε (as in 
DBSCAN (Ester, Kriegel et al. 1996) and OPTICS (Ankerst, Breunig et al. 1999)) or a 
side length w (as in DOC (Procopiuc, Jones et al. 2002)), the neighborhood (either a 
hyper-sphere of radius ε or a hyper-cube of side length w) of an object has to contain at 
least a minimum number of objects (MinPts) to form a cluster around this object. Among 
those density-based methods, Grid-Clustering and OPTICS can perform hierarchical 
clustering. 
DBSCAN (Density Based Spatial Clustering of Applications with Noise) (Ester, 
Kriegel et al. 1996) relies on a density-based notion of clusters and is designed to 
discover clusters of arbitrary shape in spatial databases with noise. The basic idea is that 
the neighborhood of a given radius (Eps) for each data point has to contain at least a 
minimum number of points (MinPts) to form a cluster (i.e., the density in the 
neighborhood has to exceed some threshold). To find a cluster, DBSCAN starts with an 
arbitrary point p and retrieves all points density-reachable from p. Thus, it requires two 
input parameters: Eps and MinPts, which is subjectively decided and prone to errors.  
CLIQUE (CLustering In QUEst) (Agrawal, Gehrke et al. 1998) is another density 
based clustering method. It is different from DBSCAN in three aspects. First, it is grid-
based (divide the data space into grid cells and identify dense cells) while DBSCAN is 
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circle-based (searching dense regions with a moving circle). Second, it can automatically 
search subspaces (composed of a subset of dimensions of the original dataset) that 
contain significant clusters, while DBSCAN can only search clusters in a 2D space. 
Third, CLIQUE generates the description of clusters with a disjunctive normal form 
(DNF) expression, which is of a rule-based form and easy to understand. Please see 
section 2.3.3.5 for detailed introduction to CLIQUE.  
OptiGrid (Hinneburg and Keim 1999) is a density-based clustering using a grid-
based approach. It is different from the CLIQUE method in three aspects. First, it uses a 
number of contracting projections to determine the optimal cutting planes and achieve the 
optimal partitioning of the data. So, grid cells can be of different size. To form 
projections is similar to create new dimensions in the Principal Component Analysis 
(PCA) method. Choosing the right projection is not a trivial task and is time-consuming. 
Second, OptiGrid later integrated visualization techniques to balance the automaticity and 
interactivity (Hinneburg, Keim et al. 1999). Third, OptiGrid can not perform subspace 
clustering (see section 2.3.3.5). 
2.3.3.4 Condensation-based methods for clustering 
Strictly speaking, condensation-based methods cannot perform cluster analysis by 
themselves. Rather, they are designed to help other clustering methods scale well with 
large volumes of data. The basic idea of condensation-based methods is to fit the huge 
data set in main memory by summarizing the data set with sufficient statistical 
information. In other words, the clustering algorithm takes the summarization (e.g., mean 
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values, histograms, sums, etc.) of the data as input rather than the data itself. Examples 
include the BIRCH method and STING method (Zhang, Ramakrishnan et al. 1996; 
Wang, Yang et al. 1997). These methods can be combined with other methods (as 
mentioned earlier) to work with large dataset efficiently.  
BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) (Zhang, 
Ramakrishnan et al. 1996) is the first method performing condensation-based clustering. 
It uses a highly specialized tree-structure for the purpose of clustering very large sets of 
points. The advantage of this structure is that its memory requirements can be adjusted to 
the available main memory. BIRCH incrementally computes compact descriptions of 
sub-clusters, called Clustering Features (CF) containing the number of points, the linear 
sum and the square sum of all points in the cluster. The CF values are sufficient for 
computing information about sub-clusters like centroid, radius and diameter. The 
clustering features are organized in a balanced tree with branching factor B and a 
threshold  T. A non-leaf node represents a cluster consisting of all the sub-clusters 
represented by its entries, and the number of these entries should be no more than B. A 
leaf node has to contain at most L entries and the diameter of each entry in a leaf node 
should be no more than T. Thus T determines the size of the tree. The first phase of 
BIRCH performs a linear scan of all data points and builds a CF-tree. In an optional 
phase 2, the CF-tree can be further reduced until a desired number of leaf nodes is 
reached. In phase 3, an arbitrary clustering algorithm (e.g., CLEARANS) is used to 
cluster the leaf node of the CF-tree.  
Similar to BIRCH, as another condensation-based approach, STING (Wang, Yang 
et al. 1997) divides the data space into rectangular cells and store statistical parameters 
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(such as mean, variance, etc.) of the objects in the cells. This information can then be 
used to efficiently determine the clusters. 
Nevertheless, condensation-based methods have been designed for low-
dimensional data (Hinneburg and Keim 1999). They generally do not work well with 
high dimensional data.  
2.3.3.5 Subspace clustering methods 
Subspace clustering is very important for effective treatment of high 
dimensionality. It is not meaningful to look for clusters in a high dimensional space 
because (1) the average density of points anywhere in the data space is likely to be very 
low, and (2) many dimensions or combinations of dimensions can have noise or values 
that are uniformly distributed. Thus, either distance-based or density-based clustering 
methods that use all the dimensions of the data may be ineffective in identifying clusters. 
Furthermore, clusters may exist in different subspaces comprised of different subset of 
attributes (Agrawal, Gehrke et al. 1998). Currently two approaches are often used to 
tackle the problem of high dimensionality: (1) requiring the user to specify the subspace 
(a subset of the dimensions) for cluster analysis, or (2) applying a dimensionality 
reduction (or multi-dimensional scaling) method to the dataset, e.g., principal component 
analysis (PCA) or self-organizing map. They all try to transform the original data space 
into a lower dimensional space by forming dimensions that are combinations of original 
attributes. While these techniques may succeed in reducing the dimensionality of the 
data, they have two severe drawbacks: (1) new dimensions can be very difficult to 
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interpret, making result clusters hard to understand, and (2) these techniques cannot 
identify clusters that exist in different subspaces of the original data space (Agrawal, 
Gehrke et al. 1998).  
CLIQUE is one of the first subspace clustering methods. It adopts a density-based 
approach to clustering: a cluster is a region that has higher density of points than its 
surrounding area. The problem is to automatically identify projections of the input data 
onto a subset of the attributes with the property that these projections include regions of 
high density. To approximate the density of the data points, they partition the data space 
into a finite set of cells and then find the number of points that lie inside each cell. 
CLIQUE partitions each dimension into the same number of equal length intervals. A 
formal delineation of CLIQUE method is introduced below.  
Let A = {A1, A2, … , Ad} be a set of dimensions and S = A1 ×  A2 ×  … × Ad be a d-
dimensional numerical space. The data set D consists of a set of d-dimensional points V = 
{v1, v2, …, vn} where vi = <vi1, vi2, …, vid>. The data size is n and the dimensionality is d.  
Each dimension Ai is divided into ξ intervals of equal length and thus the data space S is 
partitioned into ξ
d cells (or hyper cells). Each cell u = {u1, u2, …, ud} is the intersection 
of one interval (ui) from each dimension, where ui = [li, hi) is a right-open interval and li = 
hi-1 for 0 < i < d. Then a point v = <v1, v2, …, vd> will be contained in cell u = {u1, u2, …, 
ud} if li ≤ vi < hi  for all ui. The selectivity of a cell is the fraction of total data points 
contained in the cell. Given a density threshold (τ ), a cell is dense if its selectivity > τ. So 
far, we can see that CLIQUE needs two critical input parameters: ξ and τ, i.e., the 
number of intervals and the density threshold.  
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CLIQUE defines a cluster as a maximal set of connected dense cells in a subspace 
{As1, As2, …, Ask} (k < d). Two k-dimensional cells are connected if (1) they share k – 1 
intervals, i.e., they are different only on one dimension; or (2) they both are connected to 
another dense cell. CLIQUE consists of three steps: identify subspaces that contain 
clusters, identify clusters in a specific subspace, and then generate minimal description 
for discovered clusters. 
Now we focus on the key part—identification of subspaces that contain clusters. 
CLIQUE converts the problem of finding clusters to the problem of finding dense cells in 
a subspace. To make it the search efficient, a bottom-up searching and pruning strategy is 
used, which is based on a monotonicity lemma: if a collection of points P is a cluster in a 
k-dimensional space, then P is also part of a cluster in any (k-1)-dimensional projections 
of this space. In other words, if a k-dimensional subspace does not have any dense cell 
and hence cluster, then all subspaces that contain this subspace are pruned. The result of 
CLIQUE is critically relying on the imputer parameters ξ and τ, which are difficult to 
configure and verify. Different parameters can dramatically change the result.   
MAFIA (Merging of Adaptive Finite Intervals) (Goil, Nagesh et al. 1999) uses a 
grid- and density-based approach for cluster detection in subspaces. MAFIA is a scalable 
clustering algorithm using adaptive computation of the finite intervals (bins) in each 
dimension, which are then merged to explore clusters in higher dimensions. Bins are 
determined based on the data distribution in a particular dimension. The size of the bin 
and hence number of bins in each dimension in turn determine the computation and 
quality of clustering. Later they presented the pMAFIA algorithm (Nagesh, Goil et al. 
2000), a parallel extension of MARIA.  
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ORCLUS (arbitrarily ORiented projected CLUSter generation) introduced the 
problem of generalized projected cluster. A generalized projected cluster is a set E of 
vectors together with a set D of data points such that the points in D are closely clustered 
in the subspace defined by the vectors in E. The subspace defined by the vectors in E may 
have much lower dimensionality than the full dimensional space.  
ORCLUS assumes that the number of clusters (k) and the dimensionality of each 
subspace (l) are input parameters. The output of the algorithm has two parts.  
1)  A (k+1)-way partition {C1, C2 …, Ck, O} of the data, such that the points in each 
partition element Ci form a cluster. The points in the last partition element O are 
outliers.  
2)  A possibly different orthogonal set Ei of vectors for each cluster, such that the 
points in each cluster Ci cluster best in the subspace defined by the vectors in Ei, 
whose cardinality is equal to the user defined parameter l. 
ORCLUS uses the Euclidean distance metric. Let v = {v1, v2, …, vd} be a point in 
a d-dimensional space, and let E = {e1, e2, …, el} be a set of l <= d orthogonal vectors in 
this d-dimensional space. These orthogonal vectors define a projected subspace. They 
define the projected energy of a cluster in a subspace E as the mean square distance of the 
points to the centroid of the cluster in that subspace. The algorithm is to discover clusters 
with small projected energy in subspaces of user-specified dimensionality l.  
The algorithm for ORCLUS first picks k0 initial points (called seeds) from the 
input data set. Then it runs a number of iterations, each of which does a sequence of 
merging operations in order to reduce the number of current clusters by the factor α < 1 
and reduce the dimensionality of current cluster Ci by factor β < 1. The algorithm 
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terminates when the number of clusters has reduced to the specified number k and, at the 
same time, the dimensionality of each subspace associated with each cluster is also equal 
to specified parameter l. To make sure that the reduction from k0 to k clusters occurs at 
the same time when the dimensionality is reduced from d to l, α and β need to satisfy 
log(1/α)(k0/k) = log(1/β)(l0/l).  
The overall time complexity of ORCLUS is O (k0
3 + k0nd + k0d
3), where n is the 
data size, d is the dimensionality, and k0 is the number of initial points (seeds). Thus the 
performance depends on the number of seeds and the dimensionality. The performance of 
the algorithm will degrade fast with increasing dimensionality. Another severe drawback 
of ORCLUS is that it needs two critical input parameters: k and l. The number of clusters 
is impossible to know beforehand and in reality the dimensionality of each subspace that 
contains clusters can vary.  
DOC (Density-based Optimal projective Clustering) is a Monte Carlo algorithm 
that computes, with high probability, a good approximation of an optimal projective 
cluster. The algorithm can be iterated and each iteration generates one new cluster. The 
iteration stops when some criterion is met. Although DOC is also a density-based 
method, its definition for clusters is very different from CLIQUE. Let v = <v1, v2, …, vd) 
be a point in ℜ
d, where d  is the dimensionality. Let [d] be the set of d original 
dimensions. A projective cluster is a pair (C, D), where C is a subset of the data points, 
and D is a subset of the original dimensions.  
Definition: Let S be a set of points in ℜ
d. For any 0 ≤ α ≤ 1 and w ≥ 0, an α-dense 
projective cluster of width w in S is a pair of (C, D), C ⊆ S, D ⊆ [d], such that 
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1) C  is α-dense, i.e. |C| ≥ α|S|; 
2)  ∀i ∈ D, maxp∈C (pi) – minq∈C (qi) ≤ w;     
3)  ∀i ∈ [d] \ D, maxp∈C (pi) – minq∈C (qi) > w. 
|D| denotes the dimensionality of subspace D. D \ [d] is set of dimensions that are not 
included in D. A projective cluster (C, D) with width w is an axis-parallel box, which has 
a maximum edge length of w and contains more than α portion of total points in S. The 
DOC algorithm is outlined as follows, where β is a balance-factor that represents the 
user’s choice on the relative importance of points versus the number of dimensions in a 
cluster. Bp,D is an axis-parallel box of width 2w and  point p as its center.  
DOC (S, α, β) 
r = log(2d) / log(1/2β); m = (2/α)
r ⋅ ln4 
 
  for i = 1 to 2/α 
    Choose a point p ∈ S uniformly at random. 
    for j = 1 to m 
   Choose  X  ⊆ S of size r uniformly at random; 
      D = {k | qk – pk| ≤ w, ∀q ∈ X}; 
   C   =   S   ∩ Bp,D; 
   i f   ( | C |   <   α|S|) then discard (C, D) 
  endfor 
 endfor 
  return cluster (C0, D0) that maximizes a quality measure  
  
Then they proved that with at least ½ probability DOC can return an approximate 
solution if 1/(4d) ≤ β < ½ and 0 < α < 1. The overall time complexity is O(nd
m+1), where 
m = log(2/α) / log(1/(2β)). If α = 0.1, β = 0.25, then complexity is close to O(nd
5).  
The drawback of DOC is related to w, which restricted the cluster shape to be an 
axis-parallel box. Irregular-shaped clusters can be either missed or cut into pieces. The 
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choice of large α can miss some less-dense clusters and the choice of a small w can miss 
large-sized (but less-dense) clusters. Different β parameters can return either big clusters 
with less dimensions, or small cluster with more dimensions. The user needs to run the 
algorithm many times with different settings of one or more parameters to gain an overall 
understanding the data set.  
2.3.3.6 Feature selection for clustering 
Feature selection methods are traditionally used to select a subset of dimensions 
for supervised classification problems (Liu and Motoda 1998). Recently several new 
feature selection methods have been developed to select an “optimal” subset of features 
for unsupervised clustering (Dy and Brodley 2000; Dy and Brodley 2000), or produce a 
pool of “good” dimension subsets for searching clusters (Kim, Street et al. 2000). Each of 
these methods centers around a specific clustering method, e.g., the expectation 
maximization (Dy and Brodley 2000) or the K-means (Kim, Street et al. 2000). However, 
it can be ineffective to rely on a specific clustering algorithm as a means to evaluate 
candidate subsets of dimensions. For example, K-means tends to discover equal-sized 
circular clusters and may fail to discover arbitrary-shaped patterns (e.g, in an extreme 
case, linear relationships), while an EM approach depends on a good initialization and 
also favors circular or ellipse clusters.  
Scalability to high dimensionality (d) and very large data size (n) is another 
concern. Although efficient algorithms for K-means or EM-based clustering have been 
developed (Alsabti and Sanjay Ranka 1998; Bradley, Fayyad et al. 1998; Pelleg and 
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Moore 1998), repeatedly using such clustering algorithms to evaluate a large number of 
candidates (i.e., subsets of dimensions) can still cause computational efficiency problems, 
especially when both d and n are large.  
2.3.4 Visualization 
As the ability to extract increasingly complex patterns from data is being 
developed, two problems emerged. First, it is not easy to understand the resultant 
structure and the complex exploration process. Second, visualizing the input data, 
discovery process, and the result patterns is becoming more difficult as many variables 
are included. Data mining helps us tackle larger problems, but does not entirely solve the 
problem of getting insights needed for true understanding. Visualization is needed to 
ensure that humans understand and contribute to the discovery process (Fayyad, Grinstein 
et al. 2002).  
2.3.4.1 Visual presentation 
Visualization is frequently used in data mining as a data / pattern presentation tool 
to generate initial views, navigate data with complicated structures, and convey the 
results to the analysts. Although it is not a necessary step within a common KDD process, 
visualization techniques are important for assisting human in understanding data and 
interpreting patterns. Some commonly used visual presentation tools and information 
graphics include tables, maps, histograms, scatter plots, and charts (Harris 1999).  
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Visualization techniques have also been used to better present data mining results 
(Lee, Ong et al. 1995; Keim and Kreigel 1996; Klosgen 1996). For example, Lee and 
others use multidimensional visualization techniques to visualize c4.5 decision tree 
outcomes. Their system, WinViz, visualizes discovered patterns with conventional 
graphs, plots, bar charts, slider bars and parallel coordinate plot (PCP). Graphical models 
for representing probabilistic knowledge are also proposed to ease the process of 
understanding and reasoning (Buntine 1996).  
2.3.4.2 Visual data mining 
The use of visualization in data mining builds on visual and analytical processes 
developed in various disciplines including scientific visualization, data mining, statistics, 
and machine learning with extensions that can handle very large, multidimensional data 
sets (Wong 1999). According to Wong, a visual data mining system must be syntactically 
simple to be useful and must not impose knowledge on its users, Instead, it should guide 
the user through the mining process to draw conclusions. The basic goal of visualization 
is to ease the process for users to interactively understand and participate in data mining.  
Research on visual data mining includes (among others) (Lee, Ong et al. 1995; 
Keim and Kreigel 1996; Lee and Ong 1996; Derthick, Kolojejchick et al. 1997; 
Hinneburg, Keim et al. 1999; Wong 1999). See (Fayyad, Grinstein et al. 2002) for a 
comprehensive review and recent research on information visualization and visual data 
mining.  
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MacEachren, Wachowicz, Edsall, and Haug argue that geovisualization and KDD 
share perspectives related to both goals and approaches when applied to scientific data, 
though they differ in relying on human vision or computational methods to process data 
(MacEachren, Wachowicz et al. 1999). There are four common views shared by both 
geovisualization and KDD research. One is the view of geovisualization or KDD as a 
process, in which large volumes of geo-referenced information are sifted and 
manipulated. The second is the view of geovisualization or KDD as an iterative 
procedure for the successful exploration and human interpretation of visual displays and 
spatial patterns. The third view focuses on the incorporation of users’ interaction. The 
fourth view relates to the ultimate goal of both geovisualization and KDD, which is to 
discover novel, valid, and meaningful patterns in large and high-dimensional spatial data.  
Geovisualization techniques, sometime combined with computational approaches, 
have been developed to explore spatial data (Andrienko and Andrienko 1999; Andrienko 
and Andrienko 1999; Andrienko and Andrienko 2001; Gahegan and Brodaric 2002). As 
introduced before, visualization techniques in general are able to extend human’s vision 
to see otherwise invisible patterns and to incorporate human’s creative inference power in 
acquiring new knowledge from data. 
2.3.4.3 Interactive interface 
A stronger visual data mining strategy lies in tightly coupling visualization 
techniques and analytical processes into one, unified data-mining tool (Wong 1999). 
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Various visualization techniques serve as interfaces to provide the mechanism for 
coupling the user to various automatic data analysis methods.  
According to the degree of interactivity, KDD systems can be roughly grouped 
into four categories (Lee, Ong et al. 1995): (1) data dredging—complete automation 
using computational algorithms; (2) machine-assisted discovery—mainly rely on 
automatic computational algorithms; (3) human-assisted discovery—mainly rely on 
human expert to explore the hypothesis space with some assistance of algorithms; (4) 
data archaeology: a completely dialectic and interactive process.  
Hinnerburg and others developed a visual data mining system, HD-Eye system, to 
combine an advanced clustering algorithm with new visualization methods for a more 
effective interactive clustering of the data (Hinneburg, Keim et al. 1999). They coupled 
several visualization techniques, including icon-based techniques, pixel-oriented 
techniques, and combinations of them to support the projection-and separator-finding 
process needed for an efficient clustering in high-dimensional space.  
Derthick and others argued that the exploration process should seek the 
unexpected in a data-driven manner and those tools, including database management 
systems, statistical analysis packages, data mining tools, visualization tools, and report 
generator, should be seamlessly integrated so analysts can flexibly select and compose 
tools to use at each stage of analysis (Derthick, Kolojejchick et al. 1997). They 
implemented a visual query environment and a collection of visualization tools, with 
applications in several data mining stages.  
More towards a “data archaeology” type, a novel implementation for decision tree 
construction has been implemented such that many different styles of cooperation, 
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ranging from completely manual over combined to completely automatic classification, 
are supported (Ankerst, Ester et al. 2000). It is a dialectic and interactive process.  
The ultimate goal of integrating visualization techniques and computational 
methods is to build a discovery environment based on human-machine collaboration 
(Jong and Rip 1997; Valdez-Perez 1999). Thus the human mind’s exploration abilities 
can be combined with the enormous processing power of computers to form a powerful 
knowledge discovery environment that capitalizes on the best of both. In order to achieve 
a true human-machine collaborative discovery environment, researchers should not just 
focus on isolated computational methods, but also investigate how these methods will be 
used, combined, and maintained by scientists in research practices (Jong and Rip 1997). 
Jong and Rip (1997) developed the following set of guidelines for developing human-
machine collaborative discovery environments.  
•  Devise technical and social measures to make discovery tools accessible to 
scientists, so as to prevent exclusion of potentially interested researchers and 
infringement of intellectual property rights. 
•  Design computer-supported discovery environments and individual discovery 
tools in a modular fashion with components that can be developed, used, and 
maintained independently from other components. 
•  Try to adhere to existing standards or try to become involved in efforts 
directed at the establishment of standards in developing discovery tools. 
•  Make discovery tools interactive by building in decision points that can be 
influenced by users through an advanced user-interface. 
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•  Develop discovery tools that are flexible, in the sense that they can be easily 
adapted. 
•  Make the discovery tools transparent to others by clearly and unambiguously 
specifying how they have been designed and used in the search process. 
•  Promote the critical discussion of the design and use of discovery tools as part 
of the regular quality control mechanisms in a scientific domain. 
2.4 Geographic Knowledge Discovery (GKD) 
Geographic knowledge discovery has been recognized by recent UCGIS 
assemblies as one of the top research priorities (Buttenfield, Gahegan et al. 2000; 
Shekhar, Vatsaval et al. 2002). Spatial data mining and geographic knowledge discovery 
refers to the extraction of interesting spatial relationships and patterns from spatial 
datasets, which can be very large and high-dimensional. Geographic knowledge 
discovery research is still at an early stage, although it has attracted an increasing amount 
of research efforts recently. Existing spatial data mining research are briefly introduced 
below.  
2.4.1 Spatial Association Rules 
Similar to the mining of association rules in transactional or relational databases, 
spatial association rules can be mined in spatial databases (Koperski and Han 1995; Han 
and Kamber 2001). A spatial association rule is expressed in the form A ⇒ B [s%, c%], 
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where A and B are sets of spatial or non-spatial predicates, s% is the support of the rule, 
and c% is the confidence of the rule. The support of a rule means the percentage of all 
records in a database that satisfies the predicate(s) on the left side of the rule. The 
confidence of a rule means the percentage of selected records (with left-side predicate) 
that satisfies the predicate on the right side of the rule.  An example of such spatial 
association rules is as follows {Han, 2001 #1414} (p.410): 
“is_a(X, “school”) ∧ close_to(X, “sports_center”) ⇒ close_to(X, “park”) [50%, 80%],” 
which means that 50% of all schools are close to sports center and 80% of these schools 
that are close to sports center are also close to a park.  
Obviously, there are many different spatial predicates (e.g., close_to, far_away, 
intersect, overlap, etc.) that can be used in spatial association rules. It can be 
computationally expensive to consider various spatial predicates in deriving association 
rules from a large spatial datasets. A spatial association mining method based on a 
progressive refinement approach is developed in (Koperski and Han 1995). 
Ester and others introduced three basic types of binary spatial relations: 
topological, distance and direction relations and used neighborhood graphs for spatial 
clustering, spatial characterization (see section 2.3.2: summarization) and spatial trend 
detection (Ester, Kriegel et al. 1997). To improve the time performance, they also 
proposed and implemented neighborhood indices to speed up the retrieval of neighbors of 
a given object.  
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2.4.2 Spatial Classification  
Spatial classification methods extend general classification methods (introduced 
previously) to consider not only attributes of the object to be classified but also attributes 
of neighboring objects. (Ester, Kriegel et al. 1997) presented a spatial classification 
algorithm based on a neighborhood graph. Another method for building decision trees for 
the classification of geographic objects is presented in (Koperski, Han et al. 1998), which 
uses both spatial predicates and non-spatial properties of the classified objects and their 
neighbors. It also uses a two-step spatial computation and spatial-join indices to improve 
the performance.  
A visual approach for spatial classification in introduced in (Andrienko and 
Andrienko 1999). A tree resulting from C4.5, which contains no information about 
spatial features of the classified objects, is combined with map visualization to reveal 
spatial patterns of the classification rules. 
Similar to spatial association problems, there are many different spatial predicates 
that can be used in a spatial classification procedure. It can be computationally expensive 
to consider various spatial predicates. Another limitation of spatial classification in 
general is that classification methods always need training data to find patterns, which 
limits its application scope and ability for exploratory analysis.   
2.4.3 Spatial Clustering  
 Exploratory cluster analysis of multidimensional data is often performed with 
nonparametric techniques (as opposed to model-based statistical methods) (Jain, Murty et 
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al. 1999; Duda, Hart et al. 2001; Everitt, Landau et al. 2001; Han and Kamber 2001; 
Lawson and Denison 2002). These methods are also applicable for spatial clustering, 
where the spatial dimensions are regarded as equivalent to non-spatial attributes. 
However, due to two important reasons, spatial clustering (of 2D points) has been an 
active research field.  
First, if the problem is confined to a 2D space, it is possible to improve clustering 
methods in a number of ways to achieve better performance and results. For example, 
using spatial tessellations (Okabe, Boots et al. 2000),  e.g., Delaunay triangulation, can 
avoid a pair-wised proximity matrix of all spatial objects and thus improve the time 
performance from O(n
2) (or worse) to O(nlogn) (Kang, Kim et al. 1997; Estivill-Castro 
and Lee 2000; Zhang and Murayama 2000). Special indices for 2D space, e.g., R-trees 
and quad-trees, can be used to speed up neighborhood queries in the spatial clustering 
procedure, e.g., DBSCAN (Ester, Kriegel et al. 1996; Xu, Ester et al. 1998). Other spatial 
clustering methods include random walks (Harel and Koren 2001) and even a brute-force 
exhaustive searching method (Openshaw, Charlton et al. 1987).  
Second, spatial data clustering often requires special considerations real-world 
concerns. For specific applications the spatial clustering method often adopts real-world 
dissimilarity measures, e.g., road distance, and considers complex situations, e.g., 
geographic obstacles (Tung, Hou et al. 2001), which are hard to integrate within general 
clustering methods.  
Geographic Analysis Machine (GAM) and its variants (Openshaw, Charlton et al. 
1987; Openshaw, Cross et al. 1990; Openshaw 1994; Openshaw 1998) have been 
developed to exploit computational power for searching space-time-attribute clusters. 
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GAM uses a brute-force searching strategy to search clusters by exhaustively evaluating 
the density of local regions in the space-time-attribute space. Computationally, GAM is 
extremely expensive and can only work well with low-dimensional data.  
Existing spatial clustering methods in general are limited to low-dimensional data, 
or even just 2-D points. Their ability is very limited in identifying multivariate clusters in 
large and high-dimensional geographic data.  
2.4.4 Major Challenges for GKD 
Spatial multivariate patterns remain very difficult to find with current methods of 
spatial statistics, spatial clustering, general clustering, and geovisualization. Figure 2-3 
shows an example visualization tool for searching multivariate spatial patterns. As can be 
seen, this visualization tool can at most address three attributes in the visual display and 
relies on the user adjust the graphic parameters to see mutual relationships and spatial 
variations. This method is too slow to explore a large dataset that has many attributes and 
various relationships for different subsets of attributes.  
Although there are high-dimensional visualization techniques (see section 2.3.4) 
that can be extended for exploring high-dimensional geographic data, those methods in 
general have two limitations. First, visually a human cannot handle many attributes 
simultaneously. Without the help of computational algorithms for recommending or 
generalizing multivariate information, it is difficult for human to visually perceive a 
pattern across many attributes (e.g., >7). Secondly, visualization techniques are by nature 
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manual. Human user needs to manually select a group of attributes to visualize and 
manually manipulate graphic views to locate patterns.  
 
Figure 2-3: A visualization tool for exploring multivariate spatial relationships. From the
visual display, one can see that high lung cancer mortality is associated to high annual
rainfall and high poverty within the southeast states. See background research in (Carr, 
Wallin et al. 2000; Scott and Wojciechowski 2001) and related material at
(http://www.geovista.psu.edu/grants/dg-qg/feature.html). 
The inability of current spatial data mining methods, including both 
computational methods (e.g., clustering) and visualization techniques, for dealing with 
high dimensionality severely limits their usability for searching complex spatial patterns 
and multivariate relationships.  
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A geographic knowledge discovery (GKD) process should help human in 
understanding spatial data and discovering novel and complex patterns, including 
relationships between spatial and non-spatial data. A crucial challenge to GKD research 
is the development of efficient and effective techniques to deal with the huge amount of 
spatial data with many attributes, and the complexity of potential patterns (e.g., 
multivariate relationships). Given the complex nature of geographic data and problems to 
addressed using these data, a GKD should be flexible, interactive, and iterative, with 
support of visualization techniques and human-machine interactions.  
 
 
 
  
Chapter 3 
 
Clustering and Exploration: An Integrated Framework 
3.1 Introduction 
The goal of the current research is to develop an integrated geographic knowledge 
discovery environment and a suite of efficient and effective data mining techniques for 
exploring complex, multivariate spatial patterns in large and high-dimensional 
geographic datasets. As the first step towards this goal, this research focuses on 
clusteringone of the most important data mining and knowledge discovery tasks. 
Clustering is a fundamental means for exploratory search of unknown and even 
unexpected structures and patterns in datasets about which the user may have little 
knowledge. 
As introduced earlier, the process of extracting meaningful information and useful 
knowledge from raw, observational geographic data involves many steps. Such a 
discovery process is by nature human-centered, interactive, and iterative. Within this 
complex process, the computer and the human are both active participants and perform 
different tasks (or collaborate on various tasks) that are components of the overall 
discovery process (figure 3-1) (Peuquet 2002). A prominent challenge here is how to 
leverage the unique capabilities of computational technology and those of human 
cognition (e.g., visual perception and inference) to create an effective, efficient, and 
widely applicable discovery environment. 
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Figure 3-1: The cycle of knowledge acquisition from the cognitive perspective (left) and 
from the scientific perspective (right) (Peuquet 2002).  
To address the challenge, this research develops a human-centered, and 
component-based framework (see figure 3-2), which includes a suite of computational 
and visualization techniques to support an effective human-computer collaboration in 
discovering complex patterns and extracting meaningful information from geographic 
datasets. The overall contribution of the research is twofold. First, it develops several new 
computational algorithms and visualization techniques for efficient and effective 
exploration of patterns in geographic data. Second, it integrates both computational and 
visualization components in a unified and flexible framework to create a human-led and 
computer-assisted geographic knowledge discovery environment.  
Various interactive visualization components are included in the framework to 
serve three purposes: (1) promote the user’s understanding and allow visual exploration; 
(2) help the user to understand/configure the computational algorithms and graphically 
show intermediate results within computational procedures; (3) present the results of data 
mining tools and facilitate the user’s understanding, interpretation, and decisions on 
further analysis. In other words, visualization can capitalize on human’s capabilities to 
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visually discover patterns, and facilitate the communication between the user and the 
computer, helping the user understand the computational procedure, configure and guide 
the procedure, and interpret the results.  
In the developed research, the geographic knowledge discovery process involves 
the following steps: data cleaning and transformation, spatial clustering, feature selection 
or subspace selection, multidimensional clustering for multivariate spatial patterns, and 
human interpretation and exploration of the patterns. How these steps are integrated in an 
overall framework (see figure 3-2) will be introduced in details in next several sections. 
This framework is essentially human-centered, interactive, and iterative. It is also flexible 
to incorporate new components or replace existing ones. Within each step, several 
visualization techniques are involved to graphically display the data, configure the 
algorithm, explore the result and interactively decide the output.  
The major contribution of this research, more specifically, includes three 
approaches for spatial clustering, feature selection and multivariate clustering, and 
several visualization techniques to support visual exploration and human interactions. 
Following sections will introduce them respectively. Section 3.2 (and chapter 4) presents 
the method for hierarchical, spatial clustering and ordering, which can be easily 
integrated into any general-purpose high-dimensional clustering method for identifying 
multivariate spatial patterns. Section 3.3 (and chapter 5) introduces the novel feature 
selection (subspace selection) method for high-dimensional clustering or visualization. 
Section 3.4 (and chapter 6) presents the interactive, multivariate clustering method for 
detecting multivariate spatial patterns. Section 3.5 (and chapters 4, 5, 6) introduces 
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several visualization techniques that are developed to support visual interaction and 
human-led exploration in the integrated discovery environment.  
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Figure 3-2: The overall framework. This is a human-centered framework for discovering 
knowledge from observational data. Except the “Knowledge” component, “Observation 
Data” component, and the user, all other components are optional and new components 
can also be incorporated. 
3.2 Spatial Clustering 
Clustering of spatial data has been used as an important process in geographic 
analysis. Various spatial clustering approaches have been developed, including statistical 
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approaches (Zhang and Murayama 2000), Delaunay triangulation (Kang, Kim et al. 1997; 
Estivill-Castro and Lee 2000), density-based methods (Ester, Kriegel et al. 1996), grid-
based division (Wang, Yang et al. 1997), random walks (Harel and Koren 2001), and 
even brute-force exhaustive search (Openshaw, Charlton et al. 1987). Spatial clustering 
methods often adopt real-world dissimilarity (distance) measures, e.g., road distance or 
travel time, and consider complex situations, e.g., geographic obstacles (Tung, Hou et al. 
2001). Such unique clustering considerations are hard to integrate within high-
dimensional clustering methods.  
Spatial data sets often contain hierarchical structures and different patterns may 
exist at different levels (geographic scales) within the hierarchy. Two groups of methods 
exist for detecting hierarchical clustering structures in spatial data. The first group 
consists of those traditional hierarchical clustering methods, e.g., the single-link and 
graph-based methods (Gordon 1987; Jain and Dubes 1988; Gordon 1996; Duda, Hart et 
al. 2001). For clustering 2D spatial points, Delaunay triangulation has been extensively 
used (Kang, Kim et al. 1997; Estivill-Castro and Lee 2000) to reduce the construction 
complexity of the dissimilarity matrix and to efficiently locate neighbors of each point. 
AMOEBA (Estivill-Castro and Lee 2000) is a Delaunay-based hierarchical spatial 
clustering method, which automatically derives a criterion function F(p) as the threshold 
to cut off long edges and then recursively processes each sub-graph to construct a 
hierarchy of clusters. AMEOBA tries to avoid the single-link effect by detecting noise 
points and excluding them in any cluster at each hierarchical level. The single-link effect 
(also called chaining effect) is caused by linearly connected points that run through a 
sparse area, which can connect two far-apart clusters into one (see chapter 4 for details). 
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However, the criterion function F(p) is not easy to justify and customize for different 
application data sets and tasks. Moreover, AMOEBA can only work with 2D points, 
which has very little power for exploring high-dimensional geographic data and 
searching multivariate spatial patterns.  
The second alternative for hierarchical spatial clustering is to use a density-based 
partitioning algorithm with different parameter settings. As an extension of DBSCAN 
(Ester, Kriegel et al. 1996), OPTICS (Ankerst, Breunig et al. 1999) is a neighborhood-
based hierarchical clustering method. Given a “generating distance” (ε) and MinPts, 
OPTICS first identifies core objects and non-core objects (edge objects or noise). Core 
objects can connect to any other core objects, while non-core objects can only be reached 
via core objects (no connection allowed between non-core objects). OPTICS develops a 
cluster ordering to support an interactive exploration of the hierarchical cluster structure. 
Although OPTICS is a density-based method, after the identification of core-objects and 
the removal of the connection between non-core objects, it works exactly like a single-
link method, except it avoids the single-link effect at a specific level in the hierarchy 
(depending on the generating distance ε and MinPts). OPTICS relies on multidimensional 
index structures to speed up k-nearest-neighbor query and to maintain an O(nlogn) 
complexity.  
To efficiently and effectively cluster spatial points, support interactive 
exploration, and facilitate an easy integration with non-spatial, high-dimensional 
clustering methods, a new method to hierarchical spatial clustering is presented in 
the current research. The method achieves O(nlogn)  complexity without using any 
index structure, and fully supports interactive exploration of hierarchical clusters. It has 
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the advantages of both AMEOBA and OPTICS. Moreover, the method can generate an 
optimal spatial cluster ordering to preserve all hierarchical clusters and encode additional 
spatial proximity information. By transforming hierarchical spatial clusters into a linear 
ordering, the integration of spatial and non-spatial information is made simpler since the 
spatial cluster structure is reduced to a single axis (an additional “common” attribute) in 
the high-dimensional feature space. Then any general purpose high-dimensional 
clustering method can be applied to discover multivariate spatial clusters. See figure 3-2 
for its integration with other components.  
3.3 Feature Selection  
As introduced previously, high dimensionality of a dataset can cause serious 
problems for all data analysis methods. One big problem is that irrelevant and noisy 
attributes (dimensions) often exist in a dataset. It is important for a data mining approach 
to be able to discriminate relevant attributes from irrelevant attributes and include only 
the former in further analysis. Otherwise, irrelevant attributes may hide rather than 
uncover relationships or patterns. Another big problem is that, hidden patterns may exist 
in different subspaces, i.e., involve different subsets of attributes. Thus, an attribute that 
is irrelevant for one pattern might be relevant for another pattern. It is important to 
identify all interesting subspaces that contain patterns.  
Many data analysis methods rely on the user, who should be an expert on the 
application problem, to specify a subspace (a subset of original attributes in a dataset) for 
analysis. Nevertheless, the user’s identification of subspaces tends to be error-prone. 
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Depending on the user to choose subspaces will also make it impossible to find 
unexpected patterns, yet finding unexpected patterns is one of the main purposes of data 
mining and knowledge discovery (Fayyad, Piatetsky-Shapiro et al. 1996). On the other 
hand, even with computational power and atomicity, it is often not practical to enumerate 
and examine each possible subspace because of the combinatory explosion resulting from 
a large number of dimensions. Thus neither the expert nor exhaustive enumerations 
(introduced above) can solve the problem of high dimensionality.  
Another way to address high dimensionality is to apply a dimension reduction 
method to the data set. Such methods include principle component analysis (PCA) and 
self-organizing map (SOM) (Cohen, 2002), which transform the original data space into a 
low dimensional space by forming new dimensions that are combinations of given 
attributes. While these techniques may succeed in reducing dimensionality and are useful 
for information compression and classification problems, they have several shortcomings 
for clustering. First, new dimensions can be difficult to interpret, making it even harder 
for the user to understand clusters formed by these new dimensions. Secondly, such 
dimension reduction approaches can only generate a single optimal subspace to represent 
the original data space, which is not effective in identifying clusters that reside in 
different subspaces. Third, PCA and SOM have the disadvantage that measurements from 
all of the original features are used in the projection to a lower dimensional space. In 
other words, although the dimensionality is reduced, the impact of every original 
dimension is more or less still there.  
Traditional feature selection methods are developed in the area of supervised 
classification (Liu and Motoda 1998).  Feature selection techniques are different from 
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dimension reduction methods in that they do not generate new dimensions. Rather, they 
only choose an optimal subset of dimensions (features) from the original dimensions 
according to a certain criterion (Liu and Motoda 1998). Recently several unsupervised 
feature selection methods have been developed to select an “optimal” subset of features 
(Dy and Brodley 2000; Dy and Brodley 2000), or produce a pool of “good” dimensional 
subsets (Kim, Street et al. 2000), for unsupervised clustering. Several subspace clustering 
methods have also been recently developed to detect clusters residing in different 
subspaces (Agrawal, Gehrke et al. 1998; Cheng, Fu et al. 1999; Aggarwal and Yu 2000; 
Procopiuc, Jones et al. 2002). See chapter 2 for a detailed review on subspace clustering 
methods and unsupervised feature selection methods.   
The identification of interesting subspaces (or feature subsets) that contain 
cluster(s) remains a challenging research problem for several reasons. First, all existing 
subspace clustering methods rely on a specific clustering algorithm, which is biased to its 
specific cluster definition and searching strategy.  The output subspaces may even rely on 
several subjective input parameters of the clustering algorithm, e.g., the number of 
clusters, the dimensionality of clusters, various thresholds, etc., which are hard to 
configure. The analyst needs to run the subspace clustering procedure many times with 
different input parameters to get a feel of which result might be more reasonable. Second, 
it is not easy to get an overall understanding of various relationships among dimensions 
and their change from one significance level to another. It is also hard to see the impact 
of removing one or more dimensions on various relationships without running the 
procedure again. Third, existing methods each has some specific limitations, as 
introduced in chapter 2.  
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To improve the effectiveness, efficiency, and the ease for human interaction 
and understanding in dealing with high dimensionality, a novel feature selection 
approach is developed. This approach can help select subspaces without the actual 
identification of clusters. Once a subspace is selected, any full-dimensional clustering 
method (as opposed to subspace clustering methods) can be used to search for clusters in 
that subspace (See figure 3-2). Other than clustering, this method can also be used to (1) 
inform various high-dimensional visualization techniques to focus on a specific subspace 
for finding hidden patterns; and (2) add, remove, and/or extract attributes to compile a 
better data set for analysis (not limited to clustering).    
3.4 Multivariate Clustering 
As introduced earlier, clustering methods can be classified into three groups: 
distance-based, model-based, and density-based (see chapter 2 for a detailed review). 
Distance-based, partitioning clustering methods have several disadvantages. First, they 
are generally not efficient with a large data volume if not relying on index structures or 
sampling the original dataset. Second, they usually require that the number of clusters is 
an input parameter, which is impossible to know beforehand. Third, distance-based 
methods assume that the clusters are of a circular shape and of roughly the same size (in 
terms of the diameter of a cluster). Distance-based, hierarchical clustering methods are 
often influenced by the single-link effect.  
Model-based or distribution-based clustering methods assume the data of each 
cluster conform to a specific statistical distribution (e.g., Gaussian distribution) and the 
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whole dataset is a mixture of several distribution models. This assumption of a data 
distribution is a major drawback of model-based approaches because for a real dataset it 
is not likely to conform to any predefined distribution. Model-based approaches also 
assume that clusters are of an ellipse shape. The performance of model-based approaches 
degrades rapidly as the number of dimensions increase due to the curse of dimensionality. 
In other words, the average density of points anywhere in a high-dimensional data space 
is likely to be very low, which is not enough to estimate the parameters of a multivariate 
statistical model.  
Density-based approaches regard a cluster as a dense region (relative to sparse 
regions) of data objects. However, there are several shortcomings of existing density-
methods. First, existing density-based methods always need several critical parameters, 
e.g., the radius ε or the density threshold (MinPts). These parameters can vary 
dramatically for different datasets and are hard to know beforehand. Human interaction 
and visual guidance are needed to steer the algorithm. Second, the computation procedure 
and the results of existing density-based methods are not easy to understand due to the 
lack of communication with users. Patterns in a high-dimensional space are hard to 
imagine, and sometimes counter-intuitive. This requires the use of visualization to assist 
the human in understanding the computational procedure and interpreting the discovered 
patterns. High dimensionality and large data size both can cause serious problems for 
visualizing the clustering results. Third, existing density-based clustering methods cannot 
perform hierarchical clustering. In a dataset, patterns often exist at different levels 
(scales) and the user should participate in the exploratory process to decide which level 
(scale) is the best. Fourth, in existing density-based methods, there is no connection to the 
 71 
geographic space. Besides taking spatial dimensions into account (this aspect will be 
introduced in chapter 4 and chapter 6), a simple mapping of high-dimensional clusters 
onto the geographic space can also be very useful to explore spatial variations of non-
spatial patterns.  
A new density- and grid-based method is developed for hierarchical high-
dimensional clustering. The method is similar to CLIQUE and ENCLUS but improved 
in several aspects. First, the approach uses a nested-mean discretization method instead of 
the equal-interval method. Second, by treating each multidimensional grid cell as a 
“hyper point” and calculating a synthetic distance measure between two “hyper points,” 
the hierarchical spatial clustering method introduced earlier can be easily extended here 
to perform hierarchical high-dimensional clustering. Third, with various visualization 
techniques, the approach supports interactive configuration of algorithm parameters and 
human-led exploration and interpretation of clusters. See figure 3-2 for its integration 
with other components.  
3.5 Visualization and Human Interaction 
As more and more complex computational methods are developed to detect 
complex patterns from data, two problems are emerging. First, it is not easy to understand 
both the discovered patterns and the complex exploration process. Second, visualizing the 
input data, the discovery process, and the resultant patterns is becoming more difficult as 
many variables are included. Computer-based algorithms help us tackle larger problems 
efficiently, but cannot entirely solve the problem of achieving insights needed for true 
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understanding. Visualization and human interaction is needed to ensure human 
understanding and contributing to the discovery process (Fayyad, Grinstein et al. 2002).  
Several interactive visualization techniques are developed in the research to 
facilitate communication between the user and computer algorithms and leverage 
the best capabilities of the computational power and human inferential thinking 
with expertise and visual perceptions. Visualization components involved in the 
research can perform three types of tasks, which are actually mixed together in each 
component.   
Visual presentation  Visualization techniques are frequently used in data mining 
as a presentation tool to generate initial views of the data and convey the results to the 
analysts, assisting human in understanding the data and interpreting the patterns. A 
number of visualization components in the research are developed to visually present the 
data, e.g, spatial points and multidimensional data spaces, and the patterns, e.g., spatial 
clusters and multidimensional clusters (see next 3 chapters for details).   
Visual data mining  Visualization techniques can sometime help the user 
visually explore data and identify patterns even without a computational algorithm (e.g., 
clustering algorithm). This type of practice is deeply related to exploratory data analysis 
(EDA) and visual data mining techniques, which purely rely on the user to manipulate 
views of data and draw conclusions. Such functionalities are implemented in several 
visualization components that are developed in the research. For example, a high-
dimensional cluster viewer (see chapter 6) can serve as a pure visual data mining tool, 
which provides various functions for the user to explore data.  
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Interactive interface  A stronger visual data mining strategy lies in tightly 
coupling the visualizations and analytical processes into one. Various visualization 
techniques serve as communication interfaces and provide the mechanism for coupling 
the user to various automatic data analysis methods. This type of visualization is the 
emphasis of the reported research.  
Each of such visualization techniques performs three types of functions 
simultaneously. First, it presents the data, the intermediate results, and the final patterns, 
and thus helps the user gain better understanding about the data, the computational 
procedure, and the result. Second, and more importantly, it helps the user interactively 
guide and configure the computational procedure with visualization of the intermediate 
results on each parameter change. Third, it can help the user explore the patterns (other 
than the data) as well (see chapter 6 for details).  
3.6 Summary 
This chapter gives a brief introduction to major contributions of the reported 
research and an integrated framework (figure 3-2) that holds them together. Specifically, 
they include methods for spatial clustering, feature selection, multivariate clustering, and 
several visualization techniques to support visual exploration and human interactions. 
Following chapters will present those methods respectively. Chapter 4 presents the 
method for hierarchical spatial clustering and ordering, which can be easily integrated 
into any general-purpose high-dimensional clustering method for identifying multivariate 
spatial patterns. Chapter 5 introduces the novel feature selection (subspace selection) 
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method for high-dimensional clustering or visualization. Chapter 6 presents the 
interactive, multivariate clustering method for detecting multivariate spatial patterns. 
Various visualization techniques that are developed to support visual interaction and 
human-led exploration in the integrated discovery environment will be introduced in all 
the above three chapters (4, 5, and 6).   
 
  
Chapter 4 
  
Hierarchical Spatial Clustering and Ordering 
4.1 Introduction 
This chapter focuses on spatial (2D) clustering, which considers only geographic 
locations of objects, although each object may have many other attributes.  Spatial 
clusters and all non-spatial attributes will be integrated together for multivariate 
clustering in next two chapters, i.e. chapters 5 and 6.  
A novel method for hierarchical spatial clustering is developed, which can 
efficiently and effectively cluster spatial points, support interactive exploration, and 
facilitate an easy integration with non-spatial, high-dimensional clustering methods,. As 
mentioned in the previous chapter, the method is efficient, achieving O(nlogn) 
complexity without using any index structure, and fully supports interactive exploration 
of hierarchical clusters. It has the advantages of both AMEOBA and OPTICS. Moreover, 
the method can generate an optimal spatial cluster ordering to preserve all hierarchical 
clusters and encode additional spatial proximity information. This spatial cluster ordering 
can be treated as a “common” attribute occupying only one dimension in any general 
purpose high-dimensional clustering method for identifying multivariate clusters.  
The method is based on Delaunay triangulation (DT) and Minimum Spanning 
Tree (MST) and overcomes the single-link effect via singling out boundary points for 
special treatment. To simplify the description of the method, I first introduce the method 
 76 
without considering boundary points. Then a method is introduced for singling out 
boundary points and treating them differently to avoid the single-link problem.  
4.2 Description of the Method 
The input of the method consists of a set of 2D points V = {v1, v2, …, vn}, where 
vi = <x, y> is a location in the geographic space and n is the total number of points. The 
clustering method takes 4 steps: (1) construct a DT, (2) construct an MST from the DT, 
(3) derive an optimal clustering ordering; (4) visualize the cluster ordering and 
interactively explore the hierarchical structure.  
4.2.1 Construct DT 
A Delaunay triangulation is constructed from the input points, using the Guibas-
Stolfi algorithm, which adopts a divide-and-conquer strategy and is of O(nlogn) 
complexity (Guibas and Stolfi 1985). The triangulation result (figure 4-1) is stored in 
memory with efficient access for: each point, each edge, end points of an edge and 
incident edges on a point. Each edge has a length, which is the dissimilarity between its 
two end points.  
The purpose of using Delaunay Triangulation (DT) is to make the overall 
clustering method efficient by avoiding the construction of a pair-wise matrix for all 
points. In other words, without a DT, the distance between each possible pair of points 
needs to be calculated. The total number of point pairs is n*(n-1)/2, which determines the 
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complexity of the algorithm (without using DT) to be O(n
2). Thus it cannot scale well 
with large data volume (i.e., a large n). Since the construction of a DT for all points is of 
O(nlogn) complexity, it can make the clustering method as a whole considerably more 
efficient.  
4.2.2 Construct MST 
Kruskal's algorithm (Baase and Gelder 2000), which is also of O(nlogn) 
complexity, is used to construct an MST from the DT. Basically an MST is a subset of 
those edges in a DT. At the beginning of the construction phase, the MST contains no 
edge and each point itself is a connected graph (altogether n connected graphs). The 
algorithm first sorts all edges in the DT in an increasing order. Following this order (from 
the shortest one), each edge is selected in turn. If an edge connects two points in two 
different connected graphs, the algorithm adds the edge to the MST. If an edge connects 
two points in the same component (i.e., forms a cycle in the graph), the edge will be 
discarded (not included in the MST). When all points are in a single graph, those selected 
edges form an MST of the DT (figure 4-1). 
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Figure 4-1: Construction of an MST from a DT. All edges constitute the DT, while the 
thicker edges constitute the MST. MST Edges are selected in the order of AB, BC, BE, 
CD, JK, HJ, HI, HG, JL, EF, DL. Numbers indicate the length of each edge. 
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Figure 4-2: A dendrogram constructed from the above MST.  
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The MST derived above is actually a representation of a single-link hierarchical 
clustering, which can be visualized by a dendrogram (figure 4-2). For example, A and B 
are the closest pair of points and thus they form a cluster at the lowest level. Then B and 
C are the second closest pair and thus C is joined with A and B to form a new cluster at 
the next level. This process is continued until the whole dataset is in one cluster at the 
highest level.  
With the dendrogram, all points are put in an ordering (figure 4-2). However, this 
ordering is not unique. In other words, those points can be rearranged into a different 
ordering while maintaining the cluster hierarchy. For example, F can be placed left to E, 
or H can be placed between G and K, etc. In the next section, an optimal ordering of all 
points is derived to completely preserve the hierarchical cluster structure and additional 
spatial proximity information. 
4.2.3 Derive a cluster ordering 
A cluster (connected graph) can be viewed as a chain of points (Vandev and 
G.Tsvetanova 1995). At the lowest level, each cluster (or chain) contains a single point. 
Each chain has two end points (at the very beginning they are the same point). When two 
clusters are merged into one with an edge, there are 4 choices: two ends (each from a 
chain) will be connected in the new chain. The closest two ends should be connected. The 
ordering of those points in figure 4-1 is shown in figure 4-3. All hierarchical clusters 
(points underscored by a line) are preserved (i.e., contiguous) in the 1D ordering. 
Moreover, the ordering preserves more spatial proximity information than just 
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hierarchical clusters. For example, when D is merged to cluster {E, C, B, A} with edge 
DC, it can be placed next to A or next to E in the ordering—either choice will equally 
preserve the cluster {D, E, C, B, A}. It is placed next to E rather than A in the ordering 
because DE < DA. Thus the proximity among D, E, and C is also preserved although they 
do not form a hierarchical cluster at any level (see figures 4-1 and 4-3).  
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Figure 4-3: Derivation of an optimal ordering of points. Horizontal lines under points 
show the hierarchy of clusters.  
4.3 Visualization and Interaction with the Ordering  
The example data set used above is very small and for demonstration only. Real 
datasets can be very large (e.g., > 10,000 points). How to visualize the clustering result 
and ordering can be a challenging problem for such large data sets. Although 
dendrograms have long been used to visualize hierarchical clusters, they generally work 
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poorly for very large datasets to present complex cluster hierarchies. As in figure 4-4, a 
dendrogram is constructed for a data set of 701 points. Although it is still not a large data 
set from a data mining perspective, the dendrogram is already becoming clumpy and hard 
to present a clear structure of the cluster hierarchy. For a very large data set of more than 
10,000 points, a dendrogram can perform much poorer and be of little use.  
 
Figure 4-4: a dendrogram for a dataset of 701 points (Seo and Shneiderman 2002).  
This research developed a new visualization technique to present hierarchical 
clusters for very large data sets. The new visualization technique can work well with very 
large data sets and clearly show the hierarchical cluster structure. It can also better 
support human interaction and exploration.  
4.3.1 Visualizing the Ordering 
Now let’s consider the data set shown in figure  4-5. Its cluster ordering is 
visualized in figure 4-6 (upper half). This visualization idea has already been sketched in 
figure 4-3. The horizontal axis represents the ordering of points (it is labeled instances 
because this visualization tool can also be used for non-spatial data set and ordering). 
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There are 74 points. The vertical axis represents the length of each edge. Each vertical 
line segment is an edge in the MST. There is an edge between each pair of neighboring 
points in the ordering—thus there are altogether 73 edges. With this visualization 
technique, a cluster appears as a valley in the graph. Distinct clusters are separated by 
long edges (high ridges). The second horizontal line (other than the bottom axis) is the 
threshold value for cutting off long edges. By interactively dragging this threshold line 
(bar), one can interactively explore clusters at different hierarchical level. Clusters are 
colored differently and visualized in the 2-D map using the same colors (figure 4-5).  
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Figure 4-5: The DT, MST (thick edges), and hierarchical clusters.  
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Figure 4-6: The cluster ordering and the trend plot of the data in figure 4-5 (MinClusSize
= 3). Above the threshold bar in the ordering, the total number of clusters 
(#major/#minor) is shown. Given the threshold (9.838), there are 3 major clusters and 6 
minor clusters.  
A trend plot (bottom of figure  4-6) is developed to visualize the relationship 
between a distance threshold and the total number of clusters in the data set. In a trend 
plot, the horizontal axis represents values of possible threshold length. The vertical axis 
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indicates the number of clusters given a threshold edge length. The threshold can be 
interactively set via dragging a vertical bar. This vertical bar is linked with the horizontal 
bar in the cluster ordering (top of figure 4-6): when you drag one, the other will move 
accordingly. To derive the trend plot, one needs to specify the minimal number of points 
(MinClusSize) that a cluster should have. Here MinClusSize = 3. With the cluster ordering 
and the trend plot, one can clearly understand the overall hierarchical cluster structure of 
the data and interactively explore with ease (figure 4-6).  
4.3.2 Comparison with existing methods 
The visualization of ordering introduced above is different from the ordering of 
OPTICS (Ankerst, Breunig et al. 1999) in two respects. First, here each vertical line 
segment is an edge (not a point as in OPTICS). Thus it is much easier than OPTICS 
(which needs to analyze the steepness of the start and end points of a cluster) to 
automatically extract clusters from this ordering.  Second, as introduced above, this 
ordering not only preserves all hierarchical clusters, but also preserves other spatial 
proximity information as much as possible, i.e., connecting the closest pair of end points 
(each from a chain) when merging two clusters.  
This visualization of cluster ordering can scale well with very large data sets, 
which is a big advantage over dendrograms (figure 4-4). As shown in figures 4-10, 4-12, 
4-14, 4-16, 4-18, 4-20, and 4-21, hierarchical cluster structures within large data sets of 
around 10,000 points are presented clearly. From the contour of the ordering, the user can 
easily perceive those major clusters and children clusters within them. It is also easy for 
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the user to set the threshold for clustering and determine at which hierarchical level there 
are good clusters.  
4.4  Tackling the Single-Link Effect 
 
 
Figure 4-7: A simple MST, with no consideration of boundary points.  
Without further improvement, the above MST-based clustering method can suffer 
from the single-link effect (also called chaining effect), which is caused by linearly 
connected points that run through a sparse area. As in figure 4-7, point a, b, c, d, e, f, and 
g potentially can cause single-link effects at different hierarchical levels. For example, 
C21 will first merge with C13 rather than C22 through the connection between point a, b, 
and c. As reviewed earlier, AMOEBA and OPTICS both try to avoid the single-link 
effect but the former cannot support a flexible hierarchical clustering while the latter can 
only avoid the single-link effect at high levels and rely heavily on an index structure.  
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This research developed a method to avoid the single-link effect. The method first 
divides all points into two groups: boundary points and core points. Then a new MST 
construction algorithm is developed to treat boundary points and core points differently to 
avoid the single-link effect.   
4.4.1 Deviation-to-Minimum-Length (DML) 
A measurement—Deviation-to-Minimum-Length (DML)—is developed to detect 
boundary points, which are located either on the boundary of a cluster (at various 
hierarchical level) or on a line in a sparse area. By treating these boundary points 
differently, the single-link effect at various levels can be avoided.  
For a point p, its DML value is calculated with the following equation (Eq. 4.1): 
Ne L L p DML
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e ∑
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min) ( ) (   4.1
Ne is the number of edges incident to point p in the DT, Le is the length of an edge 
incident to p, and Lmin is the length of the shortest edge incident to p. A high DML value 
indicates that the point locates on a boundary—some neighbors are very close while other 
neighbors are far away.  
An interface is also developed for the user to interactively change the DML 
threshold value and visualize those boundary points on a map (figures 4-8, figure 4-19). 
When the user drags the threshold bar in the DML graph (figure 4-19), points with higher 
DML values and those with lower DML values are shown in different colors. Thus the 
user can determine a good DML threshold based on the mapping. This is the step 2, 
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InteractivelyLabelBoundaryPoints (SetOfPoints), in figure 4-9. Once a DML threshold is set, 
those points with higher DML values are labeled boundary points. All other points, i.e., 
non-boundary points, are labeled core points. A new MST construction algorithm is 
introduced in next section, where boundary points and core points are treated differently 
to avoid the single-link effect.  
 
 
Figure 4-8: A modified MST considering boundary points (light gray points). The single-
link effect is avoided at various levels.  
4.4.2 New MST Algorithm and Ordering 
In an improved MST (figure 4-8), core points can only be connected through core 
points, i.e., on the path from one core point to another core point in the MST, no 
boundary point is allowed. Boundary points can connect to other boundary points or core 
points. The algorithm for constructing a new MST with special treatment of boundary 
points is sketched below in pseudo-code (figure 4-9).  
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Each boundary point has a variable named core_neighbor, which is the closest 
and reachable (which might be through other boundary points) core point for the 
boundary point in the current MST (note: the MST is being constructed and thus the 
core_neighbor of a boundary point can be changed over time during the MST 
construction). The core_neighbor for a core point is itself. Original edges in the DT are 
ordered from the shortest to the longest and in this order each edge is processed.  
If the two end points of the current edge being processed are all core points, then 
consider this edge in the new MST. Please note: “consider” means that this edge is valid 
for being included in the new MST, but it is up to the MST algorithm (the simple one 
introduced in section 4.2.2) to decide whether to include it or not. If one end point of the 
current edge is a boundary point and its core_neighbor is null, then consider this edge in 
the new MST. If this edge is included in the new MST, then set the core_neighbor of the 
boundary point to be the other end point of this edge. If one end point of the current edge 
is a boundary point and it has its core_neighbor, which is not the other end point of this 
edge, then construct a new edge NE = <core_neighbor, the other end point of this edge> 
and insert NE into an ordered set of new edges. See figure 4-9 for further details of the 
algorithm. Essentially the new MST algorithm is to filter out some edges and create some 
new edges during the course of a simple MST algorithm.   
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1.  MST_new (SetOfPoints, OrderedEdges) 
2.     InteractivelyLabelBoundaryPoints (SetOfPoints); 
3.     Construct OrderedNewEdges with no edge in it; 
4.     WHILE OrderedEdges or OrderedNewEdges has edge(s)  
5.            Edge E = the shorter one in {OrderedEdges.next(), OrderedNewEdge.next()}; 
6.            IF both of E’s end points are core points 
7.                    Consider E in the MST; 
8.            ELSE IF one end point P of E is a boundary point 
9.                IF P.core_neighbor is null 
10.                    Consider E in the MST; 
11.                    IF E is added to MST 
12.                        Set P.core_neighbor = the other end point of E; 
13.               ELSE IF P.core_neighbor not null AND P.core_neighbor <> the other end point of E 
14.                   Construct a new edge NE = < P.core_neighbor, the other end point of E>; 
15.                   Insert NE into OrderedNewEdges; 
16.           ELSE IF both of E’s end points (P1 and P2) are boundary points  
17.               IF P1.core_neighbor not null AND P2.core_neighbor not null  
18.                   IF P1.core_neighbor <> P2.core_neighbor 
19.                       Construct a new edge NE with the two core_neighbors; 
20.                       Insert NE into OrderedNewEdges; 
21.               ELSE IF P1 (or P2).core_neighbor is null 
22.                   Consider E in the MST; 
23.                   IF E is added to MST 
24.                       Find boundary points with null core_neighbors connected to P1 (or P2) in the MST; 
25.                       Set their core_neighbors equal to P2 (or P1).core_neighbor; 
26.                       Set P1 (or P2).core_neighbor = P2 (or P1).core_neighbor; 
END;  
 
 
Figure 4-9: The new MST construction algorithm.  
The construction time of a simple MST (no consideration of boundary points) is 
O(nlogn). Additional steps in the procedure described in figure 4-9 that might be time 
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consuming include step 15, 20, and 24. The size of the OrderedNewEdges is much 
smaller than the size of the data set (n). With binary insertion, adding a new edge to the 
OrderedNewEdges takes O(logn) time (step 15 and 20). If a connected graph has at least 
one core point, then all the boundary points in the graph should not have null 
core_neighbors. Step 24 is traversing a connected graph consisting only boundary points 
and such a graph should be very small, as can be seen in figure 4-8. So, step 24 takes 
nearly a constant time. Thus the new MST construction algorithm remains an O(nlogn) 
time complexity. 
As an example application of this algorithm, the resultant cluster ordering of 3128 
USA cities (excluding cities in Alaska and Hawaii) is shown in figure 4-10. In the map 
only cities belonging to major clusters are visible. Single-link effect is successfully 
avoided at various levels. Some major clusters are numbered in the figure to show the 
mapping between clusters in the 2D space and the valleys in the ordering. With the 
ordering, it is easy to see the hierarchical cluster structure within each major cluster.  In 
other words, the ordering is a complete representation of the hierarchical cluster structure 
discovered by the clustering algorithm. By interactively controlling the threshold bar in 
the ordering panel (or the trend plot panel), one can see the corresponding change of 
clusters in the map. Each cluster is assigned an arbitrary color that is different from the 
colors of its neighboring clusters. For easy understanding, some major clusters are 
labeled in the above snapshot to show the mapping between 2D clusters and contiguous 
regions in the ordering.  
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Figure 4-10: Cluster ordering of 3128 USA cities in the contiguous 48 states.  
 92 
4.5  Cluster Ordering as Input to Multidimensional Clustering 
The spatial cluster ordering derived above, which preserves all hierarchical spatial 
clusters and some additional spatial proximity information, can be treated as a “common” 
attribute occupying only one dimension in any general purpose high-dimensional 
clustering method for identifying multivariate clusters. Chapter 6 will introduce how to 
integrate the spatial cluster ordering derived in this chapter within a multivariate 
clustering procedure. Next section includes several experiments with benchmark datasets 
used by other research.  
4.6  Experiments with Synthetic Data 
To evaluate the developed spatial clustering method introduced in this chapter, it 
is applied to four synthetic data sets that have been used by several recent clustering 
methods, including AMOEBA (Estivill-Castro and Lee 2000), random walks (Harel and 
Koren 2001), Chameleon (Karypis, Han et al. 1999). Those data sets are downloadable at 
http://www-users.cs.umn.edu/~karypis/cluto/download.html. The results show that the 
spatial clustering method reported here can work very well with very large data sets that 
contain clusters of various shapes, densities, and distributions. With the visualization of 
cluster ordering, the user can easily configure the algorithm to separate clusters at various 
levels.  
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4.6.1 Experiment one 
Data set one has 8000 points and contains six clusters of different size, shape, and 
orientation, as well as random noise points and some artifacts such as streaks running 
across clusters (figure 4-11).  
 
Figure 4-11: Dataset one. Top panel shows plotted data points and the bottom panel 
shows the Delaunay triangulation of those data points.  
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Figure 4-12: The clustering result of dataset one. Points in minor clusters are not shown. 
With colors it is easy to link those points in the ordering to clusters in the map.  
The clustering result and the cluster ordering derived from dataset one are 
presented in figure 4-12. Even without identifying boundary points, the method can 
detect those clusters very well. From the cluster ordering, it is very clear that there are 6 
major clusters and the user can easily set the threshold to separate them. It is also clear 
that at a slightly higher level, these 6 clusters are merged into 3: the left two (left in the 
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map and right in the ordering, colored light blue and light green), the middle three, and 
the right one (colored red).   
4.6.2 Experiment two 
 
Figure 4-13: Dataset two. Top panel shows plotted data points and the bottom panel 
shows the Delaunay triangulation of those data points.  
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Dataset two has 8000 points and contains 6 clusters, which are actually 6 letters in 
a word: GEORGE (figure 4-13). There is a strip of points run through these letters to 
complicate the clustering problem.  
Again, without detecting boundary points, the method easily identified those 6 
clusters. The ordering and clustering result are shown in figure 4-14.  
 
Figure 4-14: The cluster ordering and the resultant clusters of dataset two.  
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4.6.3 Experiment three 
Dataset three (figure  4-15) has nine clusters of different shape, size, and 
orientation, some of which are inside the space enclosed by other clusters. It also contains 
random noise and special artifacts, such as a collection of points forming vertical streaks.  
 
Figure 4-15: Dataset three. Top panel shows plotted data points and the bottom panel 
shows the Delaunay triangulation of those data points.  
For this dataset, the single-link effect is getting a little bit serious. Without 
identifying boundary points, the method still can separate those 9 clusters, although those 
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two clusters at the bottom-left corner are very difficult to separate. The ordering and 
clustering result is shown in figure 4-16.    
 
 
Figure 4-16: The clustering result and cluster ordering of dataset three.  
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4.6.4 Experiment four 
Dataset four (figure 4-17) has eight clusters of different shape, size, density, and 
orientation, as well as random noise. A particularly challenging feature of this data set is 
that clusters are very close to each other and have varying densities.  
 
Figure 4-17: Dataset four. Top panel shows plotted data points and the bottom panel 
shows the Delaunay triangulation of those data points.  
This time, without the identification of boundary points and the special treatment 
of them, the result is not satisfactory (see figure 4-18) due to the strong single-link effect.  
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Figure 4-18: The clustering result and cluster ordering of dataset four without the 
identification of boundary points. Several clusters are impossible to separate due to the 
strong single-link effect.  
  
Figure 4-19 shows the interface for interactively configuring the DML threshold 
for identifying boundary points in dataset four.    
 
 
Figure 4-19: An interactive interface for identifying boundary points. Bottom panel 
shows the DML graph, where all points are ordered according to their DML values. The 
threshold bar, which the user can drag it up and down, separates points into two groups: 
boundary points (red) and core points (green), which are immediately shown in the top
map. Thus can help the user configure a proper DML threshold.  
The cluster ordering and clustering result after special treatment of boundary 
points are shown in figure 4-20 and figure 4-21, which show the clusters at two different 
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hierarchical levels. The user can drag the threshold bar up and down to see the results 
shown in these two figures.    
 
Figure 4-20: Cluster ordering of dataset four with special treatment of boundary points. 
Three major clusters are shown at a high level. Those children clusters within each of 
these 3 major clusters are very clear.  
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Figure 4-21: The cluster ordering and the clustering result of dataset four with special
treatment of boundary points. At this hierarchical level, all 8 clusters are clearly presented 
and separated, except the less dense cluster (left end in the ordering) can be cut into two
the threshold level is too low.  
 
  
Chapter 5 
 
Feature Selection Using Conditional Entropy Matrix 
5.1 Introduction 
In the previous chapter, spatial clusters are transformed into a 1D ordering, 
which can be added as an additional “common” attribute to the original data. Before 
performing high-dimensional (or multivariate) clustering with this high-dimensional data 
(with spatial cluster ordering), feature selection is often a necessary step to filter out 
irrelevant or noisy attributes. This chapter focuses on how to select interesting subspace 
from the original data space for clustering. The next chapter (chapter 6) will introduce 
an interactive multivariate clustering method to search clusters in each selected 
subspace.   
A novel feature selection approach is developed to improve the effectiveness, 
efficiency, and the ease for human interaction and understanding in dealing with high 
dimensionality. This approach can help select subspaces without the actual identification 
of clusters. Once a subspace is selected, any full-dimensional clustering method (as 
opposed to subspace clustering methods) can be used to search for clusters in that 
subspace. Other than clustering, this method can also be used to (1) inform various high-
dimensional visualization techniques to focus on a subspace for better views; and (2) add, 
remove, and/or extract attributes to compile a better data set for analysis (not limited to 
clustering).    
 105 
The subspace selection approach is based on a matrix of pair-wise conditional 
entropy values of 2D data spaces. A new calculation of conditional entropy is developed 
to reliably measure the existence and the significance level of clusters (defined as a 
contiguous dense area of arbitrary shape) in a 2D space. From the entropy matrix, the 
user can easily get an understanding of the overall picture of various relationships among 
dimensions without giving any subjective parameter. Subspaces of more than two 
dimensions can be automatically extracted given an entropy threshold, which is easy to 
configure with the visual display of the matrix. The user can also interactively form a 
subspace based on both the entropy matrix and his/her expertise about the application 
problem. Experiments with synthetic data sets show that the approach is very robust for 
correct identification of subspaces of various dimensionalities that contain clusters of 
various sizes. 
The rest of the chapter is organized as follows. The next section introduces 
existing methods for measuring cluster tendency in a 2D data space. Section 5.3 presents 
the calculation of a maximum conditional entropy value a 2D data space. Then section 
5.4 introduces how to search interesting multidimensional subspaces based on the entropy 
matrix, automatic algorithms, and human interaction with the help of visualization. 
Section 5.5 includes experiments to demonstrate the ability of the subspace selection 
approach.  
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5.2 Cluster Tendency Detection and Subspace Evaluation 
Clustering tendency (Jain and Dubes 1988) refers to the problem of deciding 
whether the data set exhibits a tendency to cluster into natural groups, without actually 
identifying those groups. In other words, clustering tendency is a quantitative measure 
that indicates whether a data set has clusters and how strong those clusters are without 
trying to find the actual clusters. A preliminary assessment of clustering tendency is often 
necessary because many clustering algorithms will create clusters no matter the data are 
naturally clustered or just purely random. For data mining with large and high-
dimensional data sets, clustering tendency can potentially be used to select or eliminate 
subspaces for clustering.  
A data set has valid cluster(s) only if the distribution of data point is ‘unusual’ in 
some sense  (Jain and Dubes 1988). To decide whether it is usual or not, one can use 
statistical tests to accept or reject a null hypothesis. A null hypothesis is a statement of 
‘no structure’, or randomness, which means that the dataset is the result of a random 
process. For numerical data types, random position hypothesis is the most commonly 
used null hypothesis (Jain and Dubes 1988).  
In this thesis, cluster tendency has a broader meaning than the acceptance or 
rejection of a null hypothesis. It refers to any measure that can serve as an indicator of the 
existence and significance level of cluster(s) in a (usually 2D) data space. Cluster is 
defined as a contiguous, dense region (can be multidimensional) of an arbitrary shape. A 
partition of the data space is not required, i.e., the data may contain only one cluster. 
Thus a linear relationship can be regarded as a special case of a cluster, which has an 
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elongated shape. From this point of view, three types of cluster tendency measure exist: 
covariance or correlation, Quadrat analysis and chi-square test, and entropy-based 
measures.  
5.2.1 Covariance and Linear Correlation between Dimensions 
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Figure 5-1: A data space (correlation = - 0.1) clearly contain two clusters.  
Covariance or correlation measure in statistics has been long used for testing the 
existence of a linear relationship between two dimensions. However, except spatial 
autocorrelation, they can only capture linear relationships among variables. In a data 
space, strong clusters may exist while the covariance and correlation measures are very 
low (see an example in figure 3-2). The reason is that different clusters of points can 
cancel out each other in the covariance / correlation calculation. For the example data set 
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the centers of the two major clusters are in general demonstrating a negative linear 
relationship, but the points within each cluster demonstrate a positive linear relationship. 
Thus altogether the correlation value is very low (-0.1) while the data set obviously 
contains clusters.   
5.2.2 Quadrat Analysis and Chi-Square Test   
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Figure 5-2: Partition the 2D data space into equal-sized quadrats.  
Quadrat analysis partitions a rectangular 2D data space into equal-sized 
rectangles (figure 5-2), called quadrats, and counts the number of points falling in each 
quadrant (Jain and Dubes 1988). This idea is very similar to those density- and grid-based 
methods introduced previously. If the data space does not contain any significant cluster, 
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then the set of counts should follow a Poisson distribution under randomness. A chi-
square test can then be used to test the hypothesis of randomness. Chi-square test has 
been widely used for testing the statistical significance of bivariate tabular association, 
especially for nominal (categorical) data (Snedecor and Cochran 1989).  
5.2.3 Entropy and Conditional Entropy 
Entropy is a measure of uncertainty of a random variable (Shannon 1948). Let X 
be a discrete random variable, V be a set of possible values of X, |V| be the size of V, and 
p(x) be the probability mass function of X. The entropy H (X) is defined as follows 
(Eq. 5.1): 
| | log / ] ) ( log ) ( [ ) ( V x p x p X H
V x ∑
∈
− =   5.1
H (X) is always within the range of [0, 1]. If ∃xi ∈ V such that p(xi) = 1 and p(xj) = 
0 for all j ≠ i, then H (X) = 0. In other words, there is not uncertainty: the value of X is 
always xi. If for ∀i, p(xi) = 1/ |V|, then H (X) = 1. In this case the uncertainty of X is the 
largest: every value of X is equally likely.  
Cheng and others (1999) developed an entropy-based approach for evaluating and 
pruning subspaces. A subspace with clusters typically has lower entropy than a subspace 
without clusters. The entropy of a discretized subspace is calculated with the following 
equation (Eq. 5.2): 
| | log / )] ( log ) ( [ ) ( V x d x d X H
V x∑
∈
− =   5.2
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H (X) is the entropy value of a (2D or multidimensional) data space X, which is 
partitioned into a set of 2D grids or multidimensional cells: V. The density of a cell, d(x), 
is the fraction of total data points contained in the cell.  
Figure 5-3 shows two 2D data spaces: S1 and S2, both of which are discretized into 
16 grid cells. S1 has a smaller entropy value than S2 because S1 is more “clustered”.  
H (S1) = - (0.02*log160.02 + 0.01*log160.01 + 0.15*log160.15 + …) = 0.68. 
H (S2) = - (0.08*log160.08 + 0.1*log160.1 + 0.05*log160.05 + …) = 0.96.  
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Figure 5-3: Two discretized subspaces.  
However, the entropy of a subspace is critically related the interval size δ on each 
dimension and hence the number of intervals on each dimension. If δ is too small the data 
space will be partitioned into many cells and the average number of points in each cell 
can be very small. Then the entropy value can be very high even if the data points are 
strongly clustered. On the other hand, if the interval size δ is too large, it cannot capture 
the differences in density in different regions of the data space. Cheng and others (1999) 
requires that the average points in each cell should be at least 35 points. Another problem 
with entropy measure is that it cannot discriminate dependency and independency 
between two variables. For example, in figure 5-4, the 2D data space has a low entropy 
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value because most points are located in a small and dense region. However, the two 
dimensions are independent from each other. In other words, the entropy is low because 
points clustered well on each dimension but not in the 2D data space.  
 
 
Figure 5-4: Low entropy does not necessarily mean good clusters. In this 2D data space, 
data points are clustered well on each dimension but the two dimensions are independent
from each other.  
Conditional entropy is another measurement (chi-square value is the other one) 
for detecting the mutual interaction between two dimensions (attributes) (Pyle 1999). Let 
S be a 2D subspace comprising of dimensions ai and aj. To calculate the conditional 
entropy of S, both ai and aj need to be discretized into ξ intervals (usually of equal size). 
Thus S is partitioned into a matrix of grid cells. Let χ be the set of grid cells (including 
empty ones) for a column C in the matrix, and d(x) be the density of a cell x∈χ, i.e., the 
number of points in x divided by the total number of points in the column. Then the 
entropy of this column is calculated using the following equation (Eq. 5.3). 
| | log / )] ( log ) ( [ ) ( X x d x d C H
X x∑
∈
− =   5.3
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0 1 3 0 0 0 4 .03
1 9 1 0 1 2 14 .09
7 14 3 7 6 0 37 .25
7 6 13 19 12 5 62 .41
0 4 14 5 1 1 25 .17
1 2 3 2 0 0 8 .05
16 36 37 33 20 8
.11 .24 .25 .22 .13 .05
CE
.314
.629
.835
.939
.668
.737
CE(X|Y)
= 0.812
CE .597 .847 .806 .615 .540 .502
CE(Y|X) = 0.700
 
Figure 5-5: Calculation of conditional entropy values.  
Conditional entropy (Y|X) is a weighted sum of the entropy values of all columns 
(see figure  5-5). Following are three steps to calculate conditional entropy (Y|X). 
Conditional entropy (X|Y) can be calculated similarly using rows instead of columns.  
1)  Calculate the column sum and weight (column sum divided by n—the data size). 
2)  Calculate the entropy for each column. 
For example, for column x2, H(x2) = - [(1/36) * log(1/36) + (9/36)*log(9/36) + 
… + (2/36)*log(2/36)] / log(6) = 0.847, where 36 is the total number of points in 
column x2 and 6 is the total number of cells in column x2.  
3)  Conditional entropy (Y|X) is a weighted sum of all column entropy values. 
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Conditional entropy can discriminate dependency and independency between two 
variables. However, it still has similar problems regarding the discretization method, bin 
size and clusters of different sizes.  
5.3  Maximum Conditional Entropy for Measuring Cluster Tendency  
To tackle the problem of high dimensionality, a new calculation of conditional 
entropy is developed as a measure of cluster tendency of a 2D data space. Then a matrix 
of such 2D conditional entropy values can help to identify interesting multidimensional 
subspaces. A cluster is defined as a contiguous dense region of an arbitrary shape. The 
definition for being dense varies in different research (Ester, Kriegel et al. 1996; 
Agrawal, Gehrke et al. 1998; Hinneburg and Keim 1999). Since here we need not to 
actually identify clusters, a clear-cut definition of “being dense” is not important. It is 
important to define being denser. For two regions R1 and R2 of the same size, if R1 has 
more points than R2 does, then R1 is denser than R2. Given a high-dimensional data set 
and two different 2D subspaces (S1 and S2) from it, if S1 has smaller and denser regions 
than S2 does that contain the majority of data points, then S1 is more “clustered” than S2.   
A good cluster tendency measure should meet several requirements: 
•  It does not assume the shape of clusters;  
•  It does not assume the size of clusters (in terms of both the coverage and the 
range on each dimension); 
•  It does not assume any distribution of data points; 
•  It is robust with various dataset size; 
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•  It is robust with outliers and extreme values; 
•  It is tolerant to a high portion of noise. 
 The new calculation of conditional entropy value of a 2D data space can satisfy 
all of the requirements. It takes two steps to calculate the modified conditional entropy: 
(1) discretize each dimension, i.e., cutting a dimension of continuous values into several 
intervals, which divide the 2D subspace into grids (rectangular cells); (2) calculate two 
conditional entropy values (one for columns and the other one for rows), and then take 
the maximum of these two conditional entropy values as the final conditional entropy of 
the 2D data space.  
5.3.1 Dimension Discretization  
Each dimension needs to be discretized into a set of intervals. Intervals from 
different dimensions together divide a data space into a set of hyper-cells, each of which 
contain some data points. There are many existing discretization (classification) methods 
for single-dimensional data (Slocum 1999). CLIQUE adopted the Equal-Interval (EI) 
method. The Nested-Mean (NM) method is chosen over the EI method to improve the 
effectiveness.  
The EI approach divides a dimension into a number of intervals, each of which 
has the same length (figure 5-6). This approach does not consider the distribution of the 
data—it only uses the minimum and maximum values. Although it can effectively locate 
strong clusters, it often results in an extremely uneven assignment of data items to cells 
and fails to examine detailed patterns within a dense area. As in figure 8, with EI 
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approach the two smaller but much denser clusters fall in a single cell. Therefore these 
two clusters can never be distinguished in further analysis with those cells. Extreme 
outlier values can also severely affect the effectiveness of the EI approach.  
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Figure 5-6: Equal-Interval discretization of a 2-D data set. This synthetic data set has 
3500 points, which contains 3 clusters (of different sizes) and a portion of noisy points.  
The NM approach can adapt well with the data distribution and are robust with 
outlier values and noisy points. It recursively calculates the mean value of the data and 
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cut the data set into two halves with the mean value (figure 5-7). Then each half will be 
cut into halves with its own mean value. This recursive process will stop when the 
required number of intervals is obtained. The NM discretization can examine detailed 
structures within a dense region and, at the same time, can capture coarse patterns in a 
comparatively sparse region. Although NM tends to divide a cluster into several cells, 
those cells that constitute the cluster are always denser than neighboring cells. As in 
figure 5-7, the two smaller but denser cells now fall in 8 cells, each of which is still much 
denser than cells in a sparse area. Thus these two clusters are distinguishable in further 
analysis. The synthetic distances (see next section) among those cells of the same cluster 
are very small and the clustering procedure can easily restore the cluster by connecting 
them.  
The number of intervals (r) needed for each dimension depends on the data set size 
(n). A general rule adopted here is that on average each cell should contain about 35 
points according to Cheng et al. (1999). Another rule is that, for the nested-means 
discretization,  r should equal 2
k ( k is a positive integer). Since only 2D spaces are 
considered here, n / r
2 ≈ 35 and r = 2
k. For example, if n = 10000, then r = 16, because 
16*16 = 256 and 256 *35 = 8960 (close to 10000). To scale well with extremely large 
data sets, the threshold 35 can increase by a factor of logk n, where k is a large integer 
(e.g., 1000). Thus the time complexity for discretizing all 2D subspaces is O(d
2nlogn).  
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Figure 5-7: Nested-Means discretization. The length of each interval is no longer the 
same. It is shorter in dense area and longer in sparse area. However, it always make sure
the cells of a dense area are denser (in terms of how many points a cell contains) than
those of a sparse area.  
5.3.2 Calculation of Maximum Conditional Entropy 
The calculation of a normal conditional entropy given a matrix of values can be 
found in (Pyle 1999). The new calculation of conditional entropy incorporates two 
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improvements. (1) It uses the nested-means discretization method instead of a equal-
interval approach. (2) It takes the maximum value (CEmax) of the row-based conditional 
entropy,  CE (X|Y), and the column-based conditional entropy, CE (Y|X) as the final 
measure of the cluster tendency in the 2D data space (figure 5-8). See section 5.2.3 for 
the calculation of CE (X|Y) and CE (Y|X). 
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Figure 5-8: Calculation of the maximum conditional entropy.  
5.4  Subspace Selection Using Conditional Entropy Matrix 
Let A = {A1, A2, … , Ad} be a set of dimensions and S = A1 ×  A2 ×  … × Ad be a d-
dimensional data space. Let S2 = {Ai × Aj | i=1..d, j = 1..d, i < j} be the set of all possible 
2-D subspaces from this data space. The conditional entropy values of these 2-D 
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subspaces can form a matrix. This matrix can also be viewed as a complete graph with 
each dimension as a vertex. There is an edge between any two dimensions. The length of 
each edge (or distance between two dimensions ai and aj) is assigned as CE(i, j), the 
range of which is [0, 1]. This graph of dimensions will be used below for both visualizing 
the matrix and searching multidimensional subspaces that contain clusters. 
The rationale for selecting multidimensional subspaces based on this matrix (graph) 
is: if an L-dimensional (2 < L < d) subspace SL has good clusters, all possible 2-D 
subspaces of SL should have low conditional entropy values.  This rationale is similar to 
the monotonicity lemma used by CLIQUE: if a collection of points P is a cluster in a k-
dimensional space, then P is also part of a cluster in any (k-1)-dimensional projections of 
this space (Agrawal, Gehrke et al. 1998). Is it possible that a subspace SL has good 
clusters but some (or even all) of its projected 2-D subspaces do not have good clusters 
(and hence low conditional entropy values)? It is possible. However, since we need not to 
actually identify clusters, the overlap of clusters in a projected 2-D subspace is not a 
problem. Actually the overlap of clusters can make the conditional entropy value of the 
subspace even smaller. The only problematic case is that, all clusters are of the same 
density and are regularly distributed (no overlap and side by side) in the projected 2-D 
subspace. In such a case, the entropy value would be very high. However, the probability 
of such a case is very small.  
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5.4.1 Ordering Dimensions for Better Visualization 
To render a better display of the entropy matrix, an optimal ordering of all 
dimensions is derived such that correlated dimensions (in terms of low conditional 
entropies) are placed as close to each other as possible in the ordering. The more highly 
correlated two dimensions are, the closer they should be in the ordering. The derivation 
of such an ordering of dimensions is actually very similar to the derivation of a cluster 
ordering introduced in chapter 4. Each pair of dimensions can form an “edge” with each 
dimension as an end “point”. The length of this edge is the maximum conditional entropy 
value between these two dimensions. Thus the pair-wise conditional entropy matrix can 
be viewed a graph, i.e., a set of edges that connect all points (dimensions). From this 
graph, a minimum spanning tree (MST) is constructed. Now it is getting more similar to 
the spatial clustering method. From the MST, an optimal ordering of dimensions can be 
derived to completely preserve the hierarchical cluster structure of these dimensions and 
additional proximity information among them. Figure 5-9 shows a matrix with ordered 
dimensions. 
Those dimensions of a multidimensional subspace with good clusters are likely to 
neighbor each other. Each cell is colored according to its entropy values—lower entropy 
values are assigned brighter colors. Striking bright blocks the indicate subspaces with 
good clusters. Both entropy values (bottom-left half) and correlation values (top-right 
half) are shown in the same matrix for comparison. But the correlation values are just 
used here for comparison—they are not used for searching multidimensional subspaces, 
which will be introduced next. The generation of the data set used here will be presented 
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in section 5.5. From the comparison (figure 5-9) it can observed that those 2-D subspaces 
with a good correlation value always have a good conditional entropy value as well. 
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Figure 5-9: Visualization of a conditional entropy matrix. Dimensions are ordered
(sorted) based on the matrix of entropy values (not correlation values).   
So far, the user has not yet given any subjective parameters, but he/she already 
gets a good overall understanding of the relationships among dimensions. The user can 
easily identify interesting subspaces that have good clusters based on the visual display. 
In figure 5-9 there are two interesting subspaces: {d9, d1, d3} and {d6, d2, d7, d8}. The 
data set used here only has 10 dimensions, which is designed for illustration only. The 
new approach can effectively and efficiently handle more than 100 dimensions and 
clusters of various dimensionalities. The time complexity for constructing the matrix is 
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O(d
2nlogn), where d is the dimensionality and n is the size of the data set. Moreover, the 
construction of the matrix is decomposable. It can adopt a distributed computing strategy 
to be time-efficient, or sequentially process data column by column (or row by row) to be 
memory-efficient.  
Another advantage of this approach is that, once the matrix constructed, the user 
can examine various relationships among dimensions without running the procedure 
repeatedly.  
5.4.2 Automatic Search of Maximum Subspaces 
Given a threshold of conditional entropy e, a maximum subspace Smax (e) satisfies 
two conditions: (1) the conditional entropy value of any 2D subspace from Smax (e) is 
lower than e; and (2) adding any new dimension that is not in Smax (e) will violate the first 
condition. The algorithm for searching maximum subspaces is introduced in Chapter 8.  
For a high-dimensional data set, it is desirable to have such an automatic 
procedure to identify those important subspaces. See figure 8 and 9 show the interface for 
using this function. The user only needs to input a conditional entropy threshold, which is 
easy to set with the help of the visualization of the matrix. If the matrix is too big to label 
each value, when the mouse is over a cell, its value will pop out.  The user can also 
interactively form a subspace according to his/her understanding, expertise, and interest.  
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5.5  Experiments with Synthetic Data 
This section includes several experiments that evaluate the developed approach 
against a most recent subspace clustering method DOC (Procopiuc, Jones et al. 2002). 
The data generator described in DOC is used to generate high-dimensional data sets that 
contain U-clusters, MGq-clusters, or N-clusters. The new method works well with all 
these types of cluster, although it works better with U-clusters and MGq-clusters than 
with N-clusters. Here the result with N-clusters is presented.  
The dimensionality of data sets is 50 or 200. The data set size is 50,000 or 
100,000. The cluster dimensionality (i.e., the dimensionality of the subspace associated 
with a cluster) ranges between 3 and 10 (from a Poisson distribution with a mean value of 
5) in the first two experiments, and ranges between 35 and 45 (from a Poisson 
distribution with a mean value of 40) in the third experiment. This is designed to show 
that the new approach can reliably identify both low-dimensional subspaces and high-
dimensional subspaces. Experiments are carried out to experiment with cases in which 
clusters share a fair portion of dimensions. There are always 5 clusters, which is the same 
as in DOC. The coverage of clusters ranges from 10% to 20%. The noise level is around 
20%.  
All generated points have values in the range [0, 100]. Clustered points are 
normally distributed in the associated subspace of bounded dimensions. The standard 
deviation of the clustered points for each dimension is randomly chosen from range [5, 
10]. The mean value of the clustered points is also randomly chosen. The dimensionality 
of each cluster is also randomly chosen from range [3, 10] (or [35, 45] for the third 
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experiment). Then the dimensions for each subspace are randomly chosen. For the second 
experiment, to simulate the situation where clusters share many dimensions, the data 
generator forces the selection of dimensions to focus on a small set of dimensions (e.g., 
15). 
 
Cluster ID Dims Subspace dimenions Points
1
2
3
4
5
noise
total
10 {10,12, 13, 14, 19, 24, 25, 34, 48, 49} 8738
3 {31, 47, 38} 6188
4 {15, 20, 28, 44} 8688
4 {3, 11, 17, 19} 9335
7 {3, 9, 10,  26, 36, 40, 42} 7048
50 10003
50 50,000
Figure 5-10: Experiment one.  
The new approach is interactive in that it uses visualization to help users correctly 
select the only required threshold for automatic searching of subspaces. The system has 
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run many times (each time it will generate a new data set) and the following examples are 
common and representative. Figure 5-10 shows a simple case. There are 50 dimensions, 
50000 points and 5 clusters. Cluster dimensionality is from 3 to 6. Clusters may share 1 
or 2 dimensions with others. From the matrix one see that the difference between 
clustered and non-clustered dimensions are quite different. The threshold is easy to set 
and all 5 subspaces with clusters can be correctly identifies. Please note that in the list on 
the right part includes both those maximum subspaces and some of their children 
subspaces.  
Figure 5-11 shows the result of the overlapping case: clusters share many 
dimensions with each other. In following table, bold dimensions are shared by at least 
two clusters. In the snapshot, the view is zoomed to show those 15 dimensions (out of 50) 
that are involved in clusters.  For this case, the threshold is a little difficult to set. 
Nevertheless, a proper threshold value can be found, with the help of visualization and 
human interaction, to identify those 5 heavily overlapped subspaces. However, due to the 
heavy overlap, one clustered subspace may be totally covered by another clustered 
subspace. For example, in figure 5, subspace{2, 5, 8, 12} is covered by subspace {1, 2, 5, 
9, 8, 10, 12}, and therefore they cannot be separated. It can also be observed that 
subspace{3, 4, 5, 6, 8} is identified as {3, 4, 5, 6, 8, 2, 9, 10}. It is because dimensions 
{2, 9, 10} are correlated with all dimensions in {3, 4, 5, 6, 8} via clusters 1 and 5 (see 
table below). Nevertheless, although the result subspace is not the exact one, it still 
uncovers important patterns.  
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Cluster ID Dims Subspace dimenions Points
1
2
3
4
5
noise
total
7 {1, 2, 5, 9, 8, 10, 12} 8030
5 {3, 4, 5, 6, 8} 7485
6 {0, 2, 4, 11, 13, 14} 9559
4 {2, 5, 8, 12} 6852
9 {0, 2, 3, 4, 6, 8, 9, 10, 14} 7973
50 100101
50 50,000
Figure 5-11: Experiment two.  
Figure 5-12 shows the third experiment with the case described in DOC. There 
are 200 dimensions, 100000 data points, and 5 clusters of dimensionality around 40. The 
new approach still works quite well for this case. By a careful examination with the 
visualization, a proper threshold can be found to correctly identify all 5 clustered 
subspaces. Many low-dimensional subspaces are also produced due to the overlap effect 
(as introduce above). However, the result is still very satisfactory because (1) correct 
subspaces are all found, and (2) byproduct subspaces also reveal important associations 
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among dimensions. Another desirable fact is that, if the threshold is set a little smaller, 
children subspaces of those clustered subspaces are found but no irrelevant dimensions 
included. If the threshold is a little too high, all the clustered subspaces are identified but 
may also include several more irrelevant dimensions.  
 
Figure 5-12:  Experiment three. 
 
 
  
Chapter 6 
 
Interactive Hierarchical Multivariate Clustering 
6.1 Introduction 
The previous two chapters introduced: (1) how to derive a 1D spatial cluster 
ordering to encode hierarchical spatial clusters and spatial proximity information, and 
(2) how to select interesting subspaces from a large number of attributes (including the 
spatial cluster ordering). Once a subspace is selected, a multivariate clustering method is 
needed to search patterns (clusters) in it. This chapter will introduce an interactive, 
hierarchical, density-based clustering method for searching multivariate (and spatialif 
the spatial ordering is included in the selected subspace) patterns.  
A density- and grid-based method is developed for hierarchical high-dimensional 
clustering. The method is similar to CLIQUE and ENCLUS but improved in several 
aspects. First, the approach uses a nested-mean discretization method instead of the 
equal-interval method. Second, by treating each multidimensional grid cell as a “hyper 
point” and calculating a synthetic distance measure between two “hyper points”, the 
hierarchical spatial clustering method introduced earlier can be easily extended here to 
perform hierarchical high-dimensional clustering. Third, with various visualization 
techniques, the approach supports interactive configuration of algorithm parameters and 
human-led exploration and interpretation of clusters.  
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The developed method is not a subspace clustering method, although it is similar 
to CLIQUE and ENCLUS, both of which are subspace clustering method. The method 
relies on the feature selection component (introduced in chapter 5) to select subspaces. If 
these two components (feature selection and multidimensional clustering) are integrated 
and regarded as one method, then it is indeed a subspace clustering method. The 
developed method is very efficient for both the computational algorithm and related 
visualization components. The main reason is that the data is partitioned into a set of non-
empty hyper cells, the number of which is very small compared to the original data size. 
Both computational algorithms and visualization components treat each hyper cell as a 
single data object. Such efficiency enables intensive human interaction in steering the 
method, visualizing intermediate results, and iteratively improving the overall analysis.  
6.2   Discretization of Each Dimension 
To partition a data space (a subspace selected in the feature selection component) 
into hyper cells, each dimension needs to be discretized into a set of intervals. Such 
discretization is similar to the discretization introduced in chapter 5. However, there are 
two differences. First, in chapter 5 the discretization targets on 2D data space only, while 
here the discretization is for multidimensional data spaces, which may have many 
attributes.  
Second, the requirements are different. For feature selection in chapter 5, the 
focus is on consistently and reliably measuring cluster tendency in various 2D data 
spaces. Equal-interval discretization (EI) is poor for this purpose because cluster 
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locations (everything remains the same) can make a big difference in the final measures. 
For high-dimensional clustering in this chapter, the focus is on detecting clusters. For this 
purpose, EI discretization is not as poor as in feature selection. It can always capture the 
most significant (especially small and dense) clusters (see figure 6-1).  
 
 
 
Figure 6-1: A data space discretized by an EI method (top) and an NM method (bottom).
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However, although EI discretization can effectively locate strong clusters, it often 
results in an extremely uneven assignment of data items to cells and fails to examine 
detailed patterns within a dense area. As in figure 6-1 with EI discretization the two 
smaller but much denser clusters fall in a single cell. Therefore these two clusters can 
never be distinguished in further analysis. The NM discretization can examine detailed 
structures within a dense region and, at the same time, can capture coarse patterns in a 
comparatively sparse region. Although NM tends to divide a cluster into several cells, 
those cells constitute the cluster are always denser than neighboring cells. As in figure 6-
1, the two smaller but denser cells now fall in 8 cells, each of which is still much denser 
than cells in sparse areas. Thus the two clusters are distinguishable in further analysis. 
The synthetic distances (see next section) among cells of the same cluster are very small 
and the clustering procedure can easily restore the cluster by connecting them. 
The NM discretization is again chosen over the EI method for discretizing a data 
space here. The number of intervals (r) needed for each dimension is determined by the 
subspace size (d—the number of dimensions involved in the subspace) and the data set 
size (n). A general rule adopted here is that r
d should roughly equal to n, i.e., r should be 
around the value of n
1/d. For the nested-mean discretization, r should also equal to 2
k (k is 
a positive integer). These two rules determine r. For example, if d = 4 and n = 3800, since 
2
3 = 8 and 8
4 = 4096 (close to 3800), then r should be 8. With this strategy, the proposed 
approach is scalable to very large data sets.  
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6.3  Proximity Measure between Cells 
To find hierarchical clusters with a set of dense cells, a distance measure is 
needed to define the similarity (or proximity) between two cells. The choice of a distance 
measure can dramatically influence the clustering result. For clustering analysis, 
especially high-dimensional clustering, many distance measures have been used and 
evaluated (Jain, Murty et al. 1999; Aggarwal 2001; Aggarwal, Hinneburg et al. 2001; 
Bookstein, Kulyukin et al. 2002).  
6.3.1 Existing Proximity Measures  
A variety of measures have been proposed for deriving a dissimilarity matrix from 
a set of continuous multivariate observations (Gower, 1985; Gower and Legendre, 1986; 
Everitt, 2001). Table 6-1 lists three commonly used distance measures.  
Table 6-1: Proximity measures for continuous data.  
Proximity Measure  Formula 
Euclidean Distance (L2 norm) 
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Other than the distance measure for continuous data listed in table 6-1, there are 
other proximity measures that are potentially applicable for measuring the distance 
between two hyper cells. Hamming distance is a distance measure of two binary strings. 
It uses the number of bits, which differ between the two binary strings, as the distance 
measure. Formally, the Hamming distance between two strings A and B is Σ|Ai - Bi|. 
Hausdorff distance is a measure of the similarity between two point sets (Dubuisson and 
Jain 1994). Formally, Hausdorff is defined as follows (Eq. 6.1): 
() ( ) {}





 =
∈ ∈
b a d B A H
B b A a
, , min max   6.1
where a and b are points from sets A and B respectively, and d(a, b) is a metric (e.g., the 
Euclidian distance) between points a and b. There are also many modified versions of 
Hausdorff distance (Dubuisson and Jain 1994).  
A Hamming distance between two hyper cells can be defined as the number of 
intervals shared by two cells. However, Hamming distance does not consider the 
distribution of data points within each cell. The Hamming distance between two diagonal 
cells is always 0, although the majority of points in two cells can be very close to each 
other. For example, in figure 6-1, the smallest (but densest) cluster is divided into 4 cells 
with NM discretization. The data distribution in each cell is skewed towards each other. 
To use Hausdorff distance, two hyper cells can be regarded as two sets of points. The 
Hausdorff distance between these two cells can be calculated with the above formula. 
However, the calculation of a Hausdorff distance is not efficient if two point sets are very 
large. 
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6.3.2 A Synthetic Distance Measure 
To effectively and efficiently identify hierarchical clusters given a set of dense 
cells, a synthetic distance measure is developed, which considers both the nominal 
position of intervals and the distribution of data points within each cell. First, a synthetic 
value (SynVal) is calculated for each interval within each cell, based on three values: (1) 
the nominal position (i) of the interval for the dimension, (2) the interval bounding 
values—[Mini,  Maxi], and (3) the dimension mean value (Meani) of all data points 
contained in the cell (see Eq. 6.2). 
SynVal = [(Meani – (Maxi + Mini) / 2) / (Maxi – Mini)] + i  6.2
 
P(x)
0 18 30 58 100
14 21 50 66
01 2 3
0.28 0.75 2.21 2.69 Synthetic values
Nominal positions
Mean values
Actual intervals
Data distribution and
NM discretization
 
Figure 6-2: The calculation of a synthetic value for an interval within a hyper-cell. Here a 
1D space is used as an example, where each cell is defined by a single interval.  
Note that the SynVal of the same interval in different cells can be different due to 
different data points they contain and hence different mean dimension values.   For easy 
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explanation, let’s consider a 1-D space, where each cell is defined by a single interval 
(figure 6-2). The dimension is of range [0, 100] and divided with the NM discretization 
into 4 intervals. Thus there are 4 cells, each of which is defined by a single interval. The 
synthetic value of each interval in each cell is shown in figure 6-2.  
These synthetic interval values, which integrate both the global nominal ordering 
and the local numerical variance, can preserve the data distribution. Each hyper-cell is 
defined as a high-dimensional “point” with a vector of synthetic values of its 
constitutional intervals. The distance between two cells is the Euclidean distance between 
the two vectors of synthetic values. One advantage of this synthetic distance measure is 
that, the distance between two diagonal cells (cells that do not share intervals) may be 
very short if data points in each cell are skewed towards each other. With this distance 
measurement, the three clusters in figure 6-1 can be easily identified by the clustering 
algorithm.  
The most important characteristic of this synthetic distance measure between two 
hyper cells is that, it can effectively separate small (but dense) clusters at lower levels. 
For example, as in figure 6-1 the distance between the closest pair of cells of those two 
small clusters is actually quite large (close to 2). 
6.3.3 An Alternative Euclidean Distance Measure 
The developed method is designed to flexibly support a collection of distance 
measures for the user to choose and compare. Another alternative distance measure is the 
Euclidean distance. Each dimension is first standardized with its range [min, max]. Then 
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for each cell, the mean value vector (after the standardization) can be used to represent 
“location” of the cell. Then a Euclidean distance between two hyper cells can be 
calculated. There are several differences that this alternative distance measure can make, 
comparing to the synthetic distance introduced above. First, smaller clusters are merged 
at low levels. In other words, small clusters tend to be merged before big clusters being 
formed. For example, in figure 6-1, the two small clusters will be merged into one even 
before any pair of the cells in the big clusters is merged.  
6.4  Density- and Graph-based Multidimensional Clustering  
Once a distance measure is chosen, the hierarchical spatial clustering method 
introduced previously can easily be extended here to perform hierarchical clustering with 
a set of hyper-cells of a subspace. After the discretization of each dimension into a set of 
intervals, the input data space is divided into a set of hyper cells, each of which is defined 
by a set of intervals from different dimensions. Each hyper cell contains some data 
points, the dimension values of which fall in the set of intervals of this hyper cell. The 
density (or coverage) of a hyper cell is defined as the percentage of total points that is 
contained in the cell. Each cell also has a vector of synthetic values, each of which is the 
synthetic value of one interval. With this value vector, a hyper cell is defined as a hyper 
“point”. Only non-empty cells are kept and processed. It takes four steps (one of them is 
optional) to perform hierarchical clustering with these cells.  
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6.4.1 Extracting Dense Cells 
To improve the effectiveness and efficiency of the clustering process, only dense 
cells are selected for further clustering. A cell is dense if its density exceeds a density 
threshold set by the user. The density threshold should be configured according to the 
distribution of the densities of all cells. Thus a visual tool is developed to assist the user 
to interactively configure the threshold (figure 6-3). A good threshold should make total 
coverage of all dense cells be about or greater than 50%. The number of dense cells is 
much smaller than the number of data points (n).  
Density Plot (figure  6-3) is a visualization component that helps the user to 
understand the overall distribution of cell densities and interactively configure the density 
threshold via dragging the threshold bar (the horizontal line in the middle of the density 
plot). Taking as input an array of non-empty cells of a subspace (selected in the subspace 
chooser), the density plot first orders cells according to their densities, and then plots 
them on a 2D plane. The number right above the threshold bar is the total coverage (total 
percentage of all data) of current dense cells according to current density threshold. For 
example, in figure 6-3, there are 789 non-empty cells. The current density threshold is 
0.12%--about 3 data points in a cell. With this threshold, 128 dense cells (out of 789) are 
extracted and altogether they contain 54.07% of all data points (see figure 6-4 for the 
total number of dense cells). The plot can be zoomed in or out for better views. The 
density plot can facilitate a reasonable configuration of the density threshold. Once the 
user sets a new threshold (via dragging the threshold bar), a new set of dense cells is 
 138 
extracted and passed to the HD cluster ordering component for interactive hierarchical 
clustering.  
 
Figure 6-3: Density plot.  
6.4.2 Deriving the Proximity Matrix 
Since each dense cell is defined as a hyper point with its synthetic value vector, 
any metric can be used to derive a distance between two cells. Here a Euclidean metric is 
used. (Note: the Euclidean distance is calculated with those synthetic values, not the real 
values of data points.)  
Because the number of dense cells is very small, it is very efficient to derive a 
pair-wise proximity matrix for all dense cells. Let the number of dense cells is m, then 
m*(m-1)/2 distances are calculated. This matrix is actually a complete graph with each 
cell as a vertex. Thus a minimum spanning tree (Hyper-MST) can be constructed.  
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6.4.3 Avoiding Single-Link Problem (Optional) 
The selection of dense cells with a density threshold and is already an effective 
step for avoiding the single-link effect in a multidimensional space. However, if the 
number of selected dense cells is still large, it might be useful to apply the DML-based 
approach (introduced in chapter 4) here to identify boundary “points” (figure 6-4) for 
special treatment. Since the proximity matrix derived above is pair-wise, i.e., there is an 
edge between any two points. Thus a point has (n-1) edges incident to it. To calculate the 
DML value, only k shortest edges incident to this point are considered. Thus it is named 
k-DML value (figure  6-4). A k-DML threshold is interactively configured. With this 
threshold, some dense cells are labeled as boundary cells (points) and will be treated 
differently in the construction of a hyper-MST.  
 
Figure 6-4: k-DML-based boundary point identification in a multidimensional space.  
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6.4.4 Constructing Hyper-MST and Multidimensional Cluster Ordering  
From a set of dense cells (some of which may be labeled as boundary points), a 
hyper-MST is automatically derived. The algorithm for deriving a hyper-MST is similar 
to the one for deriving a spatial MST, which is introduced in chapter 4. The derivation of 
an ordering of those dense cells with a Hyper-MST is similar to the derivation of a spatial 
ordering from a spatial MST. The HD Cluster Ordering (figure 6-5) is again similar to the 
spatial cluster ordering and visualization introduced in chapter 4.  
 
Figure 6-5: Multidimensional cluster ordering.  
An HD cluster ordering can present the hierarchical structure within a 
multidimensional data space and conveniently support dynamic browsing of clusters at 
different hierarchical levels. While the user interactively controls the distance threshold, 
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the immediate clustering result is visualized with the HD cluster viewer with each cluster 
of a different color.  
6.4.5 Visualizing Multidimensional Clusters 
An HD cluster viewer (figure 6-8) is developed based around the idea of PCP 
(Parallel Coordinate Plot), which allows investigation of high dimensional spaces 
(Inselberg 1985). To understand how a PCP-like visualization tool presents high-
dimensional data, figure 6-6 shows a comparison between a scatter plot and a PCP. In a 
scatter plot, each data entry (point) is represented as a point in a 2D (or 3D) space. The 
coordinates of that point are determined respectively by its attribute values. In a PCP, 
each data entropy (point) is represented as a line segment (for 2D data) or a series of line 
segments (for multidimensional data). A major advantage of PCP over scatter plot is that 
PCP can visualize many attributes simultaneously (see figure 6-7).  
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Figure 6-6: Comparing a scatter plot and a parallel coordinate plot (PCP).  
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Figure 6-7: PCP can visualize many attributes.  
The developed HD cluster viewer is different from PCP in that it visualizes hyper-
cells rather than the actual data. Each string (consisting of a series of line segments 
connected one after another) represents a hyper-cell. The color of the string represents the 
current cluster label of the cell. Since the number of cells is much smaller than the 
number of data points, an HD cluster viewer can visualize a large volume of data. The 
width of the string roughly represents the density of the cell. When the user interacts with 
the HD density plot or the HD cluster ordering, the HD cluster viewer is automatically 
updated. Thus the clustering result associated with different input parameters can be 
immediately seen during interactions.  
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Figure 6-8: An example multidimensional data set with clusters shown with the high-
dimensional cluster viewer.  
6.5 Human Interaction and Visual Exploration 
To fully support human interactions and visual exploration, several groups of user 
interactions are enabled in both the HD cluster ordering (figure 6-5) and the HD cluster 
viewer (figure 6-8).   
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6.5.1 Selection 
The user can freely select any set of data entries to highlight. Two groups of 
selection are supported: cell-based and cluster-based. A cell-based selection allows the 
user to select a single cell or a set of cells.  
Cell-based Selection  In the HD cluster ordering and with the “Cell” checkbox 
checked, the user can mouse-over any cell (the region between two neighboring lines) to 
highlight it, or drag the mouse to select a group of cells to highlight them. In the HD 
cluster viewer, with the “indication” box checked, the user can just mouse-over a string to 
highlight it. The user can also drag the mouse to run across one or multiple strings to 
select and highlight them.  
Cell-based selection can be further classified into two groups: union selection or 
intersect selection. In the HD cluster ordering, the user can drag the mouse to select a 
group of cells. Then with the “shift” key down, the user can make another selection. The 
cells within either selection are all highlighted. It can also be called “addition” selection. 
Similarly, in the HD cluster viewer, the user can drag the mouse to run across one or 
multiple strings to make one selection, and then with the “shift” key down make another 
selection, and so on. All selections form a union of cells to highlight. Intersect selection is 
supported only in the HD cluster viewer. The user can make the first selection as 
described above. Then check the “Intersect Sel.” checkbox. Now the user can make 
another selection. Only those cells that are in both selections are highlighted.  
Cluster-based Selection  In the HD cluster ordering, clusters sometime partly 
overlap with each other and make it difficult to fully understand them. For this same 
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reason, clusters are also hard to select in the HD cluster viewer. To solve this problem, 
the HD cluster ordering supports cluster-based selection (see below for details) and 
passes this selection to the HD cluster viewer.  
In the HD cluster ordering component, with the “Cluster” checkbox checked, the 
user can mouse-over any cluster (cells between two neighboring lines that are longer or 
higher than the current threshold) to highlight all cells within that cluster. The user can 
also drag the mouse to select a group of cells that fall in the same cluster. This is possible 
in the HD cluster ordering because all cells in the same cluster are ordered contiguously.  
6.5.2 Coloring 
 
Figure 6-9: Color assignment using the cluster ordering and a continuum of colors. There 
are three anchor colors in the above color continuum. The user can change these colors or 
set more anchor colors to get a different color continuum, which will be assigned to the 
cluster ordering. The number of colors is equal to the number of major clusters in the 
ordering.  
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Clusters are colored with a continuous color spectrum, which the user can 
interactively configure. The basic idea is that: the closer two clusters are, the more similar 
their colors should be. Since the HD cluster ordering is derived precisely to meet this 
requirement, colors are assigned to clusters according to their positions in the cluster 
ordering (figure 6-9).  
6.5.3 Linking and Brushing 
Both selection operations and coloring of clusters are propagated among those 
visualization components, e.g., HD cluster viewer, HD cluster ordering, and the map. 
Such linking and brushing can help the user to explore patterns from different but 
interrelated perspectives and achieve good understanding of both the data and discovered 
patterns. See chapter 8 for more details with various applications.  
6.6 Integration with Spatial Clustering  
Integration of the hierarchical spatial clustering methods introduced in chapter 4 
and the hierarchical clustering method introduced here is actually very simple: add the 
spatial clustering ordering (generated by the hierarchical spatial clustering component) as 
an additional attribute to the original data set and then input the combined data set to the 
hierarchical subspace clustering component. Let this “new attribute” be “SpaOrdering”. 
The SpaOrdering value for a spatial point is its nominal position in the cluster ordering. 
If a subspace involving SpaOrdering has a low entropy value and rank high in the 
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subspace list, then this subspace might have significant multivariate spatial clusters and is 
an interesting candidate for interactive clustering and exploration. See chapter 8 for more 
details regarding how this is used.  
  
 
 
 
 
 
  
Chapter 7 
 
Component-Oriented Implementation 
7.1 Introduction 
This chapter presents the implementation of those methods introduced in previous 
chapters. The goal of the research is to develop and implement an integrated suite of 
computational methods and visualization techniques to support a human-centered, 
interactive, and iterative geographic knowledge discovery environment. To address 
complex analysis problems in various application areas, the design and implementation of 
the discovery environment should be flexible, collaborative, and robust.  
•  Being flexible means that it should be easy to add new functions (modules) to the 
discovery system, and thus allow the system to evolve over time. It also means 
that the discovery system can be easily customized to address different analysis 
needs, i.e., different sets of functions or modules can be easily assembled together 
to achieve different analysis goals.  
•  Being collaborative means that the discovery environment integrates a suite of 
modules, which work in different ways (e.g., information graphics, analytical 
algorithms, etc. ) for knowledge discovery and together they can communicate 
with each other, and collaboratively address complex discovery problems. 
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•  Being  robust means that the discovery environment is easy to maintain, and 
internal changes in one function (module) should not affect other functions 
(modules).   
To meet these requirements, the implementation of the discovery environment 
designed in this research adopts a component-oriented framework (Szyperski 1999). Each 
analysis approach that focuses on a specific analysis task, e.g., Delaunay triangulation, is 
implemented as an independent component. Such a component normally accepts a certain 
input (for Delaunay triangulation the input is a set of 2D points), and at the end produces 
an output (for Delaunay triangulation the output is a set of edges). The whole procedure 
that constructs a set of edges from a set of 2D points is encapsulated within the 
component of Delaunay triangulation and should be transparent to other components. 
Thus, as long as the input and the output remain unchanged, any internal change for the 
construction of edges cannot affect other components. It is also easy to replace a 
Delaunay triangulation component with another component that accepts the same input (a 
set of 2D points) and generates the same format of output (a set of edges). For example, 
the new component can just construct edges for each pair of points in a pair-wise fashion.  
The discovery environment is implemented in the JAVA programming language, 
and each component is implemented as a JAVA Bean (see http://java.sun.com for 
documentation about JAVA and JAVA Bean specification). Components that comply 
JAVA Bean specification can be easily integrated together within GeoVISTA studio, a 
JAVA-based visual programming environment (Gahegan 2000; Gahegan, Takatsuka et 
al. 2001; MacEachren, Hardisty et al. 2001; MacEachren, Hardisty et al. 2003).  
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The communication between components is based on the input/output interface 
(public methods within a JAVA bean) and events. An event is fired by a component when 
the component has changed something and wants other components to know about it. 
Other components can be notified of the event if they are connected to the component 
that fires the event. To further understand this event-based communication mechanism, 
please see related JAVA programming references. 
A diagram notation (see figure 7-1 for the basic form) is used through this chapter 
to delineate components. A component is represented by a rectangle. An arrow represents 
an input. A small square represents an output. The function or process of the component 
is described inside its rectangle. A component gets an input, processes it, produces an 
output (if any), save the output somewhere inside the component, and then fire an event 
to notify other components that connect to it.   
 
fire event A setData (data)
Component One Component Two
data
fire event B setPatterns (patterns)
Component Three
patterns
Figure 7-1: A simplified notation of components and communications among them.  
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7.2 Overall Component-Oriented Design 
There are altogether 12 components implemented in the reported research, which 
are briefly introduced in Table  7-1 and explained in detail in the following sections. 
These components, or some subsets of them, can be assembled into a discovery system 
according to the need of a specific analysis task. This component-oriented 
implementation not only allows flexible assembling of a set of components, but also 
enables an open framework that is easy to add in new components to extend the 
capability of the discovery environment.  
Table 7-1: Components implemented for the current discovery environment.  
Component  Function 
Data Center  Load data file, prepare data. 
Delaunay Triangulation  Given a set of points, construct a set of edges. 
Boundary Points 
Identification 
Given a Delaunay triangulation (a set of edges), 
identify a set of points as boundary points.  
Spatial MST  Given a set of edges, construct an MST, and generate a 
cluster ordering.  
Spatial Cluster Ordering  Given a set of ordered points, visualize it and allow 
interactive exploration.  
Spatial Point Map  Given a set of points, visualize it. 
Spatial Edge Map  Given a set of edges, visualize it.  
Feature Selection  Given a set of attributes, select interesting subspaces.  
HD Density Plot  Given a set of hyper-cells, visualize their densities 
HD Boundary Points 
Identification (Optional) 
Given a set of hyper-cells, identify some of them as 
boundary cells.  
HD Cluster Ordering  Given a set of dense hyper-cells, construct a hyper-
MST, visualize the cluster ordering, and allow 
interactive exploration.  
HD Cluster Viewer  Given a set of dense hyper-cells (each of which has a 
cluster ID), visualize it.     
 
Figure 7-2 shows a design in GeoVISTA Studio that assembles (integrates) all 12 
components into a geographic knowledge discovery environment. In the figure, each 
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component is represented using a rectangular icon, which has one or more inputs (red 
arrows) and produce one or more outputs (blue arrows). The user has the flexibility to 
select components and configure how those components are connected. The overall 
architecture of the geographic knowledge discovery environment is shown in figure 7-2, 
and a snapshot of the discovery environment in working is shown in figure 7-3. Two 
components, however have no GUI interfaces: spatial MST and Delaunay Triangulation. 
These are automatic algorithms that do not need human interaction.   
 
 
Figure 7-2: The overall component-oriented design. Red arrows are methods that accept 
inputs. Blue arrows are event outputs.  
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Figure 7-3: The overall GUI (Graphic User Interface) of the discovery environment.  
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7.3 Introduction to Each Component 
In this section, each of those twelve components mentioned above is introduced in 
depth. However, due to the complexity of each component and its implementation, it is 
impossible to delineate in detail how each component is implemented in the JAVA 
programming language. The introduction of each component remains at a conceptual 
level. Major algorithms are thus described in pseudo code. The Java source code are 
available online at www.sourceforge.com (see section 9.3: link to Java source code).  
7.3.1 Data Center 
A Data Center component loads data from a file, instantiates data objects, and 
passes the data to other components for analysis (figure 7-4). The data file format is CSV 
(Comma-Separated Values) format, which is a generic and widely used format for 
importing or exporting data. The first line in the data file contains attribute names. The 
first two columns are spatial dimensions: location.X, and location.Y. The current version 
of the discovery environment has two limitations regarding what data it can process. 
First, it can only process point data (e.g., cities). Areal data, e.g., counties, must be 
transformed to point data (e.g., using the centroid of each county) to be analyzed by the 
discovery environment. Second, it can only process numbers. Ordinal data are regarded 
the same as numerical data, and categorical data must be represented with numbers to be 
analyzed by the discovery environment.  These two limitations will be addressed in future 
research.  
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DataCenter
setOrderedPoints (SpatialPoint[])
SpaitalPoint[]
DataSetByInstances
DataSetByInstances
fire dataChanged event
fire spatialOrderingAdded event
loadDataFromCSV()
 
Figure 7-4: The Data Center component. Its interface is just a button for triggering a 
dialog window to choose a data file.  
7.3.1.1 Data representation 
As mentioned above, the major task for the Data Center component is to prepare 
a data object for further analysis in other components. Therefore, data representation is an 
important issue in Data Center component. A class, DataSetByInstances, is designed to 
store data in memory. A DataSetByInstances object can be thought of as a “table”, which 
has a set of data instances (observations). Each data instance has a set of attribute values 
and a spatial location (x coordinate and y coordinate). A DataSetByInstances object also 
keeps other metadata information, e.g., the number of attributes (d), attribute names, the 
number of data instances (n), the maximum value and minimum value for each attribute, 
etc.  
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The DataSetByInstances also has many methods to access (read or modify) data 
instances, all values for an attribute, and the value of an attribute in a data instance. In 
other words, if DataSetByInstances is thought of as a “table”, then DataSetByInstances 
has methods for accessing any row, column, or cell in the table.  
To summarize, a DataSetByInstances object contains a set of InstanceData 
objects. Each InstanceData object contains a set of attribute values and a SpatialPoint 
object, which includes location.X and location.Y. An InstanceData object also keeps 
other information, which will be introduced below.  
7.3.1.2 Pattern representation 
How to represent the discovered patterns (here as clusters) is an important issue, 
especially when several components need to visualize or process the patterns 
simultaneously. The challenge is that the discovered patterns (clusters) can be very 
difficult to describe or summarize, which makes it difficult to communicate among 
components. A simple yet effective solution is to give each data instance a cluster ID. 
Thus the clustering result can be shared immediately.  
Therefore, a DataSetByInstances object also keeps the clustering result, which is 
represented using several variables: ordering, encoding, major cluster ID, minor cluster 
ID, and is_boundary (true or false). As introduced in Chapters 4 and 6, a cluster ordering 
is derived for all points (or observations) that are included in the clustering. The ordering 
is stored by giving each data instance an ordering value (from 0 to n-1). The encoding 
value is an accumulated MST distance value along the ordering, from 0 to the total length 
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of the MST. Section 7.3.4 in this chapter will introduce how to derive the ordering and 
encoding values for each data instance. Major clusters are those clusters that cover more 
than  MinClusSize  points (observations) (see Chapter 4 and 6). Each major cluster is 
assigned a unique ID and all data instances in that cluster are assigned the same ID. All 
non-major clusters are called minor clusters. Each minor cluster also has a unique ID. In 
some applications, all minor clusters can be grouped as noise. If a data instance is 
identified as “boundary point” based on its DML value (see Chapter 4 and 6), its 
is_boundary value is set to true.  
With the above pattern information, it is possible for other components to either 
visualize clusters or to find a compact description for each cluster. It is up to the 
individual component to determine how to visualize or analyze each cluster. Indeed, the 
advantage of using several different components to collaboratively explore patterns is 
that the patterns can be presented or manipulated in different ways. However, it is also 
desirable to have all related components visualize the clusters in a consistent way to 
enable linking and brushing among these components, e.g., visualizing the same cluster 
with the same color, and highlighting selected data instances in all components. The next 
section will address this visualization concern.  
7.3.1.3 Visual parameters 
As mentioned above, to enable linking and brushing among several visualization 
components, some visual parameters (e.g., the color for each cluster) also need to be 
shared. These parameters are related to either the discovered clusters or human 
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interactions with the data. Two variables, i.e., instance_color and is_selected, are 
included in each data instance to carry such visualization or interaction information for 
sharing. If one component changes the color scheme, it will change the color for each 
data instance. Then the change can be shared by other components immediately because 
all components are using the same data object.  
Since each InstanceData object has a SpatialPoint object, all the above 
information (both pattern information and visual parameters) for a data instance is stored 
in its SpatialPoint object. As a conclusion of this section, the class definition of 
SpatialPoint is described as follows. 
 
public class SpatialPoint { 
  private double    x; 
  private double   y; 
 
 //Pattern  information. 
  private boolean   is_boundary;  
  private int         ordering; 
  private double    encoding; 
  private int         major_cluster_id; 
  private int         minor_cluster_id; 
 
 //Visualization  information. 
  public Color     instance_color;  
  public boolean   is_selected;  
 
  // A reserved reference for other components to add more point-related  
  // info (See section Spatial MST for its usage). 
  private Object    info_object;  
 …  … 
} 
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7.3.2 Delaunay Triangulation 
A Delaunay Triangulation component accepts an array of SpatialPoint objects 
and constructs a Delaunay triangulation, which is essentially a set of SpatialEdge objects 
(see class definition at the end of this section) (figure 7-5).  
 
DelaunayTriangulation
setPoints (SpatialPoint[])
SpaitalPoint[]
SpatialEdge[]
fire TriangulationIsReady event
construct Delaunay triangulation
 
Figure 7-5: The Delaunay Triangulation component. This component does not have a 
GUI interface, although the resultant triangulation can be visualized with a spatial edge
map (see section 7.3.7). 
The Guibas-Stolfi algorithm (Guibas and Stolfi 1985) is adopted, which uses a 
divide-and-conquer strategy to recursively divide the points into subsets of points, build a 
Delaunay triangulation for each subset of points, and then merge the results to get the 
final Delaunay triangulation for all points. The time complexity of this algorithm is 
O(nlogn).  
public class SpatialEdge { 
 private  SpatialPoint   org; 
 private  SpatialPoint   dest; 
  private  double     distance; 
 …  … 
} 
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7.3.3 Boundary Point Identification 
The  Boundary Point Identification component (figure  7-6) accepts a set of 
SpatialEdge objects (which may come from a Delaunay Triangulation component) as 
input and uses those edges to calculate a DML value for each point. The DML value for 
each point is calculated using its k shortest incident edges. If a point has less than k 
incident edges, all its edges are used. See Chapter 4 for the calculation of the DML value.   
 
BoundaryPointsIdentification
setEdges(SpatialEdge[])
SpaitalEdge[]
SpatialEdge[]
fire BoundaryPointsIdentified event
calculate DML values for each point
interactively set a DML threshold
label boundary points and core points
 
 
Figure 7-6: The Boundary Point Identification component and its GUI interface.  
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The component has an interactive interface for the user to view the distribution of 
DML values of all points, which are ordered in an increasing order. The user can 
interactively configure the DML threshold, which divides all points into two groups: 
boundary points (those points with a greater value than the threshold) and core points (all 
other points). These two groups of points are colored differently (via setting the 
instance_color in each SpatialPoint object). The is_boundary  variable in each 
SpatialPoint object is also set accordingly. If this component is connected to a spatial 
point map (see section 7.3.6), boundary points and core points will be shown in the map 
and the user can visually determine which DML threshold is reasonable. 
7.3.4 Spatial MST 
A  Spatial MST component (Figure  7-7) accepts a set of SpatialEdge objects 
(which are normally produced by the Delaunay Triangulation component and possibly 
processed by the above boundary point identification component) as input and constructs 
an MST. There are two possible situations. (1) All points are treated in the same way, i.e., 
boundary points are not identified. For this case, a simple MST algorithm is used. (2) 
Boundary points and core points are identified and treated differently. In this case, a new 
and complex MST algorithm is used. Actually, when all points are boundary points or all 
points are core points, the complex MST algorithm produces the same result as a simple 
MST algorithm does. Therefore, the first situation is a special case for the second 
situation.  
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SpatialMST
setEdges(SpatialEdge[])
SpaitalEdge[]
SpatialPoint[]
fire SpatialOrderingIsReady event
Construct MST with or without
special treatment of boundary points
Derive a cluster ordering of all points
(points are ordered)
 
Figure 7-7: The Spatial MST component.  This component does not have GUI interface,
although the resultant MST can be visualized with a spatial edge map (see section 7.3.7).
During the construction of an MST (either with the simple algorithm or the 
complex algorithm described below) an optimal ordering of all points is derived. 
Following three sections will introduce the simple MST algorithm, the complex 
algorithm, and the derivation of cluster ordering respectively.  
7.3.4.1 Simple MST algorithm 
As shown in the pseudo code below, the simple MST algorithm processes a set of 
edges and selects a subset of them, which forms an MST of all points.  
/***************************************************** 
 * Input:   Ea set of SpatialEdge objects; 
 * Output:   Ma subset of E that form the MST.  
 *****************************************************/ 
M simpleMST (E) { 
  M = {null};    
 sort  (E);    //sort edges to an increasing order of lengths. 
 for  (e in E)   //pick edges in the sorted order   
  i f   ( e does not form a circle with existing edges in M) 
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   add e to M; 
 return  M; 
} 
 
This algorithm looks very simple, but the step to determine “if (e does not form a 
circle with existing edges in M)” is a little complex. See Java source code online (Chapter 
9) for the detail of its implementation.   
7.3.4.2 Complex MST algorithm 
The complex algorithm for constructing an MST with special treatment of 
boundary points has been introduced in Chapter 4. Essentially the new MST algorithm is 
to filter out some edges and create some new edges during the course of a simple MST 
algorithm. Please see Chapter 4 for the detail of this algorithm.  
7.3.4.3 Chain, ordering, and encoding 
The cluster ordering discussed in Chapter 4 can be derived during the construction 
of an MST. A cluster is viewed as a chain of points. Initially each point forms a chain 
(i.e., each chain has only one point) (Figure 7-8). When an edge is added to the MST, the 
edge will connect two chains into a new one. There are up to 4 choices for connecting 
two chains (Figure 7-9) and the closest two ends are connected. When all points are 
connected into one chain, the construction of the MST is finished.   
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Edge AB
A
right neighbor left neighbor
ChainOfPoints
B
right neighbor left neighbor
ChainOfPoints
A
right neighbor left neighbor
ChainOfPoints
B
right neighbor
left neighbor
AB
Figure 7-8: Two points (i.e., two simplest chains) are connected with an edge and form a
new chain.  
 
 
There are 4 choices to connect:
K--E, K--M, B--E, or BM.
The closest pair is chosen.
Let it be KM. Edge AJ
B
left nb
A K M J
right nb
E AB AK AJ JM EJ
K
left nb
A
right nb
B AB AK E
left nb
J
right nb
M EJ JM
Figure 7-9: Two chains of several points are connected into a new chain with an edge. 
{AB, AK, AJ, JM, EJ} is the MST for points A, B, E, J, K, M.  
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In a chain, each point has a pointer to its left neighbor and a pointer to its right 
neighbor. Each point also has a pointer to the edge that connects it to its left neighbor and 
a pointer to the edge that connects it to its right neighbor. Please note: those edges may 
not have the two neighbors as its end points, e.g., in Figure 7-9, edge AJ (not KM) 
connects two chains and put points K and M as neighbors in the new chain.  
Once the final chain (the MST) is constructed, an ordering of all points can be 
derived by finding one end point of the chain and following its pointer to its neighbor, 
neighbor’s neighbor, and so on, to traverse the whole chain.  
Now one may wonder: where are those pointers (to neighbors, to edges) stored? 
There are no such pointers in class SpatialPoint. This is why SpatialPoint has a reference 
to an info_object (see previous section on Data Center). Spatial MST component assigns 
an  MSTPointInfo  object, which keeps all above pointers, to the info_object of each 
SpatialPoint. This strategy allows different components to do different things with points 
without modifying the definition of the SpatialPoint class. The definition for 
MSTPointInfo class is as follows.  
 
public class MSTPointInfo { 
    //The point that this info object relates to  
  public SpatialPoint     point;  
  //The chain that contains the point 
  public ChainOfPoints    chain; 
  //Left neighbor point and right neighbor point 
    public SpatialPoint     left_nb; 
  public SpatialPoint     right_nb; 
  //The edge on left side and the edge on right side 
  public SpatialEdge      left_edge; 
 public  SpatialEdge   right_edge;   
} 
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Once the ordering of all points is derived, the ordering and encoding values can 
be calculated for each point. For example, in Figure 7-10, the final chain is F, D, …, G. 
Let the ordering and the encoding of F be both 0. Then D.ordering = F.ordering + 1 = 1, 
and D.encoding = F.encoding + EF.length = 50; E.ordering = D.ordering + 1 = 2, 
E.encoding = D.encoding + CD.length = 60; etc. The ordering or encoding of all points is 
added back to the data (DatasetByInstances) as a new “attribute” to be included for 
further multivariate clustering. Hereafter, ordering is added back to the data.  
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Figure 7-10: The derivation of the ordering and the encoding values for each point.  
7.3.5 Spatial Cluster Ordering 
    As introduced in both Chapter 4 and Chapter 6, a Spatial Cluster Ordering 
component (Figure 7-11) is to visualize hierarchical clusters and support an interactive 
exploration of clusters. The input is a set of SpatialPoint objects, whose ordering and 
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encoding values are set. From the ordering and encoding, we can easily restore the 
hierarchical cluster structure. The length of the edge between two neighboring points is 
the difference between their encoding values.  Once the edge length threshold is changed, 
clusters are automatically identified and assigned with unique IDs. The pattern 
information of each point (data instances) is also changed.  
 
(cluster ID changed for each point)
SpatialClusterOrdering
setOrderedPoints(SpatialPoint[])
SpaitalPoint[]
fire ClusterChanged event
Visualize the cluster ordering
Allow human interaction to explore
clusters at different hierarchical levels
(notify other components to repaint)
 
Figure 7-11: The Spatial Cluster Ordering component and its GUI interface.  
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7.3.6 Spatial Point Map 
The  Spatial Point Map is a simple component that can be used visualize the 
spatial locations of data instances (Figure 7-12). Background spatial information (e.g., 
state boundaries) can also be overlaid for orientation purposes. For the current version, no 
human interaction is supported with the map. Its main purpose is to present clusters 
(either spatial or multivariate) in a geographic space. It can also display boundary and 
core points for configuring the DML threshold. It can respond to any event to repaint 
itself to show recent pattern information or human interaction (e.g. selection).  
 
SpatialPointMap
setPoints (SpatialPoint[])
SpaitalPoint[]
Visualize a map of all points and show
variouis groups of points, e.g. boundary
vs. core points, clusters, selections, etc.
repaint()
drawSelectedPoints()
 
 
Figure 7-12: The Spatial Point Map component and its GUI interface.   
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7.3.7 Spatial Edge Map 
A Spatial Edge Map component (Figure 7-13) is very similar to a spatial point 
map. Besides visualizing points, it can also visualize edges of a DT or MST. The reason 
to have both a point map and an edge map is that edges are not part of the data. Some 
users only want to see and manipulate points, while other users want to see and analyze 
edges. To allow further addition of functions without affecting each other, they are 
separated into two components.  
 
Visualize a map of all points and edges
and show variouis groupings of points
(similar to a SpatialPointMap).
SpatialEdgeMap
setEdges (SpatialEdge[])
SpaitalEdge[]
repaint()
 
 
Figure 7-13: The Spatial Edge Map component and its GUI interface.   
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7.3.8 Feature Selection 
A Feature Selection component (Figure 7-14) accepts a DataSetByInstance object 
as input. It calculates the conditional entropy matrix with the input data. It has an 
algorithm to automatically identify interesting subspaces given a conditional entropy 
threshold. It also allows the user to interactively select dimensions to form a subspace. 
See Chapter 5 for theoretical introduction of this component. The output is a discretized 
subspace, which has a set of non-empty hyper cells.  
 
Subspace
DimensionSelection
setData (DataSetByInstances)
DataSetByInstances
fire SubspaceConstructed event
Construct Conditional Entropy Matrix
Allow human interaction to explore and
select interesting subspaces
 
 
Figure 7-14: The Feature Selection component and its GUI interface.   
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7.3.8.1 Ordering of dimensions 
The simple MST algorithm and the cluster ordering approach (see section 7.3.4) 
are used here to order dimensions in the conditional entropy matrix. Let A = {A1, A2, … , 
Ad} be a set of attributes in the input data. Let S2 = {Ai × Aj | i=1..d, j = 1..d, i < j} be all 
possible 2D subspaces from this data space. The conditional entropy values of these 2D 
subspaces can form a matrix, which is a complete graph with each attribute as a vertex. 
Between any two attributes there is an “edge”, whose length is the conditional entropy 
value between the two attributes. With each attribute as a “point” and all possible pairs of 
attributes as “edges”, the simple MST algorithm and the chain-based cluster ordering 
introduced in section 7.3.4 can be used to derive an optimal ordering of all “points”, i.e., 
attributes.  
7.3.8.2 Automatic search of maximum subspace 
The definition of a maximum subspace is given in Chapter 5. Let’s call those 
entropy values that are greater than a given threshold bad values. Good values are smaller 
than or equal to the given threshold. In the following pseudo code, an algorithm for 
searching maximum subspaces with a conditional entropy matrix is presented.  
/***************************************************** 
 * Input:   1) an entropy matrix E: d × d, diagonal cells = 0; 
 *     2) an entropy threshold T; 
 * Output:   a list of maximum subspaces SL.  
 *****************************************************/ 
  SL = {null};  //the maximum subspace list, empty initially.  
 void  searchMaxSubspaces (E, T) { 
d = the number of dimensions included in E;  
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if (d < 2, i.e., E has only one dimension)    
  return;    //stop searching when there is only one dimension 
else if (E has no bad value)   
  form a subspace S with dimensions in E; 
 if  (S is not covered by any existing subspace in SL) 
  add S to SL; 
  for (each S’ in SL that has less dimensions than S) 
   i f   ( S covers S’) 
    remove S’ from SL; 
else 
Let r (0 ≤ r < d) be the dimension that has the most bad values;  
  E1 = E – {r};     //a new matrix that removes rd from E. 
  E2 = {r} + {dimensions that have a good value with dimension r};  
  // Recursively process E1 and E2 
  searchMaxSubspaces (E1, T); 
  searchMaxSubspaces (E2, T); 
} 
7.3.8.3 Discretizing a subspace 
A subspace contains two parts: the original data (DataSetByInstances) and the 
selected dimensions. Clustering within a subspace only uses the data for those selected 
attributes. A SubSpace class is defined as follows.  
public class SubSpace { 
  private DataSetByInstances   data;    //original data space 
    private int       dimensions[];  //attributes in this subspace. 
    private HyperCell     cells[] ;  //non-empty cells it contains. 
 …  … 
} 
 
As introduced in Chapter 6, each dimension (attribute) involved in a subspace will 
be discretized into a number of intervals. Those intervals divide the subspace into a set of 
multidimensional cells (hyper cells). Each data instance will fall in one cell according to 
its values for those attributes involved in the subspace. Only non-empty cells will be kept 
in the subspace. The definition for HyperCell class is as follows.  
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public class HyperCell{ 
  private OneDRange[]    ranges;   //intervals that defines it. 
  private InstanceData[]    instances;   //instances it contains. 
 private  SubSpace   subspace;  //subspace it belongs to. 
 
 private  Color      color;    
    private boolean     is_selected; 
  
  private int           ordering; 
    private double      encoding; 
  private boolean     is_boundary; 
  private int           majorClusterId; 
    private int           minorClusterId; 
  
  private Object      info_object; 
 …  … 
} 
 
As can be seen, HyperCell class is very similar to SpatialPoint class. Indeed, a 
HyperCell object can be regarded as a “point” in a multidimensional data space. The 
“location” of a HyperCell object in the multidimensional space is defined by a vector of 
synthetic values of those intervals (ranges) of the HyperCell object. See Chapter 6 for 
details on the calculation of those synthetic values, which depend on the data instances 
contained in the HyperCell object. Thinking of HyperCell as a “point” in a 
multidimensional space will make it easy to understand the following sections.  
7.3.9 HD Density Plot 
The HD Density Plot component (Figure 7-15) accepts a set of HyperCell objects 
as input. It calculates the density for each cell, which is the percentage of total data 
instances that are contained in the cell. For example, if a cell contains 10 data instances 
and the total number of instances in the original data set is 1000, then its density is 1 (i.e., 
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1% of total data is covered by this cell). The component orders all cells based on their 
densities and visualize them (Figure  7-15). The user can interactively set a density 
threshold. Those cells having higher densities than the threshold are dense. The total 
percentage of all data instances that are covered by all dense cells is calculated and 
shown, e.g., it is 46.29% in Figure 7-15. 
 
HyperCell[]
HDDensityPlot
setHyperCells (HyperCell[)
HyperCell[]
fire DensityThresholdChanged event
Visualize the densities of all points
Allow human interaction to interactively
configure the density threshold and select
a set of dense cells for further clustering.
 
Figure 7-15:  The HD Density Plot component and its GUI interface.  
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7.3.10 HD Boundary Point Identification 
The HD Boundary Point Identification component (Figure 7-16) accepts a set of 
HyperCell objects (which normally is a set of dense cells of a subspace) as input. It 
constructs a pair-wise similarity matrix for those cells. In other words, a cell has an edge 
with each of other cells. The distance between two cells is calculated using their synthetic 
values (see Chapter 6). With all these edges (HyperEdge), a DML value can be calculated 
for each cell (see Chapter 4 for the calculation equation). The visualization of these DML 
values and the interactive configuration of the threshold are similar to the boundary point 
identification component introduced in section 7.3.3.  
 
HyperEdge[]
HDBoundaryPointsIdentification
setHyperCells (HyperCell[])
HyperCell[]
fire HDBoudaryPointsIdentified event
Visualize the DML values of all dense cells
Allow human interaction to interactively
configure the DML threshold and label
some dense cells as boundary cells.
 
 
Figure 7-16:  The HD Boundary Point Identification component and its GUI interface.   
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A HyperEdge class is defined as follows. 
public class HyperEdge { 
 private  HyperCell   org; 
 private  HyperCell   dest; 
  private  double     distance; 
 …  … 
} 
7.3.11 HD Cluster Ordering 
A HD Cluster Ordering component (Figure 7-17) is similar to a combination of a 
Spatial MST component and a Spatial Cluster Ordering component. Since HyperEdge 
objects can only be visualized in a HD cluster ordering component and thus a hyper-MST 
component can only connect to a HD cluster ordering component, the two components 
are combined into one.  
The component first constructs a hyper-MST using input HyperEdge objects. An 
optimal ordering of all input cells is also derived during the construction of the 
multidimensional MST. The ordering and encoding values in each HyperCell object are 
assigned. Then the ordering is visualized similar to the ordering visualization introduced 
in section 7.3.5 (spatial cluster ordering). The algorithms are also the same as those used 
in section 7.3.4 (spatial MST), except that HyperEdge objects are used instead of 
SpatialEdge objects. 
When the user interactively changes the edge length threshold, clusters are 
automatically identified and assigned with unique IDs. The pattern information of each 
cell is then updated. Moreover, the pattern information of each data instance in each cell 
is also updated. For example, the cluster ID of a cell is also assigned to all data instances 
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that it contains. This enables other components to visualize the multidimensional patterns 
(clusters) in both the multidimensional space (e.g., in the viewer introduced in next 
section) and the geographic space (e.g., in a spatial point map).   
 
HDClusterOrdering
setHyperCells(HyperCell[])
HyperEdge[]
fire ClusterChanged event
fire SelectionChanged event
Construct a Hyper-MST for all dense cells
Derive an optimal cluster ordering
Visualize the cluster ordering
Allow human interactive exploration
 
Figure 7-17:  The HD Cluster Ordering component and its GUI interface.  
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7.3.12 HD Cluster Viewer 
An  HD Cluster Viewer component (Figure  7-18) is used to visualize 
multidimensional clusters and support interactive exploration. Its major functions are 
introduced in Chapter 6. Four important implementation issues will be introduced in 
following sections.  
 
HDClusterViewer
setSubspace (Subspace)
HyperCell[]
(notify others
 to repaint)
fire SelectionChanged event
Visualize multivariate clusters of dense cells
with a PCP-like visualization component.
Allow human interaction to fully explore
and interpret clusters.
 
Figure 7-18: The HD Cluster Viewer component and its GUI interface. .   
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7.3.12.1 Ordering of dimensions 
The order of the dimensions in an HD cluster viewer is important. The closer two 
dimensions are in the visualization (Figure  7-18), the easier for the user to perceive 
relationships between the two dimensions. Thus, dimensions that have strong associations 
(relationships) should be placed as close as possible to each other. The optimal ordering 
derived in the feature selection component (section 7.3.8) can satisfy this requirement. 
However, that ordering is a global  ordering in that it is derived using the whole 
conditional entropy matrix of all dimensions. For a selected subspace, which only 
involves a small subset of dimensions, the ordering of these dimensions can be further 
improved. A local ordering of those selected dimensions can be derived using the same 
method for deriving the global ordering, except that a smaller conditional entropy matrix 
(of those dimensions involved in the subspace) is used instead of the whole conditional 
entropy matrix of all dimensions.  
For example, in the global optimal ordering shown in Figure 7-14, OTHER_P, 
HISPANIC_, WHITE_P, and BLACK_P are ordered one after another. If only consider 
the entropy values among these four attributes, a local ordering of them is HISPANIC_P, 
OTHER_P, WHITE_P, and BLACK_P (see Figure  7-18), because the conditional 
entropy value between OTHER_P and WHITE_P is a little better than that between 
HISPANIC_P and WHITE_P.  
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7.3.12.2 Selection algorithm  
This section introduces an algorithm for selecting a set of data instances (strings) 
using mouse dragging (Figure 7-19).  
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(x1,y1)
(x2,y2)
y1
x1 x2
(rx, ry)
(lx, ly) ly
ry
Figure 7-19: Select strings in an HD cluster viewer with mouse dragging. The two blue
dots and the dash line represent the mouse dragging: the start position, dragging, and the
end position. Those strings that the mouse dragging runs across are selected. Here 3 
strings are selected.  
/***********************************************************  
 *   Input: start position <x1, y1> and end position <x2, y2> of mouse dragging. 
 *   Output: those strings that the mouse dragging runs across are selected. 
 ***********************************************************/   
void selectInstances (x1, y1, x2, y2)  { 
  //d can be determined using y1 and y2.  
  mouse dragging occurred between dimensions d and d + 1;   
  lx = the horizontal location of dimension d;  
      rx = the horizontal location of dimension d + 1;  
      for (each HyperCell c visualized in the viewer)  
ly = the value of dimension d for c; 
ry = the value of dimension d + 1 for c; 
v1 = (y1 - ry) / (x1 - rx) - (ly - ry) / (lx - rx); 
v2 = (y2 - ry) / (x2 - rx) - (ly – ry) / (lx - rx); 
//(v1 * v2)<0 means that two mouse positions are on different  
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//sides of the string segment (see figure 7-19). 
if (v1*v2 < 0 )         select c; 
} 
7.4 Summary 
This chapter presents a component-oriented implementation of those methods 
introduced in previous chapters. There are altogether 12 components implemented in the 
reported research. These components, or some subsets of them, can be assembled into a 
discovery system according to the need of a specific analysis task. This component-
oriented implementation not only allows flexible assembling of a set of components, but 
also enables an open framework that is easy to add in new components to extend the 
capability of the discovery environment.  
As an integrated suite of computational methods and visualization techniques, 
those implemented components collaboratively support a human-centered, interactive, 
and iterative geographic knowledge discovery environment. 
  
Chapter 8 
 
Putting It All Together: Illustrative Applications 
8.1 Introduction 
This chapter presents three applications of the reported geographic knowledge 
discovery environment in analyzing data from different topical areas. The main purpose 
of these applications is to demonstrate how the developed methods and integrated 
discovery environment work and how well they work. These applications also 
demonstrate how those computational methods and visualization techniques introduced in 
previous chapters can work cooperatively to support a human-centered, man-machine 
collaborative, efficient and effective geographic knowledge discovery process.  
The first application is on the analysis of census demographic data of 3128 USA 
cities/towns. Each city has its geographic location and a set of aspatial attributes, e.g. the 
percentage of population for different races. This application serves two purposes. For 
demographic expert users who are familiar with the population distribution of different 
races, this application can be used to verify the reported geographic knowledge discovery 
environment, because the user can tell if the discovered patterns (clusters) are meaningful 
and valid. For those users that are not familiar or know little about the population 
distribution of different races (and their joint distribution), this application shows how the 
knowledge discovery environment can help the user iteratively gain new knowledge from 
large and high-dimensional geographic data that she/he knows little about.  
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The second application is on the analysis of a remote sensing data set (with 
ground truth). Each data entry is one training site with attribute values of both ground 
truth (field observation) and TM bands from a remote sensing image. Each entry in this 
data set does not have a geographic location (i.e., coordinate X and Y). So, spatial 
clustering is not needed here. This application can show how flexible the discovery 
environment is to be customized to address various application needs. Besides numerical 
data, this data set also has ordinal and categorical data types. The current version of the 
discovery environment treats ordinal and categorical data in the same way as it treats 
numerical data. In other words, ordinal numbers are processed as numerical numbers and 
categorical labels are represented with numbers (e.g, 0 represents category A, 1 represents 
category B, etc.). Then the system treats all of them as numerical types. This limitation 
will be addressed in future research, which will be discussed in the next chapter. 
However, even with such a limitation, the current discovery environment works very well 
with this data set and effectively produces meaningful patterns.  
The third application is to analyze a cancer data set, which includes a breast 
cancer mortality rate per 100,000 people for the time period 1970–1994 for each county 
in US. Each county also has other socio-economic and medical attributes, e.g., income, 
doctor ratio, percentage of population that has no medical insurance, etc. This is an on-
going research and the data set still needs to join more factor attributes to acquire 
complex and unknown knowledge. However, even with this incomplete data set, several 
interesting patterns are found.  
The number of attributes in each of the three data sets is not very large (around 
1015). The data size of each application is about 11003200 data objects. The 
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developed methods and integrated discovery environment can address much more (e.g. 
100+) attributes and much larger data size (e.g., 100,000+ observations or data entries).   
8.2 Analyzing Census Data 
8.2.1 Census data for USA cities 
The data for the first example is a census demographic data set for 3128 USA 
cities. The attributes included in the data are listed in table  8-1. Among them, 
LOCATION_X and LOCATION_Y together represent the location of a city. A map of 
these cities is shown in figure 7-10. This data set and the data sets used in the following 
sections are stored in CSV (i.e., comma separated values) format, which is easy to 
compile or transform from other formats.   
Table 8-1: Attributes in the census data set.  
Attribute  Explanation 
LOCATION_X Coordinate  X 
LOCATION_Y Coordinate  Y 
ELEVATION  Elevation of the city 
WHITE_P  Percentage of the city population that is white 
BLACK_P  Percentage of the city population that is black 
AMERI_ES_P  Percentage of the city population that is American Indian 
ASIAN_PI_P  Percentage of the city population that is Asian or pacific islander.  
OTHER_P  Percentage of the city population that is other races 
HISPANIC_P  Percentage of the city population that is Hispanic 
AGE65UP_P  Percentage of the city population that is 65 or older   
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Figure 8-1: 3128 USA cities and the Delaunay triangulation.  
To analyze this census data set, the analysis flow starts from a Data Center, where 
the data file is loaded and a DataSetByInstance object (hereafter data) is constructed. The 
data object is then passed to a Delaunay Triangulation component, where a Delaunay 
triangulation is generated (figure 7-10). The data object is also passed to a Spatial Point 
Map component to visualize. The edges are passed to a Spatial Edge Map component to 
visualize.   
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8.2.2 Spatial clustering and ordering 
The Delaunay triangulation edges are also passed to a Boundary Points 
Identification component (bottom panel in figure 7-8) to detect boundary points, which 
will be treated differently in a Spatial MST component to avoid the single-link problem 
and achieve a better hierarchy of spatial clusters. The user can drag the threshold bar to 
interactively set the DML threshold and view boundary points in the map (top panel in 
figure 7-8). It is easy to visually decide which threshold is reasonable.  
Once boundary points are identified, those Delaunay triangulation edges, whose 
nodes (i.e., end points) are now either boundary or core points, are passed to the Spatial 
MST component to derive an MST. By treating boundary points and core point 
differently, the resultant MST avoids the single-link effect. A Spatial MST component 
has no GUI interface, i.e., it is purely an algorithm without human interaction. The output 
of Spatial MST is a new set of edges representing a minimum spanning tree connecting 
all 3128 cities. These MST edges are then passed to a Spatial Cluster Ordering 
component, where an optimal ordering of all 3128 cities is derived. The optimal ordering 
assigns each city two values: the city’s position in the ordering (SpaOrdering) and the 
geometric distance from this city to the next city in the ordering. The spatial cluster 
ordering is visualized as shown in figure 7-8 (middle panel).  
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Figure 8-2: The Boundary Point Identification component (bottom), the Spatial Cluster 
Ordering component (middle), and the Spatial Point Map component (top). The user first 
interactively sets the DML threshold in the DML graph (bottom). Then the computer 
automatically identifies boundary points, constructs an MST, derives an optimal ordering 
of all cities, and visualizes it in the ordering component (middle). With the ordering 
visualization, the user can interactively explore clusters of cities at various hierarchical 
levels and visually examine them in the map (top).  
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The cluster ordering presents a clear hierarchical cluster structure of those 3128 
cities. Valleys in the ordering graph are clusters of cities. A large valley (cluster) can 
have several smaller valleys (children clusters) within it. By dragging the threshold bar, 
one can explore clusters at various hierarchical levels. In figure 7-8, the current threshold 
is 1.37. At this level, there are 29 major clusters (with MinClusSize = 10). Some major 
clusters are numbered in both the ordering and the map (middle and top panels in 
figure 7-8) to show how the ordering successfully encodes hierarchical spatial clusters. In 
other words, cities in the same cluster (at any hierarchical level) are contiguous in the 
ordering.  
The spatial ordering can then be transformed to a “common” numerical attribute 
(hereafter named SpaOrdering). Let the SpaOrdering value of the city on the left end of 
the ordering to be 0, then the SpaOrdering value of the next city in the ordering is 1, …., 
until the city on the right end is reached and its SpaOrdering value is 3127 (see Chapter 7 
for detail on the calculation of those values). 
8.2.3 Selecting interesting subspaces 
The spatial cluster ordering (SpaOrdering) of all cities derived above is passed 
(back) to Data Center component and added to the original aspatial attribute space. Now 
the data includes attributes: ELEVATION, WHITE_P, BLACK_P, …, AGE65UP, and 
SpaOrdering. This “new” data set is then passed to the Feature Selection component 
(figure 8-3), where the conditional entropy matrix is shown and some multidimensional 
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subspaces are automatically identified. Bright colors represents lower entropy values, 
which indicate better associations (or cluster tendencies) between attributes.  
 
Figure 8-3: feature selection component. Left panel shows the conditional entropy matrix. 
From the conditional entropy matrix, the user can get an overall understanding of 
various relationships among attributes, in terms of which subsets of attributes might have 
good patterns and which subsets have stronger patterns than other subsets. The user can 
set an entropy threshold in the top-right text box to let the computer automatically 
identify interesting subspaces. For example, in figure 8-3 the current threshold is 0.91 and 
four 5-dimensional subspaces are identified and listed. From the visualization of the 
conditional entropy matrix, it is easy to choose a reasonable threshold. For much more 
attributes (e.g., 50+), the conditional entropy values will not be shown in the matrix. Only 
colors are used. In such a case, when the user moves the mouse over a matrix cell, its 
value will pop out.  
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The user can also form a subspace according to her/his interest and expertise 
interactively. For example, in figure 8-3, a subspace {BLACK_P, WHITE,P, OTHER_P, 
HISPANIC_P} is selected by checking the checkbox associated with each attribute. 
When the button “construct” is pressed, a subspace is constructed with selected attributes 
and the data is discretized into a set of non-empty hyper-cells (see Chapter 7 for details). 
Each hyper-cell contains one or more similar (according to the selected attributes) data 
entries (here they are cities). In other words, very similar cities in the selected subspace 
are grouped into the same hyper-cell. This subspace, together with its non-empty hyper-
cells, is passed to other components for multivariate clustering.  
8.2.4 Interactive multivariate clustering 
The subspace is first passed to an HD Density Plot component (bottom panel in 
figure 7-9), where all input hyper-cells are sorted according to their densities (percentage 
of total cities contained in a hyper-cells) in a decreasing order. In the density plot, there is 
a threshold bar that can be dragged up and down to configure the density threshold. Cells 
that are denser than this threshold are labeled as dense cells. Right above the threshold 
bar, there is a number indicating the percentage of all cities that are contained in all dense 
cells. For example, as shown in figure 7-9, the current subspace has 457 non-empty cells. 
With the current density threshold, 39 cells are dense. These 39 dense cells altogether 
contain 46.29% cities, i.e., 3128 * 0.4629 = 1448 cities.  
The subspace, together with its dense cells, is then passed to an HD Cluster 
Ordering component (top panel in figure 7-9), which automatically constructs a hyper-
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MST, derives an optimal ordering of these dense cells, and presents it visually. From the 
visualization of the ordering, the user can visually perceive hierarchical clusters.  
 
Figure 8-4: HD density plot (bottom), HD trend plot (middle), and HD cluster ordering 
(top). Clusters in the ordering are colored with a continuum of colors, from blue to red 
and then to green. Thus the more similar two clusters are, the more closer they are in the 
ordering, and the more similar their colors are. When the user drags the threshold bar in 
the ordering to explore clusters at various levels, the clusters are automatically identified 
and colored.  
Given a threshold, the component automatically identifies clusters and labels each 
data entry (city) with a cluster ID. Clusters shown in a multidimensional attribute space 
with an HD Cluster Viewer (bottom panel in figure 7-19). Those multivariate clusters are 
also mapped to the geographic space with a Spatial Point Map (top panel in figure 7-19). 
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Clusters are colored in the same way in all related components to help the user view the 
patterns in various spaces and link them for better understanding and interpretation. 
 
Figure 8-5: The multivariate clustering result is shown in an HD cluster viewer (bottom) 
and a geographic map (top).  
In figure 7-19, we can perceive several interesting patterns.  Purple or brown 
cities are those with very high WHITE, low BLACK, low OTHER, and low HISPANIC. 
These cities spatially clustered across the northern part of USA.  Green cities are those 
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with very high BLACK, very low WHITE, very low OTHER and very low HISPANIC. 
These cities clustered well at the southern region. Blue cities are those with high 
HISPANIC, high OTHER, medium to high WHITE, and medium to low BLACK. These 
cities clustered well in the west and southwest. Red cities are between the purple and the 
green for all 4 attributes, i.e., with average BLACK, around average WHITE, low 
HISPANIC, and low OTHER. These cities also clustered well in the geographic space 
and partly blend into the red cluster and the green cluster.  
 
Figure 8-6: The continuous color spectrum and the cluster ordering can together enable a 
full presentation of the hierarchical structure.  
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To further lower the threshold in the cluster ordering, we can reach an extreme 
case, where each cluster contains only one cell, although each of which may contain 
several cities. With the continuum of colors, the hierarchical structure is still very clear in 
both the map and the HD cluster viewer (figure 8-7  and figure 8-6).  
 
Figure 8-7: Hierarchical multivariate clusters are visualized with a continuous color 
spectrum in both the HD cluster viewer and the map.  
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As illustrated with the above example, with the collaboration of computational 
algorithms, various linked visualization components, and human interactions, the user 
can quickly identify multivariate patterns from a large and high-dimensional data even 
he/she initially knows little about the data. The above finding is only a very small part of 
the whole discovery process that is possible for this data set. The user can interactively 
select subspaces, control parameters, interpret emerged patterns, and then decide the next 
action for further exploration. Further exploration of this same data set is described in 
next section.  
8.2.5 Iteratively discovering patterns 
 
Figure 8-8: Including SpaOrdering in the selected subspace.  
In previous section SpaOrdering is not included in the subspace. Now let’s see 
how SpaOrdering is integrated to search multivariate spatial patterns. From the matrix 
(figure 8-8) we can see that the association (cluster tendency) between SpaOrdering and 
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ELEVATION is the strongest. AMERI_ES_P, HISPANIC_P, and OTHER_P all have 
good associations with SpaOrdering. ASIAN_PI_P, WHITE_P, and BLACK_P have 
moderate associations with SpaOrdering. AGE65UP_P has the least association with 
SpaOrdering.  
The strong association between SpaOrdering and ELEVATION is true, which is 
also obvious to most users. Let’s form a subspace {SpaOrdering, AMERI_ES_P, 
HISPANIC_P} to see what multivariate spatial clusters it contains. The density plot, 
cluster ordering, and the visualization of clusters in a HD cluster viewer are shown in 
figure 8-9.  
The subspace is discretized into 314 non-empty hyper-cells. With the current 
density threshold, 60 dense cells, which contain 56.9% of all cities (i.e., 1800 cities), are 
chosen for further clustering. From the cluster ordering, one can see two strong, clearly-
defined clusters. These two clusters are visualized in an HD cluster viewer and a map. 
Now it is very easy to interpret these two multivariate spatial clusters. One cluster 
contains cities that have comparatively high AMERI_ES_P and comparatively high 
HISPANIC_P, and these cities are spatially concentrated in the vast western area. The 
other cluster contains cities that have comparatively low AMERI_ES_P and 
comparatively low HISPANIC_P, and these cities are spatially concentrated in the vast 
eastern area. 
In this clustering result, the spatial information is automatically considered with 
SpaOrdering in the subspace. Thus the discovered multivariate clusters are compact in 
the geographic space. Based on the conditional entropy matrix, the user can also form 
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other subspaces (e.g., {SpaOrdering, WHITE, HISPANIC, ASIAN}) to search other 
multivariate clusters.  
 
Figure 8-9: Multivariate clustering of census data with SpaOrdering.  
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8.2.6 Putting It All Together 
So far, many components are involved in discovering various patterns (figure 8-
10). Visible components include: (1) spatial boundary point identification, (2) interactive 
spatial clustering and ordering, (3) interactive feature selection, (4) HD density plot, (5) 
HD clustering and ordering, (6) HD cluster viewer, and (7) the map (figure 8-10).  There 
are also several invisible or unused components: data center, spatial MST, spatial edge 
map, and HD boundary point identification.  
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Figure 8-10: Putting it all together: an interactive and iterative discovery environment.  
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8.3 Analyzing Remote Sensing Data 
8.3.1 Remote sensing data for Kioloa region 
The second data set is the Kioloa  dataset of 1705 data entries (observations) with 
both ground truth attributes and TM bands data from a remote sensing image (Kioloa 
1994). Attributes include: Aspect-N,  Aspect-E,  Flow-Accumulation,  Geology,  Height-
10m, Shape, Slope-degrees, TM-Band-2, TM-Band-4, TM-Band-5, TM-Band-7, Training-
Sites.  
In this data set, there is no spatial location for each data object. Thus those 
components related to spatial clustering, ordering, and visualization are not needed.  The 
data goes directly from the Data Center component to a Feature Selection component, 
which is introduced below.  
8.3.2 Selecting interesting subspace 
From the matrix several interesting subspaces can be visually perceived. One of 
them is the subspace {TM-Band-4, TM-Band-5, TM-Band-7, Geology, Height-10m, 
Training-Sites}, which forms a bright contiguous block in the matrix. This subspace is 
first selected for further clustering.  
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Figure 8-11: The conditional entropy matrix for Kioloa remote sensing data.  
8.3.3 Interactive multivariate clustering 
Three strong clusters are clearly presented in both the ordering and the HD cluster 
viewer. The cluster of green color shows that: very low TM-band-4, geology type 0, 
training cite 0, very low height, very low TM-band-5, and very low TM-Band-7 are 
strongly associated with each other. The cluster of blue color shows that: very high TM-
band-4, geology type 1 and 2, training cite 8, low height, very high TM-band-5, and very 
high TM-Band-7 are strongly associated with each other. The cluster of red color shows 
that: medium-high TM-band-4, geology type 3, 4, 5, and 6, training site 17, medium-
high height, medium TM-band-5, and medium TM-Band-7 are associated with each 
other.  
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The HD density plot shows that selected dense cells contain 68.38% of original 
data entries, which means that the above patterns represent the major relationships in the 
data for this subspace. 
 
Figure 8-12:  HD density plot, HD trend plot, and HD cluster ordering. The user can 
interactively set the density threshold to select a set of dense cells for further clustering 
the clustering result is shown a HD cluster viewer and a map.  
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8.4 Analyzing Cancer Data 
8.4.1 Data of breast cancer and factors 
The third application used a county-level epistemology data set. Attributes 
included are listed and explained in table 8-2. The data set contains 1156 counties with 
BRRALLZ (breast cancer mortality rate per 100,000 population for the time period 
19701994) over 45. This application is similar to the first application (analyzing census 
data) in that they both need spatial clustering, multivariate clustering, and mapping to 
explore multivariate clusters in both the multidimensional space and the geographic 
space.  
Table 8-2: Attributes in the breast cancer data set.  
Attribute  Explanation 
Centroid.X  Coordinate X of the centroid of a county 
Centroid.Y  Coordinate Y of the centroid of a county 
BRRALLZ  Breast cancer mortality rate per 100,000 person-years, all races, 
all genders, all ages, for the time period 1970 – 1994 
MDRATIO  # physicians per 100,000 population 
HOSP  # hospitals per 100,000 population 
PCTHISP  % of Hispanic origin 
URBRURAL  USDA urban/rural code (0=most urban, 9=most rural) 
PCINCOME  per capita income 
PCTPOOR  % living below federal poverty line 
PCTCOLED  % adults over 25 with 4+ years of college education 
UNEMPLOY %  unemployed 
POP95 1995  population 
MAMMOG2YSM  % women ages 50-64 who had a mammogram in past 2 years 
OBESE  % of persons ages 18+ who are >120% of the median body mass 
index 
NOINS  % of persons ages 18+ who do not have a health plan or health   
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The spatial clustering process is similar to that of the first application and will not 
be discussed here. The SpaOrdering and the above attributes listed in table 8-2 are passed 
to a feature selection component to select interesting subspaces.  
8.4.2 Selecting interesting subspaces 
The conditional entropy matrix of all attributes in the breast cancer data (plus the 
SpaOrdering attribute) is shown in figure  8-13. If the user is interested in studying 
various relationships between the breast cancer mortality rate and other attributes, she/he 
may force the BRRALLZ attribute to be included in all subspaces. From the matrix, one 
can see that BRRALLZ is strongly associated with POP95, URBRURAL, and 
MDRATIO. The subspace {BRRALLZ, POP95, URBRURAL, and MDRATIO} is then 
interactively formed (according to the user’s interest) for further analysis.  
 
Figure 8-13: The conditional entropy matrix of the breast cancer data set.  
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8.4.3 Interactive multivariate clustering 
The subspace {BRRALLZ, POP95, URBRURAL, and MDRATIO} is discretized 
into 533 non-empty cells and 55.01% of them (129 cells) are selected as dense cells for 
further clustering. The multivariate clustering process and result are shown in figure 8-14.  
 
Figure 8-14: The density plot, HD cluster ordering, and the HD cluster viewer with the 
breast cancer data.  
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There are four major clusters identified in the above snapshot, and they are also 
mapped to a geographic space in figure 8-15.  
 
Figure 8-15: The map of multivariate clusters found in the breast cancer data. Red 
counties are very rural and having high breast cancer mortality rate, small population, and 
very low doctor ratio.  
The green cluster represents those counts that have very high MDRATIO, very 
high POP95, very urban, and around-average breast cancer mortality rates. Surprisingly, 
as an epidemiologist pointed out (Linda Pickle from NCI: personal discussion), this 
cluster correctly groups all those major medical centers in US.  The red cluster represents 
a majority of those counties that have high breast cancer mortality rate, and also are very 
rural, of small population and of very low doctor ratios! This is potentially a very 
interesting finding for policy makers.  
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As true for all introduced applications, this finding is only a very small part of the 
overall discovery result. The user can iteratively explore patterns in various subspaces 
and interpret them on the fly.  
8.4.4 Visual and interactive exploration 
Other than clusters, the user is sometime also interested in finding outliers. For 
example, she / he may want to know all those counties with above-average breast cancer 
mortalities and their geographic distribution. The developed discovery process can 
support this type of visual exploration and dialogic interactions. In figure 8-16, rather 
than performing a clustering, the user visualizes all cells (not just dense cells) in the HD 
cluster viewer. Then the user selects those counties that have above-average breast cancer 
mortality and view them in the map. The distribution of such high-mortality counties 
verifies the red cluster found above figure 8-15, because the geographic distribution of 
the red cluster is very similar to the following map (figure  8-16). Moreover, the red 
cluster also discovers other characteristics of these counties (e.g, very rural, least 
populated, and having a very low doctor-to-population ratio). Thus, such an integration of 
computational methods and interactive visualization techniques can help the user 
effectively identify complex patterns and interpret them.  
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Figure 8-16: Selecting counties that have above-average breast cancer mortality rate.  
The user can further explore the selected data (those counties with above-average 
breast cancer mortalities) by making intersect selections. The user needs to check the 
“Intersect Sel.” box first. Then make three more selections: those counties of below-
average MDRATIO, those counties of small population, and those above-average rural 
counties. All these four selections will be intersected and only those counties that satisfy 
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all four predicates are highlighted in the HD cluster viewer and in the map (figure 8-17). 
Such interactions can help the user (1) verify found clusters, and (2) define clusters with 
specified predicates.   
 
Figure 8-17: Intersect selection of those counties that are rural and have above-average 
breast cancer mortality rate, low population, below-average doctor ratio.   
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8.5 Summary 
This chapter has presented three applications of the reported geographic 
knowledge discovery environment in analyzing data from different topical areas. The 
main purpose of these applications is to demonstrate how the developed methods and the 
integrated discovery environment work and how well they work. Via integrating 
computational methods and visualization techniques, the developed geographic 
knowledge discovery environment is by nature human-centered and supports man-
machine collaboration for an efficient and effective search of multivariate geographic 
patterns.  
 
  
Chapter 9 
 
Discussion and Future Work 
9.1 Summary 
The goal of the current research is to develop a geographic knowledge discovery 
environment and an integrated suite of efficient and effective data mining techniques for 
exploring novel, complex spatial patterns from geographic data. As the first step, the 
reported research focuses on interactive, hierarchical, multivariate spatial clustering in 
large and high-dimensional geographic datasets.  
The major contribution of the research is twofold. First, the research develops 
three new approaches for spatial clustering, feature selection and multivariate clustering, 
and several visualization techniques to support visual exploration and human interactions. 
Second, it integrates both computational and visualization methods in a unified and 
flexible framework to create a human-led, computer-assisted, efficient and effective 
geographic knowledge discovery environment.  
The developed methods are implemented within a component-oriented 
framework, which is: (1) flexible to customize and evolve over time, (2) collaborative in 
integrating various components to work together and address complex problems, and (3) 
robust to use and maintain. Three applications of the developed geographic knowledge 
discovery environment are presented to demonstrate how the developed methods and 
integrated discovery environment work and how well they work.  
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9.2 Discussion and Future Work 
Two major criteria are introduced in Chapter 1 for evaluating the developed 
methods and integrated system. One of the criteria concerns efficiency. As presented in 
the previous chapters with theoretical analysis of computational complexity, the 
developed methods are all scalable with large datasets and efficient enough to support 
real-time human interaction. A series of experiments were also conducted to empirically 
evaluate the efficiency of the developed methods. Among the three developed methods 
(spatial clustering, feature selection, and multivariate clustering), the multivariate 
clustering methods first discretitize the data space into hyper cells and only select a small 
number of dense cells to process, the efficiency problem is controlled by the user. The 
efficiency evaluation results for the spatial clustering method and the feature selection 
method are reported below in figure 9-1 and figure 9-2.  
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Figure 9-1: Efficiency evaluation of the spatial clustering method, which mainly include 
the construction of a Delaunay triangulation and an improved minimum spanning tree 
with special treatment of boundary points.  
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Figure 9-2: Efficiency evaluation of the feature selection method. All datasets have 
20,000 observations but have different dimensionalities (ranging from 10 to 120).  
The time consuming parts of the spatial clustering method mainly include the 
construction of a Delaunay triangulation and an improved minimum spanning tree with 
special treatment of boundary points. The number of boundary points identified by the 
method can affect the efficiency. For the experiments, about 25% of all points are 
identified as boundary points. It can be observed that the spatial clustering method is 
efficient, e.g., for a dataset of 20,000 observations, it takes only 3 seconds to finish. The 
feature selection method is quite fast (around 1 second for a dimensionality of 10) even 
the dataset is large (20,000). For a dataset of high dimensionality (e.g., 120), the running 
time of the method is about 3 minutes. Although it can be clearly seen from the two 
graphs that computational efficiency is most dependent on dimensionality in the feature 
selection method, the overall efficiency is still quite satisfying because the user only 
needs to run the feature selection method once. 
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The other criterion is about effectiveness. The effectiveness of the spatial 
clustering method and the feature selection method has been shown with experiments and 
synthetic datasets. With applications in analyzing real datasets, the hierarchical, 
multivariate clustering method and its integration with the spatial cluster ordering are also 
proven effective in (1) finding valid patterns, (2) finding valid patterns efficiently and 
easily, and (3) finding novel and unexpected patterns. However, it is not yet proved that 
the integrated discovery environment can find all patterns, i.e., it does not miss important 
patterns. It is difficult to generate a complex synthetic dataset with various well-
controlled, complex patterns to fully evaluate the effectiveness of the developed system. 
In future research, the system will be further evaluated with well-studied datasets or 
complex benchmark datasets.  
Although clustering analysis has been widely used as an important approach to 
extract patterns from data, there are advised cautions in accepting the discovered clusters. 
Such cautions are caused by two facts. First, many automatic clustering algorithms will 
create clusters no matter the data are naturally clustered or just random (Jain and Dubes 
1988; Jain, Murty et al. 1999). Second, different clustering methods, or the same method 
with different parameter configuration, can generate quite different resultant clusters 
(Gould 1982). Thus, a “careful and patient exploration of structure is a far cry from the 
mechanistic bludgeoning of data then forced through the standard computerized 
algorithms of cluster and taxonomic analysis” (Gould 1982).  
Indeed, many automatic data mining methods have the same problems as those 
introduced above for clustering analysis. To solve these problems, the reported research 
integrates various interactive visualization techniques to support human interaction and 
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incorporate domain knowledge in exploring clusters and interpreting the results. The user 
can visually understand and decide whether the discovered clusters are meaningful or not. 
The current version of the discovery environment is only a start point for achieving a 
fully human-centered and computer-assisted discovery environment. There are still many 
rooms for future improvements, e.g., allowing the user interactively group or remove 
attributes in the feature selection component, providing a set of different distance 
measures for the user to choose, etc.  
In future research, many other data mining methods will be integrated. For 
example, other clustering methods can be integrated to work in parallel with the 
developed methods on the same dataset, and thus can either help the user understand the 
data from a different perspective or help to verify the result of each other. Other than 
coupling with similar methods for comparison, the developed environment will also 
integrate complimentary methods to support a more comprehensive knowledge discovery 
process. Such complimentary methods include traditional statistical graphics for data 
presentation, rigorous statistical methods for testing discovered patterns (hypothesis), 
knowledge or pattern representation methods for managing discovered patterns, etc.  
The current version of the discovery environment only handles numerical data 
types and point objects. Other data types (i.e. ordinal and categorical data) are 
transformed to numerical types before being analyzed. In future research, the ability of 
developed methods will be extended to address various data types. Since in the feature 
selection and the multivariate clustering methods each dimension is first discretized into 
intervals, it is not very difficult to address ordinal or categorical data types properly 
because they are already discrete. Another tough problem with some real datasets is that 
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there are often missing values, which the current system cannot address. The developed 
methods potentially can address such missing-value problem better than many existing 
methods do because subspaces are first selected. Missing values only affect those 
subspaces that contain attributes having missing values.    
The current version of the discovery environment loads data from files. The data 
file needs to be compiled beforehand and loaded entirely into memory during the 
analysis. Such a strategy cannot handle very large data files that does not fit in memory 
and cannot easily support the user to query and select only part of data for analysis. In 
future research, the developed discovery environment will be integrated with a database 
management system. Such integration can also allow to store and query discovered 
patterns in database.  
The developed methods are implemented within a component-oriented 
framework, as introduced in Chapter 7. It is flexible and easy to integrate new functions 
(modules), and thus allows the system to evolve over time. It allows customization of the 
system to address different analysis needs, i.e., different sets of functions or modules can 
be easily assembled together to achieve different analysis goals. The discovery 
environment integrates a suite of modules, which work in different ways (e.g., 
information graphics, analytical algorithms, etc.) for knowledge discovery and together 
they can communicate with each other, and collaboratively address complex discovery 
problems. The discovery environment is also easy to maintain--internal changes in one 
function (module) should not affect other functions (modules). Future research will 
develop new modules and improving existing modules to make the discovery 
environment more powerful and useful for various application needs.  
 216 
9.3 Link to Java Source Code 
As introduced in Chapter 7, the knowledge discovery environment is 
implemented in Java programming language. Due to the large amount of source code 
files, it is impossible to append all (over 260) java files here. Those java files are part of 
the GeoVista Studio project, available at: http://sourceforge.net/projects/geovistastudio. 
To download those java source files, one needs to learn how to do that from the 
“CVS” link at the above address. One can also browse files by following the link: 
http://cvs.sourceforge.net/cgi-bin/viewcvs.cgi/geovistastudio/. Those java files for the 
research reported here is in the folder geovistastudio/GeoVista/datamining/src.  
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