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Abstract
Distributional tensor fields can be regarded as multilinear mappings
with distributional values or as (classical) tensor fields with distribu-
tional coefficients. We show that the corresponding isomorphisms hold
also in the bornological setting.
1 Introduction
Let D′(M) := Γc(M,Vol(M))
′ and D′rs (M) := Γc(M,T
s
r(M) ⊗ Vol(M))
′ be
the strong duals of the space of compactly supported sections of the volume
bundle Vol(M) and of its tensor product with the tensor bundle Tsr(M) over
a manifold; these are the spaces of scalar and tensor distributions on M
as defined in [?, ?]. A property of the space of tensor distributions which
is fundamental in distributional geometry is given by the C∞(M)-module
isomorphisms
D′rs (M)
∼= LC∞(M)(T
s
r (M),D
′(M)) ∼= T rs (M)⊗C∞(M) D
′(M) (1)
(cf. [?, Theorem 3.1.12 and Corollary 3.1.15]) where C∞(M) is the space
of smooth functions on M . In [?] a space of Colombeau-type nonlinear
generalized tensor fields was constructed. This involved handling smooth
functions (in the sense of convenient calculus as developed in [?]) in par-
ticular on the C∞(M)-module tensor products T rs (M) ⊗C∞(M) D
′(M) and
Γ(E) ⊗C∞(M) Γ(F ), where Γ(E) denotes the space of smooth sections of a
vector bundle E over M . In [?], however, only minor attention was paid
to questions of topology on these tensor products. One can circumvent this
issue by declaring the occurring algebraic isomorphisms to be homeomor-
phisms, but this is not truly satisfying.
The aim of this article is to show that the isomorphisms (1) are even
bornological (not topological) isomorphisms. Naturally this involves the
right choice of topologies on spaces of C∞(M)-linear mappings and on ten-
sor products of locally convex modules. Because there is only fragmentary
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literature available on tensor products of locally convex modules we will be
rather explicit in our treatment.
A bornological isomorphism is enough for the applications in [?] because
the notion of smoothness employed there depends only on the bornology of
the respective spaces.
After some preliminaries in Section 2 we will review inductive locally
convex topologies and final convex bornologies defined by arbitrary (i.e.,
non-linear) mappings in Section 3. Then the bornological and projective
tensor product of locally convex and bounded modules are defined and usual
properties of tensor products established in this setting (Section 4). After-
wards we will describe the natural Fréchet topology on spaces of sections
(Section 5) and show that some canonical algebraic isomorphisms for spaces
of sections are homeomorphisms as well. As a main result we obtain that
the classical isomorphism of section spaces Γ(E)⊗C∞(M)Γ(F ) ∼= Γ(E⊗F ) is
a homeomorphism if one uses the projective tensor product, while for com-
pactly supported sections one has to use the bornological tensor product
(Section 6).
In Section 7 we obtain the desired result (1) on distributions in the
bornological setting. It does not work in the topological setting for two
reasons: first, multiplication of distributions by smooth functions is jointly
bounded (Lemma 35) but only separately continuous; and second, the bornolog-
ical tensor product has better algebraic properties (Remark 29).
2 Preliminaries
Our basic references are [?, ?, ?] for topological vector spaces, [?] for bornolog-
ical spaces, [?] for differential geometry, and [?] for algebra.
All locally convex spaces are over the field K which is either R or C and
will be assumed to be Hausdorff. In the non-Hausdorff case we speak of a
topological vector space with locally convex topology.
We will use the following notation: for vector spaces E1, . . . , En, F ,
L(E1, . . . , En;F ) is the vector space of all n-multilinear mappings from E1×
. . . × En to F . We write L(E,F ) instead of L(E;F ). F
∗ = L(F,K)
denotes the algebraic dual of F . If we have locally convex spaces then
Lb(E1, . . . , En;F ) denotes the space of bounded multilinear mappings equipped
with the topology of uniform convergence on bounded sets as in [?, Section
5]. Lc(E1, . . . , En;F ) is the subspace of all continuous mappings equipped
with the subspace topology. E′ = Lc(E,K) denotes the topological dual of
a locally convex space E equipped with the strong dual topology.
For any R-modules M1, . . . ,Mn and N , LR(M1, . . . ,Mn;N) is the space
of R-multilinear mappings from M1 × . . . × Mn to N . If these are lo-
cally convex modules as in Definition 10 below (with K ⊆ R) the sub-
space LbR(M1, . . . ,Mn;N) ⊆ L
b(M1, . . . ,Mn;N) is the space of bounded
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R-multilinear mappings fromM1×. . .×Mn toN equipped with the subspace
topology. We also equip the subspace LcR(E1, . . . , En;F ) ⊆ L
b
R(E1, . . . , En;F )
of all continuous such mappings with the subspace topology.
Let M be a right module and N a left module over a ring A and E a
Z-module. A Z-bilinear mapping f : M × N → E is called A-balanced if
f(ma,n) = f(m,an) for all a ∈ A, m ∈ M and n ∈ N . Because we want
to obtain vector spaces we assume that K ⊆ A and E is a vector space and
denote by LA(M,N ;E) the subspace of L(M,N ;E) consisting of A-balanced
K-bilinear mappings. If M,N are locally convex or bounded modules and E
a locally convex space LA,b(M,N ;E) and LA,c(M,N ;E) are the subspaces
of bounded and continuous mappings, respectively.
Note that in all the above cases the subspace topology is again the topol-
ogy of uniform convergence on bounded sets, which is locally convex and
Hausdorff.
All manifolds are supposed to be finite dimensional, second countable,
and Hausdorff. Vector bundles are always finite dimensional. The space of
sections of a vector bundle E over a manifold M is denoted by Γ(M,E),
the space of compactly supported sections by Γc(M,E), and the space of
sections with compact support in a set K ⊆M by Γc,K(M,E).
3 Final and initial structures in topology and bornol-
ogy
The projective tensor product E ⊗ F of two locally convex spaces carries
the inductive locally convex topology with respect to the canonical bilinear
mapping ⊗ : E×F → E⊗F . Now there are several shortcomings in standard
references, of which we mention two: first, in [?, Section 15.1] E ⊗ F is
said to be endowed with the finest topology (not locally convex topology)
which makes ⊗ continuous, and it is claimed that this topology is locally
convex by referring to the corresponding proposition about the projective
topology, which does not apply here; furthermore, the universal property of
the inductive locally convex topology is only mentioned for linear mappings
([?, Section 6.6]) but ⊗ is bilinear. Second, [?] correctly takes the finest
locally convex topology on E ⊗ F such that ⊗ is continuous but does not
show its universal property.
The construction of the projective tensor product in [?] is done directly
without reference to the inductive topology, which works for the purpose.
We will give the inductive locally convex topology as well as its universal
property also with respect to nonlinear mappings. Additionally we will have
to consider the bornological tensor product which we will introduce from the
topological and the bornological point of view. Similarly to the topological
case, in the standard reference [?] on bornologies the final vector or con-
vex bornology, respectively, is only treated with respect to linear mappings;
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we will show that the construction of the final vector or convex bornology,
respectively, outlined there works for arbitrary mappings, too.
Given a set E, topological spaces Ej and mappings Tj : E → Ej we
denote the projective topology on E defined by these mappings by Ti. In the
linear or locally convex case there is no generalization to arbitrary mappings:
given any Hausdorff topological vector space E the projective topology with
respect to the constant mappings fx(y) := 0 if y = x and x if y 6= x for all
x ∈ E is the discrete topology which cannot be linear. As any linear topology
making all fx continuous would be finer than the projective topology there
can be none. However, in the case of the inductive topology we can allow
arbitrary mappings:
Lemma 1. Let (Ej)j be a family of topological vector spaces, E a vector
space and Sj : Ej → E an arbitrary mapping for each j. Then there is a
finest linear topology Tl on E such that all Sj are continuous into [E,Tl]. A
linear mapping T from [E,Tl] into any topological vector space is continuous
if and only if all T ◦ Sj are so. The same statements hold for all topologies
being locally convex.
Proof. Tl is obtained as the projective topology defined by the family of
identity mappings from E into all linear (locally convex) topologies T on
E such that all Sj are continuous w.r.t. T ; this family contains at least the
trivial topology given by T = {∅, E}.
Given [F,T ] with T a linear (locally convex) topology and T ∈ L(E,F ),
T : [E,T−1(T )] → [F,T ] is continuous; all Sj are continuous into the linear
topology T−1(T ) (the preimage of a linear or locally convex topology is
of the same type) because S−1j (T
−1(T )) = (T ◦ Sj)
−1(T ) is a family of
open sets by assumption, thus Tl is finer than T
−1(T ) and T : [E,Tl] →
[E,T−1(T )] → [F,T ] is continuous.
Tl is called the inductive linear (locally convex) topology defined by the
family (Sj)j . We now will consider the bornological setting. The following
is easily seen from the respective definitions in [?].
Lemma 2. Let X be a set and B0 a family of subset of X. Then B0 is
a base for a bornology on X if and only if B0 covers X and every finite
union of elements of B0 is contained in a member of B0. If X is a vector
space, B0 is a base for a vector bornology on X if and only if additionally
it every finite sum of elements of B0 is contained in a member of B0, every
homothetic image (scalar multiple) of an element of B0 is contained in a
member of B0, and every circled hull of an element of B0 is contained in a
member of B0. B0 is a base for a convex bornology on X if and only if it
is a base for a vector bornology and every convex hull of elements of B0 is
contained in a member of B0.
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Lemma 3. Let X be a set and A be any family of subsets of X. Define the
family D := A ∪ {{x} | x ∈ X }. Then a base of the bornology generated
by A is given by all finite unions of elements of D . If X is a vector space
a base of the vector bornology generated by A is given by all subsets of X
which can be obtained from elements of D by any finite combination of finite
sums, finite unions, homothetic images, and circled hulls. For the convex
bornology generated by A one further has to include convex hulls.
Proof. Let B0 be the family of all subsets of X which can be obtained from
elements of D by the respective operations. By Lemma 2 B0 is a base for
a bornology (vector bornology, convex bornology) on X. Any bornology
(vector bornology, convex bornology) C on X containing A and thus D is
closed under the same operations which are applied to elements of D in order
to construct B0, B0 is finer than C . This means that B0 is a base of the
bornology (vector bornology, convex bornology) generated by A .
Proposition 4. Let X be a set and [Xi,Bi] bornological sets with any map-
pings vi : Xi → X. Let Bf be the bornology on X generated by the family
A =
⋃
i∈I vi(Bi). Then Bf is the finest bornology on X such that all vi are
bounded. A mapping v from [X,Bf ] into a bornological set [Y,C ] is bounded
if and only if all compositions v ◦ vi are bounded.
The same holds analogously for the vector (convex) bornology on a vector
space X generated by A and a linear mapping v into a vector (convex)
bornological space [Y,C ] where the vi can be arbitrary.
Proof. Any bornology C on X such that the vi are bounded has to contain⋃
i vi(Bi). By definition Bf is the finest bornology (vector bornology, convex
bornology) containing this set so Bf is the finest bornology of its type such
that all vi are bounded.
If v is bounded the v ◦ vi trivially are so. Conversely, assume that all the
v ◦ vi are bounded into [Y,C ]. Let Cf be the bornology (vector bornology,
convex bornology) on Y generated by
⋃
i(v ◦ vi)(Bi). Because Cf is finer
than C it suffices to show that v is bounded into Cf . Because v is linear it
maps the base of Bf given by Lemma 3 to a base of Cf which implies that
v is bounded into Cf .
We call Bf the final bornology (vector bornology, convex bornology)
defined by the vi. Given any locally convex topology T we denote by
b
T
its von Neumann bornology ([?, 1:3]). Conversely, tB denotes the locally
convex topology associated with a convex bornology B ([?, 4:1]). Whenever
we talk of boundedness of a mapping from or into a topological vector space
with locally convex topology it is meant with respect to its von Neumann
bornology.
In order to relate the bornological to the topological setting we will make
use of the following Lemma.
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Lemma 5. Let Ei be a topological vector space with locally convex topol-
ogy and vi : Ei → F an arbitrary mapping into a vector space F for each
i. Denote by Tf the finest locally convex topology on F such that each vi
is bounded and by Bf the finest convex bornology on F such that each vi
bounded. Then Tf =
t
Bf .
Proof. We show that each vi is bounded into
t
Bf , which implies that Tf is
finer than tBf . Given a bounded set B in Ei its image vi(B) is bounded in
Bf by assumption. Because the identity [F,Bf ]→ [F,
t
Bf ] is bounded ([?,
4:1]), vi(B) is bounded in
t
Bf .
Conversely, the identity [F,Bf ] → [F,Tf ] is bounded if and only if all
mappings vi : Ei → [F,Tf ] are bounded, which is the case by construction,
thus Bf is finer than
b
Tf . By definition of the locally convex topology
associated with a convex bornology ([?, 4:1’2]) tBf is finer than Tf .
By [?, 4:1’5 Definition (2) and Lemma (2)] we obtain
Corollary 6. In the situation of Lemma 5 Tf is bornological.
We recall that a bornological vector space is separated (i.e., {0} is the
only bounded vector subspace) if and only if {0} is Mackey-closed ([?, 2:11
Proposition (1)]). By [?, 1:4’2 Proposition (1)] and [?, Chapter 36]) one
immediately obtains the following (the converse does not hold, in general):
Lemma 7. Let [E,T ] be a topological vector space with locally convex topol-
ogy. If T is Hausdorff then bT is separated.
4 Tensor product of locally convex modules
4.1 Bornological and projective tensor product
of locally convex spaces
We cite the following definitions of the tensor product of locally convex spaces
([?, 5.7], [?, Definition 43.2]).
Definition 8. Let E,F be locally convex spaces.
(i) The bornological tensor product of E and F is the algebraic tensor
product E⊗F of vector spaces equipped with the finest locally convex
topology such that the canonical mapping (x, y) → x⊗ y from E × F
into E⊗F is bounded. E⊗F with this topology is denoted by E⊗βF .
(ii) The projective tensor product of E and F is the algebraic tensor product
E⊗F of vector spaces equipped with the finest locally convex topology
such that the canonical mapping (x, y) → x⊗ y from E×F into E⊗F
is continuous. E ⊗ F with this topology is denoted by E ⊗pi F .
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Both E⊗β F and E⊗pi F are Hausdorff ([?, Section 15.1 Proposition 3]).
By Corollary 6 E⊗β F is bornological. For any locally convex space G there
are bornological isomorphisms of locally convex spaces
Lb(E ⊗β F,G) ∼= L
b(E,F ;G) ∼= Lb(E,Lb(F,G)) (2)
where the first isomorphism is given by the transpose of the canonical bilinear
mapping ⊗ : E×F → E⊗β F and the second one by the exponential law [?,
5.7]. Consequently, a bilinear mapping E×F → G is bounded if and only if
the associated linear mapping E ⊗β F → G is bounded. For the projective
tensor product, however, the algebraic isomorphism of vector spaces ([?,
Proposition 43.4])
Lc(E ⊗pi F,G) ∼= L
c(E,F ;G) (3)
is not continuous and Lc(E,F ;G) is not isomorphic to Lc(E,Lc(F,G)), in
general, but we have the universal property that a bilinear mapping E×F →
G is continuous if and only if the associated linear mapping E ⊗pi F → G is
continuous.
4.2 Vector space structures on rings and modules
We will now define the notion of bounded resp. locally convex algebra and
module (cf. [?], [?, Chapter 6], and [?, Chapter II]).
Our notion of locally convex A-module will require A to be a K-algebra.
Let R be a nonzero ring and ι : K → R any mapping. Define the action
of K on R (scalar multiplication) by the mapping K × R → R, (λ, r) 7→
ι(λ) · r. This turns R into a vector space over K if and only if ι is a ring
homomorphism. By [?, I §9.1 Theorem 2] the subring ι(K) of R then is a
field and ι is an isomorphism of K onto ι(K). Because K is commutative R
is an associative unital algebra over K.
Definition 9. We call a locally convex space A over K with a bilinear
multiplication mapping A × A → A a bounded algebra or a locally convex
algebra over K, respectively, if this multiplication is bounded or continuous,
respectively.
Definition 10. Let A be a bounded (locally convex) algebra over K. A
left A-module M carrying a topology which is locally convex with respect to
the vector space structure on M induced by the subring K ⊆ A is called a
bounded (locally convex) left module if module multiplication A ×M → M
is bounded (continuous).
The definition for right modules is analogous.
Remark 11. One can also define a bounded (locally convex) left module M
over A as a topological vector spaceM with locally convex topology together
with a Z-bilinear bounded (continuous) mapping A×M →M , (a,m) 7→ a·m
such that a · (b ·m) = (ab) ·m and 1 ·m = m.
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4.3 Bornological and projective tensor product
of locally convex and bounded modules
We will from now on assume that the algebra A contains K as a subring of
its center. This is necessary for the tensor product M ⊗A N of A-modules
and the quotient M ⊗K N/J0 with J0 as defined below to be vector spaces.
Let A be a bounded algebra over K, M a right bounded A-module and
N a left bounded A-module. Define J0 as the sub-Z-module of M ⊗K N
generated by all elements of the form ma⊗ n−m⊗ an with a ∈ A, m ∈M
and n ∈ N . The K-vector spaces M ⊗AN and (M ⊗KN)/J0 are isomorphic
[?, Theorem I.5.1], but in order to obtain a Hausdorff space we need to take
the quotient with respect to the closure J of J0 in M ⊗β N , which again is
a sub-Z-module of M ⊗β N . We define the Z-module quotient
M ⊗βA N := (M ⊗β N)/J
which is a vector space because K is contained in the center of A. It is
endowed with the quotient topology, which is locally convex and Hausdorff.
Denoting by q the canonical mapping into the quotient we obtain a bilinear
map
⊗βA := q ◦ ⊗ : M ×N →M ⊗
β
A N.
Similarly, if A,M,N are taken to be locally convex instead of bounded,
we denote the resulting space by M ⊗piAN with corresponding mapping ⊗
pi
A:
M ⊗piA N := (M ⊗pi N)/J
⊗piA := q ◦ ⊗ : M ×N →M ⊗
pi
A N.
Definition 12. We callM⊗βAN the bornological tensor product andM⊗
pi
AN
the projective tensor product of M and N over A.
By [?, 13.5 Prop. 1 (b)] M ⊗βA N is bornological. These spaces have the
following universal properties.
Proposition 13. Let M be a right module over an algebra A, N a left
module over A and E a locally convex space. If M , N , and A are locally
convex then:
(i) Given a continuous K-linear mapping g : M ⊗piA N → E the mapping
f := g ◦ ⊗piA is continuous, K-bilinear and A-balanced.
(ii) Given a continuous A-balanced K-bilinear mapping f : M × N → E
there exists a unique continuous K-linear mapping g : M ⊗piA N → E
such that f = g ◦ ⊗piA.
This gives an algebraic vector space isomorphism
Lc(M ⊗piA N,E)
∼= LA,c(M,N ;E). (4)
If M , N , and A are bounded then:
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(iii) Given a bounded K-linear mapping g : M ⊗βA N → E the mapping
f := g ◦ ⊗βA is bounded, K-bilinear, and A-balanced.
(iv) Given a bounded A-balanced K-bilinear mapping f : M ×N → E there
exists a unique bounded K-linear mapping g : M ⊗βA N → E such that
f = g ◦ ⊗βA.
This gives bornological vector space isomorphisms
Lb(M ⊗βA N,E)
∼= LA,b(M,N ;E)
∼= LbA(M,L
b(N,E)) ∼= LbA(N,L
b(M,E))
(5)
Proof. (i) and (iii) are trivial. For (ii) and (iv) we obtain from (2) and
(3) a unique mapping f˜ in Lc(M ⊗pi N,G) or L
b(M ⊗β N,G) such that
f = f˜ ◦ ⊗. Noting that M ⊗β N is bornological, f˜ is continuous in both
cases and thus vanishes on J , whence there exists a unique linear mapping
g from M ⊗piA N (or M ⊗
β
A N) into E such that f = g ◦ q ◦ ⊗, which means
g ◦ ⊗piA or f = g ◦ ⊗
β
A, respectively. Clearly g is continuous (bounded) by
definition. It is furthermore easily verified that the correspondence f ! g
is a vector space isomorphism. Finally, the isomorphisms of (2) are easily
seen to restrict to bornological isomorphisms
LA,b(M,N ;E) ∼= {T ∈ Lb(M ⊗β N,E) : J0 ⊆ ker T }
∼= LbA(M,L
b(N,E)) ∼= LbA(N,L
b(M,E))
Together with Lemma 14 this gives the result (we can replace J0 by J because
M ⊗β N is bornological).
Lemma 14. Let E be a bornological locally convex space, N a closed subspace
of E and F an arbitrary locally convex space. Then there is a bornological
isomorphism
Lb(E/N,F ) ∼= {T ∈ Lb(E,F ) : N ⊆ kerT}
where the latter space is equipped with the subspace topology.
Proof. Denote by p : E → E/N the canonical projection. As to the algebraic
part, for T˜ ∈ Lb(E/N,F ) the mapping T := T˜ ◦p is in Lb(E,F ) and vanishes
on N ; conversely, given such T there exists a unique linear mapping T˜ such
that T = T˜ ◦ p. Now T is continuous (equivalently bounded) if and only if
T˜ is ([?, Proposition 4.6]). The correspondences T ! T˜ are inverse to each
other and linear because the transpose p∗ of p is linear.
For boundedness of p∗ let B˜ ⊆ Lb(E/N,F ) be bounded and set B :=
p∗(B˜). Let D ⊆ E be bounded and V be a 0-neighborhood in F . Then
D˜ := p(D) is bounded in E/N so there exists λ > 0 such that
B˜ ⊆ λ · { T˜ ∈ Lb(E/N,F ) : T˜ (D˜) ⊆ V }
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and thus
B ⊆ λ · { p∗(T˜ ) : T˜ ∈ Lb(E/N,F ), T˜ (D˜) ⊆ V }
= λ · {T ∈ Lb(E,F ) : N ⊆ kerT, T (D) ⊆ V }.
which implies that B is bounded. Conversely, let B ⊆ {T ∈ Lb(E,F ) : N ⊆
ker T} be bounded and set B˜ := (p∗)−1(B) ⊆ Lb(E/N,F ). Let D˜ ⊆ E/N
be bounded and V a 0-neighborhood in F . Because the images of bounded
subsets of E form a basis of the bornology of E/N ([?, 2:7]) there exists a
bounded set D ⊆ E such that D˜ ⊆ p(D). By assumption there is λ > 0 such
that
B ⊆ λ · {T ∈ Lb(E,F ) : N ⊆ kerT, T (D) ⊆ V }
and thus
B˜ ⊆ λ · { (p∗)−1(T ) : T ∈ Lb(E,F ), N ⊆ kerT, T (D) ⊆ V }
⊆ λ · { T˜ ∈ Lb(E/N,F ) : T˜ (D˜) ⊆ V }.
We remark that the tensor product can also be constructed in a different
way. Remember that as K is in the center of A E ⊗A F has a canonical
vector space structure ([?, II §3.6 Remark (2)]). For the following Lemma
the separated vector bornology associated with a vector bornology is defined
as the quotient bornology with respect to the Mackey closure {0}
b
of {0}
([?, 2:12 Definition (2)]).
Lemma 15. Let M be a right module and N a left module over an algebra
A. Then
(i) If M , N and A are locally convex the Hausdorff space associated with
the algebraic tensor product M⊗AN endowed with the inductive locally
convex topology with respect to the canonical mapping ⊗ : M × N →
M ⊗A N is homeomorphic to M ⊗
pi
A N .
(ii) If M , N , and A are bounded the separated bornological vector space
associated with the algebraic tensor product M ⊗A N endowed with
the final convex bornology with respect to the canonical mapping ⊗ is
bornologically isomorphic to M ⊗βA N .
Proof. (i) Let p : M ⊗AN → (M ⊗AN)/{0} denote the canonical projection
onto the quotient space.
M ×N
⊗pi
A

⊗ //M ⊗A N
p

g˜
wwnnn
nn
nn
nn
nn
nn
nn
n
M ⊗piA N
f //
(M ⊗A N)/{0}g
oo
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Let f be the continuous linear mapping induced by the continuous A-balanced
K-bilinear mapping p ◦⊗. ⊗piA induces a continuous linear mapping g˜, which
is continuous (and thus its kernel contains the closure of {0}); hence there
exists a linear continuous mapping g with g ◦ p = g˜. In order to see that
f and g are inverse to each other, we note that as p is surjective and the
images of ⊗ resp. ⊗piA generate M ⊗AN resp. M ⊗
pi
AN it suffices to have the
identities
f ◦ g ◦ p ◦ ⊗ = f ◦ ⊗piA = p ◦ ⊗
g ◦ f ◦ ⊗piA = g ◦ p ◦ ⊗ = ⊗
pi
A.
(ii) Replace {0} by {0}
b
, ⊗piA by ⊗
β
A and “continuous” by “bounded” in the
proof of (i). Apply Lemma 7 to see that M ⊗βAN is a separated bornological
space and use [?, 2:12 Proposition (2)] for obtaining g.
If A is commutative M ⊗βA N and M ⊗
pi
A N have a canonical A-module
structure given by a · (m ⊗piA n) := (ma) ⊗
pi
A n, which is bounded or locally
convex, respectively:
Proposition 16. If A is commutative then M ⊗βAN is a bounded A-module
and M ⊗piA N a locally convex A-module.
Proof. For the bounded case see [?, 5.21], for the continuous case [?, Propo-
sition II.2.2] or [?, Section 6.2].
Corollary 17. If A is commutative then the isomorphisms (4) and (5) in-
duce, for any locally convex A-modules M , N and P , an algebraic isomor-
phism
LcA(M,N ;P )
∼= LcA(M ⊗
pi
A N,P ).
and, for bounded A-modules M , N , and P , bornological isomorphisms
LbA(M ⊗
β
A N,P )
∼= LbA(M,N ;P )
∼= LbA(M,L
b
A(N,P ))
∼= LbA(N,L
b
A(M,P )).
Proposition 18. Let f : M →M ′ and g : N → N ′ be bounded (continuous)
A-linear mappings between bounded (locally convex) A-modules. Then f ⊗ g
is bounded (continuous).
Proof. Because the mapping (m,n) 7→ f(m)⊗g(n) fromM×N intoM ′⊗AN
′
is A-bilinear and bounded (continuous) the corresponding A-linear mapping
f ⊗ g from M ⊗βA N to M
′ ⊗βA N
′ (from M ⊗piA N to M
′ ⊗piA N
′) such that
(f ⊗ g)(m ⊗ n) = f(m)⊗ g(n) is bounded (continuous).
The following is an analogue of [?, Proposition 5.8], telling us when the
bounded and projective tensor product are identical.
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Lemma 19. If every bounded bilinear mapping on M ×N into an arbitrary
locally convex space is continuous then M ⊗piA N = M ⊗
β
A N .
Proof. By construction, the topology of M ⊗βA N is finer than the topology
of M ⊗piA N : the identity M ⊗
β
A N → M ⊗
pi
A N is continuous if and only if
it is bounded (as M ⊗βA N is bornological), which is the case if and only if
id ◦⊗βA = ⊗
pi
A is bounded, but this mapping is even continuous.
M ×N
⊗β
A 
⊗piA
&&MM
MM
MM
MM
MM
M
M ⊗βA N
id //M ⊗piA N
id
oo
Conversely, the identity M ⊗piA N → M ⊗
β
A N is continuous if and only
if id ◦⊗piA = ⊗
β
A is continuous, which is the case by assumption because it is
bounded and bilinear.
By [?, Proposition 5.8] the assumption of Lemma 19 is satisfied if M
and N are metrizable, or if M and N are bornological and every separately
continuous bilinear mapping on E × F is continuous.
5 Topology on section spaces
We will now define the standard topology on the space of sections of a fi-
nite dimensional vector bundle which turns it into a Fréchet space. In the
following, the notions of a base of continuous seminorms and a family of
seminorms defining the topology is as in [?, Chapter 7].
For any open subset Ω of Rn or of a manifold M we call a sequence of
sets Ki ⊆ Ω such that Ω =
⋃∞
i=1Ki and each Ki is compact and contained
in the interior of Ki+1 a compact exhaustion of Ω.
Let Ω ⊆ Rn be open and (E, ‖ ‖) a Banach space. The space C∞(Ω,E)
of all smooth functions from Ω into E has the usual Fréchet structure ([?,
Chapter 40]): defining seminorms pK,k (for K ⊆ Ω compact and k ∈ N0) on
C∞(Ω,E) by
pK,k(f) := max
|α|≤k,x∈K
‖∂αf(x)‖
the topology of C∞(Ω,E) has as basis of continuous seminorms the family
{ pKn,k | n ∈ N, k ∈ N0 } where (Kn)n is any compact exhaustion of Ω. This
topology evidently does not depend on the choice of the compact exhaustion.
Now let M be an n-dimensional manifold with atlas {(Ui, ϕi)}i and
π : E → M a vector bundle whose typical fiber is an m-dimensional Ba-
nach space E. Let {(Vj , τj)}j be a trivializing covering of E. For any i and
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j a section s ∈ Γ(E) has local representation
sUi,Vj := pr2 ◦τj ◦ s|Ui∩Vj ◦ (ϕi|Ui∩Vj)
−1 ∈ C∞(ϕi(Ui ∩ Vj),E)
where pr2 is the projection on the second component. This is illustrated by
the following diagram.
π−1(Ui ∩ Vj)
τj
''PP
PP
PP
PP
PP
PP
Ui ∩ Vj
sUi∩Vj
OO
// Ui ∩ Vj × E
pr2

ϕi(Ui ∩ Vj)
ϕ−1i
OO
sUi,Vj // E
Γ(E) then is endowed with the (locally convex) projective topology TE
defined by the linear mappings
Γ(E) ∋ s 7→ sUi,Vj ∈ C
∞(ϕi(Ui ∩ Vj),E)
for all i and j, which is complete by [?, II 5.3]. For a description by seminorms
we set pUi,Vj ,K,k(s) := pϕi(K),k(sUi,Vj ) for s ∈ Γ(E). The topology TE has
as basis of continuous seminorms the family PE given by all pUi,Vj ,Kn,k for
k ∈ N0, (Kn)n a compact exhaustion of Ui ∩ Vj, and all i, j, n, k. Because
for each s ∈ Γ(E) \ {0} there is some p ∈ PE such that p(s) > 0, TE is
Hausdorff.
Proposition 20. TE is independent of the atlas, the trivializing covering
and the compact exhaustions.
Proof. Let M have atlases {(Ui, ϕi)}i and {(U˜k, ϕ˜k)}k and let E have triv-
ializing coverings {(Vj , τj)}j and {(V˜l, τ˜l)}l. This gives rise to topologies
TE and T˜E on Γ(E). For continuity of the identity mapping [Γ(E),TE ] →
[Γ(E), T˜E ] it suffices to show that for all k, l, every compact exhaustion
(K˜m)m of U˜k∩V˜l, and allm, p there is a continuous seminorm p of (Γ(E),TE)
such that
pU˜k,V˜l,K˜m,p
(s) ≤ p(s). (6)
First, we show that we can assume that K˜m is contained in some Ui∩Vj.
As the open sets Ui ∩ Vj form an open cover of M we can write K˜m as the
disjoint union of finitely many K˜a,bm ⊂⊂ Ui(a) ∩ Vj(b) ∩ U˜k ∩ V˜l. Assuming
that (6) holds in this case there are continuous seminorms pa,b of TE such
that
p
U˜k,V˜l,K˜
a,b
m ,p
(s) ≤ pa,b(s)
for all a, b. We take the maximum over all a, b on both sides and obtain
pU˜k,V˜l,K˜m,p
on the left side and a continuous seminorm p on the right side.
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Thus we may assume that K := K˜m ⊂⊂ Ui ∩ Vj ∩ U˜k ∩ V˜l for some i, j, k, l.
The left side of (6) is then given by
max
|α|≤p
x∈ϕ˜k(K)
∥∥∥∂αsU˜k,V˜l(x)
∥∥∥ .
For x ∈ ϕ˜k(K) we then write
sU˜k,V˜l(x) = pr2 ◦τ˜l ◦ τ
−1
j (ϕ˜
−1
k (x), sUi,Vj ◦ ϕi ◦ ϕ˜
−1
k (x))
= (τ˜l ◦ τ
−1
j )ϕ˜−1
k
(x)(sUi,Vj ◦ ϕi ◦ ϕ˜
−1
k (x))
where the transition mapping x 7→ (τ˜l ◦ τ
−1
j )x is a smooth function from
Vj ∩ V˜l to L
c(E,E). By the product rule we obtain for ∂αsU˜k,V˜l(x) terms of
the form
∂β [x 7→ (τ˜l ◦ τ
−1
j )ϕ˜−1
k
(x)] · ∂
γ [x 7→ sUi,Vj (ϕi ◦ ϕ˜
−1
k (x))]
for some multi-indices β, γ. Taking the maximum over x ∈ ϕ˜k(K), the first
factor gives a constant and the second factor gives a sum of terms of the
form
max
x∈ϕi(K)
∥∥∥∂γ
′
sUi,Vj (x)
∥∥∥ ≤ pUi,Vj ,K,|γ′|(s)
for some γ′. Altogether, these terms give a continuous seminorm of TE ,
whence the identity mapping from [Γ(E), T˜E ] → [Γ(E),TE ] is continuous.
By symmetry we have a homeomorphism.
Because the trivializing covering of E and the atlas ofM can be assumed
to be countable ([?, 1.4.8]) TE is determined by a countable family of semi-
norms. Therefore, [Γ(E),TE ] as well as its closed subspace Γc,L(E) for a
compact set L ⊂⊂M with the subspace topology are Fréchet spaces.
In order to turn Γc(E) into a complete topological space we endow it with
the strict inductive limit topology of a suitable sequence of Fréchet subspaces,
which by [?, II 6.6] then is complete. As M is σ-compact we obtain an (LF)-
space Γc(E) = lim−→Γc,L(E) where L ranges through a compact exhaustion of
M .
For the particular case of C∞(M) we abbreviate pUi,K,k := pUi,Ui,K,k.
Then we obtain a basis of continuous seminorms
PM := { pUi,Kin,k | k ∈ N0, n ∈ N, i }
where {Kin}n is a compact exhaustion of ϕi(Ui).
We now state simple lemmata (proof omitted) about continuity of bilinear
mappings as determined by seminorms.
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Lemma 21. Let E, F and G be topological vector spaces with locally convex
topology. A bilinear mapping f : E × F → G is continuous if and only if for
each continuous seminorm r on G there are continuous seminorms p on E
and q on F such that for all x ∈ E and y ∈ F we have r(f(x, y)) ≤ p(x)q(x).
If PE resp. PF are bases of continuous seminorms on E resp. F and SG
a family of seminorms defining the topology of G then a bilinear mapping
f : E × F → G is continuous if and only if for each r ∈ SG there are
seminorms p ∈ PE and q ∈ PF and a constant C > 0 such that r(f(x, y)) ≤
Cp(x)q(x) for all x ∈ E, y ∈ F .
Lemma 22. (i) C∞(M) is a locally convex unital commutative associa-
tive algebra.
(ii) For any vector bundle E the space of sections Γ(E) is a Hausdorff
locally convex module over C∞(M).
Proof. We will verify continuity of the respective multiplication mappings,
the rest being immediately clear from the definitions. Let {(Ui, ϕi)}i be an
atlas of M and {(Ui, τi)}i a trivializing covering of Γ(E) – by Proposition 20
we can always intersect the domains of the atlas and the trivializing covering
in order to have them in this form. By the product rule for differentiation
we obtain
pi,K,k(fg) ≤ Cpi,K,k(f) · pi,K,k(g) and
pi,K,k(fs) ≤ Cpi,K,k(f) · pUi,Ui,K,k(s)
for all K ⊂⊂ Ui, k ∈ N0, f, g ∈ C
∞(M), s ∈ Γ(E), and some constant
C > 0.
Lemma 23. Given a trivial vector bundle E and a basis {b1, . . . , bn} of Γ(E)
the corresponding dual basis {b∗1, . . . , b
∗
n} consists of elements of L
c
C∞(M)(Γ(E), C
∞(M)).
Proof. Let τ : E →M ×Rn be trivializing. For the basis αi(x) := τ
−1(x, ei)
where {e1, . . . , en} is the canonical basis of R
n the result is clear, as the dual
basis is then given by α∗i (s)(x) = pri ◦pr2 ◦τ ◦ s. For an arbitrary basis
{b1, . . . , bn} we know that b
∗
i =
∑
ajiα
∗
j for some a
j
i ∈ C
∞(M). Because for
f ∈ C∞(M) the mapping s 7→ (fα∗j )(s) = f · αj(s) is the composition of
αj and multiplication with f , both continuous, b
∗
i is the sum of continuous
mappings.
We recall the following basic facts about products and direct sums of
topological vector spaces. Let (Mi)i be a family of topological vector spaces.
The product
∏
iMi carries the projective topology defined by the canon-
ical projections πi and the external direct sum
⊕
iMi the inductive lin-
ear topology with respect to the canonical injections, which makes them
topological vector spaces. If all Mi are locally convex A-modules
∏
iMi
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is a locally convex A-module: denoting the multiplication mappings by
m : A ×
∏
iMi →
∏
iMi resp. mi : A ×Mi → Mi, m is continuous because
πi ◦ m = mi ◦ (id×πi) is continuous for each i. For finitely many factors
(which is all we will need)
⊕
iMi =
∏
iMi topologically.
We will now establish preliminaries required for a topological version of
the isomorphism Γ(E⊗F ) ∼= Γ(E)⊗C∞(M)Γ(F ); we need explicit expressions
as well as continuity of some canonical isomorphisms.
Proposition 24. Given vector bundles E1, . . . , En the canonical isomor-
phism of C∞(M)-modules
Γ(
⊕
i=1...n
Ei) ∼=
⊕
i=1...n
Γ(Ei)
is a homeomorphism.
Proof. For each x ∈ M let ιj : Ejx →
⊕
i=1...nEix denote the canonical
injection of the fiber Ejx into the direct sum and πj :
⊕
i=1...nEix → Ejx
the canonical projection. Define injections and projections, respectively, by
ι˜j : Γ(Ej) → Γ(
⊕
i=1...n
Ei), (ι˜jsj)(x) := ιj(sj(x)) for sj ∈ Γ(Ej),
π˜j : Γ(
⊕
i=1...n
Ei) → Γ(Ej), (π˜js)(x) := πj(s(x)) for s ∈ Γ(
⊕
i=1...n
Ei).
We have to verify that the images of ι˜j and π˜j are indeed smooth sections.
Let {Ul, ϕl}l be an atlas of M and {(V
j
kj
, τ jkj )}kj trivializing coverings of Ej ,
then
⊕
i=1...nEi has trivializing covering
{(
⋂
j=1...n
V jkj , σk1,...,kn)}k1,...,kn
where (σk1,...,kn)x(t) := (x, (pr2 τ
1
k1
π1t, . . . ,pr2 τ
n
kn
πnt)) for t ∈
⊕
j=1...n Ejx
and x ∈
⋂
j=1...n V
j
kj
. First, let sj ∈ Γ(Ej); then on each chart domain
Ul ∩ V
1
k1
∩ . . . ∩ V nkn , pr2 ◦σk1,...,kn ◦ ι˜j(sj) ◦ ϕ
−1
l is smooth because its only
nonzero component is pr2 ◦τ
j
kj
◦ sj ◦ ϕ
−1
l which is smooth by assumption.
Conversely, let s ∈ Γ(
⊕
i=1...nEi). Then on each chart domain as above
pr2 ◦τ
j
kj
◦ π˜j(s) ◦ϕ
−1
l = pr2 ◦τ
j
kj
◦πj ◦ s ◦ϕ
−1
l = prj ◦pr2 ◦σk1,...,kn ◦ s ◦ϕ
−1
l is
smooth. Finally, π˜k ◦ ι˜j = id for k = j and 0 otherwise; as
∑
j ι˜j ◦ π˜j(s) = s,
Γ(
⊕
j=1...nEj) is a direct product for the family of C
∞(M)-modules (Γ(Ej))j
([?, Theorem 6.7]) and algebraically isomorphic to
⊕
j=1...n Γ(Ej). The iso-
morphism ψ : Γ(
⊕
j=1...nEj)→
⊕
j=1...n Γ(Ej) is given by
ψ(s) = (π˜1(s), . . . , π˜n(s)) and
ψ−1(s1, . . . , sn) = ι˜1(s1) + . . .+ ι˜n(sn).
Continuity of π˜j and ι˜j is easily seen from the respective seminorms, which
implies continuity of ψ and ψ−1.
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Lemma 25. For vector bundles E1, . . . , En and F1, . . . , Fm over M we have
a canonical vector bundle isomorphism
(
⊕
i=1...n
Ei)⊗ (
⊕
j=1...m
Fj) ∼=
⊕
i=1...n
j=1...m
(Ei ⊗ Fj)
Proof. Evidently the fiberwise defined map
(v1, . . . , vn)⊗ (w1, . . . , wm) 7→ (v1 ⊗ w1, . . . , vn ⊗ wm)
(where vi ∈ Eix and wj ∈ Fjx for all i, j and fixed x) is a vector bundle
isomorphism over the identity. Its inverse is induced by the mappings
ei ⊗ fj 7→ ιiei ⊗ ιjfj (ei ∈ Eix, fj ∈ Fjx)
for all i, j, where ιi and ιj are the canonical injections Eix →
⊕
iEix and
Fjx →
⊕
j Fjx, respectively.
Lemma 26. For isomorphic vector bundles E ∼= F the canonical C∞(M)-
module isomorphism Γ(E) ∼= Γ(F ) is a homeomorphism.
Proof. If (f, f0) is the vector bundle isomorphism from E to F the isomor-
phism Γ(E) → Γ(F ) is given by s 7→ f ◦s◦f−10 . It is readily verified using the
respective seminorms that this assignment and its inverse are continuous.
Lemma 27. Let A be a locally convex algebra, Mi (i = 1, . . . , n) locally
convex right A-modules, and Nj (j = 1, . . . ,m) locally convex left A-modules.
Then the canonical vector space isomorphism
(
⊕
i=1...n
Mi)⊗ (
⊕
j=1...m
Nj) ∼=
⊕
i=1...n
j=1...m
(Mi ⊗Nj)
induces isomorphisms of locally convex spaces
(
⊕
i=1...n
Mi)⊗pi (
⊕
j=1...m
Nj) ∼=
⊕
i=1...n
j=1...m
(Mi ⊗pi Nj)
(
⊕
i=1...n
Mi)⊗
pi
A (
⊕
j=1...m
Nj) ∼=
⊕
i=1...n
j=1...m
(Mi ⊗
pi
A Nj).
If A is commutative the last one is an isomorphism of A-modules.
Proof. By [?, II §3.7 Proposition 7] the mapping
g : (
⊕
i=1...n
Mi)⊗ (
⊕
j=1...m
Nj) →
⊕
i=1...n
j=1...m
(Mi ⊗Nj)
(mi)i ⊗ (nj)j 7→ (mi ⊗ nj)i,j
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is a vector space isomorphism. Its inverse h is induced by the mappings
hij := ιi ⊗ ιj , where ιi : Mi →
⊕
Mi and ιj : Nj →
⊕
Nj are the canonical
injections. This means that h is given by
∑
ij hij ◦ prij where prij is the
canonical projection
⊕
ij(Mi ⊗Nj) →Mi ⊗Nj.
Define J0 as the sub-Z-module of (
⊕
Mi) ⊗ (
⊕
Nh) generated by all
elements of the form (mi)ia⊗ (nj)j − (mi)i ⊗ a(nj)j , and Jij as the sub-Z-
module of Mi⊗Nj generated by all elements of the form mia⊗nj−mi⊗anj
with mi ∈ Mi, ni ∈ Ni, and a ∈ A. As K is in the center of A these are
vector subspaces. By [?, II §1.6] there is a canonical isomorphism of vector
spaces
f :
⊕
i,j
Mi ⊗pi Nj
Jij
→
⊕
i,j(Mi ⊗pi Nj)⊕
i,j Jij
induced by the mappings fij(mi ⊗ nj + Jij) := ι(mi ⊗ nj) +
⊕
k,l Jkl. Thus
we obtain the following commutative diagram.
(
⊕
iMi)⊗pi (
⊕
j Nj)
q

g //⊕
i,j(Mi ⊗pi Nj)
h
oo
(pij)i,j
''OO
OO
OO
OO
OO
OO
r

(
⊕
iMi)⊗pi (
⊕
j Nj)
J0
λ //
⊕
i,j(Mi ⊗pi Nj)⊕
i,j Jij
⊕
i,j
Mi ⊗pi Nj
Jij
foo
Here q, r, and pij are the projections onto the respective quotient.
It is now easily seen that g(J0) =
⊕
i,j Jij and if g and h are continuous
g(J0) =
⊕
i,j Jij , which immediately implies that there exists a vector space
isomorphism λ as in the diagram. The claims then follow if we show f , f−1,
g and h to be continuous.
First, g is induced by the C∞(M)-bilinear map
g˜ : (
⊕
i
Mi)× (
⊕
j
Nj)→
⊕
i,j
(Mi ⊗Nj)
((mi)i, (nj)j) 7→ (mi ⊗ nj)i,j
and g is continuous if and only if g˜ is. Because the target space has only
finitely many summands continuity can be tested by composition with the
projections πij onto Mi ⊗Nj . As πij ◦ g˜ = ⊗ ◦ (πi × πj) is continuous g is
continuous.
Second, h is continuous because the hij, which are the tensor product of
continuous mappings, are so. Similarly, f is continuous because f ◦ιij ◦pij =
r ◦ (ιi ◦ ιj) is continuous, where ιij : (Mi ⊗pi Nj)/Jij →
⊕
i,j(Mi ⊗p iNj)/Jij
is the canonical inclusion.
Finally, f−1 is continuous if and only if f−1 ◦ r = (pij)i,j is, which is the
case because all pij are continuous and we can test continuity into the finite
direct sum by composition with the projections on each factor.
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Note that for infinitely many summands the previous lemma is false, in
general ([?, 15.5, 1. Example]).
6 Tensor product of section spaces
Theorem 28. For any vector bundles E and F on M the canonical C∞(M)-
module isomorphism Γ(E) ⊗C∞(M) Γ(F ) ∼= Γ(E ⊗ F ) induces a homeomor-
phism Γ(E)⊗pi
C∞(M) Γ(F )
∼= Γ(E ⊗ F ).
Proof. Suppose first that E and F are trivial, then there are finite bases {αi}i
and {βj}j of Γ(E) and Γ(F ), respectively. Clearly E ⊗F then also is trivial
and Γ(E⊗F ) has a finite basis {γij}i,j. Explicitly these bases can be given as
follows: suppose we have trivializing mappings τ : E →M×E, σ : F →M×F
and µ : E⊗F →M × (E⊗F), with µx(v⊗w) = (x,pr2 ◦τx(v)⊗pr2 ◦σx(w)).
Let {ei}i, {fj}j be bases of E resp. F, which gives a basis {ei ⊗ fj}i,j of
E ⊗ F . Then we set
αi(x) := τ
−1(x, ei),
βj(x) := σ
−1(x, fj), and
γij(x) := µ
−1(x, ei ⊗ fj) = αi(x)⊗ βj(x).
Now {(αi, βj)}i,j is a basis of Γ(E) × Γ(F ). There is a unique C
∞(M)-
bilinear mapping g˜ : Γ(E)×Γ(F ) → Γ(E⊗F ) such that g˜(αi, βj) = γij ∀i, j.
Writing
g˜ =
∑
i,j
m ◦ (id×m(·, γij)) ◦ (α
∗
i × β
∗
j )
where m : C∞(M) × Γ(E ⊗ F ) → Γ(E ⊗ F ) is module multiplication on
Γ(E ⊗ F ) and α∗i , β
∗
j are elements of the bases dual to {αi}i and {βj}j
(which are continuous by Lemma 23) one sees that g˜ is continuous. Note that
g(t⊗ s)(x) = t(x)⊗ s(x) for t ∈ Γ(E), s ∈ Γ(E), and x ∈M . By Corollary
17 g˜ induces a unique continuous C∞(M)-linear mapping g : Γ(E) ⊗pi
C∞(M)
Γ(F ) → Γ(E ⊗ F ) such that g˜ = g ◦ ⊗pi
C∞(M).
Γ(E)× Γ(F )
g˜ //
⊗pi
C∞(M)

Γ(E ⊗ F )
hvvmmm
mm
mm
mm
mm
mm
Γ(E)⊗pi
C∞(M) Γ(F )
g
66mmmmmmmmmmmmm
For the inverse we define h : Γ(E ⊗ F ) → Γ(E) ⊗pi
C∞(M) Γ(F ) by h(γij) =
αi ⊗
pi
C∞(M) βj , i.e., h(s) =
∑
i,j γ
∗
ij(s)αi ⊗
pi
C∞(M) βj for s ∈ Γ(E ⊗ F ), which
is continuous and C∞(M)-linear. Now it suffices to note that g and h are
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inverse to each other:
h(g(t⊗piC∞(M) u)) = h(g˜(t
iαi, u
jβj)) = h(t
iujγij) = t
iujαi ⊗
pi
C∞(M) βj
= tiαi ⊗
pi
C∞(M) u
jβj = t⊗
pi
C∞(M) u and
g(h(s)) = g(sijαi ⊗
pi
C∞(M) βj) = s
ij g˜(αi, βj) = s
ijγij = s.
Thus for trivial bundles we have established the C∞(M)-module isomor-
phism and homeomorphism ϕE,F := h,
ϕE,F : Γ(E ⊗ F ) → Γ(E)⊗
pi
C∞(M) Γ(F ).
Now suppose that E and F are arbitrary vector bundles. Then by [?,
2.23] there exist vector bundles E′ and F ′ over M such that E ⊕ E′ and
F ⊕ F ′ are trivial, giving an isomorphism ϕ := ϕE⊕E′,F⊕F ′ as above:
Γ((E ⊕ E′)⊗ (F ⊕ F ′)) ∼= Γ(E ⊕ E′)⊗piC∞(M) Γ(F ⊕ F
′). (7)
We now distribute the direct sums on both sides and write down all iso-
morphisms involved. First, by Proposition 24 we have an isomorphism of
C∞(M)-modules and homeomorphism ψE,E′ : Γ(E ⊕ E
′) → Γ(E) ⊕ Γ(E′)
given by
ψE,E′(s) = [x 7→ (pr1 ◦s(x),pr2 ◦s(x))] = (pr1 ◦s,pr2 ◦s)
ψ−1E,E′(s1, s2) = [x 7→ (s1(x), s2(x))].
As both ψ := ψE,E′ ⊗
pi
C∞(M) ψF,F ′ and its inverse ψ
−1
E,E′ ⊗
pi
C∞(M) ψ
−1
F,F ′ are
continuous (Proposition 18) we obtain an isomorphism of C∞(M)-modules
ψ : Γ(E ⊕E′)⊗piC∞(M) Γ(F ⊕F
′) → (Γ(E)⊕ Γ(E′))⊗piC∞(M) (Γ(F )⊕ Γ(F
′))
which also is a homeomorphism. For the left hand side of (7) we use the
vector bundle isomorphism of Lemma 25 given on each fiber by
κ : (e, e′)⊗ (f, f ′) 7→ (e⊗ f, e⊗ f ′, e′ ⊗ f, e′ ⊗ f ′)
which by Lemma 26 gives a C∞(M)-module isomorphism and homeomor-
phism λ : s 7→ κ ◦ s.
Let ρ be the isomorphism from Lemma 27 (denoted by g in its proof).
Explicitly, it maps (s, s′)⊗pi
C∞(M) (t, t
′) to (s⊗pi
C∞(M) t, s⊗
pi
C∞(M) t
′, s′⊗pi
C∞(M)
t, s′ ⊗pi
C∞(M) t
′). Its inverse ρ−1 is induced by the following mappings, all
having image in the space (Γ(E) ⊕ Γ(E′))⊗pi
C∞(M) (Γ(F )⊕ Γ(F
′)):
Γ(E)⊗piC∞(M) Γ(F ) ∋ s1 ⊗
pi
C∞(M) t1 7→ (s1, 0)⊗
pi
C∞(M) (t1, 0),
Γ(E)⊗piC∞(M) Γ(F
′) ∋ s2 ⊗
pi
C∞(M) t
′
1 7→ (s2, 0)⊗
pi
C∞(M) (0, t
′
1),
Γ(E′)⊗piC∞(M) Γ(F ) ∋ s
′
1 ⊗
pi
C∞(M) t2 7→ (0, s
′
1)⊗
pi
C∞(M) (t2, 0), and
Γ(E′)⊗piC∞(M) Γ(F
′) ∋ s′2 ⊗
pi
C∞(M) t
′
2 7→ (0, s
′
2)⊗
pi
C∞(M) (0, t
′
2).
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This means that ρ−1(s1⊗
pi
C∞(M) t1, s2⊗
pi
C∞(M) t
′
1, s
′
1⊗
pi
C∞(M) t2, s
′
2⊗
pi
C∞(M) t
′
2)
is given by
(s1, 0)⊗
pi
C∞(M) (t1, 0) + (s2, 0)⊗
pi
C∞(M) (0, t
′
1)
+ (0, s′1)⊗
pi
C∞(M) (t2, 0) + (0, s
′
2)⊗
pi
C∞(M) (0, t
′
2).
The isomorphism Γ(E)⊗pi
C∞(M) Γ(F )
∼= Γ(E⊗F ) we are looking for will
now be obtained as a component of f := λ ◦ ϕ−1 ◦ ψ−1 ◦ ρ−1. Note that f
is an isomorphism of C∞(M)-modules and a homeomorphism by what was
said so far. The composition f is depicted in the following diagram.
(Γ(E) ⊗pi
C∞(M) Γ(F ))⊕ (Γ(E)⊗
pi
C∞(M) Γ(F
′))⊕
(Γ(E′)⊗pi
C∞(M) Γ(F ))⊕ (Γ(E
′)⊗pi
C∞(M) Γ(F
′))
ρ−1

(Γ(E)⊕ Γ(E′))⊗pi
C∞(M) (Γ(F )⊕ Γ(F
′))
ψ−1

Γ(E ⊕ E′)⊗pi
C∞(M) Γ(F ⊕ F
′)
ϕ−1

Γ((E ⊕ E′)⊗ (F ⊕ F ′))
λ

Γ(E ⊗ F )⊕ Γ(E ⊗ F ′)⊕ Γ(E′ ⊗ F )⊕ Γ(E′ ⊗ F ′)
From this we obtain
(λ◦ϕ−1 ◦ ψ−1 ◦ ρ−1) (s1 ⊗
pi
C∞(M) t1, s2 ⊗
pi
C∞(M) t
′
1,
s′1 ⊗
pi
C∞(M) t2, s
′
2 ⊗
pi
C∞(M) t
′
2)
= (λ ◦ ϕ−1 ◦ ψ−1) ((s1, 0) ⊗
pi
C∞(M) (t1, 0) + (s2, 0)⊗
pi
C∞(M) (0, t
′
1)
+ (0, s′1)⊗
pi
C∞(M) (t2, 0) + (0, s
′
2)⊗
pi
C∞(M) (0, t
′
2))
= (λ ◦ ϕ−1) ([x 7→ (s1(x), 0)] ⊗
pi
C∞(M) [x 7→ (t1(x), 0)]
+ [x 7→ (s2(x), 0)] ⊗
pi
C∞(M) [x 7→ (0, t
′
1(x))]
+ [x 7→ (0, s′1(x))]⊗
pi
C∞(M) [x 7→ (t2(x), 0)]
+ [x 7→ (0, s′2(x))]⊗
pi
C∞(M) [x 7→ (0, t
′
2(x))])
= λ ([x 7→ (s1(x), 0) ⊗ (t1(x), 0)] + [x 7→ (s2(x), 0) ⊗ (0, t
′
1(x))]
+ [x 7→ (0, s′1(x)) ⊗ (t2(x), 0)] + [x 7→ (0, s
′
2(x))⊗ (0, t
′
2(x))])
= ([x 7→ s1(x)⊗ t1(x)], [x 7→ s2(x)⊗ t
′
1(x)],
[x 7→ s′1(x)⊗ t2(x)], [x 7→ s
′
2(x)⊗ t
′
2(x)]).
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This means we can write f = (f1, f2, f3, f4) with f1 mapping Γ(E)⊗
pi
C∞(M)
Γ(F ) to Γ(E ⊗ F ) and analogously for the other components. Because f is
bijective all fi have to be ([?, Chapter II §1.6 Corollary 1 to Proposition 7]).
As f is a homeomorphism it follows immediately that all fi are homeomor-
phisms.
Theorem 28 implies that Γ(E)⊗pi
C∞(M) Γ(F ) is a Fréchet space.
Furthermore we obtain a homeomorphism for spaces of sections sup-
ported in a fixed compact set K ⊂⊂M . By Lemma 19 we thus have
Γ(E ⊗ F ) ∼= Γ(E)⊗piC∞(M) Γ(F ) = Γ(E)⊗
β
C∞(M) Γ(F )
Γc,K(E ⊗ F ) ∼= Γc,K(E)⊗
pi
C∞(M) Γ(F ) = Γc,K(E)⊗
β
C∞(M) Γ(F ).
We now prove the corresponding isomorphism for spaces of compactly
supported sections.
Remark 29. The validity of the following results is immediate from the fact
that the functors ⊗β
C∞(M) Γ(F ) and × Γ(F ) have as right adjoint the
functor Lb
C∞(M)(Γ(F ), ), but we will explicitly prove them.
Lemma 30. Let a locally convex space E be the strict inductive limit of a
sequence of subspaces En with embeddings ιn : En → E and let F and G be
arbitrary locally convex spaces. Then a bilinear mapping f : E × F → G is
bounded if and only if all f ◦ (ιn × id) : En × F → G are bounded.
Proof. Necessity is clear. For sufficiency, let B ⊆ E×F be bounded. As the
canonical projections π1 onto E and π2 onto F are bounded B1 := π1(B) and
B2 := π2(B) are bounded and B is contained in the bounded set B1 × B2.
Because B1 is bounded it is contained in some En, thus by assumption
f(B) ⊆ f(B1×B2) = f(ιn(B1)×B2) = f ◦(ιn×id)(B1×B2) is bounded.
Theorem 31. There is a bornological C∞(M)-module isomorphism
Γc(E) ⊗
β
C∞(M) Γ(F )
∼= Γc(E ⊗ F ).
Proof. Consider the following diagram.
Γc,K(E) × Γ(F )
ιK×id

⊗β
C∞(M)
// Γc,K(E)⊗
β
C∞(M) Γ(F )
ϕ

fK
 





























Γc(E) × Γ(F )
⊗β
C∞(M)

h˜
JJ
JJ
JJ
JJ
J
JJ
JJ
JJ
J
%%J
JJ
JJ
JJ
Γc,K(E ⊗ F )
ι′
K

gK
ttjjjj
jjj
jjj
jjj
jjj
Γc(E) ⊗
β
C∞(M) Γ(F )
h
// Γc(E ⊗ F )
goo
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Here ιK : Γc,K(E) → Γc(E) and ι
′
K : Γc,K(E ⊗ F ) → Γc(E ⊗ F ) are the
inclusion mappings. For K ⊂⊂ M the C∞(M)-bilinear bounded mapping
⊗β
C∞(M) ◦(ιK× id) by Corollary 17 induces a bounded (and thus continuous)
linear mapping fK . Because ϕ is a homeomorphism there is a corresponding
linear continuous mapping gK := ϕ
−1 ◦ fK . Because Γc(E ⊗ F ) is the strict
inductive limit of the spaces Γc,K(E⊗F ) and for differentK the mappings gK
are compatible with each other there is a unique continuous linear mapping
g such that g ◦ ι′K = gK .
By Lemma 30 the bilinear mapping h˜ defined by h˜(s, t)(x) := s(x)⊗ t(x)
is bounded because all h˜ ◦ (ιK × id) = ι
′
K ◦ ϕ ◦ ⊗
β
C∞(M) are bounded, thus
a unique bounded linear mapping h completing the diagram exists. It is
easily verified that g and h are inverse to each other, which completes the
proof.
Because the spaces involved are bornological one can also say that the
isomorphism of the previous theorem is a homeomorphism.
Remark 32. Similarly one can obtain
Γ(E)⊗β
C∞(M) Γc(F )
∼= Γc(E)⊗
β
C∞(M) Γc(F )
∼= Γc(E ⊗ F ).
Note that Lemma 30 and thus Theorem 31 only work in the bornological
setting but not in the topological one.
7 Distributions on manifolds
In this chapter we will finally define the space of tensor distributions and
give bornologically isomorphic representations. For additional information
on distributions on manifolds we refer to [?, Section 3.1]. In what follows
Vol(M) denotes the volume bundle over M ([?, Definition 3.1.1]).
Definition 33. The space of distributions a manifold M is defined as
D′(M) := [Γc(M,Vol(M))]
′
and the space of tensor distributions of rank (r, s) on M as
D′rs (M) := [Γc(M,T
s
r(M)⊗Vol(M))]
′.
The spaces of compactly supported sections are equipped with the (LF)-
topology described in Section 5 which is bornological, thus these are exactly
the bounded linear functionals. D′(M) and D′rs (M) carry the strong dual
topology ([?, Chapter 19]).
The following is the bornological version of [?, Theorem 3.1.12].
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Theorem 34. There are bornological C∞(M)-module isomorphisms
D′rs (M)
∼= (T sr (M)⊗
β
C∞(M) Γc(M,Vol(M)))
′ (8)
∼= LbC∞(M)(T
s
r (M),D
′(M)) (9)
∼= T rs (M)⊗
β
C∞(M) D
′(M). (10)
Proof. (8) is clear from the bornological isomorphism of C∞(M)-modules
Γc(M,T
s
r(M)⊗Vol(M))
∼= T sr (M)⊗
β
C∞(M) Γc(M,Vol(M))
given by Theorem 31. As both spaces are bornological it is also an isomor-
phism of topological vector spaces, thus the duals are homeomorphic ([?,
Chapter 23]).
(8) ! (9) is clear from Proposition 13.
For (9) ! (10) consider the map
θT sr (M) : T
s
r (M)
∗ ⊗C∞(M) D
′(M) → LC∞(M)(T
s
r (M),D
′(M))
induced by the bilinear map
T sr (M)
∗ ×D′(M) → LC∞(M)(T
s
r (M),D
′(M))
(u∗, v) 7→ [u 7→ u∗(u) · v].
(11)
Because T sr (M) is finitely generated and projective it is a direct summand
of a free finitely generated C∞(M)-module F with injection ι and projection
π. By [?, 2.23] there exists a vector bundle C → M such that Tsr(M) ⊕ C
is trivial, thus we can take F = T sr (M) ⊕ Γ(C). Note that duals of F and
T sr (M) here are always meant with respect to the C
∞(M)-module structure.
By standard methods (cf. the proof of [?, Theorem 14.10]) one obtains the
commutative diagram
F ∗ ⊗C∞(M) D
′(M)
ι∗⊗id //
θF

T sr (M)
∗ ⊗C∞(M) D
′(M)
pi∗⊗id //
θT sr (M)

F ∗ ⊗C∞(M) D
′(M)
θF

LC∞(M)(F,D
′(M))
ιt
// LC∞(M)(T
s
r (M),D
′(M))
pit
// LC∞(M)(F,D
′(M))
with mappings
ι∗ : F ∗ → T sr (M)
∗, u∗ 7→ u∗ ◦ ι
π∗ : T sr (M)
∗ → F ∗, u∗ 7→ u∗ ◦ π
ιt : LC∞(M)(F,D
′(M)) → LC∞(M)(T
s
r (M),D
′(M)), ℓ 7→ ℓ ◦ ι
πt : LC∞(M)(T
s
r (M),D
′(M)) → LC∞(M)(F,D
′(M)), ℓ 7→ ℓ ◦ π
where ι∗ ⊗ id and ιt are surjective while π∗ ⊗ id and πt are injective.
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The inverse of θF can be given explicitly because F is free and finitely
generated. Let {b1, . . . , bn} be a basis of F and {b
∗
1, . . . , b
∗
n} the corresponding
dual basis of F ∗. For ℓ ∈ LC∞(M)(F,D
′(M)) we have
θ−1F (ℓ) =
∑
i=1...n
b∗i ⊗ ℓ(bi) ∈ F
∗ ⊗C∞(M) D
′(M).
This implies that also θT sr (M) is an isomorphism, its inverse is given by the
composition (ι∗ ⊗ id) ◦ θ−1F ◦ π
t.
As (11) is bounded from T sr (M)
′ ×D′(M) into Lb
C∞(M)(T
s
r (M),D
′(M))
the induced mapping θT sr (M) : T
s
r (M)
′⊗β
C∞(M)D
′(M) → Lb
C∞(M)(T
s
r (M),D
′(M))
is bounded and linear. Because ι and π obviously are continuous all map-
pings in the following diagram are bounded.
F ′ ⊗β
C∞(M) D
′(M)
ι∗⊗id //
θF

T sr (M)
′ ⊗β
C∞(M) D
′(M)
pi∗⊗id //
θT sr (M)

F ′ ⊗β
C∞(M) D
′(M)
θF

Lb
C∞(M)(F,D
′(M))
ιt
// Lb
C∞(M)(T
s
r (M),D
′(M))
pit
// Lb
C∞(M)(F,D
′(M))
Concluding, θ−1F : ℓ 7→
∑
i b
∗
i ⊗
β
C∞(M) ℓ(bi) is bounded into F
′⊗β
C∞(M)D
′(M)
whence θ−1T sr (M)
= (ι∗ ⊗ id) ◦ θ−1F ◦ π
t also is bounded.
Lemma 35. Multiplication C∞(M) × D′(M) → D′(M), (f, T ) 7→ f · T =
[ω 7→ 〈T, f · ω〉] is bounded.
Proof. As the bornology of D′(M) consists of all weakly bounded sets we
only have to verify that for B1 ⊆ C
∞(M) and B2 ⊆ D
′(M) both bounded
{ 〈T, f ·ω〉 | f ∈ B1, T ∈ B2 } is bounded for each ω ∈ Ω
n
c (M), which follows
because { f ·ω | f ∈ B1 } is bounded in Ω
n
c (M) and B2 is uniformly bounded
on bounded sets.
Remark 36. (i) A result analogous to Theorem 34 is obviously valid for
distributions of arbitrary density character taking values in any vector
bundle instead of the tensor bundle (cf. [?, Definition 3.1.4]).
(ii) Because multiplication of distributions is not jointly continuous ([?])
the proof of Theorem 34 fails for the projective tensor product.
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