Abstract-In this paper, we demonstrate the relationship between the diameter of a graph and the mixing time of a symmetric Markov chain defined on it. We use this relationship to show that graphs with the small world property have dramatically small mixing times. Based on this result, we conclude that addition of independent random edges with arbitrarily small probabilities to a cycle significantly increases the convergence speed of average consensus algorithms, meaning that small world networks reach consensus orders of magnitude faster than a cycle. Furthermore, this dramatic increase happens for any positive probability of random edges. The same argument is used to draw a similar conclusion for the case of addition of a random matching to the cycle.
I. INTRODUCTION
In their famous 1998 paper, Watts and Strogatz [1] introduced a simple model which captured a very important phenomenon observed in many real-world networks: the fact that any pair of vertices can be connected with a short path over the network. This property, often known as the small world phenomenon, is a feature of many large-scale social, biological and technological networks such as co-authorship network of scientists [2] , power networks in the western United States [1] , the structure of the World Wide Web [3] , the network of actors who played in the same movies [4] , [5] and neural networks [6] . The reader can refer to [7] for a survey on complex networks with the small world property.
Watts and Strogatz's paper resulted in a huge amount of interest among researchers. In order to capture different aspects of complex networks various models were proposed and studied in detail. For example, a simple model closely related to Watts-Strogatz model was proposed by Newman et al. [8] followed by its generalization by Kleinberg [9] , [10] . Different properties of these models have been the subject of research over the past few years as well. Properties such as degree distribution, average path length, diameter, clustering effects and search for short paths are among properties investigated.
In the control community, these models became subjects of interest following a paper by Olfati-Saber [11] , in which the author conjectures (based on some numerical simulations) that a continuous-time consensus algorithm over the small world model of Watts and Strogatz exhibits faster convergence (on average). He also conjectures that a phase transition takes place in the expected speed of convergence when This research is supported in parts by the following grants: ARO/MURI W911NF-05-1-0381, ONR/YIP N00014-04-1-0467 and NSF-ECS-0347285.
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{atahbaz,jadbabai}@seas.upenn.edu the edge-rewiring probability is increased. Using similar simulations, the authors of [12] make the same conclusions for discrete-time consensus algorithms.
In this paper we show that the speed of convergence of a consensus algorithm (either discrete or continuous-time) over a cycle graph is directly affected by its diameter, and as a result, small world models have considerable faster convergence as predicted by the simulations. In order to show this, we use the model proposed by Newman et al. [8] which is closely related to Watts-Strogatz model. Our results are presented in the context of mixing rate of Markov chains rather than convergence of consensus algorithms. The obvious connection between the two guarantees that all the conclusions drawn for the long-run behavior of Markov chains hold for the convergence of average consensus algorithms as well.
On one hand, we show that the fastest mixing Markov chain possible on a cycle with n vertices mixes in order of Ω(n 2 ) time steps. On the other hand, by using simple arguments from theory of random graphs, we demonstrate that addition of an Erdős-Rényi random graph G(n, /n) to the cycle decreases the mixing time of a specific symmetric Markov chain on that graph to O(n log 3 n), a considerably smaller value. In other words, for large enough n, the addition of random edges with probability /n results in "ultrafast" average consensus algorithms, no matter how small is. This also implies that if n is large enough, this dramatic change in mixing time occurs even when the randomly added edges have very small probabilities. Moreover, using similar arguments and a result by Bollabás and Chung [13] , we show that Markov chains on a cycle with a random matching mix in time at most O(n log 2 n) asymptotically almost surely.
Over the course of writing this paper, we realized that one can achieve much tighter bounds on the mixing rate of Markov chains on Newman's model, using Cheeger's inequality instead of inequalities based on the diameter. This was shown recently by Durrett in [14] . In this paper we present his results and use them to improve our bounds.
The paper is organized as follows: Some background on Markov chains and their mixing properties is presented in section II. Different graph models with the small world property are described in section III. Section IV contains our main results on the mixing time of Markov chains on Newman's graph and its comparison with the fastest mixing Markov chain on the cycle. The mixing rates of Markov chains on cycles with random matchings are investigated in section V, followed by application of Durrett's results to our problem in section VI. Finally, section VII contains our conclusions.
II. MARKOV CHAINS ON UNDIRECTED GRAPHS
Consider a connected undirected graph G = (V, E) with vertex set V = {1, 2, · · · , n} and edge set E ⊆ V × V such that (i, j) ∈ E whenever (j, i) ∈ E. Assume that (i, i) ∈ E for all i ∈ V, i.e. all vertices have self-loops. The unweighted adjacency and degree matrices of the graph are denoted by A and D respectively. To any edge (i, j) of the graph, we assign a nonnegative weight w ij . These weights are assigned such that w ij = w ji and j∈Ni w ij = 1, where N i is the set of neighbors of vertex i. As a result, the weight matrix
where ≥ means element-wise nonnegativity and 1 is the vector of all ones.
One can define a discrete-time Markov chain on the vertices of G as follows. The state of the chain at time k ∈ {0, 1, 2, · · · }, denoted by X(k), is a vertex in V and the weight associated to each edge in the graph is the probability with which X makes a transition between two adjacent vertices. In other words, the transition from state i to state j happens with probability w ij , the weight of edge (i, j). If π(k) with elements defined as π i (k) = P(X(k) = i) is the probability distribution of the state at time k, the state distribution satisfies the recursion π(k + 1) T = π(k) T W . Since W is symmetric and W 1 = 1, we conclude that the uniform distribution (1/n)1 is a stationary distribution for the Markov chain. If the chain is irreducible and aperiodic (which is the case here because of self-loops and connectivity of the graph), then for all initial distributions, π(k) converges to the unique stationary distribution (1/n)1 as k increases.
The main object of study in this paper is speed of convergence of π(k) to the uniform distribution, which depends on the eigenstracture of the probability transition (weight) matrix W . Since W is a symmetric and primitive stochastic matrix, all its eigenvalues are real and by Perron-Frobenius theorem [15] they satisfy
It is well-known that the rate of convergence to the stationary distribution is governed by the second largest eigenvalue modulus of W defined as µ(W ) = max i=2,··· ,n {|λ i (W )|} = max{λ 2 (W ), |λ n (W )|}. To make this statement more precise, let i be the initial state and define the total variation distance between the distribution at time k and the stationary distribution as
The rate of convergence to the stationary distribution is measured using the following quantity known as the mixing time 1 .
The following theorem indicates the relationship between the mixing time of a Markov chain and the second largest eigenvalue modulus of its probability transition matrix [16] .
The mixing time of a Markov chain with symmetric transition probability matrix W and second largest eigenvalue modulus µ satisfies
Therefore, the speed of convergence of the Markov chain to its stationary distribution is determined by the value of 1 − µ known as the spectral gap; the larger the spectral gap, the faster the convergence. In a close relationship with symmetric Markov chains on a graph lies the discrete-time version of the distributed average consensus algorithm, which guarantees the asymptotic achievement of a consensus over a network of agents. In the setup of consensus algorithms, a state x i (0) is assigned to vertex i at time k = 0 and the following distributed update is performed:
where W = [w ij ] is the matrix of edge weights of the graph. By using an argument similar to the Markov chain case, one can show that over a connected graph, (1) converges to 1 n 1 T x(0) and the speed of convergence is determined by the spectral gap of the weight matrix [17] , [18] . More precisely, the mixing time of a Markov chain with transition probability matrix W quantifies the convergence time of a discrete-time consensus algorithm with weight matrix W to the average. Thus, in this paper we only state our results in terms of the terminology of Markov chain theory.
III. SMALL WORLD PHENOMENON
Small world phenomenon is a feature of many complex networks where arbitrary vertices are connected by short paths. In other words, graphs with the small world property have a relatively small diameter compared to their number of vertices 2 . This phenomenon is observed in many social, biological and physical complex networks including power networks in the western United States, the structure of the World Wide Web, a co-authorship network of scientists, and the network of actors who played in the same movies.
There are various graph models which are known to have this property. In [19] the authors show that the diameter of Erdős-Rényi random graph G(n, p) (a graph on n vertices and independent edges with probability p) scales as log n if np = c > 1, where c is a constant not depending on 1 Note that in this definition the choice of 1/e is arbitrary and any other small number can be used to define the mixing time.
2 Some authors define the small world phenomenon based on the behavior of the average path length between any two vertices of the graph instead of the diameter [1] , [8] , [11] . In this paper, unless otherwise noted, we use the diameter to define this phenomenon.
46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WeA10.1 n. 3 This means that for a large enough random graph, its diameter is considerably smaller than the number of vertices. On the other hand, Erdős-Rényi random graphs do not exhibit another characteristic of complex networks, known as the clustering effect, which requires that two neighbor-shared vertices be neighbors with high probability.
In 1998 Watts and Strogatz proposed a simple model which serves as a tradeoff between low dimensional lattices and random graphs and displays both the small-diameter and clustering properties [1] . The Watts-Strogatz model consists of an initial cycle of n nodes, denoted by C n,k , in which each node is connected to its nearest neighbors up to k n hops away. Then every edge is rewired with probability p by randomly changing one of its end-points. In fact, one can assume that by varying p from 0 to 1, the resulting graph interpolates between a (2k + 1)-regular cycle and a random graph. In their ground breaking paper, Watts and Strogatz [1] numerically show that for small values of p (for example 0.001 < p < 0.01) the average path length of the graph drops significantly, while the local neighborhoods remain almost unchanged and as a result, the graph shows a high level of clustering. This model has been the subject of a recent study in [11] and [20] , where based on numerical simulations it is conjectured that the consensus algorithm (or equivalently the Markov chain) defined on the Watts-Strogatz model has a faster expected convergence rate, compared to the consensus problem defined on the (2k + 1)-regular cycle.
A closely related model was introduced in [8] by Newman et al. which consists of addition of a random graph to the (2k + 1)-regular cycle. In their model, instead of rewiring edges, independent random edges are added to the graph with probability p. In other words, one can consider Newman's model as the union of cycle C n,k with an Erdős-Rényi random graph G(n, p). As p varies from 0 to 1, the resulting graph interpolates between a (2k + 1)-regular cycle and the complete graph. Fig. 1 depicts graphs obtained from Newman's model for different values of p. Because of the way it is constructed, this model has properties similar to the Watts-Strogatz model for small values of p, including the small world property and high clustering. In fact, by approximating the cycle with a continuum of nodes, the authors in [8] show that Newman's model exhibits a small average path length after adding very few random edges (i.e. for small values of p).
One can achieve the same conclusion by using the following powerful theorem of Flaxman and Frieze, without approximating C n,k with a continuum of vertices:
Theorem 2: Let be any positive constant. For any connected graph G with n vertices and bounded maximum degree, letG = G ∪ G(n, /n). Then the diameter ofG is at most c log n with probability converging to one as n increases, where c is a constant that depends on but not on n.
Proof: The proof can be found in [21] . The above theorem indicates that due to connectivity of the underlying cycle C n,k in Newman's model, adding a random G(n, /n) results in a graph with diameter scaling at most as fast as O(log n) asymptotically almost surely, a significantly smaller value compared to the diameter of the cycle which is n/k . The Newman's model has the advantage of being much easier to analyze compared to the rewiring model of Watts and Strogatz. Therefore, we use it as our model of a small world network. Moreover, from now on, we will use the logarithmic scaling of the diameter as the definition of the small world phenomenon. More formally, Definition 1: The graph G has the small world property if D(G) = O(log n), where D(G) is the diameter of G and n is the size of its vertex set.
At the end of this section we would like to emphasize that models that exhibit small world properties are not limited to the ones above. For example, another widely used model, was first introduced by Kleinberg [9] . This model, which exhibits both the small world and clustering properties, has a two dimensional grid as its non-random underlying structure to which random edges are added with a non-uniform probability distribution [9] , [10] .For a complete review of small world models the reader can refer to [7] .
IV. RAPIDLY MIXING MARKOV CHAINS ON SMALL WORLD GRAPH
In this section we present our main results, where we show that a random walk on Newman's small world graph C n,1 ∪ G(n, p) has orders of magnitude faster mixing rate than the 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 WeA10.1 fastest mixing Markov chain on the regular cycle C n,1 . 4 Our results are based on theorem 2 and a well-known lower bound on the diameter of a graph in terms of its algebraic connectivity or second smallest Laplacian eigenvalue. The results of this section can be used to explain some of the observations made in [11] and [20] . In order to achieve this, first we need to address the problem of finding the fastest mixing Markov chain (FMMC) on a graph. For a given graph G, FMMC is the problem of finding the weight matrix W that minimizes the mixing time of the Markov chain defined on G with transition probability matrix W (or equivalently, maximizes the spectral gap of W ). This was first formulated as the following optimization problem by Boyd et al. in [22] :
In [22] , the authors show that (2) is a convex optimization problem and can be solved using standard numerical semidefinite programming techniques. In the particular case of a cycle, because of symmetry of C n , we can solve FMMC analytically. The following lemma provides the asymptotic behavior of the optimal spectral gap for the FMMC problem on the cycle C n .
Lemma 1: The spectral gap of the fastest mixing Markov chain on the n-vertex cycle C n satisfies 1 − µ * = Θ(1/n 2 ). Proof: Because of the structure of C n , for all 1 ≤ i ≤ n the i-th row of the weight matrix W has only three non-zero elements, corresponding to vertex i and its two neighbors. Due to symmetry, the optimal weight assignments must satisfy
where the indices are modulo n. Hence, the FMMC problem (2) can be reformulated as
which is a one-dimensional convex optimization problem. With some algebra one can easily show that for even n, the second largest eigenvalue modulus as a function of x is given by µ(x) = max 1 − 4x sin 2 π n , 4x − 1 and therefore, the optimal spectral gap is equal to
finishing the proof. The case of odd n is similar. Having solved the FMMC problem for C n , our next step is to find an upper bound on the mixing time of the Markov chains on Newman's small world graph. The next two lemmas are required in order to compute such a bound. The first one provides a relationship between the second smallest Laplacian eigenvalue of a graph, known as the algebraic connectivity, and its diameter, while the second lemma states that the maximum degree of a sparse Erdős-Rényi random graph is at most log n with probability tending to 1 as n grows.
Lemma 2: For a graph G with n vertices, its second smallest Laplacian eigenvalue, λ n−1 (L), imposes a lower bound on the diameter of the graph
Proof: See [23] . Lemma 3: In the Erdős-Rényi random graph G(n, /n), where > 0 is a constant not depending on n, the maximum degree almost surely satisfies d max ≤ log n as n → ∞.
Proof: For a given vertex i, define the random variable Y j = I {(i,j)∈E(G)} , where I B is the indicator of event B. This implies that the degree of vertex i, which is equal to d i = Y 1 + · · · + Y n , has a binomial distribution. Using a Chernoff bound, we have
As a result,
for some δ > 0. The right hand side approaches zero as n approaches infinity and the desired result follows. We now present our main result. Theorem 3: Let > 0 be a constant not depending on n. Denote the mixing time of the Markov chain defined oñ G = C n ∪ G(n, /n) with transition probability matrix
by T mix (G) and the mixing time of the fastest mixing Markov chain on C n with T *
The second equality can be proved using lemma 1 and the lower bound on the mixing time in theorem 1. To prove the first equality, note that the eigenvalues of W are related to the eigenvalues of the Laplacian matrix L = D−A:
Therefore, based on lemma 3 and the fact that all Laplacian eigenvalues are less than or equal to twice the maximum degree of the graph [24] , one can conclude that all the eigenvalues of W are nonnegative asymptotically almost surely and as a result µ(W ) = λ 2 (W ). Hence, (3) implies
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for large enough n. At this point, theorem 2 guarantees the small world property of Newman's graph, i.e. D(G) = O(log n). Therefore, the upper bound in theorem 1 implies that the Markov chain onG with transition probability matrix W mixes in O(n log 3 n). Theorem 3 states that the mixing time of the Markov chain with transition probability matrix as in (4) on Newman's graphG is orders of magnitude smaller than the mixing time of the fastest mixing Markov chain on the cycle, no matter how small is. Equivalently, in order to achieve an "ultrafast" convergence to a consensus on a cycle of nodes, one can augment the graph with random edges with arbitrarily small probabilities. When n is large, the convergence rate achieved by this is arbitrarily better than using the best possible weight matrix W on C n .
A. Continuous-Time Consensus Algorithms
The above arguments can be extended to the continuoustime variant of the consensus algorithms, or a continuoustime, finite Markov chain. It is well-known that for a connected graph with Laplacian matrix L = D − A, the linear dynamical systemẋ
converges and the limit is equal to 1 n 1 T x(0), i.e. each entry of the state vector converges to the average of the initial condition [25] . The speed of convergence of (5) to the consensus is dominated by λ n−1 (L), the algebraic connectivity of the graph [26] :
In other words, the larger the algebraic connectivity, the faster the convergence. Therefore, (3) can be used to lower bound the second smallest Laplacian eigenvalue of Newman's random graph. More precisely, it implies that the ratio of algebraic connectivity ofG and C n satisfies
c sin 2 (π/n) = Ω n log n with probability tending to 1 as n → ∞. As a result, adding random edges with probability /n increases the speed of convergence to consensus significantly. This provides an explanation for the increase observed for the expected algebraic connectivity ratio in [11] 's simulations. Also note that this happens regardless of the value of for large enough n.
V. ADDITION OF A RANDOM MATCHING
An alternative way to generate a small world graph on the cycle is the addition of a random matching to it. A matching on C n is defined as a partition of the vertex set V = {1, 2, . . . , n} into disjoint pairs (plus a singleton if n is odd). More precisely, a matching is the addition of n/2 edges to the cycle such that the degree of each vertex is at most 3. The set of all such graphs is our probability space and we assume all the graphs in the probability space are equiprobable.
An interesting result due to Bollabás and Chung [13] states that the diameter of a cycle plus a random matching, with probability tending to 1 satisfies
where c is a small constant (at most 10). Therefore, similar to section IV, by applying (3) one can lower bound the algebraic connectivity of such a graph. As a result, theorem 1 implies that the symmetric Markov chain with probability transition matrix W = I + 1/6(A − D) on an n-cycle with a random matching mixes in time at most O(n log 2 n), a significantly smaller time comparing to mixing time of the fastest mixing Markov chain on C n . Note that since in this case the maximum degree is 3, all the eigenvalues of W are non-negative and therefore there is no need to scale the transition probabilities with log n.
This can be generalized to the cycles C n,k for k = O(log n) in a straightforward manner: start with C n,k , remove all the edges except the ones connecting a vertex to its two nearest neighbors (i.e. transforming it to C n ) and substitute the 2(k−1) removed edges with one single random edge. As a result, the convergence speed of average consensus algorithms (either discrete or continuous-time) increases dramatically, although we have significantly reduced the total number of edges of the graph.
VI. BOUNDS BASED ON CHEEGER'S INEQUALITY
By using an eigenvalue inequality tighter than (3), one can improve the results of sections IV and V and provide better estimates of the mixing rates on small world graphs. This was recently done by Durrett in [14] . By using Cheeger's inequality, the author provides tight bounds on the spectral gap of the probability transition matrix of a "lazy" natural random walk 5 on Newman's graph. These results can be used to bound the spectral gap of symmetric Markov chains as well.
Given a Markov chain with stationary distribution π define its conductance as
where Q(A, B) = i∈A,j∈B π i W ij and π A = i∈A π i for A, B ⊆ V. The quotient in the above definition is merely the conditional probability that the chain in equilibrium escapes from the subset S of the state space in one step, given that it is initially in S. Thus, h measures the ability of the chain to escape from any small region of the state space, and hence make a rapid progress to the equilibrium [16] . In the case that the transition probability matrix W is symmetric and all the edge weights are equal to w (except possibly for the selfloops), the expression for the conductance can be simplified
where e(S, S c ) is the number of edges connecting S to S c and |S| is number of vertices in S.
The following lemma, known as Cheeger's inequality, bounds the spectral gap in terms of conductance [16] and is the key to computing the mixing time.
Lemma 4 (Cheeger's inequality): The second largest eigenvalue of a symmetric and primitive stochastic matrix W satisfies h
where h is the conductance of a Markov chain with transition probability matrix W . Note that when all the eigenvalues of W are non-negative, one can replace λ 2 in (6) with µ, the second largest eigenvalue modulus. Clearly, this holds if we pick W as in (4) . It is shown in [14] that for all S ⊂ V the inequality e(S, S c )
vol(S)
≥ c/ log n, holds for Newman's small world graphG = C n ∪ G(n, /n) with probability tending to 1 as n → ∞. We can now use this result to prove the next theorem. Theorem 4: The Markov chain onG with transition probability matrix as in (4) mixes in time at most O(log 5 n). Proof: Since the minimum degree of the graph is at least 2, we have vol(S) ≥ 2|S|. Thus, e(S, S c ) ≥ 2c|S|/ log n holds for any S ⊂ V if n is chosen large enough, which implies that h ≥ c/ log 2 n asymptotically almost surely. Combining this with theorem 1 and (6) finishes the proof.
A similar method can be used to determine tighter bounds on mixing time of a symmetric lazy random walk on a cycle with a random matching. In fact, in [14] , Durrett shows that the conductance of such a Markov chain is bounded away from zero, and therefore by lemma 4, it mixes in time at most O(log n) almost surely.
VII. CONCLUSIONS
Using the lower bound on algebraic connectivity of a graph in terms of its diameter, we demonstrated that a symmetric Markov chain on Newman's small world graph mixes in time at most O(n log 3 n) with probability tending to 1, a significantly smaller value in comparison to the fastest mixing symmetric Markov chain on the regular cycle which mixes in time Ω(n 2 ). We also demonstrated that mixing time of a symmetric Markov chain on a cycle with a random matching is O(n log 2 n). From these we showed that the convergence speed of average consensus algorithms (both discrete and continuous-time) can be increased dramatically by adding random edges or a random matching to the cycle. Finally, using a recent result by Durrett, we showed that with a bit of more work one can achieve even better bounds using conductance and Cheeger's inequality. Specifically, it is shown that the mixing times are reduced to O(log 5 n) for Newman's model and O(log n) for cycles with a random matching.
