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A data mining study of electronic Kohn-Sham band structures was performed to identify Dirac
materials within the Organic Materials Database (OMDB). Out of that, the three-dimensional or-
ganic crystal 5,6-bis(trifluoromethyl)-2-methoxy-1H-1,3-diazepine was found to host different Dirac
line-nodes within the band structure. From a group theoretical analysis, it is possible to distinguish
between Dirac line-nodes occurring due to twofold degenerate energy levels protected by the mon-
oclinic crystalline symmetry and twofold degenerate accidental crossings protected by the topology
of the electronic band structure. The obtained results can be generalized to all materials having the
space group P21/c (No. 14, C
5
2h) by introducing three distinct topological classes.
INTRODUCTION
The investigation of Dirac materials, i.e., materials
where the low-energy excitations behave as massless
Dirac fermions, became of increasing interest during the
past decades [1]. Among the most prominent exam-
ples are the two-dimensional material graphene [2], bulk
topological insulators [3] such as PbxSn1−xTe [4–6] or
Bi2Se3 [7–9] hosting massless Dirac fermions on the sur-
face and Weyl semimetals such as TaAs [10, 11].
Recently, so-called Dirac-line materials where iden-
tified, for example, in the inversion-symmetric crystal
Cu3N [12], the antiperovskite Cu3PdN [13], the noncen-
trosymmetric pnictides CaAgX (X = P, As) [14] and
in three-dimensional graphene networks [15]. Within
these materials, a linear crossing of energy bands is
protected along a path within the Brillouin zone due
to the crystalline symmetry. By introducing so-called
type-II non-symmorphic symmetry elements, which are
characterized by a partial translation orthogonal to the
invariant space of the point group operation, Yang et
al. [16] were able to show that point nodes can be ex-
pected if type-II non-symmorphic rotation symmetries
are present, whereas line nodes are expected with type-
II non-symmorphic mirror symmetries. The protection of
nodal lines by glide mirror symmetries for systems includ-
ing spin-orbit coupling and one-fold degenerate bands
was investigated by Bzdusˇek et al. [17]. A study of
point- and line-nodes in layer groups was reported by
Wieder and Kane [18]. Taking into account the whole
symmetry group of the crystal, the degeneracy of an en-
ergy level is equal to the dimension of the associated irre-
ducible representation, which is a direct consequence of
the Wigner-Eckart-theorem [19, 20]. Various possibilities
of observing Dirac-like or even more exotic crossings due
to higher dimensional irreducible representations occur-
ing at high-symmetry points within the Brillouin zone
were discussed, e.g., by Bradlyn et al. [21] and Wieder et
al. [22].
In comparison to inorganic materials, organic Dirac
materials are investigated rarely. However, these ma-
terials show an interesting perspective for technological
applications, especially, for electronic devices [23–26]. To
identify Dirac materials in the class of three-dimensional
(3D) organic crystals, a data mining study was per-
formed on the basis of more than 5000 electronic Kohn-
Sham band structures stored within the Organic Mate-
rials Database (OMDB) [27]. Techniques of data mining
represent a modern approach within materials science
sometimes referred to as materials informatics [28, 29].
Recently, data mining was successfully applied, for ex-
ample, for the search of stable nitride perovskites [30] or
bulk topological insulators [31].
In the following, we discuss the three-dimensional or-
ganic crystal 5,6-bis(trifluoromethyl)-2-methoxy-1H-1,3-
diazepine which represents a 3D organic Dirac-line ma-
terial where the Dirac line occurs close enough to the
Fermi level to be tuned by p doping, by producing lay-
ered structures or within a field-effect setup. Although
details about the synthesis of the material are given in
Ref. [32], an investigation of the electronic structure has
not been reported yet. From a group theoretical investi-
gation of the monoclinic space group, we distinguish be-
tween two types of Dirac lines found within the electronic
structure. The first type results from two-fold degenerate
levels protected by the crystalline symmetry. The second
class belongs to topologically protected accidental cross-
ings which have to occur along certain paths within the
Brillouin zone due to band characteristics and their com-
patibility relations. We discuss the origin of those cross-
ing and generalize the statement to all materials having
the space group P21/c (or equivalent).
DATA MINING
The data mining was performed on more than 5000 cal-
culated Kohn-Sham band structures for organic crystals
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2stored within the OMDB, accessible at http://omdb.
diracmaterials.org [27]. As pointed out in Ref. [27],
the band gap distribution of three-dimensional organic
crystals can be represented by a Gaussian with a mean
of 2.9 eV, i.e., most organic crystals are large band
gap insulators. However, doping of organic materials is
widely studied opening the opportunity of shifting the
Fermi level into the valence or conduction band [33].
Therefore, we searched for linear crossings in a neigh-
borhood of 0.1 eV from the lowest unoccupied electronic
state (LUES) and the highest occupied electronic state
(HOES). As a “hard” search criteria, we were looking for
tiny energy gaps of the size of less than 0.01 eV: first,
to search for isolated Dirac crossings and, second, to in-
troduce a numerical tolerance since the band structure
calculations were performed along a discrete mesh and
the crossing point might not be represented.
In a second step, we applied a pattern matching algo-
rithm based on the moving window approach to range
selected band structures according to their similarity to
a linear crossing pattern. The algorithm scans through
each pair of adjacent bands of the materials selected in
the first step by using a moving window of characteris-
tic pattern size (0.4 reciprocal length units in the cur-
rent paper, the number was chosen empirically). Then,
the energy values within each window are scaled linearly
to have the same maximum and minimum values as the
pattern. Finally, the average Euclidean distance (i.e.,
the root mean square error) between the re-scaled en-
ergy values and the pattern values with the same mo-
mentum is calculated and used as a similarity measure.
Although the algorithm represents the most basic ap-
proach to pattern matching, leading to a relatively high
number of false positive results, it helped to reduce over-
all data analysis time by picking up the most promis-
ing materials first. Following this procedure, the mate-
rial 5,6-bis(trifluoromethyl)-2-methoxy-1H-1,3-diazepine
was found to show an isolated linear crossing at a dis-
tance of −70 meV from the HOES along the path ΓZ.
The full band structure of the material is illustrated in
Fig. 2a. The chosen path within the Brillouin zone is
shown in Fig. 2c.
a b c β
experimental [32] 9.642 10.277 10.081 91.89◦
computational 9.204 9.876 9.724 92.18◦
TABLE I: C8H6F6N2O lattice constants (A˚)
AB INITIO INVESTIGATION OF
5,6-BIS(TRIFLUOROMETHYL)-2-METHOXY-1H-
1,3-DIAZEPINE
5,6-bis(trifluoromethyl)-2-methoxy-1H-1,3-diazepine
has the chemical sum formula C8H6F6N2O. The mono-
clinic unit cell of the crystal contains four C8H6F6N2O
molecules and is shown in Fig. 1b. The lattice vectors
are given by
~a1 = (a, 0, 0) , (1)
~a2 = (0, b, 0) , (2)
~a3 = (c cos (β), 0, c sin (β)) . (3)
The lattice constants a, b and c as well as the angle β
are given in Table I. To obtain a deeper insight into the
electronic structure, ab initio calculations in the frame-
work of the density functional theory [35–37] based on the
pseudopotential projector augmented-wave method [38–
42] where performed, as implemented in the Vienna Ab
initio Simulation Package (vasp) [43–45] and the quan-
tum espresso code [46]. While using both codes, the
exchange-correlation functional was approximated by the
generalized gradient approximation according to Perdew,
Burke and Ernzerhof [47]. The structural information of
the C8H6F6N2O crystal was taken from the Crystallogra-
phy Open Database (COD) [48–52] which is available on-
line at http://crystallography.net and transformed
into capable input files for vasp by applying the Pymat-
gen package [53].
vasp was mainly used for checking the change of the
band structure under structural optimization. After the
(a) The C8H6F6N2O
molecule
(b) The monoclinic unit cell
FIG. 1: Illustration of the monoclinic crystal structure
containing four 5,6-Bis(trifluoromethyl)-2-methoxy-
1H-1,3-diazepine molecules in the unit cell [34]. The
colors indicate: brown for carbon, blue for hydrogen,
yellow for fluorine, green for nitrogen and red for
oxygen.
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(a) Band structure in the whole Brillouin zone.
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(e) Topologically protected
Dirac line
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(f) 3D plot of the energy dispersion
around the D point within the
~b2-~b3-plane
FIG. 2: Electronic structure and Brillouin zone (in units of reciprocal lattice vectors) of
5,6-bis(trifluoromethyl)-2-methoxy-1H-1,3-diazepine.
optimization, the unit cell shrinked, as can be verified
from Table I. However, in comparison to the original
cell, the band structure itself did not change qualita-
tively. The used pseudopotentials were calculated ac-
cording to [42]. The precision flag was set to “accurate”
meaning that the energy cut-off is given by the 1.3Emaxcut ,
where Emaxcut denotes the maximum of the specified max-
ima for the cut-off energies within the POTCAR files
(e.g. for carbon this value is given by 400 eV). The
calculations were performed spin-polarized but without
spin-orbit coupling. For the integration in ~k-space, an
8 × 8 × 8 Γ-centred mesh according to Monkhorst and
Pack [54] was chosen for the self-consistent cycle. Dur-
ing the structural optimization, the ionic positions, the
cell shape and the volume were allowed to change. The
~k-path for the band structure calculations was chosen ac-
cording to Fig. 2c. quantum espresso was applied to
estimate the associated irreducible representations of the
energy levels within the band structure. The cut-off en-
ergy for the wave function was chosen to be 48 Ry and the
cut-off energy for the charge density and the potentials
was chosen to be 316 Ry. The calculated band structures
using vasp and quantum espresso agree well.
Within the band structure shown in Fig. 2a, linear
crossing of energy bands can be found at the Z, D and
A points of the Brillouin zone as well as along the paths
ΓZ, BA and ΓD. The two-fold degeneracy at the high-
symmetry points Z, D and A is kept along the paths ZC,
CY , Y A, AE and ED. The crossings and degeneracies
are discussed in more detail within the following section.
GROUP THEORETICAL ANALYSIS
The space group P21/c
C8H6F6N2O crystallizes within a monoclinic crystal
structure with the space group P21/c or No. 14 and C
5
2h
in terms of the space group number and the Scho¨nflies
notation [55], respectively. The space group itself (here-
inafter denoted by G) is an infinite group having the
group of pure translations T as an infinite and normal
subgroup. The point group of the lattice G0 is given by
2/m (C2h), which is the group of all rotational parts of
4E I C2y IC2y {E,C2y} {E, IC2y}
Γ+1 1 1 1 1 Γ1 Γ
′
Γ−1 1 -1 1 -1 Γ1 Γ
′′
Γ+2 1 1 -1 -1 Γ2 Γ
′′
Γ−2 1 -1 -1 1 Γ2 Γ
′
(a) 2/m (C2h)
E IC2y
Γ′, Γ1 1 1
Γ′′, Γ2 1 -1
(b) m (Cs), 2
(C2).
TABLE II: Character tables and compatibility relations
of the groups 2/m (C2h) as well as m (Cs) and 2 (C2),
respectively.
the space group elements. The factor group G/T is iso-
morphic to 2/m and the coset representatives are given
by
T1 = (E, 0, 0, 0), (4)
T2 = (I, 0, 0, 0), (5)
T3 = (C2y, 0, 1/2, 1/2), (6)
T4 = (IC2y, 0,−1/2,−1/2), (7)
where E denotes the identity, I the inversion (x → −x,
y → −y, z → −z), C2y a two-fold rotation about
the y-axis (x → −x, z → −z) and IC2y a reflection
at the xy-plane (y → −y). Since 2/m is an Abelian
group, each of the four elements forms a class on its own
and four one-dimensional irreducible representations can
be found. The character table is shown in Table IIa.
In the following, the linear crossings found within the
band structure and depicted in Fig. 2a will be discussed.
Within the figure, two different classes are distinguished,
where the crossings highlighted by green dashed circles
denote crossings protected by crystalline symmetry and
red dotted circles denote crossings protected by the band
topology.
Case I: Line nodes protected by crystalline
symmetry
The point group of the lattice 2/m is an Abelian group
and therefore all irreducible representations of 2/m are
one-dimensional. In general, each eigenvector of the
Hamiltonian belongs to one of the irreducible representa-
tions. Since a space group is an infinite group, the num-
ber of irreducible representations is also infinite. How-
ever, since the group of pure translations is an Abelian
normal subgroup, it is possible to denote each irreducible
representation by Γp~k
, where ~k is a vector in reciprocal
space which at the same time represents an index of ir-
reducible representations of the pure translation group.
For each value of ~k, different irreducible representations
of the space group are possible and therefore a second
index p is necessary. At the Γ-point, i.e., for ~k = ~0,
the allowed irreducible representations are given by the
irreducible representations of 2/m itself. Hence, only
one-fold degenerate states can be expected. Referring
to Fig. 2b, it can be verified for the Γ-point that each of
the irreducible representations is realized among the first
four bands below the Fermi level.
A degeneracy can be expected if irreducible repre-
sentations with dimension higher than 1 occur or if a
pair of irreducible representations is complex conjugate
to each other. By applying the program repres [56]
of the Bilbao crystallographic server, available online
at http://www.cryst.ehu.es, we calculated the irre-
ducible representations for the space group at specified
~k-points within the Brillouin zone. The study was com-
plemented by constructing a 4 × 4 tight-binding Hamil-
tonian for four atoms in the unit cell within the 2-center
approximation [57] as implemented in the Mathematica
group theory package gtpack [58]. The tight-binding
parameters were fitted to the ab initio band structures
by using least squares. By applying both approaches,
it was possible to identify lines of twofold degeneracy
as illustrated in Fig. 2d. The result is in perfect agree-
ment with the calculated band structure in Fig. 2a. A
plot of the energy dispersion within the~b2-~b3-plane in the
neighborhood of the D-point within the Brillouin zone is
shown in Fig. 2f.
Case II: Line nodes protected by band topology
In the second class, line nodes are formed from cross-
ings of bands with different band characteristics, also re-
ferred to as accidental crossings [59]. However, these
crossings are forced to occur in the present case. The
argument follows from the compatibility relations of the
irreducible representations. As discussed before, two-fold
degenerate states can be expected to occur at the points
Y = (0, 0.5, 0) and Z = (0, 0, 0.5) within the Brillouin
zone. However, along the path ΓY , the group of the ~k-
vector (i.e., the group of all rotational parts Rˆ with the
property Rˆ ·~k ' ~k) is given by GΓY = {E,C2y}, whereas
the group of the ~k-vector along the path ΓZ is given by
GΓZ = {E, IC2y}. Both groups are isomorphic, having
the character table shown in Table IIb. However, taking
a look at the compatibility relations in Table IIa, it can
be verified that the irreducible representations along the
path originate from different irreducible representations
at the Γ-point. Whereas the symmetric (antisymmet-
ric) irreducible representation Γ1 (Γ2) continues along
the path ΓY starting from Γ+1 and Γ
−
1 (Γ
+
2 and Γ
−
2 ) at
the Γ-point, the symmetric (antisymmetric) representa-
tion Γ′ (Γ′′) along the path ΓZ originates from the rep-
resentations Γ+1 and Γ
−
2 (Γ
−
1 and Γ
+
2 ). As soon as the
bands approach the Y or the Z-point, bands with differ-
ent band characteristic have to merge pairwise, i.e., Γ1
and Γ2 at Y and Γ
′ as well as Γ′′ at Z. Bands belonging
5to different irreducible representations along the path ΓY
or ΓZ are allowed to cross, whereas bands belonging to
equivalent irreducible representations will hybridize. De-
pending on the ordering of irreducible representations at
the Γ-point, three different topological classes can be de-
fined (we list the 4!/2 possible permutations which can
each be realized on the energy axis in an increasing or
decresing order):
1. Trivial : Pairs of bands belonging to the irreducible rep-
resentations Γ1 and Γ2 as well as Γ
′ and Γ′′ can combine
at the Brillouin zone boundary without any reason to
cross. This situation can be found for the patterns:(
Γ+1 ,Γ
+
2 ,Γ
−
1 ,Γ
−
2
)
,
(
Γ+1 ,Γ
+
2 ,Γ
−
2 ,Γ
−
1
)
,
(
Γ+2 ,Γ
+
1 ,Γ
−
1 ,Γ
−
2
)
,(
Γ+2 ,Γ
+
1 ,Γ
−
2 ,Γ
−
1
)
.
2. One Dirac line within the mirror plane: To combine
pairs of bands belonging to the irreducible represen-
tations Γ′ and Γ′′ a crossing is forced to take place
at the path ΓZ. This crossing is protected by the
mirror symmetry which is present within the whole
~b1-~b3-plane. Thus, a Dirac line can be found. The
Dirac line is present for the patterns:
(
Γ−1 ,Γ
+
2 ,Γ
−
2 ,Γ
+
1
)
,(
Γ−1 ,Γ
+
2 ,Γ
+
1 ,Γ
−
2
)
,
(
Γ+2 ,Γ
−
1 ,Γ
−
2 ,Γ
+
1
)
,
(
Γ+2 ,Γ
−
1 ,Γ
+
1 ,Γ
−
2
)
.
3. One Dirac line crossing the ΓY -axis and its mirror
partner : In order to combine pairs of bands belong-
ing to the irreducible representations Γ1 and Γ2 at the
Y point, a crossing is forced to occur at the path ΓY .
While only the crossing on the path ΓY is protected by
C2y rotational symmetry, the whole Dirac line is pro-
tected by inversion and time reversal symmetry. This
case can be found for the patterns:
(
Γ−2 ,Γ
+
2 ,Γ
−
1 ,Γ
+
1
)
,(
Γ−2 ,Γ
+
2 ,Γ
+
1 ,Γ
−
1
)
,
(
Γ+2 ,Γ
−
2 ,Γ
−
1 ,Γ
+
1
)
,
(
Γ+2 ,Γ
−
2 ,Γ
+
1 ,Γ
−
1
)
.
This classification can be generalized by introducing a
vector ~n = (n1, n2) with the components
n1 =
1
2
2∑
i=1
χiΓ(IC2y) mod 2, (8)
n2 =
1
2
2∑
i=1
χiΓ(C2y) mod 2. (9)
The sum runs over the lower two bands within groups
of four bands and χiΓ(C2y) and χ
i
Γ(IC2y) represent the
characters of the irreducible representations for the ele-
ments C2y and IC2y at the Γ point. |~n| = 0 represents
the trivial phase and |~n| 6= 0 the two different line node
phases. From the individual values of the ni it can be
verified which line-node phase is present.
In the case of 5,6-bis(trifluoromethyl)-2-methoxy-1H-
1,3-diazepine a vector of ~n = (1, 0) is obtained and a
tilted Dirac line can be found along a closed path within
the Brillouin zone lying in the ~b1-~b3-plane as illustrated
in Fig. 2e.
CONCLUSION
We presented the organic crystal 5,6-
bis(trifluoromethyl)-2-methoxy-1H-1,3-diazepine
(C8H6F6N2O) as a realization of a three-dimensional
organic Dirac-line material. The material was found by
applying a data mining study within the Organic Mate-
rials Database (OMDB). Next to twofold degenerate line
nodes along the Brillouin zone boundary protected by
the crystalline symmetry, it hosts topologically protected
Dirac lines inside the Brillouin zone due to different band
characteristics along the 3 directions in reciprocal space.
These crossings occur approximately 70 meV below the
highest occupied electronic state. Therefore, a rigid shift
of the Fermi level could be possible by alloying, within
a layered structure or within a field-effect setup. The
presented analysis within the framework of group theory
is general for every material with the space group P21/c
or equivalent, where we distinguished between three
topologically different classes: a trivial class and two
Dirac-line classes.
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