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Chapter 1
Introduction
1.1 Organization of Thesis
The organic molecules which exhibit the low-dimensional conduction have been exten-
sively studied both experimentally and theoretically due to their peculiar electronic and
magnetic properties as well as potential applications for functional devices. Another
reason for the extensive studies is the pressure controllability of various interactions
because the molecules in organic conductors are weakly bound together by the van der
Waals interactions. In addition, we cannot neglect the eects of the Coulomb interac-
tions which may be comparable to the band width.
The study of the low-dimensional organic conductors started from synthesis of a
charge-transfer complex, TTF-TCNQ, which showed the quasi-one-dimensional conduc-
tion along the column of stacked molecules and the metal-insulator transition at  53K
under ambient pressure. Theoretically, the one-dimensional electron-lattice model has
been successfully used to study the metal-insulator transition in these materials. How-
ever, strictly speaking, a completely one-dimensional crystal is unstable due to thermal
and quantum uctuations of lattice vibrations. Thus, we have to take into account the
higher dimensionality to study the phase transition of the low-dimensional materials.
In Chapter 2, we investigate the eects of the quantum phonons on the spin-Peierls
transition in the quasi-one-dimensional spin system, where spin chains are assumed
to be coupled with nearest-neighbor chains by the exchange coupling. Although the
spin-Peierls transition has been explained well in the one-dimensional model, the two-
dimensionality has to be taken into account to discuss the nite temperature transition.
We numerically exactly treat the exchange interaction between the spin chains as well
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as the spin-phonon coupling and the exchange coupling in the spin chain.
In Chapters 3 and 4, we study the eects of the electron-electron interactions, focusing
on the multimode Peierls state recently discovered in the two-dimensional electron-
lattice system with the half-lled electronic band. The electron correlation eects on
the square lattice have attracted much attention because the superconducting state in
high-Tc copper oxides is closely related with the Mott insulating state induced by the
strong on-site Coulomb repulsion in the CuO2 plane. Therefore it will be useful to
investigate the electron correlation eects on the multimode Peierls state in the two-
dimensional system and to compare the results with those of the conventional Peierls
state in the one-dimensional system.
In Chapter 5, we study the domain wall and its relevant electronic states in the
multimode Peierls phase. The domain wall is topologically stable, corresponding to
the soliton in the one-dimensional organic conductor polyacetylene. In addition, the
electronic states localized around the domain wall are intrinsically equivalent to the edge
states in the zigzag boundary of graphene nanoribbons. The soliton in polyacetylene is
believed to be responsible for the high electric conductance and, thus, the domain wall
as a two-dimensional analog of the soliton will be interesting not only from a theoretical
point of view but also from a practical perspective.
We conclude the thesis in Chapter 6 with a short summary and a few remarks on
future work.
The following sections 1.2, 1.3 and 1.4 describe detailed introductions to Chapters 2,
3(including 4) and 5, respectively.
1.2 Spin-Peierls Transition
The spin-Peierls transition has been widely discussed in quasi-one-dimensional mate-
rials. The experimental results conrm the existence of the transition in the organic
compounds such as TTF-CuBDT, TTF-AuBDT and MEM(TCNQ)2 [1] and the inor-
ganic one, CuGeO3 [2, 3]. These materials are not purely one dimensional but rather
quasi-one dimensional because they have a small but nite spin-spin interaction be-
tween spin chains. They are Mott insulators in which the spins form a singlet state at
high temperatures because of the strong electron-electron interaction, i.e. the on-site
Coulomb interaction much larger than the band width. At a critical temperature, they
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undergo the spin-Peierls transition due to the spin-phonon coupling into another singlet
state having an energy gap in the magnetic excitation spectrum.
For example, Cu2+ ions in CuGeO3 having spin 1/2 can be regarded as quasi-one-
dimensional antiferromagnetic chains coupled to phonons. Such a system has an in-
stability at a low temperature with respect to the bond alternation, i.e. the lattice
distortion with a wave number q = . The spins sitting on the dimer form a singlet
pair, which results in the exponential decrease of the magnetic susceptibility. The phase
transition from the paramagnetic state to the spin-Peierls state occurs when the gain
of spin energy due to opening of a gap at q =  in the magnetic excitation spectrum
exceeds the loss of lattice elastic energy due to lattice dimerization.
Cross and Fisher [4] performed a pioneering study on the spin-Peierls transition in
the one-dimensional model, using a bosonization method in which phonons were treated
within the adiabatic approximation. They showed that even an innitesimally small
spin-phonon coupling causes the spin-Peierls transition at zero temperature. More re-
cently, quantum eects of phonons on the zero temperature transition were extensively
studied in the one-dimensional spin model [5, 6]. Thermal magnetic properties have
been investigated based on the one-dimensional spin model coupled to phonons in the
adiabatic limit [7] and in the quantum region [8] by using the quantum Monte Carlo
method. Although these studies reproduced experimental observations of the magnetic
susceptibility, e.g. the exponential decay at low temperatures, we must take into ac-
count the interchain interaction between the spin chains in order to discuss the nite
temperature transition of the bond dimerization. However, in the previous studies, the
interchain interaction was treated only within the mean-eld approximation [9, 10].
In Chapter 2, a quasi-one-dimensional spin-1/2 Heisenberg antiferromagnet coupled
to optical phonons is numerically studied by the quantum Monte Carlo method, treating
the phonons and the spins on an equal footing. We have implemented the stochastic
series expansion method [11{13] for the spin part of the Hamiltonian and the path-
integral quantization method [14] for the phonon part. Keeping the spin-phonon cou-
pling strength constant, we have calculated the spin-Peierls transition temperature as
a function of the frequency of the optical phonons. It is found that the transition
temperature decreases as the phonon frequency increases. Above a critical frequency,
the spin-Peierls transition does not occur all the way down to zero temperature due to
strong quantum uctuations. We have determined the universality class of the spin-
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Peierls transition by the phenomenological nite-size scaling analysis. The transition
at low frequencies belongs to the universality class of the two-dimensional Ising model
while that at a high frequency is found to be characterized by the tricritical exponents
of the two-dimensional spin-1 Blume-Capel model [15,16].
1.3 Correlation Effects on Multimode Peierls State
The Peierls transition in the electron-lattice system is related to a Fermi surface insta-
bility induced by a lattice distortion with a wave vector which is equal to the nesting
vector of Fermi surfaces. The transition occurs when the energy gain of the electron
system due to opening of an energy gap overcomes the energy loss of the lattice sys-
tem due to the lattice distortion. In the one-dimensional system, the transition occurs
unconditionally; even an innitesimally small electron-lattice coupling induces the tran-
sition. After the transition, the lattice is distorted with some spatial pattern associated
with the bond order known as the Peierls state [21{23].
The eects of the electron-electron interaction on this Peierls state have been exten-
sively studied in the one-dimensional Peierls-Hubbard(PH) model. In previous works,
it was revealed that the increase in the on-site interaction parameter U enhances the
amplitude of the lattice distortion as far as U is smaller than the band width [24{26].
To explain this fact, an intuitive picture has been proposed, in which the small on-
site interaction suppresses the charge uctuations of electrons, giving a driving force
to increase the Peierls distortion [27]. When U is suciently larger than the transfer
integral t0 (U  t0), the PH model is mapped onto the spin-Peierls model. The one-
dimensional spin-Peierls model undergoes the lattice dimerization transition as long as
there is a nonzero spin-lattice coupling.
In the two dimensions, the Fermi surface instability occurs under a particular con-
dition, which is called the nesting condition. Consider the tight-binding model on the
isotropic square lattice. At half-lling, the Fermi surface is a perfect square. Therefore,
there is a nesting vector Q which connects the opposite sides of the Fermi surface. It
had been believed that the ground state of this model had a single-mode Peierls distor-
tion with the wave vector Q = (; ) [see Fig. 3.1 (a)], the lattice constant being set to
unity. However, an energy gap does not completely open at the Fermi surface because
a diagonal stripe pattern remains over the whole lattice. Ono and Hamano pointed out
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that the true ground state is an unconventional Peierls state having the lattice distortion
with not only the wave vector Q but also the wave vectors parallel to Q [28{31], which
they called the multimode Peierls (MMP) state. In addition, they found that there are
a large number of energetically degenerate states with spatially dierent MMP patterns.
We show typical patterns in the case of 8  8 lattice: the MMP pattern with Q and
Q=2 modes and that with Q, 3Q=4 and Q=4 modes [see Figs. 3.1 (b) and 3.1 (c)].
Before the MMP states were found, it had been reported that the distortion amplitude
decreased with the increase of U in the single-mode Peierls state [32,33]. In contrast, in
the MMP state, the enhancement of the distortions in the weak coupling region U  t0
has been found with use of the Hartree-Fock approximation [34] and the second-order
perturbation method [35]. In view of the similarity in the spatial pattern between
the 1D Peierls distortion and the 2D MMP distortion, this behavior might come from
the suppression of charge uctuations due to the on-site Coulomb interaction. If the
on-site U exceeds a critical value, the MMP state makes a phase transition to the
antiferromagnetic state. This transition is found to be of rst order [34, 35]. On the
other hand, in the strongly coupling limit U  t0, the model is mapped onto the 2D
spin-Peierls model. The exact diagonalization study of this model has revealed that the
ground state is the multimode spin-Peierls state with multiple Fourier components of
lattice distortions if the spin-lattice coupling is larger than a critical value [36].
In Chapter 3, we discuss the electron correlation eects on the MMP state in the PH
model on the two-dimensional square lattice with the half-lled electronic band, explor-
ing the whole parameter space of the on-site interaction U and the nearest-neighbor
interaction V by the variational Monte Carlo method based on the Gutzwiller wave
function. It is found that the Peierls distortion amplitude is enhanced as U is increased,
showing the rst-order phase transition from the MMP state to the antiferromagnetic
state. The Peierls distortion amplitude is enhanced also by V . The rst-order phase
transition from the MMP state to the charge ordered state occurs at a critical value of
V . We have depicted the U V phase diagram, nding no region of coexistence between
the Peierls distortion and the charge order. There is also no region of coexistence be-
tween the Peierls distortion and the antiferromagnetic order. Furthermore, in Chapter
4, we study the correlation eects by the second-order perturbative method in order
to conrm that the variational Monte Carlo results are reliable in the weak coupling
region.
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1.4 Domain Wall in Multimode Peierls State
In the eld of the solid state physics, surface states have recently been paid a lot of at-
tention ever since the discovery of massless Dirac electrons in organic (semi-)conductors,
e.g., graphene and some BEDT-TTF salts [50, 51]. The surface states in the quantum
Hall system have been explained so well from a topological point of view by using
the tight-binding model under the magnetic eld on the square and honeycomb lat-
tices [52, 53]. This kind of surface(edge) state induces a peculiar conduction along the
edge. On the other hand, the edge states in the absence of the magnetic eld have been
discussed in connection with the zigzag-shaped boundary of graphene nanoribbons. In
this case, the edge states form a at band with zero energy, giving no contribution to
the edge current. Previous studies constructed analytic solutions of the localized wave
functions, predicting within the Hartree-Fock approximation that ferromagnetic states
emerge along the edge lines even in the weak on-site Coulomb interactions, though bulk
graphene shows nonmagnetism [54]. Subsequently, the zero-energy states in the at
bands were systematically constructed on a class of lattice structures including gener-
alized honeycomb lattices [55,56].
The edge states with zero energy emerge due to symmetry of the lattice structure,
i.e., chiral symmetry of the bipartite lattice, where the lattice can be decomposed into
two sublattices. The wave functions of these states have amplitudes on the edge sites
which belong to one of the sublattices. The zero-energy edge state can be regarded as
a two-dimensional counterpart of the localized state associated with the soliton in one-
dimensional polymer, polyacetylene. The soliton in polyacetylene is a kink of the bond
alternation, forming a zero-energy localized state in the Peierls gap. A single kink is
topologically stable; furthermore, it requires a nite energy to annihilate a pair of kink
and anti-kink. Therefore, once created, the soliton remains stable and its translational
mode contributes to the current. Since the experimental discovery of the high electric
conductance of doped polyacetylene, many studies have been performed to elucidate
the physics of solitons.
In Chapter 5, we study the edge states sitting on the domain wall of the MMP states
in the two-dimensional electron-lattice system. The domain wall is a discommensura-
tion line separating a pair of MMP states. We consider a magnetically excited state in
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the SSH model with the half-lled electronic band on the square lattice, assuming that
the number of up spins exceeds that of down spins by the linear dimension of the square
lattice. This magnetically excited state is stable as far as the spin relaxation is ignored.
By an iterative method, we nd a static solution of the magnetically excited states,
in which excess spins are localized around the domain wall. We analytically construct
the localized wave function by taking into account the translational symmetry in the
direction parallel to the domain wall. The wave function of the localized state with zero
energy is found to have nite amplitudes only on one of the two sublattices just as in
the case of the edge state sitting on the zigzag boundary of graphene nanoribbons. In
addition, the zero-energy states are found to form a at band in the Peierls gap. We in-
vestigate three types of domain walls, which form dierent angles with the translational
vector of the multimode distortion pattern. It turns out that the number of zero-energy
states is angle dependent. Finally, we show that the number of the zero-energy states in
the present model is consistent with the index theorem originally derived in the Dirac
electron systems.
7

Chapter 2
Spin-Peierls Transition in
Quasi-One-Dimensional Heisenberg
Model with Finite-Frequency Phonons
2.1 Model and Method
We study spin-1/2 spatially anisotropic Heisenberg antiferromagnetic chains coupled
with the phonon degree of freedom in one direction. This model can be regarded as a
quasi-one-dimensional system because the exchange coupling in the inter-chain direction
is smaller than that in the in-chain direction. We take the Einstein phonon and introduce
a variable u as an amplitude of a bond distortion, which is set to zero in the case of
uniform lattice. The Hamiltonian is given by
H =
NxX
i=1
NyX
j=1

Jk(1  ui;j)Si;j  Si+1;j + J?Si;j  Si;j+1
	
+
NxX
i=1
NyX
j=1

1
2m
p2i;j +
K
2
u2i;j

;
(2.1)
where J? is the exchange coupling between the spin chains, ui;j the bond distortion
between the (i; j) site and the (i+1; j) site, m the atomic mass, K the elastic constant,
pi;j being the momentum conjugate to ui;j . We truncate the bond distortion amplitude
so that the spin-phonon coupling factor falls within the range 0 < 1   ui;j < 2. The
optical phonon frequency is given by ! =
p
K=m. The lattice consists of N = NxNy
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sites. We assume the periodic boundary condition for x and y directions. For the later
convenience, the Hamiltonian is rewritten as
H =
2NX
b=1
J(ub)Si(b)  Sj(b) +
NX
b=1

!2
2K
p2b +
K
2
u2b

; (2.2)
where b indicates a bond in the x (y) direction for 1  b  N (N+1  b  2N). A set of
i(b) and j(b) denotes the nearest-neighbor sites located on the edges of the bond specied
by b. The dimensionless spin-phonon coupling constant is dened by  = J=K. We
keep  constant and change ! to study purely quantum eects of phonons. An external
force is introduced in order to prevent shrinking of the total length of the lattice, though
it is omitted from eqs. (2.1) and (2.2).
From the Suzuki-Trotter decomposition [17] and the high temperature expansion, the
partition function of the present Hamiltonian is approximated:
Z =
Z 2NY
b=1
MY
`=1
dub(`)WpfubgWsfubg (2.3)
with
Wpfubg = exp
"
 
MX
`=1
K

M
2!2
(ub(`+ 1)  ub(`))2 + 2Mub(`)
2
#
;
Wsfubg = Trs
24 LX
n=0
X
PM
`=1 n(`)=n
MY
`=1
1
n(`)!

  
M
Hsfub(`)g
n(`)35 ; (2.4)
where Wpfubg (Wsfubg) is the weight function of the phonons (spins), M the Trotter
number, ub(`) the bond variable at the `-th slice of the imaginary time, Hsfub(`)g being
the spin part of the Hamiltonian on which Trs acts. The Taylor series is truncated at the
L-th term. Although the largerM gives the better approximation, we takeM=(!) = 4
in order to save the computational time. In fact, M=(!) = 4 was found to reproduce
satisfactory results for the thermodynamic properties of optical phonons [14]. As for
L, we take L = 4NJ which is also found to give suciently accurate results for the
two-dimensional Heisenberg model [13].
Tracing out the spin degrees of freedom, we obtain the following expression ofWsfubg
in the basis fjig = fjSz1 ; : : : ; SzN ig as proposed by Sandvik [11]:
Wsfubg =
X

X
SL
(=M)n
LCnn(1)!   n(M)!
*


LY
i=1
Jfubi(`)gHai;bi
 
+
; (2.5)
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where Ha;b denotes three local operators as follows:
H1;b =
1
4
  Szi(b)Szj(b);
H2:b =
1
2
(S+i(b)S
 
j(b) + S
 
i(b)S
+
j(b));
(2.6)
and an identity operator H0;0. The constant 1=4 is added to H1;b so that the resulting
matrix elements become positive denite. SL indicates a sequence of L operators in-
cluding n-local operators except H0;0. The product of the exchange couplings is written
as
LY
i=1
Jfubi(`)g = Jn??
Y
b;`

Jk(1  ub(`))
	hb(`) ; (2.7)
where hb(`) denotes the number of the b-th bond operators at the `-th time slice in the
x direction, n? being the total number of the bond operators in the y direction. Thus
hb(`) and n? satises the condition n = n? +
P
b;` hb(`). A factor ( 1)n2 should be
included in eq. (2.5), where n2 is the total number of H2;b elements in SL. However, we
have safely ignored the factor because the present model is dened on a nonfrustrated
lattice.
Next, we illustrate the update procedure of the quantumMonte Carlo simulation. The
spins and the phonons are updated alternately. The update of the spin conguration is
performed with the phonon conguration xed, while that of the phonon conguration
is performed with the spin conguration xed. For the spin system, the SSE method is
used which is based on the substitution between H0;0 and H1;b (local update), and that
between H1;b and H2;b (global update). Acceptance probabilities of the local update
are obtained by eq. (2.5) as follows:
P (H0;0 ! H1;b) = N(n+ 1)J(ub(`))hb(`)jH1;bjb(`)i
M(L  n)(n(`) + 1) ;
P (H1;b ! H0;0) = M(L  n+ 1)n(`)
NnJ(ub(`))hb(`)jH1;bjb(`)i ;
(2.8)
where jb(`)i is the two-spin state of the bond b at the `-th time slice. In the local
update, each diagonal operator in SL is examined whether it is replaced by another type
of diagonal operator. The global update is carried out by the exactly same procedure
as that proposed by Sandvik [13]. The phonon system is updated using the method
proposed by Imada and Takahashi [14]. This method consists of the local and the global
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updates of the phonon coordinate: the coordinate of the bond distortion for every fb; `g
is moved singly in the local update while all coordinates in the imaginary-time direction
of the same bond are moved simultaneously in the global update. Our calculation is
dierent from that of the usual phonon system in the factor (1   ub(`))hb(`) of the
weight function Wpfubg. We repeat the two types of updates of phonons alternatively
four times because the relaxation time of the phonon system is longer than that of the
spin system. We dene a single Monte Carlo step (MCS) as updating congurations of
spins and phonons once.
We choose the unit system such that ~ = 1,  = 1=T , and hereafter set J? = 0:35,
Jk = 1 and K = 0:8 so that the present system undergoes the spin-Peierls transition in
the adiabatic limit ! ! 0 where the elastic term and the kinetic term are commutative.
We typically take 105-106 MCS and disregard the initial 104-105 MCS for thermalization
and divide the samples into three bins in order to estimate a statistical error from the
standard deviation. Though rectangular systems are mainly studied in the present
chapter, we have ascertained that essential properties remain unchanged even if we take
square system with Nx = Ny. We have included the spin-phonon coupling only in the
intrachain direction. Our results, however, hold even if the coupling is included also in
the interchain direction as long as it is weak enough.
2.2 Magnetic Properties and Lattice Configuration
The spin-Peierls state is realized by the bond alternation accompanied with the spin
energy gap between the singlet and the triplet states. The ground state is singlet and
therefore nonmagnetic. In addition to the magnetic properties, the bond conguration
becomes an indicator of the spin-Peierls transition. In this section we study the spin-
Peierls state, focusing on the magnetic response and the bond correlation.
Figure 2.1 (a) shows the uniform magnetic susceptibility for ! = 0:01; 0:1 and 0:12.
The results for the adiabatic limit ! ! 0 are depicted in the dashed line while the
solid line denotes the magnetic susceptibility for the quasi-one-dimensional spin system
uncoupled with the phonon degrees of freedom. The magnetic susceptibility should
be exponentially small in the temperature range lower than the spin-Peierls transition
temperature because the energy gap opens between the ground state and the rst ex-
cited state. The data for ! = 0:01 is in good agreement with that for the adiabatic
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limit, showing the expected exponential drop at T  0:05. As the phonon frequency
increases, the spin-Peierls transition temperature decreases. For ! = 0:12, the magnetic
susceptibility coincides with that for the quasi-one-dimensional spin chains, showing no
evidence that the system undergoes the phase transition. The coincidence is due to the
quantum narrowing eect in which the typical time scale of the phonon system is much
smaller than that of the spin system [6].
Figure 2.1 (b) shows the staggered structure factor of the spin system [12],
Ss(; ) =
1
N
*
1
n+ 1
n+1X
p=1
0@X
i;j
( 1)xi+yjSzi;j(p)
1A2+ ; (2.9)
where p represents the imaginary time when the local operator H1;b or H2;b exists.
The periodicity of the imaginary time, Szi (n + 1) = S
z
i (1), is imposed. We nd that
Ss(; ) behaves similarly to the magnetic susceptibility for the relatively small !. The
large deviation from the case of the uniform lattice indicates that the quantum and
thermal uctuations of the lattice strongly reduce the Neel correlation. Note that the
non-vanishing value of Ss(; ) at the low temperature even for ! = 0:01 is due to the
nite size eect.
In Fig. 2.2, we show the bond correlation function,
Cp(1; b) =
1
M
*
MX
`=l
u1(`)ub(`)
+
; (2.10)
where u1 denotes the leftmost bond on the lowest line of the 24  6 lattice. For ! = 0:01
and 0:115, the bond alternations have only short-range correlations at T = 0:06 while
they show long-range correlations at T = 0:02. It is found that the bond alternation
aligns in-phase in the inter-chain direction to gain the exchange energy. The correlation
is weaker for the larger ! owing to the quantum uctuation of the optical phonons.
Figure 2.2 (c) shows that the long-range correlation completely disappears for ! = 0:12
even at the considerably low temperature.
In order to examine the strength of the quantum lattice uctuation, we investigate
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the response function of the lattice dimer,
p(; 0) =
1
N2
Z 
0
d
X
i;j
X
i0;j0
( 1)xi xi0 hui;j()ui0;j0(0)i
=

N2M2
*0@ MX
`=1
X
i;j
( 1)xiui;j(`)
1A2+ ; (2.11)
and the structure factor of the lattice dimer:
Sp(; 0) =
1
N2
Z 
0
d
X
i;j
X
i0;j0
( 1)xi xi0 hui;j()ui0;j0()i
=
1
N2M
*
MX
`=1
0@X
i;j
( 1)xiui;j(`)
1A2+ ; (2.12)
which are the order parameters of the spin-Peierls state. In Fig. 2.3, Sp(; 0) is compared
with p(; 0) for both ! = 0:01 and ! = 0:1. It is found that the response function
coincides with the structure factor. This result is qualitatively dierent from that of
the previous work on the one-dimensional model [6] where the lattice uctuation along
the imaginary-time axis increases for the smaller atomic masses(or larger !). We can
conclude that the long-range order of the lattice dimer appears along the imaginary-time
axis as well as the real-space axis because the quantum lattice uctuation is suppressed
due to the higher dimensionality of the present system.
14
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.02  0.03  0.04  0.05  0.06  0.07
χ s
T
(a)
 0
 1
 2
 3
 4
 5
 6
 0.02  0.03  0.04  0.05  0.06  0.07  0.08
S
s
(pi
,
 
pi
)
T
(b)
Fig. 2.1 The temperature dependence of (a) the uniform magnetic susceptibility
and (b) the staggered structure factor of the quasi-one-dimensional spin-phonon
model. Three dierent values of phonon frequencies are chosen: ! = 0:01 (solid
circles), ! = 0:1 (open circles) and ! = 0:12 (squares). For comparison, the data
for the quasi-one-dimensional Heisenberg model (solid line) and the spin-phonon
model in the adiabatic limit, ! = 0, (dashed line) are also shown. The parameters
are Jk = 1; J? = 0:35;K = 0:8; Nx = 24 and Ny = 6.
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Fig. 2.2 The bond correlation function from the edge of the lattice (b = 1) for
! = 0:01 (a), ! = 0:115 (b) and ! = 0:12 (c). Figures show the results at T = 0:02
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2.3 Phase Diagram and Finite-Size Scaling
In the previous section, we showed that the quantum uctuation of the lattice vibration
reduces the spin-Peierls order. Here we depict a phase diagram on the temperature-
frequency plane using a phenomenological nite-size scaling method. The nite-size
scaling technique is established based on the hypothesis that the correlation length
has a typical functional behavior around the transition point. The response function
diverges generally by the following scaling law:
 = L 	(tL
1
 ); (2.13)
where L is the linear dimension of the system and t = (T   Tc)=Tc is the dimensionless
temperature deviation from the critical point. The exponents  and  are characteristic
values of the critical phenomenon in the innite system, determining the divergent
behavior of the correlation length near the critical point and the algebraic decay of the
correlation function at the critical point, respectively.
First, we determine the critical temperature from Nxp(; 0) of 24  6 and 16  4
lattices. In Fig. 2.4, the intersection point of the plots for the lattices of dierent sizes
lattices indicates the transition temperature (t = 0) through the scaling law for the
response function. We nd that the critical temperature decreases as ! increases due to
the quantum uctuation of the bond phonons. It is therefore expected that the system
does not undergo spin-Peierls transition when ! is suciently large. Indeed, in Fig. 2.2
(c), we see only a negligibly small amplitude of the bond alternation at ! = 0:12 though
the temperature is low enough.
Next, we apply the nite-size scaling analysis to p(; 0) and determine to which
universality class the transition belongs. According to eq. (2.13), if adequate critical
exponents are chosen, the plots of Nxp(; 0) vs. jtjN1=x for the lattices of dierent
sizes collapse on a single line. Figure 2.5 shows the result of the scaling with  = 1=4
and  = 1, the critical exponents of the two-dimensional Ising model. The plots for the
two lattices coincide with each other at ! = 0:01 and ! = 0:1 while the scaling becomes
worse especially for the temperature range of T < Tc at ! = 0:11. Hence, we should use
other critical exponents for the nite-temperature transition around ! = 0:11. Figure
2.6 shows the nite-size scaling of p(; 0) with the tricritical exponents of the two-
dimensional Blume-Capel (BC) model [15, 16],  = 3=20 and  = 5=9 [18]. The scaling
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plots with the tricritical exponents become better as ! increases, lying on a single line
for ! = 0:11.
The two-dimensional BC model is given by the following Hamiltonian,
HBC =  J
X
hi;ji
SiSj +D
X
i
S2i ; (2.14)
where Si is an S = 1 Ising variable, taking 1; 0 or  1. The symbol hi; ji denotes
nearest-neighbor pairs on a square lattice, D being an anisotropic energy. This model
exhibits an Ising-like continuous transition from the disordered paramagnetic phase to
the ordered ferromagnetic phase for small D and a rst-order transition for large D.
There exists a tricritical point at the intersection between the two transition lines. We
propose here that the present model exhibits the tricritical transition belonging to the
same universality class as that of the BC model. Though it is dicult to estimate
the accurate position of the tricritical point by the Monte Carlo simulation due to the
extremely large uctuation of the order parameter close to the tricritical point, the
tricritical point will be most probably located around (!; T ) = (0:11; 0:03)
The relationship between the present model and the BC model can be summarized as
follows: the phonon frequency ! corresponds to the anisotropic energy D and the lattice
distortion ui to the Ising spin Si. The bond-alternating state and the antiferromagnetic
state correspond to spatially uniform spins with Si = 1 and Si = 0, respectively. It
remains for the future work to elucidate the one-to-one correspondence between these
two models by the phase Hamiltonian approach [19,20].
Finally, we show the phase diagram on the temperature-frequency plane in Fig. 2.7.
The phase boundary is determined from the nite-size scaling analysis explained above,
using the data for ! = 0; 0:01; 0:05; 0:1 and 0:11. All the critical points are calculated
under the thermal cooling process for xed !. The case ! = 0 corresponds to the adia-
batic limit. The solid line represents the second order transition from the paramagnetic
state to the spin-Peierls state. The transition temperature decreases as a function of
! due to the quantum uctuation of optical phonons. For ! = 0:12, the spin-Peierls
transition does not occur down to T = 0:005. Thus the quantum critical point be-
tween the spin-Peierls state and the antiferromagnetic state would be located around
!  0:12. The temperature dependence of the antiferromagnetic spin structure factors
for ! = 0:115 and 0.12 shows a drop at T = 0:01  0:015 due to large spin-Peierls
uctuations and recovers to large values at suciently low temperatures, indicating the
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existence of the long range antiferromagnetic spin order at T = 0 for these frequen-
cies. From the similarity of the phase diagram between the BC model and the present
model, we anticipate that the quantum phase transition at zero temperature from the
spin-Peierls state to the antiferromagnetic state is of the rst order.
2.4 Summary
In this chapter, we have studied the quasi-one-dimensional spin-1/2 antiferromagnetic
Heisenberg model with the spin-phonon coupling in the in-chain direction by the quan-
tum Monte Carlo method, taking into consideration thermal and quantum uctuations
of bond phonons. We have determined the critical temperature of the spin-Peierls tran-
sition as a function of the phonon frequency, by which the strength of the quantum
uctuation is controlled. The magnetic susceptibility and the staggered spin struc-
ture factor are suppressed due to the spin gap at low temperatures when the phonon
frequency is less than a critical value. For the overall temperature range, the antiferro-
magnetic correlation is strongly reduced by the thermal and quantum uctuations. As
for the lattice distortion, we have found that the lattice dimers become the in-phase
pattern in the inter-chain direction to gain the exchange energy. When the frequency
is suciently large, the bond-alternation correlation disappears even at suciently low
temperature because of the quantum uctuation. We have also depicted the phase di-
agram on the temperature-frequency plane and elucidated the universality class of this
transition using the phenomenological nite-size scaling analysis. As a result, the criti-
cal temperature decreases continuously as the frequency increases up to ! = 0:11 and,
in addition, the system dose not undergo the transition at ! = 0:12 over the whole range
of the temperature we have calculated (T  0:005). We have found that, although the
second-order transition of the present model belongs to the two-dimensional Ising uni-
versality class, the transition at a large value of the phonon frequency is characterized
by the tricritical exponents of the spin-1 BC model rather than that of the Ising model.
Therefore we conclude that the transition line changes from continuous to rst-order
transition at the tricritical point, suggesting that the quantum phase transition from
the spin-Peierls phase to the antiferromagnetic phase at zero temperature is of the rst
order.
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Fig. 2.4 The temperature dependence of Nxp(; 0) with  = 1. The lattice sizes
are 24  6 (open circles) and 16  4 (solid circles). The dotted lines indicate a
rough estimation of the intersection point of the plots for the systems of dierent
sizes.
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Fig. 2.6 The 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Chapter 3
Variational Calculation of Electron
Correlation Effects on Multimode Peierls
State
3.1 Model and Method
The Hamiltonian of the two-dimensional half-lled Peierls-Hubbard model on the square
lattice used in the present study reads: H = HSSH + He e. The rst term is the
Su-Schrieer-Heeger Hamiltonian [37, 38] and the second one is the electron-electron
interaction term as follows:
HSSH =Hhop +Hela;
Hhop = 
X
i;j;
(t0   xi;j)

cyi+1;j;ci;j; + h:c:

 
X
i;j;
(t0   yi;j)

cyi;j+1;ci;j; + h:c:

;
Hela =
K
2
X
i;j
 
x2i;j + y
2
i;j

;
(3.1)
and
He e = U
X
i;j
ni;j;"ni;j;# + V
X
h(i;j);(i0;j0)i
0 X
;0
ni;j;ni0;j0;0 ; (3.2)
where cyi;j; (ci;j;) is the creation (annihilation) operator on the (i; j) site with spin
, ni;j; = c
y
i;j;ci;j; being the number operator. The prime attached to the sum-
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mation symbol indicates a sum over the nearest-neighbor sites h(i; j); (i0; j0)i. The
variable xi;j means the lattice distortion between (i; j) and (i + 1; j) sites, while yi;j
between (i; j) and (i; j + 1) sites. The parameters  and K are the electron-lattice
(e-l) coupling constant and the elastic constant, respectively. We choose t0 = 2:5 eV
and K = 21 eV=A2 throughout the present paper. For the e-l coupling constant, we
mainly use  = 4:5 eV=A. These values give the non-dimensional e-l coupling constant
 = 2=Kt0 = 0:39, which seems to be reasonable for some BEDT-TTF salts [39, 40].
The lattice size is 8 8 and the periodic boundary conditions for x and y directions are
assumed.
We introduce two patterns of the multimode Peierls (MMP) distortion, which are
degenerate but non-equivalent ground states in the 8  8 lattice: Q and Q=2 modes for
pattern (i) and Q ,Q=4 and 3Q=4 modes for pattern (ii) [see Figs. 3.1(b) and 3.1(c)].
The lattice distortions corresponding to these patterns are expressed as follows [31]:
xi;j = uQ( 1)i+j   2
X
q<Q
uq sinfq(i+ j)g
yi;j = uQ( 1)i+j + 2
X
q<Q
uq sinfq(i+ j)g;
(3.3)
where uq is the amplitude of the lattice distortion with wave vector q parallel to the
nesting vector Q.
The Gutzwiller wave function reads:
	 = PJPG; (3.4)
with
PG = exp
0@ X
i;j
ni;j;"ni;j;#
1A
PJ = exp
0@ v X
h(i;j);(i0;j0)i
0 X
;0
ni;j;ni0;j0;0
1A :
(3.5)
The projection PG is the on-site Gutzwiller factor rewritten as
PG =
Y
i;j
[1  (1  g)ni;j;"ni;j;#] ; (3.6)
where g = exp( )(0  g  1) is a variational parameter. The projection PJ is the
nearest-neighbor Jastrow factor controlling the longer-range charge correlation with a
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variational parameter v [41]. The wave function  indicates a Slater determinant of the
one-particle wave functions obtained from
Htrial(f~uqg) = 
X
i;j;
(t0   ~xi;j)

cyi+1;j;ci;j; + h:c:

 
X
i;j;
(t0   ~yi;j)

cyi;j+1;ci;j; + h:c:

;
(3.7)
where f~uqg is a set of variational parameters corresponding to the distortion amplitude
with wave vector q. The bond variables ~xi;j and ~yi;j are determined from f~uqg by the
equations similar to (3.3).
As for the numerical calculation, we employ the variational Monte Carlo (VMC)
method proposed by Yokoyama and Shiba [42]. Furthermore, we optimize the varia-
tional parameters by a reweighting technique known as a xed sample method to avoid
ensemble dependence [43]. We take 104-105 samples of the Monte Carlo simulation for
the optimization of the trial function and those for the calculation of physical quan-
tities using the optimized wave function. In the optimization process, the variational
parameters are determined to three digit accuracy. As for the calculation of physical
quantities, the samples are divided into four bins in order to estimate statistical errors
from standard deviations.
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Fig. 3.1 The schematic representation of the single-mode Peierls distortion with
the Fourier component of a vector Q = (; ) (a) and the multimode Peierls dis-
tortion with multiple Fourier components of vectors Q and Q=2 (b) and vectors Q,
3Q=4 and Q=4 (c). The thick solid lines and the dotted lines represent the shorter
bonds and the longer bonds, respectively.
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3.2 Results of On-Site Interaction
First, we examine the electron correlation eects of the on-site interaction, setting V to
zero. Figure 3.2 shows the U dependence of the MMP distortion amplitude with varying
: (a) for the pattern (i) and (b) for the pattern (ii). We nd that the distortion
amplitude increases with increasing U , exhibits a maximum at U=t0 = 5  6 and
gradually decreases for larger U for both patterns at every . This enhancement of
the distortion amplitude is qualitatively equivalent to that obtained in the previous
works: the distortion amplitude increases up to U=t0 = 4 in the one-dimensional PH
model [25] and also it is found to increase for small U in the two-dimensional MMP
state using the second-order perturbation method [35]. Therefore the enhancement of
the distortion amplitude in the two-dimensional MMP state is due to the suppression
of charge uctuations by the on-site Coulomb interaction U . In Fig. 3.3(a), we also nd
that the degeneracy of two patterns of the MMP states remains for any value of U .
In order to investigate the competition between the MMP state and the antiferro-
magnetic(AF) state, we study the AF state by introducing a staggered magnetic eld
into the trial Hamiltonian Htrial instead of f~uqg as follows:
Htrial =  t0
X
i;j;

cyi+1;j;ci;j; + h:c:

  t0
X
i;j;

cyi;j+1;ci;j; + h:c:

 
X
i;j
( 1)i+j(ni;j;"   ni;j;#);
(3.8)
where  is a variational parameter. Figure 3.4 shows the energy of the MMP state
for  = 3:25; 4:5 and 5:75 as well as that of the AF state. The intersection point of
the solid line and the dashed line indicates a transition point from the MMP state to
the AF state. It is estimated that the transition occurs at U=t0 ' 1:1; 2:8 and 6:7 for
 = 3:25; 4:5 and 5:75, respectively. The transition is found to be of the rst order
because the energy curves have dierent slopes at the intersection point for each . In
addition, there is no coexistence of the MMP distortion and the AF order because we
cannot nd a stable state with simultaneously non-zero values of f~uqg and .
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Fig. 3.2 The U dependence of the sinusoidal (Fourier) component uq of the lattice
distortion for various , V being set to zero. Figures (a) and (b) correspond to the
patterns (i) and (ii), respectively.
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3.3 Results of Nearest-Neighbor Interaction
Next, we study the eects of V for U=t0 = 1 and  = 4:5. Figure 3.5 shows the V
dependence of the Fourier component uq of the MMP distortion amplitude for patterns
(i) and (ii). The dependence of the distortion amplitude on V is qualitatively dierent
from that on U . The distortion amplitude starts to increase as a nearly linear function
of V . Therefore it is found that V eectively enhances the e-l coupling in the rst
order with respect to V . In Fig. 3.3(b), we conrm that the degeneracy between the
two patterns remains, just as in the case of U [Fig. 3.3(a)], over the whole range of V
considered in the present study.
When the nearest-neighbor interaction V is suciently large, the ground state has a
charge order with the wave vector Q. To explore the phase transition point from the
MMP state to the charge-ordered (CO) state, we replace the staggered magnetic eld
in the trial Hamiltonian with a staggered scalar potential:
Htrial =  t0
X
i;j;

cyi+1;j;ci;j; + h:c:

  t0
X
i;j;

cyi;j+1;ci;j; + h:c:

  
X
i;j
( 1)i+j(ni;j;" + ni;j;#);
(3.9)
where  is a variational parameter. In this CO state, doubly occupied and empty sites
alternate in both x- and y-directions. Figure 3.6 indicates that the transition point from
the MMP state to the CO state is located at V=t0 ' 0:39 for U=t0 = 1 and  = 4:5 in
precisely the same way as the case for the estimation of the transition point between
the MMP state and the AF state. Moreover we conclude that this transition is also of
the rst order and that there is no stable state having both the Peierls distortion f~uqg
and the charge order parameter .
We have also studied the eects of the nearest-neighbour Coulomb interaction on
the MMP state for U=t0 = 4 and  = 4:5, nding the enhancement of the distortion
amplitude and the transition to the CO state though the MMP state is a metastable
state in this case.
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Fig. 3.5 The sinusoidal (Fourier) component uq of the lattice distortion as a func-
tion of V for  = 4:5 and U=t0 = 1. Figures (a) and (b) denote the data for the
multimode Peierls states with the patterns (i) and (ii), respectively.
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Fig. 3.7 The phase diagram on the U -V plane for 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Peierls state, the antiferromagnetic state and the charge-ordered state are denoted
as MMP, AF and CO, respectively. The dashed lines are guides to the eyes.
3.4 U   V Phase Diagram
Finally, we depict the phase diagram in the U   V plane for  = 4:5. In Fig. 3.7, the
circles denote the phase transition points determined by the variational Monte Carlo
method. The dashed lines are guides to the eyes. It is found that all the transitions are
of the rst order. In addition, there is no coexistence of any two phases. Compared with
the phase diagram obtained by the Hartree-Fock approximation, the phase boundary
between the AF and MMP states moves towards the AF phase. This is because the
electron correlation eects suppress the charge uctuation and consequently stabilize
the MMP state. In contrast, the phase boundary between the CO and MMP states
moves very little because it seems that the eects of V are conned almost exclusively
to the rst-order term included in the Hartree-Fock approximation.
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3.5 Summary
In this chapter we have studied the electron-correlation eects of the on-site and the
nearest-neighbor Coulomb repulsions, represented by parameters U and V , on MMP
states using the VMC method. We have considered two energetically degenerate MMP
states, which have the lattice distortions with the wave vectors Q and Q=2 and those
with the wave vectors Q, 3Q=4 and Q=4. When U is increased up to 5t0 with V xed at
0, all the Fourier components of the lattice distortions are enhanced. This enhancement
is because U suppresses the charge uctuation and stabilizes the covalent MMP state.
When V is increased for xed U=t0, the MMP distortion increases roughly as a linear
function of V because V eectively enhances the e-l coupling in the rst order. It has
been conrmed that when U (V ) is increased, the rst-order transition occurs from the
MMP state to the AF (CO) state. In addition, the electron correlation eects do not lift
the degeneracy between the two MMP patterns. Because the two-dimensional square
lattice system undergoes the phase transition from the MMP state to the AF state before
a remarkable increase of the distortion amplitude, the experimental observation of the
enhancement of the distortion amplitude might be dicult. It would be interesting
to study the correlation eects in a three-quarter-lled triangular lattice which is also
found to exhibit the MMP transition [44].
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Chapter 4
Perturbation Calculation of Electron
Correlation Effects on Multimode Peierls
State
In Chapter 3, the eects of the electron correlations were studied by the variational
method. The multimode Peierls(MMP) distortion amplitudes were enhanced as U in-
creased to 5t0  6t0. The previous study within the Hartree-Fock(HF) approxima-
tion, however, revealed that there was no enhancement of the distortion amplitude [31].
Therefore it would be necessary to go beyond the HF approximation to understand the
enhancement. In this chapter, we investigate the eects of uctuations around the HF
solution, calculating the second-order corrections to the lattice distortion by the per-
turbation method. We then compare the results of the variational method with those
of the perturbation method.
4.1 Formulation
We decompose the Hamiltonian of the two-dimensional extended Peierls-Hubbard
model, given by (3.1) and (3.2), into the HF term and the remaining uctuation term
as follows:
H = HHF +H 0; (4.1)
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HHF = 
X
r;

t0   (ux(HF)r+ex   uy(HF)r ) + V xr;
  
cyr;cr+ex; + h:c:

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X
r;

t0   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
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f(r+ea;0 + r ea;0)nr;   r;r+ea;0g+ (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2
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(4.2)
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(nr;   r;)(nr+ea;0   r+ea;0)  (ar;)2
#
+
X
r;
((ux(cor)r+ex   ux(cor)r ) + V xr;)
 
cyr;cr+ex; + h:c:

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X
r;
((uy(cor)r+ey   uy(cor)r ) + V yr;)
 
cyr;cr+ey; + h:c:

+
K
2
X
r

u
x(cor)
r+ex   ux(cor)r
2
+

u
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r+ey   uy(cor)r
2
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X
r;a

u
a(HF)
r+ea   ua(HF)r

u
a(cor)
r+ea   ua(cor)r

;
(4.3)
where r; and ar; are the expectation values with respect to the HF ground state:
r; = hnr;iHF;
ar; = hcyr;cr+ea;iHF = hcyr+ea;cr;iHF:
(4.4)
The lattice displacements fux(HF)r ; uy(HF)r g are calculated by the solution of the HF
equation, fux(cor)r ; uy(cor)r g being the corrections of the lattice displacements due to the
electron correlation beyond the HF approximation. Note that r represents the two
dimensional lattice point, a indicates the x or y direction, ex (ey) being a unit vector
along the x (y) axis,
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The HF equation is obtained from eq. (4.2) as follows:


 (r) = 
X
a

(t0   

u
a(HF)
r+ea   ua(HF)r

+ V ar;)

 (r + ea)
+ (t0   

ua(HF)r   ua(HF)r ea

+ V ar ea;)

 (r   ea)

+

Ur;  + V
X
a;0
(r+ea;0 + r ea;0)

 (r);
(4.5)
where f (r)g is the -th electronic energy eigenfunction with spin  and fg is the
corresponding energy eigenvalue. The summation index a means the sum for both x-
and y- directions. The equation determining the lattice displacements in the adiabatic
approximation is derived from the condition of minimizing the HF energy,
@hHHFi
@u
x(HF)
r
=
@hHHFi
@u
y(HF)
r
= 0: (4.6)
Equation (4.6) results in the self-consistent equation of the lattice displacements as
follows:
ua(HF)r = (u
a(HF)
r+ea +u
a(HF)
r ea )=2+

K
X
;
0 f (r + ea) (r)   (r   ea) (r)g ; (4.7)
where the prime attached to the summation symbol indicates the sum over occupied
states.
We determine the ground state of eq. (4.2) by the following procedure. The ini-
tial condition is set appropriately for the lattice displacements fuarg and the site and
bond potentials fr;; ar;g. The initial lattice displacements are assumed so that their
nonzero Fourier components consist of wave vectors Q and Q=2 for the MMP pattern
(i) and Q, 3Q=4 and Q=4 for the MMP pattern (ii). As for the initial site and bond
potentials, spatially uniform values seem to be appropriate as far as the MMP states
are concerned. The coupled HF equations (4.4) and (4.5) are solved self-consistently by
an iterative method. After the convergence of the site and bond potentials, the lattice
displacements are updated according to eq. (4.7). We repeat the above-mentioned step
until the convergence of the lattice displacements is achieved.
Next, we take into account the eects of uctuations around the HF solution. In
order to study the uctuation eects systematically, we introduce the Green function
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and its Fourier transform generally as follows:
Gr;r0(t) =  ihTcr;(t)cyr0;(0)i;
Gr;r0(!) =
Z 1
 1
dtei!tGr;r0(t):
(4.8)
The Fourier transform of the Hartree-Fock Green function, GHr;r0(!), is obtained as
GHr;r0(!) =
Z 1
 1
dtei!tGHr;r0(t) =
X

0;(r);(r
0)
!      i
+
X

00;(r);(r
0)
!    + i
; (4.9)
where the single (double) prime attached to the summation symbol indicates the sum
over occupied (unoccupied) states. The integration of GHr;r0(!) on the complex ! plane
gives Z 1
 1
d!
2i
GHr;r0(!) =
X

0;(r);(r0); (4.10)
where the contour of integration is closed with an innite semicircle in the upper half
plane of !.
The Fourier transform of the exact Green function Gr;r0(!) satises a Dyson-like
equation,
Gr;r0(!) = G
H
r;r0(!) +
X
n;m
GHr;n(!)
NH
n;m(!)G

m;r0(!); (4.11)
where NHr;r0 (!) is an additional self-energy part (non-HF part) neglected in the HF
approximation.
The self-consistent equation for the j-th order correction to the lattice displacement
fux(j)r ; uy(j)r g is written as follows [48,49]:
ua(j)r = (u
a(j)
r+ea + u
a(j)
r ea)=2 +

K
X

Z 1
 1
d!
2i

G
(j)
r+ea;r(!) G
(j)
r;r ea(!)

; (4.12)
where G(j)r;r0 (!) also indicates the j-th order correction to the Green function. We can
ignore the rst-order corrections, ua(1)r and G
(1)
r;r0 , because all the kind of the rst-order
self energy is included in the HF approximation.
In the second-order perturbation, eq. (4.11) gives
G
(2)
r;r0 (!) =
X
n;m
GHr;n(!)
NH(2)
n;m (!)G
H
m;r0(!): (4.13)
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The second-order non-HF part of the self energy NH(2)r;r0 is depicted diagrammatically
in Fig. 4.1. It consists of two contributions: one from the interaction between the elec-
tron and the second-order correction to the lattice displacements denoted as NH(2:)r;r0 ,
and the other from the second-order uctuations with respect to the on-site and the
nearest-neighbor electron correlations denoted as NH(2)r;r0 (!). In Fig. 4.1, the solid line
represents the HF Green function while the dotted line means either of the electron-
electron interactions.
It should be noted that the HF Green function GHr;r0(!; fuHFg) changes to
GHr;r0(!; fuHF + u(2)g) due to the second-order correction of the lattice displacements
fua(2)r g. We dene its dierence GH(2)r;r0 as [49]
G
H(2)
r;r0 = G
H
r;r0(!; fuHF + u(2)g) GHr;r0(!; fuHFg): (4.14)
The HF self energy Hr;r0(!; fuHFg), therefore, also changes to Hr;r0(!; fuHF + u(2)g).
We dene the second-order correction to the HF self energy as H(2)r;r0 = 
H
r;r0(!; fuHF+
u(2)g)   Hr;r0(!; fuHFg). Including this correction of the HF self energy to eq. (4.13),
we obtain
G
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n;m (!)G
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In eq. (4.15), the rst term on the right-hand side is calculated by using the formula of
the HF self energy,
H(2)r;r =
Z 1
 1
d!
2i

UG H(2)r;r (!) + V
X
a;0
(G
0H(2)
r+ea;r+ea(!) +G
0H(2)
r ea;r ea(!))

;
H(2)r;r+ea = 
H(2)
r+ea;r =  
Z 1
 1
d!
2i
V G
H(2)
r;r+e(!) ;
(4.16)
the second term is calculated by the rst-order perturbation method with respect to
u
a(2)
r , the third term being calculated by the second-order perturbation method with
respect to U and V . Substituting eq. (4.15) into eq. (4.12), we can derive the inhomo-
geneous equation determining the second-order correction to the lattice displacements.
which satisfy the relation,
uar = u
a(HF)
r + u
a(2)
r : (4.17)
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Fig. 4.1 Diagrammatic representations of the self energy of the second order with
respect to the perturbation Hamiltonian H 0. The cross symbol indicates the inter-
action between the electron and the second-order correction to the lattice distortion.
The solid lines and the dashed lines show the Hartree-Fock Green function and the
Coulomb interactions U or V , respectively.
In the following sections, we show the results of calculation for the dimensionless e-l
coupling  = 2=Kt0 = 0:39, which was used in the variational Monte Carlo(VMC)
calculation in Chapter 3. Hereafter, we redene the dimensionless lattice displacement
as uar=t0 ! uar and discuss the results in terms of the lattice distortion instead of the
lattice displacement,
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4.2 Second-Order Fluctuation Effects of On-Site Coulomb
Interaction
In Fig. 4.2, the Fourier components of the lattice distortions with wave vector q are
depicted as functions of U . We take the lattice sizes to be L L = 8 8, 12 12 and
1616 for the MMP distortion pattern (i), and 88 and 1616 for the MMP distortion
pattern (ii). The case of 1212 lattice is excluded from the MMP distortion pattern (ii)
because its lattice distortion has a unit cell of 8  1. Although the degenerate ground
states with the other MMP distortion patterns exist in the 12 12 and 16 16 lattices,
we restrict ourselves to the lattice distortion patterns (i) and (ii) for comparison with
the previous VMC calculation. Figures 4.2(a) and 4.2(b) show results for the patterns
(i) and (ii), respectively. We conrm that the lattice distortion increases as a function
of U except for the case of 8 8 lattice. The 8 8 lattice is an exception; it seems to be
qualitatively dierent from the lattices of the other sizes due to the nite size eect. It
is found that the eects of the second-order uctuation depend on the distortion modes.
The result of the 16 16 lattice in Fig. 4.2(a) indicates that the lattice distortion with
the wave vector Q=2 increases more signicantly than that with the wave vector Q
while the data of the 1616 lattice in Fig. 4.2(b) indicates the lattice distortions of the
Q=4- and 3Q=4- modes increase more rapidly than that of the Q mode. In Fig. 4.2(c),
the perturbation results are compared with the VMC results for the 12  12 lattice
with the MMP distortion pattern (i). In the small U region (U=t0 < 1), the two curves
relatively agree with each other. Thus, the enhancement of the lattice distortion can be
explained well by the second-order uctuation eects in the weak limit of U . However,
the two curves deviate with increasing U , which indicates that higher-order eects are
not negligible for larger U .
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Fig. 4.2 The on-site U dependence of the Fourier components of the lattice dis-
tortions with wave vector q at the nearest-neighbor interaction V = 0 and the
dimensionless electron-lattice coupling  = 0:39, L being the linear dimension of
the square lattice. (a) and (b) correspond to the MMP states with the lattice dis-
tortion patterns (i) and (ii), respectively. In (c), a comparison is made between the
perturbation results and the variational Monte Carlo (VMC) results in the 12 12
lattice.
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4.3 Second-Order Fluctuation Effects of
Nearest-Neighbor Interaction
Figure 4.3 shows the V dependence of the second-order correction to the Fourier compo-
nents of the lattice distortions with wave vectors q = Q andQ=2 for the MMP distortion
pattern (i): (a) for U = 0 and (b) for U = 2t0. The results for three systems of dierent
sizes are displayed in each panel. In all the cases, the second-order correction to the
lattice distortion is suciently small. Fig. 4.4 compares the total lattice distortions
corresponding to the wave vector q calculated by the perturbation method with those
obtained by the VMC method for the system size 8  8. We nd a good agreement
between the perturbation results and the VMC results. All the data increase almost
linearly in the weak coupling region of V . Therefore we can conclude that the increase
in the eective electron-lattice(e-l) coupling with increasing V and the resulting increase
in the lattice distortion occur mostly due to the rst-order correction with respect to
V , which is already included in the HF approximation.
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Fig. 4.3 The nearest-neighbor V dependence of the second-order correction to the
Fourier component of the lattice distortion with wave vector q for the MMP pattern
(i) at  = 0:39. (a) and (b) show the results for the cases U = 0 and U = 2t0,
respectively.
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Fig. 4.4 The comparison of V dependencies of the lattice distortions with wave
vector q between the perturbation calculation and the VMC calculation. (a) shows
the results for U = 0 while (b) is for U = 2t0. The lattice size is 8 8.
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4.4 Summary
In this chapter, the electronic correlation eects on the MMP states have been studied
by the second-order perturbation with respect to the on-site interaction U and the
nearest-neighbor interaction V around the HF solution. As non-perturbative solutions,
we have taken the MMP states with the lattice distortion pattern (i) and the pattern
(ii). These MMP states are non-trivially degenerate ground states. For the comparison
between the calculation by the perturbation method and that by the VMC method,
we have chosen the dimensionless e-l coupling  to be same as the value used in the
VMC calculation in Chapter 3. We have focused on the results of 12 12 and 16 16
lattices because the 8  8 lattice exhibits a behavior qualitatively dierent from the
other lattices due to the nite-size eect.
It is found that the second-order uctuation of U enhances all the Fourier components
of the lattice distortions for the MMP distortion patterns (i) and (ii). This enhancement
would be presumably due to the suppression of charge uctuations by the second-order
correlation eects. The agreement between the perturbation results and the VMC
results indicates the validity of the VMC calculation in the weak coupling limit of U .
We have also investigated the eects of the second-order uctuation of V . In contrast
to the U dependence, the lattice distortion is modulated in the rst order of V while
the eect of the second-order correlation is negligibly small. Thus, for V , the rst-order
eect is dominant. This eect, which increases the eective e-l coupling, was included in
the HF approximation. As in the case of U , the present perturbation results reproduce
well the VMC results in the weak coupling region of V .
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Chapter 5
Domain Wall in Multimode Peierls State
5.1 Localized State on Domain Wall
In this chapter, we use again the Su-Schrieer-Heeger (SSH) model on the square lattice
to study the magnetically excited state where the number of electrons with spin up is
larger than that of electrons with spin down by nearly the linear dimension of the
square lattice, while keeping the total number of electrons to be equal to that of the
lattice points. The excess spins are localized along the domain wall which separates a
pair of multimode Peierls(MMP) states. For simplicity, we neglect the electron-electron
interactions. Furthermore, the periodic boundary conditions for both x and y directions
are assumed so that we can neglect the boundary eects, focusing on the domain wall
structure.
From the static condition (4.6) for the SSH Hamiltonian, the self-consistent equations
for the lattice distortions are obtained as
xr =  2
K
X
;
0
"
 (r)

 (r + ex) 
1
Lx
Lx 1X
m=0
 (r +mex)

 (r + (m+ 1)ex)
#
;
yr =  2
K
X
;
0
24 (r) (r + ey)  1Ly
Ly 1X
n=0
 (r + ney)

 (r + (n+ 1)ey)
35 ; (5.1)
where  (r) is the one-particle wave function with spin , which diagonalizes HSSH,
Lx and Ly being the linear dimensions of the square lattice. The prime attached to
the summation symbol indicates the  and  sums over the occupied states. The
second terms on the right-hand sides are the Euler-Lagrange multipliers due to the
constraints that
PLx 1
m=0 xr+mex = 0 and
PLy 1
n=0 yr+ney = 0. By using an iterative
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method, we determine the static solution of the self-consistent equation (5.1). For
smooth convergence of the self-consistent calculation in small systems, we have chosen
the dimensionless electron-lattice coupling  = 2=Kt0 to be 0:8, which is somewhat
larger than that of quasi-two-dimensional organic compounds such as BEDT-TTF-salts
family. However, we have conrmed that qualitatively the same results are obtained
irrespective of the choice of  in large systems.
The initial lattice distortion is depicted in Fig. 5.1 (a), where the grey and black
lines represent the longer and shorter bonds, respectively. The width of the line is
proportional to the distortion amplitude. We can assign a pair of regions of the MMP
pattern (i) separated by the discommensuration (or the defect line) parallel to the MMP
pattern. This discommensurate defect line is called the domain wall in the present study.
We take the lattice size as Lx = Ly = 4`+1, ` being an integer. These values of Lx and
Ly are chosen because the lattice distortion of the pattern (i) has the four-fold periodicity
in x and y directions and the existence of the domain wall requires to increase the lattice
size by one site in both the directions. We assume that the number of spin-up electrons
is N" = (2` + 1)(4` + 1), while that of spin-down electrons is N" = 2`(4` + 1). The
number of excess spins is therefore Ns = N"  N# = 4`+ 1.
Figure 5.1 (b) shows the static solution of the lattice distortion obtained by the
iterative method. We depict schematically the spin density hnr;"i   hnr;#i in Fig. 5.1
(c), where the area of the circle is proportional to the spin density. It shows obviously
that excess spins are localized on the domain wall. In addition, we nd that the spin
density has nonzero amplitudes only on one of the two sublattices. Figure 5.2 shows
the electronic energy levels in the case of 33 33 lattice. Since the present system has
translational symmetry in the direction parallel to the domain wall, ( 1; 1) component
of the two-dimensional wave vector k is a good quantum number. The horizontal axis
in Fig. 5.2 denotes the \wave number" k corresponding to the wave vector ( k; k). We
can see a mid-gap state with zero energy for every wave number. The total number of
zero-energy states for either spin up or spin down is Lx(= Ly), which is equal to the
number of excess spins on the domain wall. The mid-gap states form a dispersionless
at band in the Peierls gap.
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Fig. 5.1 The initial lattice distortion (a) and the static lattice distortion (b) on
the 1717 lattice. The grey and black lines indicate the longer and shorter bonds,
respectively. The line width is proportional to the distortion amplitude. The spin
density is shown in (c), where the density is proportional to the area of the circle.
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Fig. 5.2 The electronic energy levels in the presence of the domain wall parallel
to the MMP pattern. The system size is 33 33. The horizontal axis is the \wave
number" k corresponding to the wave vector k = ( k; k).
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5.2 Localized Wave Function
In this section, we investigate the localized wave function. The proles of the real part
of the wave function with zero energy for 17  17 lattice are depicted in Fig. 5.3. (a),
(b) and (c) corresponds to k = 0; =4 and =2, respectively, where the area of the circle
is proportional to the amplitude and the shading denotes the sign. The wave function
is completely localized on the domain wall at k = =2 and starts to penetrate gradually
into the inside of the system as k increases, extending to the maximum length at k = .
All the wave functions with zero energy have nite amplitudes only on one of the two
sublattices including diagonal sites on the domain wall.
Next, we construct analytically the localized wave function with zero energy. Taking
into account the translational symmetry in the (-1,1) direction as seen in Fig. 5.1(b),
we only have to solve the Schrodinger equation for the unit cell which consists of Lx1
lattice points. Now we assume the energy eigenfunction as
 (x; y) =
1p
Lx
e ik(x y)k(x+ y); (5.2)
which is the product between the plane wave with the wave vector k = ( k; k) parallel to
the domain wall and a function of the coordinate (x+y) perpendicular to it. Substituting
eq. (5.2) and dividing both sides by e ik(x y), we reduce the Schrodinger equation of
HSSH to the one-dimensional problems as
k(X) =  (t0   xX)e ikak(X + a)  (t0   xX a)eikak(X   a)
  (t0   yX)eikak(X + a)  (t0   yX a)e ikak(X   a);
(5.3)
where X = x+ y, a being the lattice constant chosen to be unity in the present model.
In order to be a solution with  = 0, the right-hand side of eq. (5.3) should vanish. This
requirement for the zero-energy state reads:
k(X + a)
k(X   a) =  
2tX a   itX atan(ka)
2tX + itXtan(ka)
 rX ; (5.4)
with
tX =
1
2
(2t0   (xX + yX));
tX = (yX   xX):
(5.5)
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The ratio rX should satisfy jrX j < 1 so that the wave function can be normalized. We
have conrmed that this condition is satised as far as X   a and X + a belong to one
of the sublattices. On the other hand, if X   a and X + a belong to another sublattice,
jrX j is larger than unity and the wave function diverges as X increases to innity. Thus
we can conclude that all the wave functions with zero energy have amplitudes only on
one of the sublattices. Note that there is one zero-energy state for every wave number
k and that the localization length in the direction perpendicular to the domain wall
depends on k.
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Fig. 5.3 The schematic gure of the real part of the wave function with zero energy
on the 1717 lattice. The area of the circle is proportional to the amplitude, while
the shading denotes the sign. The \wave number" k of (a), (b) and (c) is 0; =4
and =2, respectively.
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5.3 Domain Walls with Various Orientations
In the previous section, we studied the domain wall parallel to the MMP distortion
pattern which has the translational symmetry in the ( 1; 1) direction. We investigate,
in this section, the domain walls oriented to other directions: one forms an angle of 45
degrees with the MMP pattern and another is perpendicular to the MMP pattern.
First, the 45-degree domain wall is calculated by the same way as in the previous
section. Figures 5.4 (a) and (b) show the initial lattice distortion and the self-consistent
static solution, respectively. In order to create the discommensuration line as seen in
Fig. 5.4 (b), we must increase the lattice size by one site in the x direction, resultingly
setting the system size to LxLy = (4`+1)4`. The total number of up-spin electrons
is N" = 4`(2` + 1), while that of down-spin electrons is N# = 8`2. Thus the number
of excess spins is Ns = 4`, which is equal to Ly. As seen in Fig. 5.4 (b), a unit
cell is made of Lx  4 lattice points with the translational symmetry along the y axis.
In Fig. 5.4 (c), we show the electronic energy levels for Lx  Ly = 113  112 lattice,
where the horizontal axis denotes the y component of the wave vector k = (0; k), which
is parallel to the domain wall. A vertically magnied view around  = 0 is shown in
Fig. 5.4 (d).
It is found that there are four mid-gap bands because the unit cell consists of four
sites in the y direction: two of them form doubly degenerate at bands with zero energy
and the others form dispersive bands with positive and negative energies symmetrically
placed around  = 0. The energy levels in the dispersive bands remain nonzero even in
the thermodynamic limit Lx(Ly) ! 1. The proles of the wave functions of doubly
degenerate zero-energy states in the at bands are depicted in Figs. 5.5 (a)-(d), where
(a) and (b) correspond to k = 0, while (c) and (d) are results for k = =4. Every
wave function of the zero-energy state has amplitudes only on one of the sublattices.
In addition, all the zero-energy wave function have amplitudes on the same sublattice.
In contrast to the previous case of the domain wall parallel to the MMP pattern, the
penetration length is independent of the wave vector parallel to the domain wall. As for
the electronic states with positive or negative energies in the mid-gap dispersive bands,
the wave function has amplitudes on both sublattices as seen in Figs. 5.6 (a) for k = 0
and (b) for k = =4 where the proles of the wave functions of negative-energy states
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are depicted as examples.
Next, we investigate the domain wall perpendicular to the MMP pattern as shown in
Figs. 5.7 (a) and (b). We set the lattice size to Lx  Ly = (4` + 2)  (4` + 2) due to
the fact that there are two domain walls in the system. The total number of up-spin
electrons is N" = 4(`+1)(2`+1), while that of down-spin electrons is N# = 4`(2`+1).
Thus the number of excess spins is Ns = 4(2`+1), which is equal to 2Lx. The unit cell
is a tilted rectangle with Lx2 sites and its translation vector is parallel to the domain
wall. Figure 5.7 (c) denotes the electronic energy levels for 114  114 lattice, while a
vertically magnied view around  = 0 is shown in (d). The wave number k represents
x or y component of the wave vector k = (k; k). In Fig. 5.7 (d), two mid-gap bands
exist because the unit cell consists of two sites in the direction parallel to the domain
wall. In addition, every state in the mid-gap bands is doubly degenerate because there
exist a pair of domain walls in the system. Since the doubly degenerate mid-gap bands
overlaps at k = 0 and  = 0, the zero-energy states at k = 0 is fourfold degenerate. Only
these four states have zero energy even in the thermodynamic limit. In Figs. 5.8 (a) and
(b), we show the real part of the wave functions of the zero-energy states at k = 0. It
is revealed that the zero-energy wave function is a linear combination of the four wave
functions, each of which is localized around the domain wall I or II with amplitudes
on the A or B sublattice. Here, the two domain walls are distinguished by I and II,
while the two sublattices by A and B. As for the mid-gap states with the wave number
k 6= 0, every wave function has amplitudes on both sublattices as shown in Fig. 5.8 (c)
for k = =4 as an example.
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Fig. 5.4 The schematic gure of the initial lattice distortion (a) and that of the
static solution (b) for the 45-degree domain wall in the system of LxLy = 1716.
(c) denotes the electronic energy levels as a function of the wave number k of the
wave vector k = (0; k) for 161  160 lattice. (d) is a vertically magnied view of
(c) around  = 0. Note that the zero-energy states are doubly degenerate for every
k.
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Fig. 5.5 The real part of a pair of zero-energy wave functions belonging to the mid-
gap at bands for k = 0[(a) and (b)] and k = =4[(c) and (d)]. All the zero-energy
wave functions have amplitudes on the same sublattice.
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(b)
Fig. 5.6 The real part of the negative-energy wave functions belonging to the mid-
gap dispersive bands for (a) k = 0 and (b) k = =4. Note that the nonzero-energy
wave functions have amplitudes on both sublattices.
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Fig. 5.7 The schematic representation of the initial lattice distortion (a) and the
static solution (b) for the domain wall perpendicular to the MMP pattern. The
system size is 34  34. (c) denotes the electronic energy levels on the 114  114
lattice. The horizontal axis is kx or ky component of the wave vector k = (k; k).
(d) shows a vertically enlarged view of (c) around  = 0. Note that every energy
level is doubly degenerate.
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Fig. 5.8 The real part of the localized wave functions with zero energy at k = 0
[(a) and (b)] and that with negative energy at k ' =4 (c).
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5.4 Index Theorem
In the previous sections, we have examined the mid-gap states associated with the
domain walls. In this section, we particularly focus on the zero-energy states. For
this study, we use the index theorem, which was originally introduced to determine the
number of zero eigenvalues of Dirac operators. It is based on the trace as follows [57]:
Tr

z
LyL+ z

  Tr

z
LLy + z

; (5.6)
where L is an m n matrix acting on the partial space of the state vector included in
the Hamiltonian:
H =
 
0 L
Ly 0
!
: (5.7)
The Hamiltonian can be written as eq. (5.7) when the system can be decomposed into
two sublattices and all nearest-neighbor sites of any site on one of the sublattices belongs
to the other sublattice. This type of lattice is called a bipartite lattice. Our model of
the present study is dened on the bipartite lattice.
The eigenstate of the Hamiltonian consists of vectors u and v, each of which is dened
on dierent sublattice. In particular, a zero-energy eigenstate is written as 
u
0
!
with Lyu = 0 (5.8)
or  
0
v
!
with Lv = 0: (5.9)
Thus, the zero-energy state of the Hamiltonian can be chosen to have amplitudes only
on either of the sublattices. Noting the positive deniteness of the operator LyL (or
LLy), we can derive a one-to-one correspondence between the zero-energy states of LyL
and L (or LLy and Ly).
Equation (5.6) approaches the dierence between the number of zero eigenvalues of
LyL and that of LLy as z ! 0 and equivalently the dierence between the number of
zero eigenvalues of L and that of Ly. The reason is as follows. Let us evaluate the
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trace of z=(LyL + z) in the basis of the eigenstates of LyL. Then a zero eigenvalue
of LyL gives unity, while a non-zero eigenvalue gives zero as z ! 0. This is also the
same for z=(LLy + z). Thus, index(L) dened by the dierence in the dimension of
the zero-eigenvalue space between L and Ly is equal to the dierence of the trace (5.6)
evaluated in the limit z ! 0.
We consider the following value instead of the direct calculation of eq. (5.6):
1
2
Tr

[H; z]

H + iz
1
2
 1
; (5.10)
where z is a pseudospin operator,
z =
 
1m 0
0  1n
!
: (5.11)
Here 1m (1n) is an mm (n n) identity matrix. The commutator [H; z] is a kind of
current operator, in which the electron transfer from the A(B) sublattice to the B(A)
sublattice is weighted by 1( 1). By calculating the trace in the basis of the eigenstates
of the Hamiltonian, it is easily found that eq. (5.10) becomes zero. This is because
the net current should vanish in the equilibrium state. It is straightforward to rewrite
eq. (5.10) by using matrix algebra as follows:
0 =
1
2
Tr

[H; z]

H + iz
1
2
 1
= Tr

LLy
LLy + z

  Tr

LyL
LyL+ z

= Tr

z
LyL+ z

  Tr

z
LLy + z

+Tr [1m]  Tr [1n] ;
(5.12)
where use has been made of
(H + iz
1
2 ) 1 =
 
 iz 12 L
Ly  iz 12
! 
(LLy + z) 1 0
0 (LyL+ z) 1
!
: (5.13)
Thus, we obtain the nal expression for the index,
index(L) = lim
z!0

Tr

z
LyL+ z

  Tr

z
LLy + z

= n m: (5.14)
Equation (5.14) reveals that the dierence between the number of total lattice points
of one sublattice and that of the other sublattice agrees with the dierence between the
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number of zero eigenvalues of LyL and that of LLy. This dierence is also equivalent
to the dierence between the number of zero eigenvalues of L and that of Ly. The
above statement is a lattice version of the index theorem. When n 6= m, at least jn mj
zero-energy states exist on the larger one of the two sublattices. Note that a pair of zero-
energy states, each lying on dierent sublattice, can emerge and also that the multiple
pairs can exist simultaneously because index(L) remains invariant with respect to the
pair creation.
We apply this index theorem to the zero-energy states associated with the domain
walls. Since the index theorem is established for bipartite lattices, we adopt the xed
boundary condition in the direction perpendicular to the domain wall, while the periodic
boundary condition is maintained in the direction parallel to the domain wall. The xed
boundary creates edge lines and may cause localized states with zero energy at the edges
as seen in zig-zag edges of a graphene nanoribbon. We calculate the electronic wave
functions by diagonalizing the Hamiltonian for the xed boundary condition.
First, we discuss the results for the domain wall parallel to the MMP pattern as seen
in Fig. 5.9(a). In this case, the system is a parallelogram with (4`+1) (4`+1) lattice
points. The sublattices, called A- and B- sublattices hereafter, consist of (2`+1)(4`+1)
and 2`(4`+1) lattice points. Thus, the dierence in the number of lattice points between
the A sublattice and the B sublattice is 4` + 1. We have found that 4` + 1 localized
states with zero energy remain around the domain wall as in the case of the periodic
boundary condition and that no edge state appears. The wave functions of the localized
states with zero energy have amplitudes only on the A sublattice. The number of the
zero eigenvalues is consistent with the index theorem. Furthermore, if the domain wall
is sitting on the A sublattice, both edge lines also belong to the A sublattice. Therefore,
pair creation of edge states is prohibited by the index theorem. This is the reason why
there is no edge state in the case of the domain wall parallel to the MMP pattern.
Second, we investigate the 45-degree domain wall for the xed boundary condition. In
this case, the system is a rectangular with (4`+1)4` lattice points. We have the same
number of the lattice points on the A and B sublattices. Thus, the index, eq. (5.14),
vanishes. For each wave number, in addition to the pair of zero-energy states localized
around the domain wall, we have found another pair of zero-energy states localized
around the edges. The wave functions of the localized states around the domain wall
have amplitudes on the B sublattice, while those of the localized states around the edge
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lines have amplitudes on the A sublattice. Therefore the index theorem is maintained.
In other words, the pair of edge states emerge to satisfy the index theorem.
Finally, we consider the domain wall perpendicular to the MMP pattern. Figure 5.9(b)
shows the lattice distortion pattern for the xed boundary condition. The system is
a parallelogram with (4` + 2)  (4` + 2) lattice points. Because this system has the
same lattice points for the A and B sublattices, the index should vanish. For k = 0, the
number of zero-energy states localized around the domain walls is four, two of which
have amplitudes on the A sublattice and the remaining two have amplitudes on the B
sublattice. In addition, along the edge lines appear a pair of zero-energy states, one
of which is sitting on the A sublattice and the other on the B sublattice. For k 6= 0,
there is no zero-energy state around the domain wall, while pair creation of edge states
occurs. One of the edge state has amplitudes on the A sublattice and the other has
amplitudes on the B sublattice, as in the case of k = 0. Thus, the dierence in the
number of zero-energy states between the A and B sublattices is zero, which satises
the index theorem.
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Fig. 5.9 The schematic gures of the lattice distortions for (a) the 0-degree domain
wall with L = 17 and (b) the 90-degree domain wall with L = 34 for the xed
boundary condition in the direction perpendicular to the domain wall, while the
periodic boundary condition is still assumed in the direction parallel to the domain
wall.
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5.5 Summary
In this chapter, we have studied the domain wall in the MMP state, where the dis-
commensuration line divides an area of the MMP distortion in two regions. The excess
spins are localized at the domain wall, forming various energy bands in the Peierls gap.
These mid-gap states are two-dimensional analogs of the mid-gap states of the soliton
and the polaron in the one-dimensional system, and are essentially the same as the
edge states localized along the zig-zag boundary of the graphene nanoribbon. We have
investigated the peculiar electronic states associated with the domain walls which form
various angles with the MMP pattern. In the 0-degree case, which means the angle
between the domain wall and the direction of the translation vector of the MMP pat-
tern vanishes, the zero-energy localized state exists for every wave vector parallel to
the domain wall. Doubly degenerate at bands with zero energy and two dispersive
mid-gap bands emerge in the 45-degree case. As for the 90-degree case, the zero-energy
states emerge with fourfold degeneracy only at k = 0. For other wave numbers, there
exist only nonzero-energy states in the Peierls gap.
We have conrmed that the number of the zero-energy states for the xed bound-
ary condition satises the index theorem, which states that the dierence between the
number of the zero eigenvalues dened on the A sublattice and that dened on the B
sublattice is equivalent to the dierence between the number of the A sublattice points
and the number of the B sublattice points. In the 0-degree case, all the zero-energy
states are localized on the A sublattice. The number of the zero-energy states is equal
to the dierence in the number of the lattice points between the two sublattices. No
edge state can emerge because it is prohibited to create edge states due to the index
theorem. In the 45-degree and 90-degree cases, where the two sublattices consist of the
same number of lattice points, the number of the zero-energy states on the A sublattice
is equal to that on the B sublattice, also maintaining the index theorem. The zero-
energy states have been studied in considerable detail as summarized above. However,
the mid-gap states with nonzero energies and dispersive spectra should be elucidated in
more detail in future studies.
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Chapter 6
Conclusion and Future Work
In the present thesis, the low-dimensional Peierls states induced by the electron(spin)-
lattice coupling have been studied.
In Chapter 2, we have studied the spin-Peierls transition at nite temperatures in
the quasi-one-dimensional model. Taking into account the quantum phonon degree
of freedom and treating the interchain interaction of Heisenberg spins without any
approximations, we have investigated the phonon frequency dependence of the spin-
Peierls transition temperature and thereby depicted the temperature-frequency phase
diagram in the quasi-one-dimensional system. We have found that the transition tem-
perature decreases as the phonon frequency increases. In addition, we have determined
the universality class of the transition by using the phenomenological nite-size scaling
technique. The quantum phase transition from the spin-Peierls to the antiferromag-
netic states at zero temperature is predicted to be of the rst order from the similarity
between the present model and the S = 1 Blume-Capel model. However, the quantum
phase transition has to be investigated in more detail by numerical simulations. In our
model where the spins on the quasi-one-dimensional lattice are coupled to the Einstein
phonons sitting on the bonds along the chain axis, the lattice distortion in the spin-
Peierls phase has exhibited the in-phase pattern corresponding to the condensation of
a (; 0) phonon mode. However, the out-of-phase distortion pattern with wave vector
(; ) has been observed by electron diraction, neutron diraction and x-ray dirac-
tion on the spin-Peierls material CuGeO3. In order to settle this disagreement, we may
have to take into account the phonons on the bonds perpendicular to the chain axis.
The phase transition from the in-phase pattern to the out-of-phase pattern would be
an interesting problem to be studied in future.
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In Chapter 3, we have investigated the electron correlations in the two-dimensional
isotropic electron-lattice system. Using the variational Monte Carlo method, we have
studied the eects of the on-site(U) and the nearest-neighbor(V ) repulsions on the mul-
timode Peierls states which have the bond order with the Fourier components of the
nesting vector and some other vectors parallel to it. It is found that the electron cor-
relations do not lift the degeneracy between dierent patterns of the multimode lattice
distortion. In Chapter 4, the perturbative calculation with respect to the electron-
electron interactions has reproduced the results obtained by the variational method in
the weak coupling limit. We have depicted the U  V phase diagram by the variational
method and revealed that the region of the multimode Peierls phase extends toward
that of the antiferromagnetic phase due to the electron correlation eects because the
on-site repulsion suppresses the charge uctuation and thereby stabilizes the Peierls
state.
If we consider real materials, it will be necessary to modify the lattice model by in-
troducing anisotropy to the transfer energies [45,46] or by including electronic transfer
in one of the diagonal directions of the square lattice [47]. It is found that the mul-
timode Peierls states originally discovered in the isotropic square lattice survive even
in the modied lattices though the degeneracy between dierent patterns of the multi-
mode lattice distortion is inevitably lifted. It will be an interesting problem to study
the electron correlation eects on the multimode Peierls states in the modied lattice
models.
In Chapter 5, we have investigated the domain wall which separates a pair of regions of
the multimode Peierls states. The domain wall is not only mathematically interesting as
a two-dimensional analog of the soliton but also physically important as a spin carrier
in the two-dimensional electron-lattice system. We have systematically studied the
zero-energy states which depend on the orientation of the domain wall, analytically
constructing the localized wave functions. The number of the zero-energy states satises
the index theorem, which reects the symmetry of the lattice model. The electron
correlation eects and the impurity eects on the soliton have been extensively studied
in the literature. Therefore it will be desirable to investigate the eects of the electron
interaction and the disorder on the domain wall and to compare the results with those
of the soliton. It will also be interesting to study the dynamics of the domain wall.
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