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it would then be possible to search the atlas for any combination of 
axonal projection patterns and/or dendritic arborization of one’s 
favorite neuron. Atlases would not only prompt higher quality data 
but would be a valuable tool for stimulating new hypotheses and 
experimental designs.
What should a brain atlas contain? What are the main chal-
lenges that arise from the numerous degrees of freedom making up 
brain circuits? Here, we discuss some advantages and limitations 
of such futuristic atlases. Speciﬁ  cally, we focus on the limitations 
imposed by stereotypy and structural plasticity in mature brains 
and discuss to what extent these would affect future brain atlases 
of invertebrates and vertebrates alike. We limit our discussion to 
mature nervous systems. A discussion of atlases in the context of 
ontogenetic development is equally beneﬁ  cial (see e.g., Huetteroth 
et al., also in this issue), however, given space considerations it is 
out of the scope of this review.
ATLASES AND NEURONAL STEREOTYPY
Several sources of variability call for consideration in future atlases; 
namely, those arising from inter-neuronal variability within an ani-
mal and those arising from inter-animal variability between neu-
rons of the same type. Inter-animal variability has been quantiﬁ  ed 
most powerfully in invertebrates where neurons can be identiﬁ  ed 
individually. One of the ﬁ  rst quantitative anatomical reports was 
carried out on visual neurons of the small crustacean Daphnia 
magna (Macagno et al., 1973). These authors reconstructed axonal 
projections of identiﬁ  ed neurons and revealed that their gross ana-
tomical features are reproducible but that ﬁ  ner details are not. Since 
then, numerous studies have reported similar observations in a 
variety of species, using better staining methods and more powerful 
analytical tools (Mizrahi et al., 2000; Marin et al., 2002; Wong et al., 
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Since the days of Ramón y Cajal, it was clearly demonstrated that 
neurons come in different “ﬂ  avors”. Each neuron within a local 
circuit may look and function differently even when the neurons are 
closely packed together. Today we know that differences are evident 
at almost any scale and any level, ranging from gene expression pro-
ﬁ  les to the structure of dendritic and axonal arbors. Because it is still 
not technically possible to study all neurons within a tissue simulta-
neously, we are subjected to study one or a few neurons at a time in 
different animals. Since neurons are different, the issue of variability 
arises. This problem becomes even greater when comparisons are 
made across studies and across laboratories. To date, there is no 
common reference frame, and detailed experimental data are rarely 
shared for purposes of comprehensive comparisons. Therefore, it is 
desirable to have a shared atlas based on experimental data. When 
such atlases become available, they could provide a road map for 
comparative studies across brain regions and species.
In anatomical terms, a new atlas means reviving Cajal’s efforts 
with modern tools, but now taking into consideration not only 
the two-dimensional dendritic and axonal structures but possibly 
molecular signatures (Lein et al., 2007), and even complete synaptic 
connectivity patterns (Lichtman et al., 2008). Furthermore, atlases 
containing shared data from many research groups would allow 
in-depth morphological analysis, which could shed light on the 
relation between arbor structure and function (see e.g., Wen et al., 
2009). Indeed, in the past few years there have been a number of 
efforts to construct high-resolution brain atlases of standardized 
brains of invertebrates (see e.g., Rein et al., 2002; Brandt et al., 2005; 
Kurylas et al., 2008). A similar effort has been extremely successful 
in genetics where the “master atlas” of our era, the genome, has been 
comprehensively mapped and sequenced. In analogy to the genome, 
A time for atlases and atlases for time
Yoav Livneh1 and Adi Mizrahi1,2*
1  Department of Neurobiology, The Alexander Silberman Institute of Life Sciences, The Hebrew University of Jerusalem, Jerusalem, Israel
2  Institute for Life Sciences and Interdisciplinary Center for Neural Computation, The Hebrew University of Jerusalem, Jerusalem, Israel
Advances in neuroanatomy and computational power are leading to the construction of new 
digital brain atlases. Atlases are rising as indispensable tools for comparing anatomical data as 
well as being stimulators of new hypotheses and experimental designs. Brain atlases describe 
nervous systems which are inherently plastic and variable. Thus, the levels of brain plasticity 
and stereotypy would be important to evaluate as limiting factors in the context of static brain 
atlases. In this review, we discuss the extent of structural changes which neurons undergo 
over time, and how these changes would impact the static nature of atlases. We describe 
the anatomical stereotypy between neurons of the same type, highlighting the differences 
between invertebrates and vertebrates. We review some recent experimental advances in our 
understanding of anatomical dynamics in adult neural circuits, and how these are modulated 
by the organism’s experience. In this respect, we discuss some analogies between brain 
atlases and the sequenced genome and the emerging epigenome. We argue that variability and 
plasticity of neurons are substantially high, and should thus be considered as integral features 
of high-resolution digital brain atlases.
Keywords: brain atlas, stereotypy, in vivo imaging, structural plasticity, experience-dependent plasticity, 
genome, epigenome
Edited by:
Randolf Menzel, Freie Universität 
Berlin, Germany
Reviewed by:
Jürgen Rybak, Max Planck Institute for 
Chemical Ecology, Germany
Alexander Borst, Max Planck Institute 
of Neurobiology, Germany
Randolf Menzel, Freie Universität 
Berlin, Germany
*Correspondence:
Adi Mizrahi, Department of 
Neurobiology, Room 3-223, The 
Alexander Silberman Inst. of Life 
Sciences, The Hebrew University of 
Jerusalem, Edmond J. Safra Campus, 
Givat Ram, Jerusalem, 91904, Israel. 
e-mail: mizrahia@cc.huji.ac.ilFrontiers in Systems Neuroscience  www.frontiersin.org  February 2010  | Volume 3  |  Article 17  |  2
Livneh and Mizrahi  Brain atlases, stereotypy and plasticity
2002). In numerous invertebrate systems (e.g. cockroaches, crickets, 
ﬂ  ies, leeches and honeybees) single neurons can be identiﬁ  ed ana-
tomically with relative ease (Coggeshall and Fawcett, 1964; Daley 
et al., 1981; Johansen et al., 1989; Bodnar et al., 1991; Hammer 
and Menzel, 1995). Notably, however, anatomical identity may not 
be generally applicable to all invertebrate species. For example, in 
the lobster Panulirus Interruptus some electrophysiologically iden-
tiﬁ  ed neurons could not be identiﬁ  ed morphologically (Thuma 
et al., 2009).
What exactly is variable between the morphology of different 
identiﬁ  ed neurons? Quantitative analysis of identiﬁ  ed neurons has 
revealed substantial variations in high-order dendritic and axonal 
branching patterns, whereas a neuron’s morphological identity is 
based primarily on its low-order or primary branching pattern 
(Mizrahi et al., 2000). In line with those observations, a rigorous 
analysis of insect neurons recently showed that anatomical identity 
is determined by the neuropile area covered by the neurites, and not 
by the complete branching topology (Figures 1A,B; Cuntz et al., 
2008). A similar principle might also apply to vertebrate neurons 
of the same type, but this has not been quantiﬁ  ed (see e.g., hip-
pocampal CA1 pyramidal neurons; Figure 1C). In the context of 
atlases, the gross area of neuronal arborization may be used to 
infer (or reject) potential synaptic partners and possible functions. 
However, based on projection patterns alone, one cannot deduce 
either the function or the precise synaptic connectivity patterns 
of a network with any certainty. To study synaptic connectivity or 
function, higher resolution methods, such as electron microscopy 
and/or electrophysiology should be used. This is a major limitation 
of anatomical atlases which will be hard to overcome.
In vertebrates, and speciﬁ  cally in mammals, the precise nature 
of stereotypy, variability and synaptic speciﬁ  city is not known. In 
principle, stereotypy and variability could have been empirically 
measured using a similar logic to that used in invertebrate identiﬁ  ed 
neurons. However, unlike invertebrates, there are no known “identi-
ﬁ  ed neurons” in the vertebrate CNS as each neuronal subtype may 
have at least dozens to hundreds of replicas in the circuit (with a 
known exception – the “Mauthner neurons” in ﬁ  sh; Zottoli, 1978). 
Moreover, in mammals there is still no consensus on basic anatomi-
cal features such as cell numbers, borders between brain regions, 
cell types and cell subtypes (Bota et al., 2003). Thus, it would be 
hard to provide compelling statistical evidence for stereotypy and 
variability in mammalian neurons based on sparse sampling and 
datasets that might not be composed of homogenous populations 
of cells. Accordingly, welcome efforts are now underway to estab-
lish widely approved classiﬁ  cation criteria for deﬁ  ning neuronal 
subtypes based on anatomical, physiological and molecular char-
acteristics (e.g., Ascoli et al., 2008). These efforts are paving the 
way for community-approved deﬁ  nitions of vertebrate neuronal 
subtypes, which would be highly beneﬁ  cial for future vertebrate 
brain atlases.
FIGURE 1 | Structural stereotypy in invertebrate and vertebrate neurons. 
(A,B) Identiﬁ  ed neurons in the ﬂ  y visual system. (A) Reconstructions of different 
types of lobula plate tangential cells from the blowﬂ  y (HSE, HSN, VS2 and VS4) 
within the lobula plate (gray). (B) Left: Neuronal reconstructions of identiﬁ  ed 
neurons superimposed and sorted according to their cell type. Cells were aligned 
along their axonal axis (red lines). Right: the corresponding dendrite spanning ﬁ  elds 
of the reconstructed neurons. Neuronal anatomical identity is determined by the 
neuropile area that is covered by the neurites, and not by the complete branching 
topology. (C) Qualitative anatomical stereotypy in vertebrate neurons. 
Reconstructions of eight rat hippocampal CA1 pyramidal cells. Note that the gross 
ﬁ  eld covered by the neurites exhibits a similar trend in all eight neurons. Stereotypy 
seems to be less robust as compared to invertebrate identiﬁ  ed neurons. Scale bar: 
200 µm. Panels (A,B) are adapted from Cuntz et al. (2008), with permission. Panel 
(C) is adapted from Scorcioni et al. (2004), with permission.Frontiers in Systems Neuroscience  www.frontiersin.org  February 2010  | Volume 3  |  Article 17  |  3
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An even more challenging issue is to determine synaptic con-
nectivity patterns between neurons, and include these in atlases. 
Due to lack of resolution, it is currently impossible to determine 
the existence of synapses between sets of neurons based on their 
neurite morphology. The most adequate anatomical method that 
can show synaptic connectivity is electron microscopy (EM). 
Recently developed methods, such as “array tomography”, are 
now also providing new tools for exploring the interface between 
molecular signatures and synaptic connectivity (Micheva and 
Smith, 2007).
Current efforts, which focus on using EM, are now underway to 
study synaptic connectivity in dense, highly interconnected, neural 
tissue. Speciﬁ  cally, EM sampling techniques are being designed to 
reconstruct “everything” (but primarily synapses) within a volume 
of tissue (Denk and Horstmann, 2004; see also the early work of 
Brenner and colleagues on c.elegans, by Ward et al., 1975, and the 
more recent work on c.elegans by Chklovskii and colleagues, Chen 
et al., 2006). This effort has been termed “connectomics” and dares 
to the challenges imposed by the complexity of the nervous system. 
There is no doubt that even optimistic connectomists still face 
serious technical and computational challenges for reconstruct-
ing the mammalian connectome. But once these are overcome, 
the connectome is expected to provide direct empirical data and 
ﬁ  nite numbers on issues such as inter-animal variability and the 
level of synaptic speciﬁ  city in large neural circuits (Lichtman and 
Sanes, 2008).
Recently, the ﬁ  rst connectome in mammals has been solved 
(the intermuscularis muscle connectome in mice; Lu et al., 2009). 
Notably, this peripheral nervous system connectome was solved 
by light microscopy rather than by EM (which was possible due 
to the large size of neuromuscular synapses). Motor units from 
the same or different animals were compared and an unexpect-
edly large variability was revealed. Motor unit connectomes 
from the left and right sides of the same individual were not less 
different than connectomes of different individuals. This result 
points to what might be a fundamental difference in organiza-
tion principles between vertebrate and invertebrate identiﬁ  ed 
neurons (e.g., compare to Goodman, 1978; Mizrahi et al., 2000). 
In addition, if we assume that the peripheral nervous system 
represents a more rigid system than the CNS, then connectome 
variability in the CNS (which is still not known) is expected to 
be even higher. These results imply that the nervous system in 
mammals is not as genetically “hard-wired” as it might seem in 
invertebrates (Bentley, 1975) and may rely on different organi-
zation principles during development, and/or adulthood. The 
mechanisms underlying higher variability in mammalian systems 
are not clear. While the basic cellular principles of experience-
dependent plasticity are not necessarily different in vertebrates 
and invertebrates, speculatively, experience-dependent plasticity 
may play a more dominant role in synapse formation in adult 
mammals, as compared to invertebrates. In this respect, there is 
still no compelling evidence for mammalian “identiﬁ  ed neurons”. 
Thus, anatomical atlases of mammalian species should include 
multiple examples of each individual neuron they attempt to 
describe; certainly more than would be needed in invertebrate 
atlases. Otherwise, the atlas would not be much more useful than 
any isolated anatomical reference.
ATLASES IN FACE OF STRUCTURAL PLASTICITY
An atlas is a highly useful tool for describing a stereotypical, static 
system but might not be as useful for highly variable, dynamic 
systems. The more variable and dynamic the system is, the less 
likely an atlas will recapitulate it faithfully. Therefore, the extent to 
which the brain is structurally stereotyped and static determines 
the constraints and general validity of brain atlases. In biology, 
neurons stand out in their signiﬁ  cant capacity to change and adapt; 
a capacity usually referred to as “plasticity”. There is ample evidence 
for physiological plasticity. Synapses can potentiate within minutes 
(Madison et al., 1991; Zucker and Regehr, 2002), receptive ﬁ  elds 
can rapidly change (Dorris et al., 2000; Gandolfo et al., 2000; Fritz 
et al., 2003; Geffen et al., 2007) and ﬁ  ring patterns of the same 
neuronal subtype are rarely the same. On longer time scales (hours 
to days), neuronal structure is also dynamic (Bhatt et al., 2009). 
To what extent can we predict one brain from the next in such an 
ever-changing system? Is structural plasticity an Achilles Heel for 
brain atlases?
Direct evidence for the degree of structural dynamics is con-
tinuously emerging in the last decade, mainly due to advances in 
genetic labeling and imaging techniques (Young and Feng, 2004). 
The ﬁ  rst studies became possible with the development of the “thy-1 
XFP” transgenic mice (Feng et al., 2000). These publicly available 
mice have ﬂ  uorescently labeled neurons that are sparsely scattered 
throughout the brain and are bright enough so that they could be 
readily imaged in vivo. In vivo time-lapse measurements are the 
experiments of choice for studying structural plasticity since they 
minimize variability. In principal, digital brain atlases, would be 
based on averaging across several specimens and across time. Thus, 
it is possible that many discoveries regarding experience dependant 
plasticity would still rely on revealing deviations from this average. 
In this context, the advantage of in vivo time-lapse experiments 
is that they eliminate some of the inter-individual variation dis-
cussed above. This allows the detection of smaller, yet signiﬁ  cant, 
changes. Actually, before the era of in vivo time-lapse imaging, 
experimentally explored structural plasticity was limited to large-
scale changes (see e.g., Woolley, 1999), missing some of the more 
subtle differences that are currently being unveiled.
Two papers, using in vivo time-lapse imaging, by Trachtenberg 
et al. (2002) and Grutzendler et al. (2002) prompted a series of 
experiments that started to reveal the extent of structural plasticity 
in mature brains in more detail. To date, almost all the available data 
regarding structural dynamics (at least in mature brains) have been 
obtained from mammals and particularly from mice (Holtmaat 
and Svoboda, 2009).
STRUCTURAL STABILITY OF DENDRITES AND AXONS
One consistent observation is that neurites of adult projection 
neurons are largely stable. In both neocortical pyramidal neurons 
and olfactory bulb mitral cells only negligible changes were found 
in dendritic structure over periods of weeks (Grutzendler et al., 
2002; Trachtenberg et al., 2002; Mizrahi and Katz, 2003). But unlike 
projection neurons, neocortical interneurons exhibit structural 
changes at rates of ∼15% over several weeks (Lee et al., 2006). This 
level of structural plasticity is evident only at speciﬁ  c laminae, sug-
gesting that both the brain region and the cell-type may determine 
the levels of structural plasticity (Lee et al., 2008). One extreme Frontiers in Systems Neuroscience  www.frontiersin.org  February 2010  | Volume 3  |  Article 17  |  4
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example of structural plasticity of dendrites comes from our work 
on adult-born periglomerular interneurons in the olfactory bulb. 
Periglomerular interneurons show high levels of dendritic struc-
tural plasticity reaching up to 40% per week (Figure 2A; Mizrahi, 
2007). Notably however, periglomerular interneurons are unique 
neurons as they are born during adulthood, and are thus relatively 
immature compared to most other neurons in the brain.
In mammals, axons are thinner than dendrites and more difﬁ  cult 
to follow in vivo. The few studies that followed axonal morphol-
ogy over time found that axons are also largely stable. Speciﬁ  cally, 
time-lapse experiments revealed only ∼4% of de novo branch for-
mation or elimination per month, with ∼25–60% of the branches 
that exhibited short distance (few micrometers) elongation and/or 
retraction per month (De Paola et al., 2006). Interestingly, like den-
dritic dynamics, axonal dynamics vary as a function of cell-type 
(e.g., thalamocortical axons are less dynamic than intracortical 
axons; De Paola et al., 2006; Stettler et al., 2006). Together, these 
results suggest that the extent of dendritic and axonal plasticity 
varies across cell-types, and should thus be tested for each neuronal 
population separately.
STRUCTURAL PLASTICITY OF SYNAPSES
In contrast to the relative stability of dendrites and axons, dendritic 
spines are far more plastic structures (Figure 2B). Since new spines 
are a good approximation of synapses (Knott et al., 2006), this sug-
gests that synaptic connectivity within the mammalian CNS is in 
an ongoing state of change (Trachtenberg et al., 2002; Zuo et al., 
2005; Hofer et al., 2009). Structural plasticity of spines under nor-
mal conditions can reach up to 50% per week (Trachtenberg et al., 
2002). Interestingly, dendritic spine dynamics also differ between 
different cell-types and brain regions. For example, in the barrel 
cortex, the spines of L2/3 pyramidal neurons are less dynamic than 
those of L5 neurons. L5 pyramidal neurons in the barrel cortex 
are also more dynamic than L5 pyramidal neurons in the visual 
FIGURE 2 | Structural plasticity in the adult mammalian brain. (A) In vivo 
dendritic structural plasticity of adult-born periglomerular interneurons. Left 
panel: average intensity projection image of 9 imaging sessions of the same 
developing periglomerular neuron (12 h apart). The color scale bar indicates how 
many times a dendritic branch was located in a given region (from 1 to 9). Bright 
colors represent stable dendrites, and dark colors represent dynamic dendrites. 
Right panel: reconstructions of a mature periglomerular neuron, imaged 7 days 
apart. Both developing and mature periglomerular neurons exhibit extensive 
dendritic dynamics. Scale bars: 50 and 10 µm (left and right panel, respectively). 
(B,C) Images from in vivo time lapse imaging of dendritic spines (B) and axons 
(C) from the neocortex. The images are examples of the same dendritic and 
axonal segments that were imaged up to 28 or 80 days apart. Note both the 
addition (arrowhead) and loss (arrows) of dendritic spines (B) and axonal 
segments (C). Scale bars: 5 µm. Panel (A) is adapted from Mizrahi (2007), with 
permission. Panels (B,C) are adapted from Holtmaat et al. (2009), 
with permission.Frontiers in Systems Neuroscience  www.frontiersin.org  February 2010  | Volume 3  |  Article 17  |  5
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cortex (Holtmaat et al., 2005). This idea has received additional 
support from experiments, in which rewiring visual input to the 
auditory cortex at birth failed to alter dendritic spine dynamics 
(Majewska et al., 2006). Presynaptic boutons, which are also used 
as an approximation of synapses, were also found to exhibit cell-
type speciﬁ  c dynamics (up to 50% turnover per month; Figure 2C; 
De Paola et al., 2006), further supporting the existence of ongoing 
changes in CNS synaptic connectivity. Notably, structural dynamics 
are homeostatically regulated such that the overall morphology is 
kept constant (e.g., total dendritic branch length, spine density; 
Trachtenberg et al., 2002; Mizrahi, 2007). This homeostasis might 
bear functional signiﬁ  cance (Samsonovich and Ascoli, 2006).
Structural dynamics may have direct implications on the attempts 
to reconstruct connectomes (and atlases; see also below). If structural 
dynamics reﬂ  ect changes in neuronal connectivity, rather than just 
strengthening/weakening of synapses between previously connected 
neurons, then connectomes are also expected to be dynamic. While 
this issue remains unclear, it might well be that several connectomes 
would need to be constructed before synaptic connectivity patterns 
could be inferred with “connectomic precision”.
EXPERIENCE-DEPENDENT STRUCTURAL PLASTICITY
The studies discussed above were made with mice housed under 
normal housing conditions. This prompts the question of whether 
and how experience might affect structural plasticity. Indeed, several 
studies have explored this relationship, mainly in primary sensory 
areas such as the mouse barrel cortex, visual cortex and olfactory 
bulb (Trachtenberg et al., 2002; Mizrahi and Katz, 2003; Zuo et al., 
2005; Mizrahi, 2007; Livneh et al., 2009). In one extreme case, 
Keck et al. (2008) recently showed that a focal retinal lesion leads 
to a dramatic increase in spine turnover rate in the visual cortex. 
Remarkably, within 2 months following the lesion, an almost com-
plete replacement of spines was observed. In a similar study from the 
same group, Hofer et al. (2009) explored the structural correlates of 
ocular dominance plasticity (Hubel et al., 1977). In the adult, after 
the closure of all known developmental critical periods, binocular 
neurons remain plastic in response to a second monocular depri-
vation. This occurs only if the animal had previously underwent a 
ﬁ  rst monocular deprivation when it was younger, during the rel-
evant developmental critical period (Hofer et al., 2006). To continue 
this work, Hofer et al. (2009) correlated these functional changes 
with the addition of new persistent spines, which may provide the 
structural changes required for subsequent functional shifts (Hofer 
et al., 2009). Similarly, functional changes in the barrel cortex due 
to whisker trimming have also been shown to be correlated with 
modiﬁ  ed structural dynamics (Trachtenberg et al., 2002).
Consistent with structural dynamics under normal housing 
conditions, different types of neurons seem to undergo different 
degrees of experience-dependent structural plasticity (Mizrahi and 
Katz, 2003; Holtmaat et al., 2006; Hofer et al., 2009; Livneh et al., 
2009). For example, while L5 visual neocortical neurons undergo 
experience-dependent structural plasticity, L2/3 neurons do not 
(Hofer et al., 2009). Recently, we explored experience-  dependent 
structural plasticity of adult-born periglomerular neurons in 
response to sensory enrichment with a low concentration odor 
mixture of two simple odors. Enrichment increased the size of 
these neurons’ dendritic tree, as well as their number of putative 
synapses. Remarkably, this effect was speciﬁ  c only to neurons, which 
were located in sensory-active regions of the olfactory bulb, even 
within the same tissue (Figure 3; Livneh et al., 2009). These data 
FIGURE 3 | Speciﬁ  city of experience-dependent plasticity during adult-
born neuron development. (A) Intrinsic signal odor map in response to a 
two-odor mixture (left panel), and the corresponding blood vessel map on the 
surface of the olfactory bulb (right panel). Sensory-active domains are marked 
by a black contour in the blood vessel map. Two regions of interest (ROIs), 
containing the neurons shown in B, are indicated by dotted circles. ROI 1 is in 
a sensory-non-active domain, while ROI 2 is within a sensory-active domain. 
Scale bar: 1 mm. (B) Two adult-born periglomerular neurons expressing 
PSD95-GFP as a proxy for synapses from the same experiment shown in A. 
Left: a periglomerular neuron from a non-enriched domain (non-active, ROI 1), 
Right: a periglomerular neuron from an enriched domain (active, ROI 2). Top, 
maximum projection images of the original Z stacks. Bottom, two-dimensional 
view of the reconstructed neurons at the top. Asterisks mark putative 
synapses. Scale bar: 20 µm. Sensory enrichment increased both the size of 
the neurons’ dendritic tree and the number of their putative synapses. 
Adapted from Livneh et al. (2009), with permission.Frontiers in Systems Neuroscience  www.frontiersin.org  February 2010  | Volume 3  |  Article 17  |  6
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further support the view that the levels of structural plasticity in 
different neurons can vary dramatically, even within the same local 
network.
How can an atlas possibly reﬂ  ect the continuous structural 
changes which neurons undergo? One possibility is that there is 
actually no need to describe structural dynamics in atlases. In most 
adult animals, structural dynamics, over a time scale of one to several 
weeks, are usually on the order of 5–20% of the total population. 
This means that any atlas will be a good approximation (80–95% 
correct) of a neuron’s morphology during its lifetime. A 5–20% 
error is a ﬁ  gure which might in any case be confounded with inter-
individual variability and as such, is satisfactory. However, even a 
10% change in synaptic connectivity (morphologically reﬂ  ected 
as dendritic spine dynamics) can have dramatic effects on neuro-
nal function. Consequently, small changes in many neurons can 
lead to substantial changes in the entire network’s function (Hofer 
et al., 2009). Thus, we propose that, as more information becomes 
available, digital integrated shared atlases could provide not only 
information regarding the molecular subtype of neurons, their 
laminar position, and their connectivity; but also their expected 
structural dynamics.
As discussed above, structural dynamics are also a reﬂ  ection 
of (or at least are correlated with) experience-dependent plastic-
ity. Notably, however, experience-dependent plasticity was con-
sistently demonstrated following rather extreme “experience” 
manipulations (e.g., whisker trimming, retinal lesion, prolonged 
eye closure, sensory enrichment and nostril occlusion). In line 
with these extreme manipulations, altered neuronal structural 
dynamics have been described in pathological conditions, such as 
ischemia, Alzheimer’s disease, and prion disease (Tsai et al., 2004; 
Zhang et al., 2005; Brown et al., 2007; Fuhrmann et al., 2007). All 
these experimental manipulations can be viewed as composing 
a spectrum that ranges from severe brain pathology (in which 
complete turnover may occur), to learning tasks which suppos-
edly underlie everyday learning (in which only subtle anatomical 
changes are expected). While experience-dependent structural 
plasticity has mostly been correlated with extreme and pathologi-
cal manipulations, it still remains to be determined whether more 
subtle (i.e., relatively natural) manipulations are also correlated 
with detectable structural changes (Polley et al., 2004; Megevand 
et al., 2009). Recent work by Gan and colleagues has correlated 
motor learning with the formation and selective stabilization of 
a small fraction of new dendritic spines in the motor cortex. This 
work suggests that structural plasticity indeed has the potential 
to underlie a wider array of everyday learning and memory tasks 
(Yang et al., 2009).
The incorporation of the wide range of structural dynamics into 
brain atlases is not trivial. This is primarily due to an insufﬁ  cient 
amount of information regarding most cell-types. Due to technical 
limitations, structural plasticity in vivo has largely been studied in 
superﬁ  cial layers of the mammalian brain like the neocortex and 
the olfactory bulb. As a result, we actually know very little about 
most other parts of the CNS with respect to their structural dynam-
ics. One might expect that some regions like the hippocampus or 
the amygdala, which are associated with numerous processes of 
learning and memory might be far more structurally plastic than 
others, but this remains to be seen. Given that the primary sensory 
regions in the neocortex and the olfactory bulb already show fair 
levels of structural plasticity and diversity, we are probably (and 
also literally) only scratching the surface.
As a relatively young ﬁ   eld, many questions still remain 
  unresolved regarding structural plasticity in the adult brain. Will 
deeper brain regions also exhibit ongoing and experience-depend-
ent structural plasticity? Do mature neurons in adult invertebrates 
or non-mammalian vertebrates also share this capacity for experi-
ence-  dependent structural plasticity? Is the experience-dependent 
structural plasticity observed under rather extreme experimental 
manipulations similar to the plasticity that underlies real life expe-
riences, such as learning? Are most forms of functional plasticity 
correlated with structural plasticity? Time will tell.
STABILITY AND “PLASTICITY” IN GENOMES AND 
BRAIN ATLASES
Another recent and well-known atlas of sorts is the sequenced 
genome. The genomes of more than 180 organisms have now 
been sequenced (Genome News Network1)and thus a tremendous 
amount of data has accumulated in easily-accessible databases. 
Sequenced genomes allow easy and comprehensive analyses of 
inter- and intra-species variability, and its relation to pathological 
conditions. Can high-resolution brain atlases conceptually beneﬁ  t 
from the currently more advanced “genome atlas”?
One major lesson to learn from genomes is that it was well worth the 
effort. The sequencing of the genome and the establishment of shared 
online genomic databases have greatly advanced our understanding 
of genome function and evolution. This has allowed for a quantitative 
assessment of the actual extent of inter-individual genetic variability. 
Additionally, comparative genomics has enabled the evaluation of 
the extent and sources of inter-species genetic variability, which has 
led to a multitude of insights in the ﬁ  eld of evolution, and has also 
advanced our basic understanding of the areas in the genome, which 
are important for function (protein coding sequences, regulatory ele-
ments, etc.; Miller et al., 2004). Furthermore, comparative genomics 
have facilitated the exploration of the genetic sources of numerous 
pathological conditions (e.g., Down syndrome; Antonarakis et al., 
2004). From a researcher’s perspective, the sequenced genome, 
combined with freely-  available online databases, has also expedited 
scientiﬁ  c progress as it has made many everyday scientiﬁ  c practices 
considerably easier. In analogy to brain atlases, how variable is the 
genome? Is genomic variability a constraint?
The most common inter-individual genomic variation is single 
nucleotide polymorphism (SNP), which has been associated with 
various traits such as disease susceptibility, and even with perception 
(Keller et al., 2007; Shastry, 2007). In addition to SNPs, other forms 
of DNA sequence variation exist, arising for example from inter-indi-
vidual copy number variation (Beckmann et al., 2007) and from the 
transposition of transposable DNA elements, which comprise ∼20% 
of mammalian genomes (Lander et al., 2001; Waterston et al., 2002; 
Gibbs et al., 2004). Inter-individual copy number variation may par-
tially explain inherited and sporadic traits (Beckmann et al., 2007), 
and the transposition of transposable DNA elements has been shown, 
for example, to affect the differentiation fate of neuronal precursors 
(Muotri et al., 2005). Despite these sources of genomic variation, the 
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vast majority of the genome sequence is considered to be relatively 
stable between and within individuals (at least compared to the vari-
ability of the nervous system). Indeed, it is commonly thought that 
the genomes of two randomly selected individuals are ∼0.1% different 
(Shastry, 2007; The Human Genome Project2). Notably, in absolute 
numbers, it is estimated that any two individuals will have several 
million differences in their genome, a number which emphasizes that 
this relatively small variability (0.1%) is not negligible at all.
On top of sequence variability, another striking layer of com-
plexity comes from epigenetics. Despite a relatively stable genomic 
sequence, epigenetic modiﬁ  cations are highly dynamic. At the cellu-
lar level, there is accumulating evidence for the impact of epigenetic 
modiﬁ  cations such as DNA methylation, chromatin remodeling, 
nucleosome positioning, and histone modiﬁ  cations (most notably 
methylation and acetylation). These epigenetic modiﬁ  cations affect 
gene expression, and consequently various cellular processes from 
stem cell differentiation and cancer to synaptic plasticity (Levenson 
and Sweatt, 2005; Meshorer and Misteli, 2006; Smith et al., 2007). 
At the level of the entire organism, epigenetic modiﬁ  cations are 
gaining increasing experimental attention as well. For example, 
although monozygotic twins are epigenetically indistinguishable 
during the early years of life, older monozygotic twins exhibit con-
siderable differences in their overall epigenetic proﬁ  le (Fraga et al., 
2005). Furthermore, epigenetic modiﬁ  cations have been implicated 
as a possible molecular mechanism for various types of experience-
dependent plasticity in both the developing and mature nervous 
system (Fagiolini et al., 2009; Sweatt, 2009). For example, maternal 
care has been shown to affect the hypothalamus-pituitary-adrenal 
stress axis through epigenetic modiﬁ  cations of stress-related genes 
such as the glucocorticoid receptor (Meaney and Szyf, 2005).
Thus, given the importance of epigenetics and using a similar 
approach to the Human Genome Project, efforts are now underway 
to map the human epigenome, starting with DNA methylation 
(The Human Epigenome Project3). This project’s ofﬁ  cial rationale 
is that epigenetic modiﬁ  cations “…constitute(s) the main and so 
far missing link between genetics, disease and the environment that 
is widely thought to play a decisive role in the etiology of virtually 
all human pathologies4.” Thus, sequencing the genome has also 
led to the realization that large-scale mapping of further layers of 
complexity (e.g., epigenetics) will most likely be equally beneﬁ  cial. 
Accordingly, we suggest that high-resolution brain atlases should be 
analogous to a combination of the genome and the epigenome. But 
in what way are sequenced genomes and brain atlases analogous?
Despite the notable differences in the extent of inter-and intra-
individual variability of these two systems, they are analogous in 
the sense that the basic components of the system (nucleotides/
neurons) are relatively stable. Hence, much will be gained from 
high-resolution mapping of the system’s components and their 
respective position. However, on top of this relative stability, both 
systems have developed a remarkable capacity for change (epige-
netics/neuronal plasticity). This analogy is further strengthened by 
the fact that the capacity to change, on top of a relatively constant 
background, seems to be a general mechanism by which biological 
systems (from single cells to organisms) maintain normal function, 
while constantly adapting to their ever-changing environment.
CONCLUDING REMARKS
Efforts to construct high-resolution brain atlases face numerous 
challenges including inter- and intra-animal variability. Overcoming 
these challenges will substantially advance our understanding of 
the organization of neural circuits, and their relation to brain func-
tion. In this review, we described structural dynamics (primarily in 
mammals) as a further layer of complexity, which poses yet another 
challenge to take into consideration. Digital brain atlases could be 
a convenient platform for the integration of structural dynamics 
into pre-existing neuroanatomical (and molecular) data. In this 
way, seemingly static brain atlases will also be able to capture the 
dynamic nature of the brain.
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