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Abstract— Bufferbloat is a phenomenon in computer networks
where large router buffers are frequently filled up, resulting in
high queueing delay and delay variation. More and more delay-
sensitive applications on the Internet have made this phenomenon
a pressing issue. Interacting with the Transmission Control
Protocol (TCP), active queue management (AQM) algorithms
run on routers play an important role in combating bufferbloat.
However, AQM algorithms have not been widely deployed due to
complicated manual parameter tuning. Moreover, they are often
designed and analyzed based on network models with a single
bottleneck link, rendering their performance and stability unclear
in multi-bottleneck networks. In this paper, we propose a general
framework to combat bufferbloat in multi-bottleneck networks.
We first present an equilibrium analysis for a general multi-
bottleneck TCP/AQM system and provide sufficient conditions
for the uniqueness of an equilibrium point in the system. We then
decompose the system into single-bottleneck subsystems and
derive sufficient conditions for the local asymptotic stability of
the subsystems. Using our framework, we develop an algorithm
to compute the equilibrium point of the system. We further
present a case study to analyze the stability of the recently
proposed Controlled Delay (CoDel) in multi-bottleneck networks
and devise Self-Tuning CoDel to improve the system stability.
Extensive numerical and packet-level simulation results not only
verify our theoretical studies but also show that our proposed
Self-Tuning CoDel significantly stabilizes queueing delay in multi-
bottleneck networks, thereby mitigating bufferbloat.
Index Terms— Active queue management, bufferbloat, conges-
tion control, equilibrium, stability.
I. INTRODUCTION
A. Motivation
THE Internet is playing an increasingly important rolein providing real-time communication and entertain-
ment for people via network applications that have stringent
requirements on end-to-end delay. In recent years, inexpen-
sive memory has led to large buffers installed in Internet
routers. Excessive buffering of packets results in high queueing
delay and large delay variation, which is recently termed
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“bufferbloat” [2]. Larger buffers and more delay-sensitive
applications on the Internet have made bufferbloat a pressing
issue.
Active queue management (AQM) has been considered the
key to combating bufferbloat, since it can avoid full buffer
and high queueing delay by dropping or marking packets
probabilistically before a buffer gets full. Random Early
Detection (RED) [3] proposed in 1993 is the first AQM.
Numerous AQM algorithms have been proposed since then,
such as Proportional Integral (PI) controller [4], Random
Exponential Marking (REM) [5], and Adaptive Virtual Queue
(AVQ) [6]. Although research on AQM started almost three
decades ago, none of the proposed AQM algorithms has been
widely deployed because of complicated parameter tuning and
sensitivity of algorithm performance to parameter settings.
Recently, Controlled Delay (CoDel) [7] has been proposed
as a modern AQM to address bufferbloat by controlling the
queueing delay to a target value. It has been shown via
experiments that CoDel performs well across various network
settings with a simplified set of default parameters. More
recently, Cisco researchers have proposed Proportional Integral
controller Enhanced (PIE) [8], which is a lightweight AQM
scheme that can effectively control the average queueing delay
to a reference value.
However, the existing AQM algorithms are usually designed
and analyzed based on network models with a single bottle-
neck link. Consequently, their performance and stability are
unclear in general networks with multiple bottleneck links,
such as the Internet. We consider a network link that is fully
utilized as a bottleneck link in this paper. Stability is an
important property for a dynamical system which concerns
whether the system with initial state near an equilibrium will
converge to the equilibrium. We find that the recently proposed
CoDel may yield unstable queueing delay in multi-bottleneck
networks with the default parameters that have been shown
to produce stable queueing delay in various single-bottleneck
network scenarios [1]. Thus, it is necessary to investigate
the performance and stability of AQM in multi-bottleneck
networks. To the best of our knowledge, there is very limited
research on AQM in such networks. In [9], the instability of
RED was observed in a network with two bottleneck links
and the root cause for this unstable case was analyzed using
control theory. In [10], a mathematical model for TCP/RED
system with multiple bottleneck links was developed, and the
stability of the system was then analyzed based on Lyapunov
stability theory. However, [9] only provided a case study for
the instability of RED in a two-bottleneck network, whereas
[10] simply assumed that there existed a unique equilibrium
point in a multi-bottleneck TCP/RED system. In fact, it is
possible to have infinitely many equilibria in the system,
as shown in Section VI-A.
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On the other hand, the parameters of existing AQM algo-
rithms are usually fixed. However, there is generally no fixed
parameter setting that can guarantee an AQM algorithm to
perform well in all possible network scenarios. Thus, it is
highly desirable to automate parameter tuning for AQM based
on network conditions. In fact, AQM with self-tuning capa-
bility has been recommended by the Internet Engineering
Task Force (IETF) in RFC 7567 [11]. In order to automat-
ically tune the parameters of an AQM, one needs to find
fundamental relationships between the AQM parameters and
network conditions. This requires a thorough understanding
of the TCP/AQM congestion control. Congestion control is a
distributed mechanism that aims to share network resources
efficiently among competing flows. It consists of a source
algorithm and a link algorithm [12]. On the current Internet,
the source algorithm is primarily the Transmission Control
Protocol (TCP). The link algorithm is either a simple drop-
tail algorithm or an AQM algorithm employed by a router.
We realize that AQM is the key to addressing bufferbloat,
but there is still a lack of AQM deployment due to complicated
manual parameter tuning [2]. To facilitate the wide deployment
of AQM, it is necessary to automate its parameter tuning which
usually involves the stability analysis of the corresponding
TCP/AQM system. Therefore, we propose a general frame-
work to analyze the equilibrium and stability of general multi-
bottleneck TCP/AQM systems. The theoretical results obtained
from the analysis can then guide us to design distributed
self-tuning AQM algorithms, which can be implemented in
bottleneck routers, so as to practically combat bufferbloat.
B. Related Work
Over the last three decades, a variety of AQM algorithms
have been proposed in the literature. They can be roughly
categorized into AQM with static parameter settings and self-
tuning AQM. We first review representative AQM with static
settings. RED [3] as the first AQM drops or marks packets
with a probability computed by comparing the average queue
length to the predefined minimum and maximum thresholds.
PI [4] computes the packet dropping probability based on the
deviations of the current queue length from a reference value
and a queue length history. REM [5] achieves high utilization
and low loss and delay by stabilizing both the input rate around
the link capacity and the queue length around a small target.
AVQ [6] adjusts the queue size and the capacity of a virtual
buffer as a function of the arrival rate. CoDel [7] drops a
departing packet if the queueing delay exceeds a predefined
target delay for a time period called interval.
In contrast to AQM with static settings, self-tuning AQM
can dynamically adjust parameters based on network condi-
tions. Adaptive RED [13] has been proposed to increase the
robustness of the original RED by adapting the parameter
of the maximum packet dropping probability. Self-Tuning PI
and Self-Tuning RED have been proposed in [14], where
their parameters are automatically tuned in response to the
online estimations of link capacity and traffic load. In [15],
the authors have proposed a self-tuning feedback controller
named NPD-RED, which automatically selects values for the
parameters from their determined ranges. Using control theory,
[16] has proposed two self-tuning controllers for AQM routers
and properly adapted the system to load changes. The recently
proposed PIE [8] employs an internal auto-tuning mechanism
that can adjust its control parameters based on the computed
packet dropping probability, so that it can make a tradeoff
between system stability and response time. On the other hand,
stability analysis of a TCP/AQM system is fundamental to the
self-tuning of AQM parameters since it usually derives some
stability conditions for the system, which explicitly relate the
AQM parameters with the network conditions. The stability
of RED and PI has been analyzed in [4]. By applying the
Nyquist stability criterion, proper parameters for RED and PI
are determined to ensure system stability. A sufficient stability
condition for the TCP/RED system with a single link and
heterogeneous sources has been derived in [17]. Using control
theory, [18] has derived explicit conditions under which the
TCP/RED system is stable and discussed the stability region.
It should be noted that the existing AQM algorithms are
usually devised and analyzed based on models with a single
bottleneck link. There is very limited research on AQM in
multi-bottleneck networks. The stability of RED in a network
with two bottleneck links has been analyzed in [9]. In [10],
the authors have further developed a mathematical model
for the TCP/RED system with multiple bottleneck links
and analyzed the stability of the system using Lyapunov
stability theory.
Although this paper focuses on the AQM solution to
bufferbloat, we are aware that the approach of reducing the
buffer size itself is also worth further exploration. The series
of [19], [20], and [21] on buffer sizing has provided some
related technologies and theory.
C. Contributions
In this paper, we systematically address bufferbloat in
general multi-bottleneck networks, from both theoretical and
practical perspectives. We make the following contributions:
• We present an equilibrium analysis for a general multi-
bottleneck TCP/AQM system and provide sufficient con-
ditions for the uniqueness of an equilibrium in the system.
• We conduct stability study for the multi-bottleneck
TCP/AQM system with feedback delays and derive suf-
ficient conditions for the local asymptotic stability of
the system. Furthermore, we decompose the system into
single-bottleneck subsystems and derive sufficient condi-
tions for the local asymptotic stability of the subsystems.
• Our equilibrium and stability studies constitute a general
framework for analyzing the equilibrium and stability of
loss-based TCP/AQM systems with multiple bottleneck
links. Utilizing the framework, one can investigate the
stability of AQM algorithms in multi-bottleneck net-
works, and design novel self-tuning AQM algorithms.
• Based on our framework, we develop an algorithm to
compute the equilibrium point of the system. Moreover,
we present a case study to analyze the stability of CoDel
in multi-bottleneck networks. We further propose Self-
Tuning CoDel, which dynamically adjusts the interval
parameter of CoDel, so as to stabilize the queueing delays
at all the bottleneck links, thereby mitigating bufferbloat.
• We perform extensive numerical and packet-level simula-
tions, which verify our theoretical studies and show that
Self-Tuning CoDel significantly stabilizes queueing delay
in multi-bottleneck networks.
The rest of the paper is organized as follows. Section II
presents a general multi-bottleneck TCP/AQM system model.
In Section III, we investigate the existence and uniqueness
of an equilibrium point in the system. Section IV presents
a stability study for the system. In Section V, we develop
an algorithm to compute the equilibrium point and propose
the Self-Tuning CoDel algorithm based on our framework.
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TABLE I
NOTATIONS
Section VI presents our simulation results. Finally, we con-
clude the paper with future research directions in Section VII.
II. SYSTEM MODEL
In this section, we present a general multi-bottleneck
TCP/AQM system model. A list of frequently used notations
is shown in Table I.
A. General Multi-Bottleneck TCP/AQM System Model
We consider a general TCP/AQM network with N groups
of TCP flows and L bottleneck links. For simplicity, we do not
include non-bottleneck links in the model since they generally
do not affect the flows passing through them. Some flows may
have the same set of parameters and traversing path, and we
can categorize them into a group.
A well-known fluid model for TCP interacting with
AQM routers was proposed using stochastic differential
equations in [22]. The fluid model describes the additive
increase/multiplicative decrease (AIMD) behavior of TCP
Reno [23] and the queue dynamics at a router buffer. In [10],
the fluid model was extended to the general AIMD algorithm
interacting with RED and multiple bottleneck links. Applying
the modeling technique similar to [10], we develop our multi-
bottleneck TCP/AQM system model that uses loss-based TCP
Reno as the source algorithm and employs a general packet
dropping probability function to capture the dynamics of
a class of AQM algorithms. The general packet dropping
probability function p(t) has the following form: p(t) =
min
{(
K[q(t) − β])+, 1}, where (a)+ = max{a, 0}, p(t) is
the packet dropping probability at Time t, q(t) is the queue
length at Time t, β is the target queue length, and K > 0
is a parameter determined by an AQM. The general form
indicates that the packet dropping probability increases with
the deviation of the queue length from the target value. In fact,
the packet dropping probability functions of RED [10] and
CoDel [24] are in this general form. Thus, our model can
be applied to a class of AQM algorithms that determine the
packet dropping probability based on the difference between
the queue length and a target value, such as CoDel and
RED. On the other hand, we use loss-based TCP Reno as
the source algorithm in our model since it is a fundamental
and representative TCP algorithm. We note that CUBIC [25]
is another popular loss-based TCP algorithm, which employs
a different congestion window function. A new fluid model
for CUBIC has recently been proposed in [26]. We make use
of some preliminary results from [26] to extend our work
for supporting CUBIC (see Section V-C). Here, we would
like to point out that it would be too complicated if multiple
TCP variants and multiple AQM algorithms are taken into
consideration in the model simultaneously. Therefore, we fix
on a fundamental TCP variant as the source algorithm and
mainly focus on the analysis of AQM algorithms in this paper.
Our general multi-bottleneck TCP/AQM system model that
contains N groups of TCP flows and L bottleneck links is





























, ql(t) = 0
(2)
where L(i) denotes the set of bottleneck links that Flow i
traverses, F (l) is the set of groups of flows that traverse
Link l, i = 1, . . . , N , and l = 1, . . . , L (see Table I for other
notations).
In (1), there are N differential equations, each of which
describes the window size evolution of TCP flows in an
individual group. In the subsequent analysis, we use Flow i to
denote a flow in Group i. It should be noted that Wi(t) ≥ 0,
and that the summation term in (1) denotes the end-to-end
packet dropping probability experienced by Flow i. Here,
we assume that dropping probabilities at the bottleneck links
are generally small, so that they can be added up to approxi-
mate the end-to-end dropping probability [12]. There are L dif-
ferential equations in (2), each of which models the dynamics
of queue length at a bottleneck link. Note that, since ql(t) ≥ 0,
the rate of change of ql(t) cannot be negative when ql(t) = 0.
B. Network Equilibrium
The equilibrium of the multi-bottleneck TCP/AQM system
(1)–(2) is defined by Ẇi = 0 and q̇l = 0 for i = 1, . . . , N
and l = 1, . . . , L. Assume that Ni(t) and Ri(t) are fixed on
their equilibrium values when the system is in equilibrium.
That is, Ni(t) = Ni and Ri(t) = Ri for i = 1, . . . , N . The
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1 , . . . , q
∗
L) represents an equilibrium
point, i = 1, . . . , N , and l = 1, . . . , L.
In (3), we have W ∗i > 0, which indicates that the equi-





be the equilibrium packet dropping probability at Link
l. Since we only consider bottleneck links in our model,
we can assume p∗l > 0 for all l and remove the notation ()
+.






where i = 1, . . . , N .















The latter case implies that Link l is not fully utilized (p∗l = 0
in this case), and it can be eliminated since we only consider







where l = 1, . . . , L.
Now, (5) and (6) represent the system in equilibrium, where




1, . . . , p
∗
L) is an equilibrium point. We con-
sider p∗l (0 < p
∗
l < 1) instead of q
∗
l in the equilibrium study.
We define an N ×L routing matrix S, where entry Sil = 1
if Flow i uses Link l and Sil = 0 otherwise (i = 1, . . . , N and
l = 1, . . . , L). Furthermore, define the following vectors and
matrices (we use bold fonts to denote vectors and matrices):
W = [W ∗1 , W
∗















P = [p∗1, p
∗









Note that E is uniquely determined by W. We introduce it in
order to concisely express the equilibrium equations (5) and
(6) in matrix form. A is an N×N diagonal matrix with entries
Ni
Ri
(i = 1, . . . , N) in the main diagonal.
Then, (5) and (6) can be written in matrix form as follows:
SP = E (7)
STAW = C (8)
where (W,P) represents an equilibrium point of the system.
Here, (7) represents a system of N nonlinear equations in
W and P (note that E is uniquely determined by W), whereas
(8) represents a system of L linear equations in W only.
III. EQUILIBRIUM ANALYSIS
This section presents an analysis for the existence and
uniqueness of an equilibrium point in the system (1)–(2).
When the system is in equilibrium, an equilibrium point
(W,P) is determined by (7) and (8). Thus, it is equivalent to
study the existence and uniqueness of a solution of (7) and (8).
Our equilibrium analysis is based on the following assumption.
Assumption 1: The N × L routing matrix S has full rank.
That is, rank(S) = min{N, L}.
The full rank property for a routing matrix is usually
assumed in the literature, and it helps us seek conditions for
the uniqueness of an equilibrium point. Properly performing
routing configurations may help satisfy this assumption.
Since (8) is linear in W only, it is easy to study its solution
first. In order to analyze the number of solutions for a system
of linear equations, we use the Rouché-Capelli Theorem [27]
in linear algebra.
First, we introduce a lemma, which affirms the existence of
at least one equilibrium point in the system (1)–(2).
Lemma 1: Given N and L, there exists at least one equi-
librium point in the system (1)–(2).
Proof: See Appendix A for a detailed proof. In addition,
we notice that [28] presents a method to prove the existence
of network equilibrium based on Nash equilibrium. It is also
feasible to adopt that method to prove Lemma 1.
We then analyze the solutions of (7) and (8) based on the
relationship between N and L, where N ≥ 1 and L ≥ 1.
A. Case I: N < L
In the case of N < L, we have rank(S) = N . By the defin-
ition of A, rank(A) = N . Thus, we obtain rank(STA) = N .
According to the Rouché-Capelli Theorem [27], (8) has solu-
tions if and only if rank(STA
∣∣C) = rank(STA) = N .
Note that the rank of the augmented matrix (STA
∣∣C) can
either be N + 1 or N . In the former case, (8) does not
have solutions, which implies that at least one link cannot be
fully utilized. Consequently, there are less than L bottleneck
links. In the latter case, (8) has a unique solution W since
rank(STA) is equal to the number of unknowns.
The following theorem asserts the existence of infinitely
many equilibrium points in the system when N < L.
Theorem 1: Suppose Assumption 1 holds. Given N and L
such that N < L, there are infinitely many equilibrium points
in the system (1)–(2).
Proof: The system has L bottleneck links that are fully
utilized, which indicates that (8) is satisfied. That is, there
exists a solution W that satisfies (8). Moreover, this solution
W is unique since rank(STA) = N .
Next, we consider the solution of (7). Since E is uniquely
determined by W and W is fixed on the unique solution of
(8), (7) is now reduced to a system of N linear equations
in P only. Then, (7) has solutions if and only if rank(S) =
rank(S
∣∣E). Note that (S∣∣E) is an N × (L + 1) matrix and
N < (L + 1), so we have rank(S
∣∣E) = N = rank(S).
However, since rank(S) is less than L, which is the number of
unknowns in (7), (7) has infinitely many solutions P according
to the Rouché-Capelli Theorem. Thus, there are infinitely
many equilibrium points (W,P) in the system when N < L.
From the proof of Theorem 1, we can see that W is unique,
but there are infinitely many P in the system when N < L.
See Section VI-A for such an example.
B. Case II: N ≥ L
We now investigate the equilibrium of the system for the
case of N ≥ L. If N = L, S is a square matrix with full
rank and hence has an inverse. By the definition of A, A also
has an inverse. Thus, we can directly solve for W in (8) as
follows:
W = A−1(S−1)TC. (9)
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Since W is uniquely determined by (9), E is then fixed. Thus,
P can be uniquely solved from (7) as follows:
P = S−1E. (10)
The equilibrium point (W,P) is uniquely determined by (9)
and (10) when N = L.
Next, we study the case of N > L. In this case, we find that
rank(STA) = L < N , which implies that there are infinitely
many W that can satisfy (8). Hence, we cannot follow the
approach used in the case of N ≤ L since W is not fixed.
We then use another method and study the standard form
of the equilibrium equations, i.e., (5) and (6).
To prove the uniqueness of an equilibrium point in the
system when N > L, we need an additional assumption,
which is described as follows.
Assumption 2: The utility functions of TCP flows, denoted
by Ui(xi), are strictly concave increasing in their rates xi, and
twice continuously differentiable in their domains.
The flow rate xi is defined as xi = WiRi , where Wi
and Ri are the window size and round-trip time of Flow i,
respectively. This is a mild assumption. In fact, most proposed
TCP algorithms, including TCP Reno, have strictly concave
increasing utility functions according to [12].
In [29], the determination of the optimal flow rates of
a network is formulated as a network utility maximization
(NUM) problem. For the system (1)–(2), the corresponding









SliNixi = Cl (12)
where x = [x1, . . . , xN ]T denotes the rate vector, Ni is the
number of flows in Group i, Sli denotes entries of the L×N
matrix ST, i = 1, . . . , N , and l = 1, . . . , L.
The equality constraint (12) corresponds to (6). The objec-
tive function (11) is a positive weighted sum of the utility
functions and hence still strictly concave. Next, we prove
the uniqueness of an equilibrium point by showing that the
equilibrium point of the system (1)–(2) is the unique solution
of (11)–(12).
Theorem 2: Suppose that Assumptions 1 and 2 hold. Given
N and L such that N ≥ L, there exists a unique equilibrium
point in the system (1)–(2).
Proof: For N = L, we have shown that the equilibrium
point is unique since it is uniquely determined by (9) and (10).
For N > L, the existence of an equilibrium point is proved
by Lemma 1. Thus, we only need to prove the uniqueness




equilibrium rate of Flow i.
Based on (5), we define a utility function Ui(xi) for Flow i













This utility function is strictly concave increasing in xi > 0.













where p = [p1, . . . , pL]T denotes the vector of Lagrange
multipliers associated with the equality constraint (12),
i = 1, . . . , N , and l = 1, . . . , L.
A vector x∗ = [x∗1, . . . , x
∗
N ]
T is a primal opti-
mal solution of (11)–(12) if and only if there exists
a vector p∗ = [p∗1, . . . , p∗L]
T such that the following
















l = 0 for i = 1, . . . , N. (17)
Note that complementary slackness and dual feasibility vanish
from the KKT conditions since the problem does not have










l for i = 1, . . . , N. (18)
We observe that (16) and (18) coincide with the equilibrium
equations (5) and (6) (note that x∗i =
W∗i
Ri
). This means that an
equilibrium point (W,P) of the system is an optimal solution
of (11)–(12) and its dual problem, and vice versa.
Since Ui(xi) are strictly concave, the optimal solution x∗
of (11)–(12) is unique. Thus, W is unique since W ∗i = x
∗
i Ri.
Next, we study (7). E is now uniquely fixed by W. Since
rank(S) = L, the L × L matrix STS is invertible. From (7),
we can solve for P:
P = (STS)−1STE (19)
which is unique.
Thus, we have proved that there exists a unique equilibrium
point (W,P) in the system when N ≥ L.
IV. SYSTEM STABILITY
In this section, we conduct a stability study for the system
(1)–(2). Since the system is nonlinear and has time-varying
delays, it is difficult to directly analyze its stability. Thus,
we follow a standard approach used in [10], where a nonlinear
TCP/RED system was linearized about the equilibrium point
and Lyapunov stability theory was then adopted to study the
linearized system. However, we notice that the matrix P in
the Lyapunov function constructed in [10] may not always
exist since the matrix A in their model cannot be proved to be
always stable1 [30]. A similar case also appears in our system
(1)–(2). This hinders the subsequent algorithm design and thus
leads us to consider simpler subsystems.
We name (1)–(2) the global system. In order to facilitate
distributed algorithm design, we decompose the global system
into single-bottleneck subsystems. For readability, here we
mainly present the stability analysis of subsystems since it
motivates our subsequent algorithm design. The stability study
of the global system is presented in Appendix B.
1A square matrix is called stable matrix if each of its eigenvalues has
negative real part.
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When there exists a unique equilibrium point in the global
system (1)–(2), we can formulate a single-bottleneck subsys-































, ql(t) = 0
(21)
where q∗j denotes the equilibrium queue length at Link j, and
Wi(t) for every i ∈ F (l) and ql(t) for a fixed l are the
variables in the subsystem of Link l.
Every subsystem (20)–(21) only considers the evolution of
one bottleneck Link l and assumes that the queue lengths qj(t)
at other links j = l that Flow i (i ∈ F (l)) traverses are fixed
on their unique equilibria q∗j . This is a natural approximation
for the global system. It is feasible because there is a unique
equilibrium point in the global system, and q∗j (or p
∗
j ) can be
known to the subsystem, say, by Algorithm 1 in Section V-A.
Let Ml =
∣∣F (l)∣∣. The subsystem (20)–(21) thus contains
Ml groups of flows and one bottleneck link. We linearize
(20)–(21) about the equilibrium point and obtain:






















where δWi(t) = Wi(t)−W ∗i for i ∈ F (l), δql(t) = ql(t)−q∗l .
In deriving (22)–(23), we assume that Ni(t) and Ri(t)
are fixed on the equilibrium values, i.e., Ni(t) = Ni and
Ri(t) = Ri.
For every subsystem, we locally renumber the Flows i ∈
F (l) so that i = 1, . . . , Ml. Define the following matrices for







where Gl1 = diag























, for i = 1, . . . , Ml (25)
where Hli1 =
[









Kl, if j = i
0, otherwise.
Thus, Gl and Hli are (Ml + 1)× (Ml + 1) square matrices.
Define zl(t) = [δW1(t), . . . , δWMl(t), δql(t)]
T . The lin-
earized subsystem (22)–(23) can be expressed in the following
form:




We now show that all Gl are stable matrices.
Lemma 2: All Gl defined in (24) are stable matrices.
Proof: See Appendix C for a detailed proof.
According to Lyapunov stability theory [30], since Gl
defined in (24) is stable, there exists a unique positive
definite matrix Pl that satisfies the following Lyapunov
equation:
GTl Pl + PlGl = −I (27)
where I is an (Ml + 1)× (Ml + 1) identity matrix, for every
l = 1, . . . , L.
We then study the stability of the subsystem by finding a
Lyapunov function for it. We choose the following Lyapunov
function candidate for every linearized subsystem (26):
V (zl) = zTl Plzl (28)
where the positive definite matrix Pl is determined by (27).
The following theorem states the sufficient conditions for
the local asymptotic stability of the subsystems.
Theorem 3: A single-bottleneck subsystem (20)–(21) is
locally asymptotically stable if












, λmax(Pl) and λmin(Pl) denote
the largest and smallest eigenvalues of Pl defined in (27),
respectively, ‖Pl‖ denotes the 2-norm of Pl, and μ > 1 is a
constant.
Proof: We only need to show that V̇ (zl) < 0 if (29) is
satisfied. Note that there are delayed terms zl(t−Ri) in (26).
We use the Razumikhin condition [31], which relates the past
trajectory and the present state of the system, to bound the
delayed terms.
Let Rmax = max{R1, . . . , RMl}. Whenever the following
Razumikhin condition:
V (zl(τ)) ≤ μ2V (zl(t)), for t−Rmax ≤ τ ≤ t
holds for some constant μ > 1 (note that V (zl) defined in
(28) is bounded), we have:
λmin(Pl)‖zl(τ)‖2 ≤ zTl (τ)Plzl(τ) ≤ μ2λmax(Pl)‖zl(t)‖2.
Thus, we can obtain
‖zl(τ)‖ ≤ μJ‖zl(t)‖ (30)
where t−Rmax ≤ τ ≤ t.







From (26), (27), (28), (30), and (31), we can derive:
V̇ (zl)
= żlTPlzl + zTl Plżl
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If (29) is satisfied, then V̇ (zl) < 0 when zl(t) = 0. That is,
V (zl) is a Lyapunov function for (26). Thus, the subsystem
described by (20) and (21) is locally asymptotically stable.
Remark 1: Recall that Kl denotes an algorithm-specific
parameter of an AQM employed by Link l. If the parameter
value is set within the range specified by (29), the single-
bottleneck subsystem is locally asymptotically stable.
V. ALGORITHMS
Based on our theoretical studies, here we present an algo-
rithm to compute the equilibrium point of the multi-bottleneck
TCP/AQM system, and devise Self-Tuning CoDel algorithm
to combat bufferbloat in multi-bottleneck networks.
A. Algorithm for Computing the Equilibrium Point
According to Theorem 2, there exists a unique equilibrium
point in the system when N ≥ L. Note that N ≥ L
should be quite common in real networks. We now propose
Algorithm 1 to compute the equilibrium point of the system,
assuming that the routing matrix S is known to all AQM
routers.
The essential idea of Algorithm 1 is that every AQM router
needs to know all the packet dropping probabilities at the
bottleneck links in order to compute the window sizes of
the TCP flows from (5). In fact, Algorithm 1 is motivated
by the widely used Open Shortest Path First (OSPF) routing
protocol [32]. In OSPF, there is a designated router (DR) for
every network segment, which is responsible for gathering and
forwarding link state updates. Thus, we can let a specific AQM
router serve as a centralized DR in the system. For example,
an AQM router with the smallest ID is selected as DR. All
AQM routers periodically send packet dropping probability
updates to DR. When receiving updates, DR updates its list
of packet dropping probabilities and sends the updated list to
all AQM routers. In this way, every AQM router can compute
the equilibrium point of the system based on (5). Note that the
routing matrix S can be easily known if all AQM routers use
the OSPF routing protocol since OSPF maintains the whole
network topology.
The computation of the equilibrium point is important since
this information is usually required when properly tuning the
AQM parameters so as to stabilize the system. Note that the
proposed Algorithm 1 is a general algorithm in the sense that
it is not limited to a specific AQM algorithm employed by a
bottleneck router. It provides a general method to compute the
equilibrium point of the multi-bottleneck TCP/AQM system.
In fact, Algorithm 1 is used by our proposed Self-Tuning
CoDel algorithm when tuning the parameter, as illustrated in
the next subsection. It is easy to see that the time complexity
of Algorithm 1 is O(ML), where L is the number of AQM
Algorithm 1 Computation of the Equilibrium Point
Assume: Full rank routing matrix S is known and N ≥ L
1: Every AQM router at a bottleneck Link l (l = 1, . . . , L)
measures its packet dropping probability pl periodically.
2: When there is a change in pl or update timer expires,
the corresponding router sends an update of pl to a cen-
tralized designated router (DR), which maintains a list of
all pl.
3: Upon receiving updates of pl, DR updates its list and then
sends the updated list to all AQM routers.
4: When the changes of all pl are within a small δ, the system
is assumed to be in equilibrium. With the list of all pl and







and thus obtains the equilibrium point (W,P).
routers and M is the number of updates occurred before the
system reaches the equilibrium.
Next, we further give a discussion on the centralized prop-
erty of Algorithm 1 and its possible decentralization:
• Centrality for Simplicity: Algorithm 1 assumes that every
router can know the packet dropping probabilities at
all the bottleneck links, which is realizable by using
a centralized DR in a single autonomous system (AS)
running OSPF protocol. Such a centrality is simple com-
pared to a potential distributed algorithm that may require
much more communication overheads among different
routers.
• Possible Decentralization: For scalability (e.g., across
multiple ASes), one can follow the OSPF’s mechanism
that uses an AS boundary router (ASBR) [32] to exchange
routing information with routers belonging to other ASes.
Specifically, we can let the DR router in an AS serve
as the ASBR which exchanges packet dropping proba-
bility information with ASBRs belonging to other ASes.
Every ASBR updates its corresponding list and sends the
updated list to all routers in its own AS. Another method
for decentralization is to apply dual decomposition [33]
to the NUM problem (11)–(12). This involves an iterative
primal algorithm at each TCP source and an iterative dual
algorithm at each link (router). Due to space limitations,
here we only briefly mention possible methods for decen-
tralization.
• Influence of Imprecise Estimation: Due to scalability
issues or delayed feedbacks, both the centralized and
distributed versions of Algorithm 1 may use imprecise
information about the packet dropping probabilities to
compute the equilibrium point. Fortunately, the equi-
librium window size depends on the end-to-end packet




In Section VI-F, we will show that the performance
of our proposed Self-Tuning CoDel (Algorithm 2) is
not affected significantly given a reasonable estimation
error.
B. Self-Tuning CoDel Algorithm
The stability of CoDel in single-bottleneck networks has
been analyzed in [24] and [34]. However, its stability in multi-
bottleneck networks is still unknown. Thus, here we consider a
multi-bottleneck TCP/CoDel system, where all the bottleneck
links employ CoDel as the AQM algorithm.
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In [24], an approximate packet dropping probability func-









where I0 denotes the interval parameter of CoDel, λ0 > Cl is
the arrival rate at the time when the queue length first exceeds
the target queue length βl, and Cl is the link capacity.
From (33), we can let Kl = 14ClI20 (λ0−Cl) for CoDel.







2Cl(λ0 − Cl) . (34)
If the value of I0 is set such that (34) is satisfied, then every
single-bottleneck TCP/CoDel subsystem is locally asymptoti-
cally stable according to Theorem 3.
Note that in order to trigger a packet drop, CoDel requires
a minimum elapsed time since the queue length exceeds βl,
which is denoted by I0. Thus, I0 also affects the response
time of CoDel. In practice, we can choose a value of I0 that
is slightly larger than the lower bound in (34), so that system
stability is achieved without sacrificing the response time.
From (34), we observe that the range of I0 is determined by
several factors and will vary if these factors change over time.
A static value of I0 cannot always guarantee the stability of
the TCP/CoDel system. Thus, we propose Self-Tuning CoDel
to dynamically adjust I0 at every bottleneck link based on
network conditions, as shown in Algorithm 2.
When the update timer expires, Self-Tuning CoDel firstly
estimates the related parameters. The equilibrium window size
W ∗i can be estimated by Algorithm 1. Here, it is worth noting
that this is the only part where Self-Tuning CoDel needs
global information about the packet dropping probabilities
at related bottleneck links, in order to accurately estimate
W ∗i (i ∈ F (l)) for the flows traversing it. We then follow
the methods proposed in the literature to estimate other net-
work parameters locally. For example, efficient methods for
estimating the number of TCP flows and link capacity were
proposed in [14]. In [35], Karn’s algorithm was proposed to
accurately estimate the round-trip time. To solve the Lyapunov
equation and compute the eigenvalues, we can call MATLAB
to perform these computations. Alternatively, there are many
related numerical methods proposed in the literature, such as
[36] for solving Lyapunov equations, and [37] for computing
eigenvalues. Finally, I0 is updated based on (34). Self-Tuning
CoDel can be run locally at every bottleneck link, so as to
stabilize the queueing delays at all the bottleneck links in a
distributed manner.
Regarding the time complexity of Self-Tuning CoDel, we do
not explicitly derive it since it depends on specific algorithms
used to solve the Lyapunov equation and compute the eigen-
values. Instead, we point out that after decomposing the global
multi-bottleneck system into single-bottleneck subsystems,
the sizes of Gl and Pl are much smaller compared to that
of Gg and Pg in the global system (see Appendix B), which
helps facilitate related computations. In fact, we observe via
extensive simulations that with relatively small sizes (i.e.,
(Ml + 1) × (Ml + 1)) of Gl and Pl, the Lyapunov equation
and the eigenvalues in Algorithm 2 can be solved very quickly
using MATLAB.
Algorithm 2 Self-Tuning CoDel
Input: Full rank routing matrix S
1: while update timer expires or condition changes do
2: Estimate W ∗i , Ni, Ri for every Flow i ∈ F (l), and λ0.
3: Construct Gl defined in (24).
4: Solve the Lyapunov equation (27) for Pl based on Gl.















2Cl(λ0−Cl) + ε, where μ > 1 and ε > 0.
8: CoDel is running with the updated I0.
9: end while
Algorithm 3 Modified Self-Tuning CoDel for CUBIC
Assume: CUBIC sources can update their slow start thresh-
olds based on the feedbacks from the AQM routers.
1: Initially, estimate W ∗i for every Flow i ∈ F (l).
2: Send the estimated W ∗i to corresponding Flow i, and Flow i
updates its slow start threshold based on this value.
3: Run the original Self-Tuning CoDel (Algorithm 2).
C. A Simple Modification of Self-Tuning CoDel for CUBIC
Recall that our system model and stability analysis use TCP
Reno as the source algorithm. CUBIC [25] is another popular
loss-based TCP algorithm, which exhibits a different behavior
of congestion window evolution. Recently, a new fluid model
for CUBIC has been proposed in [26]. We revisit [26] and
find that the CUBIC’s fluid model only considers a single-
bottleneck scenario, and that instead of directly modeling the
evolution of CUBIC’s congestion window (cwnd), the model
derives the evolutions of the size of the cwnd immediately
before loss and the amount of time elapsed since last loss.
Thus, we cannot directly incorporate the CUBIC’s fluid model
into our multi-bottleneck TCP/AQM system by using a new
congestion window function for CUBIC. More thorough the-
oretical analysis for CUBIC interacting with AQM routers in
multi-bottleneck networks still needs to be conducted, and
hence we leave it as our future work.
However, [26] indeed provides some helpful insights for
stabilizing a CUBIC system, which motivate us to develop a
quick fix for Self-Tuning CoDel such that it can also work
well with CUBIC. As the theoretical results in [26] suggest,
one can specify the initial slow start threshold of CUBIC to
be close to its equilibrium window size, so that the CUBIC
system is more likely to settle into its stable state. Motivated
by this, we make a simple modification for Self-Tuning CoDel
interacting with CUBIC, which is shown in Algorithm 3.
Initially, a router running the Modified Self-Tuning CoDel
(Algorithm 3) estimates the equilibrium window size W ∗i for
every Flow i ∈ F (l) that traverses it. This can be done by
using Algorithm 1. Note that the equilibrium window sizes of







where b = 0.2 and c = 0.4 according to [26]. The Line 4 of
Algorithm 1 needs to compute W ∗i for CUBIC flows using
this equation instead. The router then sends the estimated W ∗i
to the corresponding Flow i, and Flow i will update its slow
start threshold based on W ∗i . If Flow i receives multiple W
∗
i
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Fig. 1. Topology for Example 1, where there are infinitely many equilibria.
from different routers (since it traverses multiple bottleneck
links), it will select the smallest one. After that, the router
simply runs the original Self-Tuning CoDel.
Note that the Lines 1–2 of Algorithm 3 only need to be
performed once during the initial stage. We also investigate the
case where the source algorithm does not react to the feedback
of W ∗i from the router (i.e., the case of CUBIC working
with the original Self-Tuning CoDel), which is presented in
Section VI-G.
VI. PERFORMANCE EVALUATION
This section presents simulation results obtained from ns-2
[38] and MATLAB, which evaluate our theoretical studies and
proposed algorithms. We use ns-2 for packet-level simulations
because CoDel [7] and PIE [8] are also evaluated by it.
A. Numerical Study for the Equilibrium of Multi-Bottleneck
TCP/AQM System
First, we conduct numerical study for the equilibrium of
the system by MATLAB. We use Example 1 to show that
there can be infinitely many equilibrium points in the system,
thereby verifying Theorem 1. The topology for Example 1 is
shown in Fig. 1, where nodes denote routers. There are two
groups of TCP flows (N = 2), i.e., f1 and f2. Each group
contains ten flows, i.e., N1 = N2 = 10. f1 traverses from
Router 1 to Router 3 via Router 2, whereas f2 goes from
Router 2 to Router 4 via Router 3. There are three bottleneck
links (L = 3) labeled by l1, l2, and l3. The link capacities are
as follows: C1 = 1250 packets/s, C3 = 2500 packets/s, and
C2 = C1 + C3 = 3750 packets/s. Let the round-trip times be
R1 = 0.08 s and R2 = 0.05 s. Then, the equilibrium equation










W ∗2 = 3750
10
0.05
W ∗2 = 2500.
(35)
We can obtain W ∗1 = 10 and W
∗
2 = 12.5, which are unique.
Substituting W ∗1 and W
∗








It is obvious that (36) has infinitely many solutions. Thus,
Example 1 shows that there are infinitely many equilibrium
points in the multi-bottleneck TCP/AQM system if N < L.
Next, we present Example 2, where there is a unique
equilibrium point in the system, and hence verifies Theorem 2.
The topology for Example 2 is given in Fig. 2. There are three
groups of TCP flows (N = 3), i.e., f1, f2, and f3. f1 traverses
Routers 1–5. f2 goes from Router 6 to Router 7 via Routers
2–3, whereas f3 moves from Router 8 to Router 5 via Router 4.
Let N1 = 50, and N2 = N3 = 5. There are two bottleneck
links (L = 2) labeled by l1 and l2. Let the link capacities
be C1 = C2 = 2500 packets/s. The round-trip times are as
Fig. 2. Topology for Example 2, where there is a unique equilibrium.
follows: R1 = 0.12 s, R2 = 0.07 s, and R3 = 0.08 s. Then,
























W ∗3 = 2500.
(37)
We can uniquely solve (37) and obtain: W ∗1 ≈ 4.89,
W ∗2 ≈ 6.49, W ∗3 ≈ 7.42, p∗1 ≈ 0.047, and p∗2 ≈ 0.036. Hence,
Example 2 shows that there is a unique equilibrium point in
the multi-bottleneck TCP/AQM system if N ≥ L.
We now further show the convergence of the system to
the equilibrium point, and verify the feasibility of decompos-
ing the global multi-bottleneck system into single-bottleneck
subsystems. Here, the settings of Example 2 are used for
illustration. In fact, the system (1)–(2) is a system of delay
differential equations (DDEs) [39]. We can use the dde23
solver [40] in MATLAB to solve DDEs with constant delays.
Specifically, assuming Ni(t) = Ni and Ri(t) = Ri for
i = 1, . . . , N in (1)–(2) and then using the settings of
Example 2, we can solve the corresponding global system
(1)–(2) using dde23 and plot the solution evaluated in the
interval [0 s, 50 s] in Fig. 3(a). In order to be consistent
with the previous equilibrium analysis, we use the relationship
p(t) =
(
K[q(t) − β])+ to replace the queue length by the
packet dropping probability in (1)–(2). In addition, we set
K1 = K2 = 15000 . Let the values of the TCP window
sizes in the three groups be W1, W2, and W3, respectively.
The values of the packet dropping probabilities at the two
bottleneck links are then denoted by p1 and p2, respectively.
It can be observed in Fig. 3(a) that as time passes, the values
of W1, W2, W3, p1, and p2 converge to the equilibrium
point (4.89, 6.49, 7.42, 0.047, 0.036). Thus, we can see that
the global system does converge to the unique equilibrium
point computed previously in Example 2.
Based on the formulation of the subsystem given by
(20)–(21), we can further solve the corresponding subsystems
using the dde23 solver. Specifically, for the subsystem at the
bottleneck Link l1, we fix the packet dropping probability at
Link l2 on p2 ≈ 0.036. Similarly, we fix the packet dropping
probability at Link l1 on the equilibrium value p1 ≈ 0.047
for the subsystem at Link l2. Then, using the same settings of
Example 2, we can solve the two corresponding subsystems
using dde23 and plot the solutions evaluated in the interval
[0 s, 50 s], as shown in Fig. 3(b)–(c). It can be seen that the
two subsystems converge to their unique equilibrium points
as time passes, and that they actually converge faster than
the global system. Furthermore, Fig. 3(a)–(c) demonstrate
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Fig. 3. Stable and unstable solutions to the DDEs describing the global multi-
bottleneck system and the single-bottleneck subsystems. (a) Stable global
system. (b) Stable subsystem at l1. (c) Stable subsystem at l2. (d) Unstable
global system. (e) Unstable subsystem at l1. (f) Unstable subsystem at l2.
the feasibility of system decomposition in the sense that the
equilibrium points of the two single-bottleneck subsystems and
the equilibrium point of the global multi-bottleneck system
coincide with each other.
B. Numerical Study for the Stability of Multi-Bottleneck
TCP/AQM System
In this subsection, we show numerical results obtained
from MATLAB to illustrate the stability and instability of the
multi-bottleneck TCP/AQM system. In fact, Fig. 3(a)–(c) have
demonstrated the stability of a multi-bottleneck TCP/AQM
system based on the settings of Example 2, where the values of
the two parameters K1 and K2 are set to 15000 . If we increase
the values of K1 and K2, the multi-bottleneck TCP/AQM
system will become unstable, as shown in Fig. 3(d). Recall
that Theorem 3 and Theorem 4 (in Appendix B) only give the
sufficient conditions for the local asymptotic stability of the
subsystems and the global system, respectively. Thus, it may
not be straightforward to determine the values of K1 and
K2 that will lead to the instability of the system. However,
we observe a trend that sufficiently large values of K1 and K2
will eventually induce the global system and the subsystems
to become unstable. For example, Fig. 3(d) depicts an unstable
global system when K1 = K2 = 12700 . If we further
increase the values of K1 and K2 such that K1 = 11600 and
K2 = 11800 , both subsystems become unstable, as illustrated
in Fig. 3(e)–(f). Therefore, the MATLAB numerical results
shown in Fig. 3 indicate that in order to make the system and
subsystems stable, the value of Kl should not be set too large.
C. Packet-Level Simulation Settings
We now conduct packet-level simulations using ns-2 to eval-
uate our proposed Self-Tuning CoDel. First, we describe our
simulation settings as follows. Two representative loss-based
TCP algorithms, namely NewReno [41] and CUBIC [25], are
adopted as the source algorithms. NewReno is an enhanced
Fig. 4. Packet-level simulation topology: a three-bottleneck network.
version of Reno which improves Reno’s fast recovery phase
and still uses the same congestion window function described
by (1). Thus, it fits our system model. NewReno is still the
default TCP of some Windows and Linux operating systems
according to [42] and [43]. CUBIC is more popular nowadays.
We suggest a simple modification for Self-Tuning CoDel
(Algorithm 3), which enables it to work well with CUBIC.
Thus, we will present simulation results using NewReno and
CUBIC in the next two subsections, respectively. Several
representative AQM algorithms, including CoDel [7], PIE [8],
and Adaptive RED [13], are used to compare with Self-Tuning
CoDel. Our simulation topology is shown in Fig. 4, where
nodes represent AQM routers. This is a complicated three-
bottleneck network, where there are three bottleneck links (l1,
l2, and l3) and five groups of TCP flows (f1, f2, f3, f4, and
f5) traversing in different directions. Specifically, f1 passes
through Routers 1–5. f2 goes from Router 6 to Router 8 via
Routers 2–3, whereas f3 moves from Router 7 to Router 11 via
Routers 3–4. f4 traverses Router 9, Router 10, Router 4, and
then Router 5. f5 transits Routers 3–5 and then Router 12.
In our simulations, the long-lived TCP flows are generated by
FTP applications. There are also short-lived HTTP flows and
constant bit rate (CBR) flows going through Routers 1–5. Due
to space limitations, here we only present simulation results
using this three-bottleneck network topology. In fact, we have
conducted extensive simulations and also provided simulation
results using the two-bottleneck topology of Fig. 2 in our
prior work [1]. Here, we use a more complicated topology
to further evaluate the proposed Self-Tuning CoDel in terms
of the stability of queueing delays at the AQM routers and
the congestion window (cwnd) evolution of TCP flows. Note
that the stability of queueing delays and the cwnd of TCP
flows are two important metrics for TCP/AQM systems, since
the former measures the performance of the AQM algorithms,
whereas the latter reflects the throughput of the TCP flows.
The values of the main parameters used in our packet-level
simulations are summarized in Table II. The simulation time
is 600 seconds, and the TCP data packet size is 1000 bytes.
The number of TCP flows varies over time. Specifically, from
0 s to 200 s, N1 = 200, N2 = 40, N3 = 30, N4 = 20,
and N5 = 60. From 200 s to 400 s, N4 is increased
to 40. From 400 s to 600 s, N1 is then reduced to 140.
Note that the equilibrium round-trip time of Flow i can be





, where Tpi denotes the
fixed round-trip propagation delay of Flow i. To significantly
differentiate the round-trip times of different flows, we set
Tp1 = 0.240 s, Tp2 = 0.130 s, Tp3 = 0.160 s, Tp4 = 0.100 s,
and Tp5 = 0.210 s. Let C1 = 60 Mbps, C2 = 80 Mbps,
and C3 = 100 Mbps when NewReno is used as the source
algorithm. When the more advanced CUBIC is employed,
we set the link capacities to larger values, as shown in Table II.
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TABLE II
PACKET-LEVEL SIMULATION SETTINGS
To make a fair comparison, we set the target delays of Self-
Tuning CoDel, CoDel, PIE, and Adaptive RED to 20 ms at
all the three bottleneck links. Other AQM parameters are set
to default values. To make a good tradeoff between stability
and response time, we limit the tuning of I0 in Self-Tuning
CoDel to the range [100 ms, 400 ms]. If the computed lower
bound in (34) is less than the default value 100 ms [7], I0 can
be set to 100 ms so as to align with CoDel. The update timer
of Self-Tuning CoDel is set to 10 s. It can be reconfigured
whenever needed.
D. Packet-Level Simulation Results Using NewReno
In this subsection, we present simulation results using
NewReno as the source algorithm, which demonstrate that
our proposed Self-Tuning CoDel can effectively improve the
system stability and performance. We compare Self-Tuning
CoDel with CoDel, PIE, and Adaptive RED in terms of the
stability of queueing delays at the bottleneck links and the
cwnd of TCP flows. The simulation topology and the values
of the main parameters are shown in Fig. 4 and Table II,
respectively. In addition, we use PackMime-HTTP [38] to
simulate short-lived HTTP traffic. There are two new HTTP
connections generated per second and ten CBR flows with the
rate of 64 Kbps traversing Routers 1–5.
Fig. 5 plots the queueing delays yielded by the AQM
algorithms at Link l1, when NewReno is used. It can be seen
in Fig. 5(b) that CoDel exhibits highly fluctuating queueing
delay with some irregular spikes. We find that the default value
of I0 in CoDel does not satisfy (34) in this case, such that
the stability of the subsystem at Link l1 is not guaranteed.
In contrast, Fig. 5(a) shows that our proposed Self-Tuning
CoDel can consistently maintain stable queueing delay by
properly adjusting I0. PIE and Adaptive RED can also stabilize
the queueing delay at Link l1, as shown in Fig. 5(c)–(d).
Queueing delays at Link l2 are presented in Fig. 6. It can
be observed in Fig. 6(a)–(b) that CoDel also yields unstable
queueing delay at Link l2, whereas Self-Tuning CoDel still
stabilizes the queueing delay at Link l2. In addition, Adaptive
RED produces frequently fluctuating queueing delay, as illus-
trated in Fig. 6(d). PIE still maintains stable queueing delay
at Link l2, which can be ascribed to its internal auto-tuning
mechanism (PIE has auto-tuning for its control parameters so
as to make a tradeoff between stability and response time).
Fig. 5. Queueing delays at Link l1, when NewReno is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
Fig. 6. Queueing delays at Link l2, when NewReno is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
Fig. 7. Queueing delays at Link l3, when NewReno is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
Fig. 7 depicts the queueing delays at Link l3. Due to the
arrivals of new f4 flows, there is a sudden jump in the queueing
delay around 200 s for the four AQM algorithms. Self-Tuning
CoDel and PIE can adapt to the change in the number of
TCP flows and stabilize the queueing delays, whereas CoDel
exhibits irregular spikes in the queueing delay. Adaptive RED
even shows unstable queueing delay in the beginning.
We now further present the cwnd of the TCP NewReno
flows that are regulated by the AQM algorithms. Due to
space limitations, here we only show the cwnd evolution
of f1, f2, f3, and f4 flows (in fact, f5 exhibits stable and
similar evolution of cwnd for all the four AQM algorithms).
Fig. 8 plots the evolution of the cwnd of a f1 flow named
Flow f1 (note that all flows in the same group have similar
characteristics for the cwnd). It can be seen in Fig. 8 that the
four AQM algorithms yield similar evolution of cwnd for Flow
f1. Since Flow f1 traverses all the three bottleneck links, it has
a low value of cwnd. The cwnd evolution of a f2 flow (i.e.,
Flow f2) is presented in Fig. 9. The four AQM algorithms
also induce similar evolution of cwnd for Flow f2.
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Fig. 8. Congestion window (cwnd) of NewReno Flow f1. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 9. Congestion window (cwnd) of NewReno Flow f2. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 10. Congestion window (cwnd) of NewReno Flow f3. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 11. Congestion window (cwnd) of NewReno Flow f4. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 10 plots the evolution of the cwnd of a f3 flow (i.e.,
Flow f3). It can be observed that Flow f3 exhibits highly
fluctuating cwnd when Adaptive RED is used (and it also
frequently goes back to the slow start phase). In addition,
CoDel and PIE produce significantly larger fluctuations in the
cwnd of Flow f3, compared to Self-Tuning CoDel. The cwnd
evolution of a f4 flow (i.e., Flow f4) is shown in Fig. 11. Due
Fig. 12. Queueing delays at Link l1, when CUBIC is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
to the arrivals of new flows, the cwnd of Flow f4 is suddenly
reduced around 200 s. As can be seen in Fig. 11(a), Self-
Tuning CoDel can maintain the stability of the cwnd for Flow
f4. In contrast, CoDel, PIE, and Adaptive RED induce notably
larger fluctuations in the cwnd.
From Fig. 5 to Fig. 11, we observe that Self-Tuning CoDel
stabilizes the queueing delays at the bottleneck links without
affecting the cwnd of the TCP flows. Indeed, the cwnd can
also be stabilized.
E. Packet-Level Simulation Results Using CUBIC
This subsection further presents packet-level simulation
results using CUBIC as the source algorithm. The simulation
topology and the values of the parameters are almost the
same as those used in the previous subsection except the
following three changes. First, CUBIC is used as the source
algorithm instead of NewReno. Second, to accommodate the
more aggressive CUBIC flows, the capacity of each bottleneck
link is increased by 20 Mbps such that C1 = 80 Mbps,
C2 = 100 Mbps, and C3 = 120 Mbps. Third, there are
10 new HTTP connections generated per second and 30 CBR
flows with the rate of 64 Kbps traversing Routers 1–5 in the
network. Note that a simple modification (Algorithm 3) has
been incorporated into Self-Tuning CoDel in this subsection.
Fig. 12 presents the queueing delays yielded by the AQM
algorithms at Link l1, when CUBIC is used. It can be seen
that Self-Tuning CoDel shows the smallest fluctuation in the
queueing delay at Link l1 among the four AQM algorithms.
Moreover, Self-Tuning CoDel also stabilizes the queueing
delay at Link l2, whereas the other three algorithms (including
PIE) exhibit highly fluctuating queueing delays at Link l2,
as illustrated in Fig. 13. Fig. 14 shows that the four algorithms
are able to stabilize the queueing delay at Link l3.
We also investigate the cwnd of the CUBIC flows that are
controlled by the AQM algorithms. Fig. 15 plots the cwnd
evolution of a f1 flow (i.e., Flow f1). Recall that since Flow f1
traverses all the three bottleneck links, it maintains a low value
of cwnd. The four AQM algorithms induce similar evolution
of cwnd for Flow f1. However, Self-Tuning CoDel yields a
slightly higher cwnd for Flow f1 and induces it to go back
to the slow start phase less frequently, compared to PIE. The
cwnd evolution of Flow f2 is presented in Fig. 16. It can be
seen that Self-Tuning CoDel maintains a stable evolution of
cwnd for Flow f2 over time. In contrast, CoDel and PIE show
some high fluctuations in the cwnd of Flow f2 and sometimes
make the cwnd go back to the slow start phase. Fig. 17 presents
the cwnd evolution of Flow f3. We observe that Self-Tuning
CoDel still yields a stable cwnd for Flow f3, whereas CoDel,
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Fig. 13. Queueing delays at Link l2, when CUBIC is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
Fig. 14. Queueing delays at Link l3, when CUBIC is the source algorithm.
(a) Self-Tuning CoDel. (b) CoDel. (c) PIE. (d) Adaptive RED.
Fig. 15. Congestion window (cwnd) of CUBIC Flow f1. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
PIE, and Adaptive RED exhibit highly fluctuating cwnd for
Flow f3 and also frequently force it to go back to the slow
start phase. The cwnd evolution of Flow f4 is shown in Fig. 18.
Self-Tuning CoDel also maintains a more stable cwnd for
Flow f4, compared to the other three algorithms. The cwnd
evolution of Flow f5 is similar to that of Flow f1. Due to
space limitations, we omit it here.
The simulation results using CUBIC further demonstrate
that Self-Tuning CoDel (with a simple modification) also
works well with CUBIC and significantly outperforms PIE
in terms of the stability of queueing delay and cwnd.
F. Influence of Imprecise Estimation of Packet Dropping
Probability
In this subsection, we present one set of simulation results to
show that Self-Tuning CoDel can tolerate reasonable estima-
tion error in the computation of packet dropping probability,
which corroborates the feasibility of Algorithms 1 and 2.
In other words, although the centralized version of Algo-
rithm 1 or a distributed version of it may use imprecise
Fig. 16. Congestion window (cwnd) of CUBIC Flow f2. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 17. Congestion window (cwnd) of CUBIC Flow f3. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
Fig. 18. Congestion window (cwnd) of CUBIC Flow f4. (a) Using Self-
Tuning CoDel. (b) Using CoDel. (c) Using PIE. (d) Using Adaptive RED.
information (due to scalability issues or delayed feedbacks)
about the packet dropping probabilities at the bottleneck
links to compute the equilibrium point, the performance of
Self-Tuning CoDel is not affected significantly given a rea-
sonable estimation error.
We use the same simulation settings mentioned in
Section VI-D, except that we intentionally inject some “errors”
into the estimation of packet dropping probabilities such
that the computed end-to-end packet dropping probabilities
(i.e.,
∑
l∈L(i) pl) for all the five groups of NewReno flows
are underestimated by 20%. This estimation error case can
correspond to the scenario where each AQM router at a Link l
uses smaller end-to-end packet dropping probabilities (e.g.,
due to unavailable information from other links) to estimate
the equilibrium window sizes W ∗i of the flows i ∈ F (l) that
traverse Link l based on (5) or (38).
Fig. 19 presents the queueing delay and cwnd produced by
Self-Tuning CoDel for the above error case. It can be seen that
the queueing delay at the bottleneck links and the cwnd of the
flows can still be stabilized (Flow f2 and Flow f5 are not
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Fig. 19. Queueing delay and cwnd produced by Self-Tuning CoDel, when the
end-to-end packet dropping probabilities for all the five groups of NewReno
flows are underestimated by 20%. (a) Queueing delay at Link l1. (b) Queueing
delay at Link l2. (c) Queueing delay at Link l3. (d) cwnd of Flow f1. (e) cwnd
of Flow f3. (f) cwnd of Flow f4.
shown due to space limitations). From the simulation results,
we observe that a reasonable (e.g., 20%) underestimate of
end-to-end packet dropping probabilities only yields a slightly
larger computed lower bound of I0, which does not affect the
stability (but may have a minor effect on the response time).
In fact, we have also tried the scenario of 20% overestimate
of end-to-end packet dropping probabilities (which should be
less common compared to the scenario of underestimate). The
results confirm that Self-Tuning CoDel can also tolerate this
reasonable overestimation error (they are not shown here due
to space limitations).
G. CUBIC Interacting With the Original Self-Tuning CoDel
In this subsection, we further investigate the case where the
CUBIC sources do not react to the feedbacks of W ∗i from
the routers in Algorithm 3, which is equivalent to the case of
CUBIC interacting with the original Self-Tuning CoDel.
We use the same simulation settings described in
Section VI-E, except that the CUBIC sources do not update
their slow start thresholds when receiving the feedbacks from
the routers. Fig. 20 plots the queueing delay and cwnd yielded
by Self-Tuning CoDel in this case. It can be observed that
the arrivals of new f4 flows around 200 s induce a sudden
jump in the queueing delay at Link l3 and this impact is
then propagated to Link l2 and Link l1. After that, it takes
much time to bring the queueing delay at Link l2 back
to the target value. We also observe that there are some
occasional fluctuations in the cwnd of Flow f3, especially
when Flow f3 seeks to increase cwnd right after 200 s.
Therefore, the original Self-Tuning CoDel has performance
degradation when working with CUBIC in multi-bottleneck
networks. In fact, the performances of PIE and CoDel are also
degraded significantly if CUBIC is used in this case, as shown
in Section VI-E (note that the auto-tuning of PIE is still based
on the TCP Reno’s fluid model, which can be found in [8]).
To remedy this issue, we propose a quick fix for Self-Tuning
CoDel (i.e., Algorithm 3) based on the theoretical results of
[26]. The simulation results in Section VI-E have demonstrated
the effectiveness of this quick fix. However, there is still a lack
Fig. 20. Queueing delay and cwnd yielded by Self-Tuning CoDel, if the
CUBIC sources do not update their initial slow start thresholds. (a) Queueing
delay at Link l1. (b) Queueing delay at Link l2. (c) Queueing delay at Link l3.
(d) cwnd of Flow f1. (e) cwnd of Flow f3. (f) cwnd of Flow f4.
of solid stability analysis for CUBIC interacting with AQM
routers in multi-bottleneck networks, and hence we consider
filling this gap as one of our future research directions.
VII. CONCLUSION
In this paper, we have proposed a general framework
for combating bufferbloat in multi-bottleneck networks.
Specifically, we analyzed the equilibrium of a general
multi-bottleneck TCP/AQM system and provided the suffi-
cient conditions for the uniqueness of an equilibrium point
in the system. We then conducted stability study for the
multi-bottleneck system and the decomposed single-bottleneck
subsystems by deriving the sufficient conditions for the local
asymptotic stability of those systems. Based on the equilibrium
and stability studies, we proposed an algorithm for computing
the equilibrium point of the multi-bottleneck system. We fur-
ther presented a case study to analyze the stability of the
multi-bottleneck TCP/CoDel system and proposed Self-Tuning
CoDel to improve the system stability and performance.
By extensive numerical and packet-level simulations, we not
only verified our theoretical studies but also demonstrated that
Self-Tuning CoDel effectively stabilizes queueing delay and
improves the cwnd of TCP flows in multi-bottleneck networks,
compared to other representative AQM algorithms.
For future research, we plan to extend our framework
by considering other popular TCP variants interacting with
representative AQM algorithms in multi-bottleneck networks.
Moreover, we plan to further study the interactions among
different AQM algorithms employed by different bottleneck
links in general networks containing wireless links.
APPENDIX A
PROOF OF LEMMA 1
Proof: Recall that we have assumed p∗l > 0 for all l =
1, . . . , L in the derivation of (5) and (6), since we only consider
bottleneck links in the system.
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where i = 1, . . . , N . Given any p∗l > 0 for all l = 1, . . . , L,
there exist W ∗i for all i = 1, . . . , N , which are determined by
(38).











where l = 1, . . . , L.
We claim that for the set of all feasible vectors P satisfying
(38) and thus determining W, there exists at least one P from
this set, such that it also satisfies (39). To see why this claim
holds, suppose that there is no such vector P from the above
set, which can satisfy (39). That is, there is at least one link,











This means that Link j cannot be fully utilized but with p∗j >
0. It is impossible and contradicts the fact that all the L links
are bottleneck links with p∗l > 0 for all l = 1, . . . , L. Note
that, if Link j is not a bottleneck link, it can be eliminated
with p∗j = 0 without affecting the system.
Therefore, we can conclude that there exists at least one P
that satisfies (38) and (39). This P determines W by (38) and
hence this (W,P) is an equilibrium point of the system.
APPENDIX B
STABILITY OF THE GLOBAL MULTI-BOTTLENECK
TCP/AQM SYSTEM
In this section, we present stability analysis of the global
multi-bottleneck system (1)–(2). Similar to the analysis of
subsystems, we first linearize (1)–(2) about the equilibrium
point and obtain:





























where i = 1, . . . , N and l = 1, . . . , L.
In (41), a term δqj(t) appears only when F (l)∩F (j) = ∅,
which means that there is at least one Flow i that traverses
both links l and j.







where Gg1 = diag
( − 2W∗i Ri ) is an N × N diagonal matrix,






, if j ∈ F (i)
0, otherwise,




























, for i = 1, . . . , N (43)







Kk, if j = i and k ∈ L(i)
0, otherwise.
Thus, Gg and Hgi are (N + L)× (N + L) square matrices.
Define z(t) = [δW1(t), . . . , δWN (t), δq1(t), . . . , δqL(t)]T .
The linearized system (40)–(41) can be expressed in the form:




According to Lyapunov stability theory [30], there exists
a positive definite matrix Pg that satisfies the following
Lyapunov equation if and only if Gg defined in (42) is a stable
matrix:
GTg Pg + PgGg = −I (45)
where I is an (N + L)× (N + L) identity matrix.
Note that (42) is much more complicated than (24) when
L > 1, so that it is unclear if Gg is always a stable matrix.
Since we only seek sufficient conditions for system stability,
we assume that there exists a positive definite matrix Pg that
satisfies (45), so as to conduct the subsequent analysis.
We then choose the following Lyapunov function candidate
for the linearized system (44):
V (z) = zTPgz (46)
where the positive definite matrix Pg is determined by (45).
Theorem 4: A multi-bottleneck TCP/AQM system descri-
bed by (1) and (2) is locally asymptotically stable if there









, λmax(Pg) and λmin(Pg) denote
the largest and smallest eigenvalues of Pg, respectively, ‖Pg‖
denotes the 2-norm of Pg, Hgi is defined in (43), and μ > 1
is a constant.
Proof: Similar to the proof of Theorem 3, we use the
Razumikhin condition [31] to bound the delayed terms and
show that V̇ (z) < 0 if (47) is satisfied.
Let Rmax = max{R1, . . . , RN}. Whenever the following
Razumikhin condition:
V (z(τ)) ≤ μ2V (z(t)), for t−Rmax ≤ τ ≤ t
holds for some constant μ > 1, we can obtain
‖z(τ)‖ ≤ μJg‖z(t)‖ (48)
where t−Rmax ≤ τ ≤ t.
We then have:
V̇ (z)
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If (47) is satisfied, then V̇ (z) < 0 when z(t) = 0. Thus,
V (z) is a Lyapunov function for (44). Consequently, the multi-
bottleneck system (1)–(2) is locally asymptotically stable.
Remark 2: In Theorem 4, the existence of a positive definite
matrix Pg satisfying (45) becomes one of the conditions since
Gg cannot be proved to be always stable. Besides, we can
see that all the AQM parameters Kl are coupled in (47) via
Hgi, such that it is difficult to analyze them separately. These
issues generally hinder the design of distributed algorithms.
APPENDIX C
PROOF OF LEMMA 2
Proof: Let λ be the eigenvalues of Gl, and
∣∣Gl−λI∣∣ = 0,
where I is an (Ml + 1) × (Ml + 1) identity matrix. Expand∣∣Gl − λI∣∣ along the last column using the Laplace expansion
as follows:











∣∣∣∣diag(− 2W ∗i Ri − λ
)∣∣∣∣ = 0.








. Since all the eigenvalues of Gl have negative
real parts, all Gl are stable matrices.
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