The paper deals with recursive state estimation for hybrid systems. An unobservable state of such systems is changed both in a continuous and a discrete way. Fast and efficient online estimation of hybrid system state is desired in many application areas. The presented paper proposes to look at this problem via Bayesian filtering in the factorized (decomposed) form. General recursive solution is proposed as the probability density function, updated entry-wise. The paper summarizes general factorized filter specialized for (i) normal state-space models; (ii) multinomial state-space models with discrete observations; and (iii) hybrid systems. Illustrative experiments and comparison with one of the counterparts are provided.
Introduction
Systems whose state is changing dynamically continuously in time and also switching among several discrete values are understood as hybrid systems. A state of a hybrid system is modeled by continuous variables within several discrete modes, among them a system is switching. Usually system parameters are changing according to a particular mode. Hybrid systems are widely used in many fields of signal processing (target tracking, medicine, speech recognition, traffic control etc.). Fast and efficient online estimation of their state is desired in some of these areas.
A lot of works are devoted to state estimation of hybrid systems. One of the well-known approaches dealing with switching systems with Gaussian linear and discrete states is the interactive multiple model (IMM) algorithm [1] . It performs classical Kalman filter [2] for each mode under assumption that this particular mode is a right one at current time step. Then the IMM algorithm computes a weighted combination of updated state estimates produced by all the filters yielding a final Gaussian mean and covariance. This mixed state estimate is taken as the initial one for the next time step. The weights are chosen according to the probabilities of the models, which are computed in filtering step of the algorithm.
The paper [3] proposes the exact filter for a specialized hybrid system state. The reference probability method for hidden Markov models (HMM) is employed. The solution is presented as Gaussian sum with explicitly computed specific weights, means and variances. However, a number of statistics grows geometrically in time, and provided results are restricted only by 15 time steps. The approach [4] considers another special case of a dynamic linear state-space model with measurement matrices switching according to time-varying independent random process. The updating of probabilities is derived as an application of Bayes rule to the weighted observation model. The estimation of the normal state is shown as extension of the classical Kalman filter with involved weighted combinations of the gain-adjusted innovations.
Iterative techniques for jump Markov linear systems are nicely presented in [5] . The algorithms are derived to obtain the marginal maximum a posteriori sequence estimate of the finite state Markov chain. The paper [6] is concerned with optimal filtering for hybrid systems with non-Gaussian noises. The derived filter is optimal in the sense of the most probable trajectory (MPT) estimate. The state and the observation are considered as a pair of deterministic processes with switching coefficient as a random process. Despite the claimed generality of solution, this can restrict application in practice. The paper [7] proposes mixture Kalman filter based on a special sequential Monte Carlo method using a random mixture of Gaussian distributions for approximation of target posterior distribution. The approach deals with conditional dynamic linear models (CDLM) with mixed Gaussian noises defined via known indicator process. The weighted sample of the indicators is used within the proposed effective filter. A series of other research in the field of nonlinear hybrid systems [8] and online realtime state estimation [9] can be also found.
The presented paper is focused on modeling of system states as conditionally dependent entries of the state vector. Their entry-wise recursive estimation is subsequently reached via factorization of the state-space model and prior distributions for Bayesian filtering [10] . A part of the work dealing with estimation of discrete state is also closely related to algorithms based on hidden Markov models (HMM) theory [11] . However, these algorithms run in offline mode supported by Monte Carlo computations. Important features of the proposed theory are that: the algorithms used run in online mode, numerical procedures are applied only in that parts, which cannot be computed analytically. In this way the amount of computations as well as the risk of collapsing is minimized, general probabilistic approach is universal for the distributions used, it opens a way to recursive estimation of discrete system modes dependent on evolution of continuous states. This is planned for future research.
The paper is structured as follows. Necessary preliminaries are provided in Section 2. Section 3 presents general probabilistic solution of the factorized form of Bayesian filtering. The paper summarizes general factorized filter specialized for (i) normal state-space models in Section 4; (ii) multinomial state-space models with discrete-valued observations in Section 5 and (iii) hybrid systems in Section 6. Section 7 demonstrates examples with real data and comparison with the IMM filter. Remarks in Section 8 close the paper. Derivations of the proposed formulas are provided in Appendix A.
Preliminaries

State-space model
The system is described by the state-space model in the form of the following conditional probability (density) functions (p(d)fs) for simplicity denoted as pdfs within this paper observation model f ðy t jx t ; u t Þ; ð1Þ state evolution model f ðx tþ1 jx t ; u t Þ; ð2Þ
where the system output y t and the control input u t are measured at discrete time moments t = {1, . 
which is obtained by a trivial substitution of the state estimate updated by measurements (3) in the time updating (4) . A basic idea of the approach is to apply the chain rule (5) to models (1,2) and to (6) . Afterwards, models (1,2) are factorized as
f ðy j;t jy ðjþ1Þ:Y;t ; x 1:X;t ; u 1:U;t Þ; ð7Þ
f ðx i;tþ1 jx ðiþ1Þ:X;tþ1 ; x 1:X;t ; u 1:U;t Þ; ð8Þ
that is a product of factors that are conditional pdfs of corresponding distributions. A notation of the form x (i+1):X;t denotes a sequence {x i+1;t , x i+2;t , . . . , x X;t } for current time instant t, which is empty, when (i + 1) P X. Substitution of (7, 8) in (6) and application of the chain rule to the prior pdf f(x t jD(t À 1)) provide the following factorized form of (6) 
where integration is assumed to be done over x t = [x 1;t , . . . , x X;t ] 0 . Formal factorization into the factors helps in designing the resulting algorithms as all the factors are scalar pdfs of respective distributions.
Factorized filter for linear normal models
Let us apply the proposed factorized solution (9) to linear normal state-space model. In this field, the sequential Kalman filter [13] can be found closely related to the proposed one. In contrast to the sequential filter, the factorized solution is not restricted by a diagonal measurement covariance matrix (as well as the process one). This is a significant benefit of the approach, since full covariances contribute to a better quality of estimation of normally distributed state. Furthermore, factorization of covariance matrices for Kalman filtering is often aimed at more computational stability via a lesser rank of the matrix, e.g. the Square-Root and U-D Kalman filters [13] . The presented algorithm exploits matrix factorization for reaching the entry-wise updating of state estimate.
The normal observation model (1) has the form f ðy t ju t ; x t Þ N y t Cx t þ Hu t |fflfflfflfflfflffl{zfflfflfflfflfflffl}
where N ðÁÞ denotes normal distribution; C and H are parameters supposed to be known or estimated offline; R v is a known covariance matrix of the measurement Gaussian noise with zero mean; Q y denotes a quadratic form inside the exponent. Similarly, the state evolution model (2) is
where A and B are known parameters of appropriate dimensions; R w is a known covariance matrix of the process Gaussian noise with zero mean; and Q x is a quadratic form inside the exponent. Application of recursion (9) to normal models (10, 11) leads to a factorized version of Kalman filter. For normal distribution, the posterior state estimate preserves its form
f ðx i;tþ1 jx ðiþ1Þ:X;tþ1 ; DðtÞÞ; ð12Þ
for factors via LDL 0 decomposition [10] of the precision (i.e., inverse covariance) matrices. Such a decomposition supposes L to be a lower triangular matrix with unit diagonal, D to be a diagonal one and 0 denoting transposition. This type of matrix decomposition is an analogue of factorization (7, 8) via the chain rule for normal models (10, 11) .
The factorization of (10, 11) can be clearly demonstrated via exploitation of the quadratic forms Q y and Q x . Let us firstly factorize the observation model (10) . Matrix R v is inverted into a precision matrix and decomposed so that
The resulted quadratic form corresponding to normal distribution (10) is
which helps to express the jth output factor as scalar pdf
A jl x l;t |fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
where L v;kj ; A jl and D v;jj are elements of matrices L v ; A and D v respectively. Normal model (11) is factorized quite similarly via the following operations with matrix R w and quadratic form Q x , i.e.,
resulting into normal factor of the ith state
where L w;ki , N il and D w;ii are elements of matrices L w , N and D w respectively.
The prior state distribution is chosen as the normal one with mean l t and covariance matrix P t for t = 1. It is transformed to a similar form as follows.
where Q pjt is a resulted quadratic form for the normal distribution of the initial state x t , which enables expressing the prior factorized state estimate as
where L pjt;ki and D pjt;ii are elements of matrices L pjt and D pjt respectively. Usage of the quadratic forms (14) , (17) and (20) allows to represent an elegant form of solution (9) for normal models. Substituting the factorized distributions in (9) and after all rearrangements, one obtains the posterior state estimate in the preserved form (12) , or precisely (21), for the ith factor, i.e.,
and
Detailed derivations can be found in Appendix A.
Algorithm 1
The obtained results can now be summarized in the form of an algorithm.
Initial part of the algorithm 1. Load data y t , u t and parameters A, B, C, H, R w and R v .
2.
Set prior values l t and P t .
3. Factorize the observation model (10) according to (13) and obtain 
Compute the factorized state estimate (22) according to (23) and (24), i.e.,
End of the cycle for t.
Factorized filter for discrete models
Let us apply the proposed factorized solution (9) to discrete models with multinomial distribution. In this area the HMM approaches are widely used. However, the presented online filter is based on explicit solution and avoids Monte Carlo computations. Here factors are obtained naturally since multivariate discrete variables are reduced to scalars with finite number of possible values.
The multinomial observation model (1), i.e., f ðy t jx t ; u t Þ ð28Þ
is provided by the output transition table and a known (or estimated offline) probability a qjl,n with multi-index qjl,n. This multi-index denotes realizations q 2 {1, . . ., Q} of random discrete variable y t at time instant t according to a set of its possible values {1, . . . , Q}, where Q is a finite number. Realization q in the multi-index qjl,n is conditioned by realizations l 2 {1, . . ., L} of discrete state x t and n 2 {1, . . . , N} of discrete input u t from their sets of possible values with finite numbers L and N. Notation a qjl,n reflects probability of transition of output y t to the discrete value q, i.e., y t = q conditioned by x t = l and u t = n. It holds X Q q¼1 a qjl;n ¼ 1; and a qjl;n P 0 8q; l; n:
Similarly, the state evolution model (2) f ðx tþ1 jx t ; u t Þ; ð29Þ
is the multinomial distribution presented by the state transition table containing known probability b ljm,n with a multi-index ljm,n. Here the multi-index is evolved in a similar way as for the observation model but the condition m 2 {1, . . . , L}, which relates to value of the discrete state x t at time instant t, while l here belongs to x t+1 . It holds X L l¼1 b ljm;n ¼ 1; and b ljm;n P 0 8l; m; n:
The prior distribution of the discrete state is chosen as the multinomial one
that has the form of a vector containing the initial probabilities p l "l 2 {1, . . ., L} at time instant t, and it has to be recursively estimated for time t + 1. It holds X L l¼1 p l ¼ 1; and p l P 0 8l:
Substituting models (28,29) in (9) (here precisely (6) 
where integration is replaced by regular summation. For each value l 2 {1, . . . , L} of x t+1 and with discrete observations y t = q 2 {1, . . . , Q} and u t = n 2 {1, . . . , N} available at time instant t the predicted probability p l for time instant t + 1 is explicitly computed as
and then normalized, i.e.,
which preserves the original form (30) and can be used for the next step of recursive estimation.
Factorized filter for hybrid systems
Let us consider a hybrid system with the observed output y t ¼ y 
with assumptions that continuous entries can be omitted from the condition for discrete state and output, and the past discrete state and a discrete input -from the condition for y 
It is necessary to restore the original form to use it for the next step of estimation. An approximation based on Kerridge inaccuracy [14] is an explicit solution, which restores the original form of the pdf via computation of a specific weighted combination of the pdfs involved in (35). Kerridge inaccuracy is a part of Kullback-Leibler divergence [15] adopted as a theoretically justified proximity measure. This divergence is known to be an optimal tool within the Bayesian approach [10] . For any random variable a, Kerridge inaccuracy is used to measure the proximity of pdfs f(a) andf ðaÞ 
is used as the prior pdf for the next step of recursive estimation (34). Let us apply the presented solution for the system with normal factors provided by (15), (18) and (21) and discrete factors from (28)-(30).
Solution (34) related to normal factors coincides with that proposed in Section 4 running for each value l of discrete state. A part of (34) outside the integral corresponds to discrete factors and is explained in Section 5.
Relation (35) Restoring the original normal form needs to use the approximation based on Kerrigde inaccuracy [14] . According to [10] , for the case of normal pdfs the Kerridge inaccuracy (36) is minimized with the following mean and covariance matrix of the approximated distribution
where subscript l denotes results obtained for each value l of discrete state. The approximation (38) is then factorized according to (19, 20) and used as the prior normal distribution for the next step of the recursion.
To summarize the obtained solution, one can structure it as follows. where to facilitate algebraic rearrangements, the following additional notations in the quadratic form Q e appear, i.e., With the help of algebraic rearrangement of the remainder (A.3) using completion of squares for x t+1 , one obtains the following quadratic form 
