Abstract-Automated and general medical image segmentation can be challenging because the foreground and the background may have complicated and overlapping density distributions in medical imaging. Conventional region-based level set algorithms often assume piecewise constant or piecewise smooth for segments, which are implausible for general medical image segmentation. Furthermore, low contrast and noise make identification of the boundaries between foreground and background difficult for edgebased level set algorithms. Thus, to address these problems, we suggest a supervised variational level set segmentation model to harness the statistical region energy functional with a weighted probability approximation. Our approach models the region density distributions by using the mixture-of-mixtures Gaussian model to better approximate real intensity distributions and distinguish statistical intensity differences between foreground and background. The region-based statistical model in our algorithm can intuitively provide better performance on noisy images. We constructed a weighted probability map on graphs to incorporate spatial indications from user input with a contextual constraint based on the minimization of contextual graphs energy functional. We measured the performance of our approach on ten noisy synthetic images and 58 medical datasets with heterogeneous intensities and ill-defined boundaries and compared our technique to the ChanVese region-based level set model, the geodesic active contour model with distance regularization, and the random walker model. Our method consistently achieved the highest Dice similarity coefficient when compared to the other methods.
I. INTRODUCTION

I
MAGE segmentation extracts object or regions of interest (ROIs), and it has an essential role in medical image analysis and interpretation, and it is used for diagnosis, treatment planning, and in monitoring treatment response. Medical image segmentation can be done manually or in an automated or semiautomated fashion. Manual segmentation is time consuming, operator-dependent, and poorly reproducible. Fully automated and application-driven image segmentation algorithms have been developed for specific body organs, e.g., the liver with computed tomography (CT) and the prostate with magnetic resonance (MR) imaging. Supervised segmentation refers to segmentation algorithms that require user input, e.g., the initial contour or labeled pixel/voxel as seeds, to guide the computer-aided segmentation. Compared to application-driven algorithms, supervised segmentation approaches have wider applications and are more accurate provided there is sufficient user input. Based on different user input, supervised algorithms can be categorized into boundary-and region-based algorithms.
Boundary-based algorithms specify an initial contour to be close to the desired boundary and evolve the contour toward the strongest gradients via the minimization of boundary-based energy functional [1] ; the geodesic level set algorithm [2] and geometric level set algorithm [3] are two typical examples. In these algorithms, image noise, weak boundaries, low contrast among regions, and spurious gradients pose challenges for accurate edge detection in medical images. In such cases, the resulting contour from the boundary-based algorithms may leak away from the true boundaries [4] or be diverted by a spurious gradient in heterogeneous regions [5] .
Region-based supervised algorithms avoid the need for detection of image gradients and utilize region statistical estimation or graph theory to improve the robustness and performance of segmentation; they include region-based level set algorithms [5] - [9] and graph-based algorithms [10] , [11] . The region-based level set energy functional is often derived from different classification models [6] , [12] , which include the K-means [13] , fuzzy C-means [14] , and Gaussian mixture models [15] . By embedding K-means model, the Mumford and Shah functional [16] is simplified by the piecewise constant (PC) level set algorithm [5] and the multiphase level set algorithm [7] , [17] to overcome image noise and blurred regions boundaries. Since the PC level set algorithms can only solve two homogenous segments in images, multiphase level set energy functional is suggested for the classification of multiple segments, which is determined by the phase values. The multiphase level set energy functional [18] , [19] use fuzzy C-means and Markov random field (MRF) priors [20] to deal with intensity inhomogeneities found in nature images and MR images. However, it is difficult for the multiphase level set algorithms to predict accurate phase values for classifying the image with complex intensity distributions [21] , [22] . In order to avoid approximation of phase values, our previous work [8] proposed to embed the finite Gaussian model and Gaussian mixture model into the level set framework to approximate homogenous intensity distribution of foreground and the complex intensity distributions of the background simultaneously. Due to complicated structures of anatomy and pathology displayed in medical images, the homogenous foreground assumption is likely not to be valid, resulting in the current region-based level set models not being able to accurately segment foreground. A number of investigators have integrated statistical prior variation models, e.g., shape [23] and other features [24] of the target(s), with a level set framework to improve segmentation accuracy. However, there are substantial variations in the shape, size, and intensity distributions of different tissues and organs across patients; so, it is difficult to collect sufficient training datasets to include all the normal and abnormal variations, in particular, with tumors. Hence, there is limited improvement in segmentation accuracy using the statistical prior models for the foreground with heterogeneous intensity.
Graph-based segmentation is an active research area and many hybrid graph-based algorithms have been applied in medical image segmentation [25] , [26] . This approach requires a small number of labeled pixels (called seeds) for the foreground and the background and, given sufficient user interaction, these algorithms can achieve accurate segmentation. The modern graph-based segmentation algorithms primarily are variations of the graph-cut (GC) [10] , random walker (RW) [11] , and the geodesics shortest path [27] methods. The GC algorithm performs a max-flow/min-cut analysis to find the minimum-weight cut between the foreground and background seeds. The GC algorithm may lead to oversegmentation [28] for low contrast or noisy images since the GC algorithm returns the smallest cut separating the seeds (called shrinking bias), and these cuts minimally separate the seeds from the rest of the image. In the RW, the diffusion distances are calculated for each pixel to avoid segmentation leakage and shrinking bias. The RW considers an image (volume) as a purely discrete object that can be described as a graph with a fixed number of vertices (nodes) and edges. Each edge is assigned a weight corresponding to the likelihood that a RW will cross the edge [11] . The probability that each node/pixel sends a RW to the seeds can be calculated analytically by solving a sparse, positive-definite system of linear equations with the graph Laplacian matrix via the minimization of the Dirichlet integral [11] . Grady [11] showed that the RW can achieve better image segmentation performance than the GC algorithm. However, the robustness and accuracy of RW is still limited to locations of seeds since variations in the boundary conditions (locations of seeds) result in different harmonic functions [29] . Further limitation of graph-based algorithms include an inability to produce controllable boundary smoothness [30] , and they perform poorly when applied to noisy images.
Medical images are not uniform; the foreground and background may have artifacts from noise, complicated intensity distributions, and abnormal tissue with heterogeneous signal intensities. In statistics, a multimodal/bimodal distribution consists of two or more different modes and has multiple distinct peaks in the probability density function. As an example, in Fig. 1 , we show a transaxial T1-weighted, gadolinium-enhanced MR image of a malignant brain tumor, a Glioblastoma multiforme (GBM). The tumor shows heterogeneity, and the intensity distribution shows multiple distinct peaks in Fig. 1(a) . The overlapping intensity ranges in the distribution of the tumor (target) and the background [shown as the shaded region of Fig. 1(b) ] violate the assumption of disjoint intensity distributions of different segments [7] . It is difficult to differentiate the pixels with the same intensity value or marginal differences in the foreground and the background based only on statistical classification, such as with the Gaussian mixture model or fuzzy C-means. In addition, structures surrounding a region of pathology may have the same intensity range or low contrast, resulting in weak and ambiguous boundaries, which pose challenges to boundary-based segmentation algorithms.
We hypothesize that in a segmentation model, which takes into account the statistical inference and global spatial properties, would improve the segmentation of ROI(s) with heterogeneity and blurred boundaries in medical images. We suggest a new variational mixture-of-mixtures statistical functional to approximate the true intensity distribution of the foreground and background. The user inputs regarding spatial properties and intensity changes are provided to our energy framework for the construction of the graph-based probability map. This probability map highlights the graph-based property of the ROIs and better differentiates the foreground and the background when similar intensities are shared. Under the level set framework, the statistical functional and the graph-based probability map are harnessed seamlessly with the smoothness and regularization functional to produce a smoothed, accurate boundary, and it allows the evolving contour to adhere to geometric features for segmentation.
II. RELATED WORK: RW ALGORITHM
Let Ω be the image domain, and u : Ω → be a gray level image. The RW defines the notion that a graph G consists of a pair G = (V, E) with node υ ∈ V and edge e ∈ E ⊆ V × V . Since the image is defined as a graph, a node υ x would be simplified as a node/pixel x. In a weighted graph, an edge e xy connecting from the pixel x to the pixel y is assigned a weight w(e xy ) or simplified as w xy . To represent the differences of the image structures, edge weights should reflect changes in image intensities; and hereby, the each edge weight w xy is the likelihood that a RW would cross the edge. The graph weight w xy is defined as
where β is the weight parameter, u(x) is the image intensity value at pixel x, and (u(x) − u(y)) 2 is normalized to [0, 1]. Calculating the pixel's membership is equivalent to the solution of the combinatorial Dirichlet problem [11] . The discrete version of the weighted Dirichlet integral is formulated as
where X is a vector containing the indices of all the image pixels, and L is the combinatorial Laplacian matrix, and its element is given as
−w xy , if x and y are adjacent pixels 0, otherwise
where d x = y w xy is the degree of a pixel x, which counts the number of edges e xy connecting the pixel x and pixel y. For the initialization of RW, the user prescribes a set of seed pixels V M (labelled seeds) for the foreground and background; and V U includes all unlabelled pixels, where
The remaining unlabelled pixels V U are the degrees of freedom. Accordingly, the discrete Dirichlet integral (3) can be rewritten as
where L M describes the dependence between the seeds V M , L U describes the dependence between the unlabelled pixels, and B and B T describe the coupling between the labelled and unlabelled pixels.
Differentiating D [X U ] with respect to X U , we can obtain
As the result, every pixel x is assigned a value of probability p k (x) for reaching the seed with label k from the pixel x, where
, K is the total number of labels. With the RW, the seed propagation and the location features would be incorporated to generate a probabilities map of each pixel belonging to the foreground and background, though the segmentation accuracy would depend on the number and location of the labeled seeds.
III. METHODOLOGY
A. Supervised Variational Model With Statistical Inference
We consider an image u : Ω → in a continuous domain Ω to be partitioned into two segments: the foreground Ω F and the background Ω B , where Ω F ∪ Ω B = Ω and Ω F ∩ Ω B = ∅. To formulate the energy functional of intensity and region features with the guidance of labeled seeds, we first define the supervised variational formulation with unique descriptors for foreground and background to determine the label of every pixel:
where the statistical inference descriptors O F (u(x)) and O B (u(x)) are used to calculate the probability density values of a pixel based on the statistical intensity analysis, and S F (x) and S B (x) are supervised terms that contribute the weights of user intention to probability density values of each pixel.
In medical images, the intensity histograms of ROIs may exhibit single or multiple distinct peaks and follow multimodal distribution. The mixture-of-mixtures Gaussian model [31] , where each component constitutes a parametric mixture and is able to appropriately approximate the intensity multimodal distribution. In this paper, we assume that the value of each pixel x ∈ Ω is drawn independently from intensity distributions. Accordingly, we modeled our statistical inference descriptors by using mixture-of-mixtures Gaussian model to represent the multimodal intensity distribution of the foreground and the background:
where Θ is the full set of Gaussian parameters and G In the following sections, we present the energy formulation for segmenting a single target from a given image. Accordingly, we can simplify K = 2 in the mixture-of-mixtures model to approximate the two segments for foreground (a single target) and background. We assume the probability of the mixing coefficients to be equal for the two segments, and hereby, c τ = 0.5. To convert the discrete presentation into continuous level set formulation, we introduce the level set function φ : Ω → with signed values to represent the two partitions. Provided that the implicit contour φ separates the foreground Ω F = {x|φ(x) ≥ 0} and the background Ω B = {x|φ(x) < 0}, we can reformulate the statistical model (7) by using a variational formulation as follows:
where H is the Heaviside function and defined as Using the Heaviside function, we can separately achieve the maximum likelihood (ML) of the Gaussian mixture model for the two segments Ω F and Ω B . In the following section, we will define the supervised terms by using combinatorial graph calculus.
B. Combinatorial Energy Approximation and Regularization Formulations
As the mixture-of-mixtures model does not fully take into account the contextual spatial constraint information and user intention among the segments, it may fail to differentiate the labels of the pixels when the probability densities of these pixels are equal or marginally different. To distinguish these pixels with marginal different probability densities, the probability map is proposed via a solution of the combinatorial graph-based energy functional based on
However, noise will degrade the performance of the conventional RW [19] . As discussed by Li et al. [20] , MRF theory takes the contextual constraint into account to characterize mutual influences among image pixels (entities). Hence, we modeled context-dependent entities by embedding Gibbs distribution from Hammersley-Clifford theorem [32] into the weighted graph function (1) to enhance the contextual property in the conventional RW and reformulated (1) as
where
) is a sum of clique potentials t (u (x) , u (y)) over all possible cliques C; and t (u (x) , u (y)) = 0, x = y 1, x = y. Based on our weighted cost function (9), (4), and matrix decomposition, S U (x) can be calculated as follows:
where S U (x) represents the potentials of unseeded pixels;
; and the element of matrix L G is given as
if x and y are adjacent pixels 0, otherwise.
After embedding the probability map into the supervised variational formulation with the unique descriptors (8), the energy functional (6) can be represented as follows:
The statistical and conventional RW models have difficulty in producing controllable boundary smoothness. To retain the contour represented by the zero level set smoothing and maintain the signed distance property, we introduce two regularization terms into the proposed coupled statistical and graph (CSG) variational model. The energy functional L(φ) was first defined in the Mumford-Shah functional to compute the arc length of the zero level contour of φ to smooth the contour by penalizing its arc length [5] . In our model, we integrate the distance regularized term R(φ) [33] to regulate the iterations of evolving surface without a reinitialization problem and to keep the stability of the evolution.
The combinatorial energy functional of our coupled statistical and weighted-graph model is represented as follows:
where λ > 0 is the coefficients of the smoothing regularization function L(φ), which is defined as
and μ > 0 is the constant weight for the distance regularization function R(φ), which is defined by
where δ(φ) = H(φ) is the Dirac delta function.
IV. ENERGY MINIMIZATION AND ALGORITHM SUMMARY
A. Minimization of CSG Energy Functional
Through the minimization of the variational functional E CSG (φ, Θ), the segmentation solution of an object of interest can be obtained. To minimize the variational CSG functional E CSG (φ, Θ) (12), we utilize an alternating standard gradient descent optimization approach where the objective functional is minimized with respect to each of its parameters φ and Θ. Since Θ is a full set of Gaussian parameters, EM [34] is applied to estimate these parameters for each segment separated by the Heaviside function H (φ).
1) Energy Minimization Regarding Level Set Function:
We derive the associated Euler-Lagrange equation for the level set function φ, by keeping the set of Gaussian parameters Θ fixed and minimizing E CSG (φ, Θ) with respect to φ. Using a standard variational calculus method [35] , we compute the gradient descent direction by using a setting time step ε ∈ [0, 2] to find the steady-state solution of the gradient flow equation:
|∇φ| , and div(·) is a divergence operator.
2) Energy Minimization Regarding the Gaussian Parameters
Θ: Here, we keep φ fixed and minimize the energy data term F CSG (φ, Θ) with respect to the descriptor parameters Θ. With regard to Θ, the minimization of F CSG (φ, Θ) is equivalent to the ML of a continuous log likelihood function. Under the previous assumption of a mixture Gaussian model for the segments, EM can be used to solve the optimization of Gaussian parameters while ML is being achieved for the Gaussian mixture distribution of two defined regions separated by H (φ) and 1 − H (φ) as follows: 
where ε > 0 is a nonzero scalar parameter for the approximation equation, δ ε (φ) provides a nonzero support for the interval [−ε, ε], and, in consequence, the Euler-Lagrange equation only acts on the level contours φ between [−ε, ε]. Accordingly, we represent a finite differences implicit scheme for discretization of the equation in φ as follows:
In (19) , the motion of φ would be restricted to the level contours that are in close proximity to {φ(x) = 0} in every iteration. It allows the Gaussian parameters optimization to be solved in the separate regions represented as foreground and background. Fig. 2 illustrates the schematic flowchart of our model for segmenting a liver with multiple liver tumors on a high-contrast CT image.
B. Algorithm Summary
The minimization of the Dirichlet energy functional conditioned on the seeds [see Fig. 2(a) ] provides the prior estimation of each pixel's membership for the foreground [see Fig. 2(c) ] and background [see Fig. 2(d) ]. However, the prior estimation cannot estimate the boundary with limited user input. Based on the approximation of intensity distributions, the statistical term calculates the probability densities of pixels to estimate the pixels' membership to the foreground [see Fig. 2(b) ] or background [see Fig. 2(e) ]. The pixels with higher gray levels have a higher probability of belonging to each segment. After embedding the prior estimation with the statistical estimation [see Fig. 2 (f) and (g)], we can highlight the regions to be segmented, even with marked heterogeneity and a blurred boundary [see Fig. 2(h) ]. Using the minimization of our CSG functional, we can obtain the optimized segmentation results outlined in yellow in Fig. 2(j) .
V. EXPERIMENTAL RESULTS
In this section, we present the segmentation performance of our method when compared to the Chan-Vese level set (CV) [5] , the geodesic active contour with distance regularization (GACD) [33] , and the RW [11] by using synthetic images and medical images from different modalities. The experiments on synthetic images at varying levels of noise were conducted to demonstrate the robustness of CSG over noise. Segmentation of various ROIs from different routine clinical medical images including MR and CT images was done using the four algorithms.
For medical images, the manually segmented tissue volumes were used as the "ground truth" to validate the accuracy of the segmentation. In assessment of the segmentation performance, we used the DSC for precise evaluation of the segmentation results for clinical and synthetic images:
where I s is the segmentation result and I m is the ground-truth reference. A figure of 100% for segmentation accuracy is perfect segmentation and is 0 when the segmentation and reference do not overlap at all.
A. Experimental Data
For the synthetic image group, we built ten clean synthetic images with matrix sizes of 300 × 300 pixels. Each clean image contained up to four objects of different shapes, intensities, and spatial locations. The intensity distribution of target object was multimodal [an example shown in Fig. 5(a) ]. From this group, all the ten synthetic images were first corrupted by Gaussian noise with zero mean and sigma = 20, then by speckle noise with zero mean and variance 0.1, and then by random salt and pepper noise (SPN) with a density of 0.01.
Comparison experiments were performed on different medical images that varied in uniformity, size, shape, and contrast. We used brain tumors and the prostate gland from MR images and the liver from high-contrast CT images. We compared the segmentation accuracy of the algorithms on four MR studies of patients with GBMs from Shandong Cancer Hospital. For each study, two MR volumes including T1-weighted images with Gd and T2-weighted images were used; these were acquired on a 3.0T PHILIPS MR scanner. The voxel size was 0.45 × 0.45 × 5.00 mm for T1-weighted and 0.36 × 0.36 × 7.00 mm for the T2-weighted images. The manual segmentation was performed by three experienced radiologists using transaxial slices. All results were validated and if necessary corrected by a single expert in the final procedure. In the second series of experiments, we used 30 experimental MR prostate studies from the National Cancer Imaging Archive (abbreviation: NCIA) [36] . All these transverse T2 -weighted MR studies were acquired on a 3.0T Siemens TrioTim using a pelvic-phased array coil. For the NCIA datasets, the MR image matrix size of 320 × 320 gave pixel sizes 0.60 to 0.62 mm, and there were different interslice distances from 3.6 to 4.0 mm. For each prostate MR study, manual segmentation was delineated by multiple radiologists as the segmentation ground truth.
The third dataset comprised 20 enhanced CT studies from the 3D-IRCADb (3-D Image Reconstruction for Comparison of Algorithm Database) [37] , which is utilized to evaluate the performance of segmenting livers with/without multiple tumors. In 20 studies, six had more than six tumors involving multiple lobes, nine studies had three tumors or less, and five studies had no tumor (see Table I ).
For the 3D-IRCADb datasets, the CT image matrix size of 512 × 512 gave pixel sizes varying from 0.56 to 0.961 mm, and there were different interslice distances from 1.0 to 2.4 mm. In these high-contrast CT studies, the manual segmentation of the various structures of interest was performed by multiple experienced radiologists using the transaxial slices [37] . With the 3D-IRCADb dataset available online, it is possible to compare intra-and interrater variation versus the algorithm's robustness and accuracy.
B. Implementation
We used the CV model with the same Heaviside and Dirac functions used in our model. GACD is an improved robust gradient-based level set model without reinitialization [33] . For the CV and GACD models, the initial contours are the same and assigned inside the ROIs. The RW was based on the published implementation by Grady [11] . To achieve numerical stability, the time step Δt in (19) for the finite difference scheme is required to satisfy the Courant-Friedrichs-Lewy condition μΔt < 1 4 that was proved by Li et al. [33] . In our experiments, we set the time step Δt = 1 to speed up the optimization for GACD model and our CSG model and accordingly, μ = 0.2 was used. Smaller values of parameter ε settings would slow down the convergence of the energy minimization but the values of ε have a marginal effect on segmentation accuracy [8] . In practice, ε in (18) is set as 1 [5] , [8] , [33] for CV, GACD, and CSG models. The parameter β = 25 in (9) was determined empirically for our CSG model in all the experiments. Unless otherwise specified, as reported by Grady [11] , we also set β = 90 (1) for the RW. To evaluate the segmentation performance over the smoothing parameter λ settings (12), we conducted the accuacy analysis over the synthetic group and for 21 different λ values (λ ∈ [0, 10 ] with the interval of 0.5). As plotted in Fig. 3 , the average of DSC varied from 98.4% to 98.9%, which indicates that the performance is only marginally affected by λ. However, if λ is too large, the segmentation boundary may become too smooth and eventually fails to capture the polytropic shape of the object. This tendency is because the effect of the function L (φ) is to penalize the arc length of the zero level contour of φ to keep the smoothness of the contour. Based on this experimental investigation, we chose λ = 2 in our experimental validation, which corresponded to the maximum DSC for this evaluation.
In the CSG model, the Gaussian mixture model was used to approximate the intensity distribution of foreground and background. We evaluated the segmentation performance over the parameters M F and M B of the statistical energy functional in (11) . We conducted an accuacy analysis across 20 different medical images from our experimental datasets and five different class values (M F ∈ [2, 6] and M B ∈ [2, 6] with an interval of 1). As plotted in Fig. 4 , the averages of DSC rates varied from 93.7% to 74.1%, which indicated that the segmentation accuracy would be affected with the changes of M F and M B . To achieve better segmentation accuracy, we fixed the values of M F and M B as 3. All foursegmentation models used for the comparison require initialization. Different initializations may lead to variation in the segmentation results. To evaluate the robustness of these segmentation models, for each test dataset, five different initializations were provided to calculate the DSC mean and standard deviation in the following experimental comparison groups. All comparison models and experimental evaluation were implemented with MATLAB 2011a on Window 7 operating system and performed on a DELL desktop with Intel(R) Core(TM) CPU, 3.10-GHz, 4-GB RAM.
C. Comparison and Evaluation Over Synthetic Images
The image shown in Fig. 5(a) is the corrupted version of the original image in Fig. 5(b) with four different types of artifacts. In Fig. 5(a) , due to the effect of noise, the boundaries between foreground and background in the noisy synthetic image are blurred and have low contrast.
In this group, three foreground seeds and two background seeds were manually chosen five times to initialize RW and CSG algorithms [an example shown in Fig. 5(e) and (f) ]. The initial contour for CV and GACD would be determined as the region that contains all the foreground seeds [an example is shown in Fig. 5(c) and (d) ]. The segmentation results of CV, GACD, RW, and CSG are shown in Fig. 5(c)-(f) . As illustrated in Fig. 5(c)-(f) , the effect of noise on the segmentation result of CSG algorithm is much less when compared to the other algorithms.
The RW had the lowest average DSC of 45.6%. The GACD model produced the average segmentation DSC of 71.5%, it was 78.5% for CV, and 98.6% for CSG. The comparison of the four segmentation models for the noisy synthetic image is shown in Fig. 6 . The individual DSC rate of each image for all the comparison algorithms remains the same sequence as the average DSC. Fig. 6 showed that our method had the highest DSC ratio, lowest standard deviation, and a higher degree of robustness with respect to noise.
D. Comparison and Evaluation of Brain Images
We compared the four algorithms for four patients' brain MR studies. These MR images had obvious heterogeneous intensity, and there was also marked heterogeneity with regions of increased and reduced signal intensity consistent with regions of active tumor and necrosis. For each MR brain test volume, 50 foreground seeds and 100 background seeds were randomly chosen five times to initialize the RW and CSG algorithms, and two examples are shown in Fig. 7(c) and (d) . The initial region was automatically determined by the region to contain the maximum number of the foreground seeds [two examples in Fig. 7 (a) and (b)].
The comparison is shown in Table II . CV produced the lowest average DSC of 50.2%; GACD was 56.0%, the RW was 81.4%, and CSG was 90.1%. Besides, CSG achieved the lowest standard deviation across all the testing datasets in this group.
Two typical examples are visualized as below. As shown in Fig. 7 , the brain tumors in the two examples had markedly different intensities; in addition, the tumor region had poorly defined boundaries where the intensity values were close to those of the neighboring pixels. As shown in Fig. 7(a) , the CV model was unable to produce accurate segmentation. In Fig. 7(b) , GACD was unable to reach the true boundaries of the brain tumors. In Fig. 7(c) , the segmentation boundary produced by the RW failed to capture the geometric features of the ROIs. In comparison, the boundaries delineated by our CSG [see Fig. 7(d) ] were the closest to the manual segmentation of all the models evaluated even when the foreground had markedly heterogeneous regions.
E. Comparison and Evaluation Over Prostate MR Images
Similar to MR brain images, these MR images were corrupted by bias field. The prostate gland has a peripheral zone and central zone, where intensities differ. We placed 50 foreground seeds and 100 background seeds randomly five times to determine the initializations of all the algorithms for each prostate MR test volume. On the average of DSC accuracy rate, the CV produced the lowest average DSC of 35.6%; GACD was 71.9%; RW was 79.3%, and our CSG achieved 92.7%. The comparison of the four segmentation models over each MR testing dataset is illustrated inFig. 8. Our CSG algorithms had the highest DSC ratios over the each testing dataset and demonstrated a higher degree of robustness in term of the lowest standard deviations in Fig. 8 .
To compare our CSG model with the other three models, the two examples of MR prostate images were chosen to visualize the performance of the four algorithms shown in Fig. 9 . The CV algorithm delineated the region with relatively higher intensity range, which often belongs to peripheral zone as shown in Fig. 9(a) . The segmentation contours from GACD [see Fig. 9(b) ] leaked out of the manual contour or were blocked by the inconspicuous gradients. By visualizing the results in Fig. 9(c) , RW delineated the jagged segmentation boundaries of prostate region and would leak out of the true contours if the central gland and the neighboring regions have similar intensities. Compared to the other three models, the results from our model were consistent with the manual contours of the prostate regions [see Fig. 9(d) ], even when the prostate regions had heterogeneous intensities and were surrounded by blurred boundaries.
F. Comparison and Evaluation for CT Liver Images
We found that in abnormal liver segmentation, there are heterogeneities and blurred boundaries. Since there are often more than 150 slices of each CT volume containing the liver region, 350 foreground seeds and 400 background seeds between liver and the other tissues were randomly chosen five times to determine the initializations for the comparison algorithms over CT testing volume. Table III and Fig. 10 show the DSC comparison for the liver segmentation. CSG had the highest mean DSC at 94.5%, GACD was 81.3%, and RW was 68.6%. The CV produced the lowest mean DSC of 65.8 and the highest DSC standard deviation of 4.7%; in contrast, our CSG produced the lowest standard deviation at 0.6% over the 30 testing datasets. Hence, our model was robust and consistent across all the test datasets and was less sensitive to the initialization and different test datasets than the other models.
Two different images were chosen to visualize the liver segmentation performance of thefour models from CT volumes. As shown in Fig. 11 , the first row of image had markedly heterogeneous intensities in the foreground and background. The foreground region had poorly defined boundaries where the intensity values were similar to those of the neighboring pixels in the second row of image of Fig. 11 . CV produced lower mean intensity value than true mean intensity value of liver region in CT volume. As a consequence, the contour produced by CV model expanded out of the liver region shown in Fig. 11(a) . For the GACD model, the contours were blocked by the spurious gradients in the foreground heterogeneous region shown in the first row of Fig. 11(b) or edge energy pushed the contour leaking out of weak boundaries of liver regions shown in the second row of Fig. 11(b) . For the RW, insufficient seeds resulted in unacceptable liver segmentation results shown in Fig. 11(c) . Compared to the other three models, Fig. 11(d) demonstrated that the results from our CSG model were consistent with the manual contours of liver regions.
VI. DISCUSSION
The two major challenges for medical image segmentation are heterogeneous intensities in the images and blurred boundaries between structures. The heterogeneous intensities result in spurious gradients inside the ROI and multimodal intensity distributions in foreground and background regions. Due to the low contrast in the neighboring structures, blurred boundaries lead to difficulty in assigning the pixels with similar intensity values to true segments. Our statistical energy functional can better approximate the multimodal intensity distribution for the issue of heterogeneous intensities. By integrating the prior probability map with a statistical functional, our energy functional is able to distinguish the pixels with marginal different intensity values. Experimental evaluation and comparison across 58 different clinical datasets and ten synthetic images showed that our CSG approach performed better than the three conventional methods.
Our comparisons of the four models showed that the CV produced the lowest DSC because the intensity PCs used in the CV model were not able to sufficiently describe the regions with heterogeneous intensities. Compared to CV, the multiphase level set functions [7] produced better segmentation, but it is impractical to initialize multiple initial regions corresponding to every segment in a medical image. Compared with the CV model, GACD produced segmentation results with improved accuracy because an analysis of the boundary condition was taken into account. However, the spurious gradients of the brain tumor, prostate, and liver regions prevented the edge energy of GACD from reaching the true boundary or trapped it in a local minimum.
Compared to GACD, on average, the RW generated more accurate segmentation for MR brain tumors, but lower accuracy for the liver CTs. It is interesting to note that the DSC dropped around 13% when segmenting the livers. This is because the liver region is much larger than either a prostate or a brain tumor, with similar amount of seeds; the percentage of labeled pixels to the unlabeled pixels for the liver would be much lower than that of the prostate. This lower percentage of labeled pixels has an impact on the minimization of Dirichlet energy functional conditioned on boundary conditions and consequently led to reduced segmentation accuracy for the livers. Besides, the RW produced the lowest DSC when segmenting noisy synthetic images since the noise significantly reduced the calculation precision of the conventional weighted function (5) and therefore dramatically suppressed the performance of RW for the noisy images.
Compared to the region-based supervised algorithms including CV and the RW, our CSG model more completely approximated the intensity distributions of segments and optimizes the statistical term with the prior probability map and therefore produced better segmentation results. As shown in the evaluation over the five different initializations, our CSG algorithm consistently produced more accurate segmentations of the datasets with marked heterogeneity and blurred boundaries. Compared to the other three models, the CSG did not completely rely on the limited information from the user inputs. We utilized the user intention to produce a prior probability map to emphasize the spatial location of the ROI for the statistical term. To produce a more accurate segmentation boundary, the mixture-of-mixtures model was formulated in our statistical term to approximate more complete intensity distributions of the foreground and background. Moreover, as depicted in Figs. 7, 9, and 11, our model can better control the boundary smoothness to adhere to the geometric change of the ROI in the medical images, compared to the graph-based algorithms, such as RW.
VII. CONCLUSION
Our new supervised variational model unifies and optimizes the statistical intensity functional with the prior probability map to achieve more accurate and smoother medical image segmentation. The statistical functional can solve the approximation of multimodal intensity distributions for the foreground and background, and the prior probability map distinguishes the regions with marginal differences among mixture-of-mixtures model.
Experimental validations showed that our segmentation model provided a more general solution to segment medical image of different modalities and produced more robust and accurate results when segmenting images with complex multimodal intensity distributions, noisy artifacts, and weak and ambiguous boundaries. The experimental comparisons demonstrated that our model outperformed the other three state-of-the-art models in terms of segmentation accuracy and robustness over different medical images and synthetic images.
