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Barndorff-Nielsen and Shephard (BNS) $[6]$ Jiang and Oomen (JO) $[7]$ Lee and
Mykland $(LM)[8]$ Lee and Hannig (LH) [9] 4
2.1 Barndorff-Nielsen and Shephard (BNS) [6]
$t\geq 0$ $S_{t}$ $t$ $Y_{t}=\log S_{t}$
:
$Y_{t}=Y_{0}+ \int_{0}^{t}a_{s}ds+\int_{0}^{t}\sigma_{s}dW_{s}+J_{t}dN_{t}$ , (2.1)
$Y_{0}$ $t$
$W_{t},$ $N_{t},$ $J_{t}$ $a_{t}$
$\sigma_{t}$ c\‘adl\‘a$g$ $N_{t}\equiv 0$ (2.1) :
$Y_{t}=Y_{0}+ \int_{0}^{t}a_{s}ds+\int_{0}^{t}\sigma_{s}dW_{s}$ . (2.2)
BNS 2 1, l-order bipower variation (BPV)
2 :
$[Y]_{t}:= \lim_{\Vert\Pi||arrow 0}\sum_{j=0}^{n-1}(Y_{t_{j+1}}-Y_{t_{j}})^{2}$ in prob.,
$\Pi;$ $to=0<t_{1}<\cdots<t_{n}=t$ $\Vert\Pi\Vert=\sup_{j}\{t_{j+1}-t_{j}\}$ $Y_{t}$
$Y_{t}^{c\text{ }}$ $Y_{t}^{d}$ 2 $[Y]_{t}=[Y^{c}]_{t}+[Y^{d}]_{t}$
1, l-order bipower variation (BPV) :
$\{Y\}_{t}^{[1,1]}$
$:= \Vert\Pi||arrow hm_{0}\sum_{j=2}^{n}|Y_{t_{j-1}}-Y_{t_{j-2}}||Y_{t_{j}}-Y_{t_{j-1}}|$ in prob.,
59
Barndorff-Nielsen and Shephard [5] 5 : $Y_{t}$ (2.1)









$[Y]_{t} \simeq[Y_{\delta}]_{t}:=\sum_{j=1}^{[t/\delta]}(Y_{j\delta}-Y_{(j-1)\delta})^{2}$ , $\{Y\}_{t}^{[1,1|}\simeq\{Y_{\delta}\}_{t}^{[1,1]}:=\sum_{j=2}^{[t/\delta]}|Y_{(j-1)\delta}-Y_{(j-2)\delta}||Y_{j\delta}-Y_{(j-1)\delta}|$,
$Y_{j\delta}$ $j\delta$ $x$ $[x]$ $x$
Theorem 1 (Theorem 1 of Bamdorff-Nielsen and Shephard $[6J)$ Let $Y_{t}$ follow equation (2.2)
and let $t$ be a fixed, arbitrary time. Suppose the following conditions are satisfied: $(a)$ The volatil-
ity process $\sigma_{t}^{2}$ is pathwise bounded away from zero. $(b)$ The joint process $(a_{t}, \sigma_{t})$ is independent
of the Brownian motion $W_{t}$ . Then as $\delta\downarrow 0$ , we have
$G$

















Remark 1 $H$ $\int_{0}^{t}\sigma_{s}^{4}ds$
$J:= \frac{\delta^{-\frac{1}{2}}}{\sqrt{\theta\max(t^{-1},\{Y_{\delta}\}_{f}^{l1111|})(\{Y_{\delta}\}_{t}^{[11]})^{2}}}(\frac{\mu_{1}^{-2}\{Y_{\delta}\}_{t}^{[1,1]}}{[Y_{\delta}]_{t}}-1)arrow^{d}N(0,1)$
. (2.5)
2.2 Jiang and Oomen $(JO)[7]$





2 $\int_{0}^{t}(\frac{dS_{u}}{S_{u}}-dY_{u})=\int_{0}^{t}\sigma_{u}^{2}du+2\int_{0}^{t}(\exp(J_{u})-J_{u}-1)dN_{u}$ . (2.6)
2 $0$




((2.6) ) $\simeq SwV_{N}:=2\sum_{i=1}^{N}(\frac{S_{i/N}-S_{(i-1)/N}}{S_{(i-1)/N}}-(Y_{i/N}-Y_{(i-1)/N}))$ .
(2.6) $SwV_{N}-RV_{N}$ $[0,1]$ $0$
(26) 2
Jiang and Oomen [7]
Theorem 2 (Theorem 2.1 in Jiang and Oomen [7]) For the price process specified in equation
(2.1) with the assumptions that $(a)$ the drift $a_{t}$ is a predictable process of locally bounded varia-
tion, and $(b)$ the instantaneous variance $\sigma_{t}^{2}$ is well-defined strictly positive c\‘adl\‘ag semimartingale
process of locally bounded variation with $\int_{0}^{T}\sigma_{t}^{2}dt<+\infty$ , arbitrary $T>0$ , and under the null
hypothesis of no jumps, we have as $Narrow\infty$ ,
(i) the difference test: $\frac{N}{\sqrt{\Omega_{SwV}}}(SwV_{N}-RV_{N})arrow^{d}N(O, 1)$ ,
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(ii) the logarithmic test: $\frac{N\int_{0}^{1}\sigma_{t}^{2}dt}{\sqrt{\Omega_{SwV}}}(\log(SwV_{N})-\log(RV_{N}))arrow^{d}N(O, 1)$ ,
(iii) the ratio test: $\frac{N\int_{0}^{1}\sigma_{t}^{2}dt}{\sqrt{\Omega_{SwV}}}(1-\frac{RV_{N}}{SwV_{N}})arrow^{d}N(0,1)$ ,
where $\Omega_{SwV}$ $:= \frac{1}{9}\mu_{6}\int_{0}^{1}(\sigma_{t}^{2})^{3}dt$ and $\mu_{p}:=E[|u|^{p}]$ for $u\sim N(0,1)$ and $p\in \mathbb{R}$ .
$H_{0}$ $[0,1]$ $Y$
$\Omega_{SwV}$ Jiang
and Oomen [7] : $p=4,6$
$\hat{\Omega}_{SwV}^{(p)}:=\frac{\mu_{6}}{9}\frac{N^{3}\mu_{6/p}^{-p}}{N-p+1}\sum_{i=0}^{N-p}\prod_{k=1}^{p}|Y_{\underline{i}\llcorner k,N}-Y_{\frac{i+k-1}{N}}|^{\frac{6}{p}}$ .
2.3 Lee and Mykland (LM)[8]
Lee and Mykland [81 BNS JO
$[0, T]$ LM
LM Fischer-Tippett
$T>0$ $N$ $[0, T]$ $0=t_{0}<t_{1}<\cdots<t_{N}=T$
$\Delta t=\frac{T}{N}$ $K$ window size
$K$
$L_{i}$ :
$L_{i}:= \frac{Y_{t_{i}}-Y_{t_{i-1}}}{\hat{\sigma}_{t_{i}}}$ , (2.7)
$\hat{\sigma}_{t}^{2}$ :
$\hat{\sigma}_{t}^{2}:=\frac{1}{K-2}\sum_{j=i-K+2}^{i-1}|Y_{t_{j}}-Y_{t_{j-1}}||Y_{t_{j-1}}-Y_{t_{j-2}}|$.
Lee and Mykland [83]
Theorem 3 (Lemma 1 in Lee and Mykland $[8J)$ Let $L(i)$ be as in (2.7) and the window size
$K=O_{p}(\triangle t^{\alpha})$ \S , where $-1<\alpha<-0.5$ . Suppose the process $Y_{t}$ follows (2.1) or (2.2) and for
any $\epsilon>0$ ,
$\sup_{i}\sup_{t_{i}\leq u\leq t_{i+1}}|a(u)-a(t_{i})|=O_{p}(\triangle t^{\frac{1}{2}-\epsilon})$ and $\sup_{i}\sup_{t_{i}\leq u\leq t_{\mathfrak{i}+1}}|\sigma(u)-\sigma(t_{i})|=O_{p}(\triangle t^{\frac{1}{2}-\epsilon})(2.8)$
\S $\{X_{n}\}$ $\{d_{n}\}$ $X_{n}=O_{p}(d_{n})$
: $\delta>0$ $P(|X_{n}|>M_{\delta}d_{n})<\delta$ $M_{\delta}$
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are satisfied. Let $\overline{A}_{N}$ be a set of $i\in\{1,2, \cdots, N\}$ so that there is no jump in $(t_{i}, t_{i+1}]$ . Then as
$\triangle tarrow 0$ ,
$\frac{\max_{i\in\overline{A}_{N}}|L_{i}|-C_{N}}{s_{N}}arrow^{d}\xi$ , (2.9)
where $\xi$ has a cumulative distrt,bution function $P(\xi\leq x)=\exp(-e^{-x})$ , and we set
$C_{N} \cdot=\frac{(2\log N)^{\frac{1}{2}}}{\mu_{1}}-\frac{\log\pi+\log(\log N)}{2\mu_{1}(2\log N)^{\frac{1}{2}}}$ and $s_{N}:= \frac{l}{\mu_{1}(2\log N)^{\frac{1}{2}}}$ .
Remark 2 (i). $\xi$ Theorem 3
$i.i.d$.
$H_{0}$ $[0, T]$ $Y$ (2.9)
(ii). window size $K$ Theorem 3 $K=O_{p}(\triangle t^{\alpha}),$ $-1<\alpha<$
$-0.5$ Lee and Mykland $[8J$ $K$
$K=\triangle t^{-0.5}$
nobs 1 $\triangle t=1/(252\cross nobs)$
5 $K=270$ Lee and Mykland
Barada and Kubo [2]
2.4 Lee and Hannig $(LH)[9]$
Lee and Hannig [9]
L\’evy :
$dY_{t}=a_{t}dt+\sigma_{t}dW_{t}+dZ_{t}$ , (2.10)
$Z_{t}$ L\’evy jump measure $\nu$ $W_{t}$ L\’evy $a_{t},$ $\sigma_{t}$
Theorem 3 (2.8)
(ti-l, $t_{i}]$ : $t\in$ (ti-l,
$J_{t}:= \frac{Y_{t_{i}}-Y_{t_{\iota-1}}}{\overline{\sigma}_{t_{i}}\triangle t^{\frac{1}{2}}}$ , (2.11)
$|$ $g>0,0< \omega<\frac{1}{2}$ $t\in(t_{i-1}, t_{i}]$
$\overline{\sigma}_{t}^{2}:=\frac{\triangle t^{-1}}{K}\sum_{j=i-K}^{i-1}(Y_{t_{j}}-Y_{t_{j-1}})^{2}1_{|Y_{t_{j}}-Y_{t_{j-1}}|\leq g\triangle t^{\omega}}$ ,
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1 $Karrow\infty$ $\triangle tKarrow 0$ $Y(t)$ (210) Lee
and Hannig [9] Assumption 1 $\triangle tarrow 0$ $Y(t)$ $\tau>0$
$\overline{\sigma}(\tau)arrow p\sigma_{\tau}$ Lee and Hannig [9] Proposition 1
L\’evy
Theorem 4 (Proposition 2 in Lee and Hannig $[9J,\cdot$ Big $L\mathscr{E}vy$ jump-detection rule) Let $J(t)$ be
as in (2.11) and $Karrow\infty$ and $\triangle tKarrow 0$ . Suppose the process follows (2.2) and assumptions
(2.8) in Theorem 3 is satisfied. Then, as $\Delta tarrow 0$ ,
$\frac{\max_{t\in(t_{i-1},t_{i}]for0\leq i\leq N}|J(t)|-C_{N}}{s_{N}}arrow\xi$ ,
where set
$C_{N};=(2 \log N)^{\frac{1}{2}}-\frac{\log\pi+\log(\log N)}{2(2\log N)^{\frac{1}{2}}}$ and $s_{N}:= \frac{1}{(2\log N)^{\frac{1}{2}}}$ .
Remark 3 (i) Lee and Mykland [8] $H0$ $[0, T]$ $Y$
(ii) Window size $K$ Lee and Hannig $[9J$ $b\Delta t^{c}(-1<c<0)$
Lee and Mykland $[8J$
$b=1,$ $c=-0.5$ $\omega$ [$lf$ $[9J$ $\omega=0.47$ $g$
2008 4
L\’evy Lee and Hannig [9] QQ-test
Lee and Hannig
Theorem 5 (Propositoin 3 in Lee and Hannig $[9J)$ Let $J_{t}$ be as in (2.11) and $Karrow\infty$ and
$\triangle tKarrow 0$ . Suppose the process follows (2.2) and Assumption 1 in Lee and Hannig $[9J$ is
satisfied. Then, as $\triangle tarrow 0$ ,
$J_{t}arrow^{d}N(0,1)$ ,
where $N(O, 1)$ denotes a standard normalmndom variable, and hence, as $\triangle tarrow 0$ ,
$\Phi(J_{t})arrow^{d}U(0,1)$ ,
where $\Phi(z)$ is the cumulative distribution function of standard normal vantable $z$ and $U(O, 1)$
denotes a uniform random variable.
$J_{t}$




Lee and Hannig [9] belief measure $b(t)$ “b(t) $\geq$ l–(
)”
Theorem 4
Belief measure Lee and Hannig [9] Section 3.4
3
2 4
$BNS$ $JO$ LM 3 2008 (2008 4 1





3.1.1 Barndorff-Nielsen and Shephard Jiang and Oomen
BNS JO 2008
225 1 BNS
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$\log$ ratio Theorem 2 $(i)$ $(ii)$ (iii)
BNS BNS $H_{0}$
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$G$ $H$ $J$
30 -44.157 -13.649 -7.185
16 -53.439 -16.282 -12.234
14 -56.386 -15.323 -12.631
12 -60.954 -16.793 -11.207
10 -35.812 -12.015 -9.311





7 $arrow 36.691$ -12.161 $-7.497$
7 $-39.455$ -12.380 -10.287
7-38.325 -12.898 -8.142
7 $-61.339$ -18.661 $-11.753$
6 $-132397$ -28.507 -13.048
5 $arrow 42.031$ -14.125 -12.470
5-33.573 -11.445 -10.832
5 -41.840 -13.615 -12.036
4 -67.901 $-19.349$ -17.250
$\ovalbox{\tt\small REJECT} 7J$ 3 -57.624 -18.013 -16.631
3 -56.222 -17.102 -13.271
3 $-34.883$ -12.052 -11.052
3-34.841 -11.907 -10.663




2 $-109386$ -28.824 $-27.539$
2 $-51.721$ $-16.417$ $-13.277$
1 $-44.834$ -15.165 -15.165
1-6.054 -4.473 -6.133
1-38.693 -13.112 -13.112
1 $-74.493$ -21.147 -21.147
1-74.008 -20.650 -20.650
1 $-60.734$ -18.712 -18.712
225 1-25.926 $-9.064$ $-9.064$
(JO)
diff $\log$ ratio diff $\log$ ratio
0.251 0.167 0.167 5 2 2
0.545 0.394 0.394 211
1735 1019 1019 222
1394 0.884 0.883 433
0.372 0.236 0.234 211
0.098 -0.048 -0.049 1 $0$ $0$
-0.699 -0.634 -0.635 322
0166 -0.035 -0.035 2 $0$ $0$
-0.064 0.0001 3.$39L05$ $0$ $0$ $0$
-0.910 -0.725 -0.725 $0$ $0$ $0$
$-1.82$ -1.534 -1536 533
-0.324 -0.291 -0.291 111
0.559 0.423 0.422 222
1954 1.496 1495 111
6529 3972 3967 433
0.893 0.742 0.742 111
-1.161 -0.835 -0.835 333
-1.617 -1.337 -1337 111
0.445 0.288 0.288 $0$ $0$ $0$
-0.226 -0.194 -0.194 $0$ $0$ $0$
1923 1.130 1.129 111
$arrow 0.696$ -0.592 -0.592 $0$ $0$ $0$
-1.835 -1.553 -1.553 111
0.621 0.463 0.463 $0$ $0$ $0$
0.341 0.277 0.277 $0$ $0$ $0$
-0.683 -0.593 -0.593 $0$ $0$ $0$
-1.160 $arrow 0.933$ -0.933 $0$ $0$ $0$
1300 0.834 0.833 $0$ $0$ $0$
0.060 0.048 0.048 $0$ $0$ $0$
-4.117 -3.437 -3.438 111
0.498 0.430 0.430 $0$ $0$ $0$
5401 4.514 4511 111
0.045 0.032 0.032 $0$ $0$ $0$
2789 1920 1920 1 $0$ $0$
0194 0148 0148 $0$ $0$ $0$




30 944 -0.049 0.0027 -0.0035
16 875 -0.050 0.0024 -0.0037
14 1088 -0.052 0.0029 -0.0032
12 1157 -0.052 0.0027 -0.0028
10 711 $-0.037$ 0.0023 -0.0038
9 1143 $-0.054$ 0.0027 -0.0035
9 1295 -0.054 0.0026 -0.0023
8 895 -0.051 0.0028 -0.0046
8 681 $-0.034$ 0.0026 -0.0058












775.7 -0.051 0.0026 -0.0044 0.035 0.012 0.033
7 737 $-0.053$ 0.0027 -0.0029 0.088 0.013 0.003
7 71 $-0.043$ 0.0026 -0.0038 0.007 0.013 0.031
7 902 -0.058 0.0016 -0.0028 0.281 0.010 0.001
6 2140 -0.078 0.0022 -0.0035 0.096 0.004 9.70E-09
5 582 -0.039 0.0033 $-0.0047$ 4.74E-06 0.016 0153
5 682-0.038 0.0027 -0.0055 0.007 0.013 0.077
5 860 $-0.028$ 0.0023 $-0.0028$ 0.259 0.011 0.0007
4 99.7 $-0.059$ 0.0007 -0.0050 0.017 0.009 0.0003
$*\overline{\not\in}a^{-}$ 3 750 $-0.047$ 0.0017 -0.0026 0.734 0.013 0.072
3 1093 -0.050 0.0026 -0.0043 0.038 0.009 0.0003
3 476 $-0.043$ 0.0029 -0.0022 0.0007 0.019 0.523
3 653 -0.045 0.0023 -0.0063 0.067 0.015 0.031
3 533 $-0.045$ 0.0030 -0.0030 0.0007 0.018 0.459
2 680 -0.032 0.0027 -0.0022 0.002 0.014 0.329
2 515 $-0.035$ 0.0034 -0.0056 0.001 0.018 0.692
2 620 $-0.054$ 0.0021 -0.0045 0.034 0.015 0.405
2 1130 $-0.057$ 0.0027 -0.0052 0.005 0.008 0.0005
2 875 -0.042 0.0020 -0.0022 0.656 0.011 0.003
1 540 -0.041 0.0027 -0.0084 0.001 0.018 0.633
1 440 -0.026 0.0024 -0.0036 0113 0.020 0.648
1 430 -0.053 0.0037 -0.0078 0.0005 0.023 0.899
1 1220 -0.048 0.0023 $-0.0019$ 0.061 0.008 0.0005
1 187.0 -0.104 0.0011 -0.0015 0.001 0.005 9.75E-07
1 2200 -0.072 0.0027 -0.0029 0.011 0.004 6.09E-lO
225 1 300 $arrow 0.022$ 0.0015 -0.0033 $-$ 0.032
2: LM $L_{i},\hat{\sigma}_{t}^{2\text{ }}$ ( $p$ ) ( $p$ )
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