I. Introduction
Let 2 be a bounded domain in d-dimensional Euclidean space with a sufficiently smooth boundary 3Q
and an outward pointing normal n(x) = (n 1 , • n ) . Let d T > 0. We shall consider semidiscrete Galerkin-type approximations to the solution of the following parabolic initial boundary value problem: (1.1) (iii) u(x,O) = v(x) for x E CQ (All functions considered in this paper will be real valued). We will put various kinds of restrictions on the initial data function v later, as well as a coercivity d d assumption on the coefficients of L. We will assume that {a.. , {a and Si,j= 1 i=l are sufficiently smooth functions on x [0,7 -, that a.. = a.. for 1 < i, j < d d and that the matrices [a ij] form a uniformly positive definite family on 'i,j=l [O,t] . If the Neumann boundary conditions are under consideration, we shall also assume that aij(x,t) = a(x,t)a. Suppose we consider the following elliptic boundary value problem associated with (1.1): Given 0 < t < T and a suitable function f, find a function w which satisfies L(t)w = Lw = f on 0 and the appropriate homogeneous boundary conditions on 30.
There are many well studied techniques for finding an approximation, in a finite element space, to the solution of this problem (see the surveys in (2] or [3] , for instance). Moreover, the authors of [3] have shown that it is possible to take such a technique and use it to generate a time continuous family of approximations to a solution of (1.1), at least if L has time independent coefficients.
They proved that this semidiscrete approximation to (1.1) can be a good one at positive times, even if the initial data function v is not smooth on n or does not satisfy suitable boundary compatibility conditions. This indicates that the smoothing property of the parabolic problem can be utilized.
(It is known that solutions of (1.1) are smooth in space and time for positive times, even if v is not smooth and compatible in space). They also proved uniform in time results for naturally restricted classes of initial data.
We intend to study the case of time dependent non-selfadjoint operators in this paper and show that many of the results of [3] are still valid, under similar hypotheses on the data of the problem. We will begin by setting some notation and then we will describe some results concerning the smoothing properties of the problem given by (1.1).
(These results are known, but we shall give some derivations that will allow us to prove similar results for the discrete setting). We will then make some abstract hypotheses concerning finite element approximations to the associated elliptic problem, define the semidiscrete approximation and prove (optimal order) convergence results for restricted classes of smooth initial data as well as for nonsmooth initial data. It will then be shown that many of the known Galerkin-type -2-approximations satisfy the abstract conditions. All of these estimates will be done in a L 2 ( C)-setting but we will conclude by discussing some error estimates in the maximum norm.
We refer the reader to [31 for a discussion of related work done by other authors. This work represents an extension of work done in [8] under the supervision of Professor J. H. Bramble.
We conclude this Section with an observation concerning scaling arguments. If
is a solution of (1.1) then w(t) e-u(t) is a solution of the following evolution equation:
w (t) + (L(t) + K)w(t) = 0 t for any K 1R. This relation, as well as a similar one which will hold for the semidiscrete approximation, will be used later.
We will use the symbol C to denote a generic positive constant throuqhout this 
II. Parabolic Regularity
We will now fix some notation and discuss some of the properties of the paraloliproblem defined by (1.1).
We will not cite specific references for the results concerning the elliptic equation theory, but most of the statements we make ma, be founr, for instance, in [6).
We let Wk' p -WZ'P(0) be the usual LP(MQ-based Sobolev spaces on , where 1 < p < -and Z > 0 is integral. We give them their usual norms, denoted by
We will write H for W Z, 2 (the L2 (Q)-based analysis will play the largest role in our work), 11-11 Z for 1'I'fZ,2 and 11'-1 for H-1 0 . We will also let 
Q,
if we are considering the Dirichlet boundary conditions. We will also need to consider the space L ( ), whose norm will be denoted by II'*10,32 and H1 (I), whose norm will be denoted by 11'11 1,. We let (',') and ( ,-) denote the usual L 2(2) and L 2(2) inner products, respectively. Finally, if X is a Banach space, we will let C Z+ ([a,b] ,X) and C +E((a,b],X) denote the usual spaces of X-valued functions that have a Hblder continuous X-th derivative, where Z > 0 is integral and 0 < c < 1 and B(X) denote the usual Banach space of bounded operators on X.
2 We shall assume throughout this work that the initial data function v E L (2).
We now need some concepts that pertain to elliptic equation problems that are associated with (1.1).
We begin by defining some bilinear forms on H 1i Let 0 < t < r and set
is associated with a weak formulation of a boundary value !,robl,.:' for L(t). D*(t) bears a similar relation to L*(t), the formal adjoint of convenience, we will give G(t) and G*(t) 2 -G(t) the domain D L 2 We will now identify a space intermediate to L (Q) and DL that will be useful later. Let 0 < t < T. Since L(t) is selfadjoint and positive definite, we can use spectral theory to define L (t) on its domain D(L (t)) cL (Q) and we can give the latter the norm are being used and we will give it the II'11 1 -norm.
We let T(t) denote the solution operator for the elliptic boundary value problem associated with L(t), for 0 < t < T. Thus T(t) is an operathr from right Z Z+2 hand sides g c H , for any 2 > 0, to solutions in H n D L that satisfy L(t) (T(t)g) = g. We define T*(t) and T(t) analogously and note that T*(t) is 2 indeed the L (:)-adjoint of T(t) and that T(t) is selfadjoint. (We will continue 2 to use the symbol * to denote adjoints taken with respect to the L (2 ) -inner product).
Let j > 0 and let We can now use the work of Sobolevskii [10] to study the solution of (1.1). The solution u of (1.1) can be described via a family of fundamental solution operators U(t,s) 7 B(L ( )), defined for 0 < s _ t , -. In fact, the operators U(t,s) are strongly continuous in L 2 (n) for 0 < s -t < aro continuously iiffrentiable in each variable in B(L2 (2)) and have range in D L for 0 < s < t < T and are characterized by the following equations:
The unique solution of (1.1) is given by u(t) = U(t,0)v, for 0 " t < T. We note that U(t,;)U(',s) = U(t,s) for 0 s,
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We can use such fundamental solution operators to describe the solution of a more general problem than (1.1).
The following equations:
for 0 < t < -and w(0) = w 0 where w 0 r L2 (2) and We also note that other results from [10] show that if w has the continuity properties described in (2.2)(ii) and w t + Lw = 0 for 0 < t < T where 
Then if
there is an 2 0 so that terms of data. We shall study another result about ,olutions of (2.2) to sarr-,', this analysis.
is such that there is a (unique) solutlur.
Proof: We see that Tw t + w = Tf and w(0) = 0. We will analyze this equation usins energy techniques that were used in a similar argument in [31.
We first see that if 0 < t < T, then 
) and (2.14) We can now obtain (2.5) from (2.7), (2.9) and (2.16).
We now turn to (2.6).
which gives us the following estimate:
We can now obtain (2.6), which completes the proof.
We now study results that hold for the solution u of (1.1).
Proposition (2.3):
We have the following for 0 < t < T and m > 0: Proposition (2.4): If 0 < Z < m and 0 < s < t < r, we have that
Proof:
We will prove (2.19) and ( times. Equations (2.17) and (2.18) and elliptic regularity can be used to obtain the results for the spacial derivatives. We note that we are avoiding the case s 0, so we have sufficient smoothness.
If m > 0 and 0 ' t < T, (2.17) shows that
We can now obtain (2.19) for m 0 and = 0 by an induction argument.
(Note that
-I
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We also have the following for 0 < t < r:
Thus, we can again use an inductive argument to obtain a result, in this case (2.20) with m > 0 and X = 0.
This gives (2.19) with £ = 1 and m > 1, after a change of variables is made. We now derive (2.20) the same way, using the II .1*I-norm results of Proposition (2.1).
To prove (2.21), we observe that (2.17) and (2.19) show that
and that (t -s) m flu(m) (t)[ < C))u(s))), for 0 < s < t < r. Thus we can use an interpolation argument to see that
This completes the proof.
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We will now study when u is smooth at
boundary compatibility conditions for this to occur. We will use certain (unhoucd "time differentiation" operators A (m ) (t), defined for m > 0 and ( < t :, to study these conditions. These operators will satisfy the equation u (m ) (t) A fi) (t~u(t) for 0 < t < T and their form will be motivated by (2.17) . Fix 0 , t , t
provided that (A ( 0t) are given, be defined on the domain
and that elliptic regularity
shows that D(A (t)) c H for m 1 0. Moreover,
We will now use these time derivative operators to characterize when the solution u of (1.1) is smooth at time zero. 
We note that this Proposition indicates when the restriction "s > 0" can be removed in Proposition (2.4), via the taking of limits, when v satisfies the correct compatibility conditions.
In the future, if we say that v c D(A (m + (t)) for some m > 0 and We conclude this Section with results of a technical nature concerning the fine structure of the A ()(t)-operators. Let 0 < t < T and K > 0. Define
We define L t)W and T ( )M as before,
and, for m > 0, define the following (inductively) on
if m > 0 and 0 < t < T. Letting v range over DIA ()(0)) shows that we can take t =0 in (2.25) . Suitable translations of the origin t = 0 then show that
We have the followingj: 
E+ on D(A
Proof:
Let 0 < t r T, K> 0 and f r L 2(). Since L+T+f = LT+f + KT+f,
so that by induction, IlL T(Z))1 < C for Z > 0. Thus
We know that E is well defined, (2.28) and (2.29) are satisfied, + A() E() and (C + K) IIE(1) A = + C. We will now assume, for some 1 < C rm -1, 
is invertible and
< C. It is now easily checked that (2.29) holds for E+ ( +i)
We will now study (2.30) . On D(A ), we have that
The proof can now be completed by induction. 
III.
The Semidiscrete Approximation
In the last Section, we discussed some properties of the parabolic equation we intend to study. Now we are going to examine a method of constructing an approximation to its solution, given a method of approximating solutions of the associated elliptic problem. We begin by stating the kind of properties we expect such elliptic approximation methods to have, although we defer verification of these properties for several standard methods to a later Section. We then define the semidiscrete approximation to the solution of the parabolic problem and begin our study of it.
We assume that we are given a finite dimensional subspace S. C L (M) (that depends on a small parameter 0 < h < 1) and a family of approximate elliptic differential equation solvers 'T h(t)} that are (at least) bounded operators on h 2L (.).
We will give Sh the L 2-inner product.
We will further require that the
, for all 0 < t < T and S h h where C+ is some (strictly) positive constant.
Given f . L2 ('), we will regard T hf as a function in S h that approximates the solution Tf of an elliptic differential equation problem.
We now make some observations concerning the T h(t)} and iL ht)) operators.
Let P L2(C) 2G S h denote the orthogonal L2 (()-projection onto S h and let
Then T PT P, T-= PT P and (3.1) (iii) implies that the. operato<r h h h
and T (t) -(L(t)-P, for 0 < t < T and note that the;':
selfadjoint operators are smooth in time and satisfy analogues of (3.1).
-inc,-
Thus,
IT h(t)ll < C and lITh(t)II < C for 0 < t < T.
We now use the family {Th(t)} to define an approximation to the solution u of (1.1).
Choose a v h E S h (which should be thought of as an approximation to the initial data function v e L2 (1)) and let uh E C ([OT],Sh) be the solution of (3.2) Uh, t + LhU h = 0 for 0 < t < T and Uh(O) = Vh or equivalently,
uh(O) vh
The function uh(t) is our semidiscrete approximation for u(t). A possible choice for vh might be Pv. We will discuss other possibilities in a later Section.
We now study some properties of the solutions to equations like (3.2). We will include estimates of the time derivatives of such solutions that are independent of the dimension of S To enable us to obtain these estimates, we will assume, throughout this Section, that the following hold for 0 Thus, there is a family of operators U (t,s) "n s h , defined for 0 < s < t < T, that is smooth in s and t for all 0-and that satisfies the following for 0 < s < t < t < T:
We will write U(m) (ts) D Uh(ts) for 0 < S < t 
_
Versions of (2.17) and (2.18) hold for U and lead to certain estimates. For h instance, if 0 < t < T, m > 0 and P E S., we have that UCm+l)
1=0
We now define operators N(m) (t) on Sh, for each 0 < t < T and m > 0, 
2).
In fact, if w h C U 0,j) solves (3.5) where w h(0) = w h = 0 and fh c([(fo''Sh ), we have the following for c > 0
To prove this result, we first note that S h-analogues of (2.7) through (2.10) hold and that, because of Condition B h ' the following holds for every C1 > 0
2--CI 11W h( + C(T hwhw h -22-
______________ rhen since analogues of (2.12) throuqh (2.16) hold, we can prove (3.11).
The proof of
Proposition (2.4) ( ') m ) is sufficientl;" large, there are invertible operators
given by an appropriate modification of (2.27) , that satisfy
A(in)
.m (in)
(1)
We let A-(t) (A ((t)) and note that HE-(tm)h P C for 0< t T.
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IV.
Error Estimates
We will now study how well the semidiscrete api roxiMatii, u. (I "X the solution u(t) of (1.1),
given various conditions. E,-will ',ntj:lu ') ,-::'"
. that the family {I (t) satisfies (3.1) but we will n,, lonrct asrm
1.
, h B necessarily holds. We recall that the semidiscret ( approximat ion 1, h defined in (3.2) (or (3.3) ), where v = uh (0) 1 S h is thouicEt of as a. a;.r:,: -tion for v. We now let e(t) 1 ht) -u(t) and , (t)
Note that Our main estimate is given by the following:
Proposition (4.1): Suppose that e and -E C1 (o,T] ,L2 ()) satisfy (4.1) and that for any 0 < 6 1 1, there is a C = C(6) > 0 so that
and C , t 
0
Thus, if E3 is sufficiently small, we find that
h0h
We now use (4.9) through (4.14) to complete the proof.
Thus we see that if we want to estimate flu -uhl under various assumptions on
V, it suffices to estimate quantities involving p = (T -T )u t and its derivatives. ht
We will assume that the following estimates hold throughout the remainder of this Section:
There is an r > 2 so that if g ( H for some Ah 0 < Z < r-2 and p> 0, then
If we set p = 0 in the above inequality, then we are stating the usual kind of approximation assumption for Galerkin-type methods. We will show in a later Section that the inequalities are also reasonable for such methods if p > 0.
Our first application of Proposition (4.1) will be a preliminary result for smooth and compatible data v. We will need Condition Bh' If m > 0, assume that Condition B h holds. Fix 0 < r -2 and ;u,,
Proof: We will use Proposition (4.1) to obtain this result. We first not, that if We now observe that if 0 < t < T, then
We can now let s --0 to obtain our result for r = D. Since v , DL we also find that We now apply Proposition (4.1) in the manner described before and show that the following holds, for t > 0 :
The estimate given by (4.19) implies (4.16) and we can return to (4.18) to complete the induction step. This completes the proof.
We will now describe choices for vh that will obtain O(h r ) convergence for the error and some of its derivatives if v is sufficiently smooth and compatible.
The description will be easiest if we only wish to describe the error and one time derivative.
Befoi, we give this first result, we make an observation concerning the map 
S his chosen so that liv h-,41i<Ch
Lv'+2iiA Z2
we have that
(2) Suppose that Condition B hholds and v E D(A (0)) for some
1+4X'
Proof: Part (1) follows easily from Proposition (4.2). As for Part (2), we see
The result now easily follows from Proposition (4.2).
We now wish to study approximation results for higher time derivatives. To describe and prove such results, we first need to study some properties of the 'A+ (Oi L and ',A h, (oi)l -operators. We have the following analogues of hn ic
taking the L 2(Q)-inner product of the above with E shows that
We can now prove (4.22) (i) by inducc-ion.
We will also prove (4.22) (ii) by induction. We know that (4.22) (ii) holds with p = 1. We now suppose we have (4.22) (ii) for some p > 1 and all the intermediate cases.
Let 0 < t < T and g ,H for some 0 <9Z. 
This gives (4.22)(ii) for p + 1, which gives the induction step.
We can now complete our estimates for higher derivatives of the error when v is a sufficiently smooth and compatible function. 
we have our result.
We now will discuss convergence results for the error and its derivatives wh-,T 2 v is no more than a function in L ( ). We will limit our choice of initial data for the semidiscrete approximation to vh = Pv for these nonsmooth data results. 
We begin by noting that the estimates of Sections II and III and density arguments allow us to assume that v E C (2). These estimates also show that we can c assume that h 2 < t.
We now use Proposition (4.1) with p = 1. Since
for 0 < t < and similarly, tolo t)l + t 2lPt (t)1 < Ch 211vil for 0 < t < T, we see we have shown that (4.26)
for 0 -t < T. Thus we have shown (4.25) for m=0 and r=2. To obtain (4.25) with m 1 1, we will need to use this result and our previous smooth data results in a bootstrapping argument. We will also use a special representation for smooth and 
and v E C (Q). Then 
We observed in (4.20) that term 2< Ch rt-/ vII . Also, I I,
where we have used our adjoint identifications and smooth data results applied to the tlme-reversed operators. Finally, term 4 < C(h2 t -1) lv by (4.26).
By iteratinq the above argument w times with p 0 we find that
We now choose i > I so that 2 y + I > r. The proof is then eas11v
completed by red, nq the argument once for each 1 < p < m.
We conclude this Section by noting the following result on forcing terms. If we assume we are given a suitably smooth function u(x,t) on 2 x [1,] that satisf1s
where f is suitably smooth on Ql×[0,T], we can define a semidiscrete approximation by the following:
uh, t + Lhu h = Pf for 0 < t < T and u h(0) = v h where vh is chosen from Sh.
(We note that uh(t) always exists).
If we set e --u we find that 
for some constant C(u) depending on the solution.
V. Examles
We will summarize here some well known results :'o,c.,i il ,4' V .
projection methods and we will give the additional rcqulrei .T ' " methods that will allow us to apply the theory of the irceudino tl,.
by sketc.ing some of the common features of the methods.
Each method will use a finite dimensional subspace S, of fienctiors in will be associated with parameters 0 < h < 1 and an r > 2 in t'.( fli'i:.
where 0 < Z < r -2 and where 11.1) is a (perhai.s dependent) seminorm that will be related to the 11'11 norm but which may c:ontain 1 other terms dealing with boundary condition considerations.
For each of our coercive differential operators L(t), there will be an associated positive form D h(t) (.,.) that is related to the Dirichlet form of the operator and which will be used to define the associated T h(t) operator. Given f
2(--)
, the function wh = T h(t)f S h will be defined by the following ,iuat ions:
The following relations will hold, with certain constants: where CIV is sufficiently small. This suffices to prove the first part of (5.14) and the rest of the proof follows by considering the adjoint problem.
kb note that if we have (5.13), i(Ln(t)P1I < Ch -2 for 0 < t < T.
Thus we can now apply the analysis of Sections II through IV to many Galerkintype projection methods.
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Maximum Norm Estimates
We will now examine how we can use our L 2('.2)-based estimates in conjunction with maximum norm estimates for the associated elliptic problem to prove similar maximum norm estimates for the parabolic problem. We will use techniques similar to those iftroduc:ed in [3).
We first stud%, qlbal maximum norm estimatus. We assume, as usual, that we have famil% of o:etators -T (W that -aisis the properties listed in (3.1) and h the api-roximation a-ssumptir)ns A h'We will also assume that we are working in d = 1, 2 or 3 sc ace dimensions and that S h C (2,) for some constant 0(<6 <1;
that is, the functions in Share H6lder continuous with exponent 6 on 2
Finally, we will assume the following inverse property on S h (6.1) 11 <C(Eh N 2~ , for C -< 6 and i ESh C h
To obtain maximum norm estimates for the parabolic problem, we need to know some corresponding estimates for the elliptic problem. We will assume the following:
There is a function Y (h) so that if T(t)f C Wp'" for some 0 < t < t we have that (6.2) I(T h T) (t) fII,.
-y (h)(Z(t) f 1p where p = 2 or r
2-r1
We will also assume that y(h) < Ch for some n < 1. Other results can also be formulated for sufficiently smooth and compatible v.
Similar estimates can be done in the interior of Q) if the appropriate estimates are known for the {T ht)1 family.
