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Abstract
The central claim of this thesis is that nanoscale devices offer a platform to study
and demonstrate new forms of control over both quantum and classical degrees of
freedom in solid-state systems. To support this claim, I present a series of theoretical
discussions that demonstrate how static and/or time-varying fields can be used to
control spin degrees of freedom in GaAs quantum dots. This work is motivated by
recent experiments in single and double quantum dots that have demonstrated many
interesting phenomena arising from the coupled dynamics of electron and nuclear
spins. In addition, I will present some results on the control of superconducting
flux qubits, obtained in collaboration with the Orlando group at MIT. The control
techniques discussed in this thesis may help provide new directions for experimental
research on nuclear spin dynamics in solids, and may be applied to help enable future
spintronics or quantum information processing tasks.
Thesis Supervisor: Leonid Levitov
Title: Professor of Physics

Acknowledgments
Although it is only my name that appears under the title on the cover of this thesis,
this document represents the culmination of five years of intense work that were
shaped as much by the people near to me as by the work itself. I say five years, but
really this has been a life-long pursuit, stretching back at least to early high school.
This was by no means a solo effort, and I benefitted from the support of so many
along the way. There isn't room to thank everyone who deserves to be thanked here,
and I apologize to everyone who couldn't be explicitly included; please know that
your time and support are greatly appreciated.
First and foremost, I want to thank my parents for encouraging and supporting
me throughout my life. They went to great lengths to ensure that I could receive all
of the education and intellectual stimulation that I needed/desired. Through all the
ups and downs they have always been there; they have taught me not only how to
survive, but by example have shown me what it means to be a good human being. I
hope that one day, when I have children of my own, I will be able to show them the
same.
Just as my parents were instrumental in my personal development, my advisor
Leonid Levitov has also been an invaluable mentor for my scientific development. As
a first year graduate student, fresh out of college with a degree in chemistry, I was
unsure about what direction to go in physics. After meeting with Leonid for the
first time, we decided to do a trial project together to see how the interaction would
work; as it turned out, we were a good match and I found working with him to be
very rewarding. Over time I began to appreciate his insightful physical intuition, and
learned how he is able to efficiently pick out the key physical elements of new problems
by drawing connections with other familiar systems. This ability is not only helpful
for guiding research, but is also an invaluable tool for communicating new ideas to
one's peers, and for teaching old ideas to new students. As I have tried to hone
my own skills of abstraction over the past five years, I feel that I have experienced
considerable growth as a scientist and as a critical thinker. I wish to thank Leonid
for being a great role model during this time.
Another aspect of our work that turned out to be very rewarding was our inter-
action with experimentalists. From Leonid I learned how the value of a theoretical
idea can be greatly enhanced by connecting it to specific experimental consequences.
Although connection to experiment was not something that I particularly looked for
or valued highly while searching for a theory group in my first year, it turns out that
experimentalists actually have a lot to offer theorists... who knew? Most of the work
that I have done has indeed been fairly closely tied to experiments, which not only
means that it can be tested, but also affords special opportunities to get feedback on
ideas and to participate in a cycle of development that closely embodies the ideals of
empirical science.
Over the past few years, I have worked closely with Dave Berns, Will Oliver, Ser-
gio Valenzuela and Terry Orlando to help understand and to shape their experiments
at MIT on a beautiful little device that goes by the name of QC2. QC2 is a super-
conducting flux qubit that has generated such a wealth of amazing and eye-catching
results that it deserves a place in this acknowledgment section and probably in the
physics apparatus hall of fame. Had it not been taken out of the fridge to make way
for new, fancier devices, QC2 would still be pumping out Science and Nature worthy
data as we speak. Within the group (QC2 excluded) our discussions were spirited
and at times intense, but in the end led to a final product of which I believe we are
all very proud. To Terry, Will, David, and Sergio: thanks guys for everything!
I would also like to particularly thank Lieven Vandersypen, Frank Koppens, and
Ivo Vink of the TU Delft spin qubit group. We have had countless email exchanges
and Skype sessions, and had a very productive week together while I visited Delft in
the summer of 2007. Not only are they great scientists, they are all great guys and
I've really enjoyed talking to and hanging out with them. The same goes for members
of Prof. Marcus' and Prof. Yacoby's groups at Harvard. I look forward to interacting
with them much more during my time as a postdoc at Harvard starting this Fall.
Next, I would like to acknowledge all devoted teachers who take their jobs and
their responsibilities seriously, all around the world. Teachers wield an incredible
power to shape the attitudes and minds of future generations, and those who take
this to heart have the ability to inspire and to leave a lasting impact on countless
individuals. For me, enrolling at Troy High School was a major turning point in my
life, which put me in position to be influenced by an incredible group of dedicated
teachers. In particular, I would like to thank Kurt Wahl and Priscilla Cheney for
their continued support to this day. At Caltech, Profs. John D. Roberts and Aron
Kupperman were very supportive at the start of my academic research career, and
set a very high standard as individuals that I try to live up to both in work and in
daily life.
One lesson that I learned in grad school is the importance of maintaining a bal-
anced life, an integral part of which hinges on having a strong base of friends. First, I
would like to mention Stephen Jordan. Steve was one of the first friends I made after
coming to MIT, and was my apartment-mate at 203 Harvard Street for 4 years. We
spent many a late night in the kitchen talking about everything from the convergence
of perturbation theory to the genius of Snoop Dogg. Although I'm disappointed that
we never got the chance to write something together, we shared a lot of ideas and
I owe a lot of my intellectual development over the past 5 years to those conversa-
tions with Steve. I would also like to acknowledge Michael Kiermaier, a close friend,
physicist, and another former 203 Harvard Street apartment-mate. True friends don't
come along too often in a lifetime, but Michael is one of them.
In the office, I would first like to acknowledge Michael Ghebrebrhan, Peter Bermel,
and the rest of 12-111. In addition to our many stimulating conversations, Michael
taught me the importance of being real. The ability to be real and to keep it real at
all times is a very admirable quality, and Michael strives to achieve this every day.
As a result of our friendship, I believe that I too have become more true to myself
and to others, and will try to continue this path into the future.
Additionally, I would like to mention Dima Abanin and Michael Levin. Dima is
both a great guy to hang out with and an excellent physicist. He set a very high
standard of quality with his research, and should be an inspirational example for
students in years to come. Michael Levin is another recent graduate of our department
who set a great example with his creative and inspired research, and who has also
been a good friend and mentor to me since before I even arrived at MIT.
Finally, I'd like to thank my brother Lanny. Although as kids we had our fair
share of sibling rivalry, I now know that he is one of my biggest fans and supporters,
often believing in me more than I do myself. Now that we're both doctors, maybe
he'll finally let me move up from "Val Kilmer" to "Michael Dudikoff" status.
And to everyone else - friends, family members, band mates, combat fliers -
you have all helped to make my life and this five year journey a truly enjoyable one.
Thanks!
Contents
1 Introduction
1.1 M otivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.2 O verview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 Background
2.1 Quantum mechanics of confined electrons .... . . . . . . . . . . . .
2.1.1 Discrete spectra: quantum dots as artificial atoms
2.1.2 Quantum dots in semiconductor heterostructures
2.1.3 Spin orbit coupling in confined structures . . . . . . .
2.2 Nuclear spins in GaAs .....................
2.2.1 Hyperfine interaction . . . . . . . . . . . . . . . . . .
2.2.2 Singlet-triplet coupling in two-electron double dot . .
2.3 Application: quantum information processing . . . . . . . .
2.3.1 Introduction to quantum information . . . . . . . . .
2.3.2 Nuclear spin induced decoherence and dephasing . . .
2.4 Perturbation theory and transition probabilities . . . . . . .
2.5 Discrete levels coupled to a continuum . . . . . . . . . . . .
2.5.1 Non-Hermitian effective Hamiltonian . . . . . . . . .
2.5.2 Decay from a double quantum dot coupled to a single
2.5.3 Level broadening ....................
2.6 Sum m ary ...... . . . . . . . . .... .... . . .. . .
. . . . . 24
. . . . . 26
. . . . . 28
.... . 30
. . . . . 31
. . . . . 34
. . . . . 35
. . . . . 35
. . . . . 38
. . . . . 41
. . . . . 47
. . . . . 48
drain lead 50
.... . 55
.... . 58
21
22
3 Electrically-driven reverse Overhauser pumping of nuclear spins in
quantum dots
3.1 Introduction................................ .
3.2 Electrically-driven electron spin resonance . . . . . . . . . . . . . . .
3.3 Rate equations for electron and nuclear spin polarizations . . . . . . .
3.4 Analysis of polarization steady states . . . . . . . . . . . . . . . . . .
3.5 Spatial patterns of nuclear polarization . . . . . . . . . . . . . . . . .
3.6 Conclusions . . . . . . . . . . . . . . .. . . . . . . . . . .. .. . . .
61
62
65
67
69
72
74
4 Self-polarization and dynamical cooling of nuclear spins in double
quantum dots 77
4.1 Introduction ................................ 78
4.2 Spin-blockaded transport ......................... 79
4.3 Nuclear spin-flip dynamics ........................ 81
4.4 Cooling of the polarization distribution .................. 84
4.5 Conclusions ................................ 88
5 Resonant cooling of nuclear spins in quantum dots
5.1 Introduction.......................
5.2 Model of spin-blockaded transport . . . . . . . . . .
5.3 Flow equation for nuclear polarization . . . . . . .
5.4 Fixed point analysis .................
5.5 Resonant suppression of fluctuations . . . . . . . .
5.6 Experimental signatures ...............
5.7 Conclusions ......................
89
. ...... ... 90
. . . . . . . . . . 93
. . . . . . . . . . 95
. ...... ... 97
. . . . . . . . . . 99
. . . . . . . . . . 102
. . . . . . . . . . 103
6 Topological transition in a non-Hermitian quantum walk
6.1 Introduction............................
6.2 Problem statement .......................
6.3 Calculation .. ... . . . . . .. .. ..... .. .. ....
6.4 Results and analysis ......................
105
...... 107
...... 109
...... 110
...... 113
6.5 Sim ulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.6 Experimental relevance and extensions . ................ 116
7 Further Work 123
7.1 Nuclear-spin-induced oscillatory current in spin-blockaded quantum dots123
7.2 Extension: coherent ITo)-singlet mixing . ............... 126
7.2.1 Preliminary results ........................ 132
7.3 Outlook . . . .. . . . . . . . . . . . . . . .. . . . . . . . . . . ... 134
8 Amplitude spectroscopy of a solid-state artificial atom 137
8.1 Introduction .............................. .. 138
8.2 Implementation .............................. 141
8.3 Stationary amplitude spectroscopy . .................. 143
8.4 Time-dependent amplitude spectroscopy . ............... 148
8.5 Transverse modes ............................. 152
8.6 Discussion . . . .. . . .. . . . . . . .. . .. . . . . . . . . . . . . . 152
9 Quantum phase tomography of strongly driven two-level systems 155
9.1 Introduction ................................ 156
9.2 Qubit evolution and its Fourier transform . ............... 158
9.3 Microscopic analysis ........................... 161
9.3.1 Classical noise and dephasing . ............ . . . . . 161
9.3.2 Ensemble averaging ................. ..... 164
9.3.3 Saturation due to long-time driving . .............. 164
9.4 Conclusions .............................. .. 165
10 Summary and Conclusions 167
10.1 Review of results ................ ........... . 167
10.2 Last words ................................ . 169
A Supplementary information for chapter 8 171
A.1 Supplementary Methods ......................... 171
11
A.2 Supplementary Figures and Legends . .................. 180
List of Figures
2-1 Schematic of GaAs/AlGaAs heterojunction . . . . . . . . . . . . . . .
2-2 Schematic electron/nuclear spin energy levels . . . . . . . . . . . . . .
2-3 Two-time transition probability integral region of integration . . . . .
2-4 Quantum dot connected to one-channel lead . . . . . . . . . . . . . .
2-5 Model of decay from a double quantum dot connected to single lead .
2-6 Density of states of one dimensional electron . . . . . . . . . . . . . .
2-7 Density of states for a quantum dot coupled to a lead . . . . . . . . .
3-1 Nuclear polarization in the Overhauser and reverse Overhauser regimes
3-2 Nuclear polarization vs. driving strength and relaxation rate . . . . .
3-3 Spatial patterns of nuclear polarization in the mixed driving regime .
4-1 Spin blockade transport cycle ......................
4-2 Self-polarizing energy level configuration ... . . . . . . . . . . . . .
4-3 Evolution of polarization under periodic magnetic field reversal . . .
Resonant suppression of nuclear spin fluctuations . . . . .
Energy level diagram .....................
Steady state polarization and hysteresis ... . . . . . ...
Steady state polarization and fluctuations versus detuning
Non-monotonic dependence of current on polarization . . .
Setup of non-Hermitian quantum walk . . . . . . . . . . .
Winding number and topological transition . . . . . . . . .
Simulation of non-Hermitian quantum walk . . . . . . . .
. . . . . . 92
..... . 94
. . . . . . 98
. . . . . . 100
. . . . . . 102
. . . . . . 108
. . . . . . 113
. . . . . . 115
5-1
5-2
5-3
5-4
5-5
6-1
6-2
6-3
6-4 Generalization of non-Hermitian quantum walk to d > 1 ....... 117
6-5 Graphical construction for evaluating mean displacements in d-dimensions120
7-1 Ono and Tarucha's results on nuclear-spin-induced oscillatory current
7-2 Phase portrait of generic 1D dynamical system . . . . . . . . . . . . .
7-3 Energy level diagram including ITo) mixing . . . . . . . . . . . . . .
7-4 2D velocity field for sL and sR in the (SL, SR) plane . ..........
8-1 Amplitude spectroscopy with long-pulse driving towards saturation
Energy-level slopes and interference patterns . . . . . . . .
Amplitude spectroscopy with short-pulse driving . . . . . .
Identification of transverse qubit states . . . . . . . . . . .
Tomographic imaging of qubit phase evolution . . . . . . .
Qubit transition rate and its Fourier transform . . . . . . .
Singularities of Fourier intensity at the lemon boundaries
Qubit saturated magnetization and its Fourier transform
Qubit 2D and 1D double-well potential energies . . . . . .
Diamond 1 and its 2D Fourier transform . . . . . . . . . .
Diamond 2 and its 2D Fourier transform . . . . . . . . . .
Diamond 3 and its 2D Fourier transform . . . . . . . . . .
Diamond 4 and its 2D Fourier transform . . . . . . . . . .
Graphical interpretation of 2D Fourier transform technique
Diamond 3 scans for Fig. 3 and Fig. 4 in chapter 8 . . . . .
Pulse width scan at v = 25 MHz in diamond 3 . . . . . . .
125
127
130
133
140
144
149
153
. . . . . 157
. . . . . 161
. . . . . 162
..... 165
. . . . . 181
. . . . . 182
. . . . . 183
. . . . . 184
. . . . . 185
. . . . . 186
. . . . . 187
. . . . . 188
8-2
8-3
8-4
9-1
9-2
9-3
9-4
A-1
A-2
A-3
A-4
A-5
A-6
A-7
A-8
Chapter 1
Introduction
The purpose of this opening chapter is to provide the reader with the motivational
context needed to appreciate/enjoy the discussion that follows in the main body of
the thesis, and to outline the content to follow.
1.1 Motivation
In modern physics, there is a conceptual divide between the theories used to explain
macroscopic and microscopic phenomena. On the macroscale, the motion of massive
bodies such as bowling balls, airplanes, or the planets, can be described in terms of the
laws of classical mechanics. Objects that are not too massive and move slowly com-
pared with the speed of light follow Newtonian mechanics, while extremely massive or
quickly moving objects such as black holes or rocket ships obey Einstein's relativistic
mechanics. Although some aspects of relativistic physics may seem unusual, in either
case these deterministic laws arise naturally from our everyday experiences with the
macroscopic world.
The motion of microscopic bodies, however, is described by a completely differ-
ent set of quantum mechanical laws. Whereas the state of a macroscopic object is
completely described by specifying the values of all of its observable properties (i.e.
position, linear momentum, angular momentum, etc.), the state of a microscopic, or
quantum, object is described by specifying the components of an abstract vector in
a special type of vector space called a Hilbert space. Although this state vector,
or quantum state, contains complete information about the state of the system, the
observable properties of the object such as its position and momentum curiously are
in general not uniquely defined by this description. This "fuzziness" of quantum me-
chanics is not a deficiency of the theory or of our ability to characterize the states
of microscopic objects; it is simply a fundamental statement about the nature of the
microscopic world.
Much of the early confusion that surrounded quantum mechanics arose from the
naive view that the behavior of microscopic objects should mirror that of more familiar
macroscopic objects; as it turns out, this is simply not true. Even once one accepts
this point, however, there is still something unsettling about the fact that different
prescriptions are needed to describe the behavior of microscopic and macroscopic
objects: what determines whether a particular object behaves microscopically or
macroscopically? If a single atom behaves quantum mechanically, then what about
a pair or group of several atoms that form a molecule? From the great successes
of spectroscopy as a tool for identifying and characterizing chemical compounds, it
is clear that entire molecules can behave quantum mechanically too. By the time
we consider an object of 1023 atoms we will surely reach the macroscopic regime,
but what about a group of a few million atoms? Such nanometer-scale systems
fall into the mesoscopic regime, where some degree of both quantum and classical
behaviors are possible. This very interesting regime, which can now be easily probed
using nanoscale devices, affords the opportunity to study many fundamental questions
about the divide/crossover between quantum and classical mechanics, and provides
the setting for the research described in this thesis.
As compared with atomic and molecular systems, solid-state mesoscopic systems
offer many unique advantages as a platform for studying quantum physics. Due to
the explosive growth of the consumer electronics and information technology markets
over the past 50 years, the technology surrounding the design and fabrication of
semiconductor electronic devices has become one of the most advanced and mature
technologies ever developed. Whereas atomic and molecular systems may tend to be
very quantum mechanical in nature, their electronic properties are more-or-less fixed
by nature and can be difficult to access directly. By creating a quantum mechanical
system within a solid-state device, however, one gains instant access to its electronic
properties and a high degree of control and tunability simply by interfacing the device
with the well-developed technology of solid-state electronics.
The central goal of the research described herein is to identify new ways of con-
trolling nanoscale systems in order to facilitate further research into the fundamental
properties of mesoscopic quantum systems, and new applications for spintronic and
quantum information processing. To this end, I will focus primarily on new methods
of controlling the behavior of nuclear spins in GaAs quantum dots. Those who hope
to use electron spins in GaAs devices for quantum information applications would
like to find a way of eliminating the effects of nuclear spins completely from their
systems. We do not find any way to do this, but we do find many new and interesting
possibilities for controlling nuclear spins which could be used as tools to engineer
interesting solid-state many-body systems for further study.
1.2 Overview
Despite the success of quantum mechanics in predicting the behavior of microscopic
systems such as atoms, molecules, and even subatomic particles, its reputation among
the public and even among scientists of other disciplines remains one of counter-
intuitive mystery and extreme conceptual and mathematical complexity. This char-
acterization, however, couldn't be farther from the truth. The core physical concepts
of quantum mechanics are in fact surprisingly simple, and are encapsulated by the
mathematical framework of linear algebra, which is accessible even to advanced high
school math students. Of course in practice it is always possible to make the details
of any particular problem arbitrarily complicated, but my goal for this thesis is to
build up the necessary material from those core, simple concepts. Such an approach,
I believe, will highlight the physical picture underlying the relevant phenomena, while
relegating the mathematics to a background role as a tool for analysis, rather than
as a crutch to guide our thoughts.
To this end, I will begin chapter 2 with a (very!) brief review of the fundamentals
of quantum mechanics. I will assume that the reader has taken at least an advanced
undergraduate course on quantum mechanics, and use this section to remind him/her
of the fundamentals, and to set the notation that will be used throughout the re-
mainder of the text. The rest of chapter 2 will build upon these ideas to introduce
the relevant concepts for understanding the physics of the mesoscopic devices studied
thereafter.
In chapter 3 I will introduce an example of a new mechanism for polarizing nuclear
spins in GaAs quantum dots by driving electron spin resonance with an electric field.
Although mechanisms of polarization transfer between electron and nuclear spins have
been known since the work of Overhauser more than 50 years ago, this fundamentally
new mechanism allows nuclear spins to become polarized in the direction opposite to
that favored by the thermodynamics underlying other mechanisms. Under suitable
conditions, we find that this new mechanism and the usual Overhauser effect may
compete and produce interesting spatial patterns of nuclear spin polarization within
a single quantum dot.
In chapters 4 and 5, I will discuss a different mechanism of generating nuclear
polarization that is relevant for double quantum dots operated in the so-called spin-
blockaded transport regime. Here, nuclear spins may become polarized simply by
applying a dc voltage bias to drive current through the system. We find that the
mean of the polarization can be shifted (dynamical nuclear polarization), and that
its variance can be significantly reduced (cooling) through a mechanism analogous to
Doppler cooling in atomic systems.
One important conclusion of chapters 4 and 5 is that dynamical nuclear polar-
ization can only be generated by spin-blockaded electron transport when there is a
competition between hyperfine and non-hyperfine spin-flip decay channels. In those
chapters, cotunneling to the leads provides the necessary non-hyperfine decay. How-
ever, in materials such as InAs where there is a possibility of strong spin-orbit cou-
pling, the competition could alternatively occur between hyperfine and spin-orbit
decay mechanisms. As will be discussed in chapter 6, under certain approximations
this situation can be modeled by a non-Hermitian quantum walk in one dimension.
Surprisingly, this quantum walk turns out to exhibit a topological phase transition,
which manifests itself in a quantization of the expected change in z-component of
nuclear spin per electron through the system.
Before moving on to discuss other work unrelated to nuclear spins, I will describe
directions for futher work and my outlook for this field in chapter 7. One promising
direction is to extend the feedback mechanisms discussed in chapters 4 and 5 to better
model the spatial distribution of polarization between the two dots. I will describe a
new formalism that accounts for this effect by allowing independent polarizations on
the two quantum dots, and present some preliminary results of this model.
Next, I will switch gears for two chapters to discuss some results on quantum
control and characterization of solid state systems with only a few relevant degrees
of freedom. This work was done in collaboration with experimentalists in Professor
Orlando's superconducting flux qubit group at MIT. In chapter 8 I will present "am-
plitude spectroscopy," a method that we developed to characterize the energy level
structure of solid state artificial atoms using high amplitude, low frequency driving.
As a tangent to this work, we also found a way to image the time evolution of the
quantum phase of a two-level system in the coherent strong-driving regime, which
will be the subject of chapter 9.
Finally, I will conclude by summarizing the results of this work in chapter 10.

Chapter 2
Background
The purpose of this chapter is to introduce the physical concepts and mathematical
methods that will form the foundation of the work to follow. I will assume that
the reader is already familiar with quantum mechanics at the level of a standard
undergraduate or beginning graduate course. Using basic and well-known concepts,
I will build up the more specific ideas relevant to this work.
Starting with section 2.1, I will introduce the quantum mechanics of confined,
or bound, electrons. The spectra of such systems are discrete, as should be familiar
from standard examples like the particle-in-a-box and the hydrogen atom. When such
systems are created in solid-state devices, they are called quantum dots and share
many similarities with atomic systems.
Throughout most of this thesis, we will study quantum dots formed in GaAs
heterostructures. Excitement about such devices both as an arena for basic research
into the quantum mechanics of solid state systems, and as a possible platform for
spintronics and quantum information processing, led to an explosion of experimental
and theoretical work on such devices in recent years. A particularly interesting feature
of GaAs devices is that all naturally-abundant isotopes of the nuclei of all ions in the
GaAs crystal lattice have non-zero spin I = 3/2. These nuclear spins are discussed
in section 2.2. Due to the hyperfine interaction between electron and nuclear spins,
such devices can be used to engineer and study interesting many-body effects in a
solid state environment.
In section 2.3, I will briefly discuss the ideas behind quantum information process-
ing, and proposals to use electron spins in GaAs quantum dots for this purpose. The
same coupling to nuclear spins that makes GaAs quantum dots such a rich platform
for exploring many-body physics turns out to be the primary source of electron spin
dephasing, and presents a major roadblock for successfully implementing quantum
information protocols in these devices.
A mathematical theme that is used throughout the work presented in chapters 3,
4, and 5 is the development of a set of classical rate equations from a perturbative
analysis of transition probabilities. In section 2.4 I will present a prototypical "golden-
rule" calculation to demonstrate how one obtains a transition probability that grows
linearly in time, and how one obtains the Lorentzian density of states factor in the
presence of classical white noise.
Finally, in section 2.5 I will discuss what happens to a discrete level of a quantum
dot when it is coupled to the continuum of states in a nearby conducting lead. In the
absence of any incoming electrons in the lead, the effect of the lead can be "integrated-
out" to produce a non-Hermitian Hamiltonian for the quantum dot. Non-Hermiticity
appears as an imaginary part of the quasi-bound-state energies, and accounts for the
decay that occurs as an electron initially localized within the dot leaks out through
the lead. This imaginary part also quantifies the effective broadening of the quantum
dot energy levels that occurs due to hybridization with the states in the lead.
2.1 Quantum mechanics of confined electrons
This section reviews material that can be found in standard quantum mechanics
textbooks such as references [1] and [2]. Recall that the state I1 ) of a quantum
system evolves in time according to the Schrodinger equation
ih = , (2.1)
where H is the Hamiltonian operator associated with the system. For an isolated
quantum system, H is a Hermitian operator characterized by a complete set of or-
thogonal eigenvectors with corresponding real eigenvalues.
In the case where H is constant in time, it is convenient to analyze the dynamics
described by Eq.(2.1) in terms of the eigenstates {j n )} of H that satisfy the so-called
time-independent Schrddinger equation
H I On ) = E, Iýn ). (2.2)
The eigenvalue En of IH associated with the eigenstate I pn) is the energy of the state
I n ); the system has a well-defined energy only if/when it is in one of the states
{1j p,)}, or a superposition of degenerate eigenstates all sharing the same eigenvalue.
In terms of these eigenstates, the solution of Eq.(2.1) for a generic initial state I 0o)
is
I(t)) =/" I Zn .n 1 (2.3)
n
Note how the energies {E)} play the role of frequencies in the time evolution. The
Planck relation E = hw provides a fundamental connection between the behavior of
classical and quantum systems. We will make use of the relationship between energy
and frequency below to help understand the properties of confined electrons through
analogy with the properties of familiar classical percussion instruments.
For simplicity, in Eqs.(2.1) to (2.3) I have labeled the eigenvalue/eigenvector pairs
by the discrete index n. However, depending on the specific problem to be solved, the
spectrum may be either discrete or continuous. Consider, for example, the model of
the hydrogen atom, which should be familiar from any standard quantum mechanics
course. Here the problem is to solve for the eigenstates of the Hamiltonian describing
an electron moving in an attractive 1/r potential,
H- - ,e (2.4)2m r
where P is the electron momentum operator, m is the electron mass, e is the electron
charge, and r is the distance between the electron and the nucleus. Hamiltonian (2.4)
has both positive, E > 0, and negative, E < 0, energy eigenvalues. For E > 0, the
spectrum is continuous and the eigenstates are "scattering states" with nonzero am-
plitude extending to infinity. For E < 0, the spectrum is discrete and the eigenstates
are "bound states" corresponding to the familiar hydrogenic orbitals is, 2s, 2p, . . ..
It is a general feature of quantum systems that bound states, which exhibit prob-
ability amplitude localized to a finite region of space, are always associated with the
discrete part of a Hamiltonian's spectrum. This discreteness, which first revealed
itself to the pioneers of quantum mechanics in the form of discrete emission and ab-
sorption spectra of atomic and molecular gasses, has an origin similar to that of the
standing-wave or normal mode spectrum of a rope held with fixed ends or the head
of a drum: roughly speaking, the only "allowed" energies (frequencies) are those for
which waves reflected off of the system's boundaries constructively interfere to form
a coherent standing wave.
2.1.1 Discrete spectra: quantum dots as artificial atoms
As indicated above, bound or discrete states form when a particle is confined to move
in a limited region of space. In addition to the simple model of the hydrogen atom,
other familiar examples of problems exhibiting discrete spectra include the particle-
in-a-box problem and the quantum mechanical harmonic oscillator. To continue the
analogy with vibrations of a drum head, recall that the characteristic pitch or fre-
quency produced by a small drum such as a bongo is high, while large drums such as
the timpani tend to produce very low frequency sounds. Similarly, the typical energy
(frequency) scale associated with the motion of a quantum particle also grows as the
size of the region where the particle is allowed to move is reduced.
In a typical bulk solid of macroscopic dimensions, electrons are confined to move
within the bounds of the sample defined by the positions of the ionic cores of the sub-
strate atoms. In principle, this means that the electronic spectra of bulk conductors
such as metal wires, etc. are in fact discrete. Unlike the case of atomic systems, how-
ever, the ability of classical laws such as Ohm's law and Kirchhoff's laws to describe
the behavior of electrical circuits seems to indicate that the discretization of levels in
such systems is somehow unimportant. Why is this so? For illustration, recall that
the energy scale in the "particle-in-a-box" problem is set by the dimensionful quantity
h2/8mL 2 . Substituting in the electron mass for m and a length L r 1 cm, we find a
typical energy scale on the order of 10 picokelvin. This energy scale is so small that
in practice the energy separation between discrete levels is always dwarfed by thermal
fluctuations, noise, etc., thus effectively smearing the spectrum into a continuum.
Instead of a macroscopic bulk sample, now consider the case of a metallic nanopar-
ticle, or an electronic device where a confining potential created by electric fields traps
the electrons within a 10 nanometer-sized region. Using the same formula, we now
find an energy scale of 10 K, which is a temperature that can be easily reached using
modern cryogenic techniques. By studying such nanosystems at low temperatures,
the thermal broadening that masked the discreteness of the spectrum in bulk samples
can be made small compared with the level spacing, thus allowing these devices to
clearly exhibit their quantum nature and discrete spectra.
Nanoscale solid-state devices such as those described above that display discrete
spectra are called quantum dots. Because these devices exhibit discrete spectra, which
can be observed through spectroscopy or through transport measurements, they serve
as solid-state analogs of atomic systems and are sometimes referred to as artificial
atoms. Compared with atomic systems, quantum dots have the advantages of be-
ing easily coupled to conducting leads for probing and transport, and of tunability,
which will be discussed in the subsection below on quantum dots in semiconductor
heterostructures. On the downside, the solid-state environment of quantum dots is
much more active than the near-vacuum in which atomic systems can be studied.
As a result, noise and decoherence must be combated to observe complex quantum
phenomena in quantum dots. In GaAs, for example, the Ga and As nuclei comprising
the host lattice all carry spin angular momentum I = 3/2; the interactions between
these nuclear spins and electron spins in GaAs quantum dots will be discussed in
section 2.2, and will form the basis for most of the work in this thesis.
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Figure 2-1: Schematic of GaAs/AlGaAs heterojunction. a) GaAs/AlxGalxAs het-
erostructure with metallic gate on top (shown in gold color) and b) schematic vertical
confining potential. Due to band edge misalignment, electrons are trapped at the in-
terface (hashed region) between the two materials and form a 2D electron gas (2DEG).
As a result, motion in the z-direction is quantized. At low energies, only the lowest
mode of the z-motion (red curve) is excited and all out-of-plane motion is quenched.
Electric fields from the metallic gate control the density of the 2DEG. By arranging
multiple gates into well-defined patterns, one can create an in-plane potential to trap
electrons into localized states within the 2DEG, thus forming quantum dots.
2.1.2 Quantum dots in semiconductor heterostructures
Devices used in real experiments are inherently 3-dimensional. Quantum dots, how-
ever, are "O-dimensional" systems with limited extent in all directions. How does one
create such a low-dimensional system in a 3-dimensional device?
Although quantum dots can be realized in a variety of physical systems, we will
now focus our attention on quantum dots formed in GaAs heterostructures. In these
devices, the confining potential for electrons is created by a combination of internal
electric fields generated by the substrate lattice itself, and external electric fields
generated by metallic gates on the surface of the device (see Fig.2-1). The details of
how these fields are created and how devices are fabricated can be rather complicated.
However, these details are not necessary for understanding the work in this thesis.
In this section, my goal is simply to give an intuitive physical picture for how lateral
quantum dots in GaAs heterostructures are formed and manipulated. This should
provide sufficient conceptual background for the reader to follow the work in chapters
3 to 7.
Due to the energy mismatch between the conduction band minima in AlsGalxAs
and GaAs, electrons liberated from n-dopants in the AlGa__-As layer are drawn to-
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ward the GaAs layer. The resulting separation of charges between the free electrons
and the fixed dopant ionic cores, combined with the potential step due to the band-
edge misalignment at the interface, creates an effective potential V±(z) for motion
perpendicular to the interface like that shown schematically in Fig.2-1 b. If the poten-
tial is separable into lateral and transverse components V(x, y, z) = V±(z) + Vi (x, y),
then any single-particle eigenfunction In,,,(, y, z) of the system can be written as a
product of an eigenfunction 1±,n(z) of the Hamiltonian for motion transverse to the
interface, I; = -3/2m* + V±(.), with an eigenfunction l 11,m(x, y) of the Hamiltonian
for motion within the plane of the interface, /11 = (3 + p5)/2m* + VI1(, ( ), where
m* is the effective mass of the electron in the material.
The Hamiltonian H/1 for 1-dimensional motion in the direction perpendicular to
the interface supports a set of bound states {b±1,n(z)} with energies {e±,,}. In the
case where the energy difference between the lowest and first excited modes is large
compared with all other relevant energy scales for a particular experiment, we can
assume that only the lowest mode i±,o is occupied and all motion perpendicular to
the plane of the interface is quenched. As a result, the system of electrons trapped at
the interface realizes a 2D electron gas (2DEG) embedded within the 3-dimensional
heterostructure.
Electrons confined to the 2DEG move in the presence of the lateral potential
Vil(x, y), which can be controlled by tuning voltages on the gate electrodes mounted
above the sample (see Fig.2-1 a). When a gate is set to a negative potential, electrons
within the 2DEG are repelled from the region immediately below the gate, forming a
so-called depletion region. Through proper patterning of the gates and careful tuning,
it is possible to trap electrons in a potential well surrounded by barrier regions of high
potential; in this way, a "lateral quantum dot" is formed.
Depending on the sophistication of the setup, the experimentalist may have control
over many parameters of the quantum dot, such as its size, shape, etc. In particular,
a "plunger gate" can be used to control the depth of the potential energy well that
comprises the quantum dot. Roughly speaking, varying the voltage on the plunger
gate shifts the entire manifold of discrete quantum dot energy levels up and down
relative to the Fermi energy of the surrounding 2DEG. By tuning the plunger gate to
a sufficiently large negative voltage, all electrons can be emptied from the dot (i.e. no
states exist in the quantum dot with energies below the Fermi energy of the 2DEG).
As the magnitude of this voltage is gradually reduced, electrons fill the discrete states
of the quantum dot one-by-one in accordance with the shell structure of the "artificial
atom." An additional electron enters the dot each time a new (many-particle) energy
level is brought below the Fermi energy of the 2DEG. In this way, it is possible to
precisely control the number of (conduction band) electrons occupying a quantum
dot, all the way down to one or even zero. In chapter 3, we will consider the behavior
of a single quantum dot containing only one electron under driving by an external
electric field.
Just as a single quantum dot behaves like an artificial atom, a pair of side-by-side
quantum dots can behave like an artificial diatomic molecule. By tuning plunger gate
voltages on the two dots independently, the relative "electronegativities" of the two
artificial atoms can be made roughly equal, as in the case of a homonuclear diatomic
molecule such as H2 , or very different, as in the case of a heteronuclear diatomic
molecule such as HF. The difference in depths of the two potential wells is called the
"detuning" of the double quantum dot. Furthermore, it is also possible to control
the tunnel coupling strength between the two quantum dots with an additional gate
electrode. This electrode is used to "pinch-off" the electron density in the region
between the two dots, and can be used to take the system all the way from the
case of two isolated single dots (high barrier in between), to the case of one large,
elongated quantum dot (almost no barrier in between). In chapters 4-7, we will
study the behavior of double quantum dots containing two electrons in a regime of
tunnel coupling and detuning where the Pauli exclusion principle plays a key role in
determining the transport properties of the system.
2.1.3 Spin orbit coupling in confined structures
Due to relativistic effects, electric fields couple the spin and orbital degrees of freedom
of electrons [1]. This spin-orbital coupling has been discussed extensively in both
the atomic and solid-state physics literature, with recently increased intensity due
to growth of the field of spintronics. The relevant aspects of spin-orbit coupling for
GaAs quantum dots are covered in Ref. [3]. For completeness, I will briefly summarize
their account below.
In solids such as GaAs whose crystal lattices exhibit bulk inversion asymmetry,
intrinsic internal electric fields give rise to a nonzero net contribution (Dresselhaus
contribution) to the spin-orbit coupling [4]. In bulk (3-dimensional) crystals, the
Dresselhaus spin-orbit interaction is cubic in the electron momentum:
f 3D [ _ ( -2 ) ar + - ) +( p - ) z+] (2.5)
However, in a heterostructure with strong confinement along one direction (assumed
here to be the z-direction, parallel to the (001) crystallographic direction), we can
project out the momentum in the z-direction. Using the facts that (iz) = 0 and that
(fi ) retains a finite value which is much larger than the typical in-plane momenta
p. and p;, this projection leaves behind an effective coupling that is linear in the
in-plane momentum:
i2D = 0 [-_3s`x + iy•y] . (2.6)
Another (extrinsic) source of spin-orbit coupling, called the Rashba coupling,
arises due to electric fields generated by an asymmetric confining potential such as
that at an interface where a 2DEG forms [5, 6]. In many accounts, this coupling is "de-
rived" by simply averaging over the microscopic spin-orbit coupling HI^so = (E x P) -
with the bound-state wave function, assuming that the unperturbed system is de-
scribed by a single band with parabolic dispersion and some effective mass m. How-
ever, if this procedure is performed carefully and self-consistently, one finds that
the matrix elements vanish exactly because the wave function with respect to which
averaging is performed is an eigenstate of the Hamiltonian containing the same po-
tential responsible for the electric field. A more careful derivation taking into account
complicated multi-band effects yields the correct result [7, 8]:
HR = a (--ij&x + i3,6&), (2.7)
where a depends both on the material parameters and the shape of the confining
potential.
In essence, the Rashba and Dresselhaus spin-orbit interactions appear as momentum-
dependent magnetic fields that act on the electron spin. For two-dimensional systems,
both contributions to the effective spin-orbit magnetic field are linear in momentum.
This means that during ballistic transport, the angle through which the electron spin
precesses due to the spin-orbit field depends only on the distance traveled, and not on
the speed. As a result, it is convenient to characterize the strength of the spin-orbit
interaction in terms of the spin orbit length fso, which is the distance over which a
ballistic electron must travel for its spin to precess through ir radians. The spin-orbit
length is material and sample dependent, but theoretical estimates and experimen-
tal measurements [9] indicate that eso typically falls in the range 1-10 pm for GaAs
devices. Because this length scale is 10-100 times larger than the typical size of the
quantum dots in experiments related to the work in most of this thesis, the spin-orbit
interaction is expected to present only a weak perturbation to the results. For other
materials such as InAs where the spin-orbit length can be comparable to the system
size, spin-orbit effects may be much stronger (see e.g. Ref.[10] and chapter 6).
2.2 Nuclear spins in GaAs
In the band theory of solids, the nuclei of the atoms comprising the crystal lattice play
little role other than to help define the geometry of the lattice. However, these nuclei
have properties such as finite mass, and spin angular momentum that can influence
the properties and behavior of real materials. Much of the work in this thesis will
be devoted toward understanding the behavior of nuclear spins in semiconductor
quantum dots.
In GaAs, our primary material of interest, all nuclei carry a non-zero spin angular
momentum of magnitude I = 3/2. This includes both naturally abundant isotopes
of Ga, 69Ga and 71Ga, and the single naturally abundant isotope of As, 75As. Thus
an electron in a GaAs quantum dot is not isolated, but rather moves around on top
of an array of a large number of spin magnetic moments fixed at the locations of
the crystal lattice sites. Although the three present species of nuclear spins have
somewhat different magnetic moments and hyperfine coupling strengths (see below),
for simplicity we will consider a model system containing only a single species of
nuclear spin throughout this thesis. Additionally, to avoid further complexity from
the 4-level structure of spin-3/2 nuclei, we consider a model species with total angular
momentum I = 1/2. Relaxing these simplifying assumptions should not affect the
qualitative nature of our results.
2.2.1 Hyperfine interaction
In atomic systems, the hyperfine structure results from the interaction between the
nuclear and electronic magnetic moments. The Hamiltonian for this interaction is
given by [1]:
S1 1 81rH= _L -&I2 + 73 [^1-^s - 3(/ 1-r)(/2s-r)] + -p -• As (r) , (2.8)47rr + 3 1Ar ,(2.
where Ao is the permeability of free space, m is the electron mass, r is the position
of the electron (here we assume that the nucleus is at the origin), L is the electron
orbital angular momentum, and [i and As are the magnetic moments associated
with the nuclear and electronic spins, respectively. Recall that the spin-magnetic
moments are related to the spin-angular momenta through the relations is = g9AS
and #t = gNANI, where g is the electron g-factor (g ~~ 2 in vacuum), 1B is the Bohr
magneton, S is the electron spin operator, gN is the nuclear gyromagnetic ratio, /N
is the nuclear magneton, and I is the nuclear spin operator. For an electron in a
spherically-symmetric s-orbital, in which L = 0, the first two terms average to zero
and only the so-called "Fermi-contact" term proportional to 6(r) survives. This term
arises from the direct interaction between the electron and nuclear spins in the part
of the wave function that penetrates into the nucleus.
The hyperfine interaction in solids has been discussed extensively in the literature.
A very thorough account is given in Ref.[11]. An electron in the conduction band
of a solid interacts with the spins of many nuclei throughout the sample through a
sum of terms similar to Eq.(2.8). For a material such as GaAs where the conduction
band is comprised primarily of s-orbitals centered on each of the lattice sites, the
local electron density around each nucleus is approximately spherically symmetric,
and the contact-term of the interaction (2.8) dominates:
HIIHF = A S- in 6(r -Rn). (2.9)
n
Here n labels the nuclear spins, A = - gg2 PILO/N is the hyperfine coupling constant,
known from atomic measurements, and RP is the position of nucleus n. For simplicity,
here we consider only a single species of nuclear spin, as mentioned above. The 6-
function makes the coupling inhomogeneous, with the coupling strength between the
electron and the nucleus n proportional to the local electron density at Rn.
In a typical single electron quantum dot, the electron density is spread out over
an area encompassing millions of nuclei. Thus the coupling strength of the electron to
any particular nucleus is rather small. However, the net coupling of the electron to all
nuclear spins can be quite large. Consider just the longitudinal part of the hyperfine
interaction consisting of terms proportional to S•zI,. Rewriting the site-dependent
coupling strength as An = Ap(Rn), where p(RP) is the local electron density, we
have
Ho = ( An In) Sý. (2.10)
n
Here we see that the sum over all nuclear spins, En An In, acts like an effective
magnetic field on the electron, called the Overhauser field. If all nuclear spins are
aligned in the z-direction, such that the quantum number In = +1/2 for all n, then
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Figure 2-2: Schematic electron/nuclear spin energy levels demonstrating the sign of
coupling. Electron spins are shown as single arrows, and the double arrows indicate
the predominant direction of nuclear polarization. Here Bo is the strength of an
external magnetic field oriented in the "up" direction, which is assumed to be stronger
than the Overhauser field EC Aj.z The states I 1ý ) and I 4) represent nuclear states
with corresponding Overhauser fields of equal magnitude but opposite sign.
the effective field strength achieves its maximum value of approximately 5 T for GaAs.
For a typical equilibrium situation in a quantum dot with N . 106 randomly oriented
nuclear spins, the sum takes on a typical value 1/vN times smaller, and for GaAs
this "random" Overhauser field has a magnitude of approximately 5 mT. Thus it is
clear that the state of the nuclear spins can have a profound impact on the dynamics
of the system.
What about the sign of the interaction? The hyperfine coupling is antiferromag-
netic, i.e. A > 0. Thus the lower-energy configurations occur when nuclear spins
are oriented in the direction opposite to the electron spin. Although in free space
the ground state of an electron in a magnetic field is the spin-down state aligned
opposite the magnetic field, due to the negative g-factor in GaAs, ga* -0.4, the
electron spin prefers to align with the magnetic field. Thus the electron prefers to
align with the external field, and opposite to the nuclear polarization; the effective
magnetic field produced by the polarized nuclear spin system in GaAs points in the
direction opposite to the polarization. The relative energies of the various spin states
are shown schematically in Fig.2-2 for the case when the external field, oriented "up,"
exceeds the Overhauser field. Understanding these signs and the level structure will
I
be essential to understanding the basis for feedback in the work discussed in chapters
3 to 7.
2.2.2 Singlet-triplet coupling in two-electron double dot
In chapters 4 to 7, we will consider the hyperfine-induced coupling between electron
singlet and triplet states in two-electron double quantum dots. To illustrate this
coupling, we now consider the situation when a single branch of the triplet state,
T+ ), is close in energy to the singlet state S ), while all other states are far away
in energy. For simplicity, suppose that the left and right dots each support a single
orbital state (I L) or R), with (L I R) = 0), and that the triplet and singlet states
are:
1
I T+) (ILR)-IRL)) I TT) (2.11)
1
IS) = -(ILR)+JRL))0(I T)- I IT)). (2.12)
Within this 2-dimensional subspace we can organize the matrix elements of Hamil-
tonian (2.10) into the 2 x 2 matrix
IH_ - + T+ = , (2.13)
where we use a representation in which the first component is the amplitude to be in
the state I T+ ) and the second component is the amplitude to be in the state I S),
eT+ (ES) is the unperturbed energy of the state ( T+) (I S)), and 7r = +1 if nucleus n
is located in the left (right) dot. The factors of 7, indicate that the nuclear spins on
different dots couple to the electron spins with opposite sign. In physical terms, the
coupling with opposite signs means that it is the difference between the transverse
nuclear polarization in the left and right dots that couples the triplet and singlet
levels. Fortunately, the mathematical annoyance of alternating signs can be simply
removed by applying a 7r-rotation about the z-axis to all spins in the right dot via
the operator U = e-i"CER i . In the rotated frame, the Hamiltonian H' =  tHU/
takes the simpler form:
2HEn,..n n In (2.14)
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In the special case where An = A for all n, corresponding to an electron density
profile that is constant within the dots and zero outside, the square of the total
nuclear spin ot = (n In) -(m m) commutes with the Hamiltonian. In this case,
all nuclei in the system act together coherently as one "giant" spin. Although in
real systems the couplings are inhomogeneous, which leads to dephasing of the giant
spin, the giant spin model can be useful for obtaining exact results and for developing
intuition about how more realistic systems behave (see e.g. Ref.[12], and chapter 6).
2.3 Application: quantum information processing
The possibility of using semiconductor quantum dots for quantum information pro-
cessing applications has drawn considerable attention and funding to the field in
recent years. To provide context for the work in this thesis and to help motivate our
desire to control nuclear spins in quantum dots, in this section I will give a cursory
introduction to the field of quantum information science. I will then briefly describe
the mechanisms through which nuclear spins cause dephasing and decoherence of elec-
tron spins. Because the uncontrolled interaction between electron and nuclear spins
presents a major obstacle to using these devices as the building blocks of quantum
computers, there is a great impetus to find new ways of controlling nuclear spins to
suppress these effects.
2.3.1 Introduction to quantum information
In the modern point of view, information is a physical quantity. Any piece of infor-
mation, whether it be your credit card number stored on a computer, or a random
thought in your brain, requires a medium in which to exist. As a consequence, the
manipulation or processing of information is subject to the same physical laws that
govern the system in which it is stored.
Given that information is a physical quantity, and that macroscopic (classical) and
microscopic (quantum) systems are governed by completely different sets of physical
laws, one may wonder if there is a difference between the information carrying and
processing capabilities of classical and quantum systems. On this point, Richard
Feynman noted in the early 1980s that simulating quantum systems is a very difficult
task for the "classical" digital computers that we use every day; might this task be
easier for a "quantum computer" whose internal information processing unit operates
according to the laws of quantum mechanics [13]? This question and its generaliza-
tions form the basis for research in the field of quantum information science.
The short answer to Feynman's question is "yes," quantum systems do possess the
power to simulate other quantum systems more efficiently than can be done with a
classical computer. More generally, there is a range of problems for which theoretical
proofs exist to show that quantum computers can find solutions more efficiently than
is possible with any classical computer [14]. Such examples are actually rather rare,
but the mere fact that any exist is already intriguing enough to warrant further
investigation.
In a classical digital computer, information is represented by strings of l's and
O's, and processed according to the laws of Boolean logic. The fundamental unit of
information is the single bit, which can be set to represent either the value 0 or the
value 1. Many types of physical systems are used to create bits, depending on the
intended application. Most hard disk drives store information in the polarization of
magnetic domains on some sort of tape, where the direction of polarization (up or
down) corresponds to the value of the bit (1 or 0). In logic circuits based on the
conventional complementary metal oxide semiconductor (CMOS) architecture, the
value of a bit is represented by the presence or absence of a voltage on the gate
electrode of a transistor.
By analogy, the fundamental information carrying unit of a quantum computer is
the quantum bit, or qubit. The qubit is a quantum system with a two-dimensional
Hilbert space, like that of an isolated spin-1/2 magnetic moment, with two basis states
10 ) and I 1). These two basis states are the quantum analogs of the classical states 0
and 1, but, because of the principle of superposition, the quantum bit can also occupy
states with amplitudes to be in both 10) and |1). Many physical systems have been
proposed as possible qubits, such as nuclear spins in bulk solutions of moderately
sized molecules [15], superconducting circuits [16, 17], trapped ions and ultracold
atoms [18, 19], and, the implementation we are most concerned with here, electron
spins in quantum dots [20].
While the state of a classical bit is specified by a single binary digit, the state
of a quantum bit is characterized by two complex parameters that specify the am-
plitudes of the J 0) and I 1) components. Superficially, this seems to indicate that
each quantum bit carries much more information than a single classical bit. However,
analogous to the situation in the Stern-Gerlach experiment for measuring the electron
spin of silver atoms, any measurement of a qubit can only return the equivalent of
one classical bit of information about its state (i.e. whether the "spin" points up or
down along some fixed axis). Fundamentally, this limitation can be related to the
Heisenberg uncertainty relation for angular momentum operators along different axes:
because the angular momentum operators along non-parallel axes do not commute,
only the spin projection along a single axis can be measured at one time.
Thus although the state of a quantum bit does contain much more information
than its classical counterpart, extracting or making use of this additional information
is a non-trivial task. Successful quantum algorithms rely on non-classical superposi-
tion states to achieve enhanced efficiency over classical algorithms during intermediate
steps, but then, through a delicate process of interference, return the system to an
almost "classical" final state with near unit amplitude to be in the tensor product
state of 1)'s and 1 0)'s that encodes the desired result. In order for this procedure
to work, the system must maintain its quantum coherence throughout the evolution.
2.3.2 Nuclear spin induced decoherence and dephasing
The fundamental property that distinguishes quantum systems from classical systems
is "quantum coherence." At this point, I will assume that you are already aware
of the important distinction between classical statistical distributions of states and
quantum superposition states (see e.g. Bell's theorem [21]). When designing an
experiment or quantum algorithm, one often considers an idealized model of the
physical system where all parameters are known exactly, where one can accurately
create any desired superposition state of a qubit, and where, once created, such
superposition states remain intact indefinitely. In realistic situations, however, there
is always some uncertainty in the values of parameters that causes the true state of the
system to diverge from the desired one as time progresses. Additionally, any quantum
system is always subject to interactions with its environment. Such interactions
cause additional noise, and often generate entangled states of the system and the
environment, which, in the case that we do not observe the state of the environment,
behave just like classical statistical mixtures of quantum states of the system itself.
The process through which the state of a non-isolated or imperfect quantum system
diverges from that expected for an isolated, well-characterized system, thus requiring
a description in terms of a classical statistical distribution, is called decoherence.
To make this idea more concrete, consider a system consisting of a single qubit S
in the presence of an additional "environment" qubit E. The states of the joint system
lie in the Hilbert space spanned by all tensor products of the states { Os), I 1s )} of
the system and the states {1 OE), I 1 E)} of the environment. Suppose that our goal
is to initialize the system qubit to the state I Xs ) = (I Os) + I s ))/V , and then to
measure it some time later. If we assume that the environment starts in the state
i OE), then the initial state of the joint system is I) ) = I Xs) 0 I OE).
What happens if we measure the system right away? If the measurement is per-
formed with respect to the operator Zs 0 E, where Zs = Os) ( Os I - I is)( 1s I, then
we would obtain the measurement results ±1 corresponding to the eigenvectors I Os)
and I 1s) of Zs each with 50% probability:
+1: I(OE (Os ZsiEJ )12 = 1/2, J(1E (0s I iE p)12 = 0
(2.15)
-1: I(OE I(ls ZsiE p)12 = 1/2, I(1E(1s I 1siE I )12 = 0.
However, if the measurement is performed with respect to the operator X~sE l, where
~= (I Os)(Os I + I Os)(s I + I s)(Os I + I ls)( ls 1), then the single measurement
result +1 corresponding to the eigenvector I Xs) is obtained with certainty:
+1: I(OEI(Xs I iiEI')12 = 1, I(1E (XsI ZSiE )12 = 0 (2.16)
-1: I(OE I(rs IZsiE I I )12 = 0, J(1E 1(Xa I ZsiE I)I2 = 0.
Here I Xs) = (I Os) - I 1s))/vF is the eigenvector of Xs with eigenvalue -1.
Now, suppose that after waiting for some time, interactions between the system
and the environment transform the state of the joint system to I IF) -, I 1"') =
(I Os )I OE) + s 1S) 1E ))/V*. 1 Although in some ways this state looks very similar to
the original state J )), its properties are quite different. If we perform a measure-
ment with respect to the operator Zs 0 iE, we still obtain the results ±1 each with
probability 50%:
+1: I(OEl(OslZsiEI•l) 2 = 1/2, I(1E Jl(Osl siEIE l l2 = 0 (2.17)
-1: j(OEl(lsiZS1E I• 1 ' = o, I(1E (1s I ZS1E I 2•) = 1/2.
However, this time if we were to perform the measurement with respect to Xs 0 lE,
then we still obtain the results ±1 with probability 50% each:
+1: I(OE I(Xs IiE I )12 = 1/4, (1E I(Xsl I s ') 12 = 1/4 (2.18)
-1: 1(0E Xs SZis1E • 2=1/4, 1(1E1(X, I Z lslE 1/4.
To see this, note that I ') can be rewritten as I •9) = I Xs) (IOE) + E)) +
XIs )(I OE)-- 1E)). The results for measurements of Ysi E, with s = 1 (1 Os)(0Os 1+
'For the quantum computing-savvy, this transformation amounts to applying a controlled-not
gate to the joint system.
i I 0Os)(ls I - i l1s)(Os + I 1s)(1s ), are identical.
Thus, due to its entanglement with the environment, the system qubit is no longer
in a state that yields the desired measurement results. In fact, there is no single
quantum state of an isolated qubit that would generate the measurement statistics
described above. The system acts as if it is in a statistical mixture of quantum states,
and has thus decohered. Without some trick to unentangle the environment from
the system, which is generally not possible when the environment consists of many
degrees of freedom, coherence cannot be restored until the system is re-initialized.
As discussed in section 2.2, the hyperfine interaction couples electron and nuclear
spins in GaAs quantum dots. In applications where the electron spin constitutes the
system of interest, the ambient nuclear spins comprise an environment that leads
to decoherence and dephasing of the electron spin state. Here we distinguish two
different processes that drive the electron spin into a classical mixed state, decoherence
and dephasing, where dephasing refers to the reversible part of the interaction that
can be "undone" through clever pulse sequences.
Consider the situation of a single electron confined in a GaAs quantum dot in
the presence of a strong in-plane magnetic field. Recall that the effective interaction
between the spin S of a single electron isolated in a quantum dot and all of the
spins {I} of the nuclei in the host lattice is governed by the Hamiltonian HHF =
EC A, .Iin, where the coupling constants {A,} are proportional to the local electron
density at the positions of the nuclei. Due to the large mismatch of Zeeman energies
between the electron and nuclear spins, terms proportional to S-If cannot cause the
electron spin to flip its direction. However, the longitudinal terms proportional to
SzIz can alter the precession of the electron spin around the external field.
As described in 2.2, when the number of nuclear spins N is very large, the operator
>n Aniz acts as a classical effective magnetic field for the electron. Due to the small
nuclear Zeeman energy, the nuclear spin equilibrium state for temperatures in the
millikelvin regime and above is completely disordered. The expected polarization of
such a state has zero mean and an rms magnitude of order v/_. In a GaAs quantum
dot containing roughly N = 106 nuclear spins, these VHN-scale fluctuations add a
random contribution on the order of 5 mT to the total effective magnetic field seen
by the electron spin. This random offset to the magnetic field changes the electron's
precession frequency, and causes dephasing on a time scale of T2 = 10 ns. Using
"spin-echo" techniques, it is possible to reverse the electron's evolution to undo the
effects of this static random field [22].
On short time scales, the picture of a static, random nuclear background field
works reasonably well. However, the electron also produces a field on the nuclear
spins, which is of order v1/ times weaker than the net field produced by the nu-
clei on the electron. The nuclear state evolves on this longer time scale, which is
approximately 10 ps for N = 106. Once the nuclear state changes appreciably, the
spin-echo techniques no longer work and coherence is permanently lost. This problem
of electron spin decoherence due to interactions with nuclear spins has been studied
extensively (see e.g. Refs.[23, 24, 25, 26]). A particularly elucidating account is given
by Chen and coworkers in Ref.[26].
In some special cases, it is possible to eliminate decoherence caused by nuclear
spins. For example, if one can prepare a fully-polarized or almost fully-polarized
nuclear spin state, then coherence times can be greatly extended [23]. Later in this
thesis (see chapters 4 and 5), we will describe situations where it is possible to narrow
the distribution of nuclear spins through certain directed cooling processes. Although
these cooled states do not eliminate all decoherence, they do allow dephasing times
to be extended by an order of magnitude.
2.4 Perturbation theory and transition probabili-
ties
In the chapters that follow, we will often seek to develop a set of rate equations
to describe changes in the state of a quantum system. These rate equations are
written in terms of the occupation probabilities for various states of the system, and
describe a type of dynamics which is fundamentally different from that exhibited by
an isolated quantum system. Quantum evolution in a system with a low-dimensional
Hilbert space is periodic or quasi-periodic, displaying characteristic features such as
Larmor precession and Rabi oscillations. Such oscillatory behavior is characterized
by a transition probability that grows quadratically in time at short times. Rate
equations describe "classical" dynamics such as exponential growth and the approach
to asymptotic steady states. When a quantum system is subjected to noise or interacts
strongly with its environment, the delicate balance of quantum phases that leads to
oscillatory behavior can be lost, leading to the emergence of semi-classical rate-law
type behavior. In this section I will present an explicit calculation involving a simple
quantum system in the presence of classical noise that demonstrates the emergence
of a rate-law-like transition probability that grows linearly in time. The prefactor in
the linear relationship between occupation probability and time defines the transition
rate that we will employ repeatedly in later chapters.
Consider a quantum system with a two-dimensional Hilbert space spanned by the
states T ) and I 4), and with the time-dependent Hamiltonian
H/" -2 (t)- ; IT) 1) . (2.19)
2 A(t) -e(t) 0 1
For now, let the time-dependence of complex A(t) and real e(t) be arbitrary. Later
we will include a random noise term in e(t) to model decoherence. The time evolution
generated by Hamiltonian (2.19) under Eq.(2.1) is characterized by a fast accumu-
lation of phase between the IT ) and ) 1) components on a short time scale, and a
slow shifting of occupation probability between I I) and I 4 ) that occurs on a longer
time scale.
When calculating transition probabilities, we are interested in the slow transfer of
weight between the two components, and not in the fast winding of phase between
them. In close analogy with the transformation to the "interaction picture," which is
discussed in most standard texts such as e.g. Sakurai[2], by moving to a "rotating"
reference frame by means of a canonical transformation we can include the fast accu-
mulation of phase into the definition of the basis states I T ) and I ), thereby leaving
behind a purely off-diagonal Hamiltonian to describe the much simpler smooth trans-
fer of population between these states. To this end, we define the rotating frame state
vector I (t) )R via the transformation
I (t) R e-icp(t)&-/2 i(t)), (2.20)
where &z is the usual third Pauli matrix.
Taking the derivative of j 1 )R with respect to time and using Eq.(2.1), we find
d 1
ih d I 0(t))• -) h(t) &z I (t) )R + e-is(t)&z/2-Ie'(t)/ (t) )R. (2.21)dt 2
Our goal is to make the dynamics of I P )R simple through proper choice of the function
po(t). After multiplying out the 2 x 2 matrices in expression (2.21), we obtain
ih d I 1 -1 h (t) + e(t) A*(t)e-i (0() TR (2.22)diht R - A(t)etP() ho(t) - E(t) R(2.22)
where )TR =R( T I V)R and 'CIR =R( 1 I )R are the components of the wave function
along the rotating frame basis states I T )R and I 1 )R, respectively.
The fast accumulation of phase between I T)R and I I )Ris completely removed
when the diagonal part of Hamiltonian (2.22) vanishes; this is accomplished through
the choice
c(t) = (t') dt'. (2.23)
With this choice of phase, the state in the rotating frame evolves according to
ih d/dtl P)R = HRI I )R, with
1 0 A*(t)e-ic(t)
e (t) - (t)eon (2.24)
In what sense is the frame defined by the transformation (2.20) a "rotating" frame?
Any 2 x 2 system of the form (2.19) can be viewed as describing the motion of a spin-
1/2 moment in a time-dependent magnetic field B(t) = (Re A(t), ImA(t), E(t)).
The z-component of this field generates Larmor precession about the z-axis with
instantaneous rate e(t). Recall that the operator exp[-i&zp/2] is the SU(2) rotation
operator that rotates all spinors through the angle W about the z-axis. With this
understanding, we see that the time dependent transformation (2.20) simply rotates
the axes to track or "undo" the Larmor precession; in the rotating frame there is no
motion relative to the transverse axes.
Up to now, we have considered a completely general form for s and A. To reach the
regime where a semi-classical rate approach is valid, we must introduce decoherence
that prevents the system from completing coherent population oscillations. For the
purposes of illustration, we model such decoherence by including a 6-correlated noise
term in the energy detuning
E(t) = q(t) + Se(t), 6E(t)5b(t') = rF(t - t'), (2.25)
where F = 2/T 2 is the decoherence rate and the overbar indicates an average over
noise realizations. Using decomposition (2.25) we define the phases
¢(t) - 1/h 1 (t') dt', 6(t) 1/h E(t) dt'. (2.26)
Suppose the system starts in the state I T ) at time t = 0. By considering the
incoherent regime where the time scale for transitions induced by Hamiltonian (2.24)
is much longer than the coherence time T2, we are justified to study the system's time
evolution operator UR(t) expanded to first order in HR:
UR(t) = i - IR(t')dt'. (2.27)
The amplitude to find the system in the state I 1)R at time t is R(1 I UR(t) I T),
which, after using Eq.(2.27) and the orthogonality of the states T ) and I 1), leads
to the transition probability
P(t) = - A (t) dt (2.28)
Expanding out the square, we obtain
P(t)=4h2  dt' dt" A(t')A*(t") eil (t)- (t )] e• (t')- (t ).  (2.29)
Finally, we average over noise realizations Se(t) using the identity exp[X] = exp[1/2 X 2],
the definition of 6p(t) given in Eq.(2.26), and the white noise relation given in
Eq.(2.25) to obtain
P(t) = 2  dt' dt" A(t')A*(t") ei[(t')- (t")] e- rlt - t' l/2. (2.30)
Although the double integral in Eqs.(2.28) and (2.29) looked as though it would
produce a transition probability growing quadratically with time, here we see that
damping caused by decoherence forces t' r t" in the integrand and eliminates the
extra factor of t. We will now show this explicitly by completing the calculation
for the case i(t) = hwo and A(t) = Aoe - iwt, which describes a two-level system
with fixed energy splitting hwo subjected to harmonic driving by a transverse field of
strength Ao rotating with angular frequency w. This situation occurs frequently in
a variety of experimental settings; in chapter 3 we will study an example of electron
spin resonance where the driving is of an analogous form.
With this choice of e(t) and A(t), the averaged transition probability P(t) becomes
'A2r t  ft WW)
P(t) 4h dt' dt" ei(w•- w)(t' - t") e-rl"t'l/2.  (2.31)
Note that the integrand is now only a function of the difference between t' and
t", which indicates that the integral will become simpler after the change of variables
7 = t" - t', s = (t' + t")/2. Although this transformation makes the integrand simpler,
it makes the region of integration more complicated to handle (see Fig.2-3). However,
'TAtf
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Figure 2-3: Region of integration for the calculation of transition probability in the
original variables (left panel) and transformed variables (right panel). The integrand
is cut off by noise-induced decoherence outside the shaded gray region of width T2.
Due to the natural cut-off of the integral, for times t > T2 We can safely extend the
integral over T in the transformed coordinates to infinity, making only a small error
at the corners of the integration region.
if we consider only long times t > T2, then we can extend the integral to infinity in
the T-direction at the cost of only a small error at the corners of the integration region
(Fig.2-3, right panel). With this approximation, we easily complete the calculation:
P(t) = ds dT e- i(wo-w)r e- r l/2
t A2F (2.32)4h 2 (w - w0)2 + (F/2)2  (2.32)
Result (2.32) displays exactly the behavior we anticipated: for times long com-
pared with the decoherence time T2 but short compared with the time for unit pop-
ulation transfer between the two basis states, we find that the transition probability
grows linearly in time with constant rate
1 A2 rW = . (2.33)4h2 (w - w0)2 + (F/2)2  (2.33)
The transition rate itself has the familiar Lorentzian dependence on the difference
between the driving frequency w and the system's resonance frequency wo, with a
t/ + t/
2
ll k
i
'S
width set by the decoherence rate F. The transition rate is maximal when the driving
field photon energy hw matches the system's internal energy splitting hwo, and has
a peak value that is inversely proportional to F. The reason why the transition rate
is damped by large F is that F arises due to noise that varies the total splitting E(t):
large F indicates that even when w = wo, the system spends a significant fraction of
its time off resonance with hw - e(t) and transitions are suppressed.
2.5 Discrete levels coupled to a continuum
In the last section, we saw how coupling to classical noise can destroy quantum os-
cillations and lead to rate-law-like behavior in a quantum two-level system. There,
noise led to an effective broadening of the energy levels, manifested in the width
of the Lorentzian resonance line-shape. Here we discuss a different situation where
broadening occurs in an open quantum system where discrete states may decay due
to coupling to an external continuum. Wigner and Weisskopf first studied the natural
linewidths of atomic states that decay due to their interaction with the electromag-
netic continuum in their seminal paper of 1930 [27]. Here, we take a somewhat
different approach, and focus on the situation of quantum dots coupled to external
conducting leads, as is the case in transport experiments such as those related to the
work in chapters 4-6.
Very often, the straightforward approach of Fermi's Golden Rule is sufficient to
obtain the decay rates of discrete states coupled to a continuum. However, this
approach is only capable of describing incoherent dynamics exhibiting rate-law-like
behavior. In section 2.5.2, and later in chapter 6, we will be interested in a more
interesting situation in which an additional discrete level is coherently coupled to
a decaying level. Here, the system displays decaying, oscillatory dynamics, which
cannot be described by the golden rule approach. In order to correctly describe this
regime, we will develop a different technology based on non-Hermitian Hamiltonians.
We will begin by considering the simple case of a single discrete level coupled
to a continuum in section 2.5.1. When particles can decay from a quantum system,
wave function normalization is not conserved. In this section I will show how in cer-
tain simple cases this decay is exactly accounted for simply by adding an imaginary
part to the discrete state energies, making the system's Hamiltonian non-Hermitian.
Although the case considered in section 2.5.1 can be described equally well by the
golden rule approach, it will set the stage for the discussion of decay from a double
quantum dot in section 2.5.2. There we will find oscillatory behavior in the under-
damped regime of strong interdot tunneling, and rate-law-like exponential decay of
the dot occupation probability in the overdamped regime of weak interdot tunneling,
in direct analogy with the behavior of a classical damped harmonic oscillator. This
example adds justification to the rate equation approach to spin-blockaded transport
used in chapters 4 and 5, and serves as a warm-up for the discussion of non-Hermitian
dynamics in spin-blockaded double quantum dots in chapter 6.
2.5.1 Non-Hermitian effective Hamiltonian
Consider a quantum dot supporting a single orbital state I d) coupled to a semi-
infinite one-dimensional lead, shown schematically in Fig.2-4. Our goal is to solve
for the evolution of the system as a particle initially placed in the quantum dot state
I d) decays to the lead. As a matter of convenience, we replace the semi-infinite lead,
which supports both positive and negative momentum states -oo < k < 00 in the
region x > 0, with an equivalent infinite lead that supports only positive momentum
states k > 0 over the entire real axis -oo < x < oo (Fig.2-4, right panel). In this
setup, the system's evolution is governed by the Hamiltonian
H = Ed d)(dl + g(x = O)(dI+ d)(x=0I) + ZhvFklk)(kI, (2.34)
k>O
where g is the matrix element for tunneling between the localized state in the quantum
dot and the lead, and vF is the Fermi velocity in the lead.
Parametrize the state of the system I k) as
I ) = cdd ) + dx"'(x') x'), (2.35)
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Figure 2-4: Two equivalent models of a quantum dot coupled to a single-channel
one-dimensional lead with Fermi velocity VF. The dot supports a single orbital state
Id) with on-site energy Ed, and is coupled to the state I x = 0) in the lead by the
tunneling amplitude g. In the more natural representation (left panel), the lead is
defined only on the positive real axis x > 0, and supports incoming states with k < 0
and outgoing states with k > 0. Equivalently, we can consider a lead that supports
only positive momentum states k > 0, where incoming states have x < 0 and outgoing
states have x > 0 (right panel). We will use the second description exclusively in the
text.
with Cd and 4(x) functions of time. After projecting the time-dependent Schrodinger
equation (2.1) onto the states I d) and Ix), we find
ih d = edCd + g'(x = 0)
ih (x) = g Cd5 (x) - ihvFd-dx
(2.36)
(2.37)
For the problem we have specified, where the particle is initially placed completely
in the localized state I d), there is no incoming state in the lead, i.e. O(x < 0) = 0.
Integrating Eq.(2.37) with respect to x across the delta function from 0- to 0+ , we
find the jump condition for the wave function at x = 0:
i (0.) = c.hVF Cd (2.38)
Here we have made use of the boundary condition '(0-) = 0.
Due to the jump in V(x) at x = 0, we split the contribution of O(x = 0) in
Eq.(2.36) as O(x = 0) --* [7(0 ) + (0-)]/2. Then by substituting relation (2.38) into
Eq.(2.36) under this point-splitting prescription, we find
ih cd = (ed - ihy/2) cd; 7 -  (2.39)
Equation (2.39) is easily solved to find the probability P(t) = Icd(t)12 for the electron
to remain in the dot at time t: P(t) = e- t. The electron decays exponentially from
the quantum dot with the rate y given in Eq.(2.39).
Notice that Eq.(2.39) looks just like the Schr6dinger equation for a trivial quantum
system with the Hamiltonian Heff = Edd d)(d , where Ed = Ed- ihy/2. Thus if we
restrict ourselves to examining only the part of the system within the quantum dot,
the full evolution described by Eqs.(2.36) and (2.37) is equivalent to the evolution
described by the non-Hermitian Hamiltonian Ieff acting on the quantum dot subspace
alone. This result indicates that for a quantum dot coupled to a drain lead, we can
avoid dealing directly with the states in the lead and consider instead a non-Hermitian
problem of much lower dimension in the quantum dot subspace. The utility of this
approach will become apparent when we discuss the case of decay from a pair of
coupled quantum dots below.
2.5.2 Decay from a double quantum dot coupled to a single
drain lead
In the previous subsection, we saw how to construct a non-Hermitian effective Hamil-
tonian to describe the non-conservative dynamics of an electron in a quantum dot
coupled to an external lead. We now apply this approach to the less trivial problem
of calculating the evolution and decay of a single electron in a double quantum dot
(see Fig.2-5). The left and right quantum dots support the two localized states I L)
and I R) with associated on-site energies EL and ER, respectively. The right dot is
coupled to the drain lead by the tunneling matrix element g exactly as in the previous
subsection, and we consider the case where the system is initialized to the state I L).
Before solving the problem directly, what type of behavior do we expect? If
a) b)
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Figure 2-5: Model of decay from an end-coupled double quantum dot with interdot
tunneling amplitude t and dot-lead tunneling amplitude g. a) The system. b) Energy
level configuration showing energy detuning A = EL - eR and width hry = 2Im ER of
the right dot energy level due to its coupling to the lead.
coupling to the lead is weak or absent, one expects to observe coherent oscillations as
the electron tunnels back and forth between the two dots. In the opposite limit where
coupling to the lead is very strong, it seems reasonable to expect that the electron
will only tunnel from left to right, and then immediately leave the system once it
reaches the right dot. Indeed this is more-or-less the behavior that we will find, but
the full solution will bring additional insight into the crossover from oscillatory to
relaxational dynamics and the timescales associated with these behaviors.
Applying the same procedure as used above to eliminate the lead degrees of free-
dom, we find that the quantum dot subsystem is described by the non-Hermitian
Hamiltonian
H = eLIL)(LI + ZRIR)(RI + t(IL)(RI+IR)(LI), (2.40)
where ER = R - ih-y/2 is the complex on-site energy for the right dot with 7 as given
above, and t is the interdot tunneling amplitude.
If we parametrize the state of the system I 7(t)) by the amplitudes cL = (L )
and CR = ( R Ij ), Hamiltonian (2.40) leads to the non-unitary equation of motion
ih L = EL CL + tCR (2.41)
ih cR = tcL + ERCR
This equation can be solved in a straightforward manner by exponentiating the 2 x 2
matrix describing the coupling on the right hand side. However, because the resulting
expressions are not particularly illuminating, I will pursue a different approach that
yields much more physical insight into the nature of the solution.
The energy level configuration of the system is shown schematically in Fig.2-5 b.
Consider the situation A- EL - ER = 0, where the equation of motion becomes
ih cL = t CR (2.42)
ih R = tcL - ihy/2 cR.
Taking the derivative of the first line of Eq.(2.42) with respect to time, we find
CL = -t i cR/h. By replacing cR in the resulting expression using the second line of
Eq.(2.42) and then using the first line to trade cR for CL, we obtain
CL + (7/ 2) cL + (t/h)2 CL = 0; CL(0) = 1, cL(0) = 0, (2.43)
where the initial conditions cL(O) = 1 and WL(0) = 0 ensure that the system starts
in the state I L). The Schr6dinger equation that describes the motion and decay of
an electron in a double quantum dot under the conditions above is thus identical to
the equation of motion for a classical damped harmonic oscillator. In this mapping
of the quantum problem onto the evolution of a classical oscillator, the amplitude
for the electron to be in the left dot, CL, plays the role of the oscillator coordinate,
while the amplitude for the electron to be in the right dot, CR, plays the role of the
momentum. The intuition behind this mapping is that the damping in the classical
problem is proportional to the oscillator's velocity, while the decay in the quantum
problem is linked to the right dot occupation amplitude.
Based on our familiarity with the behavior of the classical damped harmonic os-
cillator, we can make predictions about the evolution of the electron in our double
quantum dot. First and foremost, recall that the classical oscillator displays three
dynamical regimes where the motion is either underdamped, overdamped, or criti-
cally damped. An underdamped oscillator completes many full oscillations within an
exponentially decaying amplitude envelope. This regime corresponds to the coherent
tunneling regime of the double quantum dot, with (h7y) 2 < 16t2 , where the electron
tunnels back and forth between the two dots several times before eventually leaving
the system. In the overdamped case, the oscillator coordinate exhibits exponential
relaxation back to the origin with no overshoot or "oscillation." In the quantum dot,
this regime corresponds to the regime of strong coupling to the leads, (h'y) 2 > 16t2 ,
where the electron tunnels only from left to right, without returning to the left dot. At
critical damping, the oscillator's motion experiences its most efficient decay; for the
quantum dot, this means that the electron leaves the system in the shortest possible
time.
The simple analysis above leads us to a quite non-trivial conclusion about the
behavior of the quantum problem: the decay time for an electron initialized to the
left quantum dot in the setup of Fig.2-5 is a non-monotonic function of the ratio
t/h-y, achieving a minimum at the critical damping ratio 4t/hy- = 1. Although naively
one might have expected that the time for the electron to escape the system would
decrease uniformly as the coupling to the lead is increased, strong hybridization of the
state I R) with the states in the lead causes this level to become severely broadened,
thus impeding tunneling from I L) (see subsection on level broadening below). This
well-known result is nothing new, but I believe that this approach lends useful insight
into its origin.
To find the full solution to the 2nd order ODE in Eq.(2.43), let
CL(t) = c+e4"+ t + c_e"e-t, (2.44)
with constant coefficients c+ and c_ satisfying c+ + c- = 1 and w+c+ + w_c_ = 0
as determined by the initial conditions. These conditions are easily satisfied by the
choice
c+ = , c = (2.45)
Substituting expression (2.44) into (2.43), we find the eigenfrequencies
iv (1 ± 1 - 16t2/(h)2). (2.46)
Note that sign of the quantity under the square root determines whether the eigenfre-
quencies are purely imaginary (overdamped regime) or contain a real part that gives
rise to oscillations (underdamped regime).
I claim that in the strongly overdamped regime, hy >» 4t, an electron initially
localized in the left dot leaks out of the system with an approximately exponen-
tial decay law. In this limit, we can use the expansion v/--x ' 1 - 1 x to find
w+ e i-y/2, and w_ O i2t 2/(h 2-y). The amplitude for the electron to be found in
the left dot experiences a double exponential decay, with fast and slow rates w+ and
w_, respectively. However, the ratio of the quickly and slowly decaying components,
jc+/c-_ = 4t2/(h^1) 2 , is proportional to the small parameter that characterizes the
strongly overdamped regime that we are considering. Thus a small fraction of the
electron probability leaks out during a fast initial transient, followed by slow expo-
nential decay of the remaining probability over a long time scale set by the decay rate
r- = 4t2/(h2 ).2
Analogous to result (2.33) for the transition rate between the states of a two-level
system in the presence of white noise, the decay rate F_ on resonance, i.e. when the
energy detuning A = 0, is inversely proportional to the decay strength 7. In fact, by
solving for the eigenvalues E± of the 2 x 2 Hamiltonian (2.40) in the case A = 0 and
taking the limit t2/IA - ihFy/212 <K 1, we find that the decay rate R_ = (2/h) Im x_
also displays a Lorentzian dependence on the detuning A with a width set by the
2Note that electron probability is proportional to JCL 2, and hence the decay rate is twice the
imaginary part of w-.
right-dot decay rate y:
t 2 ,
r_ = P (2.47)
A2 +(h'y/2) 2 *
By analogy with the noisy two-level problem, we see that y apparently plays the role
of a level broadening. In the next subsection we will discuss in detail how the state
I R) gets "smeared-out" by hybridization with states in the lead.
2.5.3 Level broadening
We now wish to relate result (2.47) and the non-Hermitian Hamiltonian approach
of section 2.5.2 to the familar physics of level broadening and Fermi's Golden Rule,
with the intention of building up an understanding and intuition about the physics
of the non-Hermitian approach. With this understanding, we will be better equipped
to understand both the regimes of classical decay and of quantum oscillations. To
prepare for this discussion, we first need to formalize the notion of the density of
states. Let the cumulative state distribution M(e) of a quantum system be defined as
the number of eigenstates of the system's Hamiltonian with energies less than e. To
apply this definition to an infinite system with a continuous (uncountable) spectrum,
we must regulate the system with a large-distance cutoff L to discretize the spectrum,
and consider the limit L -+ co.
As defined, K(e) is not a smooth function of e, but rather consists of a series of
unit jumps occurring at the energies of the Hamiltonian's eigenstates. However, for a
large system with L --+ oo, these steps are closely spaced in energy. If we "zoom-out"
and only view N(e) with an energy resolution lower than the typical energy level
spacing, then M(e) can be considered to be a smooth function of energy.
With this understanding of the distribution AN(e), we define the density of states
p(co) = (1/V) dfl/dejeo at the energy eo to be the number of eigenstates of the
Hamiltonian with energies in the interval eo < E < 6o + de, per unit volume (V = L
in one dimension). Because N/(E) is only a smooth function down to the scale of
the typical energy splitting, the "differential" de represents an interval that is large
compared with the energy spacing, but small compared with the scale over which the
smooth function Kf(e) deviates from linearity.
As an example, consider an electron moving in a one-dimensional wire of length
L, under the Hamiltonian H = •Ek hvFk I k ) ( k . This Hamiltonian, which we used
to model the leads in subsections 2.5.1 and 2.5.2 above, describes electrons with
linearized dispersion e(k) oc k near one of the Fermi points of a conducting wire.
Due to the finite length of the system, the wavevector k is quantized as k, = 27rn/L,
where n is an integer. Correspondingly, the system has a discrete spectrum of energies
En = hVFk, with constant spacing Ae = 27rhvF/L, depicted in Fig.2-6 a. At the finest
scale, the function A(e) for this system is a staircase of evenly spaced steps of unit
height and width AE. After coarse-graining or "zooming-out," Af(e) appears to be a
line of slope L/27hvF (see Figs.2-6 b and c). The density of states for this system is
thus a constant:
Po(E) = 1/27rhvF. (2.48)
What is the relation between the density of states (2.48) of the conducting lead,
and the quantum dot decay rates (2.39) and (2.47) calculated above? Recall Fermi's
golden rule for the transition rate between a localized state I i) and a group of final
states { f )} with energies clustered around the value ef with density p(Ef) [2]:
W{i}._i = -2 I(f lI i)12 p(ef). (2.49)
Here we assume that the matrix elements of the perturbation V connecting I i) with
all of the final states {I f )} are approximately equal. Result (2.47) fits neatly into
this form if we identify the perturbation matrix element (f I V I i) with the tunneling
matrix element t, and the density of states p(Ef) with h-y/27r[A 2 + (h-y/2) 2]. The
identification of t with the perturbation matrix element seems natural, but how does
a Lorentzian density of states arise in a system initially composed of two localized
levels and a continuum with the constant density of states (2.48)?
The answer to this question lies in the hybridization of states that occurs when we
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Figure 2-6: One dimensional electron system and the corresponding cumulative state
distribution before and after coarse graining. a) Spectrum of a one-dimensional wire
of length L with linear dispersion e(k) = hvFk. Due to the finite extent of the
system, k is quantized as k,- = 2mn/L, leading to a discrete set of allowed states
(open circles). b) At the finest resolution, the cumulative state distribution N/(E) is
a staircase unit steps with width in energy Ae. c) After zooming-out, AW(e) grows
linearly with energy, giving rise to a constant density of states p(E) = 1/(2rhvF).
Note that, as a matter of convention, we will always plot energy on the vertical axis
against fN(e) or p(e) on the horizontal axis.
take into account the coupling between the localized level I R) in the right dot and
the states { k )) of the lead. Consider a two-stage approach to solving the problem
described by Equations (2.40) and (2.41), in the limit where interdot coupling is weak
compared with the coupling between the right dot and the lead. First, diagonalize
Hamiltonian (2.40) within the subspace spanned by the localized state I R) and the
states of the lead {I k )}, i.e. diagonalize Hamiltonian (2.34) for a single dot coupled
to a one-dimensional lead (see Fig.2-4). Then, use Eq.(2.49) to calculate the rate of
transitions from I L) to the resulting hybridized mixture of right dot/lead states.
As a result of coupling, the localized level I R) mixes with the states of the lead
and is "absorbed" into the continuum; information about the energy of the localized
state is retained as a bunching of states near eR, i.e. as an additional peak Ap(e)
of width #y in the density of states near ER, shown schematically in Fig.2-7. The
single discrete level I R) with energy ER is thus spread-out into many levels with
A-
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energies near 6R, each having a reduced amplitude to be in the state I R). Because
hybridization conserves the total number of independent states, the peak Ap, which
accounts for these hybridized states retaining mostly I R)-like character, has unit
area: fC. Ap(e) de = 1.
Although the total density of states p(s) = Po(e) + Ap(e) contains contributions
from states that are mostly lead-like, P0(E), and from states that are mostly I R)-
like, Ap(e), the interdot tunneling matrix element is only appreciable for final states
with a considerable amplitude for occupying the state I R). Thus the density of
accessible final states that should be used in Eq.(2.49) for the Fermi's Golden Rule
transition rate is simply Ap(E), corresponding to the "lifetime-broadened" energy
level ER. Qualitatively, we can now see how the form of the transition rate (2.47)
arises naturally in the familiar Fermi's Golden Rule approach. This equivalence can
be made quantitative using the method of Green functions.
2.6 Summary
I hope that this chapter has provided sufficient background information to motivate
the work in thesis, and to prepare you, the reader, for the discussions of research that
follow. Although it is not necessary to remember all of the details about how quan-
tum dots are formed, it is important to remember the sense in which these devices act
like solid-state artificial atoms. The work described in chapters 3 to 7 deals with the
coupled dynamics of electron and nuclear spins in quantum dots, generated by the
hyperfine interaction discussed in section 2.2. In GaAs, where the conduction band
is formed predominantly of s-orbitals, only the "contact term" of equation (2.8) sur-
vives, yielding an interaction Hamiltonian which is a sum over simple scalar product
terms (2.9). To analyze the resulting dynamics, we will employ the methods of rate
equations (chapters 3-5 and chapter 7), and non-Hermitian Hamiltonians (chapter
6). The rate equation approach described in section 2.4 also underlies the work on
superconducting qubit dynamics discussed in chapters 8 and 9.
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Figure 2-7: Cumulative state distribution Af(e) and density of states p(e) for the a
quantum dot coupled to a one-dimensional lead (see Fig.2-4). Panels a) and b) show
the situation without coupling. At the energy ed of the quantum dot energy level, the
cumulative state distribution .A(e) jumps up by 1; this is reflected by a delta-function
peak in the density of states at Ed. In the presence of coupling between the quantum
dot and the lead, hybridization causes the localized state I d) to be absorbed into the
continuum, with a corresponding redistribution of energies. As shown in panels c)
and d), the discontinuity in the cumulative state distribution is smoothed out, and the
density of states retains a smooth peak of width -y centered at Ed. This peak indicates
a bunching of energy levels near the energy of the isolated (uncoupled) quantum dot
state.
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Chapter 3
Electrically-driven reverse
Overhauser pumping of nuclear
spins in quantum dots
Armed with the background material presented in chapter 2, we are now ready to
explore our first example of a new mechanism for controlling nuclear spins that arises
in nanoscale devices. Control, by definition, requires taking a physical system out of
equilibrium. In a certain sense, the mechanism that we will discuss in this chapter is
the simplest one that we will consider, as it requires only a single localized electron in
an isolated quantum dot; the system is driven out of equilibrium by a time-dependent
external field. Later, in chapters 4 and 5, we will discuss a different situation where
the non-equilibrium driving force arises from dc transport through a double quantum
dot in the so-called "spin-blockade" regime.
The mechanism that we propose in this chapter for polarizing nuclear spins in
quantum dots is based on periodic modulation of the hyperfine coupling by electric
driving at the electron spin resonance frequency. Dynamical nuclear polarization
results from resonant excitation rather than hyperfine relaxation mediated by a ther-
mal bath, and thus is not subject to the familiar Overhauser-like detailed balance
constraints that govern most forms of dynamical nuclear polarization. This allows
polarization to develop in the direction opposite to that expected from the Overhauser
effect. We will find that competition between this electrically-driven mechanism and
the usual bath assisted mechanism can give rise to spatial modulation and sign re-
versal of polarization on a scale smaller than the electron confinement radius in the
dot. This surprising result may open many new avenues for creating spatial patterns
of nuclear polarization in solid state systems.
The chapter is organized as follows. After providing some introductory material
about electron spin resonance in solid-state systems in section 3.1, I will provide a
derivation of the hyperfine-mediated electrically-driven electron spin resonance origi-
nally demonstrated and discussed by Laird et al. in Ref.[29]. A perturbative analysis
of the dynamics resulting from the effective spin-Hamiltonian derived in section 3.2
leads to the rate equations for electron and nuclear spin polarization discussed in
section 3.3. In sections 3.4 and 3.5 we use the condition of local equilibrium or de-
tailed balance to study the steady states of nuclear polarization and the resulting
spatial polarization profiles. Finally, in section 3.6 we will discuss the relation to the
reverse-Overhauser polarization observed in recent experiments.
3.1 Introduction
Several groups around the world have demonstrated coherent control of electron spins
in few-electron double quantum dots [22, 28, 29]. Recent experiments on electron spin
resonance (ESR) in quantum dots [28, 29] have demonstrated dynamical nuclear po-
larization through resonant driving of ESR. Interestingly, the polarization [29, 32] was
found to be in the direction opposite to that predicted by the thermodynamic argu-
ments [36, 37] that have successfully explained the direction of pumping in previous
experiments [38, 39]. This motivated us to search for a new mechanism of nuclear
spin pumping.
The essence of the Overhauser pumping mechanism [36, 37] is that a large mis-
match of Zeeman energies prevents mutual electron-nuclear spin flips without coupling
to an external bath, e.g. phonons. When certain spin transitions are saturated by
an external field, pumping of the remaining spins occurs in the direction determined
by the constraint that at low temperatures the bath can only accept energy from the
system: spin flips occur primarily via spontaneous emission of excitations into the
bath (see Fig.3-la).
Nuclear spin polarization is observed in Refs.[28, 29] as an ESR frequency shift
due to the longitudinal part of the hyperfine interaction between the electron spin
S and all nuclear spins k}, HfHF = A Ek I(,(rk) 2S _ 1k, where A is the hyperfine
constant, O(r) is the electron envelope wavefunction, and {rk} are the positions of
the nuclei. Due to this shift, the electron Zeeman energy becomes:
Ae = -IgBo - Anosl, (3.1)
where no and s ', Ek (Ik) are the density and effective polarization of nuclei (see
Eq.(3.8)). The sign of the frequency shift is determined by the direction of po-
larization and by the relative signs of A, p, and the electron g-factor. In GaAs,
Ano ; 130 peV and g - -0.4. Because the electron spin points up ip the ground
state, the thermodynamic argument [36, 37] predicts a negative polarization s < 0 and
a positive frequency shift, in contrast to the observed shift toward lower frequency
[29, 32].
In this chapter we consider the situation where hyperfine flip-flop transitions are
stimulated by an externally applied time-varying electric field as in [29]. In this case,
the direction of pumping is not set by the relaxational energy balance of hyperfine
transitions. Rather, pumping occurs when other mechanisms of electron spin relax-
ation replenish the population of the electron spin ground state without coupling to
nuclear spins (see Fig.3-1b), thus allowing the electron to repeatedly pump many
nuclear spins in the direction selected by electron spin excitation.
We show below that this mechanism leads to "reverse Overhauser" pumping.
To compare the Overhauser and reverse Overhauser mechanisms, we add magnetic
driving and bath-assisted hyperfine relaxation of nuclear spins to the model. By
solving a self-consistency equation for the effective nuclear polarization s, we map
out the fixed points of polarization (see Fig.3-1). An interesting spatial modulation
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Figure 3-1: Nuclear polarization in a, c) the Overhauser and b, d) the reverse Over-
hauser regimes. Panels a) and b) display the key transitions between electron Zeeman
levels due to magnetic/electric ESR driving, Wmag,el, bath assisted hyperfine relax-
ation, Wbath, and electron spin relaxation, F1. Dominant electron-nuclear spin flip
processes are marked by I+TF. Panels c) and d) show the steady-state nuclear po-
larization determined self-consistently via Eq.(3.8) combined with (3.13) and (3.14).
Insets show the spatial distribution of nuclear polarization in a circular region of
radius 50 nm, obtained using the electron density 1I0(r) 2 cr e- 2/r6 with ro = 25 nm.
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of nuclear polarization on a scale less than the electron confinement radius is predicted
in the electrically driven regime. In the crossover regime where these mechanisms act
in direct competition, we find complex, history-dependent ESR shifts.
We note that "inverted" Overhauser pumping has been observed previously in
other systems [40]. The thermodynamic basis for that pumping was Overhauser-
like; the direction of pumping was reversed because spin flips were caused by non-
secular terms of the dipole-dipole interaction such as S+!+ [37]. However, because
the electron-nuclear dipole coupling is weak in GaAs this mechanism cannot explain
the results of experiments [28] and [29].
3.2 Electrically-driven electron spin resonance
The mechanism of electrically-driven hyperfine-mediated electron spin resonance was
discussed by Laird et al. in Ref.[29]. For completeness, I will present a derivation of
the time-dependent spin Hamiltonian below.
The driving of ESR by coupling a localized electron to an electric field E(t) oc
E,e -iwt in the presence of an inhomogeneous nuclear spin distribution is described,
in the harmonic approximation [29], by the Hamiltonian:
2 1 2 2H = 2-m mw r  - eE(t) -. + Hz + A 6(i - Rj) S. - j, (3.2)
where the index j runs over all nuclei in the sample, and the dipole-dipole interaction
between nuclear spins is neglected. The electron and nuclear Zeeman energies, Ez
and EN, are contained in the the Zeeman Hamiltonian HIz = EzSz + E. ENI jZ
By transforming to the frame comoving with the potential via the canonical trans-
formation U = exp[ijl - d(t)] with d(t) - -eE(t)/mw 02 , we obtain the transformed
Hamiltonian
fIu = + mw°22 + ft + ZA ,(i + d(t) - R) S -Ij (3.3)
65
where the position operator i has been redefined relative to the origin of the comoving
frame and a constant term has been dropped after "completing the square."
If the shaking is slow compared to the timescale of the electron's orbital motion,
taken initially to be in the ground state I0 ), and we assume that the spatial and spin
degrees of freedom remain unentangled, then we can develop an effective Hamiltonian
H/ = (• Hu I V ) for the spin degrees of freedom alone by projecting onto I ):
HII 0 Hz + A IV)(Rj - d(t))l2 S I . (3.4)
Here the ground state orbital energy has been dropped. The essence of result (3.4)
is that when the time variation of the potential induced by E(t) is slow, the electron
orbital motion adiabatically follows the potential and remains in the instantaneous
ground state at all times. The net effect of the shaking motion is to produce a
time-varying effective magnetic field on the electron spin due to the electron's motion
relative to the disordered nuclear spin background.
When the applied field is weak, the displacement d(t) is small compared with
the length scale over which the wavefunction profile kb(r)12 changes appreciably.
Substituting the expansion [I(Rj - d(t))12 , I 2(Rj)2 - VI 2(Rj)I2 - d(t) into the
expression for HU' gives
fH H-!z + A ki(Rj)12 S I - A d(t) . VIk(R,)I 2 S j (3.5)
j j
The time-independent part of the hyperfine interaction has a longitudinal part
proportional to ZIfz and a transverse part that goes like S-:F. The longitudinal
part contributes the "Overhauser shift" to the energy levels, while the transverse
part is suppressed due to the mismatch of electron and nuclear Zeeman energies.
However, the transverse parts of the time-dependent hyperfine term can generate
transitions between states with different energies, and are thus essential for generating
the electrically-driven electron spin resonance transitions.
Keeping these most important terms leaves H1u - Hiz + A Ej IV4(Rj)I 2 Szijz +
Hel(t), where
iel(t) = -V (rk) -i + h.c. , (3.6)
k
and d, oc E, is the electron displacement due to the AC field [29]. Because the hy-
perfine interaction conserves spin, electron spin flips caused by (3.6) are accompanied
by compensating nuclear spin flips in the opposite direction.
3.3 Rate equations for electron and nuclear spin
polarizations
We assume that the electron decoheres quickly enough to prevent the entanglement of
electron and nuclear spins so that we can describe the system by the factorized density
matrix P = Pel 0 PN. The time for this entanglement to build up was analyzed in
Ref.[25] and found to be: Tent F NAe/(Ano) 2 , where N is the number of nuclear spins
in the system. If the electron decoherence rate F 2 > 1/Tent, then this entanglement
is inessential for our analysis.
Furthermore, we assume that the electron spin decoheres much faster than the
rate of spin flips induced by (3.6), which allows these spin flip processes to be treated
as incoherent. In this limit, described by Pel = n+ T) (T I+ n_ I 1) ( I, the transition
rate can be calculated using Fermi's Golden Rule.
Our main motivation for working in the incoherent regime is that it makes the
physics of the reverse Overhauser mechanism most apparent; in this regime it is
straightforward to understand and exhibit the principle, and to obtain the sign of the
effect. Additionally, it may provide a good framework to understand experiment [29]
where coherent Rabi oscillations were not observed. While coherence in some systems
(e.g. [28]) may be higher than assumed in our model, we do not expect that it can
reverse the direction of dynamical polarization.
For simplicity we consider the case of spin-1/2 nuclei and calculate the spin flip
rates for each nucleus independently using a nuclear state of the form
ýN-= -&(Nk,+] T)(T I+Nk,-I 1)(I I).
k
Here Nk,± is the occupation probability of the up (down) spin
Nk, + Nk,_ = 1.
After a straightforward calculation, we find the spin flip
the nucleus at position rk
state of nucleus k, with
transition rate We1l for
w = A2 (d, -V 1 (rk)12) 2  24 (w - Ae)2 + (F2/2)2' (3.7)
where Ae is the electron Zeeman energy (3.1), measured in units of frequency. Paren-
thetically, because the electrical excitation involves simultaneous electron and nuclear
spin flips, the energy As should include the nuclear Zeeman energy which is small and
will be ignored hereafter. The effective fractional polarization of nuclei contributing
to the Overhauser shift is
s Z |(rk)26V(Nk,+ - Nk,)l
k
where 6V is the unit cell volume, SV = no.
(3.8)
The net spin-flip rate for nucleus k is determined by the upward and downward
flip rates due to electric driving with rate We' and out-diffusion with rate -y:
INk,+ = Wk'(n+Nk,- - nNk,+) + y(Nk,- - Nk,+). (3.9)
Similarly, the electron state evolves according to
,+ = E W, 1(n-Nk,+ - n+Nk,-) + 1in- - fin+. (3.10)
The electron spin flip rate includes contributions from all nuclei. Relaxation respon-
sible for the rate Fi can be of any origin that does not involve coupling to nuclear
spins; a likely candidate is cotunneling to the leads with spin exchange. The forward
and reverse relaxation rates are related by a Boltzmann factor F1 = e-p'3Fi in ac-
cordance with detailed balance. The incoherent driving model (3.9), (3.10) is valid
when F2  Wel k Wk'.
3.4 Analysis of polarization steady states
The resulting polarization is determined by the steady states of the combined system
(3.9) and (3.10). The sign of polarization can be exhibited immediately by summing
Eq.(3.9) over all k and combining it with Eq.(3.10):
(Nk,+ Nk,-) = (n - e-•Aen+) (3.11)
k -
ESR driving upsets the electron equilibrium, which makes n_ > e-A En+ and leads
to positive (reverse Overhauser) polarization (3.11). Even at weak driving when
n_ P e-pa n+, the polarization can still be large if nuclear relaxation and/or out-
diffusion is sufficiently slow: 7 < F1.
To compare our mechanism with the Overhauser pumping mechanism, and to
facilitate the discussion of steady states, it is useful to introduce driving due to a
transverse AC magnetic field of strength B 1
Wma = ((gBB) 2r2  (3.12)4 (w - ~e)2 + (r2/2)2'
which adds an additional term Wmag(n_ - n+) to (3.10). As in the case of electric
driving, we assume Wmag < p2.
In principle, F1 and F2 can differ by many orders of magnitude. When F1 < F 2,
our rate equation approach can treat both the weak driving Wmag, el < F and strong
driving F1 < Wmagel < F 2 limits. If F7 1 F2, however, the rate equation approach
is valid in the weak driving limit. To treat strong driving in this regime, one must
solve the full Bloch equations for electron spin [42].
The Overhauser mechanism involves bath-mediated hyperfine relaxation of nuclear
spins. This rate includes a product of two factors describing the coupling to the bath
and the hyperfine interaction, giving spatial dependence W b ath ( I/(rTk) 4 . TO account
for this process we add the term Wkbath(Nk,_n+ - e-aeNk,+n_) to (3.9). We assume
that this rate is small compared with F 1 and neglect its contribution to Eq.(3.10).
The local steady state of nuclear spins is described by
Nk,+ (Wl + WkbathN, _ (W + + (3.13)Nk,- (Wel + Wkbath)n_ + y
The competition between the Overhauser and reverse Overhauser mechanisms ex-
hibited by Eq.(3.13) is simplest to understand in the absence of nuclear spin relax-
ation, 7 = 0. When electric driving is weak compared with bath-assisted relaxation,
Wk' < Wb at h , saturating ESR by Wm ag makes n+ n_ and causes the nuclei to
polarize opposite to the external field: Nk,+/Nk,- r exp(-Ae/kBT) < 1. However, if
Wb ath is small compared with Wk', then Eq.(3.13) simplifies to Nk,+/Nk,- ,.o n+/n_.
Due to electron relaxation, n+/n_ > 1 and nuclei polarize in the reverse Overhauser
direction.
To describe this competition quantitatively, we consider a simple limit Wmag >
Wel where
n+ Wmag + L'1 (3.14)
n_ W mag + l"
Although electric driving has a negligible effect on the electron state in this limit,
it still dominates the nuclear dynamics when Wkb~th < Wv'. If electric driving is
not weak, the rates Ek W~ eNk, appear in the numerator and in the denominator of
Eq.(3.14). This complicates the mathematics without changing the results qualita-
tively.
The competition between the two pumping mechanisms, controlled by the relative
strengths of Wk' and Wkbath and of Wm ag and Fi via (3.13) and (3.14), is illustrated
in Fig.3-2. As expected, the reverse Overhauser effect is strongest when ]F7/Wmag >
1 and W2 l/W b~th > 1, i.e. when electron spin relaxation and electrically-driven
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Figure 3-2: Local steady-state nuclear polarization Sk = Nk,+-Nk,- versus WkbathWkl
and rL/Wmag. We obtain sk from (3.13) with OAe = 2 (e.g. Bo = 750mT and
T = 100 mK) and -y = 0. Reverse Overhauser pumping dominates below the main
diagonal. Due to the spatial dependence of Wkbath/Wl, polarizations in different
regions of the dot are described by different points in this diagram (see Figs. 3-1 and
3-3).
spin-flip transitions are strong compared to magnetic ESR driving and hyperfine
relaxation, respectively.
So far we have considered the local polarization described by Eq.(3.13) and Fig.3-
2. These results can be directly applied to the entire system in the limit where internal
diffusion of nuclear spins homogenizes the polarization distribution over a time scale
much shorter than the time scale for polarization build-up. Because nuclear spin
diffusion can be slow [23], we must consider the full spatial dependence of polarization.
To understand the nuclear steady states, it is necessary to account for the resonant
character of the rates (3.7) and (3.12), which are sensitive to the total polarization
s due to the hyperfine shift that brings the system in-to or out-of resonance. To
this end, we determine the steady-state values of polarization self-consistently by
combining expressions (3.13) and (3.14) with the definition of s, Eq.(3.8). This gives
a self-consistency condition of the form s = f(s), where the function f(s) is peaked
-- .
near the value of s where the Overhauser shift brings the electron Zeeman energy
into resonance with the driving field. Depending on parameter values, one or more
solutions may exist.
The stable and unstable polarization fixed points are plotted in Fig.3-1 as a func-
tion of driving frequency for parameters deep in the Overhauser and reverse Over-
hauser regimes with Bo = 2T, F1 = F2 = 108 s - 1, and y = 0.05 s - 1. In the Over-
hauser regime we use B 1 = 5 mT and Wbath = 5 s-1, while in the reverse Overhauser
regime we use B 1 = 1 mT and d, = 1 nm. These parameter values were chosen, in
a realistic range [28, 29, 30, 43], to clearly exhibit the behavior in the two pumping
regimes. When comparing the values of F 1,2 with those expected in quantum dots,
the reader should bear in mind that these rates are highly sensitive to coupling to
the leads [41] and driving strength.
When the Overhauser mechanism dominates, nuclear spins polarize in the direc-
tion that adds to the external field and "resonance-dragging" is observed as frequency
is swept from low to high. If the reverse Overhauser mechanism dominates, nuclei
polarize in the opposite direction and the system remains on resonance on the sweep
from high to low frequencies. Analogous hysteretic behavior occurs when sweeping
magnetic field.
3.5 Spatial patterns of nuclear polarization
Spatial dependence of polarization arises due to the spatial variations of the rates
W bath O I (rk)14 and Wk" oc IV,1lp(rk)12 2 , where without loss of generality we
have taken the external driving E(t) 1 i. Once the steady state values of the
net polarization s are identified, the local nuclear polarization at each point rk can
be found by substituting s into Eq.(3.13). The resulting polarization distributions
s(rk) = Nk,+ - Nk,-, obtained for a Gaussian electron wavefuntion Ij(r)j2 oc e- 2/r,
are displayed in the insets of Fig.3-1.
Due to the dependence of Wk' on the gradient of the wave function, nuclei on the
shoulders of I (x) 12 are most strongly affected by the reverse Overhauser mechanism,
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Figure 3-3: Stability diagram in the crossover regime with Bo = 2 T, B 1 =
2.5 mT, d, = 1 nm, 1i = F2 = 108 s- 1, Wbath = Is - 1, y = 0.005 s - 1. Insets show
nuclear polarization distributions in the stable states indicated by the arrows. ESR
frequency dragging occurs in both sweep directions. The effect is asymmetrical, with
maximum shift of 300 MHz in the positive direction and 3.5 GHz in the negative
direction.
while nuclei near the center of the dot are not affected at all. In the reverse Overhauser
regime, polarization builds up in lobes where the derivative VIVC12 is large (Fig.3-1b).
Conversely, nuclear spins near the center of the dot where I|(r)12 is maximal are most
strongly pumped by the Overhauser mechanism (Fig.3-la).
A more complex behavior is featured by the crossover regime where both mech-
anisms are of comparable strength. In this case there are additional stable states
of nuclear polarization, organized as shown in Fig.3-3. The corresponding spatial
distributions of polarization are indicated by the arrows. While the net polarization
remains not too large, the system exhibits separate regions of very large positive and
negative polarization. Interestingly, we find that there exists a region of parame-
ter values for which "resonance-dragging" in the crossover regime can occur in both
frequency sweep directions.
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3.6 Conclusions
Reverse Overhauser pumping was observed when ESR was driven both electrically [29]
and magnetically [28, 32]. Although superficially this might seem to present a prob-
lem, it is not inconceivable that a stray microwave electric field was present in exper-
iment [28], which was too weak to significantly contribute to driving ESR but strong
enough to alter the nuclear polarization pumping mechanism. This hypothesis could
be tested, e.g. by applying an oscillating voltage to the side gate along with the strip-
line microwaves. By adjusting the relative phase between this perturbation and the
microwaves it should be possible to enhance or partially cancel the field responsible
for electrically-induced transitions, resulting in a reversal of the polarization pumping
direction.
Experimentally, the clearest evidence in favor of the proposed mechanism could be
obtained, as suggested by Fig.3-2, by independently varying the electron spin decay
rates F1 and Wbath and the ESR excitation strengths Wmag and Wel in order to
observe polarization reversal. Although the mechanism of electron spin relaxation is
uncertain, a likely candidate is cotunneling to the leads resulting in spin exchange [32,
41]. The same may also apply for the hyperfine spin flip rate Wbath, which would
make both r, and Wbath sensitive to the strength of coupling to the leads that can
be adjusted in situ.
We also comment on an alternative explanation of reverse Overhauser pumping
[29] that assumes unequal loading probability of the Zeeman-split electron spin states.
These mechanisms can be distinguished by studying pumping efficiency as a function
of the time each electron is held in the dot: the mechanism based on unequal loading
probability predicts a polarization buildup rate proportional to the rate at which the
electron state is refreshed while the mechanism discussed above remains efficient even
if a single electron is kept in the dot for a long time.
Besides offering an explanation of the anomalous sign of polarization [29], the
proposed mechanism of nuclear pumping by electrically driven ESR provides a new
tool for controlling nuclear spins. Combined with conventional Overhauser pumping,
it allows polarized nuclear states of either sign with spatial modulation on a scale less
than the electron confinement radius to be created.

Chapter 4
Self-polarization and dynamical
cooling of nuclear spins in double
quantum dots
The analysis of chapter 3 and the experiments cited therein demonstrated that the
nuclear spin environment of a GaAs quantum dot can be controlled through the
electron spin via the application of suitable time-dependent external electric and/or
magnetic fields. There, excitation transitions stimulated by the external fields destroy
the equilibrium and result in polarization of nuclear spins. We will now see how simply
taking a double quantum dot out of equilibrium by moving to the conditions of dc
transport in the spin-blockade regime can also provide a driving force for polarizing
nuclear spins.
The spin-blockade regime of double quantum dots features coupled dynamics of
electron and nuclear spins resulting from the hyperfine interaction. We explain obser-
vations of nuclear self-polarization in such systems via a mechanism based on feedback
of the Overhauser shift on electron energy levels, and propose to use the instability
toward self-polarization as a vehicle for controlling the nuclear spin distribution. In
the dynamics induced by a properly chosen time-dependent magnetic field, nuclear
spin fluctuations can be suppressed significantly below the thermal level.
In the first two sections of this chapter, we will introduce the physics of spin-
blockade and outline our plans for the analysis. In section 4.3 we derive the dynamical
equation for nuclear polarization and analyze its steady-state solutions. Then, in
section 4.4 we turn our attention to the nuclear polarization distribution, and propose
a method for reducing fluctuations of nuclear polarization to a level well below that
of the equilibrium state. If achieved, this "cooling" of nuclear spins would allow for
greatly enhanced electron dephasing times in the device. Finally, we will summarize
the conclusions that can be drawn from this analysis in section 4.5.
4.1 Introduction
Recent advances in semiconductor quantum dot technology have given experimental-
ists the ability to control the behavior of individual electrons and investigate their cou-
pling to nuclear spins. Interesting phenomena such as switching, hysteresis, and long
period oscillatory behavior of electric current were observed by Ono and Tarucha[33]
in the so-called spin-blockade regime in GaAs vertical double quantum dots. Koppens
et al.[34] have also observed bistability and switching in a lateral quantum dot sys-
tem. In both cases, strong evidence was presented linking the observed phenomena
to collective behavior of the nuclear spins in the lattice.
Because of the coupling of electron and nuclear spins, uncertainty in the nuclear
spin state leads to undesirable effects in electron spin dynamics such as dephasing[22]
and fluctuations in Zeeman energy[28]. Learning how to control nuclear spins will
open up new possibilities for nuclear spin-based information storage and manipula-
tion, and improve our ability to coherently control the behavior of electron spins.
Ordering of nuclear spins is possible in equilibrium only at microkelvin temper-
atures, due to the weakness of the dipole-dipole interaction between nuclear spins.
The instabilities observed at Kelvin temperatures in Refs.[33, 34], however, indicate
spontaneous ordering under more accessible conditions. Here we explain these ob-
servations and propose to use the dynamics of this hysteretic regime to narrow the
distribution of nuclear spin polarization.
Much of the recent theoretical work on spins in quantum dots has focused on
dephasing [23, 24] and relaxation [43, 44] of electron spins due to their interaction
with the lattice nuclei. The interplay of nuclear spin dynamics and spin-blockaded
electron transport has also been studied [45, 46].
In this chapter we are interested in self-polarization as a means to control the
behavior of nuclear spins. We present a model of electron transport through a double
quantum dot system which exhibits an instability toward self-polarization of the nu-
clei. The ideas of feedback and self-polarization date back more than 30 years to the
work of Overhauser [36] and of Dyakonov and Perel [47]. Here we extend these ideas
to the interesting physics relevant to spin-blockaded quantum dots. We identify an
additional essential ingredient that is needed to achieve polarization: electrons with
one spin orientation must prefer to exchange spin with a nucleus to escape, while
electrons with opposite spin escape primarily by another means without exchanging
spin with the nuclear system.
We discuss the conditions that control self-polarization and analyze the width of
the nuclear spin distribution. The restoring force near the polarized steady-state turns
out to be weak and does not help to suppress fluctuations. However, we find that the
dynamics in other regimes of polarization possess a squeezing property that tends to
narrow the nuclear spin distribution. We propose a scheme to harness this squeezing
effect by applying a time-dependent external magnetic field. Estimates indicate that
fluctuations can then be suppressed significantly below the thermal level.
4.2 Spin-blockaded transport
We start with reviewing the model put forth in Ref.[33] to explain the behavior
of vertical double quantum dot devices in the spin blockade regime. This model,
accepted here for concreteness and to set the stage for our discussion, illustrates more
general ideas that apply to a variety of systems with similar electron energy spectra.
The double dot is weakly coupled in series to two unpolarized leads, with transport
occurring as a series of discrete hopping events as described in Figure 4-1. Current
is suppressed when one of the three (1, 1)t states is occupied in the first step of
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Figure 4-1: Spin blockaded transport through the double quantum dot system. Ini-
tially the system is in the state (0, 1) with one electron on the right dot. Current
flows as depicted by the arrows: an electron tunnels from the source into the left dot
to form the state (1, 1)s/t with singlet or triplet spin, respectively. The electron then
must hop to the right dot to form (0, 2), before tunneling out and returning the sys-
tem to the (0, 1) state. If (1, 1)t is formed (bottom), the Pauli Principle prohibits the
second electron from tunneling into the right dot. The triplet can decay via hyperfine
spin flip with rate WHF, Eq.(4.1), or by indirect tunneling with rate W in
the cycle. Once in the triplet state, residual current can result from slow indirect
tunneling through virtual excited states, exchange with the leads, and spin-flips due
to spin-orbit coupling and/or hyperfine flip-flop scattering. Because spin-orbit effects
are suppressed due to confinement in structures of this type [48, 49, 50, 52, 51], we
consider only indirect tunneling and hyperfine scattering.
For simplicity, we assume that tunneling rates from the weakly coupled source
lead into the four (1, 1)s/t states are all equal. Coupling of the (0, 2). state to the
drain lead is strong and gives this level a large decay width. The finite width of
this level and of (1, 1), due to hybridization/orbital relaxation plays a key role in the
feedback mechanism that drives the polarization instability by favoring transitions
from one of the split-triplet levels to (1, 1), as they are brought into resonance.
In general, the orbital eigenstates with singlet spin configuration are a superposi-
tion of the states (1, 1), and (0, 2),. Here we assume, for simplicity, that one eigenstate
retains predominantly the (1, 1) charge distribution, while the other retains predomi-
nantly the (0, 2) charge distribution. We refer to these "(1, 1),-like" and "(0, 2),-like"
states in Fig. 4-1 and hereafter.
4.3 Nuclear spin-flip dynamics
We assume incoherent nuclear dynamics, and describe the system by the populations
N± of the up and down nuclear spin states 1. We also neglect spatial variations in
the nuclear spin population and transitions that do not change the net spin, which
are inessential for our analysis. The energy-dependent hyperfine spin flip transition
rates WHf are calculated using Fermi's Golden Rule:
WF 1  (1 1) N f(e±) (4.1)
where f(e) is the density of states for the singlet final state, and E± is the energy
difference between the singlet final state and the triplet state with z-projection ±1.
We assume a Lorentzian lineshape
f (C) oC .e2 + ,2
to allow explicit calculation.
When electrons are injected from an unpolarized source and every electron must
exchange its spin with a nucleus to escape, no spin can be pumped into the nuclear spin
system irrespective of the ratio of the rates for flipping nuclei up or down, WHF/WHF.
If, on the other hand, electrons have an alternative way to escape, it need not be the
case that the same number of nuclei must flip their spins in each direction.
For simplicity, we assume a single energy-independent indirect tunneling rate W in
for all three triplet states that relieves spin-blockade without interaction with the
nuclei. Because of the competition between these processes, the net nuclear spin flip
'Although our primary example of GaAs is comprised of spin-3/2 nuclei, for clarity of presentation
we proceed with the calculation assuming spin-1/2 nuclei. This allows us to introduce the populations
of nuclei in the up and down spin states, N+ and N_.
rates are given by
WHF
± -- WHF  Win4' (4.2)
where I is the total current through the system2 . If the energy dependent rates
WHF are not equal, it is possible for electron transport to be dominated by spin-
flip processes for electrons of one spin type, and by indirect tunneling processes for
electrons of the other type.
The nuclear polarization is in a steady state when the opposing spin flip rates 1+
and F_ are equal. Assuming no dependence of the orbital matrix elements on the
electron spin z-projection, we have:
f(e+) N_ = f(e-_) N+. (4.3)
When f(e+) # f(E_), there can be a nonzero nuclear spin polarization s - N+ - N_
in the steady state even when electron Zeeman energy is negligible compared to the
lattice temperature.
Because of the hyperfine coupling induced Overhauser shift, the triplet state split-
ting acquires a polarization dependence in addition to the usual Zeeman splitting:
e± = Eo ± [gpB + EHF - (s/N)], -N < s < N. (4.4)
Here EO is the singlet/triplet detuning as depicted in Figure 4-2, gMi is the effective
magnetic moment of the electron in the material, B is the strength of the applied mag-
netic field, EHF is the hyperfine energy for an electron localized on a single polarized
nuclear spin (negative in GaAs), and N is the total number of nuclear spins3 .
Feedback in this system comes from the s dependence of (4.4), which leads to a
polarization dependence of the spin flip rates F+ and F_. Equations (4.3) and (4.4)
2The current can be found self-consistently from the rates of the individual processes. The exact
form is not essential to our analysis.
3Note that in GaAs g, p, and EHF are all negative. Thus nuclear spins polarized in the negative
z-direction add constructively to the applied Zeeman field.
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Figure 4-2: Electron energy levels in the arrangement appropriate for GaAs, where
gl e 26 /zeV/T and EHF PN -- 130 peV.
together describe an instability of a similar form to that found by Dyakonov and Perel
in their early work on self-polarization under optical pumping [47].
In the absence of an applied magnetic field, conditions (4.3) and (4.4) yield a third
order equation for the equilibrium polarization s* with solutions
s*= 0, s = N 22o - (02 + 2). (4.5)
where go - Eo/IEHFI and - 7/IEHFI.
Which of these solutions corresponds to a stable equilibrium? The solution s* = 0
always exists, for at B = 0 the triplet levels are degenerate when s = 0. However, the
solutions with finite nuclear polarization exist only when the discriminant is positive:
(1 - go) 2 + ,2 < 1. When this condition is met, the zero-polarization solution s* = 0
is unstable. The polarization (4.5) is maximized for the detuning from resonance
EO = -EHF, with Smax = ±NV1 1-ý 2.
Because EHF is negative in GaAs, the scaling by (EHFI leads to the signs as shown
in equation (4.5) and in the discriminant condition. For materials with positive
hyperfine energy, one should replace go with -go in these expressions. In GaAs, the
singlet level must be above the triplet for the zero field instability to occur, while in
materials with opposite sign the singlet should be below.
4.4 Cooling of the polarization distribution
Can the appearance of self-polarization result in a narrowing of the nuclear spin
distribution? The maximal polarization s,,m found above scales as N and can be
arbitrarily close to ±N. If this were realistic, then one could indeed squeeze the
nuclear spin distribution simply by allowing the system to become fully polarized.
In real systems, however, nuclear spin relaxation and diffusion will prevent complete
polarization of the nuclear spins.
With this limit on achievable maximum polarization in mind, we now investigate
the width of the nuclear spin distribution in the partially polarized steady state.
The rates given by equation (4.2) describe a model consisting of a series of electron
tunneling events accompanied by stochastic unit steps in nuclear spin polarization.
Because the total number of nuclear spins is large, the resulting evolution of the
nuclear spin distribution p(s, t) is well described as a Fokker-Planck diffusion process
characterized by a drift velocity V = 2(r+ - F_) and diffusion parameter D =
2(r+ + F_) (see Ref.[53]):
0 0
-p(s, t) = )s D(s) sP(s, t  - V(s) p(s, t) . (4.6)
In the steady state, the time-independent distribution po(s) is given by po(s) oc
exp[fs( V(s')/D(s') ds'].
The peaks of this stationary distribution occur at the values of polarization corre-
sponding to the stable fixed points described above. Here we indeed see that a fixed
point V(s*) = 0 is stable if dV/dsI,. < 0. One can estimate the spread of the nuclear
spin distribution about such a stable fixed point by linearizing the integrand above
for s near s*. The result is a Gaussian of width
as = /D/ IdV/dsl. (4.7)
An important question to ask is how the width of this distribution compares with
that of the randomized high temperature distribution. For N randomly oriented spins
of unit length, one finds UTh = NV-/3. Because V depends on s only through the
combination s/N, expression (4.7) is also proportional to /-N. We find the prefactor
to be relatively insensitive to parameters over a wide range, typically falling in the
range a. - (0.6 - 0.7)/vW. The spontaneous polarization of nuclear spins by this
mechanism thus does not narrow the distribution relative to the thermal state.
Why is this so? Near the finite polarization fixed points, all hyperfine transitions
are off-resonant and transport is dominated by indirect tunneling. Nuclear spin dy-
namics are thus slow, and do not provide a strong enough restoring force to squeeze
the spin distribution below its thermal width.
It is possible, however, to achieve squeezing away from the steady state. For that,
the derivative of the drift velocity V with respect to polarization must be large and
negative. In such a region, parts of the spin distribution that "lag behind" are pushed
forward, while those that have "run ahead" are held back.
Rather than allowing the system to self-polarize, we now explore a way of dynam-
ically trapping the system in a region of near maximal (negative) dV/ds. Squeezing
is most efficient when the energy of (1, 1)t_ is greater than that of (1, 1), by approxi-
mately y, i.e. midway down the upper shoulder of the resonance. At zero polarization,
this condition is met when gp B = e0 + y. However, in this resonant situation, a high
rate of polarization drives the system away from the optimal squeezing regime.
Suppose that after a short time rev the direction of the external magnetic field
is reversed. After reversal, the ensuing dynamics will tend to undo the polarization
that developed during the first period. By repeatedly reversing the magnetic field
after consecutive periods of rev, the polarization can be trapped in a range where the
squeezing effect is always near maximal.
We now examine squeezing in this model by considering the behavior of trajec-
tories in the vicinity of a stable sawtoothlike limiting orbit of the dynamical system
s = V(s, t) (the existence of such an orbit is easy to prove in the limit of fast switch-
ing). Here the explicit time dependence of the drift velocity V(s, t) arises from the
time dependence of the external field. For illustration (Fig. 4-3), we choose parameter
values to center the sawtooth around s = 0.
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Figure 4-3: (color online). Squeezing of the nuclear spin distribution by periodic
reversal of magnetic field. Numerical results for two initial values of polarization (red
and blue) with N = 106 spins and reversal time Trev = 1 ps are shown. Inset: A
zoom-in on the interval 45 ps to 55 ps. The size of fluctuations about the limiting
orbit, a0, is well below the size of fluctuations in the initial state, UTh.
m-fvv i · ·.1
Through standard techniques of analyzing periodically driven systems, one finds
that over one complete driving cycle (At = 2Trev), the distance between nearby tra-
jectories shrinks by the Lyapunov multiplier
A 1 - IdV/dsIs=o At, dV/ds < 0. (4.8)
The stochastic nature of the dynamics can be reintroduced by extending the dis-
crete map described by (4.8) to continuous time. A new Fokker-Planck equation can
then be written down to describe the approach of trajectories to the limiting orbit,
with drift velocity Vo(s) = (dV/ds),=os and diffusion constant Do = D(s = 0).
The width of the resulting steady state distribution
Uo = v/Do/IdV/dsIs=o (4.9)
characterizes the size of fluctuations about the limiting orbit. Squeezing is most
effective in the regime of fast indirect tunneling WHF/Win « 1. To lowest order in
WHF/W in , we find ao N. In this regime for a resonance of width 0.1 AieV,
we estimate that the nuclear spin distribution can be narrowed down to a width
ao e 0.05vW.
Figure 4-3 illustrates our numerical simulations of the stochastic dynamics of the
transport cycle described in Figure 4-1. An electron is first loaded into one of the
four initial states with uniform probability. Transitions are made out of this state
after a random time distributed according to the microscopic rates WHF and W i n
described above plus a fast decay rate W s for the singlet. The nuclear polarization
state is updated whenever a spin flip transition is made.
We found that the basin of attraction of the limiting orbit is larger than the
thermal width of the distribution, marked by the dashed line in Fig. 4-3. Thus the
attractor is strong enough to pull in orbits from the full range of probable initial
conditions (e.g. the blue trajectory in Fig. 4-3).
The parameters N = 106 and Trev = 1 ps were chosen for convenience. To apply
these results to different N, note that the rate WHF scales as 1/N; consequently the
timescale for polarization scales as N2 . Thus for a dot with N = 107 nuclear spins, a
switching time Trey = 0.1 ms would yield the same behavior.
For the purpose of illustration, we display results for a situation where the fluctua-
tions are comparable in size to the amplitude of the sawtooth. When Trev is increased,
the amplitude of the sawtooth grows larger but fluctuations about the sawtooth re-
main relatively unaffected. For applications of cooling, however, it is the size of
fluctuations about the instantaneous mean that is important (see inset of Fig. 4-3).
One can stop the dynamics at any point on the sawtooth to leave behind a cooled
nuclear spin system that will persist for times up to the diffusion/relaxation time. As
the estimates above show, a significant enhancement of electron coherence times may
be possible through this squeezing scheme.
4.5 Conclusions
We have seen that in the spin-blockade regime in double quantum dots nuclear spins
exhibit collective effects such as self-polarization, ordering, and squeezing. This
regime provides means of controlling nuclear spins, thus enabling the coherent ma-
nipulation of electron spins.
Chapter 5
Resonant cooling of nuclear spins
in quantum dots
In the previous chapter, we found that transport through a spin-blockaded double
quantum dot can cause nuclear spins to self-polarize. This provides us with a tool to
control nuclear spins, allowing us to create, for example, localized magnetic fields that
can be used to control electron spins. We also saw that it is possible to drive nuclear
polarization to a fixed value with precision better than that set by fluctuations in the
equilibrium state by applying a magnetic field that periodically reverses its direction
on a short time scale. This suppression of nuclear spin fluctuations amounts to a
"cooling" of the environment seen by electron spins, and can lead to a drastic increase
in electron spin dephasing times.
In this chapter, we focus on this type of nuclear spin cooling, and seek the con-
ditions under which cooling is most efficient. We now consider a different parameter
regime of the spin-blockade, where internal feedback leads to the same squeezing
effect accomplished by the periodically reversed magnetic field employed in chapter
4; this new regime has the advantage of avoiding the experimental complications as-
sociated with rapidly changing magnetic field strength. Our proposal is to use DC
transport in spin-blockaded double quantum dots to reduce nuclear spin polarization
fluctuations through a mechanism analogous to that of optical Doppler cooling in
atomic systems. Here, the Overhauser shift brings electron levels in and out of res-
onance, creating feedback to suppress fluctuations. Estimates indicate that a better
than 10-fold reduction of fluctuations is possible.
The remainder of the chapter is organized as follows. In the first section I will
provide some background information on directed cooling in various areas of physics,
and give a qualitative introduction to our cooling scheme through qualitative, phys-
ical arguments. In section 5.2 I will give a detailed description of the model of spin
blockaded transport that we consider, and subsequently derive the resulting flow
equations for nuclear polarization in section 5.3. We then obtain a global view of
nuclear spin dynamics in this system by analyzing the fixed points of the flow in
section 5.4. Bifurcations resulting in the appearance/disappearance of fixed points
as control parameters are varied lead to a rich phase diagram supporting bistability
and hysteresis. To clarify the nature of these new phases and to obtain a quantita-
tive measure of nuclear spin cooling, in section 5.5 we analyze the dynamics of the
polarization distribution via the Fokker-Planck equation, similar to the analysis of
section 4.4. Finally, in sections 5.6 and 5.7 we discuss the experimental signatures of
the phenomena described throughout the chapter, and conclusions that can be drawn
from the analysis.
5.1 Introduction
A common goal across all areas of experimental physics is to reduce noise and fluc-
tuations. While this can often be achieved by cooling the entire system, in many
situations only a few relevant degrees of freedom need to be "cold." Directed cooling
methods have been developed to specifically target these experimentally important
degrees of freedom, allowing the relevant subsystem's temperature to be reduced by
many orders of magnitude with little effect on the rest of the system. One very impor-
tant example of directed cooling that has led to great successes in the field of atomic
physics [54] is the method of Doppler cooling [55], which is used to cool the velocity
distribution of atomic and molecular gases. Cooling is achieved by absorption of near-
resonant monochromatic radiation, with the velocity-dependent Doppler shift enhanc-
ing absorption for faster particles and suppressing it for slower particles. In solid state
systems, laser-like cooling was proposed for nanomechanical resonators [56, 57, 58],
and recently demonstrated for a superconducting qubit [59].
Advances in semiconductor technology have opened up many new possibilities for
controlling microscopic degrees of freedom in solid state systems. Experiments in the
spin-blockade regime of double quantum dots [33] have demonstrated control over the
charge and spin degrees of freedom of individual electrons, as well as control over the
spin degrees of freedom of lattice nuclei due to their hyperfine coupling to electron
spins[22, 34]. This same coupling of electron and nuclear spins also gives rise to
the primary source of noise and dephasing in electron spin measurements due to the
disordered nuclear spin background[22, 28]. As a result, there is now a great impetus
to better understand how to control and to cool the nuclear spin degrees of freedom
in such systems [31, 46, 60, 61, 62].
The key idea behind Doppler cooling is that the process that leads to cooling
(absorption) receives feedback from the degree of freedom that is being cooled (veloc-
ity). Here we propose an analogous scheme for cooling the nuclear spin polarization
degree of freedom in a double quantum dot. Using a simple model of spin-blockaded
electron transport, we identify a window of detuning where nuclear spin evolution is
controlled by the balance between competing rates of nearly resonant spin flip-flop
processes in opposite directions. These rates are sensitive to polarization via the
Overhauser shift, which brings electron singlet and triplet states in-to and out-of res-
onance. The interplay between opposing processes gives rise to a rich phase diagram
that exhibits hysteretic behavior. In direct analogy with Doppler cooling, we show
that nuclear spin fluctuations are strongly suppressed in phases dominated by nearly
resonant spin flips. We quantitatively analyze this cooling effect and discuss possible
ways to optimize and employ it in experiments.
The key physical principle responsible for cooling in the spin-blockaded double
dot is illustrated in Fig.5-1. The two-electron triplet states IT± ) are split by the
Zeeman energy Ez = +g± B[B + a s(t)], where B is the applied magnetic field, and
as(t) is the Overhauser field felt by electrons due to hyperfine coupling to the nuclear
Figure 5-1: Resonant suppression of nuclear spin fluctuations. Net spin flip rates are
peaked near the resonance of the electron triplet states with the broadened singlets
I S) and I S'). Dashed lines indicate the energies of the electron triplet levels I T+)
in the steady state. Double arrows indicate the direction and magnitude of nuclear
pumping due to each channel. A fluctuation of polarization that changes the triplet
level splitting leads to an imbalance of rates that drives polarization back to the
steady state value. Fluctuations of either sign are suppressed (see times t 1,2).
spin system with instantaneous mean polarization s(t). The electron g-factor and
hyperfine coupling in GaAs quantum dots are gGaAs P -0.4 and aN - -5 T where
N is the number of nuclear spins in the dot. Because a < 0, nuclear spins polarized
against the external field increase the total field seen by the electrons.
Transitions between electron triplet and singlet states IS) and IS') occur due
to the hyperfine interaction. Each transition from IT_ ) to I S') is assisted by the
flip of one nuclear spin from up to down. Similarly, transitions from I T+) to IS)
are assisted by spin flips from down to up. The rates of these transitions are greatly
enhanced when electron singlet and triplet levels approach resonance.
In the steady state, the total rates of nuclear spin flips from down to up and
from up to down are equal. When this steady state is perturbed by a fluctuation
of nuclear spin polarization in the direction opposite to the external field, electron
Zeeman energy increases. For electron states detuned as in Fig.5-1, this brings the
S(
levels IT+) and I S) closer to resonance and pushes I T_) and I S') further out of
resonance; the rate of nuclear spin flips into the direction of the external field becomes
greater than the rate of opposing spin flips and polarization is driven back toward the
steady state value. Fluctuations in the opposite direction are suppressed analogously.
For materials where a is positive, cooling will be achieved for energy detuning on the
opposite side of the resonances where the sign of feedback is reversed.
5.2 Model of spin-blockaded transport
To understand this cooling effect quantitatively and to determine its experimental
signatures, we now present a detailed analysis. We start by generalizing the model
put forth in Refs.[22, 33, 34, 35] to describe spin blockade of their double quantum
dot devices in terms of two-electron states (0, 2),, (1, 1), and (1, 1)t. The states
(nL, nR),/t are labeled by electron occupation numbers nL and nR of the left and
right dots. Subscripts denote the two-electron spin state, which can be singlet or
triplet.
Recent experiments in lateral double dots [22, 34] were made in the regime where
the singlet states (0, 2), and (1, 1), can be tuned through an avoided crossing. Orbital
hybridization makes the labeling scheme based on dot occupancy not suitable for the
singlets. Instead we will use the labels S and S' for singlets, and To,± for triplets.
Throughout this work we will take
Es,,s = (A 1• /•2 2 - A), ETo = 0, ET = ±Ez, (5.1)
where t is the tunnel splitting, and A is the detuning from the singlet energy crossing.
The energy level diagram for the system is displayed in Figure 5-2.
In chapter 4, we were concerned with transport in the regime of large detuning,
where the energy separation of the (0, 2), and (1, 1)t states is much larger than the
separation between the (1, 1), and (1, 1)t states. By considering the regime of small
detuning where an additional singlet level is available for electronic transitions, we
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Figure 5-2: Energy level diagram with equal tunnel coupling and Zeeman splitting
t = Ez = 12 peV. The dashed vertical line indicates the approximate detuning where
cooling is most efficient (see Eq. 5.9).
now find that many additional phenomena with experimental relevance are exhibited
by this model.
Transport occurs as a sequence of tunneling events. Charge moves from the source
to the left dot, through the right dot, and finally to the drain. Starting with one
electron localized on the right dot, the second electron tunnels into the left dot to
form one of the five two-electron states {S, S', To, T±}. The probabilities for filling
these states are determined by the relative rates of tunneling in from the source lead.
Because the three triplets have the same (1, 1) orbital wavefunctions, the rates for
tunneling into any of these states are the same.
The mechanism of charge transfer to the drain lead is very different for the singlet
and triplet states [33], as the coupling of the (0, 2) state to the drain is much stronger
than that of the (1, 1) states. Charge moves easily to the drain from the states S
or S', since they both have a finite component in the (0, 2), state. When one of the
triplet states is filled, however, the out-flow of charge is blocked; Pauli's Exclusion
Principle and the high orbital excitation energy prevent the system from forming the
(0, 2)t state. Residual current is due to hyperfine flip-flop scattering into the singlet
states SIS', exchange with the leads, or tunneling through virtual excited states.
5.3 Flow equation for nuclear polarization
The rate of spin-flips due to hyperfine coupling is governed by the near resonance
of the triplet states T± with the singlet states S and S'. We describe the nuclear
subsystem by the populations N± of the up and down nuclear spin states, neglecting
their spatial variation. The energy-dependent hyperfine spin flip transition rates WHF
are the sum of rates for transitions to S and S', calculated using Fermi's Golden Rule:
WF = 2NF + (5.2)
where A is the orbital overlap factor between the triplet state T± and the singlet S,
E± is the energy difference between T± and S, and y is the width of S. We assume a
Lorentzian lineshape to allow explicit calculation. Primed terms represent the same
quantities, calculated with respect to singlet state S'. Throughout this paper we take
A = A' = 1 without loss of generality.
As discussed in chapter 4, the net spin flip rates are controlled by the competition
between the rates of hyperfine spin flips and non-spin-flip tunneling processes in each
channel, and the total current Io [61]. Although in chapter 4 we were not concerned
with the details of the current itself, to prepare for the discussion of experimental
signatures of the cooling regime in section 5.6 we now present a derivation of the
current Io.
Current is defined as the number of electrons per unit time passing through the
device in a time interval long enough for several electrons to pass through the system,
but not so long that a sizable nuclear polarization can build up and alter the energy-
dependent transition rates. In the transport regime that we consider, only one electron
(in addition to the single electron that remains trapped in the system) can pass
through the device at a time. As a result, the current is just the inverse of the
expected dwell time of an extra electron added to the system. Because there are
five possible states that can be loaded when an electron is injected from the source
lead (two singlets and three triplets), the expected dwell time is the average of the
expected lifetimes of each of these five states, weighted by their loading probabilities.
In the limit where the singlet states are coupled strongly to the drain lead in
comparison with the triplet-to-singlet transition rate, the probability for an electron
loaded into any of the five initial states to remain in the system decays approximately
exponentially in time as P,(t) = e-t/T (see discussion in chapter 2). Given this form
of decay, the expected dwell time for an electron in the state n, 7 fo0 tPn(t)dt,
after integrating by parts, becomes
7 = 0 d idt = Tn. (5.3)o dt
The singlet states S and S' decay with rates TS 1 = y and 7s-1 = 7', respectively.
Assuming that the triplet states can decay either by hyperfine spin flip with the rates
given in Eq. (5.2) or by an alternative mechanism with a single energy independent
non-spin-flip escape rate W in , we find that the triplets To,+ decay with the rates
To1 = W in and 7-; = (W±i + WHF). Here we have assumed that the To state cannot
decay by hyperfine transitions due to the energy mismatch with both singlets.
Under the assumption that the singlet decay rate is fast compared with that of
the triplets, we can ignore the contributions of order 1/7, 1/y' in the calculation of
the net expected dwell time. Using equal tunneling-in probabilities of 1/4 for each of
the triplets, we find the average lifetime (inverse current)
io = +(7-  ro + 7+). (5.4)
Using this result, the net nuclear spin flip rates are given by
WvHF I0S W Wi =(5.5)Tr sWHFp + Win •
The spin flip rates r± receive feedback from nuclear polarization through the combi-
nation of the resonant energy dependence (5.2) and the Overhauser shift of electron
levels [61].
We now study the flow of the average nuclear polarization s - N+ - N_. Because
every spin flip changes s by two, polarization evolves according to
s = V(s) = 2 (r+ - r_) - Lrels, (5.6)
where Frel is a phenomenological relaxation rate due to nuclear spin diffusion and
thermalization. In the absence of a non-spin-flip escape path, W in" = 0 and every spin
that enters the dot must flip its spin; F+ = I_ and no spin can be pumped. When
W in is finite, a net polarization rate V(s) $ 0 is achieved by tuning near one of the
singlet-triplet resonances where spin flip processes are favored in one channel while
non-spin-flip tunneling is favored in the other. Polarization flows toward fixed points
V(s*) = 0 which give the steady state values of nuclear polarization.
5.4 Fixed point analysis
With the help of the stability condition, V'(s*) < 0, we find that V(s) contains 1,
2, or 3 stable fixed points depending on the values of parameters such as detuning,
magnetic field, and relaxation rate. In Fig.5-3 we plot s* as a function of magnetic
field at constant detuning with realistic parameter values [22, 34].
Examining Fig.5-3, we identify two distinct types of phases, unpolarized (labeled
I) and polarized (labeled II). Phases of type I are relaxation dominated, and are
characterized by nearly zero average polarization. Spin flip transitions are off-resonant
in these phases, and nuclear spin dynamics are dominated by noise and relaxation.
Phases of type II are resonance or polarization dominated. In these phases, spin flip
transitions are resonant in both directions, allowing for the build up of nuclear spin
polarization and resonant suppression of fluctuations. The existence of such phases
is made possible by the close proximity of both resonances S and S'.
With moderate relaxation Frei, we find that the unpolarized state is stable at
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Figure 5-3: Steady state polarization V(s*) = 0 versus magnetic field found numer-
ically using (5.6), (5.5), and (5.2) with N = 107, t = 35 peV, A = 3 peV, W n =
106 s- 1, and Frel = 0.5 s-1. Blue circles denote stable fixed points V'(s*; B) < 0,
while red crosses denote unstable fixed points V'(s*; B) > 0. Phases of type I are
relaxation dominated, while phases of type II are resonance dominated. Left Inset:
Width of the nuclear spin distribution relative to the thermal width UTh =
Right Inset: Hysteretic current with magnetic field sweep, calculated using Io defined
in (5.5) (see discussion before Eq.(5.11)). Arrows indicate sweep direction.
zero applied magnetic field (phase I). This phase remains stable as magnetic field is
increased, until a bifurcation point is reached (approximately B = 0.5 T for the case
shown). At this point, the Zeeman-split triplet levels reach far enough into the tails
of the singlet resonances S and S' for the hyperfine spin-flips to overcome relaxation
and trigger an instability towards a spin-polarized state (phase II).
After entering phase II, polarization changes smoothly from negative to positive
values as B is increased.At even higher fields, a second bifurcation point is reached
where the polarized phase terminates (B r 1.2 T in the example shown). Polariza-
tion flows back to 0 and the system returns to the relaxation-dominated phase I'. On
sweeping back towards lower fields, the system follows a different path. This hystere-
sis is manifested in a double step of current for the magnetic field sweep described
above (see Fig.5-3 inset), which is in striking resemblance to the current instabilities
observed in Ref.[33].
5.5 Resonant suppression of fluctuations
To estimate nuclear spin fluctuations in the phases I and II, we shall analyze the
behavior of the probability distribution p(s, t). Sequential electron transport through
the spin-blockaded double dot is accompanied by a stochastic series of nuclear spins
flips that change the net polarization in steps of ±2. The polarization variable s
executes a directed random walk on the interval [-N, N], where N P 106 - 107. We
describe this stochastic dynamics by the Fokker-Planck equation (see Ref.[53]):
p(s, t) = s (D a (s, t) - V p(s, t) (5.7)
where V(s)At = (As) and D(s)At = 1/2(As 2), with V(s) = 2 (F+ - F), and
D(s) = 2 (F+ + F_). Here At is a short interval on the order of one electron transit
time.
In the simplest model of relaxation, polarization decays as the result of ran-
dom flipping noise: with microscopic rate Frel, a random spin is selected and its
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Figure 5-4: Polarization steady states (a) and widths (b) vs. detuning. Notation is
the same as in Fig.5-3. Cooling is most efficient near A ; 7y, where both resonances
strongly contribute to the suppression of fluctuations. Parameters: N = 107, W
in 
=
108 s- 1, t = 50 peV, 7 = 7' = 0.1 peV, and B = 0.5 T.
z-component flipped. The spin-flip rates (5.5) are then changed to
F+± = F± + FrelN,:N, N± = (N ±s). (5.8)
This model reproduces the phenomenological relaxation term -Frls used in Eq.(5.6)
and accounts for broadening of the distribution due to coupling to the thermal bath.
The steady state of (5.7) is of the form exp fS V(s')/D(s')ds'. One can easily check
that this distribution is peaked around the stable fixed points V(s*) = 0, V'(s*) < 0
found earlier. When fluctuations of s about s* are small (i.e. away from bifurcation
points), we linearize V/D and obtain a Gaussian steady state distribution peaked at
s = s*, with rms width up = VD(s*)/V'(s*).
In the absence of external driving, the thermal noise and nuclear spin diffusion
responsible for Frel cause the system to relax to the fully random high temperature
distribution with zero mean (s) = 0 and rms width UTh - (?) = V/ 1. As current
is restored and as the spin flip processes are brought closer into resonance, the net
suppression of fluctuations is determined by a competition between confinement due
to the resonant spin flip dynamics and broadening due to Prel.
1This result is true for 1D (Ising) spins. The width of the disordered state of 3D spins is aTh =
VN//3.
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The ratio ap/aTh serves as a quantitative measure of the strength of cooling. As
Fig.5-3 illustrates, phases of type I are characterized by ap/aTh Ž> 1 and thus do not
exhibit cooling. The polarized phase II, however, displays a significant suppression
of fluctuations. Away from the edge of the instability, the strength of cooling is
insensitive to magnetic field.
In contrast, the efficiency of cooling depends very strongly on detuning. In Fig.5-4
we plot polarization and 'p/lWTh as a function of detuning in each of the three phases
I, II, and II' present for the chosen parameters. Maximal cooling occurs at small
positive detuning
A* .Y, (5.9)
where the system can benefit from the resonant character of spin flip rates for both
the T+ and T_ states simultaneously (see Figs. 5-1 and 5-4b).
We obtain a simple expression for the strength of cooling at this optimal detuning
in the case of well separated resonances of equal width, where Ty = y2 -= To and
t > 'Yo:
ap WFHF\ YO= 1+v / (5.10)
Th [ Win EHF
Here T/HF = WHF(s*) is the bare hyperfine flip rate at the half-maximum of the res-
onance, see Eq.(5.2), and EHF ^ 130 yeV is the hyperfine energy at full polarization.
Cooling is most efficient when the indirect escape rate W in is large compared with
the hyperfine flip rate WIHF. In this case, the ratio up/OCTh approaches (yo/EHF) 1/ 2 .
For the parameters used in Fig.5-4, WHF/Win - 0.1 and cap/O'h T 0.03. Thus
with an efficient indirect escape mechanism present and both resonances S and S'
contributing to the Fokker-Planck effective restoring potential, a greater than 10-fold
suppression of thermal fluctuations can be achieved (see Fig.5-4b inset).
Throughout this work, we have left the mechanism of the indirect escape rate W in
undetermined. However, a likely candidate in experiments is spin exchange with the
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Figure 5-5: Current I(s), Eq.(5.11), as a diagnostic of nuclear polarization. Results
for p = 0 are shown, when the non-spin-flip escape rate W in is due to tunneling
back to source lead. Note the non-monotonic dependence of current on polarization.
Parameters: N = 107, t = 24 peV, A = 4 peV, B = 0.2T, W in = 106s- 1, and
Frei = 0.1 S- .
leads [63]. This rate is highly sensitive to the strength of coupling to the leads, and
can be tuned over a few orders of magnitude by manipulating gate voltages Thus the
various regimes described above should be experimentally accessible.
5.6 Experimental signatures
How are these phenomena reflected in device current? Depending on the mecha-
nism(s) responsible for the non-spin-flip escape rate W in, the current I transmitted
through the device may differ from the rate Io in (5.5). Only electrons that move
from source to drain count toward the flow of current; those that jump back to the
source do not contribute. Thus we introduce a parameter 0 _< 3 < 1 that specifies
the fraction of W in due to non-spin-flip escape to the drain, yielding
Io (oBWin + W
H F  )W3 in + wHF
1=- 1+ 3+ W+ W (5.11)4 Win H+ WF Win HF +'
When )3 = 1, all electrons exit to the drain and I = I0. We stress that the spin
flip dynamics depend only on 10 and not on the mechanisms responsible for W in or
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on p. Figure 5-5 illustrates that current (5.11) has a complicated non-monotonic
dependence on s, but nonetheless can be used as an indicator of polarization.
5.7 Conclusions
We have shown that resonant hyperfine spin flips can be used to significantly suppress
nuclear spin fluctuations in spin-blockaded double quantum dots by a mechanism anal-
ogous to Doppler cooling. Optimal cooling occurs at small positive detuning A, 7 -
where both triplet-singlet resonances provide strong feedback through the Overhauser
shift. In contrast to the cooling scheme based on high-frequency manipulation of ex-
ternal fields proposed in [61], the new mechanism occurs naturally through feedback
in DC transport. The suppression of nuclear spin fluctuations will manifest itself dra-
matically in electron spin resonance (ESR) measurements [28]. ESR experiments will
both benefit from cooling through increased dephasing times and reduced fluctuations
in Zeeman energy, and serve as a powerful way to detect it.
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Chapter 6
Topological transition in a
non-Hermitian quantum walk
In the previous two chapters, we studied nuclear spin pumping that results from
passing an unpolarized electron current through a double quantum dot in the spin-
blockade regime. There we found that competition between hyperfine and non-
hyperfine electron decay channels is an essential feature of any mechanism that gen-
erates nuclear spin pumping. Because the spin-orbit coupling is generally weak in
GaAs systems, we ignored its effects and assumed that cotunneling accounts for the
dominant competing decay channel. In other materials such as InAs, however, the
spin-orbit coupling can be much stronger, and may act in direct competition with the
hyperfine interaction[64]. This is the situation that we now consider in this chapter.
We consider a simple model in which an electron is loaded into a triplet state
T+, and then allowed to coherently tunnel to a decaying singlet state, with a spin
flip provided either by the spin orbit interaction or the hyperfine interaction. The
hyperfine process is accompanied by a change Am = ±1 in the z-projection of nuclear
spin, while the spin-orbit process leaves the nuclear spin state unchanged. Because
the electron may coherently tunnel back and forth several times before leaving the
system, a single electron may in principle generate many spin flips. To understand
nuclear spin pumping in this system, we thus calculate the expected change (Am)
of the z-component of nuclear spin that occurs for each electron that passes through
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the system.
In the giant spin approximation where a uniform hyperfine coupling to all nuclear
spins is assumed[12], the coherent evolution of the system is described by a quantum
walk on the one-dimensional lattice depicted in Fig.6-1. Due to its coupling to the
drain lead, the singlet state is broadened; the on-site energy of each of the R-sites on
the lattice obtains an imaginary part that exactly accounts for this decay, assuming
that there are no incoming states from the lead (see 2.5.2). Thus we are led to consider
the behavior of a non-Hermitian quantum walk.
Surprisingly, we find that the quantity (Am) features a non-analytic dependence
on the ratio of spin orbit and hyperfine matrix elements v and v', respectively, with
( Am) taking on the integer values 1 for v' > v and 0 for v' < v. As it turns out, this
quantization is a manifestation of a topological phase transition that occurs in the
system: the non-Hermitian quantum walk Hamiltonian exhibits two distinct phases,
distinguished by a winding number defined in terms of the Bloch eigenstates in the
Brillouin zone. We find that the mean displacement ( Am) can be expressed in terms
of this winding number, thus explaining the quantization and its discontinuous change
at the critical point. The result that (Am) = 0 in the spin-orbit dominated phase
indicates that nuclear spin pumping can be completely suppressed in the presence of
strong spin-orbit coupling.
Because the topological transition is so interesting in its own right, in this chapter
we will examine the problem from a general point of view, and explore the nature of
the transition in detail. At the end, we will come back to the topic of spin-blockade,
and discuss the relevance of this model for describing nuclear spin pumping in realistic
devices. Section 6.1 will begin with a general introduction to topological quantization,
and provide context for this work among the literature on non-Hermitian quantum
mechanics. Here we will also discuss in more detail how the non-Hermitian quantum
walk is related to the problem of spin-blockaded transport. Then, in section 6.2 we
will give a formal statement of the problem, and write down the equations of motion
describing the non-Hermitian quantum walk. A detailed derivation relating the mean
displacement to the winding number is then given in section 6.3. This result and the
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inherent robustness against decoherence that its topological origin provides are dis-
cussed in section 6.4. To support these results, we performed numerical simulations
of this system, which are described in section 6.5. Finally, we will discuss the impli-
cations of this work for spin-blockaded transport in double quantum dots in section
6.6.
6.1 Introduction
A quantum system is said to exhibit a topological transition when it features several
phases, characterized by a topological invariant that takes on different quantized
values in each of these phases [65]. A classic example of a topological transition occurs
in the quantized Hall effect, which can be linked to the Chern invariant [66], defined
in terms of the system's single-particle wavefunctions with quasi-periodic boundary
conditions. Because the Hall conductance is proportional to the Chern invariant,
and because quantization of the latter is of a topological nature, the quantized Hall
effect is universal across samples of varying size, shape, or composition, and is robust
against many types of disorder. Another example of a similar nature is encountered
in adiabatic transport [67].
Here we present a model exhibiting a new type of topological transition in a
system described by a non-Hermitian Hamiltonian. We consider a quantum walk
on a bipartite one-dimensional (1D) lattice, from which the "walker" (particle) can
decay whenever it resides on the sites of one of the sublattices (see Fig.6-la). Due to
hopping between sites, a particle initially localized on any of the non-decaying sites
at time t = 0 will eventually decay from the system as t --+ oo.
Surprisingly, we find that the average displacement of the particle during the
course of its decay, Am = E ,. mP,, is exactly quantized as an integer (0 or 1 unit
cells), where P, is the probability distribution for decay from different sites (see
Fig.6-1c). As in the case of the quantum Hall conductance, this quantization results
from an underlying topological structure; in this case it is the winding number of
the relative phase between two components of the Bloch wave function. Using the
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Figure 6-1: Setup of the model. a) Each unit cell m contains two sites L (open
circles) and R (filled circles), with each R-site connected to an external decay channel.
Intracell (wavy lines) and intercell (straight lines) tunneling occur with amplitudes v
and v', respectively. b) Energies of the L and R sites. Due to decay, the R-site energy
obtains an imaginary part, ER = ER - ihy/2. c) Schematic distribution of local decay
probabilities {Pm} used to calculate the displacement (6.3).
topological origin of this phenomenon, we are able to show that the quantization is
insensitive to parameters and is robust against certain types of noise and decoherence.
In recent years, non-Hermitian quantum mechanics in one dimension has found
applications to a variety of different problems, such as vortex matter[68], quantum
chaos[693, random lasers[70], population biology[71], and others (see Ref.[721 and
references therein). Much of the interest in these 1D problems was triggered by
the idea that an Anderson localization transition can occur in disordered transport
with an imaginary vector potential[68]. In contrast, our problem is translationally
invariant; the transition results from competition between two processes, intracell and
intercell hopping, which occur with amplitudes v and v' (see Fig.6-la).
Our motivation in this chapter is to provide a simple model of nuclear spin pump-
ing in spin-blockaded double quantum dots [33, 34, 64] in the presence of competing
effects of the hyperfine and spin-orbital interactions, as in Ref.[64]. In the DC trans-
port regime, an electron, first loaded into a triplet spin state I L), makes a transition
to a singlet spin state. I R), which is broadened due to its coupling to the drain lead
[61] (see Fig.6-1b). Such transitions require an electron spin-flip, which can be me-
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diated by either the hyperfine interaction or the spin-orbital interaction, denoted in
Fig.6-1 by the amplitudes v' and v, respectively. The hyperfine process is accompa-
nied by a change of the z-projection of nuclear spin, Am = ±1 for an L-state of the
type T±, whereas for the spin-orbital process Am = 0. Without loss of generality,
here we focus on the case of transport through a T+ state, pictured in Fig.6-1.
An ensemble of nuclear spins can be described by a single variable m in the "giant
spin" approximation of constant hyperfine interaction [12], which ignores decoherence
arising from the more realistic position-dependent interaction [23]. In this approx-
imation, the resulting coherent dynamics in the combined Hilbert space of electron
and nuclear degrees of freedom is thus described by a quantum walk like that shown
in Fig.6-la. The topological transition, which is accompanied by the formation of
a non-decaying dark state, leads to a prediction of threshold-like pumping of nu-
clear polarization, along with strong suppression of current due to the divergence of
dwell time at the threshold. These predictions and the applicability of this model
to the problem of nuclear spin pumping in spin blockaded electron transport will be
disccused further in section 6.6.
6.2 Problem statement
We now begin a detailed discussion of the non-Hermitian quantum walk described
above. The configuration space of the problem is defined by the electron states I L),
I R) and by the total nuclear polarization, taking integer values -oo < m < 00. Thus
the Hilbert space has a tensor product structure: span{ m) 0 1 L/R)}. In this basis,
illustrated in Fig.6-la, the state of the system I 0) is described by the amplitudes
L = (m LI( ) and mC = ( RI ), and evolves according to the equations of
motion
ih = + ' + v (6.1)
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Without loss of generality, we choose v > 0 and v' > 0. The on-site energy iR =
ER- ihty/2 for the R-states has an imaginary part that accounts for the decay of these
states with rate y, while the on-site energy EL is real.
Now, suppose the system is initialized to the L-state
,= Sm,O, O;R =O (6.2)
at time t = 0, and allowed to evolve freely under the equations of motion (6.1).
Because of translational invariance, we can equivalently start anywhere on the L-
sublattice. Under the dynamics (6.1), the wavepacket describing the quantum walker
spreads throughout the lattice and leaks out through its components on the R-sites,
decaying completely as t -- o o. What is the average displacement achieved by the
particle before leaking out? More precisely, given the ability to detect the site m from
which the decays occurs, and thereby measure the decay probability distribution Pm
(see Fig.6-1c), we would like to find
(Am) m Pm, Pm = j 7I1 I(t) 2 dt. (6.3)
m 0
6.3 Calculation
Although (Am) can be obtained from an explicit calculation involving the system's
time evolution operator, here we will pursue a less direct but more rewarding approach
that helps to uncover the topological structure behind the solution. The result is
supported by numerical simulations, which also allow us to test various features of
the model such as its robustness against decoherence.
As a first step in the calculation of ( Am), we note that the norm of a quantum
ddstate I ,) evolves according to /(4 I 4,) = i( 4, I (Ht -/H)] 4). For Hermitian systems,fIt = H and K( I4) = 0. However, our system is non-Hermitian due to the
complex energy nR, and, as seen from the equations of motion (6.1), decays according
to K( )V = -- m l 2. The decay is thus described as a sum over local terms
accounting for the decay from each site of the lattice, Eq.(6.3), with Em Pm = 1.
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It is beneficial to pass to the momentum representation, M 7i = f J dk eikm~ 7•k
where the integral is taken over the Brillouin zone -7r < k < 7r. Due to the trans-
lational invariance of the system (6.1), the equations of motion in the Fourier repre-
sentation break up into 2 x 2 blocks, one for each momentum k:
ih d 'kL (L Ak k(64)
dt V) R A* -n OR
with Ak = v + v'eik. The two-component wave function for each k evolves indepen-
dently of the others, with pk(t) -= IL(t)I2 + IIR(t)12, the probability density to find
the system with momentum k at time t, decaying as OtPk = -yl R (t)l 2.
Writing m as a derivative with respect to k via m = -- dk -(em) and
integrating by parts to move the derivative onto VkR, we bring Eq.(6.3) to the form
( Am) = i-Y dt kR *  (6.5)
Next, we use the polar decomposition )R(t) Uk(t)eik(t), where uk = kIR(t)l and
Ok = argj{R(t)}. We assume that uk(t) > 0 for all t > 0, which follows from Eq.(6.4)
after some algebra 1. Using the fact that f dk ukdkUk = 0 is an integral of a total
derivative over a closed contour, we rewrite Eq.(6.5) as
(Am) = [- dt -k juk(t) 2 (6.6)
Sdk o" opk P8k
= - dt O (6.7)
27r o It ak'
where we replaced -'yluk(t) 2 by 8tpk in Eq.(6.6). With the help of integration by
parts in the integral over t, the time derivative can be moved from Pk onto Okok,
giving (Am) = Zo - fo dt f••pk Ot(Okk), with
O dk [P (9k 1(]. (6.8)
1An explicit form of the evolution operator, found from Eq.(6.4), gives Rb (t) which is nonzero
at all t > 0 except when both EL = eR and 1Y < jAkI"
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We will now show that the boundary term Zo provides the only non-zero contribution
to the integral (6.7). First, we use integration by parts on the integral over k to
obtain
-j dt dkPk- 1 = dt dkOf 0P0k (6.9)otOk - 1 k &t
As demonstrated below, this integral vanishes because pk and Ot k are both even
functions of k.
In order to see that Pk and Ot9k are even functions, it is helpful to view the evolution
(6.4) within each 2 x 2 k-subspace as the precession of a decaying pseudospin in a
(complex) magnetic field with z-component EL - OR and transverse component of
magnitude 21AkI = 21v + v'eikl. Because IAkj = (A-kL, a static rotation about the
z-axis maps !H-k into HIk, with fik the 2 x 2 matrix in Eq.(6.4):
e- i k" !-k ei PkZ = Hk, ok = arg{Ak}. (6.10)
Given that the initial state (6.2) is oriented along the z-axis in pseudospin-space for
all k, in the rotated frame (6.10) the pseudospin associated with the momentum -k
performs the identical evolution to that of the pseudospin associated with momentum
k. Because the state (6.2) has equal magnitude in all momentum sectors, the moduli
of the k and -k pseudospins are equal for all times, pk(t) = P-k(t). Furthermore,
from (6.10) their phase difference is time-independent, _-k = Ok - 2 ok, which proves
the claim.
To evaluate To, we use the facts that all k-states are initially occupied with equal
probability pk(t = 0) = 1, and that the state decays completely, pk(t - oo) = 0.
Substituting these values in Eq.(6.8), we find
Sdk 0 = lim Ok(t). (6.11)
2m -k - te-.o+
Although Uk(0) = 0, the limit t - 0+ is well-defined.
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Figure 6-2: a) The winding number change for an eigenstate of the Hamiltonian (6.4).
Here we plot the component ratio ýk =kRkL vs. momentum k for -7r < k < 7. b)
The expected displacement, Eq.(6.3), after full decay of the initially localized state.
The quantization of (Am) is topological in nature, and is linked to the winding of
Ak = v + v'eik around the origin.
6.4 Results and analysis
Expression (6.11) is a surprising result: the expected displacement of the particle as it
spreads out and decays is equal to the winding number of the relative phase between
components of the Bloch wave function. In particular, this means that (Am) can
only take on integer values. Using OR (dt) = -iA~dt/h, we have kO = arg{-iA }. It is
thus immediately clear that there are two possible situations depending on whether
or not Ak = v + v'eik wraps the origin as k is taken around the Brillouin zone:
(Am) = 1 (0) when v' > v (v > v').
It is perhaps not entirely obvious from this discussion that the transition at v = v'
is a characteristic of the Hamiltonian rather than of the initial state. To clarify
this point, we examine the eigenstates of Hk and plot the ratio of their components
=k /k L/ in the complex plane. As shown in Fig.6-2a, the winding number about
the origin changes from 1 at v' > v to 0 at v' < v.
Furthermore, one of the eigenvalues of Hk becomes real at the transition v = v',
because Ak vanishes for k = -r. This indicates the formation of a non-decaying dark
state with Ck=, = 0; under these conditions, the k = 7r component of the initial state
(6.2) remains stuck on the I L) sublattice for all t. Dark states formed in the nuclear
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v'/v
subspace, as found here, can arise as fixed points of cooling processes [12].
As pointed out in Ref.[74] (see also [75]), dark states in quantum dots can result
in current suppression due to the Dicke effect. In our case, the average decay time
7= - j t d ( i ) dt = k Pk (t) dt (6.12)
may become very long near the transition (here we used V)(41  = dk 9tPk
and integrated by parts). Note that, for each k, the decay is exactly of the type
described in section 2.5.2. Close to the transition v = v', when IAk,, I< h-y, i.e. in
the overdamped regime, the dynamics (6.4) yields pk(t) ~~ exp(-rFkt), where Fk is
given by Fermi's Golden Rule: Fk = IAk2-y/[(EL - ER)2 + (hy/2)2I.
Substituting these expressions into Eq.(6.12), and using the change of variables
z = eik, we get
(EL - ER)2 + (hy/2) 2  dz27ri7 (vz + v')(v + v'z) (6.13)
where the integral is taken over the unit circle Izi = 1. Using the residue theorem,
we see that the decay time indeed diverges at v' = v as 7 oc li/l - v'I.
Conspicuously, neither the quantization of ( Am), nor the discontinuity at v = v',
seem to depend on the values of the decay rate -y or the energies EL/R. Furthermore,
the analysis leading up to Eq.(6.11) goes through even if - and EL/R are made time-
dependent. In particular, the integral (6.9) still vanishes because the states k and -k
see identical time dependent effective fields, up to a rotation (6.10). This suggests,
among other things, that the sharp transition shown in Fig.6-2b survives dephasing
due to classical noise on the energy levels eL and ER.
6.5 Simulation
To investigate this remarkable indifference to dephasing, we have performed direct
numerical simulations of the equations of motion (6.1) up to a fixed time T and
restricted to a finite chain of 51 unit cells. During each time step t, < t < t, + At, we
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Figure 6-3: Results of simulation with finite chain of length N = 51 unit cells and
Iy = EL - nR = 1. a) Displacement (Am) (blue circles) and decay time ? (red
diamonds). Filled symbols were obtained by evolving the wave function up to time
T = 100. Decay slows down near the critical point, where longer running time is
required (open symbols, T = 500). The black dashed line shows 1 - I(T)12, used
to monitor completion of the simulation. Dotted lines are smooth spline fits added
as an aid to the eye. Incomplete decay due to finite running time T and finite
length N appear as rounding of the step. Results of simulation with F2 = 10 for
linear damping (green boxes) and repeated projective measurement (yellow triangles)
show that quantization survives L - R decoherence. b) Decay probabilities {Pm} at
v/v' = , 0.85, 9. The distribution becomes broad near the transition v = v', while
the mean remains quantized.
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evolve the state forward in time and bin the probability of decay from each unit cell.
In Fig.6-3a we show the results for the mean displacement (6.11) and the decay time ;,
obtained using the distribution Pm (see Fig.6-3b), and the formula ? = •n I (tn) 2At.
This simulation, showing clear quantization, was then altered to investigate the
robustness against decoherence. We modified the simulation to evolve the system's
density matrix, adding an exponential damping of the L - R-off-diagonal elements
with rate z2. Due to the increased time and memory requirements, we could only
simulate smaller systems over a more sparse sampling of points. However, the results
do show a relatively well-formed step (green boxes), consistent with expectation.
Similarly, the step appears to be robust against a stronger form of decoherence where
the density matrix is repeatedly projected onto the L and R subspaces at a fixed time
interval Ar = 1/F2 (yellow triangles).
The transition is not robust against all types of noise, however. Any variations of
the amplitudes v and v' in time will in general broaden and distort the step. Likewise,
we do not expect the sharp step to survive perturbations that break translational
symmetry.
6.6 Experimental relevance and extensions
In our motivating example of spin-blockaded transport in double quantum dots, the
topological transition would be manifested as an abrupt change in the nuclear spin
pumping rate as the relative strengths of spin-orbit and hyperfine matrix elements are
varied, for example, by tuning gate voltages to change the electrostatic potential felt
by the electron. Because pumping thresholds in various parameters are ubiquitous
in such systems, to unambiguously identify a pumping threshold with the topological
transition discussed here one must correlate the appearance/disappearance of nuclear
spin pumping with a decrease in the current through the system resulting from the
diverging dwell time 7, which is not expected for pumping thresholds of other origins.
It is natural to wonder to what extent these predictions depend on the giant spin
approximation, which allowed us to reduce the exponentially large Hilbert space of
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Figure 6-4: Generalization of non-Hermitian quantum walk to many dimensions.
After performing a ir-rotation about the z-axis for all nuclear spins in the right dot,
the effective hyperfine interaction coupling the states I L) and I R) is equivalent to
that in a single quantum dot with electron density 14(r) 12 chosen to yield the same
distribution of couplings as in the original problem. In the uniform coupling model
employed above and depicted in panel a, the total spin of all nuclei is conserved.
Thus the nuclear state is characterized by the invariant magnitude 'Tot and the z-
component m. If the nuclei are divided into two groups, with equal coupling within
each group but unequal couplings between groups, then the nuclear state is specified
by the invariant lengths ITot,1 and ITot,2 and z-projections m1 and m 2 of the two
groups, and the system performs a non-Hermitian quantum walk in two-dimensions
(panel b). More generally, one can coarse grain the smooth distribution of couplings
into d groups of constant coupling, giving rise to a quantum walk in d-dimensions
(panel c).
nuclear spin states down to that of a simple one-dimensional lattice. In particular,
this approximation ignores decoherence due to spatial variations in the hyperfine
coupling[23], which would tend to destroy the conservation of total giant spin angular
momentum. To address this question, below we consider a generalization of the model
that goes beyond the uniform coupling approximation, and ask which, if any, features
of the transition survive.
As shown in section 2.2, the effective hyperfine interaction generated by coupling
a triplet level T± to a singlet level in a double quantum dot is of a 2 x 2 form, with
nuclei on the two dots coupling to the pseudospin degree of freedom with opposite
sign. After rotating all nuclear spins in the right dot by rK radians about the z-axis,
the effective interaction, Eq.(2.14), becomes equivalent to that of a single localized
electron spin coupled to its surrounding nuclei. Irrespective of the spatial distribution
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of nuclear spins in the original double dot problem, the same distribution of coupling
strengths can be reproduced by proper choice of the electron density 10(r)12 in the
single electron description.
The giant spin approximation, in which electron density is assumed to be uniform
as shown in Fig. 6-4 a, gives rise to the one-dimensional quantum walk studied above.
In reality, however, electron density is maximal near the center of the dots, where
hyperfine coupling is strong, and decays to zero outside, where hyperfine coupling be-
comes weak. To try to improve upon the giant spin approximation, consider dividing
the nuclei into two groups, one of "strongly-coupled" spins, and the other of "weakly-
coupled" spins. In this approximation, depicted in Fig.6-4 b, the nuclear spins within
each group couple together to form two separately conserved giant spins. The config-
uration space of the system thus consists of the electron states I L) and I R), and the
z-projections of the two giant spins, mi and m 2 , respectively; the system executes a
non-Hermitian quantum walk in two dimensions, with hopping amplitudes v, v', and
v", where the two different hyperfine matrix elements v' and v" are the amplitudes
for hopping in the mi and m2 directions.
Continuing this reasoning, one can imagine refining the model to contain an ar-
bitrary number (d) of giant spins, with the corresponding quantum walk extending
into d-dimensions (see Fig.6-4 c). However, it is important to note here that the
approximations associated with making hopping translationally invariant, and with
extending the lattice of states for each giant spin to infinity, are only appropriate
when the number of spins N is large. By refining the description of the system to
too many groups, the number of spins in each group will become too small for these
approximations to be reasonable, i.e. the giant spins will no longer be giant enough.
With these potential limitations in mind, we will press on and solve for the mean
displacements { ( Am, ) } along the directions a E {1, 2,..., d} in the general model
for a d-dimensional quantum walk.
The derivation proceeds essentially identically to that for the case of one dimension
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presented above. We begin by writing the equations of motion
ih m = ELO + V 2R + EZV(a) +pe
S= m+e (6.14)
where m = (ml, m 2 ,. . . , m.d) and ea is the unit vector along the a-direction.
For each Bloch state in the d-dimensional Fourier space, indexed by k = (kl, k2 , ... , kd),
we obtain the 2 x 2 equations of motion (6.4) with
d
Ak = v + v(a ) eik . (6.15)
at=1
Correspondingly, the mean displacement in the direction a is given by
(im) = i7 dt ~ ( *k,.16)
S(2 )dd-lk (r 6dt d •a kd R (6.17)
Here the integral in k is taken over the Brillouin zone, which takes the form of a
d-torus. The expression inside the braces in Eq.(6.17) is identical to Eq.(6.5) for
the displacement in the one-dimensional model, and, as shown above, is quantized as
either 0 or 1 depending on the winding of Ak in the Brillouin zone. To understand the
meaning of Eq.(6.17), it is helpful to view the integral in the following way: for each
fixed set of values of the d - 1 momenta {k( a}, the expression inside the braces is
either 0 or 1 depending on whether Ak as defined in Eq.(6.15) wraps the origin as ka
is varied from -7r to 7r (see Fig.6-5 a). The integral over the remaining d- 1 variables
simply counts the area of the Brillouin zone over which this expression evaluates to
1. This construction is shown for the case d = 2 in Fig.6-5 b.
As is apparent from Fig.6-5, ( Amc) is no longer quantized as an integer and we
do not expect any discontinuities as the relative strengths of the hopping amplitudes
v, v', and v" are varied. The breakdown of quantization results from the appearance
of "mixed" phases where the winding number along one dimension of the Brillouin
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Figure 6-5: Graphical construction for evaluating mean displacements in multi-
dimensional non-Hermitian quantum walk, shown for the case d = 2, with v > v' > v".
The mean displacement ( Am 2 ) is equal to the restricted area of the Brillouin zone
over which, for fixed k 1, Ak wraps the origin as -r < k2 < 7r. a) Schematic represen-
tation of the amplitude Ak. For each fixed k1, Ak sweeps out a circle as k2 is varied
from -xi to 7r; this circle winds around the origin for a range of kG1 -• r bounded
by the magenta circles. b) The two-dimensional Brillouin zone showing the region
that contributes to Eq.(6.17). The shaded area is equal to the expected displacement
(m2).
zone is 1 for some values of the remaining momenta, and 0 for the others. However,
in any dimension there is always a "non-winding" phase with v > E v(a), where
all winding numbers are 0 for all values of k in the Brillouin zone. In this phase,
( Am,) = 0 for all a. In fact, either through graphical methods or with a few lines of
algebra, one can see that, as v is increased for fixed {v(')}, all of the ( Am, ) vanish
simultaneously at the point v = E v('). At this point, the system (6.14) supports a
dark state at (kl, k2 ,..., kd) = (r, 7r,..., 7r) just as in the case of d = 1.
Thus we find that, although the way in which the net displacement vanishes
as the transition to the non-pumping state is approached from the pumping side
depends on the dimension and parameters {v(a)}, the existence of the transition is a
universal feature of this class of models. Whenever the spin-orbit matrix element v
exceeds the total hyperfine coupling EC v(a), no net spin is delivered to the nuclear
subsystem as a result of the electron's decay from the system. Furthermore, we find
that the transition is always accompanied by the formation of a dark state, indicating
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a suppression of current at the transition. These results, combined with the inherent
robustness against decoherence discussed above, lend hope for the observability of
this transition in real experiments.
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Chapter 7
Further Work
If I have done my job well, after reading chapters 4-6 you should have the feeling
that we now have a reasonably good understanding of nuclear spin induced feedback
on the transport properties of spin-blockaded double quantum dots. While it is true
that we have learned a lot about this system, there are still many important open
questions to be answered. I will start this chapter by describing one such mystery,
the long-period oscillations of current observed by Ono and Tarucha in Ref. [33], that
I find particularly intriguing. Then, in section 7.2 I will present an extension of the
model used in chapters 4 and 5 that allows for independent polarizations in the two
quantum dots, along with some preliminary results. With an additional dynamical
variable, this model is able to describe many new phenomena not captured by the
original model. Finally, I will briefly discuss the future outlook of this field.
7.1 Nuclear-spin-induced oscillatory current in spin-
blockaded quantum dots
Early inspiration for our work on nuclear spins in quantum dots was provided by
the then-recently publicized experimental results of Ono and Tarucha [33] on spin-
blockaded transport in vertically coupled double quantum dots. In this work, the
authors investigated the dependence of electron current on the strength of a static
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externally-applied magnetic field, in the presence of a finite dc source-drain bias
across the system. Surprisingly, they found that the system could exhibit a time-
dependent oscillatory response to these static perturbations over a sharply-defined
range of magnetic field strength. Their results, presented as Fig.2 in Ref.[33], are
reproduced here as Fig.7-1 to facilitate further discussion.
Beginning with Fig.7-1 a, the most striking features of the current vs. magnetic
field traces are the sharp jumps in current near 0.5 T and 0.8 T for the upward
sweep (black trace) and near 0.3 T and 0.7 T for the downward sweep (gray trace).
The presence of the high current region indicates that the spin-blockade is partially
lifted over a range of magnetic fields, while the apparent bistability and hysteresis
indicate that the mechanism responsible for lifting spin-blockade involves a change
between two very different internal states of the system. Such bistable behavior is
relatively common in many types of physical systems, and is often related to magnetic
ordering. The time-dependent oscillations displayed in Figs.7-1 b and c, however, are
much more unusual.
Figure 7-1 b shows a series of current vs. time traces for several values of the
external magnetic field in the high-current window. The traces are offset by 0.5 pA
for clarity, and are ordered by magnetic field strength B from 0.70 T to 0.85 T, from
bottom to top. In all cases current oscillates as a function of time, with a period
that increases to a maximum of approximately 200 seconds near B = 0.85 T. Figure
7-1 c demonstrates that the long-period oscillations require a build-up time of several
minutes from the zero-current equilibrium state. However, the system also displays
a memory effect: if, after allowing the oscillations to build up and reach the steady
state, the bias is switched off for a short period of time and then switched back on, the
oscillations start again with full or almost-full amplitude and period. The relaxation
time associated with this memory effect is also on the order of minutes; if the device
is switched off for more than 5-10 minutes, then the full initial build up must be
repeated when current is restored.
There are several remarkable features of these oscillations. First and foremost,
their very existence is quite surprising given that all externally applied fields are
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Figure 7-1: The results of Ono and Tarucha's measurements of spin-blockaded trans-
port in vertically coupled double quantum dots in the spin-blockade regime [33]. This
figure appeared as Figure 2 in Phys. Rev. Lett. 92, 256803 (2004), and is repro-
duced here to facilitate the discussion. a) Current vs applied magnetic field strength,
exhibiting bistability and hysteresis. The black (gray) trace was taken for magnetic
field strength swept from low to high (high to low). b) Time dependence of current
for various magnetic field strengths in the high current phase of the hysteresis loop.
Traces are offset for clarity, with magnetic field strength increasing from the bottom
to the top. As the strength of the magnetic field increases, both the amplitude and
period of oscillation also grow, with the period reaching a maximum of approximately
200 seconds near the upper bistable threshold. c) Build-up and decay of oscillations
at a magnetic field near the upper bistable threshold. When current is switched on
after a sufficiently long resting period, transient oscillations with small amplitude
and high frequency gradually give way to the large amplitude, long period steady-
state oscillations for these conditions. If current is switched off for a short time and
then switched back on, the oscillations exhibit a memory effect characterized by the
absence or truncation of the initial transient.
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static. Although there are known examples of systems such as flip-flop circuits or
Josephson junctions that exhibit oscillatory behavior in the presence of a dc bias,
such examples are relatively rare. Second, the authors reported that the oscillations
were observed for over 18 hours with no apparent signs of decay. This extremely
long time scale seems to rule out any type of mechanism based on coherent quantum
oscillations in the device. In fact, the long time scales associated with both the
period of oscillations and with their build up and decay, along with nuclear magnetic
resonance (NMR) measurements, clearly indicate that nuclear spins are in some way
deeply involved with the oscillation mechanism.
Based on what we've learned about the coupled dynamics of electron and nuclear
spins in earlier chapters, it is easy to understand how dynamical polarization of
nuclear spins can arise in this system; in fact, the work presented in chapters 4 and
5 was motivated by our desire to understand the bistability and hysteresis shown in
Fig.7-1 a. Although we now have a good understanding of these phenomena, the
time-dependent oscillations remain a mystery. Because this problem is so intriguing,
it deserves our continued attention.
7.2 Extension: coherent ITo)-singlet mixing
Up to now, why have we been unable to find a reasonable model of Ono and Tarucha's
oscillations? Quite simply, the approach based on rate equations for the average nu-
clear polarization described in chapters 4 and 5 is incapable of producing oscillations.
Consider a generic autonomous one-dimensional dynamical system
= f(s; l, / ... (7.1)
where {p,} are fixed external parameters. The generic phase portrait of this system
on the real line consists of alternating stable and unstable fixed points, as shown in
Fig.7-2. By tuning the parameters {1p}, we may pass through bifurcations where
fixed points appear, disappear, or change their stability. Such bifurcations are the
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SFigure 7-2: Phase portrait of the generic 1D dynamical system (7.1). The real line
is punctuated by alternating stable (open circles) and unstable (crosses) fixed points;
oscillations are not possible.
origin of the bistability and hysteresis discussed in chapters 4 and 5. However, as
long as the right hand side of Eq.(7.1) contains no explicit time dependence, the
solution s(t) cannot oscillate, regardless of how complicated we make the function
f (s; Ab, A2, .. ).
In order to support oscillations, an autonomous dynamical system must either
contain an inertia term involving a second derivative with respect to time, or it must
involve at least two coupled dynamical variables.' The rate equation formalism that
we used to generate equations of motion for nuclear spins throughout this thesis
naturally produces terms with only first order time derivatives. Other processes such
as nuclear spin relaxation and diffusion that we have not treated in detail also tend to
produce first order derivatives. Thus, rather than trying to force a second derivative
onto the formalism, it is logical to seek extensions of the rate model that introduce
additional dynamical variables.
Up to now, our study of nuclear dynamics in spin-blockaded double quantum dots
focused on the average nuclear polarization s. We singled out this dynamical variable
because the Overhauser shift of the electron triplet levels I T±) is proportional to it.
Thus s plays a key role in the Overhauser-shift-induced feedback discussed in chapters
4 and 5, and is in principle a relatively straightforward quantity to measure.
On the other hand, there is no reason to expect that polarization builds up uni-
formly within or between the two quantum dots. One could imagine trying to develop
1Mathematically speaking, these options are equivalent as any 2nd order system in 1 dynamical
variable s can be converted into a 1st order system in two dynamical variables s and q - s. However,
the physics described by these two equivalent forms can be quite different.
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a very large system of equations or a partial differential equation to describe the time
dynamics of the full spatial distribution of nuclear polarization. While this approach
has some benefits, such as providing a natural way to include the detailed effects
of nuclear spin diffusion, a much simpler approach that already captures interesting
new physics is to consider the coupled dynamics of just two variables, sL and sR,
corresponding to the average polarizations in the left and right dots, respectively.
Once we allow the left and right dots to support independent polarizations, we
gain the ability to treat new phenomena involving the electron state I To), which we
ignored in the models described in chapters 4 and 5. Our justification for neglecting
the role of I To) was that the hyperfine decay of this state does not result in a net
change in the nuclear polarization. Additionally, in the approximation of uniform
nuclear polarization, the hyperfine matrix elements between I To) and the singlets I S)
and I S') are identically zero. Although this reasoning is sound if we only consider
a uniform average nuclear polarization § = (SL + sR)/ 2 , profound changes to the
dynamics may occur once we introduce a polarization gradient As = SR - SL.
If the electron states I To), 1(1, 1)s), and I (0, 2)s) are allowed to hybridize co-
herently in the presence of a polarization gradient As, one obtains three new "asym-
metric" basis states with some enhanced degree of I T1 )- and I IT )-like character for
each.2 The degree of asymmetry depends on the size of the Overhauser shift gradi-
ent AnoAs and other parameters such as tunnel coupling and detuning. Crucially,
this spin asymmetry in the decaying singlet-like hybridized states changes the rela-
tive probabilities of flipping nuclear spins in the left and right quantum dots when
the states I T±) decay by hyperfine spin flip; this opens the possibility for a new
type of feedback operating on the antisymmetric polarization channel As. As we will
show below, depending on the sign of the effect, polarization gradients may be either
enhanced or suppressed by the feedback.
Our approach will be similar to that of chapter 5, where we first coupled I (1, 1)s)
and j (0, 2)s) to form new hybridized states IS) and I S') with energies Es and
2 An external field gradient on the scale of the interdot spacing would have the same effect on the
hybridized levels.
128
Es, (see Eq.(5.1) and Fig.5-2), and then calculated the transition rates from I T±) to
these states. As a first step, we now hybridize the states ITo), I(1, 1)s), and I (0, 2)s)
within the ot = 0 subspace by diagonalizing the 3 x 3 Hamiltonian
0 AnoAs/4 0 (Tol)
H3 x 3 AnoAs/4 0 t/2 ; ) ((1, )s , (7.2)
0 t/2 Z A- ih-y/2 ((0, 2)s1l) i
where we assume that the hyperfine interaction does not couple J To) to (0, 2)s) due
to negligible overlap, that all decay happens through the 1 (0, 2)s) component of the
wave function, accounted for by the imaginary part -ih-y/2 of the I (0, 2)s) on-site
energy, and as in Eq.(5.1) we take ETo = E(1,1)s = 0. The factor of 1/4 in the terms
involving As comes from the product of electron and nuclear spins, both taken to have
spin S = 1/2. Here we use a model of uniform electron density within each dot, such
that the effective hyperfine coupling per spin in the left (right) dot is approximately
Ano/NL(R), where NL(R) is the number of nuclear spins in the corresponding dot.
As a result of diagonalization, we obtain three new energy levels
En = en - ihyn/2, I n) = an 1 (1, 1)s) + bn I To) + cl (0, 2)s), (7.3)
with n E {1, 2, 3}. Unlike the 2 x 2 case studied before, there is no simple closed
form expression for these eigenvalues and eigenvectors. In Fig.7-3, the energies e6
(black lines) and {e)} (blue, green, and red lines) are plotted versus detuning A
for t = 1 peV and AnoAs = 2.5 /eV; this plot is analogous to Fig.5-2 in chapter 5.
Arrows indicate the predominant electron spin directions in the left and right dots.
Consider the detuning A* > 0 where I T+ ) is nearly resonant with I1 ). Analysis
of the spin structure of 1 ) at this detuning indicates that the electron spin density of
this state is somewhat positive on the right dot, and negative on the left dot. When
I T+) decays to 1 1) by hyperfine spin flip, there is a reduced probability that the spin
flip occurs on the right dot where the electrons in both the initial and final states
point up on average. Consequently, the probability of flipping a nuclear spin from
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Figure 7-3: Energy levels in the Zot = 0 subspace after coherent mixing of ITo)
with the singlet states i (1, 1)s) and I (0, 2 )s), with t = 1 teV, AnoAs = 2.5 peV,
and Ez = 1.25 peV. Arrows indicate predominant spin direction in the left and right
dots. Hybridization with I To) leads to an asymmetric spin density that alters the
relative probabilities for flipping nuclear spins in the left and right dots when IT+)
and I T ) decay by hyperfine spin flip.
down to up is enhanced in the left dot, and diminished in the right dot. Taking into
account the sign of the hyperfine coupling and direction of polarization, we find that
as polarization accumulates in the left dot, the Overhauser field gradient AnoAs grows
and leads to a further enhancment of the asymmetry. These qualitative arguments
indicate that feedback may lead to the growth of a large polarization gradient across
the two dots. For detuning A < 0, or in a material with parameters of different
signs, feedback with the opposite sign that tends to suppress polarization gradients
is possible. The preliminary numerical results described below support this picture.
As in chapters 4 and 5, in order to calculate the net nuclear spin flip rate we must
consider the competition between hyperfine spin flip and cotunneling decay channels.
In addition, now we must also keep track of the locations where (i.e. in which dot) the
nuclear spins flips occur. Each time an electron in the state I T ) decays by hyperfine
spin flip, a nuclear spin is flipped from down to up (up to down). We quantify the
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relative probabilities
, = W,L, P±,R W,R (7.4)
W+,L + W=,R W±,L + W=,R'
of this spin flip occurring in the left and right dots, respectively, in terms of ratios of
the "bare" transition rates W±,L(R) for hyperfine decay of I T±) assisted by a nuclear
spin flip in the left (right) dot. By incoherently adding the transition rates from
I T ) to all three final states in the decaying Sot = 0 subspace, obtained using
Fermi's Golden Rule as described in chapters 2, 4, and 5, we find
W+,L = (Ano)2  la n F b. 2  (1 SL) Yn (7.5)
= 16NL (e6 - e +)2  (hyn/2)2
and
W+,R = (Ano)2 Z lan ± bn12  (1 F SR) -7 (7.6)
n 16NR (e± - en) 2 + (h-yn/2) 2 (
Several factors control the competition between the left and right dot spin-flip
probabilities P+,L and P±,R. First, due to the dependence of the hyperfine coupling on
electron density, the effective hyperfine coupling in each dot is inversely proportional
to the size of the dot, and hence to the number of nuclear spins NL(R) in the dot (see
discussion above). On the other hand, the transition rate W+,L(R) for flipping a spin
in the left (right) dot includes a phase volume factor proportional to NL(R). These two
contributions do not cancel because the square of the matrix element produces two
factors of NL(R) in the denominator, while only the first power of NL(R) appears in the
numerator: the transition rates W±,L and W±,R in Eqs.(7.5) and (7.6) are proportional
to 1/NL and 1/NR, respectively. In addition to these size-effects, the asymmetry
due to nonuniform spin density of the hybridized electron states {(n) } introduces a
dependence of W+,L(R) on the coefficients (an, bn, c,} as described qualitatively in the
discussion of Fig.7-3.
Finally, the net spin flip rate FP,L(R) in the left (right) dot is proportional to the
total current Io, to the probability f± of loading the state I T±), to the probability
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pF = (W±,L + W±,R)/(W±,L + W±,R + Wcot) that this state, when loaded, decays
by hyperfine spin flip (see chapters 4 and 5), and to the probability P±,L(R) that the
nuclear spin flip associated with this decay occurs in the left (right) dot. Combining
all of these factors yields:
W±,L(R) 3
F±,L(R) = f±Io W+,L + W±,R + Wcot
, 
I1 = f+T+ + f-T- + fn. (7.7)
n=1
Here, {f,} are the probabilities of loading the states { n)}, and r•, {•,} are the
decay lifetimes of the states I T), { n ) }:
1 1
= W+,L + W±,R + Wot; - n Wcot. (7.8)
If we assume that the loading probability of each of the states is proportional to the
square of its amplitude to be in the (1, 1) charge configuration, then we find f± = 1/4
and f, = (1 - (Ic,2)/4 for each n. Using Eq.(7.7), and including relaxation with rate
Frei as before, we arrive at the flow equations for sL and sR:
8L = 2 (F+,L - F_,L)/NL - Fre SL (79)
sR = 2(F+,R - F-,R)/NR - Frel SR.
7.2.1 Preliminary results
The two-dimensional dynamical system (7.9) is considerably more difficult to study
than the systems studied in chapters 4 and 5. Analytical approaches are foiled by
the dependence of W±,L(R) on the eigenvalues and eigenvectors of the 3 x 3 matrix
(7.2), which makes it impossible to write down a closed-form expression for SL and
sR in terms of the original parameters of the problem. Numerically, it is in principle
possible to map out the fixed points of Eq.(7.9) in the (SL, SR) plane as functions of
various system parameters. However, this process is extremely time consuming due
to the fact that fH3x 3 must be diagonalized for each point in the (SL, SR) plane where
we want to evaluate the velocity field, and for each value of the external parameters.
Furthermore, once the two-dimensional velocity field is constructed, finding its zeros
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Figure 7-4: Velocity field (SL, SR) and current Io in the (SL, SR) plane for a) A =
10 peV and b) A = -10peV, with NL = NR = 0.5 x 106, t = 2 peV, B = 0,
h-y = 0.3 MeV, and Frel = 0.2 s - 1. Arrows indicate the direction of the velocity field,
and colorscale indicates total current Io. Note the appearance of two new fixed points
near the origin in quadrants 2 and 4 for positive detuning in panel a). This indicates
the spontaneous formation of a large polarization gradient.
is a considerably more demanding task than it is for a one-dimensional system.
With these caveats in mind, I have made some initial progress in understanding
the global behavior of the system (7.9). Using the numerical procedure described
above, I made a series of velocity field plots like those shown in Fig.7-4. Although
I have found evidence of polarization "overshoots" and non-monotonic growth, so
far I have not observed evidence of steady state oscillations in the simulation. In-
terestingly, however, I found that new asymmetric fixed points As* : 0 appear for
positive detunings, indicating that the system may spontaneously polarize with a
large gradient between the two dots under appropriate conditions (see Fig.7-4 a). For
negative detunings, the effect appears to be opposite, which may indicate a squeezing
or cooling of As (see Fig.7-4 b). These findings support the qualitative arguments
for asymmetric feedback given above. An interesting direction for future work will be
to examine these new fixed points further, and to assess their experimental relevance
and observability.
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7.3 Outlook
Although we still lack a viable mechanism to describe the oscillations observed by Ono
and Tarucha, I believe that we have made considerable progress in understanding
how to control nuclear polarization in spin-blockaded double quantum dots. The
two-polarization model described in this chapter supports an extremely rich class of
behaviors, of which we've only begun to scratch the surface. This model can also
be extended by, for example, including terms to account for nuclear spin diffusion
between the two dots. Such cross-talk between SL and sR, which would occur with a
time-delay, could help to generate oscillatory behavior as well.
Outside of Ono and Tarucha's oscillations, there are many other experimental
puzzles regarding nuclear spin dynamics in spin-blockaded quantum dots to be solved.
Koppens et al. observed very long time-scale bistable fluctuations of current, which
are still not fully understood [34]. We have an ongoing collaboration with the Delft
group to study this behavior.
Recent experiments at ETH Zurich have also demonstrated nuclear spin induced
feedback in InAs nanowire double quantum dots [64]. The sign of feedback in these
experiments appears to be opposite of that observed in experiments on GaAs devices.
Although a qualitative explanation of the observations was given in Ref. [64], I be-
lieve that there are still many questions to be answered. Because spin-orbit effects
are expected to be strong in InAs, this system could also be a good candidate for
realizing and exploring the non-Hermitian quantum walk described in chapter 6. If
the relative strengths of hyperfine and spin-orbit couplings can be changed in situ,
perhaps by rotating the direction of the magnetic field, then the phase transition of
chapter 6 would appear as an abrupt change in the nuclear pumping efficiency as
these parameters are varied.
Another interesting direction to explore is the possiblity of analogous nuclear po-
larization effects in spin-blockaded carbon nanotube double quantum dots [140, 141,
142]. Spin blockade has only recently been achieved in such devices [142], which have
many interesting differences from GaAs and InAs systems. First, the conduction
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band of carbon nanotubes is composed primarily of p-orbitals, with some s-orbital
admixture due to curvature of the tube. As a result, it is not clear that the simple
contact hyperfine interaction Eq.(2.9) accurately describes the coupling of electron
and nuclear spins in this system. Also, due to the orbital degeneracy of the nanotube,
there are many new effects to explore regarding the coupling of spin and orbital de-
grees of freedom (see, for example, Ref. [143]). As more experimental results emerge,
there will undoubtedly be many more puzzles to be solved.
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Chapter 8
Amplitude spectroscopy of a
solid-state artificial atom
Up to now, we have focused on various methods of controlling nuclear spins via their
interactions with electron spins in quantum dots. Because each electron is coupled to
an extremely large number of nuclei, it is difficult to exert quantum control over the
nuclear spins in this way. Other degrees of freedom however, such as electron spins
in few-electron quantum dots or superconducting qubits, do provide opportunities to
study quantum control in solid-state systems. In this chapter, I will present "Am-
plitude Spectroscopy," a method we developed for characterizing solid-state few-level
systems based on quantum control using strong driving fields at low frequencies. This
work was done in collaboration with the superconducting flux qubit group at MIT; to
give full credit where credit is due, the beautiful experimental data shown here were
obtained by Dave Berns.
After setting the stage for this work in the context of spectroscopic techniques in
section 8.1, I will provide the basic details of the experimental system we consider and
the method that we use to induce and detect transitions between states of the system.
Then in section 8.3, I will show and discuss the results of amplitude spectroscopy when
the system is driven to saturation. By examining how the steady state populations
in the ground and excited states vary with driving amplitude and detuning, one can
reconstruct the energy level diagram of the system (e.g. locations of avoided crossings
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between levels, and coefficients of proportionality between energies and external con-
trol paramters). The system's response over short time intervals provides additional
information about the coupling strengths at the avoided crossings, and coherence of
the system, as will be discussed in section 8.4. Although the amplitude spectroscopy
signal is strongest for levels that are coupled strongly at avoided crossings, in section
8.5 we demonstrate that additional weakly coupled levels can be identified as well.
Finally, we will conclude this chapter with some final remarks about the significance
of this work for the field (section 8.6).
8.1 Introduction
Spectroscopy has historically been used to obtain a wide range of information about
atomic and nuclear properties[76, 77]. Early on, the determination of spectral lines
helped elucidate the principles of quantum mechanics through studies of the hydrogen
atom and provided a means for testing atomic theory. Since then, several spectroscopy
techniques to determine absolute transition frequencies (or, equivalently, wavelengths)
have been developed, involving the emission, absorption, or scattering (e.g. Raman)
of radiation. The advent of tuneable, coherent radiation sources at microwave and
optical frequencies led to the age of modern atomic spectroscopy, where a primary
approach is to identify absorption spectra of natural[76, 77] and artificial[78, 79, 80,
81, 82, 83, 84, 85, 86, 87, 88, 89] atoms and molecules as the source frequency v
is varied to fulfil the resonance conditions AE = hv, where AE is the energy-level
separation and h is Plancks constant.
The study of artificial atoms, whose spectra extend into the microwave and mil-
limetre wave regimes (10-300 GHz), faces distinct challenges. Stable, tuneable mi-
crowave sources in excess of 70 GHz exist, but are expensive, and generally re-
quire multipliers which are inefficient and intrinsically noisy[90]. Frequency depen-
dent dispersion and attenuation, tight tolerances to control impedance, and multi-
mode or restricted-bandwidth performance of transmission lines and waveguides[90]
limit the application of broadband frequency spectroscopy in these systems, partic-
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ularly in cryogenic environments. Despite these challenges, superposition states in
superconducting[78, 79, 80] and semiconducting artificial atoms[82] have been probed
directly up to several 10's of GHz. A number of leading groups have developed al-
ternative techniques, e.g., resonant- and photon-assisted tunneling[83, 84], which can
be used to access spectroscopic information in specific systems at even higher fre-
quencies, though each has its own advantages and limitations and may not be easily
applicable to other systems.
Amplitude spectroscopy, introduced here and in Ref.([133]), probes the energy-
level structure of a quantum system via its response to driving-field amplitude rather
than frequency (Fig. la). It is applicable to systems with energy-level avoided cross-
ings that can be traversed using an external control parameter, including solid-state
artificial atoms[78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89], molecular magnets[91,
92, 93], and spin systems[94]. Such longitudinal excursions throughout the energy-
level diagram (Fig. Ic) are realized via strong driving with an external field at a
fixed frequency, which may be several orders of magnitude lower than the frequencies
required for direct resonance with the varying energy-level spacing. For appropriate
combinations of amplitude and frequency, the quantum evolution is adiabatic, except
in the vicinity of energy-level avoided crossings where Landau-Zener-type quantum-
coherent transitions[95] occur. The quantum interference between repeated Landau-
Zener transitions gives rise to Stiickelberg interference fringes that encode information
about the system's coherent evolution and energy spectrum. By trading amplitude
for frequency, the amplitude spectroscopy approach allows one to probe and manip-
ulate quantum systems with strong coupling to external fields over wide bandwidths.
In our experiment, we determine the energy spectrum of a manifold of states with en-
ergies from 0.01 to 120 GHz x h in a superconducting artificial atom, using a driving
frequency near 0.1 GHz.
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Figure 8-1: Amplitude spectroscopy with long-pulse driving towards saturation. a)
Amplitude spectroscopy diamonds. The qubit is driven at a fixed frequency v =
0.160 GHz, while the driving amplitude V is swept for each static flux detuning
6fdc. Color scale: net qubit population in state I L) (see text). The main diamond
regions, symmetric about 6fde = 0, are labelled D1 to D5. The diamond edges occur
when a particular level crossing is first reached (amplitudes V1 - V5 for 6 fdc = 6fJc).
Arrows indicate signatures of transverse modes in D3 (see Fig. 4). Top axis: the
10, L) --+ 10, R) energy spacing AE 0,0 accessed by V from 5fd, = 0. b), Schematic of
the qubit surrounded by a SQUID magnetometer readout. Static and radio-frequency
(RF) fields control the state of the qubit: a 3-ps cooling-pulse (11 MHz, 990 mV)
30 followed by an amplitude spectroscopy pulse of duration At. The qubit state
is read out using the SQUID pulse. c), Schematic energy-level diagram illustrating
the relation between the driving amplitude V and the level-crossing positions for a
particular static flux detuning 6 fdc = 6f•*. Arrows represent the amplitudes V1 - V5
at which the crossings are reached, marking the diamond edges in (a).
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8.2 Implementation
We demonstrate amplitude spectroscopy with a superconducting qubit, a solid-state
artificial atom exhibiting discrete energy states[83] that can be strongly coupled to
external radio frequency (RF) fields while preserving quantum coherence[85]. Arti-
ficial atoms are natural systems for probing a wide range of quantum effects: co-
herent superpositions of macroscopic states[78, 79, 80, 81], Rabi oscillations[85, 86,
87, 88, 89, 96, 97, 98, 99], incoherent Landau-Zener transitions[100], Stiickelberg
oscillations[101, 102, 103, 104], microwave cooling[105, 106, 107], cavity quantum
electrodynamics[108, 109, 110, 111, 112], and aspects of quantum measurement[113,
114, 115].
Our qubit (Fig. Ib) is a niobium superconducting loop interrupted by three
Josephson junctions[116, 117] (see Supplementary Information in appendix A). Near
flux-bias f 4D0/2, the qubit potential has a two-dimensional double-well profile
parameterized by the flux detuning 6f - f - 0o/2, where (o is the superconduct-
ing flux quantum (Supplementary Fig. la in appendix A). The qubit potential is
approximately separable at lower energies, and so the system's first few energy eigen-
states can be assigned transverse (p = 0, 1, 2,...) and longitudinal (q = 0, 1, 2,...)
quantum numbers, with energies controlled by the flux detuning 6f. When the po-
tential is tilted so that resonant interwell tunnelling is suppressed, the eigenstates
closely approximate the diabatic well-states localized in the left (L) and right (R)
wells, which are associated with loop currents of opposing circulation. In this limit,
the energies of localized states in the left (right) well increase (decrease) approxi-
mately linearly with flux detuning (Fig. ic). Whenever the diabatic states I p, q, L)
and j p', q', R) are degenerate, resonant interwell tunnelling mixes them and opens
avoided crossings Apq,p,q,. Because, for an ideally symmetric system, our driving is
longitudinal and thereby conserves the parity of the transverse modes, we assume
initially that only the lowest transverse mode is populated and use the reduced no-
tation: I p, q, L) -,I q, L), I p', q', R) -- I q', R), and Apq,pq, --, Aq,q, (Supplementary
Fig. Ib). We do observe, however, signatures of weak excitations of transverse modes
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(see Fig. 4 and related discussion).
We drive the qubit longitudinally with a time-dependent flux (green sinusoid,
Fig.1c)
6f(t) = 6fdc - 4rf sin wt, 4Drf = aV (8.1)
that induces sinusoidal excursions through the energy levels about a static flux bias
6fdc, where the driving amplitude ),rf is proportional to the source voltage V with
a frequency-dependent factor a. To reach a regime dominated by Landau-Zener
transitions at level crossings, we choose the driving frequency v = w/27r such that
hv is generally much smaller than the instantaneous energy-level spacing throughout
the driving cycle, and yet the evolution through level crossings is non-adiabatic. The
transition rate between the states q and q' is controlled by the relative-energy sweep
rate ( = h(llmql + Imql)d/dt[Sf]t=tj = h(Imql + Imql) rf wcoswti, evaluated at the
time ti when the system is swept through an avoided crossing Aq,q , (here h mq =
dEq/df is the diabatic energy-level slope of state q). In this regime, a Landau-Zener
transition at an avoided crossing with energy splitting Aq,q, occurs with probability
PLZ = 1 - exp[-irAq,q/2hi] (8.2)
and drives the system into a coherent superposition of energy eigenstates associ-
ated with different wells. Repeated Landau-Zener transitions give rise to Stiickelberg
oscillations[95, 101, 102, 103, 104, 118] in the population of the states q and q'. For
a crossing Aq,q,, and using a fixed driving frequency v, the resulting interference pat-
terns depend on the driving amplitude rf via the sweep rate (j, and on the static
flux bias 6fde via the times ti. Analyzing the interference patterns in (Irf, Sfdc)
space, therefore, allows one to obtain spectroscopic information about the system.
Because the rate (i is proportional to both amplitude and frequency, one can accom-
modate a small driving frequency by compensating with a large driving amplitude
at an appropriate static flux bias. This also allows one to control the time interval
between consecutive Landau-Zener transitions through a given crossing. In order for
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Crossing Location Magnitude Energy Level Slope
q, q' 6fq,q,(mo) Aq,q,/h (GHz) mq, (GHz/moDo)
0, 0 0 0.013 ± 0.001 1.44 ± 0.01
0, 1 8.4 + 0.2 0.090 ± 0.005 1.09 ± 0.03
0,2 17.0 + 0.2 0.40 ± 0.01 0.75 ± 0.04
0, 3 25.8 + 0.4 2.2 ± 0.1 0.49 ± 0.08
Table 8.1: Table of energy spectrum parameters determined using amplitude spec-
troscopy
Stiickelberg interference[95, 101, 102, 103, 104, 118] to occur, this time interval, typ-
ically a small fraction of the driving period 1/v, must be smaller than the relevant
decoherence times28 (see Fig. 3).
Each experiment uses the pulse sequence shown in Fig. ib, which consists of
a harmonic cooling pulse to initialize the qubit to its ground state[105], followed
by the desired amplitude spectroscopy pulse. The qubit state is determined with a
synchronous readout pulse applied to a superconducting quantum interference device
(SQUID) magnetometer (see appendix A). Using this technique, we investigate both
the long-time and short-time behaviour of our qubit, and determine the energy-level
slopes mq, the splittings Aq,q,, and locations 6 fq,q, of level crossings that constitute
the energy-level diagram.
8.3 Stationary amplitude spectroscopy
Fig. la displays the amplitude spectroscopy of the qubit driven towards saturation.
Four primary spectroscopy diamonds (D1, D2, D3, and D4) with large population
contrast, centred about Sfde = 0, are observed in the data; they are flanked by eight
fainter diamonds. The diamond structures result from the interplay between static
flux detuning and driving amplitude, which determine when the various level crossings
are reached. Because the onset of each diamond is associated with transitions at
a particular level crossing, the diamond boundaries mark the occurrence of level
crossings. We use the linear relation between V and (rf (see Fig. 2a) to obtain the
values of c fq,q, listed in Table 1.
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Figure 8-2: Energy-level slopes and interference patterns. a) Detail of diamonds D1
and D2 (Fig. la) showing interference patterns due to single (Dl) and multiple (D2)
avoided crossings (see text). Note strong population inversion in D2, and cooling in
the region between D1 and D2 as well as at interference nodes inside D2. Arrows in-
dicate the avoided crossing locations Afq,q, (top axis); the flux-to-voltage conversion
factor a is determined by the left side of D1 (dashed black line). b) Determination
of the energy-level slopes for levels 10, L), I0,R), I 1, L), and I 1, R) from the in-
terference fringes [dashed white lines in (a)] at 43 mVrms (Dl) and 150 mVrms (D2).
Detuning location of the Nth interference-nodes (see inset) vs. N 2/ 3 and correspond-
ing linear fits (red lines). Error bars indicate residual estimates for identifying node
positions. Inset: Vertical slice from D1 (43 mVrm,,). Interference-node positions used
for scaling analysis are indicated by vertical lines. c) Discrete 2D Fourier transform
of both diamonds in (a). The sinusoids with half-periods k0o and kl, used to extract
the energy-level slopes (see text), arise from crossings Ao,o and Al,o (A 0,1).
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For the particular static flux detuning 6fdc = c6f < 0 (dashed line on Figs.la and
Ic), the cooling pulse prepares the qubit in the ground state, I 0, L). As the amplitude
of the spectroscopy pulse is increased from V=0, population transfer from 10, L) to
10, R) first occurs at V = V1 when the Ao,o crossing is reached (left side of diamond
D1, Fig. la). For VI < V < V2, Stiickelberg interference [101, 102, 103, 104, 118] at
the Ao,o crossing results in the observed fringe contrast (detail, Fig. 2a). At V = V2,
the adjacent crossing A1 ,o is reached, inducing transitions between levels 10, R) and
I 1, L) and marking the right side of D1.
For V2 < V < V3 , the data exhibit a dramatic reduction in contrast due to the
addition of a single, strong transition at A1,0 . The saturated population depends
on the competition between transitions at Ao,o and A1,o, on relatively fast intrawell
relaxation, and to a lesser extent on much slower interwell relaxation processes. In
our qubit, because A0 ,o < A1 ,0 , the dominant transitions occur at the A1,0 crossing.
Transitions 10, L) -+ 10, R) are still induced at the A0o,o crossing, but constructive
Stiickelberg interference at A 1,0 converts a substantial fraction of that population to
I1, L), an excited state of the left well. Since relaxation within a well is a relatively
fast process in this device, the excited-state population tends to relax back to the
ground state 10, L), thus suppressing the net population transfer. In contrast, for
values of V such that the interference at A1 ,o is destructive, the population remains in
10, R), making the interference fringes arising from Ao,o visible, albeit with reduced
contrast (faint diamond, Fig. la; detail, Fig. 2a). The described regime in the
interval V2 < V < V3 can be utilized to realize cooling of the qubit to its ground
state[105]; we also use it in this work to initialize the qubit.
At even larger amplitudes, transitions to additional excited states become possible.
When V > V3 , the qubit can make transitions between 10, L) and ] 1, R), marking the
left side of diamond D2. The right side of this diamond is marked by the amplitude
V = V4 that reaches A 2,0 , allowing transitions between 10, R) and 2, L). This
description can be extended straightforwardly to the remainder of the spectrum.
In this device, we did not find explicit signatures of coherent multi-path traversal
between the 6f < 0 and Sf > 0 regions of the energy-level diagram (e.g., via avoided
145
crossings A, 1, A2,2, -... .
There are several notable features associated with amplitude spectroscopy. First,
we are able to probe the qubit continuously over extraordinarily wide bandwidth. In
particular, diamond D5 in Fig. la results from transitions to energy levels more than
100 GHz x h above the ground state. Even at such high energy levels, our artificial
atom retains its energy-level structure in the presence of the strong driving field used
to probe it.
Second, we utilized a single driving frequency of only 0.16 GHz. Generally, for
double-well systems, the splittings Aq,q, tend to increase for higher excited states (Fig.
Ic). In such cases, the entire spectrum can be mapped using a single frequency, or
a small range of frequencies, because the larger driving amplitudes required to reach
those larger splittings Aq,qi also provide the larger sweep rates required to probe them.
Third, diamond D2 exhibits strong population inversion due to the competition
between transitions to the respective excited states ) 1, L) and 1, R) and at avoided
crossings A 1,0 and A0,1 combined with fast intrawell relaxation to 10, L) and 0, R)
(Fig. 2a). The transition rates at A1,o and A0 ,1 exhibit strong oscillatory behaviour
due to Stiickelberg interference, constructive or destructive, depending on the values
of 3 fdc and V. The competition between these rates leads to a checkerboard pattern,
symmetric about 6fdc = 0, with alternating regions of strong population inversion
and efficient cooling, depending on the specific well, L or R, in which the relaxation
occurs. Similar checkerboard patterns are present in the higher diamonds. Because
the population inversion observed here relies on relaxation, it loses its coherence with
the driving field and can be utilized as the active medium of a single-atom laser[119].
The energy-level separation AEq,q, - h(Imql + Imq, )(Sfd, - 6fq,q,) between states
) q, L) and I q', R) is proportional to the net flux detuning from the location 6fq,q, of
the avoided crossing Aq,q,, and to the sum of the magnitudes of the energy-level slopes
mq and mq,. Because the relative phase accumulated between the I q, L) and Iq', R)
components of the wave function over repeated Landau-Zener transitions is sensitive
to AEq,q,, the slopes can be derived from the interference patterns which arise when
varying Jfdc. The Nth node in the interference pattern, where a "node" indicates a
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minimal change in the states' populations, occurs when a relative phase of 2rN is
gained between transitions[101] (Fig. 2b). For sinusoidal driving, the locations of the
nodes (in Jfdc) follow the power-law Sqq,N 2/3 with the prefactor sqq, related to the
energy-level slopes (see appendix A):
Imql + Imq,l = bv (8.3)
where b = 37r/2v2 and a is the frequency-dependent conversion factor between RF
flux and source voltage; its value a = 0.082 m(o/mVrm. at v = 0.16 GHz is inferred
from the slope of the left edge of the first diamond (Fig. 2a). Fig. 2b shows the N 2/ 3
power-law fits to the nodes of the vertical slices in diamonds D1 and D2 which are used
to extract mo and mi (Fig. 2a, dashed vertical lines), where we take Imql = jmq, I- mq
for q = q' in our device. The slopes are obtained sequentially from the fitted values
sqq, in equation (3), starting with 2mo = 2.88 GHz/mo, followed by mo+ml = 2.534
GHz/m(o; their values are summarized in Table 1.
As an alternative way to analyze the data, we employ the discrete two-dimensional
Fourier transform (2DFT). To see the benefits of the 2DFT, we note that the ampli-
tude spectroscopy plots in Fig. 1 and Fig. 2 display structure on several scales. On
the largest scale, the boundaries of the spectroscopy diamonds are readily identifiable.
The interiors of the diamonds are textured by fringes arising from the interference
between successive Landau-Zener transitions at a single or multiple avoided cross-
ings. On an even smaller scale, these fringes are composed of a series of horizontal
multiphoton resonance lines. In order to extract information from these small-scale
structures, it is helpful to apply a transformation that is able to invert length scales;
the 2DFT provides this service.
In particular, as illustrated in Fig. 2c, the 2DFT allows us to determine the rela-
tion between the slopes m0 and m, in a very clear and direct fashion (see supplemen-
tary information in appendix A). The observed structure in the first two diamonds
arises from the underlying Bessel-function staircases of multi-photon resonances as-
sociated with transitions between the lowest-four energy levels, where the n-photon
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absorption rate depends on driving amplitude through the square of the Nth-order
Bessel function[96, 101, 102, 103, 104]. Using Fourier analysis, the apparently com-
plicated mesh of overlapping Bessel functions is transformed to a pair of sinusoids
with periodicity related to the energy level slopes[120], k, = ±ag sin(k6fd /g), where
g = 2(lmqi + Jmq, )/v. The sinusoid associated with q = q' = 0 arises from the
transitions at Ao,o, while the second sinusoid with q = 0, q' = 1 and q = 1, q' = 0 is
degenerate and arises from the transitions at Ao,1 and Al,o. Thus, the half-periods
marked in Fig.2c are ko = 47rlmol/v, and kl = 27r(ImoI + ImlI)1/v. All four diamonds
and their individual Fourier transforms are presented in Supplementary Figs.2-5.
8.4 Time-dependent amplitude spectroscopy
Valuable additional information about the energy level spectrum and temporal co-
herence is gained by performing amplitude spectroscopy over short-time scales (Fig.
3). Rather than the time-averaged population discussed above, the time-dependent
technique allows us to observe Larmor-type oscillations in the time domain and the
real-time build-up of Stiickelberg oscillations, even for systems with coherence times
shorter than the driving period. In this measurement, we initialize the system to the
ground state at a given detuning 6fdc, and then apply a harmonic driving pulse of a
variable length At with fixed frequency v and amplitude V, of the form equation (1).
The phase of the sinusoid at the onset of each pulse is carefully adjusted to maintain
the timing and directionality of the RF-flux excursion through the energy levels. After
the pulse ends abruptly at t = At and Sf(t) returns to Sfd,, the qubit magnetization
remains approximately frozen for times shorter than the interwell relaxation time.
The main features of the time-dependent response are illustrated in Fig. 3, where
parameters are tuned to investigate the A2,0 level crossing (inset, Fig. 3c). At positive
flux detuning 5fdc > 0 the qubit is initialized to the ground state 0, R), whereas at
6 fdc < 0 the ground state is 10, L) (see Fig. Ic). Because the splittings Ao,o and A1 ,0
(Ao, 1) in our qubit are much smaller than A2,0 (A0 ,2), the change in qubit population
per driving cycle is dominated by Landau-Zener transitions at the crossing A 2,0 (Ao, 2 ).
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Figure 8-3: Amplitude spectroscopy with short-pulse driving, a) Qubit response to a
short RF pulse (1) of variable width At as a function of static flux detuning Sfdc, with
V = 181 mVr; v = 0.045 GHz. The scan is positioned on the left side of diamond
D3 [panel (c) inset, expanded in Supplementary Fig. 7a of appendix A], reaching all
level crossings through AO,2 and A2,0. Top axis: pulse width displayed in 1/4-periods,
regions A-E. b) Detail of the interference pattern, boxed region of (a). The black
parabola marks the pulse widths at which the sinusoidal flux-excursion first exceeds
and, then, returns through AO, 2. c) Temporal oscillations along the horizontal line in(b) at JfdC = 6f*fc, fitted by a Landau-Zener model with damping (red line, see text
and appendix A). Inset: Diamond 3 with chosen V and 6f c indicated by dashed
lines. Gray scale as in Fig. 4a. d), Interference-node positions versus N 2/3 along the
vertical line in (b) and best linear fit. Error bars indicate residual estimates from
identifying node positions. Inset: interference pattern along vertical line in (b) and
node locations.
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For positive flux detuning Jfdc > 0, the qubit is driven through 6f(t) < 0, with
significant population transfer first occurring in region A when A2 ,0 is reached. The
onset of population transfer 10, R) -+ 12, L) is followed by brief temporal Larmor-
type oscillations between these states (see below). The population becomes stationary
after the qubit returns through A2 ,0 in the second quarter period (region B).
Because excited-state population in 12, L) tends to relax to the ground state
(0, L), the next prominent population transfer, 10, L) -- 12, R), occurs when the
qubit is subsequently driven through the avoided crossing A0,2 (positioned symmet-
rically to A 2,0 in the energy-level diagram in Fig. ic). This Landau-Zener transition,
observed in the third quarter-period (region C), is again followed by intrawell relax-
ation from 2, R) to 10, R). The population then remains nearly constant (region D)
until a third abrupt population transfer occurs during the first quarter of the second
period (region E), which signals the qubit's return to A2 ,0 and the repetition of the
driving cycle. The population transfer does not reach its furthest extent in flux during
the first half-period (as it does for the subsequent half-periods) because our pulse has
slightly lower amplitude for times At < 5 ns.
The observed response is not symmetric about 6fdc = 0. When starting at negative
static bias 3 fdc = Jf5c < 0, under harmonic driving (green line, Fig. ic), the system is
first drawn deeper into the ground state during the first half-period, without any level
crossings. It is only during the second half-period that crossing AO,2 is reached and
the first significant Landau-Zener transition occurs. The detailed time dependence of
population in this interval is shown in Fig. 3b. We can extract an approximate value
of A 0,2 by fitting the observed population change to equation (2), obtaining a refined
estimate through the simulation described below.
The temporal oscillations, or ringing, displayed in Fig. 3b and Fig. 3c can be
understood qualitatively in a pseudo-spin-1/2 picture, where the qubit states are
identified with up- and down-spin states relative to a fictitious z-axis. The qubit un-
dergoes Larmor-type precession about a tipped effective magnetic field which steadily
increases in magnitude and rotates toward the z-axis as the qubit leaves the avoided
crossing region. This picture is consistent with a temporal analysis of the canoni-
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cal Landau-Zener problem, in which a linear ramp with velocity v sweeps the qubit
through the avoided crossing. In the perturbative (non-adiabatic) limit, this model
yields the transition probability
P(t) = 0,2  eiivt'/2h ' (8.4)
(see appendix A). The integral in equation (4) often arises in the context of opti-
cal diffraction, giving rise to Fresnel oscillations similar to the coherent oscillations
observed in Fig. 3c.
Although equation (4) captures the essential features of the data in Fig. 3c, to ob-
tain a quantitative fit we must account for decoherence and the non-abrupt ending of
the pulse, which adds a small Stiickelberg-type interference[101] contribution (see ap-
pendix A). We found good agreement between the data and a simulation of the Bloch
dynamics of the two level system near AO,2, which included longitudinal sinusoidal
driving up to time t = At followed by a rapid turn-off transient over approximately 2
ns, and a decoherence rate of 27r x 0.65 ns- 1 (Fig. 3c). This large value is dominated
by intrawell relaxation and phase jitter. The value of AO,2 can be extracted as a fitting
parameter and, in this regime, is largely insensitive to the details of the pulse tran-
sient and decoherence. Although the resulting coherence times are relatively short
compared to the driving period, they are comparable to the typical Larmor frequency,
set by the sweep rate, which allows us to observe coherent oscillations. Furthermore,
as the qubit is swept back through the AO,2 crossing, the interference that occurs at
the second Landau-Zener transition mediates the conversion of temporal Larmor-type
oscillations into Stiickelberg steady-state oscillations.
As in the case of the stationary data in Fig. 2, the energy-level slopes can be
extracted from the Stiickelberg fringes (Fig. 3b) using the N2/3 power-law fitting
(Fig. 3d) and equation (3). We inferred m 2 and m 3 from the sums mo + m 2 = 2.189
GHz/m4o and mo + m 3 = 1.929 GHz/m(o. The short-time amplitude spectroscopy
procedure was applied to obtain Aq,q, for diamonds D2-D4 and slopes mq for diamonds
D3-D4, as summarized in Table 1 (A0 ,o was obtained using the method of Ref. [103]).
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8.5 Transverse modes
So far, we have focused only on the strongly coupled longitudinal modes. However,
the lack of perfect symmetry allows us to probe excited transverse modes as well
within our driving scheme. The population transfer is relatively weak, indicating
small deviations from an ideally symmetric double-well potential and longitudinal
driving. Signatures of these states appear in diamonds D3 and D4 (e.g., Fig. la;
inset, Fig. 4b; Supplementary Fig. 8a). The temporal response to a short RF pulse
taken on the left side of diamond D3 (inset, Fig. 4b) for positive flux detuning is
shown in Fig. 4a. The left side of diamond D3 results from accessing A 2,o00 during
the first half-period, where some population is transferred from the right well to the
left well, with the associated intrawell relaxation to 10, L), and we have used the
full notation explicitly indicating both longitudinal and transverse modes. Two weak
population transfers are identified during the second half-period between the known
positions of the longitudinal avoided crossings A00,02 and Aoo,o3 . This result is in
agreement with simulations of the qubit Hamiltonian[116, 117], which indicate that
two transverse modes, 1, 2, R) and 12, 2, R), exist in this region, as illustrated in
Fig. 4b. Although we can identify their locations, the values of A00 ,12 and A00,22 are
not conclusively determined from this measurement, because the population change
is small compared with that of the adjacent longitudinal crossings A00 ,02 and A00oo, 03
8.6 Discussion
The amplitude spectroscopy demonstrated here is complementary to conventional fre-
quency spectroscopy, and it is generally applicable to systems with traversable avoided
crossings, including both artificial and natural atomic systems. Due to the sensitivity
of interference conditions and transition probabilities to system parameters, it is a
useful tool to study and manipulate quantum systems, and we can envision it opening
new pathways for quantum control[121].
The amplitude spectroscopy technique can be extended to gather information
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Figure 8-4: Identification of transverse qubit states. a) Qubit response to a short
RF pulse of variable length At as a function of static flux detuning 6 fdc, with V =
179 mVr,,; v = 0.025 GHz. The scan is positioned on the left side of diamond D3
[panel (b) inset, expanded in Supplementary Fig. 7b], where the crossing A03 ,oo (but
not A00 ,o3) is reached. The signatures of two crossings with transverse states, Aoo,12
and Aoo, 22 , are indicated here and in the panel (b) inset. b) Schematic energy-level
diagram showing the locations of the transverse states. Inset: Diamond 3 with chosen
V indicated by a dashed line. Gray scale as in Fig. 4a.
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about the dissipative environment[122] by determining Landau Zener probabilities at
different sweep rates. It is also extensible to anharmonic excitation, e.g., one can uti-
lize arbitrary-waveform excursions through the energy levels and targeted harmonic
excitations to achieve desired transitions. This type of hybrid driving has been very
recently demonstrated with Cs atoms[123] and Rb atoms[124] about Feshbach res-
onances, systems containing weakly-coupled levels that are otherwise challenging to
address within the standard frequency-based approach.
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Chapter 9
Quantum phase tomography of
strongly driven two-level systems
In the previous chapter, we found that the 2D Fourier Transform of the so-called
"amplitude spectroscopy diamonds" reveals a very simple structure underlying the
complex patterns displayed inside the diamonds. In Fourier space, the correspond-
ing intensity is concentrated on a family of one-dimensional arcs joined together into
lemon-shaped ovals. As we show in this chapter, the Fourier transform in fact provides
a direct image of the time evolution of the quantum phase of the qubit state. Quali-
tatively, this result can be understood by noting that the oscillations in steady-state
qubit magnetization observed inside the diamonds result from interference between
successive Landau-Zener transitions at an avoided level crossing, and thus contain
detailed information about the accumulation of phase between crossings. In addition,
we find that one can probe dephasing mechanisms in the qubit by studying the decay
of intensity along a certain direction in Fourier space. Although this work was moti-
vated by the experiments in superconducting flux qubits presented in chapter 8, the
technique applies equally well to other solid-state two level systems, such as quantum
dots, where it is possible to access the coherent strong-driving regime.
In the first section, we will review the concept of Landau-Zener-Stiickelberg inter-
ference, and preview the results of the work. Then, in section 9.2 we write down the
time-dependent Hamiltonian (9.1) for the strongly-driven qubit. Because, for short
155
driving pulses, the qubit magnetization is proportional to the transition rate, we then
present a semi-classical argument for the profile of the transition rate in the ampli-
tude - detuning space and its Fourier transform. The modifications that occur for
the situation when the system is driven to saturation by long pulses will be discussed
in section 9.3.3. Following the semiclassical analysis of section 9.2, in section 9.3
we present a microscopic analysis of the transition rate and its Fourier transform in
the presence of classical noise (see section 2.4) based on the Hamiltonian (9.1). This
analysis reveals distinct signatures of intrinsic and extrinsic (ensemble-averaging) de-
phasing mechanisms.
9.1 Introduction
In the Landau-Zener-Stiickelberg (LZS) intereference regime [101, 102, 103], a qubit
undergoes repeated Landau-Zener (LZ) transitions at a level crossing, with adiabatic
evolution between crossings [81]. Interference between subsequent LZ transitions
results in an oscillatory dependence of qubit magnetization in the final state on the
detuning from the level crossing and the driving amplitude [101, 121]. The LZS effect
is related to earlier observations of photon-assisted transport in quantum dots [129,
130] and in superconducting systems [131, 132], which exhibit multiphoton sidebands
with oscillatory dependence on RF field amplitude. Although the observed oscillations
washed out more quickly at high RF power in those devices than in the qubits [101,
102, 103], in all cases the oscillations originated from the LZS interference effect.
A new regime of strong driving was reported in chapter 8 and Ref. [133], in which
a qubit was driven through a manifold of several states spanning a wide energy range
up to 120 GHz. The observed LZS interference indicated that even such strong driving
was not detrimental for coherence. The change in qubit magnetization induced by
the driving pulse exhibited complex checkerboard-like patterns in the two-dimensional
phase space parameterized by the DC magnetic flux and RF driving amplitude. These
patterns displayed a multiscale character, with multiphoton resonance lines on the
finest scale and LZS interference fringes on a larger scale, and additional complexity
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Figure 9-1: Tomographic imaging of qubit phase evolution. The pattern of LZS
oscillations in (a) the transition rate (9.12) and (b) its Fourier transform, which
exhibits a family of parabolic arcs (9.8) forming lemon-shaped ovals. Along each arc,
ke and kA represent the time separation t 2 - t1 and phase gain Vp2, Eq.(9.5), between
subsequent level crossings, respectively. The Fourier intensity at each such point is
mapped from the region near a ray e/A = u in the (A, e) plane, where the parameters
A, e all yield the same time interval and phase gain between level crossings. Four
of these rays and the corresponding points in Fourier space are shown in matching
colors. A Sawtooth-like driving signal (inset) was used, with the decoherence rate
F2 = 1w in (9.12).
due to resonance and interference effects involving several pairs of energy levels during
each pulse.
In an attempt to better understand the observed patterns, we employed a two-
dimensional Fourier transform (FT). Unexpectedly, the FT revealed a highly ordered
structure of one-dimensional arcs joined together to form lemon-shaped ovals in
Fourier space, in contrast to the familiar Bragg peaks in the Fourier images of peri-
odic patterns. Most surprisingly, these arcs were found to connect the high and low
wavenumber regions, which are associated with the multiphoton resonances and LZS
interference fringes.
Our analysis reveals a relation between the lemon-shaped structures and the co-
herent dynamics of the qubit. In fact, because the Fourier transform inverts the
energy variable and maps it onto the time variable (scaled by h), we find that the
lemon arcs can be interpreted as an image of the time dependence of the quantum
phase of the qubit (see Eq.(9.2) below). This relation, as we shall discuss, can be
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exploited to probe fundamental aspects of qubit dynamics such as decoherence and
dephasing, and to measure the decoherence times T2 and T2*.
The intensity of each point on the curve in Fourier space arises from a particular
ray-like section of the LZS pattern (see Fig.9-1), with the section direction in one-
to-one correspondence with the time interval beween level crossings. The section-by-
section mapping to Fourier space is reminiscent of tomographic imaging, and realizes
a "tomogram" of the time evolution of the qubit phase.
Employing the FT to image quantum phase is familiar from the work on the meso-
scopic Aharonov-Bohm effect [135, 136], which used the dependence of conductance
on magnetic field. In our approach, however, the time dependence of the phase is re-
constructed using a two-dimensional FT where the axis associated with the detuning
from a qubit level crossing plays the role of time.
We also note that in recent work [114, 137, 138] a tomographic reconstruction
of the Wigner function on the Bloch sphere was performed. The procedure used in
Refs.[114, 137, 138], which employs controlled rotations of the qubit state following
its Rabi oscillations, is different from that used in the present work. Our image of
qubit time evolution is obtained in Fourier space. Also, because of the nature of the
LZS effect, it only provides information about the relative phase of the qubit 10) and
I1) states, rather than the entire Bloch vector.
9.2 Qubit evolution and its Fourier transform
To emphasize aspects common to different experiments that have used harmonic [101,
102, 103, 104, 133], sawtooth-like [128], and bi-harmonic [134] RF driving, we consider
a generic periodic driving of the qubit:
h (h() A h(t) = - Ag(t), (9.1)2 -- A 
-h(t))
where h(t) is the energy detuning from an avoided crossing, periodically modulated
by the driving field g(t) = g(t+T) with amplitude A and zero mean, f g(t)dt = 0. For
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simplicity here we focus on the case when g(t) has one maximum and one minimum
per period.
Away from the level crossing, the qubit evolves adiabatically as a superposition
of the states 10) and I1). The LZS interference can be expressed [101] through the
relative phase of the states 10) and 11) gained between subsequent passages through
a level crossing:
t2 t2
p(A, e) = h(t)dt = E(t2 - ) - A g(t)dt. (9.2)
tl tl
The times tl,2 of level crossing are the solutions to
Ag(t) = E (gmin < e/A < gmax), (9.3)
represented graphically in the inset of Fig.9-la by the intersections between lines
of fixed detuning and the driving signal. Quasiclassically, the LZS contrast can be
modeled by a sum of functions cos((p(A, E)), one per each choice of tl,2 in (9.2). We
consider a position-dependent wavevector
(kA, k,) = ±(VAp(A, E), VEP(A, e)), (9.4)
where ± accounts for the contributions of e ±ip(A,' ). Evaluating the derivatives in (9.4)
and, noting that the net contributions of Vetl,2 and VAtl,2 vanish due to (9.3), gives
2
(kA, ke) = t(- 2, t2 - t), 1 2 = g(t)dt. (9.5)
Crucially, Eq.(9.5) defines a curve parameterized by a single variable u = EI/A, which
is the only parameter upon which the times tl,2 found in Eq.(9.3) depend.
We illustrate this mapping by an example of sawtooth driving (Fig.9-1 inset) with
g(t) linear between the points
g(nT) = -g((n ± !)T) = 1. (9.6)
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In Fig.9-1, the points in Fourier space arising from different E/A sections are denoted
by dots with colors matching those of the corresponding rays EI/A = u in the (A, E)
plane and of the constant detuning lines in the inset. The k, and kA coordinates
of those points correspond to the time separation (Fig.la inset) and the phase gain,
Eq.(9.5), between subsequent level crossings. In this way, the curves (9.5) reproduce
the time evolution of qubit phase.
As shown in Fig.9-1, each ray maps to a family of points (9.5). The reason for this
multiplicity is that, besides the sign ± in Eq. (9.5), Eq.(9.3) has multiple solutions
t' = tl + niT and t' = t2 + n 2T for each e and A, where T is the period of driving and
nl,2 are arbitrary integers. Because f g(t)dt = 0, all such solutions yield the same
phase gain p2 and the same value of kA. However, the corresponding values of k, are
displaced by (n2 - nl)T, generating the periodic family of arcs shown in Fig.9-1b.
Another class of solutions to Eq.(9.3) describes subsequent passages through the
level crossing in the same direction: t2 = t + nT. In this case t1 is unconstrained and,
because zero phase is gained over a single driving period, we obtain a discrete set of
points (kA, ks) = (0, nT) irrespective of E, A. As displayed most clearly in Fig.9-2c,
the FT intensity indeed exhibits peaks at k, = nT. The peak positions kE = nT agree
with the spacing hw between multiphoton resonances in the (A, e) plane.
To find the form of the curves in Fig.9-1b, we solve Eq. (9.3) for the case of sawtooth
driving, Eq.(9.6). Without loss of generality we select -T/2 < tl < 0 < t2 < T/2
and find
t2 = -tl = /2, 7- T(A - )/2A. (9.7)
Evaluating the phase A 12 = g(t)t = (1 - E2/A 2 )T, we obtain parabolic arcs in
Fourier space:
(kA, kE) = +(-(1 - T/T)T, 7 + nT), (9.8)
0 < 7 < T, where the term nT was added to k, to account for the multiple solutions
to Eq.(9.3) discussed above.
Similarly, in the case of harmonic driving, the solutions of Eq.(9.3) are t2 =
-tl = 1 arccos(e/A), which gives the phase ~p2 = ftt cos(wt)dt = (2/w) 1 - E2/A 2 .
-t= rcos~/-) ie s 1
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Figure 9-2: Transition rate (9.12) and its FT for sawtooth-like driving for I2 = w,
four times larger than in Fig.9-1. A 3D projection plot of Fourier intensity is shown
to illustrate the exponential decay WFT(kA, ke) oc e- r 2ke.
Substituting these results into Eq.(9.5) we obtain the sinusoids
wkA/2 = ± sin (wk,/2) (9.9)
which were observed in Ref. [133].
9.3 Microscopic analysis
9.3.1 Classical noise and dephasing
Now we turn to a microscopic analysis of qubit dynamics based on the Hamiltonian
(9.1) to which we add classical noise to model decoherence: h(t) = h(t) + 6E(t). The
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a) FT of the transition rate in Fig.9-2 after the image was doubled by extending W to
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transitions between qubit states 10) and 1) can be analyzed most easily in a rotating
frame where
h< (o A(t A(t)= Ae-i=(), (9.10)
with ýo(t) = fo h(t')dt'. Perturbation theory in A yields the rate of transitions between
the states 10) and j1) (see section 2.4):
A2 f t+bt
W = lim (e-iL)(ti)t2))sEdtjdt2, (9.11)
tr2>i 46t fit
where r2 = is the decoherence rate. We average over 6E(t) using the white noise
model: (ei6(t2)-ib 1(t))3 = e- r 2 l t - t2 1, where 6cp(t) = fo• 6(t')dt'.
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To find the rate W in closed form, we use the Fourier series e''(t) = ei't •• f e-•m •t
where the coefficients fm can be expressed through the error function of complex ar-
gument for the case of sawtooth driving, or Bessel functions for the case of harmonic
driving [103]. Using the appropriate Fourier series in (9.11) and performing the inte-
gration over tl and t2, we obtain the expression
W(E A) 2  12(9.12)
2- -• wm)2 + F
m=-- oo
At w > 21r2 this expression describes non-overlapping resonances (see Fig.9-1), while
at w < 27rF 2 it describes the partially dephased regime of Ref. [103] (see Fig.9-2).
To evaluate the Fourier transform of the transition rate
WFT(kA, ke) =] e--iAkA-iek W(e, A)dedA,
it is convenient to return to expression (9.11). Because the phase p(t) = Et -
ft Ag(t')dt' is linear in E as well as in A, we can easily bring the Fourier transform of
(9.11) to the form
a(k, + tl - t2)5(kA + ~p12)e-r2tt2 Idtidt2
with a = A2 (27r) 2/4St and p2 defined in (9.5). This result can be simplified by
performing the integration over t2 with the help of the delta function 6(k, + tl - tW),
giving
WFT(kA, ke) = A2we- 2k 6(kA + 2)dtl, (9.13)
where t2 = t1 + kE. Result (9.13) illustrates the effect of dephasing on the lemon
structure through the prefactor e- r 2kEl (see Fig.9-2c), which arises from the exponen-
tial decay in time e- It2-t l/T2, and is consistent with the interpretation of k, as a time
variable.
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9.3.2 Ensemble averaging
It is instructive to compare this behavior with the effect of ensemble averaging, mod-
eled by random offsets 6e with a gaussian distribution. Because the phase factors in
(9.11) are linear in E, the ensemble-averaged FT is
(WFT(kA, ke))ens oc e-r2nksle-½Ak•  = (62). (9.14)
Through this dependence, instrinsic dephasing and ensemble averaging, i.e. T2 and
T2*, can be distinguished.
The lemon boundary obtained from (9.13) for a generic g(t) agrees with the qua-
siclassical result (9.5). Indeed, the range of kA for which FT intensity is nonzero,
at a fixed ke, are determined by the extrema of the function V2 in t1 . Writing
ti(= g (t2) - g(t1) = 0 we recover Eq.(9.3).
For the case of harmonic driving, g(t) = coswt, we can evaluate (9.13) by noting
that W92 = (sin(wt 2) - sin(wtl))/w = (2/w) sin( wke) cos(w(t, + Ike)). The integral
over t1 in (9.13) then yields
WFT(kA, ke) = (9.15)
2 4 sin2 (Iwke) - k
for IkAj < I sin( wkE) , and zero elsewhere. We see that WFT(kA, ke) is concentrated
inside the region bounded by the sinusoids (9.9) with square root singularities at the
boundary. Similar behavior with a square root singularity in FT intensity is obtained
for the sawtooth case, as illustrated in Fig.9-3. Because Eq.(9.15) is derived with the
FT taken over -oo < A < oc, the LZS pattern in Fig.9-2 had to be doubled to obtain
the FT in Fig.9-3.
9.3.3 Saturation due to long-time driving
Finally, lemon structures are also exhibited by the FT of the qubit steady-state popu-
lation. The lemon arcs with multiple periods, clearly visible in Fig.9-4, arise because
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Figure 9-4: Qubit magnetization and its FT. Shown is the magnetization of a qubit
driven to saturation: m = (F1 - rF)/(2W + F1 + Fl), r1 = Fie-E/kBT, where F1 (IF')
is the down (up) relaxation rate [103]. Results are shown for sawtooth driving with
parameter values: decoherence rate F2 = 1w, temperature kBT = 1.2hw, relaxation
rate F1 = 8 - 10-sw, frequency v = 400 MHz, level splitting A = 12 MHz.
of a nonlinear dependence of saturated population on W, with quadratic nonlinearity
giving double period, cubic nonlinearity giving triple period, etc. This multiplicity of
periods was also observed in the data [133].
9.4 Conclusions
In conclusion, FT-based tomography of two-dimensional LZS patterns is a general
technique that offers a way to image the quantum phase evolution of qubits and other
quantum systems. In the simplest case of a driving signal with just one maximum
and one minimum per period, we predict a chain-like lemon structure in Fourier space
which is in perfect agreement with recent observations.
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Chapter 10
Summary and Conclusions
This concludes the body of work that I will present in support of my claim that
nanoscale devices offer a platform to study and demonstrate new forms of control over
both quantum and classical degrees of freedom in solid-state systems. Through several
examples involving the dynamics of nuclear spins in quantum dots and the control
of superconducting qubits, I have hopefully given you a taste of the possibilities
for research into the physics of the mesoscopic regime that can be realized using
nanoscale devices. In chapter 7, I already discussed my outlook for the field and
some new directions for continued research into the coupled dynamics of electron and
nuclear spins in quantum dots. However, this is all just a small slice of the much
bigger field of nanoscience, which in coming years will undoubtedly shed new light on
many questions of basic physics, and will find many applications in the information
technology sector.
10.1 Review of results
In the preceding chapters, we covered a range of ways in which it is possible to control
the behavior of nuclear spins in single and double quantum dots. Below I will briefly
summarize the main results.
Beginning with chapter 3, we showed how oscillating electric and magnetic fields
applied to a one-electron single quantum can be used to create interesting spatial
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patterns of nuclear polarization. These patterns may exhibit large gradients or sign
reversal over a distance comparable to or smaller than the dot radius, which could
enable new experiments to study nuclear spin diffusion over much smaller length
scales than previously possible.
Then, in chapters 4 and 5, we discussed how nuclear-polarization-induced feedback
on transport through spin-blockaded double quantum dots can be used to polarize and
to cool the nuclear spin distribution in double dots. The cooling mechanism is anal-
ogous to that of Doppler cooling commonly employed in atomic physics experiments.
By proper tuning of parameters, we found that a greater than 10-fold reduction in
polarization uncertainty may be achieved by this mechanism in GaAs devices. Thus
this cooling scheme could potentially be used to extend electron dephasing times in
double quantum dots by an order of magnitude.
Throughout chapters 3 to 5, we neglected the role of spin-orbit coupling, which is
expected to be weak in GaAs (see section 2.1.3). However, in other materials such as
InAs, the spin-orbit coupling may be much stronger. Because the spin-orbit coupling
is a competiting mechanism for lifting spin-blockade, one may wonder how the nuclear
polarization and feedback on spin-blockaded transport described in chapters 4 and
5 is modified for devices made out of such materials. In chapter 6, we studied the
nuclear polarization resulting from the decay of a spin-blockaded double-dot triplet
state in the presence of competing coherent spin-orbit and hyperfine interactions.
After a series of approximations, we found that this problem could be modeled by a
non-Hermitian quantum walk on a bipartite lattice. Surprisingly, the non-Hermitian
quantum walk Hamiltonian displays a topological phase transition, which results in
the quantization of the nuclear spin flip probability. Experimentally, this transition
would be characterized by an abrupt suppression of pumping accompanied by a dip
in current due to the formation of a dark state at the transition point.
In addition to discussing some open questions and my outlook for the field in
chapter 7, I also presented an extension of the model of nuclear spin pumping em-
ployed in chapters 4 and 5 that allows for the possibility of unequal polarizations on
the two quantum dots. Preliminary analysis indicates that this model may support
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new forms of feedback leading to the growth or suppression of polarization gradients
across the system. This possibility offers an interesting direction for further study.
On a somewhat different path, in chapter 8 I presented our work on amplitude
spectroscopy, a new method for characterizing solid-state artificial atoms. Under
cryogenic conditions, standard spectroscopy techniques which require wide bandwidth
and/or high-frequency pulses to probe devices run into many difficulties. We found
that, by instead exploring the amplitude dependence of the system's response to
excitation at a fixed, low (easily generated) frequency, most parameters describing
the system's energy level diagram can be measured.
In the course of analyzing data displaying the steady state population of a su-
perconducting flux qubit as a function of dc flux bias and driving field amplitude,
we found that the data's Fourier image displayed a surprisingly simple and compact
structure, with all intensity concentrated on a single family of curves. After fur-
ther analysis, as discussed in chapter 9, we found that the Fourier transform in fact
provides an image of the time-dependence of the phase between components of the
qubit states. Additionally, due to the characteristic damping of the Fourier image
caused by homogeneous and inhomogeneous broadening, this technique is also useful
for studying dephasing mechanisms.
10.2 Last words
On a personal level, this work has been very rewarding to me. Over the past 5 years, I
have developed a new appreciation for solid-state physics, and learned many valuable
lessons about the way in which professional, scientific research is conducted. In par-
ticular, I have also benefited greatly from close collaborations with experimentalists
at MIT, Harvard, and TU Delft. As a theorist, it is possible to develop some very
beautiful ideas which, while interesting in their own right, have little bearing on real-
ity. While I believe that this is a perfectly respectable pursuit, I also find it both fun
and challenging to work on problems where my ideas can be put to the test against
real experiments. I feel that I have been part of a cycle of hypotheses and tests that
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closely resembles the scientific ideal that I was taught back in elementary school. By
maintaining contact with experiments and experimentalists, I believe that I have im-
proved my ability to communicate ideas to others, and have begun to develop some
understanding and intuition into how the (mesoscopic) world works. And after all,
that's exactly the reason why I became interested in physics in the first place.
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Appendix A
Supplementary information for
chapter 8
A.1 Supplementary Methods
Device Fabrication and Parameters The device was fabricated at MIT Lincoln
Laboratory. It has a critical current density J, - 160 A/cm 2 , and the characteristic
Josephson and charging energies are Ej3 (21rh)300 GHz and Ec r.0 (27rh)0.65 GHz
respectively. The ratio of the qubit JJ areas is a ; 0.84, and A . (2rh)10 MHz. The
qubit loop area is 16 x 16 tum 2, and its self inductance is Lq . 30 pH. The SQUID
Josephson junctions each have critical current Ico0 2 pA. The SQUID loop area is
20 x 20 tm 2 , and its self inductance is Ls ; 30 pH. The SQUID junctions were
shunted with 2 1-pF on-chip capacitors. The mutual coupling between the qubit and
the SQUID is M r 25 pH.
Potential Energy of the Persistent-Current Qubit The potential energy of
the persistent-current (PC) qubit is a 2D anisotropic periodic potential with double-
well structures at each lattice site [117]. After designing for negligible inter-lattice-site
tunneling, the potential energy can be visualized as a single double-well, as seen in
Fig. la. It is convenient to parameterize the potential energy U with phase variables
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(Pm = ( 1- V(2)/2 and p, = (1p + p2)/2, where Vi and P2 are the phases across
the two largest of the three junctions [117] (see Fig. lb in the main text). It is also
convenient to plot U/Ej, where Ej = 40oI/27r and Ic is the critical current of the
larger junction. When the double-well potential is symmetric and the qubit is driven
symmetrically, one can reduce the 2D potential to a 1D double-well along the Vm
direction, as seen in Fig. lb. This is the longitudinal direction along which the qubit
circulating current varies through the phase Vm [117].
Measurement Scheme The qubit states are read out using a DC-SQUID, a sen-
sitive magnetometer that distinguishes the flux generated by the qubit persistent
currents, Iq. The readout is performed by driving the SQUID with a 20-ns "sample"
current I, followed by a 20-ps "hold" current (Fig. lb in chapter 8). The SQUID will
switch to its normal state voltage Vs if Is > Isw,L (Is > Isw,R), when the qubit is in
state IL) (IR)). By sweeping the SQUID current Is and qubit flux detuning 6fdc,
while monitoring the presence of a SQUID voltage over many trials, we generate a
cumulative switching-current distribution function. From this distribution, we ex-
tract a best-estimator line in the space of Is and 6fdc that allows us to characterize
the population of state IL) for a given flux detuning.
Implementation The experiments were performed in a dilution refrigerator at a
temperature of approximately 20 mK. The device was magnetically shielded with
4 Cryoperm-10 cylinders and a superconducting enclosure. All electrical leads were
attenuated and/or filtered to minimize noise. The electrical temperature of the device
in the absence of microwave cooling was approximately 40 mK. After applying the
microwave cooling pulse (Fig. lb in chapter 8), the effective temperature of the qubit
was less than 3 mK. Microwave cooling enabled the data to be obtained at a repetition
rate of 10 kHz, much faster than the intrinsic equilibration rate due to interwell
relaxation. For all experiments, the static flux detuning was swept in 6-/p 0 steps,
and the RF amplitude was scanned in 0.5-mV steps (at the source). The pulse width
was scanned in steps of 0.005 ns to .1 ns, and each data point comprised an average
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of 500 to 30,000 trials, depending on the desired resolution.
Supplementary Discussion
Slope Extraction from Landau-Zener-Stiickelberg Interference Patterns
The interference between sequential Landau-Zener transitions at an isolated avoided
crossing is sensitive to the relative phase
AV = 2 AE(t') dt' (A.1)
accumulated by the two components of the wave function between the first and second
traversals of the avoided crossing. Here AE(t') is the instantaneous diabatic energy
level separation at time t', and tl,2 are the times of the first and second traversals,
respectively. We note that the energy AE is measured in frequency units (GHz),
which is equivalent to setting h = 1; this is why the expression contains the factor 27
rather than 1/h.
For demonstration, we focus on the interference in the first diamond where the
driving 5f(t) = --6fdC + aV sinwt sweeps the qubit through only the lowest avoided
crossing A0,0. Using the definition of the energy level slopes given in the text,
mq = dEq/df, and approximating the driving Sf(t) near the maximum of sinwt
by a parabola, we write the the energy difference of the states 10, L) and 10, R) as
AE(t) - 21mol(aV - 6fdc) - ImolaV w2(t - T/4)2, (A.2)
where T = 2w/w is the period of the driving signal, and mo is the energy-level slope
of the ground state (assumed to be equal in magnitude for the left and right wells).
By setting AE(t,) = 0, we find the initial and final crossing times tl,2 = T/4 :F t,
with t, = /2(aV - 6fdc)/&Vw 2 . In the parabolic approximation to the driving
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signal, Eq.(A.2), the phase accumulated between crossings is
2r= 2[ AE(t)dt = 2mol 8 (aV - 6 fdc) t* (A.3)
A~ - 2 ' AE(3)dt- 21to -
Using the quantization condition for interference, Acp = 27rN, and the definition
of t,, we find the values of static flux detuning {bfd(N )} where constructive interference
occurs:
87irV·f (aV - 6f(N))3/22N = 2mol ( )/ 2w (A.4)
Rearranging Eq. (A.4) and using w = 27rv we find the interference-node positions:
)dc = aV - so,oN 2 / 3, so,0 = (2 2VmoI• , (A.5)
which is the form we have used in our analysis of the Stiickelberg interference patterns
(see discussion before Eq. (3) in chapter 8).
Expression (A.5) can be generalized to any avoided crossing Aq,q, by making the
replacement 21mol -+ iJm, + Imq,1, from which we arrive at Eq. (3) in chapter 8.
Because the value of a can be independently obtained from the shape of the observed
amplitude-spectroscopy diamonds, the relation (A.5) can be used to determine the
energy band slopes mq from the data.
2D Fourier Transform of Amplitude Spectroscopy Diamonds The ampli-
tude spectroscopy data typically exhibit complex checkerboard patterns of Stiickelberg
oscillations originating from several level crossings, superimposed with multiphoton
resonance structure on a finer scale (see Figs. 1 and 2 of chapter 8). Extracting
spectroscopic information from these structures is facilitated by the two-dimensional
Fourier transform (2DFT), which yields Fourier intensity localized near lemon-shaped
oval curves in Fourier space. A detailed analytic treatment is presented in Ref. [120];
here we discuss how these results can be used to extract the parameters of the qubit
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energy spectrum from the data.
Let us start with the first diamond (D1), in which qubit magnetization exhibits
Stiickelberg oscillations arising from interference of repeated passages through the
level crossing Ao,o (see Fig. 2a). As discussed in Ref. [120], the main features of the
2DFT of the magnetization can be understood by studying the 2DFT of the transition
rate at the qubit level crossing in this regime. The 2DFT of the transition rate displays
intensity concentrated along the two curves
2 Vl
k4 = =- sin (2 k6 d) (A.6)
where the flux detuning and the driving signal are measured in the energy units:
6fdc = 2Imo1Jfdc and V = 21molaV. After going back to the physical units, Eq.(A.6)
gives
kvy = 4 m0 sin ( k6 fd) , (A.7)v 4=mol
in agreement with the 2DFT of the data shown in Fig. 2b. The simplicity of the
result can be traced to the fact that the curve (A.6) reproduces time evolution of the
quantum phase of the qubit [120] which is harmonic for harmonic driving.
Most strikingly, the apparently distinct phenomena of interference fringes and
multiphoton resonances observed in the real space image are manifested as a single
smooth curve in Fourier space. This structure can be understood by considering kv
and k6fdc to be smoothly varying functions of the spatial coordinates (V, 6fdc) and
applying the stationary phase analysis to the Fourier integrals [120].
The situation in the second diamond is somewhat more complicated. In numerical
simulations we found that the steady-state magnetization in D2 was well reproduced
by a simple rate model based on incoherently adding two additional transition rates
to account for transitions at the avoided crossings with the left and right first-excited
states. These additional rates are calculated using an appropriate value of energy level
splitting A0,1 (approximately 90 MHz), and also take into account the different slopes
of the ground and excited state energy levels. In this model, the lemon structure in
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the Fourier image of D2 is approximated as the sum of the Fourier transforms of the
three relevant transition rates. Due to the difference in the dispersion of the lowest
and second-lowest qubit energy levels versus dc flux bias, for the A01 and A10 level
crossings we have Sfdc = (Imol+lmll) 6fdc, V = (Imol+lmll)aV. This gives a sinusoid
kv = 2(Imol + Iml )a sin ( I kfd.) (A.8)
with the period different from that of (A.7) by the ratio of the slopes 21mol/(Imol +
I(mi). Both sinusoids can be clearly identified in the Fourier transform of the second
diamond, shown in Fig. 3 (see also Fig. 2 in chapter 8, the transform of both D1 and
D2), which indicates that all three transitions at the A0,o crossing and the Ao, 1 (Al,o)
crossings indeed contribute to the pattern observed in D2. From the measured ratio
of the sinusoids' periods we obtain the ratio of the slopes of the qubit energy levels
mo/mi without any fitting parameters.
Another important feature of 2DFT of the higher diamonds D2, D3 and D4, as
compared to D1, is that only portions of the principal sinusoids (A.6) are visible in
these Fourier images (see Figs. 3,4,5). This can be understood from the stationary
phase analysis of the Fourier integrals, presented in Ref.[120], which yields a map-
ping between rays in "real space" (V, 6 fd) and points in Fourier space (kv, k6fd).
This tomographic ray-to-point mapping originates from the fact that the pattern of
Stiickelberg interference fringes is characterized by position-dependent wavevectors
which are constant along the rays
dc= U, 1 < u < 1, (A.9)
aV
where u is the slope parameter used in Ref.[120] to label different rays. The rays
(A.9) are mapped to the points in Fourier space given by
(k, k6 d) = ,arccosu+7r ( sin , 0 + n) , (A.10)
where n = 0, ±1, +2..., 0 = arccosu, and tilde denotes the quantities rescaled in the
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same way as in Eq.(A.6). The ray-to-point mapping described by Eqs.(A.9),(A.10) is
schematically depicted in Fig. 6a.
Taking the second diamond as an example, we note that in its Fourier transform
the real-space integration samples a more limited sector of the fringes arising from
each of the avoided crossings as compared to the first diamond (see Fig. 6b). The
constraints on the rays (A.9) can be approximately described as -1 < u < 1 for
the fringes originating from the A0,o crossing, and as < u < 1 and -1 < u < -
for the fringes originating from the A0,1 and A1,o crossings. This means that there
is a gap around the peak of the sinusoid (A.8), for 2(Im|ri+ moI)ksfdc (n + 1/2)7r,
whereas in the sinusoid (A.7) there is a gap around the nodes, 4-l f fdC, a nnfr.
Using the formulas (A.10), these restrictions can be more conveniently expressed as
-kr, < kg < k* for the sinusoids (A.8), and Ikpl > k* for the sinusoid (A.7), with
k= . 1 - (1)2 =3 V/8 determined from the limiting slope u* = 1/3 of the rays
constrained by the size of D2. The resulting limitations on the arcs of the sinusoids
are schematically shown in Fig. 6b. We note that the actual size of the arcs visible in
2DFT of D2 (Fig. 3b) is slightly bigger than suggested by this estimate, because the
Fourier integral samples all the points in the rectangle in Fig. 3a rather than just the
points within the diamond D2.
The restriction of the phase space sampled by 2DFT becomes even more stringent
for higher diamonds D3 and D4, rendering the 2DFT approach as it was developed
here less useful for extracting spectroscopic information from these diamonds. In-
stead, we find that in D3 and D4 it is more efficient to extract the desired informa-
tion directly from the short-time dynamics as described in Fig. 3 in chapter 8 and
the accompanying discussion.
Fresnel-like Oscillations in the Landau-Zener Dynamics The time-dependent
oscillations observed in temporal-response measurements (see Fig. 3c in chapter 8)
result from Larmor precession about a tilted axis following the qubit's transit through
an avoided crossing. In the regime where the Landau-Zener transition probability is
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small, we use a perturbative model to relate these oscillations to the well-known
Fresnel integral.
By linearizing the sinusoidal driving signal Sf(t) = -Sfdc + Drf sin wt near the
moment of traversal through the avoided crossing, t, = w- 1 arcsin(6fdc/4rf), we arrive
at the familiar Landau-Zener Hamiltonian
7-(t) = (h/2)(vt &z + A&x), v = Aq,q, 'rfWCOsWt*, (A.11)
where v is the sweep velocity, the detuning 6 fdc is measured from the level crossing,
A = Aq,q, is the energy splitting, and Aq,q, = h(Imql + Jmq,I) is the energy-flux
conversion factor. Next, we transform to a non-uniformly rotating frame by I ýR(t) ) =
eiwp(t)&z /(t) ), with ýo(t) = - fo vt' dt' =- vt 2. The rotating frame Hamiltonian
is purely off-diagonal:
S 0 AR(t) AR(t) = Ae-iVt/2h. (A.12)
2 A(t) 0
We now expand the system's time evolution operator U(t, to) to first order in A:
U(t, to) = i - i•t 7-R(t')dt' + O(A 2). (A.13)
This approach is valid when the driving conditions are far from adiabaticity, i.e.
A 2/v < 1. The probability P(t) = I( T IU(t, to)| 1)12 to find the system in the state
I ) at time t given that it started in the state I .) at to < -A/v is given by
A2 tl ev/ t2 A2 t 2
P(t) = e•'t 2 / dt' 2 A2  ei 2 /2h dt' (A.14)
as given in Eq. (4) of chapter 8. The oscillatory dependence of the integral (A.14) on
the final time t can be verified with the help of the Cornu spiral.
Detailed fitting of the observed oscillations for the states 10, L) and 12, R) (see
Fig. 3 in chapter 8) requires simulating the full Bloch dynamics with the sinusoidal
driving and smooth pulse turn-off after the RF pulse ends at t = At, as well as
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taking into account intrawell relaxation after the LZ transition. For that we use a
non-Hermitian Hamiltonian
e (t) Aq, (t) =f Aq,q6 f (t), t < At
2 A Aq,q -e(t)- i7 Aq,q, (6f(t)- rfg(t - At) 2), t > At
where q = 0, q' = 2.
We estimate AO,2 = (2r)0.395GHz from the asymptotic Landau-Zener transi-
tion probability using the detuning-dependent value of v quoted above in Eq.(A.11),
with the slopes mq, mq, obtained from the analysis of Stiickelberg oscillations. With
these values, we solve the Schr6dinger equation ih dV/dt = WiO with the Hamilto-
nian (A.15) and from the best fit to the data determine the intrawell relaxation rate
- = (27r)0.65 GHz and the pulse turn-off parameter g = 0.32 ns-2 . The large value
of the intrawell relaxation rate obtained from fitting the data indicates that 7 in the
model (A.15) accounts for the cumulative effect of several factors, such as phase jitter
of the driving signal and decoherence of the qubit excited states, altogether over-
whelming the effect of the intrawell relaxation. Based on a contrast reduction of the
Stiickelberg oscillations by approximately a factor 20 over 4 ns (see Fig. 3 in chapter
8), we estimate a lower bound on the intrawell relaxation time to be 4 ns/ ln(20) . 1.3
ns.
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A.2 Supplementary Figures and Legends
180
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Figure A-1: 2D and 1D double-well potential energies (see text). a, Contour
plot of 2D double-well potential energy for our qubit at 3 fo = 0.46~0, far detuned
from the symmetry point 6fdc = 0. When the transverse quantum modes can be
ignored, the potential energy can be treated as a 1D double-well along the dashed
line pictured. b, 1D double-well potential energy for Sfo = 0.495o 0. The wells are
slightly tipped to the left and the four lowest diabatic well-states are shown.
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Figure A-2: Diamond 1 and its 2D Fourier transform. a, Diamond 1 in Fig. 1
in chapter 8 (zoom-in). Driving frequency v = 160 MHz. b, 2D Fourier transform
of diamond 1 features a pair of lemon-shaped ovals bounded by two sinusoids. In
addition, four double-period sinusoids are visible. The principal sinusoids, described
by Eq.(A.7), are accounted for by the 2DFT of the LZ transition rate (see Ref. [120]).
The higher-order sinusoids arise due to the nonlinear relation between the transition
rate and qubit magnetization [120].
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Figure A-3: Diamond 2 and its 2D Fourier transform. a, Diamond 2 in Fig. 1
in chapter 8 (zoom-in). Driving frequency v = 160 MHz. b, 2D Fourier transform of
diamond 2. The two principal sinusoids [Eq. (A.7)] have replicas with slightly different
periods, described by Eq. (A.8), which arise due to the multiplicity of energy bands
and avoided crossings that lead to Stiickelberg oscillations in diamond 2 [120]. Gaps in
the sinusoids can be explained by the area sampled in the Fourier integral constrained
by the diamond size (see Fig.6).
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Figure A-4: Diamond 3 and its 2D Fourier transform. a, Diamond 3 in Fig. 1
in chapter 8 (zoom-in). Driving frequency v = 160 MHz. b, 2D Fourier transform
of diamond 3. Because the Fourier transform samples progressively smaller sectors of
the diamonds as diamond number increases, the extent of the sinusoids in the k6Ifd
direction is limited [120].
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Figure A-5: Diamond 4 and its 2D Fourier transform. a and b, The data
shown were obtained with the same driving frequency and other parameter values as
that in Figs. 2,3,4.
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Figure A-6: Graphical interpretation of 2D Fourier transform technique. a,
Diamond 1 at v = 400 MHz, pictured alongside a schematic of its Fourier transform
in order to illustrate the relationship between the intensity distribution in Fourier
space and the spatially varying periods of the real-space image. On a local scale
within the wedge-shaped region of (V, 6 fdc) space outlined by a solid red line, the
image comprises a series of evenly spaced horizontal bands. The Fourier transform
over this region maps to the region of (kv, kfdc) space localized near the k fdC axis as
indicated by the red dot in (B). Within the region outlined by the dashed white line,
the local periodicity is along the angled interference fringes; the Fourier transforms
maps this region to the region of (kv, kafdc) space localized near the extrema of the
sinusoid in the kv direction as indicated by the open white circle. b, The Fourier
integral samples a smaller sector of the real space image associated with the higher
excited states in higher diamonds. Due to mapping between sectors of real space and
localized regions of k-space, the sinusoids associated with higher diamonds are not
fully developed. Only the portion of the sinusoid corresponding to the mapped region
in real space is realized in the Fourier image, in agreement with the Fourier transform
of the data shown in Fig. 3.
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Figure A-7: Diamond 3 scans for Fig. 3 and Fig. 4 of chapter 8. a, D3 scan
at v = 45 MHz. Dashed line indicates the amplitude (181mVrm,) at which the pulse-
width scan in Fig. 3 (chapter 8) was taken. b, D3 scan at v = 25 MHz. Dashed line
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Figure A-8: Pulse width scan at v = 25 MHz in diamond 3, at larger am-
plitude than in Fig. 4 (chapter 8) to access crossing Aoo0,o3. a, Diamond 3
at v = 25 MHz. Dashed line indicates the amplitude (183mVrm,) at which the pulse
width scan shown in Fig. 8b was taken. b, Pulse width scan in diamond 3 at V = 25
MHz. A loss of population occurs where the crossings Aoo00,12, Aoo, 22 and Aoo,o3 are
reached. This is in contrast to Fig. 4a, where crossing Ao3,oo was reached, but never
Aoo,o3. Also noted are the avoided crossings with which 
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diamond (see panel a) are attributed.
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