Isolating real roots of a square-free polynomial in a given interval is a fundamental problem. Subdivision based algorithms are a standard approach to solve this problem. E.g., Sturm's method, or various algorithms based on the Descartes's rule of signs. For isolating all the real roots of a degree n polynomial with root separation σ, the subdivision tree size of most of these algorithms is bounded by O(log 1/σ) (assume σ < 1). Recently Sagraloff (2012) and Sagraloff-Mehlhorn (2013) have developed algorithms that combine subdivision with Newton iteration to reduce the size of the subdivision tree to O(n(log(n log 1/σ))). Their algorithms and analysis crucially depend on the terminating predicates. We describe a subroutine that improves the running time of any subdivision algorithm for real root isolation. The subdivision tree size of our algorithm using predicates based on the Descartes's rule of signs is bounded by O(n log n). Our analysis differs in two key aspects from earlier approaches. First, we use the general technique of continuous amortization from Burr-Krahmer-Yap (2009), and hence the analysis extends to other predicates; and second, we use the geometry of clusters of roots instead of root bounds.
INTRODUCTION
Given a square-free polynomial f ∈ R[x] of degree n, the problem is to isolate the real roots of f in an input interval I0, i.e., compute disjoint intervals which contain exactly one real root of f , and together contain all roots of f in I0. Subdivision based algorithms have been successful in addressing the problem; for other optimal approaches see [9] . A general subdivision algorithm uses two predicates, given an interval I: an exclusion predicate C0(I), which if true means I has no roots; an inclusion predicate C1(I), which if true means I has exactly one root. The algorithm outputs a root-partition P of I0, i.e., a set of pairwise disjoint open intervals such that for each interval either C0 or C1 holds, and I0 \P contains no roots of f . To compute isolating intervals for roots of f , check the sign of f at the endpoints of the intervals in P. The following generic subdivision algorithm constructs a root-partition:
Isolate(f, I0) 0. Preprocessing step. 1. Initialize a queue Q with I0, and P ← ∅. The algorithm is guaranteed to terminate for square-free polynomials; otherwise we get an infinite sequence of intervals converging to a multiple root. Some standard choices of the predicates and the corresponding algorithms are: Sturm sequences and Sturm's method [5] , Descartes's rule of signs and the Descartes method [6] , and interval-arithmetic based approaches and Eval [3] .
One measure of complexity is the size of the subdivision tree constructed by the algorithm for isolating all real roots of a square-free polynomial. We express the bounds in terms of n and the root separation σ of f . For the first two algorithms a bound of O(log 1/σ) is known ( [5] , [6] respectively); for Eval a weaker bound of O(n 2 + log 1/σ) is known [15] . It is also known that this is essentially tight for any algorithm doing uniform subdivision, i.e., the width of the interval decreases by a constant (in our case, by half) at each subdivision step [6] . Uniform subdivision cannot improve on O(log 1/σ) because it only gives linear convergence to a "root cluster", i.e., roots which are relatively closer to each other than to any other root. But it is known that from points sufficiently far away from the cluster, variants of Newton iteration for multiple roots converge quadratically to the cluster. This has been an underlying idea in improving the linear convergence of subdivision algorithms for root isolation [10, 12, 13] . The subdivision tree size of these improvements is bounded by O(n log(n log 1/σ)). Given C0 and C1, our algorithm can be succinctly described as follows (see §3 for complete details):
Newton-Isol(I0)
. . . If C0(I) ∨ C1(I) then add I to P. else if a cluster C of roots is detected in I then Apply Newton iteration to approximate C while quadratic convergence holds. Estimate an interval J containing C.
Push J into Q. else Subdivide I . . .
For detecting clusters, we use a result of Ostrowski based on the Newton diagram of a polynomial [8] ; other choices are a generalization of Smale's α-theory (see [7] and the references therein), or Pellet's test (see §2.1). These tools have been used earlier (e.g., in [10] ) but we have some key differences: (i) The tools used to detect and estimate the size of a cluster are independent of the particular choice of the exclusioninclusion predicates (cf. [12] ). This way we obtain a general approach to improve any subdivision algorithm.
(ii) Another difference is the method that is combined with bisection to improve convergence. In [12] , Abbott's QIR method [1] is combined with the Schröder operator [7] , whereas we apply standard Newton iteration to a suitable derivative of f . The former combination is a backtracking approach to get quadratic convergence; the latter gives quadratic convergence right away. This separates the Newton iteration steps from the subdivision tree, which is reflected in the bounds on the subdivision tree size: O(n log(n log 1/σ)) for the former, and O(n log n) for the latter. The bound on the number of Newton iterations remains the same. (iii) Our approach can be modified to isolate complex roots; replace binary subdivision with a quad-tree subdivision, and choose appropriate predicates (e.g., Ostrowski's result above, or the argument principle). The results required by such an algorithm are developed in §2.1 and hold in C. We assume the Real RAM model and bound the arithmetic complexity of Newton-Isol. An important component of the bound is the size of subdivision tree constructed by the algorithm. Our key contributions are as follows: (i) Theorem 10 gives a bound of O(n log n) on the size of the subdivision tree of Newton-Isol when C0, C1 are based on the Descartes's rule of signs. This is the first application of the continuous amortization framework [3, 4] to a nonuniform subdivision algorithm. Using this framework we directly obtain bounds on the tree size of Newton-Isol combined with either Sturm sequences or interval-arithmetic based predicates, unlike the known analyses in the literature that crucially depend on the predicates or the structure of the subdivision tree (cf. [10, 13] ). (ii) We show that if the distance of the cluster center to the nearest root outside the cluster exceeds roughly n 3 times the diameter of the cluster, then Ostrowski's crite-rion (which implies Pellet's test) for cluster detection works, and we obtain quadratic convergence to the cluster center (see Lemma 6) . In the absence of such strongly separated clusters, our analysis shows that the size of the subdivision tree using only subdivision and the Descartes's rule of signs is bounded by O(n log n). Thus, Graeffe iteration, which is used to detect ordinary clusters by converting them to strongly separated clusters is not required (as in [10] ). (iii) Our analysis crucially uses the cluster tree of the polynomial (see Proposition 1) . We derive an integral bound on the size of the subdivision tree (see Theorem 9) . Instead of the usual approach to upper bound this integral by breaking it over the (real) Voronoi regions of the roots [4] , we break the integral over the Voronoi regions corresponding to the cluster centers in an inductive manner based on the cluster tree. For the internal nodes of the cluster tree, the integral is bounded using known techniques. At the leaves, we devise an amortized bound on the integral (see Lemma 13) . This is of independent interest, as it highlights a property of a pointset P ⊂ C that does not contain a sub-cluster: the integral of the inverse of the distance function P over the (real) Voronoi regions of the points in P is O(|P | log |P |). It is this result that underlies the O(n log n) improvement.
NOTATION AND BASIC RESULTS
Let f ∈ R[x] be a square-free polynomial of degree n ≥ 2 and Z(f ) ⊂ C be its set of roots. Given a finite pointset S ⊆ C, let DS be the closed disc D(mS, rS) ⊆ C, where mS is the centroid of the points in S, and rS is the least radius such that S ⊆ D(mS, rS); let IS:=DS ∩ R. For λ ∈ R>0, define λDS:=D(mS, λrS). For an interval I, let m(I) be its midpoint and w(I) its width. We often use the shorthand I = [m(I) ± w(I)/2], and for λ > 0, λI:=[m(I) ± λw(I)/2].
Following [14] , we call a subset C ⊆ Z(f ) a (root) cluster if the only roots in 3DC are from C; individual roots are trivial clusters. The notation |C| denotes the size of the cluster. Define RC as the distance from mC to the nearest point in the set Z(f ) \ C. A conjugate-cluster is a cluster C in which the non-real roots come in conjugate pairs; therefore, the center mC of DC will always be in R. From the definition of clusters and the fact that the non-real roots of f come in conjugate pairs, it follows that Z(f ) is a conjugatecluster and R Z(f ) = ∞. An interval I contains a cluster C if C ⊆ D(m(I), w(I)/2). We introduce the following notation that is convenient in the subsequent definitions: for x, y ∈ R ≥0 , if x ≥ cy, for some constant c ≥ 1, then we express it as "x y".
A strongly separated cluster (ssc) is a conjugatecluster C for which RC/rC n 3 (the exact constant is in the proof of Corollary 7). With a ssc C, we also associate the following quantities: (i) IC:=[mC ± c · |C|rC], for a fixed c ≥ 1; (ii) IC:={x ∈ R : |x − mC| RC/n 2 }; and (iii) the "annulus" AC:=IC \ IC. The exact constants in these definitions are given in Lemma 6. If C is not a ssc, then we define IC:=IC = [mC ± rC] and IC:=1.5IC. Note that for all clusters C, IC ⊆ IC ⊂ IC. We need the following result:
Proposition 1 ([14, Lemma 2.1]). Given a root cluster C of f . There is a unique unordered tree T C rooted at C whose set of nodes are the clusters contained in C, and the parent-child relation is subset inclusion.
The result originally is stated for root clusters of f ∈ C[x]. But observe that 3DC contains the union of DC with the set
. This implies that the parent in T C of a conjugate-cluster will also be a conjugate-cluster. Therefore, when C is a conjugate-cluster, we can define TC as the subtree of T C whose internal nodes consists of only conjugate-clusters contained in C, and the leaves are the roots in C; note that the non-real roots come as conjugate pairs. We call TC the conjugate-cluster tree of C. Let T f :=T Z(f ) , i.e., the conjugate-cluster tree where the parent is the cluster Z(f ).
Cluster Detection and Approximation
The literature on detection and approximation of root clusters is vast (see [7] and the references therein). One approach is based on Pellet's test: if for a complex polynomial f (x) = n i=0 aix i there is an r > 0 such that |a k |r k > i =k |ai|r i then the disc D(0, r) contains exactly k roots of f . A point z ∈ C is said to satisfy Pellet's test, if there is a k and r for which the test holds with the coefficients of f (x + z). Results in [7] generalize Smale's αtheory and relate it to Pellet's test. We instead use a result by Ostrowski [8] . We need the following definitions. Let f (x) = n i=0 aix i , where ai ∈ C. With each index i, ai = 0, associate the point Pi:=(i, − ln |ai|) ∈ R 2 . The lower-hull of the convex-hull of these points is called the Newton diagram of f . Given an index k ∈ {0, . . . , n}, let y k ∈ R be such that (k, y k ) is on the diagram. Define ρ k :=e y k −y k−1 , for 1 ≤ k ≤ n, ρn+1:=∞, and the kth deviation ∆ k :=ρ k+1 /ρ k , for 0 < k < n. Let α1, . . . , αn ∈ C be the roots of f ordered such that |α1| ≤ |α2| ≤ · · · ≤ |αn|. Ostrowski showed the following fundamental relation [8, p. 143]:
Given z ∈ C, we will be interested in the Newton diagram of f (x+z). If fj(z):=f (j) (z)/j!, then from a result of Ostrowski [8, p . 128] we get:
.
(2) The RHS of both equations above are defined for any k such that f k (z) = 0, but we are only interested in those k for which P k is on the diagram. Let ∆ k (z):=ρ k+1 (z)/ρ k (z), the kth deviation. The following result for detecting clusters can be derived similar to [7, Thm. 1.5]:
Note that the ρ k 's can be computed using, e.g., Graham's scan for convex hull computation, which takes O(n) operations, since the Pi's are ordered by x-coordinate.
Once a cluster C is detected near z, we want a good approximation to mC. One approach is to do the iteration zi+1 = zi − kf (zi)/f (zi), starting from z, but this may not be numerically desirable, as both f and f are small near C. We use the standard Newton iteration applied to f (k−1) . The following result is crucial for the correctness of the algorithm. The proof uses standard bounds and analysis from the theory of approximate zero that is developed in Smale et al. [2] , and generalized in [7] . Lemma 3. There is a constant c0, such that if ∆ k (z) ≥ c0, for z ∈ C and some k ≥ 2, and C is the cluster in D(z, 3ρ k (z)) then, for D :=D(z, 3ρ k (z) 2k ), the following hold: (i) z is an approximate zero to the root z * of f (k−1) in D and the Newton iterates starting from z are in D (ii) For all z ∈ D , ∆ k (z ) ≥ 27, and C is the cluster in
and D(w, 3ρ k (w)) intersect, then both the discs contain the same cluster.
We define c0:=27 × 6e 6 . Given z ∈ C, a value of k satisfying the condition ∆ k (z) ≥ c0 is called an admissible value for z, with the corresponding inclusion disc D(z, 3ρ k (z)).
Note that there can be more than one admissible value for a point z corresponding to clusters of different sizes. In the rest of the paper, a cluster would always mean a conjugatecluster unless mentioned otherwise.
THE ALGORITHM
Let C0 and C1 be some exclusion and inclusion predicate respectively. The following algorithm takes as input f and an interval I0 and outputs a root-partition of I0.
Newton-Isol(f, I0) 1 Initialize P ← ∅, Φ ← ∅; let Q be an empty queue. 1.a.If this is a recursive call then subdivide I0 and push the two halves into Q; else Q ← {I0}.
While Q is not empty do
Remove an interval I from Q.
2.a.
If
).
2.d.
Add J ∩ I0 to Φ. else subdivide I and push the two halves into Q. 3. Return P ∪J∈Φ Newton-Isol(f, J).
If Newton-Incl-Exc does not return failure, i.e., is successful, then it returns an interval J containing a cluster such that w(J) < w(I)/2, and an admissible value k for m(J).
If w(J) ≥ w(I)/2 then return failure 6.
else return (J, k). 7. Return failure.
We first explain some steps in the subroutine above:
Step 2. A point p in I can have more than one admissible value associated with it. The right admissible value is governed by w(I), since we should only consider those clusters C for which rC w(I) RC.
Step 3. As D(m, ρ km+1 (m)/3) contains all the three inclusion discs, they all contain the same cluster C. Otherwise, it is possible that the three inclusion discs contain different clusters but of the same size.
Step 4. This ensures that as zi converges to the root of f (k−1) , the distance to mC decreases quadratically; this fails when we are near C, or the root of f (k−1) is not near mC.
Step 5. Required to ensure linear convergence to C.
Step 6. The interval J contains the cluster C. Moreover, as I ⊆ D(m, ρ k+1 (m)/3), we know that if the roots in I are a subset of C, and hence are inside J. By now w(J) < w(I)/2, therefore, it suffices to return J. We now comment on some steps in Newton-Isol:
Step 1.a. Ensures that a successful call to the subroutine Newton-Incl-Exc is followed by a subdivision step. Thus the recursion tree of Newton-Isol is a binary tree. The subroutine can be successful on an interval J returned by an earlier successful call. But the convergence in this case would only be linear, and so we prefer subdivision instead of Newton iteration, though in practice one can continue with the latter.
Step 2.b. Checks if C has not been found before (see Lemma 3(iii)), and that J is inside I0; if either of this test fails, then I contains no roots and can be excluded.
Step 2.c. As the only cluster in D(m(J),
) is C, we can remove this disc from the intervals in Q. It is this exclusion step that significantly contributes to the improvement of the subdivision algorithm.
Step 2.d. This step adds the interval J ∩ I0 containing the newly discovered cluster C to the set Φ.
There are only two loops in the algorithm where termination is unclear: first, the while-loop in step 2 of the algorithm, and second, the Newton iteration in step 4 of Newton-Incl-Exc. The argument for the termination of the first loop is the same as that for Isolate. The termination of the second loop is guaranteed, because if ρ k (zi) keeps decreasing, then in the limit it converges to zero. As the disc D(zi, 3ρ k (zi)) contains exactly k roots, and, in the limit, zi's tend to a root z * of f (k−1) , this implies that z * is a k-fold root of f , which is a contradiction as f is square-free.
The following is a proof of correctness of the algorithm.
Theorem 4. Given a polynomial f and an interval I0, Newton-Isol(f, I0) outputs a root partition P of I0.
Proof. We need to show the following claims: 1. I0 \ P contains no real roots of f . 2. P contains (interior) pairwise disjoint intervals. 3. For all I ∈ P, C0 or C1 holds (follows from step 2.a.).
Lemma 3 gives us the correctness of Newton-Incl-Exc(I), i.e., if the subroutine is successful then it returns an interval J such that any roots in I are contained in J. We only argue for the first claim. For every interval J returned by a successful call of Newton-Incl-Exc define
i.e., the annulus around J that does not contain any roots. We exclude intervals if step (2.b) fails for the interval J, or a portion of an interval is removed in step (2.c.). In the former case, either the cluster contained in J was already detected, or it is outside I0. In the latter case, we do not loose any roots since AJ has no roots. So I0 \ P contains no roots.
COMPLEXITY ANALYSIS
We first show that Newton-Incl-Exc will hold near a ssc C. Let c0 > 20 be the constant in Lemma 3, and C a ssc throughout this section. Our first claim is that |C| is an admissible value for all points in IC.
Proof. Let α1, . . . , α k ∈ C and α k+1 , . . . , αn ∈ Z(f ) \ C. Moreover, assume that they are ordered in increasing distance from z.
From (1), we again have ρ k (z) < 2k|z − α k |. But as |z − α k | is smaller than |z − mC| + rC, we obtain
Since |z−mC|, rC ≤ RC/(8c0n 2 ), we get ρ k (z) ≤ kRC/(2c0n 2 ). Combining this with (4), and the observation that (n−k)k ≤ n 2 /4, we obtain that
Recall the definition of the intervals IC, IC and the annulus AC from §2, and AJ from (3). for all z ∈ D1; since a, m, n ∈ I ⊆ D1, the claim holds. But for any z ∈ D1, we know from (4) that
which is greater than R C 4c 0 n 2 , the diameter of D1, for c0 ≥ 3.
). This follows if
But |z − w|, rC ≤ RC/(8c0n 2 ), which along with (5) implies that 3ρ k (z) ≤ 6kRC/(4c0n 2 ). Therefore, LHS of (6) is smaller than 13kRC/(8c0n 2 ), which is smaller than RC/(12n) for c0 ≥ 20, but from (4) we know that the latter is smaller than the RHS of (6).
Claim 4:
Let zi be the sequence of iterates computed in the while-loop in Step 4. If zi ∈ D(mC, R C 8c 0 n 2 )\D(mC, 2rC), then ρ k (zi) < 2 5−2 i ρ k (z0). Since zi ∈ 2DC, rC ≤ |zi − mC|, and hence from (5) we obtain ρ k (zi) ≤ 4k|zi − mC|. From [11, Thm. 2.2] we know that there is a unique root z * of f (k−1) in DC. Therefore, |zi − mC| ≤ |zi − z * | + rC. But as zi ∈ 2DC and z * ∈ DC, we have rC ≤ |zi − z * |, and hence |zi − mC| ≤ 2|zi − z * |. Thus, ρ k (zi) ≤ 8k|zi − z * |. As z0 is an approximate zero to z * (see Lemma 3(i)), we know |zi − z * | ≤ 2 1−2 i |z0 − z * |, which implies that ρ k (zi) ≤ 2 4−2 i k|z0 − z * |. Furthermore, from Lemma 3(i) we know k|z0 − z * | < 2ρ k (z0). Hence ρ k (zi) < 2 5−2 i ρ k (z0). Claim 5: The interval J ⊆ IC and w(J) < w(I)/2. The previous claim shows that if zi ∈ 2DC, then we will obtain quadratically decreasing values of ρ k (zi). Thus when the iteration stops zi ∈ 2DC, and it follows from (5) that ρ k (zi) ≤ 6krC. Hence the interval J = zi ± 3ρ k (zi) is contained in IC, for k ≥ 2. Moreover, w(J) ≤ 36krC < w(I)/2, and hence the condition in Step 5 fails and we return J. The claim on the annulus follows from (4).
Corollary 7. Let C be a ssc such that IC ⊆ I0. If I is the first interval such that Newton-Incl-Exc(I) is successful and the interval returned contains C, then IC ⊆ I ∪I , where I is the parent-interval of I and I is one of I 's neighbors.
Proof. We claim that if I is the first interval in the subdivision tree such that I ⊆ IC then C will be detected. Given Lemma 6, it suffices to show that for such an I, w(I) |C|rC. Since I is the first interval to be contained in IC, both I and I have endpoints outside IC, thus IC ⊆ I ∪ I . So 2w(I) ≥ RC/(16c0n 2 ) > 72|C|rC, as C is ssc. Therefore, the first time Newton-Incl-Exc is successful in detecting C it must be either at I or at an ancestor of I.
Remark:
The proof gives the explicit constant in the definition of ssc, namely, we require RC/rC > 16c0 × 72n 3 . A careful analysis shows that the weaker inequality RC/rC > 4c0 × 72(n − |C|)|C| 2 (or 50c0n 3 ) is sufficient.
Recall that the set of all roots Z(f ) is a cluster. As a consequence of Corollary 7, we assume that I0 ⊆ 1.5I Z(f ) ; otherwise Newton-Incl-Exc will be successful right away and the interval returned will satisfy this property.
An Integral Bound on the Subdivision Tree
Let N (I0) be the set of leaves in the subdivision tree of Newton-Isol(f, I0). Step 1.a. of the algorithm ensures that the subdivision tree is a binary tree. Therefore, it suffices to bound |N (I0)|. To achieve this, we use the general framework of continuous amortization [3, 4] . The idea is to bound |N (I0)| by an integral and then derive an upper bound on this integral. For this purpose, we need the following notion: Given a choice of predicates C0, C1, a function G : R → R ≥0 is called a stopping function corresponding to C0 and C1 if for every interval I, if there is an x ∈ I such that w(I)G(x) ≤ 1, then either C0(I) or C1(I) holds. Stopping functions, corresponding to different predicates, are provided in [4] . They have the following property: Proof. From the definition of G(x), we have for all x ∈ I,
The main result of this section is the following:
where the union is over all ssc C in T f .
We bound N (I0) recursively. The leaves in N (I0) correspond to three types of intervals: (i) intervals in the root partition P, (ii) intervals that were discarded in step 2.c., and (iii) intervals for which condition 2.b fails to hold (either cluster already found, or J ∩ I0 = ∅). We will bound each of these three types. We analyse what happens before the first set of recursive calls.
Let Φ be the set of intervals collected in Step 2.d. of the algorithm, AJ be as defined in (3), and IJ :=J ∪AJ . From the construction of Φ, we know that all the intervals J ∈ Φ are contained in I0 and each contains a unique cluster. For each J ∈ Φ, let LJ be the set of parent-intervals of intervals in the subdivision tree that intersect IJ ; the type (ii) intervals are children of intervals in LJ . Let M be the set of intervals that do not intersect ∪J∈ΦIJ and are of type (iii). Note that if I ∈ LJ contains an endpoint of IJ , then I \ IJ can be of type (i) or (iii); but there can be at most two such intervals for each J on either side of IJ . We abuse notation and use LJ to represent a set and also the union of the intervals in it; similarly for M .
For an I ∈ M , both C0 and C1 failed. Therefore, from Lemma 8 we get |M | ≤ 2 I∈M I G(x)dx = 2 M G(x)dx. As C0 and C1 also fail for the intervals in LJ , we can similarly bound |LJ |, but this will fail to give the desired improvement as it amounts to doing subdivision on J. Instead we do the following: since the width of the intervals in LJ is more than w(J), we know that there are at most two neighboring intervals I J and I J that contain J. We count them separately, and for the rest we use Lemma 8 to get |LJ | ≤ 2 + 2 L J \(I J ∪I J ) G(x)dx. For an interval I ∈ P, we expect 2 I G(x)dx ≥ 1, as the predicates must have failed for the parent I of I. However, Lemma 8 requires that w(I ) ≤ 2w(I). This can fail to happen near the boundary of IJ , as noted earlier. But then there are at most two such intervals. Therefore, the number of intervals in P coming from the non-recursive calls is at most 2|Φ|
Combining this with the bounds on |LJ | and |M | we get
To expand the RHS inductively, we introduce the cluster tree TI 0 with respect to an interval I0: It is the smallest subtree TC of T f rooted at a cluster C such that I0 ⊆ 1.5IC; since by assumption I0 ⊆ 1.5I Z(f ) , in the worst case, TI 0 is T f . As enlarging I0 increases the integral in (7) , we make the simplifying assumption that I0 = 1.5IC 0 , where C0 is the root of TI 0 1 . To simplify (7) , consider a cluster C associated with a node u in TI 0 . Let Ju ∈ Φ be the interval returned the first time C is detected by Newton-Incl-Exc ; let Au:=(I Ju ∪ I Ju ) \ Ju; if C is not detected, then Au = Ju:=∅. Induction gives the following from (7):
For a ssc C ∈ TI 0 , the assumption I0 = 1.5IC 0 ensures that IC ⊆ I0. So Corollary 7 implies that I u ∪ I u ⊇ IC, and Lemma 6 implies that Ju ⊆ IC; hence, Au ⊇ AC. Considering only the ssc in TI 0 on the RHS of (8), and as |TI 0 | ≤ n, we obtain Theorem 9.
Bound for the Descartes's rule of signs
In this section, we bound the integral on the RHS of Theorem 9, where the predicate is based on the Descartes's rule of signs [6] and the corresponding stopping function given in [4] . We derive the following bound:
Theorem 10. Given a square-free polynomial f ∈ R[x] of degree n, the size of the subdivision tree constructed by Newton-Isol(f, I0) using predicates based on the Descartes's rule of signs is bounded by O(n ln n).
Given a pointset S ⊂ C and x ∈ C, define d(x, S) as the distance from x to the closest point in S, and d2(x, S) as the distance to the second closest point in S. Let V :=Z(f ), the set of roots of f . The crucial idea in [4] is to partition the integral over the (real) Voronoi region of each root α. In [4] , this integral is O(| log d2(α, V )|), which can be (log 1/σ); e.g., if α ∈ R and all the other roots are of the form α ± it, for increasing values of t, such that d2(α, V ) = σ.
Our idea is based on the following observation: for nonssc clusters, the integral in Theorem 9 is bounded by the ratio RC/rC = O(n 3 ), therefore, the number of subdivisions needed to converge to the cluster center is O(log n); for a ssc, because of Newton-Incl-Exc, the integral is restricted to the sets [mC ± RC] \ [mC ± RC/n 2 ] and [mC ± |C|rC] \ [mC ± rC], and is again bounded by O(log n). The stopping function G(x) is 1/d(x, V ) almost everywhere except near real roots where it is 1/d2(x, V ).
A pointset P ⊆ C is a conjugate pointset if all nonreal points in P also have their complex conjugates in P . A conjugate pointset is λ-dense, for λ ≥ 2, if for all conjugate pointset S ⊂ P , where |S| > 1, the disc λDS contains a point from P \ S. A collection M is a set {C1, . . . , C k , Q}, where Ci's are pairwise disjoint clusters and Q is a conjugate pointset; let M also stand for the pointset ∪iCi ∪ Q, so that
The pointset corresponding to a collection M is defined as the conjugate pointset M obtained from M by replacing each Ci by its centroid mi. Then we have the following relation:
Lemma 11. If M is a λ-dense collection then its corresponding pointset M is 5λ-dense.
Proof. We claim rM < 3r M . As mM is a convex combination of the points in M , mM ∈ D M . For any Ci, the disc D M contains mi and a point in M \ Ci, so, 2r M ≥ RC i ≥ 3rC i , for i = 1, . . . , k. Suppose q ∈ M is farthest from mM and q ∈ Ci, then |mM − q| = rM ≤ |mM − mi| + rC i ; but as mM, mi ∈ D M , we have rM ≤ 2r M + rC i < 3r M ; if q ∈ Q then q, mM ∈ D M and so rM ≤ 2r M . Let S ⊂ M be a sub-collection and S be the corresponding subset in M . If λDS contains a point q from a C outside S (the case when q ∈ Q \ S is similar), then as 3DC contains no points except C, we obtain mS ∈ 3DC. Since q ∈ λDS, we have λrs ≥ 2rC. Hence, |mS − mC| ≤ λrS + rC ≤ 1.5λrS, which implies |m S − mC| ≤ 5λr S , as rS < 3r S and λ ≥ 2.
We will need the following result from [4, 15] later:
where δ(J > γ) = +1 if r > γ and −1 if s < γ.
We now give the proof of Theorem 10.
Proof. The proof is by induction on |TI 0 |. We claim that
Let C0 be the root of TI 0 , and M be the collection formed by its children. By assumption, I0 = 1.5IC 0 . Consider a ssc C ∈ M. Then I0 \ AC = I0 \ (IC \ IC) ⊆ (I0 \ IC) ∪ 1.5IC. If C is a ssc contained in C, we can inductively remove A C from IC. This also applies to non-ssc clusters in M, since by definition IC = 1.5IC. Therefore,
We claim that
As |TC| < |TI 0 |, for C ∈ M, by induction we obtain
This bound along with (12) and the observation that |M| + C∈M |TC| < |TI 0 | gives us (11) . The base case is when M contains only leaves, in which case (11) reduces to (12) .
We next claim that
where I 0 :=1.5IC 0 . If C0 is not a ssc, then this is clear as 
. Similarly for the other interval. Hence to prove (12) , it suffices to show
Let M be the pointset corresponding to the collection M. Since the points in any sub-collection S of M do not form a cluster (as 3DS contains a point from M\S) from Lemma 11 it follows that M is 15-dense. To apply Lemma 13 to M , we remove an interval around every p ∈ M ∩ R: define Jp:=[p ± d2(p, M )/2]; for p ∈ P \ R, Jp:=∅. Further, if p = mC, for some C ∈ M, then define Ip:=IC ⊆ Jp; otherwise, Ip:=∅. From this notation, it follows that I 0 \∪ p∈M Ip = I 0 \∪C∈MIC is the union of I 0 \(∪ p∈M ∩R Jp) and ∪ p∈M ∩R (Jp \ Ip). We bound the integral on these two sets. On This bound and the following claim proves (13) :
To prove (14) (iii) p ∈ V ∩ R. This is essentially the argument in [4] . The proof can be carried out with the exact constants involved in the definitions of IC, IC and AC (see Lemma 6) , but they will be absorbed by the big-O notation. Note that G(x) = 1/d(x, V ) almost everywhere, except in a certain neighborhood of each real root. This corresponds to the exclusion predicate C0, and so O(n ln n) bounds the number of calls to C0; the calls to C1 are O(n). For Sturm sequences, the corresponding choice for C0 is G(x):=1/d(x, V ∩ R) ≤ 1/d(x, V ). Therefore, O(n ln n) holds for Newton-Isol combined with Sturm sequences. For Eval, one choice of G(x) for C0 is n/d(x, V ), which immediately gives an O(n 2 ln n) bound for Newton-Isol combined with Eval. Whether it can be improved using α∈V for c ≥ 1.5. We first show an O(|P | 2 log λ) bound, essentially following [4] . Let Vp be the set of points in cIP closer to p than to any other point in P ; clearly, these sets are disjoint and partition cIP . It is also clear that Jp ⊆ Vp. From Lemma 12 we obtain Vp\Jp dx/d(x, P ) = O(ln rP /σp). The density of P implies that rP ≤ λ O(|P |) σp, for all p ∈ P . Therefore, p∈P Vp\Jp dx d(x,P ) = O(|P | 2 ln λ). The improvement in Theorem 10 is based on the intuition that if σp is very small then the density of P implies that there is a set S of points close to p; for x ∈ Vp sufficiently far from mS, say outside 1.5DS, |x − p| ∼ |x − mS|; as Vp are all disjoint, the integral over all p ∈ S can be collectively charged to the centroid mS. The challenge is to get an "almost cluster-like" decomposition of P . We construct a tree TP with leaves from P that gives us this decomposition. With every node u of TP we associate the following parameters: Pu ⊆ P a conjugate pointset; Du a set of closed discs with centers in Pu all having radius µu/2; Du:=DP u (similarly, define mu, ru), and u:= minp∈P u | (p)|, where (p) is the imaginary part of p. A leaf of TP is either a real point or a pair of complex conjugates in P . At a leaf, µu:=0; the remaining parameters are obvious. Given u ∈ TP , its separation is defined as min{|p − q|; p ∈ Pu, q ∈ P \ Pu}; if u is a leaf then the minimum also includes u.
We describe an iterative bottom-up procedure to construct TP . Let U be the set of leaves of TP , and µ be the minimum separation over all the nodes in U, i.e., µ = minp∈P σp. Draw the disc D(p, µ/2), for p ∈ P . Two such discs can at most touch each other. The discs touching each other form a connected component. The set of maximal connected components partitions P ; if two components in this set are conjugates of each other but are not connected, then we conceptually consider them as a single component. For each such component D containing more than one disc we introduce an internal node u in TP , with children as those nodes in U whose components connected to form Du. Define Du:=D, µu:=µ, and Pu as the set of centers of the discs in Du. Now redefine U as the set of newly created internal nodes and the remaining leaves, and continue as above starting with redefining µ. The procedure terminates when U is a singleton containing the root of TP with associated pointset P .
Let u, v ∈ TP be such that v is a child of u. We have the following properties of TP : (R1) µu ≤ λrv. From the λ-density of P , we know that the separation of v is at most λrv, and from the construction of TP it follows that the separation of v is at least µu. (R2) ru ≤ (|Pu| − 1)µu + 2 u. We use the observation that 2ru is smaller than diameter of Pu, and bound the latter. If Du is connected then diameter of Pu is ≤ (|Pu| − 1)µu. Otherwise, Du consists of two connected components each of size |Pu|/2 that are conjugate of each other (since Pu ∩ R = ∅); the minimum distance between these components is 2 u, and their diameter is smaller than (|Pu|/2 − 1)µu. 
where for p ∈ P ∩ R, Jp:=[p ± σp/2] and Jp:=∅ otherwise.
Proof. If u is an internal node of TP , then we show the following stronger claim: 
where Tu is the subtree rooted at u and Iu:=[mu ± 1.5ru]. Applying (16) to the root of TP almost gives the bound in (15) , except the integral on cIP \ 1.5IP , which will be bounded separately. For p ∈ P , recall that Vp is the Voronoi region of p inside cIP , and Jp ⊆ Vp. For a child v of u, there are following cases to consider: Case 1. v is a leaf corresponding to p ∈ R. We bound the integral on Ip:=Vp ∩ Iu. 
CONCLUDING REMARKS
We propose a general approach to improve any subdivision based algorithm for real root isolation. The crucial component is the Newton-Incl-Exc subroutine, which gives quadratic convergence to a strongly separated cluster and reduces the number of subdivisions to approximate the cluster from O(log R C r C ) to O(log n). For non-ssc clusters, we show that standard subdivision takes O(log n) steps. These two results give us the overall bound on the size of the subdivision tree of our approach. The main ingredient for detecting clusters is Ostrowski's criterion based the Newton diagram of a polynomial. The criterion works for polynomials in C[x], so we expect an analogue of Newton-Isol for isolating complex roots that is conceptually simpler than the existing approaches. We think that our analysis based on continuous amortization and the geometry of root clusters provides tools and techniques for an alternate and uniform approach to analyzing existing algorithms. The arithmetic complexity of Newton-Isol can be bounded as follows. The Newton diagram computation takes O(n), and the Taylor shift O(n log n) operations. The number of Newton steps to approximate C is bounded by O(log log R C r C ), which is O(log | log σ|), where σ is the root separation. Therefore, the arithmetic complexity, ignoring poly-log factors, is bounded by O(n 2 ). The extension to the bitstream model requires a robust version of Ostrowski's result and bounds on precision requirements. The latter will be governed by perturbation bounds for clusters: we expect that an -perturbation in the coefficients should perturb the roots in a cluster of size k by O( 1/k ). This would give an O(| log σ|) bound on the precision, and O(n 2 | log σ|) bound on the overall bit-complexity.
