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Abstract
A particular case of the Dirichlet problem is solved using the Convergence Theorem for discrete-
time martingales and the mean value property of harmonic functions as the main tools.
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1. Overview and results
Let (Rd , ∥ · ∥) be the d-dimensional normed Euclidean space. For each A ⊂ Rd , we
denote by A and ∂A the closure and the boundary of A, respectively.
The following is the Dirichlet Problem (DP): given ∅ ≠ V ⊂ Rd bounded and open,
and given a continuous function f : ∂V → R, one must prove that there exists a unique
continuous function h : V → R such that
h(x) = f (x), ∀x ∈ ∂V,
and h is harmonic in V , that is,
∆h(x) :=
d
k=1
∂2h(x)
∂x2k
= 0, ∀x ∈ V .
E-mail address: jvilla@correo.uaa.mx.
0723-0869/$ - see front matter c⃝ 2012 Elsevier GmbH. All rights reserved.
doi:10.1016/j.exmath.2012.08.008
J. Villa-Morales / Expo. Math. 30 (2012) 406–411 407
The Dirichlet problem has a long history in pure and applied mathematics [8]. A wide
variety of methods ranging from partial differential equations to Monte Carlo methods,
stochastic differential equations, complex analysis, etc., have been employed to solve the
DP; the goal of this work is to give a probabilistic proof of this problem.
The interplay between partial differential equations and stochastic methods was initiated
by Kakutani [6], who gave a probabilistic representation of the solution of the DP in terms
of certain functionals of the Brownian motion [7]. His result was based on a specific
relation between Brownian motion and harmonic functions (Proposition 2.2 below).
Later on, Doob published a complete study of the relation between semimartingales and
subharmonic functions [3].
We denote the distance from x ∈ Rd to A ⊂ Rd by d(x, A) = inf{∥x − y∥ : y ∈ A}.
For every r > 0, let Ar := {y ∈ Rd : d(y, A) < r}. In particular, if A = {x} then Br (x) :=
{x}r is the open ball of radius r centered at y, and Sr (x) := ∂Br (x) is its corresponding
sphere.
Let ϑ1, ϑ2, . . . be a sequence of random variables, all of them defined on the same
probability space (Ω ,F , P). We suppose that these random variables are independently
and identically distributed with uniform distribution on the unitary sphere S1(0). In the
following, we will assume that V and f are as in the DP. For each v ∈ V and each
r ∈ (0, 1], we let (Xvr (n))n be the sequence defined by
Xvr (1) = v,
Xvr (n + 1) = Xvr (n)+ rd(Xvr (n), ∂V )ϑn, n ≥ 1. (1.1)
Muller introduced this sequence in [9] for r = 1, and proved the following result.
Lemma 1.1. The sequence (Xvr (n))n converges a.s. to a point X
v
r (∞) ∈ ∂V . 
Muller’s proof (see the proof of Theorem 4.1 of [9]) is based on the fact that the sequence
(Xv1(n))n has the same distribution as that of a certain sequence which depends on the
Brownian paths starting at v. Feller also suggested a similar sequence when V is B1(0)
and d = 2 (see [5]). We provide an elementary proof of Lemma 1.1 below, which is based
on the Convergence Theorem for discrete-time martingales.
It is worth mentioning that the DP always has a unique solution when d = 1, and that the
solution is a piecewise-linear function in this case. However, Zaremba [10] observed that
the DP is not always solvable for d ≥ 2. Therefore, we impose the following well-known
condition of regularity on the boundary points of V in order to establish the existence [7];
therein, E[·] represents the expectation with respect to the probability measure P .
Theorem 1.2 (Existence). Suppose that, for each v ∈ ∂V and each 0 < r ≤ 1,
lim
x→v
x∈V
E[ f (X xr (∞))] = f (v). (1.2)
Then the function h : V → R defined as
h(v) =

f (v), v ∈ ∂V,
E[ f (Xvr (∞))], v ∈ V, (1.3)
is a solution of the DP.
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Remark 1.3. Proposition 4.2.15 of [6] yields an easy-to-use condition for regularity.
Indeed, if for each v ∈ ∂V , there exists a continuous function qv : V → R such that
qv is harmonic in V, qv(v) = 0 and
qv(x) > 0, ∀x ∈ V \ {v},
then (1.2) is satisfied.
As we previously mentioned, Kakutani [6] provided a representation of the solution of
the DP. This representation readily implies the uniqueness.
Theorem 1.4 (Uniqueness). Without assuming any type of regularity on the boundary of
V , the DP admits one solution at most.
The proof of this result may be established using tools of advanced calculus. In this
manuscript, however, we opt for employing a different elementary approach, namely, the
use of the Convergence Theorem for martingales. As opposed to [9], our approach will
prove advantageous in view of the fact that it will be sufficient to consider the case r = 1.
2. Solving the Dirichlet problem
2.1. Preliminary results
Recall the following characterization of harmonic functions.
Proposition 2.1. Let A ⊂ Rd be a nonempty, open set. A function h : A → R is harmonic
in A if and only if it has the mean value property in A, that is, for each x ∈ A and each
r > 0 such that Br (x) ⊂ A,
h(x) = 1
σ(Sr (x))

Sr (x)
h(z)σ (dz).
Here σ(dz) denotes the Lebesgue measure (area) on Sr (x), and σ(Sr (x)) = crd−1 for
some constant c > 0.
Proof. See Propositions 2.2 and 2.5 of Chapter 4 in [7]. 
The following result is a cornerstone in our investigation. Its proof is elementary;
however, we include it here for the sake of completeness.
Proposition 2.2. If g : V → R is a continuous and harmonic function in V , then (g(Xvr
(n)))n is a martingale with respect to Fn = σ(Xvr (1), . . . , Xvr (n)), which is the minimal
σ -algebra such that Xvr (1), . . . , X
v
r (n) are measurable.
Proof. It follows from (1.1) that Xvr (n) ∈ V , for each n ∈ N. Since V is compact and
g continuous in V , then (g(Xvr (n))) is an integrable sequence. On the other hand, ϑn is
independent of Fn = σ(ϑ1, . . . , ϑn−1), and Xvr (n) is Fn-measurable. By Example 1.5 in
Chapter 4 of [4], we obtain that
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E[g(Xvr (n + 1))|Fn] = E [g (x + rd(x, ∂V )ϑn)]|x=Xvr (n)
= 1
σ(Srd(x,∂V )(x))

Srd(x,∂V )(x)
g(z)σ (dz)

x=Xvr (n)
= g(x)|x=Xvr (n) = g(Xvr (n)).
Evidently, the third identity is a direct consequence of Proposition 2.1. 
Proof of Lemma 1.1. For each i ∈ {1, . . . , d}, let πi : V → R be the projection on the
i th component, which is defined by πi (x) = xi for x = (x1, . . . , xd) ∈ Rd . The previous
result implies that (πi (Xvr (n)))n is a bounded martingale; by the Convergence Theorem for
martingales (Theorem 2.10 in Chapter 4 of [4]), limn→∞ πi (Xvr (n)) := Xv,ir (∞) a.s. Let
Xvr (∞) := (Xv,1r (∞), . . . , Xv,dr (∞)). On the other hand, suppose that there exists a mea-
surable set Ω ′ ⊂ Ω with positive probability, such that limn→∞ Xvr (n, ω) = Xvr (∞, ω) ∉
∂V , for each ω ∈ Ω ′. The fact that ∂V is closed yields d(Xvr (∞, ω), ∂V ) > 0. As a
consequence, there exists n0 ∈ N for which
∥Xvr (n, ω)− Xvr (∞, ω)∥ <
r
4
d(Xvr (∞, ω), ∂V ), ∀n ≥ n0. (2.1)
From the triangle inequality we obtain
∥Xvr (n0, ω)− Xvr (n0 + 1, ω)∥ <
r
2
d(Xvr (∞, ω), ∂V ). (2.2)
On the other hand, (1.1) implies that
∥Xvr (n0, ω)− Xvr (n0 + 1, ω)∥ = rd(Xvr (n0, ω), ∂V ). (2.3)
Using the inequality (2.1), we get
d(Xvr (∞, ω), ∂V ) ≤ ∥Xvr (∞, ω)− Xvr (n0, ω)∥ + d(Xvr (n0, ω), ∂V )
≤ r
4
d(Xvr (∞, ω), ∂V )+ d(Xvr (n0, ω), ∂V ).
Then (2.3) and (2.2) yield
1− r
4

d(Xvr (∞, ω), ∂V ) ≤ d(Xvr (n0, ω), ∂V )
= 1
r
∥Xvr (n0, ω)− Xvr (n0 + 1, ω)∥
<
1
2
d(Xvr (∞, ω), ∂V ).
We conclude that 1− r4 < 12 , which is a contradiction to the fact that 0 < r ≤ 1. 
2.2. Proof of the main results
Proof of existence. Let us see first that h does not depend on r . Recall that Vr = {x ∈
Rd : d(x, V ) < r}. By the Tietze–Urysohn theorem (see (4.5.1) in [2]), there exists a
continuous function f˜ : V2 → R such that f˜ |∂V = f . As a consequence, f˜ is bounded in
410 J. Villa-Morales / Expo. Math. 30 (2012) 406–411
V1 ⊂ V2, so f˜ ∈ L2(V1). On the other hand, there exists a sequence ( fε)ε>0 of harmonic
functions in V1, such that
lim
ε↓0 fε(x) = f˜ (x), uniformly in V ⊂ V1
(see Proposition 21.2c in [1]). Proposition 2.2, Lemma 1.1 and the Dominated Convergence
Theorem yield
E[ f (Xvr (∞))] = E[ f˜ (Xvr (∞))]
= lim
ε↓0 E[ fε(X
v
r (∞))]
= lim
ε↓0 limn→∞ E[ fε(X
v
r (n))]
= lim
ε↓0 limn→∞ fε(v) = f˜ (v).
Now, f˜ (v) does not depend on r , so that h is well defined.
Let v ∈ V and s > 0 be such that Bs(v) ⊂ V . Then
r := s
d(v, ∂V )
≤ 1. (2.4)
Using induction, one can see that Xvr (n) = X X
v
r (2)
r (n − 1), for every n ≥ 3. Hence,
E[ f˜ (Xvr (n))|Xvr (2)] = E[ f˜ (Xϑr (n − 1))]|ϑ=Xvr (2), ∀n ≥ 3.
The Dominated Convergence Theorem for conditional expectations implies that
E[ f˜ (Xvr (∞))|Xvr (2)] = E[ f˜ (Xϑr (∞))]|ϑ=Xvr (2).
Using (2.4), we obtain
E[ f (Xvr (∞))] = E[E[ f (Xvr (∞))|Xvr (2)]]
= E

E[ f (Xϑr (∞))]

ϑ=Xvr (2)

= 1
σ(Ss (v))

Ss (v)
E[ f (X zr (∞))]σ(dz).
From Propositions 2.1 and 2.2, we conclude that h is harmonic in V . The continuity of h
follows from (1.2). 
Proof of uniqueness. Let h : V → R be a solution to the DP. The continuity of h in V
and Lemma 1.1 yield
lim
n→∞ h(X
v
1(n)) = f (Xv1(∞)), a.s.
Proposition 2.2 implies that (h(Xv1(n)))n is a martingale and, by the Dominated Conver-
gence Theorem,
h(v) = E[h(Xv1(1))] = limn→∞ E[h(X
v
1(n))] = E[ f (Xv1(∞))].
Therefore, h(v) = E[ f (Xv1(∞))], for each v ∈ V . This identity gives us the uniqueness
of DP. 
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