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A matricial norm [l] is a mapping ,U from the algebra M, of complex 
n x n matrices into the set M,+ of nonnegative k x k matrices and which 
satisfies the following axioms : 
(9 pm) = I444 VEEC, VAEM,; 
(ii) P(A + B) ,< P(A) + P(B) VA, BEM,,; 
(iii) PPB) G P(A)P(B) VR, BEM,; 
(iv) p(A) # 0 if A # 0. 
Here C denotes the compIex field. The set M,+ is partially ordered 
componentwise, i.e., (Q) < (bij) if and only if ui3 < b,, for all a, j = 
1 ,. . ., n. If k = 1, then p is a matrix norm [2j. Denoting by r(A) the 
spectral radius of an n x n matrix A, it has been proved [l, 51 that 
r(A) G ~~~(~)~, (I) 
which generalizes a well-know property of matrix norms 121. 
A particular class of matricial norms can be obtained in the following 
manner. For an arbitrary complex p x q matrix B = (hi,) denote 
4(B) = max ([&r/ + 1&i -I- * - * -+- l&j): 
i=l,...$ 
that is, 4(B) is the row norm of B. If 
A21 A22 . . . A2k 
A= 
[ I A k1 Ae2 . . . A,, 
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is an arbitrary but fixed partitioning of the n x n matrix A, where 
A,,, A22,. . ., A,, are square matrices, then the mapping 
6: M, AM*+, 
+(A) = bhAd)i,j=,, .,k (A E Mn) (2) 
is a matricial norm on M, [l]. 
In this paper we will apply matricial norms to obtain upper bounds 
for the zeros of the polynomial 
f(z) = P + un_lzn--l + . * * + UlZ + a,, 
where aj E C (i = 0, 1,. . ., n - 1). We will denote by p(f) the largest 
of the absolute values of the zeros of f(z). 
It is known that the zeros of f( z are the eigenvalues of its companion ) 
matrix : 
F= 
-0 0 0 . . . 0 0 - -a, 
1 0 0 . . . 0 0 -ai 
0 1 0 . . . 0 0 -us 
0 0 0 - . . . 1 0 fZn_s 
0 0 0 0 1 - . . u,_r_ 
Let k,, Ki, . . . , k,_, be arbitrary positive numbers and denote D = 
diag(R,, Rr,. . , R,_,, 1) E M,. The matrix 
D-1FD = 
ooo... 0 0 
k” 0 0 
G 
. . . 0 0 
kn-, o 0 0 0 . . . -~--~~ 
h-2 
0 0 0 . 0 k,_2 
a0 - _ 
ko 
al 
4 
a.2 -- 
kz 
4-2 
h-2 
- an-1 _ 
(3) 
Linear Algebra and Its Applications 3(1970), 483-459 
MATRICIAL NORMS AND THE ZEROS 01’ POLI’NOMlALS 485 
has the same eigenvalues as F, and so 
p(f) = r(F) = r(D-lFD). (4) 
Let+: M, -f M,+ denote the matricial norm given by (2) corresponding 
to the partitioning shown in (3). Then 
where 
J “‘rnax$,$1,..., 2 , 
y = ,,,($,4,. . ., is-Jl, 
0 4 k-2 J 
Applying inequality (1) to D-IFD, we obtain from 
P(/) < r($(D-lFD)). 
If c is an arbitrary matrix norm on M,, we obtain 
p(f) < o($(D-lFD)). 
(5) 
(6) 
(7) 
(4) 
from (8) 
(8) 
(9) 
Obviously, the upper bound given by (9) cannot be better than the one 
given by (8). We will take for ~7 either the column norm CJ~ or the Euclidean 
norm u2 defined, respectively, by 
a,(A) = max(ja,l/ + la21jJ 14 + IQ~I>~ 
44 = (142 + 142 + lag112 + (u2zj*)1? 
where A = (Q)~,~_~,~. Evaluating the right-hand sides of (8) and (Y), 
we obtain 
PROPOSITION 1. If f(z) = zn f u~_~z~--~ + .- * + u,z + a,, and k,, 
k,, . . . > k-2 are arbitrary positive numbers, then 
-_ 
p(f) d BIB + la,-lj i- ~(/a,-,] - 8J2 i- W,-21, (10) 
p(f) < ma@ + k,-,, Y + la,-,l), (11) 
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(12) 
where /3 and y are given by (6) and (7), respectively. 
Remark 1. Since inequalities (11) and (12) have been obtained by 
applying a matrix norm to $(D-rFD), they cannot give better bounds 
than (lo), of which the right-hand side is the spectral radius of #(LFIFD). 
We will see in Example 1 that even inequality (11) can yield a better 
upper bound for p(j) than the following known inequality [6]: 
I% ko + lei 4 + Ia21 4-s + Id \ k,T-,P- 
0 1 k, ““’ k,_, 
> h-2 + Ian-~ 11. 
(13) 
Incidentally, inequality (13) can be obtained by taking the row norm 
of the matrix D-IFD. 
Taking k. = k, = . * * = k,_z = 1, we obtain 
COROLLARY 1. If j(z) = zn + u,_~P--~ + . . * 
p(f) < ii[l + I%-11 + V~%-I - 1Y + 4M1, 
p(f) < ma42, \.a01 + Ian-~/, Ia11 + (a,-~\,. . . t 
P(f) G v2 + M2 + jan-lj2> 
where M = max(ia,l, lull,. . ., ~u~._~I}. 
from Proposition 1 
+ al2 + a,, then 
(14) 
fan-21 + Ia+& (15) 
(16) 
Remark 2. Inequality (14) has been proved in a different way in [3]. 
Remark 3. Even the upper bound given by (15) can be better than 
Cauchy’s [4] : 
p(f) < max{la0[, 1 + /a~(, 1 + b21j. . . , 1 + (a,-~(}. (17) 
The latter is obtained from (13) by taking kj = 1 (i = 0, 1,. . ., n - 2). 
Example 1. Consider j(z) = z3 - 0.5~~ - 22 - 2. Inequality (17) 
gives p(j) < 3, while (14), (15), and (16) give the upper bounds 2.19, 
2.5, and 2.5, respectively. 
Assuming that aj # 0 for all j = 0, 1,. . ., n - 1, and taking kj = 
aj+1 (i = 0, 1,. . ., 1z - 2) in Proposition 1, we obtain 
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COROLLARY 2. If f(z) = zn + u~_~z~-~ + ’ * * + alz + a0 with aj # 0 
(i = 0, 1,. . ., n - l), then 
P(f) d 8W’ + I%-,I + V(lan-11 - m2 + 4Y'l%Ijlt (18) 
___ 
f(f) e 1/4an-,p + P’2 + y’” (20) 
where 
Remark 4. Corollary 2 can be modified for the case when some of 
the ad’s are equal to zero. Then, in Proposition 1, one should take kj = 
aj,l if aj+r # 0, and ki = 1 if ai+i = 0. 
Remark 5. If ,8’ = y’, then the right-hand sides of (18) and (19) 
coincide. 
Remark 6. Inequality (19) can yield a better upper bound for p(f) 
than Kojima’s 141: 
The latter is obtained from (13) by taking kj = jaj+lj (j = 0, 1,. . . , n - 2). 
Example 2. Consider f(z) = z4 - 4.z3 + 3z2 + 22 - 1. Inequality 
(21) gives p(f) < 8, while both (18) and (19) give p(j) < 4.75. 
Let t be an arbitrary positive number and in Proposition 1 take 
kj = P-j--l (j = 0, 1,. . ., n - 2). We obtain 
PROPOSITION 2. If f(z) = zn + an_lzn-l + * . * + alz + 110, and t is 
an arbitrary positive number, then 
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P(f) d t [t i- ja,-,; i V( lU,_l/ - t)2 + 4&l) (22) 
p(ii(,max(2t ja,+a,_,,#+a, _I,...> ‘“-;-‘+ Ia - I 
’ p-1 
i 
nl ’ (23) 
p(f) d V2t2 +d2 + jcJ2> 
where 
(24) 
J laoI Iall 6=maxl-t;;=i.tn-2 ,...) ‘a-3-_“1 i . 
Remark 7. Inequality (23) can yield a better upper bound for p(f) 
than Wilf’s [6]: 
J lad \ p(f) < max it-i, t + g2, t + g3,. . . , t + j5$, t + l@,-~j J. (25) 
The latter is obtained from (13) by taking kj = P--j--1 (i = 0, 1,. . . , n - 2). 
Example 3. Consider f(z) = z4 + 2z3 - 13z2 - 382 - 24. Inequality 
(25) gives p(f) < 7.34, while (22) and (23) give p(f) < 6.14 and p(f) < 6.34, 
respectively. 
Assuming that a,_l # 0 and, in Proposition 2, taking t = l~,_~j, 
we obtain 
COROLLARY 3. I/f(z) = zn + LZ,__~Z~-~ + .a. + qz f- a0 zAha,_, # 
0, then 
p(f) < l%l j + (W2> (26) 
where 
p(l) < V31a,-l12 + ~‘2/1an-112p (28) 
J b0i 14 6’ = max ~lan_l(n_2 1 ,an_llR_3 7’ . ‘, k > %I 2 I -I} . 
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N = max{ laOll’n, l~~lll(~-~), . . . , jc~,_~1~/~, /cz,_~~~/~). (29) 
Then laj( < N”-j (i = 0, I,. . . , IZ - 2) with equality for at least one i. 
Taking, in Proposition 2, t = N, we obtain 
COROLLARY 4. If f(z) = P + an_@_1 + . . * + qz + a,, then 
f(f) < 4 [N + lad + li(la,_11 - W2 + 4N2], (30) 
p(f) d N + m={N, Ian-d, (31) 
p(f) < 1/3N2 + 1~11~~ (32) 
where N is given by (29). 
Remark 8. From inequality (31) we obtain Fujiwara’s upper bound 
[41: 
p(j) < 2 max j~-$/j, 
j=l, .,n 
which is weaker than both (30) and (31) (see Remark 1). 
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