Piggybacking is an efficient method to decrease the repair bandwidth of maximum distance separable codes. In this paper, in order to reduce the repair bandwidth of parity nodes of the known minimum storage regenerating (MSR) codes with high rate, which is usually the whole amount of the original data, i.e., the maximal, a new systematic piggybacking design is proposed through an in-depth analysis of the design of piggybacking. As a result, new MSR codes are obtained with almost optimal repair bandwidth of parity nodes while retaining the optimal repair bandwidth of systematic nodes. Furthermore, MSR codes with balanced download during node repair process are presented based on the new piggybacking design.
I. INTRODUCTION
D ISTRIBUTED storage systems provide reliable access service by storing data with redundancy. Since any individual storage node may fail, redundancy is essential to ensure the reliability. Basically, there are two mechanisms of redundancy: replication and erasure coding. Compared with erasure coding, replication is simpler but has lower storage efficiency. Therefore, with data growing much faster than before, erasure coding has been adopted by more and more distributed storage systems, such as Google Colossus (GFS2) [3] , Microsoft Azure [6] , HDFS Raid [5] , and OceanStore [7] .
Maximum Distance Separable (MDS) codes are typical optimal erasure codes in terms of the redundancy-reliability tradeoff. A (k + r, k) MDS storage code, composed of k + r nodes, can tolerate the failure of any r nodes, i.e., any k nodes suffice for the reconstruction of the original data. In particular, if the original data is equally partitioned into k parts and stored in k nodes without coding, called as systematic nodes, and the other r nodes, termed as parity nodes, store parity data of the k systematic nodes, then the (k + r, k) MDS storage code is said to be systematic. In principle, systematic MDS storage codes are preferred in practical systems, due to the advantage that data reading can be instantly performed without decoding.
As mentioned above, any individual storage node is not very stable. Once a node fails, we must repair it to maintain the redundancy. Accordingly, the cost to repair a failed storage node is crucial for evaluating the performance of erasure codes. Generally speaking, there are four metrics for the cost of node repair, such as computation load, disk I/O, repair bandwidth, and the number of accessed disks. The repair bandwidth, defined as the amount of data downloaded to repair a failed node, is one of the primary concerns because it grows as fast as the amount of stored data. Unfortunately, for a traditional (k + r, k) MDS storage code, with each node storing α data, the repair bandwidth of a single failed node is equal to M = kα, the amount of the whole original data.
Recently, Dimakis et al. studied a symmetric repair scenario of (k + r, k) MDS storage codes, where the failed node is repaired by downloading β ≤ α data from each of any d ≥ k surviving nodes, i.e., the repair bandwidth is γ = dβ. As a result, they derived a tradeoff between storage and repair bandwidth in [2] . Codes lying on this tradeoff are called regenerating codes, in which MBR codes corresponding to the minimum repair bandwidth and MSR codes corresponding to the minimum storage are the most important. Generally speaking, there are three types of node repair: exact repair, functional repair and exact repair of systematic parts. Without incurring the system overhead of updating the coding and decoding rules, exact repair is preferred in practical systems. Actually, the tradeoff in [2] was derived for functional repair, where almost all the interior points are shown in [12] to be not achievable under exact repair. So far, except for the one presented in [16] by means of the so-called layer technique, all the constructions achieving the tradeoff were devoted to MBR codes or MSR codes. For MBR codes, Rashmi et al. provided a complete solution based on the product-matrix framework in [10] , which can produce MBR codes for all feasible values of n, k, d. However, concerning MSR codes, the product-matrix construction demands d ≥ 2k − 2 such that the maximal rate of MSR codes is k/n ≤ k/(d + 1) ≈ 1/2 [10] .
In this paper, we focus on systematic (k + r, k) MSR codes with high rate, i.e., r k, under exact repair. In fact, systematic (k + r, k) MSR codes can be viewed as a special class of (k + r, k) MDS storage codes with repair bandwidth γ MSR = dβ where β = α/(d − k + 1). In order to further reduce the repair bandwidth, we specifically set d = k + r − 1 throughout this paper, i.e., In particular, for a node of the (k + r, k) MSR code with d = k +r −1, we say that the node has optimal repair property or optimal repair bandwidth if the repair bandwidth of the node achieves the minimal value in (1) . In [13] , Shah et al. pointed out that the technique of interference alignment was necessary for MSR codes of exact repair. With interference alignment, several explicit constructions of the high rate MSR array code have been proposed, for example, Hadamard MSR code [9] , [15] , Zigzag code [14] and its modification [17] , Long MDS code [18] , MSR codes built on invariant subspace framework [8] , etc. Though any of these MSR codes has optimal repair property for the systematic nodes with respect to the theoretical minimum repair bandwidth in (1), except for the (k + 2, k) Hadamard MSR code in [9] and the (k + r, k) modified Zigzag code for r ≥ 2 in [17] , all of them repair the parity nodes trivially by downloading the whole original data from all the systematic nodes, i.e.,
In [11] , the method called piggybacking was presented to reduce the amount of data read and downloaded for node repair of MDS codes or specifically MSR codes. The basic idea of piggybacking is taking multiple instances of a given base code, and adding functions of the data of some instances to the other. Several designs of piggybacking were presented in [11] to improve the repair efficiency of the systematic nodes of MDS codes, so were some designs for repair of the parity nodes of MDS codes or specifically MSR codes as a supplement. Consequently, an average saving of 25% to 50% in the amount of download could be achieved during node repair. However, this result is still far away from the theoretical minimum repair bandwidth in (1) , which gives γ /M ≈ 1/r for r k. Inspired by the piggybacking designs in [11] and motivated by the inefficiency of repair of parity nodes of most MSR codes, a systematic analysis on the design of piggybacking in order to decrease the average repair bandwidth of parity nodes of MSR codes as much as possible is done in this paper. As a result, a new piggybacking design based on given MSR codes which can generate new MSR codes with almost optimal repair bandwidth for parity nodes is proposed. Moreover, since new MSR codes by the new piggybacking design do not have the property of balanced download during node repair as required by common regenerating codes in [2] , a method is proposed to construct piggybacked codes with balanced download based on the new piggybacking design.
The remainder of this paper is organized as follows. In Section II, the model of systematic MSR codes and the piggybacking design for repair of parity nodes of MSR codes presented in [11] are briefly reviewed. In Section III, a detailed analysis of the design of piggybacking for repair of parity nodes is elaborated and consequently our new piggybacking design is proposed. Based on the new piggybacking design, a method to construct piggybacked codes with balanced download is proposed in Section IV. Finally, the conclusion is given in Section V. 
T and placed on k systematic nodes, where f i is an α × 1 vector over a finite field F q with q being a power of a prime. In general, r parity nodes hold parity data, namely r vectors f k+1 , · · · , f k+r , of all the systematic data f 1 , · · · , f k . Precisely, for 1 ≤ j ≤ r , the j -th parity data is a linear combination of all the systematic data f 1 , · · · , f k as
is called the coding matrix of the j -th parity node for the i -th systematic node. Table I illustrates the structure of such a (k + r, k) MSR code.
Recall that all the known MSR codes have optimal repair property for systematic nodes. Once the i -th systematic node fails, one downloads data S i, j f j , 1 ≤ j = i ≤ k + r , from all the surviving nodes by an α r × α matrix S i, j of rank α r , and then recover the original data f i . That is, only a proportion 1/r of data is needed from each of other k + r − 1 nodes to repair a failed systematic node. So, totally (k + r − 1)α/r data is downloaded, which is optimal with respect to the theoretical minimum repair bandwidth in (1) . But for repair of a failed parity node, all the known MSR codes have to download all the α data from each of k systematic nodes, i.e., totally M data, much bigger than the optimal value, except for the (k + 2, k) Hadamard MSR code and the (k + r, k) modified Zigzag code for r ≥ 2 whose parity nodes can be repaired with the same bandwidth as systematic nodes.
Throughout this paper, we always assume S i, j = S i for all 1 ≤ i ≤ k, 1 ≤ j = i ≤ k + r to simplify the repair strategy, and call it the repair matrix of the i -th systematic node. It should be noted that all the known constructions have such repair matrices, for example the punctured Zigzag code (the code obtained from the Zigzag code [14] by deleting its first node), Hadamard MSR code [9] , long MDS code [18] , MSR codes based on invariant subspace framework [8] , etc.
In [11] , a piggybacking design devoted to efficient repair of parity nodes of MSR codes was presented. Taking two instances of a systematic (k + r, k) MSR code and denoting by f (i) j the data of j -th node in instance i , 1 ≤ j ≤ k + r and 1 ≤ i ≤ 2, the piggybacking design is illustrated in Table II  TABLE II  STRUCTURE 
where the only piggyback is deployed on the first parity node of instance 2, which is the sum of all parity data of instance 1 except the first one.
The resultant piggybacked (k + r, k) MSR code stores α = 2α data at each node where α denotes the data amount of a node of the original (k + r, k) MSR code. In principle, there are two distinct repair strategies for parity nodes:
1. To repair the first parity node, one downloads all the systematic data of the two instances, totally 2kα data; 2. To repair the i -th parity node, i = 1, one downloads all the systematic data of instance 2, all the parity data f (1) 
Hence, the average repair bandwidth of the parity nodes is
which is far away from the theoretical minimum repair bandwidth in (1), especially when k r , however. Throughout this paper, we always assume that k r since the high rate MSR codes with k r are usually of great interest. In this case, the amount of 2kα data downloaded in the first strategy is much larger than that of (k + r − 1)α data downloaded in the second strategy. Note from Table II that the larger download is due to the absence of f (1) k+1 in the piggyback so that one has to download all the kα systematic data of instance 1 instead of less (at most 2(r −1)α ) parity data in the r − 1 parity nodes and the piggyback. This observation immediately gives us a hint that f (1) k+1 should be included in a piggyback. As an example shown in Table III , the average repair bandwidth of the parity nodes can be reduced as
Inspired by the effect of the new piggybacking, we will discuss how to design piggybacking systematically in order to reduce the average repair bandwidth of the parity nodes in the next section. [11] , a smaller average repair bandwidth of parity nodes, but still much larger than the theoretical minimum repair bandwidth in (1) , can be obtained by partitioning the r parity nodes into g = max(1, r √ k+1 ) groups as equally as possible, i.e., each of group 1 to group g − 1 has h = r g nodes and group g has h = r −(g −1)h nodes. For simplicity we only consider g = 1 herein due to k r.
III. NEW PIGGYBACKING FOR PARITY REPAIR OF (k + r, k) MSR CODE In this section, we present a general transform for MSR codes based on the piggybacking method, which can give MSR codes with almost optimal repair bandwidth of parity nodes.
Consider s instances of a (k + r, k) MSR code, where s ≥ 2. Denote by vectors f (i)
k+r respectively the systematic data and parity data of the i -th instance of the MSR code. Next, we apply the piggybacking method to the s instances:
• Keep the first s − 1 instances unchanged;
• Keep the systematic data of the instance s unchanged but add to the i -th parity data f (s)
k+l , then we say f ( j ) k+l appears in P i . For convenience, we call A 1 , · · · , A r piggybacking matrices which define the piggyback set {P 1 , · · · , P r }. Let α denote the data amount of a node of the original (k +r, k) MSR code. Then, we get an s-piggybacked (k +r, k) MSR code having k systematic nodes and r parity nodes, each storing α = sα data, whose structure is depicted in Table IV .
As pointed out in [11, Corollary 2] , piggybacking an MDS code preserves the MDS property. Therefore, we have Specifically, among all constructions of the piggyback set {P 1 , · · · , P r }, if one of them leads to the smallest average repair bandwidth of parity nodes, then it is said to be perfect. From now on, we focus on the design of the perfect piggyback set {P 1 , · · · , P r }. For an s-piggybacked (k + r, k) MSR code, recall that from the discussion in the previous section we already have
Principle of Repair of Parity Nodes: If parity node 1 ≤ i ≤ r fails, then the parity data f (1) k+i , · · · , f (s−1) k+i and f (s) k+i + P i are repaired as follows:
Step 1 Download the systematic data f
Step 2 Recover parity data f (1) k+i , · · · , f (s−1) k+i from (2) by downloading involved parity data f (s) k+i 1 + P i 1 , · · · , f (s) k+i s−1 + P i s−1 from instance s and other parity data involved in P i 1 , · · · , P i s−1 from instances 1, · · · , s − 1, with f (s) k+i 1 , · · · , f (s) k+i s−1 calculated in Step 1, where i 1 , · · · , i s−1 are chosen as the indices of a group of s−1 linear independent columns of A i in (2), 1 ≤ i j = i ≤ r for 1 ≤ j ≤ s − 1, such that they lead to the minimal repair bandwidth among all groups of s − 1 linear independent columns of A i ;
Step 3 Recover f (s) k+i + P i from (2) by downloading all parity data involved in P i from instances 1, · · · , s − 1 which have not been downloaded in Step 2, with all parity data involved in P i from instances 1, · · · , s − 1 which have already been downloaded in Step 2, f (s) k+i calculated in Step 1, and possibly some of f (1) k+i , · · · , f (s−1) k+i calculated in Step 2 if they appear in P i . In Step 2 of Principle of Repair of Parity Nodes, note that when the parity node 1 ≤ i ≤ r fails, recovering the parity data f (1) k+i , · · · , f (s−1) k+i from (2) needs s − 1 linear independent columns with indices i 1 , · · · , i s−1 ∈ {1, · · · , r } \ {i } of the (s − 1) × r matrix A i , which implies r − 1 ≥ s − 1, i.e., r ≥ s. Thus, we assume that 2 ≤ s ≤ r for the s-piggybacked (k + r, k) MSR code in this paper. Now, we prove Lemma 1: There exists a perfect piggyback set {P 1 , · · · , P r } such that the piggybacking matrix A i in (2) is in the canonical form that (i) the i -th column of A i is the all-zero column;
(ii) A i is equivalent to the matrix (I s−1 0 (s−1)×(r−s+1) ) under column permutation. for all 1 ≤ i ≤ r, where I s−1 is the identity matrix of order s −1 and 0 (s−1)×(r−s+1) is an (s −1)×(r −s +1) zero matrix.
Proof: The existence of a perfect piggyback set is obvious because the number of piggyback sets is finite. Hence, assume that {P 1 , · · · , P r } is a perfect piggyback set. If it is in the desired form, then we are done. Otherwise, we can transform it into another one in the canonical form as follows.
For any given i , 1 ≤ i ≤ r , we define new piggybacks as Then, comparing the old piggyback set to the new one, we see that • This change leads to the same repair bandwidth of parity node i . During the repair of parity node i , since the columns of A i with indices i 1 , · · · , i s−1 are still linear independent, in Steps 2 and 3 the new piggyback set and the old piggyback set respectively require downloading all the data f (l) k+ j , 1 ≤ l ≤ s −1 and 1 ≤ j = i ≤ r , appearing in P i , P i 1 , · · · , P i s−1 and P i , P i 1 , · · · , P i s−1 respectively. Obviously, these data appear in P i , P i 1 , · · · , P i s−1 if and only if they appear in P i , P i 1 , · · · , P i s−1 due to A j = A j for 1 ≤ j = i ≤ r . Therefore, the repair bandwidth for the new piggyback set is the same as that for the old one; • This change does not increase the repair bandwidth of parity node j , 1 ≤ j = i ≤ r . During the repair of parity node j , since A m = A m for 1 ≤ m = i ≤ r , the difference between the download in Steps 2 and 3 for the old piggyback set and that for the new one results from the difference between the appearance of f (1) k+i , · · · , f (s−1) k+i in P j , P j 1 , · · · , P j s−1 and that in P j , P j 1 , · · · , P j s−1 .
According to the Principle, if f (l) k+i , 1 ≤ l < s, appears in one of P j , P j 1 , · · · , P j s−1 (resp. P j , P j 1 , · · · , P j s−1 ), then it has to be downloaded for the old piggyback set (resp. the new one). Thus, it is sufficient to compare the number of nonzero rows in the submatrix formed by the columns j, j 1 , · · · , j s−1 in A i and A i . Set { j, j 1 , · · · , j s−1 } ∩ {i 1 , · · · , i s−1 } = {j 1 , · · · ,j λ } for an integer λ < s. Clearly, in A i the number is λ. Whereas, since the columnsj 1 , · · · ,j λ in A i are linear independent, there must exist λ linear independent rows in the submatrix formed by the columnsj 1 , · · · ,j λ in A i , which implies that the number of nonzero rows in the submatrix formed by the columns j, j 1 , · · · , j s−1 in A i is no less than λ. Therefore, the new piggyback set leads to a repair bandwidth of parity node j no larger than that the old one leads to.
That is, the transform keeps the same repair bandwidth of parity node i , and does not increase the repair bandwidth of any other parity node.
Recursively applying the above procedure from i = 1 to r , we can transform the original perfect piggyback set to a new one with the piggybacking matrices in the canonical form, which is perfect since it leads to an average repair bandwidth of parity nodes no more than that by the original perfect piggyback set. This completes the proof.
Regarding the perfect piggyback set in the canonical form, Lemma 1 indicates that any parity data f ( j ) k+i for 1 ≤ j < s and 1 ≤ i ≤ r appears exactly once. So, denote
k+i , 1 ≤ i ≤ r, 1 ≤ j < s, appears in the piggyback P l , 1 ≤ l ≤ r . In particular, set p i (s) = i . Then, p i is an injective function from {1, · · · , s} into {1, · · · , r } for all 1 ≤ i ≤ r by Lemma 1. Accordingly, we can rewrite the piggyback as
Define L(P i ) = |P i |. We have the following lemma about L(P i ).
Proof: Suppose that the parity node 1 ≤ i ≤ r fails.
According to Principle of Repair of Parity Nodes, one has to download
Step 1 kα systematic data from instance s and then calculate f (s) k+1 , · · · , f (s) k+r ; Step 2 P l + f (s) k+l and all the data f
It follows from Lemma 1 that P i 1 ∩ P i 2 = ∅ if 1 ≤ i 1 = i 2 ≤ r . So, the repair bandwidth of parity node i is
and then the average repair bandwidth of the parity nodes is
Next, we calculate r i=1 s j =1 L(P p i ( j ) ). In fact, we can see that the term L(P i ) appears exactly L(P i )+1 times in this sum since the repair of P i + f (s) k+i or f ( j ) i needs to download L(P i ) data according to Steps 2 and 3 where 1 ≤ i ≤ r and 1 ≤ j < s satisfy p i ( j ) = i . Thus,
When the piggyback set is perfect, its γ parity must be minimized, so does r i=1 L(P i ) 2 + r i=1 L(P i ). Note from Lemma 1 that r i=1 L(P i ) = r (s − 1). Then, the piggyback set is perfect if and only if L(P i ) = s − 1 for all 1 ≤ i ≤ r by the well-known Cauchy-Schwarz inequality.
Based on Lemmas 1 and 2, we are ready to construct a class of perfect piggyback sets for s-piggybacked (k + r, k) MSR codes, i.e., the piggyback sets {P 1 , · · · , P r } given in (3) with the constraint that L(P i ) = s − 1 for all 1 ≤ i ≤ r . In what follows, we give the concrete repair strategy for node failure of the s-piggybacked (k + r, k) MSR code. Precisely, we use two distinct repair strategies to respectively deal with the failure of a systematic node and the failure of a parity node.
(I) When systematic node i fails, 1 ≤ i ≤ k, we repair it by the following steps:
Step
k+l from parity nodes 1 ≤ l ≤ r of each instance 1 ≤ j < s, and data S i (f (s) k+l + P l ) from parity nodes 1 ≤ l ≤ r of instance s, by the repair matrix S i ;
Step 2 Compute S i P l according to (3), and then get S i f (s) k+l by cancelling the piggyback term S i P l from
l , 1 ≤ l = i ≤ k +r , by using the repair strategy of the original MSR code, for each instance 1 ≤ j ≤ s. (II) When parity node i fails, 1 ≤ i ≤ r , we repair it as follows:
Step 1 Download all the systematic data f k+i where (i , j ) ∈ P i to recover f (s) k+i + P i . Then, the s-piggybacked (k +r, k) MSR code has two kinds of repair bandwidth γ system = (k + r − 1)α r and γ parity = (k + s(s − 1))α = (k + s(s − 1))α s Obviously, the former is optimal and the latter is not with respect to the theoretical minimum repair bandwidth in (1) . But compared with the original (k + r, k) MSR code, the s-piggybacked (k + r, k) MSR code maintains optimal repair property of the systematic nodes, and reduces the repair bandwidth of the parity nodes dramatically. Most notably, by choosing s = r , the repair bandwidth of the parity nodes of the r -piggybacked (k +r, k) MSR code approaches the optimal value in (1) when k tends to infinity.
Theorem 2: The r -piggybacked (k + r, k) MSR code constructed above with r instances has almost optimal repair property:
(1) Any systematic node has optimal repair property with repair bandwidth (k + r − 1)α/r; (2) Any parity node has almost optimal repair property with repair bandwidth (k + r (r − 1))α/r. From the above analysis, the injections p i , 1 ≤ i ≤ r , which result in |P l | = s − 1 for all 1 ≤ l ≤ r , are crucial to the perfect piggyback set. Fortunately, there are plenty of such functions. For example,
and
are two classes of injective functions from {1, · · · , s} into {1, · · · , r } obtained from the diagonals of slopes 1 and −1 of a r × s matrix. Finally, we demonstrate two illustrative examples of the perfect piggyback set for (k + 4, k) MSR codes.
Example 1: Two perfect piggyback sets for 3-piggybacked (k + 4, k) MSR codes are respectively (2) k+2 , P 4 = f (1) k+2 + f (2) k+3 and P 1 = f (1) k+3 + f (2) k+2 , P 2 = f (1) k+4 + f (2) k+3 , P 3 = f (1) k+1 + f (2) k+4 , P 4 = f (1) k+2 + f (2) k+1 which are based on the injective functions (4) and (5) respectively. In fact, these two injective functions can be obtained from the diagonals of slopes 1 and −1 of a 4 × 3 matrix as depicted in Figure 1 .
By the two perfect piggyback sets, the repair bandwidth of the parity nodes is (k + 6)α/3 where α = 3α . Recall that the minimal repair bandwidth of (k + 4, k) MSR codes given in (1) is (k + 3)α/4. Further, we can approach the minimal value by adding another instance to get 4-piggybacked (k + 4, k) MSR codes. 3 perfect piggyback sets for 4-piggybacked (k + 4, k) MSR codes are
,
where the first two are based on the injective functions (4) and (5) respectively. For these new three 4-piggybacked (k+4, k) MSR codes, the data amount of a node is α = 4α and the repair bandwidth of any parity node is (k+12)α/4, which is asymptotically optimal with respect to the theoretical minimum repair bandwidth (k + 3)α/4 given in (1) .
Remark 2: Recall that the (k + 2, k) Hadamard MSR code and the (k + r, k) modified Zigzag code for r ≥ 2 are special for their optimal repair property of any node. Due to the difference of performance and construction between cases r = 2 and r > 2 of some typical MSR codes, we give a comparison among typical MSR codes, i.e., the (k +r, k) Hadamard MSR code, the (k +r, k) Zigzag code, the (k +r, k) Long MDS code, the (k +r, k) modified Zigzag code, r-piggybacked codes of them for cases r = 2 and r > 2 in two separate tables. Specifically for Zigzag code, our piggybacking method is only applicable to its punctured code as mentioned in Section II. For simplicity, the same data amount α = r m is adopted hereafter.
From Table V and Table VI , we can see that γ system and γ parity for each of the (k + r, k) r-piggybacked MSR codes, r ≥ 2, are (k + r − 1)α/r and (k + r 2 − r )α/r respectively, which are optimal and almost optimal respectively with respect to the theoretical minimum repair bandwidth in (1) . Clearly, for these MSR codes without optimal repair property of parity nodes, such as the punctured Zigzag code and Long MDS code, whose derivative r-piggybacked codes have the dramatically decreased repair bandwidth of parity nodes compared to themselves, our new piggybacking design provides an efficient method to construct new MSR codes with almost optimal repair property of the parity nodes while keeping optimal repair property of the systematic nodes, at a low cost of a slightly decreased number of systematic nodes. IV. PIGGYBACKED (k + r, k) MSR CODE WITH BALANCED DOWNLOAD According to the repair strategy in the last section, node repair of the r -piggybacked (k + r, k) MSR code has the following characteristics:
C1 To repair a systematic node, β 1 = α r data should be downloaded from each surviving node; C2 To repair a parity node, β 1 = α r and β 2 = α data should be downloaded from each systematic node and each surviving parity node respectively, where α denotes the data amount of each node of the r -piggybacked (k + r, k) MSR code in this section. In the sense of load balance, the download is not balanced. However, the ordinary MSR code is required to have balanced download during the node repair [2] . Thus, in this section, by using the layer technique in [16] , we give a construction of the piggybacked (k + r, k) MSR code with balanced download.
Definition 1 [1] : An (n, r, λ; e, b) balanced incomplete block design (BIBD) is a pair (V n , B) where V n is an n-set and B is a collection of b r -subsets of V n (blocks) such that each element of V n is contained in exactly e blocks and any 2-subset of V n is contained in exactly λ blocks.
For an (n, r, λ; e, b)-BIBD, the parameters e, b can be determined by the other three as
For simplicity, we use (n, r, λ)-BIBD to denote (n, r, λ; e, b)-BIBD.
Based on BIBDs, we are able to construct the piggybacked (k + r, k) MSR code with balanced download as follows:
Step 1 Choose an (n = k + r, r, λ)-BIBD (V n , B) 
where the row and the column respectively denote the node and the instance of the r -piggybacked MSR code, and 0, 1 denote systematic data and parity data respectively. Recall that the data amount of each node of the r -piggybacked (k + r, k) MSR code is α . If node i fails, following the repair strategy in the last section we repair the failed node of the new (b ·r )-piggybacked (k +r, k) MSR code instance by instance. According to C1 and C2, we download data from node j = i with instance l ranging from 1 to b as follows:
1. If node i in instance l is a systematic node, α r data is downloaded; 2. If node i in instance l is a parity node, 2-1. If node j in instance l is a systematic node, α r data is downloaded; 2-2. If node j in instance l is a parity node, α data is downloaded. Note that for the new code each node contains e parity data and b − e systematic data by Definition 1. Thus, the download β = |{l|i, j ∈ B l , 1 ≤ l ≤ b}| · α
follows from Definition 1, which implies |{t|i, j ∈ B t , 1 ≤ t ≤ b}| = λ, and (6) where α = bα is the data amount of each node in the new (b ·r )-piggybacked (k +r, k) MSR code. This is to say, the download β is a constant independent of nodes i and j and hence is balanced. Theorem 3: The (b·r )-piggybacked (n = k+r, k) MSR code constructed above has the balanced download property such that when repairing a failed node, the amount of data that each surviving node needs to transmit is β = (r−1) 2 n(n−1) + 1 r α, which is 1 + r(r−1) 2 n(n−1) times of the optimal case.
V. CONCLUSION
In this paper, we gave a systematic discussion on the design of piggybacking to achieve small average repair bandwidth of parity nodes of MSR codes, and then presented a new piggybacking design which can give MSR codes with almost optimal repair bandwidth of parity nodes, while retaining the optimal repair bandwidth of systematic nodes. Moreover, a construction of MSR codes with balanced download during node repair process based on the new piggybacking design was also proposed.
