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1. INTRODUCTION 
A sequence (c,J is said to be &quasi-positive if the series C c, converges, 
Cr-,, c,, > 0 ultimately and c, > - 8, , where {a,,) is a sequence of non- 
negative numbers. Using this definition, Boas [I] proved the following three 
theorems. 
THEORJZM B, . Let 1 < y < 3. I f  xz==, W-l% converges absolutely, and if 
f(x) is dejned by 
f (4 = S a0 + 2 a, cos nx, 
7+=.-l 
then x-Y{f(X) -f(O)}EL(O,37). c onversely, if xWY{f (x) -f (0)) EL(O,7r), if 
a,, are the Fourier cosine coewents off(x), and ;f the two sequemes {azn} and 
(%n+l} are S-quasi-positive with CzE;, ny-18, < 00, then CzS1 fly-la, converges 
absolutely. 
THEOREM B,. I f  Czz1 a,,log n converges absolutely, and iff (x) is dejned by 
f (4 = Q a0 + $ a, cos nx, 
n=1 
then x-l{f (x) -f (0)} EL(O, T). Cmversely, if x-l{f(x) -f (0)) EL(O, w), if 
a,, are the Fourier cosine coe,f$ients off(x), and if the two sequences {a,,} and 
(%,+d are S-quasi-positive with xzc1 8, log n < CO, then X:=1 a, log n 
converges absolutely. 
THEOREM B, . Let 1 < y < 2. I f  Cz=‘=, ray--lb,, converges absolutely, and if 
g(x) is defined by 
g(x) = 2 b, sin nx, 
n-1 
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then x-yg(x) EL(O, T). ConwerseEy, if x-yg(x) EL(O, ‘IT), if b, me the Fourier 
sine coewents of g(x), and ;f the two sequences {bzn} und (bzn+l) are &quu.si- 
positive with xz==, ny-%, < co, then czEl @‘-lb, converges absolutely. 
In this paper, we shall generalize these theorems and moreover give 
Parseval’s formulae. 
Throughout the paper, the letter C, with or without suffies, denotes a 
positive constant, not necessarily the same at each appearance. 
2. RESULTS AND REMARKS 
First, we shall generalize the series-to-integral parts of Theorems B, and 
B 2’ 
THEOREM 1. Let f(x) be an even function, continuous on (0, P), and let 
its Fourier series be 
f(x) - a uo + il% cos nx. (2.1) 
Suppose that a(x) is a positive function on (0, ?r), that x%(x) EL(O, T), and 
that p,, is dejned by 
p,, = 1 j: LX(X) (1 - cos nx) dx. (2.2) 
If the series Czs1 u,&,, converges ubsolutely, then the Fourier series (2.1) converges 
uniformly to f(x), {f(x) - f (0)) a(x) E L(0, r) and Pursewal’s formula 
+ 1; {f (0) - f (x)1 a(x) dx = f %P?z 
n-1 
holds. 
We shall state the following corollary of Theorem 1. 
COROLLARY 1. Letf(x) b e an even function, continuous on (0, ‘rr), and let 
its Fourier series be (2.1). Suppose that a(x) is a positive and non-increasing 
function on (0, rr), that x%(x) EL(O, P), and that there is a positive number 
-q < -n such that 
s 
t 
t-3 x%x(x) dx < Ca(t) for all t, O<t<y (2.3) 
0 
If the series C* nzl a, J$, a(x) dx conwerges absolutely, then the Fourier series (2.1) 
conwerges uniformly to f(x), (f(x) - f (0)) a(x) E L(0, QT) and Pursewul’s 
formula holds. 
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Remark 1. We put a(x) = x+ (1 < y < 3) in Corollary 1. Then, for 
1 < y < 3, we get the series-to-integral part of Theorem B, . And, for y = 1, 
we obtain the series-to-integral part of Theorem B, . 
We shall give the foIlowing theorem analogous to Corollary 1. 
THEOREM 2. Let f(x) b e an even fimta’m, continuous on (0, rr), and let 
its Fourier series be (2.1). Suppose that a(x) is an even function, positive and 
non-increasing on (0, P), that x01(x) E L(0, P), and that there is a positive number 
77 < 7~ such that 
s 
t 
t-2 x”(x) dx < r%(t) for all t, O<t<7p (2.4) 
0 
I f  the series Cz=I a, s;/n U(X) d x converges absolutely, then the Fourier series (2.1) 
converges uniformly to f(x) and (f(x) - f(s)} u(x - s) E L(0, 1~) for each s, 
o<s<?r. 
Remark 2. If we put a(x) = x-7 (1 < y < 3), Theorem 2 holds. But, it is 
clear that the condition (2.4) is stronger than (2.3). For example, if we put 
a(x) = x-2(log 2nx-l)-p (p > I), then a(x) satisfies (2.3), but does not 
satisfy (2.4) (tT2 f: x”(x) dx = (p - 1)-r (log 2vt-l) a(t)). 
We shall generalize the integral-to-series parts of Theorems B, and B, . 
THEOREM 3. Let f(x) be an even function, Lebesgue-integrable on (0, a), 
and let its Fourier series be (2.1). Suppose that W(X) is a positive function on 
(0, x), that x20.(x) EL(O, ?r), and that p, are defined by (2.2). Further, suppose 
that the series + a0 + Cz=, a, converges to f  (0), and that 
a, >, - 8, for all n, 
where (8,) is a sequence of non-negative numbers and the series Cz=‘=, S,P, con- 
verges. If  (f(x) - f  (0)) LX(X) E L(0, m), then the series & a,p, converges 
absolutely and Parseval’s formula 
holds. 
$J;if(O) -f(x))c4x)dx = 2 a&z. 
?Z=l 
We shall give the following corollary of Theorem 3. 
COROLLARY 2. Let f  (x) be an even function, Lebesgue-integrable on (0, ST), 
and let its Fourier series be (2.1). Suppose that a(x) is a positive and non-increas- 
ing function on (0, P), that x%(x) E L(0, rr), and that there is a positive number 
7 < w such that (2.3) hoZds. Further, suppose that the series 8 a, + Cl, a,, 
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converges to f (0), and that a, > - 8, for all n, where {S,} is a sequence 
of non-negative numbers and the series Cr==, 8, jzIl U(X) dx converges. If 
{f(x) - f  (0)) a(x) EL(O, n), then the series CzX1 a, JZn N(X) dx converges 
absolutely and Parseval’s formula holds. 
Remark 2. We put N(X) = X-Y (1 < y < 3) in Corollary 1. Then, for 
1 < y < 3, we get a somewhat wider theorem than the integral-to-series 
part of Theorem B, . And, for y = 1, we get a somewhat wider theorem than 
the integral-to-series part of Theorem B, . 
We shall generalize the series-to-integral part of Theorem B, as follows. 
THEOREM 4. Let g(x) be an odd function, continuous on (0, a), and let its 
Fourier series be 
g(x) N ‘f b, sin nx. 
T&=1 
(2.5) 
Suppose that a(x) is an odd function, positive on (0, P), that xa(x) is Lebesgue- 
integrable and non-increasing on (0, P), and that there is a positive number 
7 < TT such that 
t-1 'I 
s 
cc(x) dx < G(t) for all t, o<t<q. (2.6) t 
If the series x:fl nb,, j:‘” x,(x) dx converges absolutely, then the Fourier series 
(2.5) converges uniformZy to g(x) and (g(x) - g(s)} 01(x - s) EL(O, T) for each 
s, 0 < s < T. In particular, in case s = 0, Parseval’s formula 
holds, where q,, are defined by 
qn2 s I n 0 a(x) sin nx dx, 
and the series cf, b,,q, converges absolutely. 
Remark 3. If we put U(X) = X-Y (1 < y < 2) and s = 0 in Theorem 4, 
then we get the series-to-integral part of Theorem B, . 
Lastly, we shall generalize the integral-to-series part of Theorem B, as 
follows. 
THEOREM 5. Let g(x) be an odd function, Lebesgue-integrable on (0, r), and 
let its Fourier series be (2.5). Suppose that a(x) is a positive function on (0, T), 
40913313-b 
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that xa(x) is Lebesgue-integrable and non-increasing on (0, TT), and that qn are 
defined by (2.7). Further, suppose that Cz=l b, converges, and that 
b, 2 - 8, for all n, 
where {a,,} is a sequence of non-negative numbers and the series & S,q,, con- 
verges. V&> 4 x is integrable in Cauchy’s sense on (0, rr), i.e., 1 
J$, j-” g(x) 44 dx = j-1, g(x) 44 dx E 
is jnite, then the series C* n31 b,q, converges absolutely and Parseval’s formula 
2 n - 
7r I -10 
g(x) 44 dx = il bnqn 
holds. 
As we see easily from Lemma 1 given in Sec. 4, Theorem 5 is equivalent to 
the following theorem. 
THEOREM 5*. Let g(x) be an odd function, Lebesgue-integrable on (0, n), 
and let its Fourier series be (2.5). Suppose that u(x) is a positive function on 
(O,‘rr), h t ( ) L b g t a xa x is e es ue-integrable and non-increasing on (0,~). Further, 
suppose that Cm nSl b,, converges, and that b, > - S, for all n, where (8,) is a 
sequence of non-negative numbers and the series & r& sy xa(x) dx converges. 
If  g(x) a(x) is integrable in Cauchy’s sense on (0, P), then the series 
ZL 42 S? xa(x) dx converges absolutely and Parseval’s formula 
2 R - 
?r s -bO 
g(x) 44 dx = il bnqn 
holds, where qn are defined by (2.7) and cf, bmqn converges absolutely. 
We shall give a corollary of Theorem 5* as follows. 
COROLLARY 3. Let g(x) be an odd function, Lebesgue-integrable on (0, rr), 
and let its Fourier series be (2.5). S pp u ose that a(x) is a positive function on 
(0, T), thut xa(x) is Lebesgue-integrable und non-increasing on (0, T). Further, 
suppose that b, > - S,, for all n, where {S,} 
and the series Cc=, n&, Sy 
is a sequence of non-negative numbers 
xa(x) dx converges. If  g(x) a(x) EL(O, n), then the 
series xr=, nb,, sp xa(x) dx converges absolutely and Parseval’s formula holds. 
Remark 4. When we put a(x) = X-Y (1 < y < 2) in Corollary 3, we get a 
somewhat wider theorem than the integral-to-series part of Theorems B, . 
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3. PROOFS OF THEOREMS 1, 2, 3 AND COROLLARIES 1,2 
Proof of Theorem 1. Since a(x) is positive, we have 
p, = 1 J; a(x) (1 - cos nx) dx 
2 = =- 
s x24x) x2 
1 - cos nx & 
n- 0 
J 
7r 
> 2?r-3 x%(x) (1 - cos nx) dx. 
0 
But since x2~(3c) EL(O, x), we get 
I 
a 
x2a(x) cos nx dx + 0 as n--t 00. 
0 
Hence p,, > C G x%(x) dx > 0 for all n. Since &r a,~, converges abso- 
lutely, so does Ct-, a, . Hence the Fourier series (2.1) converges uniformly 
to f(x), because f(x) is continuous. 
Since CzCI a,~, converges absolutely, we get 
=,C,h lP* < 00. 
] (+ j: a(x) (I - cos nx) dx) 
Hence {f(x) - f(O)) a(x) E L(0, rr) and Parseval’s formula 
- f f)fP) -f(x)) 44 dx = ,f a,~, 
?l=l 
holds. Thus the theorem is proved. 
Proof of Corollary I. Since a(x) is positive and non-increasing on (0, n), 
we get 
a(+) <nj:::a(x)dx$n Jllna(x)dx. 
Hence, from (2.3), we have 
j:‘” x%x(x) dx < f:‘” x2a(s)dx<C($)3+) 
~c(~~n~~,~~(s)dx=Co~-2~~,~oi(x)dx 
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for all n > N, where N denotes the smallest integer > 29-l. Then we have 
Pn = ; j” or(x)(l -cosnx)dx <A ?22 
0 ?T 
1 j;.%(x) dx + jr a(x) dxl 
lln 
a < C 
s 
a(x) dx. 
1/n 
Thus this corollary is a consequence of Theorem 1. 
Proof of Theorem 2. Since cfr a, s&n a(x) dx converges absolutely, we 
have 
il I a, I < (jf 44 dx)-' lfl I an I j;,, 44 dx < CO. 
Hence the Fourier series (2.1) converges uniformly to f(x). We have 
4%) G 1~ s;,n 44 d x as in the proof of Corollary 1. Hence, from (2.4), we 
iset 
I‘ 
lh 
0 
= Cgrl 
s 
n (Y(x) dx. 
1ln 
for all n >, N, where N denotes the smallest integer > 27-l. Since 
XCU(X) EL(O, rr), and since a(x) is positive and even, we have, for 0 < s < n=, 
(3.1) 
s n If(x) - ml 4x 0 - s) dx < n$l 1 a, ( j:(x - s)I sin nx - sin ns ) uk 
< 2 nfl 1 a, 1 j,” (Y(X - S) I sin $ n(x - s)l dx 
<2i Ia~I(j’+j”-‘)~(x)isin~~xldx 
n-1 0 0 
= 2(4 + I,), say. (3.2) 
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First we have 
d 6 I’ xa(x) dx 1 2 n 1 a, 1 + i$ f  n 1 a,, / xa(x) dx 
0 ?$=l ?kN+l 
1:‘” 
+ n=;+1 I an I j-r,. 49 dx 
by (3.1). Consequently we get II < 00, since Cz=‘=, ) a, ) ST/,, a(x) dx < co. 
Similarly 1, < co. Hence, from (3.2), we get 
s 
“If(x)-f(s)l”(X-S)dx<co. 
0 
And therefore (f(x) -f(s)} a(x - s) fL(O, r). Thus the theorem is proved. 
Proof of Theorem 3. As in the proof of Theorem 1, we have p, > C 
for all n. By assumption, 8, are non-negative and CzeI S,JJ~ conver- 
ges. Hence cf, S, < 00. Now let 6(x) = 4 6, + Cz=I 8, cos 71x. Then, 
(S(x) - S(0)) U(X) EL(O, n) and Parseval’s formula 
(3.3) 
holds, since Cl, S,p, converges (absolutely). Also a, + 8, are the Fourier 
cosine coefficients of f(x) + S(x). S ince 4 a0 + Czzl a, and i so + Cz==, 4, 
converge to f(0) and S(0) respectively, 4 (a, + 6,) + CzmI (a, + Sn) con- 
verges to f(0) + 6(O). Since a, > - 8, , we have a, + 8, 3 0. Hence, we 
may assume that 
f(x) + +) = t (a, + 6,) + f (am + 8,) cos ax 
n=1 
uniformly in (0, r). Since 
m4 - f(O)1 “(4 ~Jv--A 4 
we have 
and 
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Hence 
From (3.3) and (3.4), we have 
Hence Cz-‘=, a,~, converges. Since a, > - 8, for all n, 1 a, 1 < a, + 28, . 
Consequently & a&, converges absolutely, since C a&, and C a,&,, 
converge. Thus the theorem is proved. 
proof of corollary 2. We have, for all positive integers n, 
I 
* 
s 
71 
s 
n 
a(x) (1 - cos nx) dx = l,n 44 dx - a(x) cos nx dx 
1/n l/n 
I 
n 
= l,nn(x)dx-((I:~~+S:ls~4(5)cos1LFdx 
z /:,n a(x) dx - (cos 1) s:;r CY(X) dx 
> (1 - cos 1) j-1,. LX(X) dx 
-+];~,~~::a(;)cosxdx 
a ($) cosxdx/ 
= (1 - cos 1) J;,. LX(X) dx 
+; ~(-I)Xtl~~~~Ba(~)cosxdx 
I 
+ (- l)“+l p_,,, O1 (q) cosxdxl . 
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By assumption, a(x) is positive and non-increasing on (0, r). Hence we get 
P,, > j-I,, a(x) (1 - cos nx) dx > (1 - cos 1) j.:,n a+) dx. 
Also, as in the proof of Corollary 1, we have 
Consequently we get 
c2 n s s a(x) dx < p, < C lh I l,n 44 dx* 
Thus the corollary is a consequence of Theorem 3. 
4. PROOFS OF THEOREMS 4,5 AND COROLLARY 3 
Proof of Theorem 4. Since xa(x) is positive, non-increasing and Lebesgue- 
integrable on (0, r), we have 
s 
l/n 
xa(x) dx > n-2a ; 
( 1 
> n-la(l). 
0 
By assumption, cf, nb, sy x”(x) dx converges absolutely. Hence & b, 
converges absolutely. Consequently the Fourier series (2.5) converges uni- 
formly tog(x). Since xa(x) is positive, non-increasing and Lebesgue-integrable 
on (0, 7r), we have, from (2.6), 
s 
9 
1ln 
a(x) dx < Cn-la ($) < Cn 1:” xa(x) dx 
for all n > N, where N denotes the smallest integers 2 7-l. Let 0 < s < n. 
Then 
11 I{&) -g(s)} 4% - s>l dx < ,fl I b, I 1: I 4x - s) (sin nx - sin ns)j dx 
Since a(x) is odd, we get 
< 2 fl 1 b, I j, 1 a(x - s) sin * n(x - s)] dx. 
f n IMX) - g(s)> 4 0 
- s)I dx < 2 2 I b, I (J“ + Iw-‘) a(x) / sin + nx j dx 
72=1 0 0 
= WI + J2>, say. (4.2) 
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Since XC+) EL(O, rr), we obtain o(x) EL(~, m). Hence we have 
+ (jm 44 dx) f II n=1 
by (4.1). Since XIX1 7t 1 b, 
I bn I 
I s? x”(x) dx < cc and Cz=‘=, I b, ( < co, we get 
11-c 00. (4.3) 
Similarly we have 
Jz -=c *. (4.4) 
By (4.2), (4.3) and (4.4), we obtain {g(x) - g(s)} ol(x - s) EL(O, n). Similarly 
we can prove 
and 
w4 - g(O)} 44 = g(x) “(4 WA 4 
{g(x) - g(4) 4x - 4 = g(x) 4x - 4 EJW, 4. 
When we notice 
il I 6% I j, 44 I sin cc I dx 
< i I b, I In s”” x+> dx + (j:,, + j”) 44 dx/ , 
n=l 0 11 
it is easily seen that CzE1 b,q, converges absolutely and Parseval’s formula 
2 li - 
f 7 0 
g(x) 44 dx = i b,q, 
n=1 
holds. 
In order to prove Theorem 5, we need the following five lemmas. 
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LEMMA 1. Suppose that a(x) is a positive function on (0, rf), and that 
xa(x) is Lebesgue-integrable and non-increasing on (0, n). Then 
1 
--n 
77 I 
1/n 97 l/72 
X”(X) dx < a(x)sinnxdx<(2z-- 1)~ XIX(X) dx, 
0 s 0 s 0 
(n = 1, 2,...). 
Proof. We have 
s 77 II a(x)sinnxdx=n-l/yo/(c)sinxdx 
= n-1 1:: (- 1)” 1: (Y (F) sin x dx. 
Since XCX(X) is positive and non-increasing on (0, 7~), a(x) is so. Hence 
<n-lji4(G)sinxdx. (4.5) 
Since a(x) and xa(x) are positive and non-increasing on (0, T), we get 
for 0 < x < CT. Hence, by (4.9, we have 
n 
a(x) sin nx dx > n-l 
0 
j,/m(G)-u(T)lsinxdx 
>~n-lj~m(~)sinxdx>tn’~~a(~)sinxdx 
+-fxa(x,dx 
1 
s 
l/s 
x-n 
77 
xci(x) dx. 
0 
Also, since m(x) is positive and non-increasing on (0, TT), we have, by (4.5), 
s 
IT 
CL(X) sin nx dx < n-l a(x) sin nx dx 
0 
<n s;‘” m(x) dx + 1:;; a(x) dx 
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11% 
<n xa(x) dx + 2(7r - 
0 
1) n ,:‘” W(X) dx 
= (277 - 1) n j:‘” x”(x) dx. 
Thus this Iemma is proved. 
LEMMA 2. Let Czzl b, converge and let B,, = xi=,, b, . Then, for 
o<x<7r, 
sin kx 
= tan + x B, + i (4 + %+I) ~0s kx - &,+I 
t 
sh(n + a, x 
k=l sin *x I * 
Proof. Using Abel’s transformation, we have 
Fl bk sin kx = iI (Bk - Bk+l) sin Rx 
n-1 
= c (B, - B,,,) (sin kx - sin(k + 1) x} + (8, - B,,,) sin nx 
k-l 
n-1 
= B, sin x + c B&+,(sin(k + 1) x - sin kx) - B,,, sin t2x. 
k-1 
Hence, by the formula 
sin(k+ 1)x-sinks E tan 4 x{cos(k + 1) x + cos kx}, 
we get 
@k 
n-1 
sin kx = B, sin x + tan JJ x 2 Bk+l{cos(k + 1) x + cos kx} 
k-l 
- IQ+1 sin nx 
= B, sin x + tan 4 x 
I 
i (Bh + Bkfl) COS kx - Bl COS X 
k-1 
- Bn+z cos nx 
I 
- B,+l sin nx 
stall + x 
I 
B, + i (4 + B,,) ~0s kx - %I 
sin(n + 4) x 
k-1 sin ax I . 
Thus the lemma is proved. 
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LEMMA 3. Suppose that {d,} is a non-increasing sequence which tends to 
zero as n -+ 00, that h(x) is defined by 
h(x) = 4 d, + g d,, cos nx, 
?Z=l 
and that h(x) is a non-increasing and Lebesgue-integrable function on (0, T). If 
h(x) h(x) is integrable in Cuuchy’s sense on (0, T), then 4 d,,r, + CzS’=, d,r, 
converges and Parseval’s formula 
2 n - 
?7 s +0 
h(x) h(x) dx = +- d,,r,, + f  dnr,, 
?I=1 
holds, where 
Y,, = $ j” h(x) cos nx dx. 
0 
This is due to Edmonds [3, Theorem 26, p. 2571. 
LEMMA 4. I f  {d,} is a non-increasing sequence which tends to zero as n -+ 00, 
and if {Y,} is a sequence such that CISI d,r, converges, then 
-f Ad, & yk = fjl 47, (4, = 4 - dn+J. 
71=1 
This is due to Edmonds [3, Lemma 11, p. 2581. 
LEMMA 5. Let u(x) be an oddfunction, Lebesgue-integrable on (0, T), and let 
its Fourier series be 
44 - f  d,, sin nx. 
n=1 
Suppose that a(x) is a positive and non-increasing function on (0, v), and that 
XC(X) EL(O, T). If Czk, nd, s:‘” x,(x) dx converges absolutely, then u(x) a(x) 
is integrable in Cauchy’s sense on (0, T) and Parseval’s formula 
holds, where 
2 n - 
77 s 
u(x) a(x) dx = f  d,q, 
-PO VL=l 
q&2 = 
s 7r 0 
c(x) sin nx dx. 
This is due to Boas [2, p. 551. 
558 HASEGAWA 
Proof of Theorem 5. Since XR(X) is positive and non-increasing on (0, T), 
we get lim,,,, x”(x) = D (0 < D < co), and further 
I 
?I I l/n 
a(x) sin nx dx > - n 
0 lr I 0 
x~(x)dx~~“1~a(~)ld=~tOL(~) 
by Lemma 1. Hence qn > C for all 71. By assumption, Czar Snqn converges. 
Thus CL, S, < CD. Now let S(x) = Cz=‘=, S, sin nx. Clearly S(x) is continu- 
ous. Hence the Fourier series of g(x) + S(x) is 
g(x) + S(x) - 2 (b, + S,) sin nx. 
n-1 
Since & b, and Czxl 8, converges, Cz=‘=, (b, + 13,) is so. Since b, > - S, , 
we have b, + S, > 0. Hence we may assume that 
g(x) + S(x) = i (b, + S,) sin Idx 
n-1 
uniformly in (0, n). Let B, = CL, (bk + Sk). Then {&} is a non-increasing 
sequence which tends to zero as 71 --t 0~). Hence, by Lemma 2, we get 
g(x) + S(x) = tan 4 x 
I 
Br + i (B, + B,,,) cos kx 
k=l 
= (tan 4 x) G(x), say, (4.6) 
for 0 < r < W. By Lemma 1, the absolute convergence of & S,qn is 
equivalent to the absolute convergence of Cy=‘=, nS,, Ton” W(X) dx. Hence, from 
Lemma 5, S(x) a(x) is integrable in Cauchy’s sense on (0,~) and Parseval’s 
formula 
2 n - 
77 s 
S(x) a(x) dx = i Snqn (4.7) 
+0 a=1 
holds. By the assumption, g(x) ( ) OL x is integrable in Cauchy’s sense on (0, n). 
Hence bd4 + SC x 11 ( ) 01 x is integrable in Cauchy’s sense on (0, r). Let 
44 for 
%0(X) = 
O<X+ 
0 for ~<X+T. 
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Then, by (4.6), we have 
2 - 
7r [;oz {g(x) + S(x)) 44 dx = ; j-1, {g(x) + %+ 010(x) dx 
2 * 
- sl 
-- 
7r G(x) (i x~o(x)) 
+ ta’;;: rx4 ’ (g(x) + S(x)) so(x)/ dx. (4.8) 
Since 
:. k ‘ant~~~-x- x < cx2 for 
2 
o<x<q, 
and since 
we get 
and 
(tan * x - 4 x) (tan $ x)-l (g(x) + 6(x)) a(x) EL (0, i) 
2 “tan$x-8x - 
f Tr 0 
tm g x M4 + ~W ho dx 
2 
I 
?r/2 =- tan + x - + x 
= 0 
tm 4 x Mx) + WI 44 dx 
= fj (b + 4%) r,*, 
f&=1 
where 
2 
rn *=-- s 
n/2 tan 3 x - 8 x 
r 0 tan 4 x 
a(x) sin tix dx. 
By (4.8) and (4.9), we have 
(4.9) 
(4.10) 
2 - 
T s:h” {g(x) + W4) 4x) dx = + 11, G(x) (a x~o(x)) dx + f (bra + Sn) r,*. ?l=l 
Applying Lemma 3 to the first term of the integral on the right, we get 
2 n/2 
- 
77 I W) + %4) 44 dx ho 
= + f (R + fL+d + f (h + s,) r,*, 
7X=1 T&=1 
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where 
1 57 rn = - 
J’ ??- 0 
x%(x) cos nx dx = 1 
I 
r/2 
= 0 
x”(x) cos nx dx. (4.11) 
Since xc+) EL(O, n), r,+O as n-+ co. Hence 
By Lemma 4, we get 
From (4.1 l), we have 
!i’O+ i:rk-hz=;/~xh++ f coskx+osnx)dx 
k=l 
=;j,i"xa(x)( si;';i;i;x -++x 
1 
s 
n/a 
4X =- - 
r 0 tan&x 
a(x) sin nx dx. (4.13) 
Hence, by (4.10) and (4.13), we have 
a(x) sin nx dx. (4.14) 
Consequently, from (4.12) and (4.14), we get 
2 - 
27 
1:: {g(x) + S(x)} a(x) dx = sl (ha + ha) (1,:” “(4 sin nx dx) - 
(4.15) 
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Since QZ(X) is of bounded variation on (3~12, n), we get 
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2 * - j,,, {g(x) + S(x)} a(x) dx = g1 (4z + 4J ($ j:,, 44 sin m dx) - (4.16) x 
By (4.119, (4.16) and (2.7), we obtain 
Hence, from (4.7) and (4.17), Parseval’s formula 
$ I‘” g(x) a(x) dx = =f b,q, 
7, J +o n=l 
holds. Since b,, > - 8, , we get 
xza1 S,,qn converge. Hence 
2 I b& I = 2 I bn 
?L==l ?I=1 
Thus the theorem is proved. 
1qn-G f b,qn+2f %q,< co. 
?I=1 n=1 
Proof of Corollary 3. Since W(X) is positive and non-increasing on (0, e), 
we get oL(x) >/ CX-~ in a right-hand neighborhood of zero. By assumption, 
g(x) a(x) EL(O, TIT). Hence g(x) x-1 EL(O, r). Then, by Dini’s test for con- 
vergence of the conjugate series (see Heywood [4]), Cz=~ b, converges. Since 
g(x) a(x) EL(O, 7r), this function is integrable in Cauchy’s sense on (0, 7r). 
Thus the corollary is obtained from Theorem 5*. 
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