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ABSTRACT
We propose a system for contrapuntal music generation
based on a Neural Machine Translation (NMT) paradigm.
We consider Baroque counterpoint and are interested in
modeling the interaction between any two given parts as a
mapping between a given source material and an appropri-
ate target material. Like in translation, the former imposes
some constraints on the latter, but doesn’t define it com-
pletely. We collate and edit a bespoke dataset of Baroque
pieces, use it to train an attention-based neural network
model, and evaluate the generated output via BLEU score
and musicological analysis. We show that our model is
able to respond with some idiomatic trademarks, such as
imitation and appropriate rhythmic offset, although it falls
short of having learned stylistically correct contrapuntal
motion (e.g., avoidance of parallel fifths) or stricter imita-
tive rules, such as canon.
1. INTRODUCTION
Many attempts have been made to model counterpoint
(e.g., first species counterpoint [1]), to formalize its rules
via computational methods [2], or to generate composi-
tions in the style of four-part Bach chorales [3, 4]. Un-
like these approaches, we focus on pairwise interaction
between musical parts in a piece, and consider this as an
NMT task, where we treat one of the parts as the input to
the encoder (i.e., the source sentence), wanting to generate
the other part as the output of the decoder (i.e., the tar-
get sentence). While the use of NMT is certainly not new
in the context of generative music systems, we contend to
be the first to formulate two-part counterpoint as a transla-
tion task, where “translation” means “generating the other
part”.
To this end, we collated and edited a bespoke Baroque
music dataset, and trained a Transformer model [5]. We
show that the our model is able to generate target sentences
that have some of the musical signatures of the Baroque
style it was trained on (e.g., imitation and phrasal develop-
ment), although it still lacks on many fronts (e.g., harmonic
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Figure 1: The incipit of J.S. Bach’s two-part invention No.8,
BWV 779, viewed as a NMT task.
coherence). We provide examples of these behaviors and
discuss possible strategies for improving the model in its
future implementations.
2. RELATEDWORK
Many computational approaches have been used when try-
ing to model counterpoint and polyphony. Among these,
rule and constraint-based methods have been explored ex-
tensively [6, 7], along with grammars [8, 9] and statis-
tical methods, from Hidden Markov Models [10, 11] to
their combinations with pattern-matching models [12]. In
a more recent experiment [13], a Markov model is again
combined with a pattern template.
Besides these approaches, music counterpoint has also
been modeled via the (increasingly more ubiquitous) ma-
chine learning paradigm [14], and specifically by the ap-
plication of artificial neural networks using modern deep
learning techniques, as in [3, 15]. Typically, these are
based on recurrent neural networks (RNNs), since tempo-
ral dependencies are crucial in music, although convolu-
tional neural networks (CNNs) have also been employed,
as in the Coconet model [4]. Specific referents to our work
include the Music Transformer [16], which introduces a
measure of distance between any two tokens (relative at-
tention), and OpenAI’s MuseNet [17], based on the GPT-2
model [18], which uses sparse attention, whereby each of
the output positions computes weightings from a subset of
input positions. Both of these models encode music left-to-
right and generate similarly, and are able to produce what
are deemed state-of-the-art pieces. Unlike these uses of the
Transformer, we instead formulate the generation of two-
part counterpoint as a NMT task, and claim this to be a
novel approach to polyphonic music generation.
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3. THE DATA
To train the model with suitable data, we decided to col-
late a bespoke dataset, motivated by the often partial and
noisy nature of the readily available ones. This is an ongo-
ing endeavor, as more pieces are continuously added, refer-
enced against the original scores, and curated to ensure the
quality of the transcription and the absence of duplicates.
Composers are chosen exclusively within the Baroque id-
iom (e.g., J.S. Bach, A. Vivaldi, G.F. Handel, G.P. Tele-
mann, S.L. Weiss, etc.) with most pieces being sourced
from the Werner Icking Music Archive 1 and the Center
for Computer Assisted Research in the Humanities 2 . All
pieces are re-formatted as MIDI files. At the time of writ-
ing, our dataset comprised 707 two- and three-part pieces,
and 597 pieces with more than three parts, including or-
chestral works.
3.1 Data Encoding
Each MIDI file is divided in tracks, one per instrument
(with the exception of keyboard instruments that often have
two). First of all, we removed from all individual tracks
all polyphony such as doubling at the octave or occasional
chords for string instruments, throwing away a single track
altogether if the task was impractical or musicologically
not feasible. This resulted in ki tracks per file, where
i indexes the files. Because we are building a model of
two-part music, we built all
(
ki
2
)
combinations of pairs of
tracks. At the time of the latest version of our dataset, we
had 4,623 track pairs.
Next, each track pair was arbitrarily segmented into four-
measure chunks and segments with less than 10 notes in
any given part were filtered out in an effort to keep only
the data points that are really written in a polyphonic style.
This yielded 41,297 four-bar segments. Of these, 31,400
were selected to make up a training set, and these segments
were then transposed in all keys, augmenting the dataset to
376,800 training segments and 9,897 remaining segments
for validation. To encode the MIDI data for use in a neural
network, we consider a vector of three elements for each
note in the segment: the MIDI pitch number, the duration
(floating point rounded to three decimal places), and the
number of beats (also floating point, rounded) from the be-
ginning of the segment. We treat each piece of information
as a “word”, assigning a unique string to each element.
The union of these strings defines the vocabulary V of the
data. Each note or rest in the music is represented by a se-
quence of three words. This representation affords simple
implementation of the model using existing NLP systems.
3.2 Beat position
The encoding of the beat position as a language token
might sound unnecessary: after all, the word embed-
dings to the Transformer already are composed with a
global position embedding. Indeed, we could have used
a beat-position embedding instead of encoding it as a to-
ken. However, we found it useful to force the model
to output the correct beat position after each (variable-
length) note, and noticed improved performance when
1 http://www.icking-music-archive.org/index.php
2 http://kern.ccarh.org/
the model is required to explicitly model the passage of
musical time. For generating output MIDI files and for
calculating BLEU scores (see below), these beat posi-
tion outputs were discarded. In a separate experiment
(mod-beat-position, below) we relied on the global
position embedding from the Transformer and modified
the beat position token to represent the metric position
within a single measure, relative to the downbeat (e.g., the
downbeat of any measure would be encoded as position 0,
the position after three eighth notes have sounded would
be position 1.5, etc.).
4. THE MODEL
We used the OpenNMT 3 implementation of the Trans-
former in PyTorch as a basis of our model (with modi-
fications to the beam search code). The Transformer is
made of a connected encoding and decoding network; their
main components are attention and self-attention layers,
preceded by a positional encoding and followed by stan-
dard feed-forward layers. An attention layer has three in-
puts: a query matrix Q and a pair of key-value matrices K
and V . In our case, for example, each row of the query ma-
trix represents a token from the target music phrase, while
each key-value pair is taken from the source music phrase.
The output of the layer is a measure of how important is
each key in determining the nature of the query. Its exact
mathematical implementation can vary. The most typical
one is the (modified) dot-product attention:
Attention(Q,K, V ) = softmax
(
QKT√
dk
)
V (1)
where KT indicates the transpose of K and dk is the
(common) dimension of the representation for each of the
queries and keys (the other dimension being respectively
the number of tokens in the query phrase and in the source
phrase). In practice, the output of the attention layer for
each query is a weighted sum over all the values V where
the weights are given by a function measuring the mutual
connection between the query and each of the keys.
In a self-attention layer, the vectors of keys, query, and
values all come from the same music phrase. If x is the
vector representation of the phrase (thus xi being the em-
bedding of each token), then those three vectors are calcu-
lated as
Q = xWQ, K = xWK , V = xWV ,
where WQ, WK , and WV are three different trainable
weight matrices. Once the output of the decoder is finally
calculated, a feed-forward network followed by a softmax
is used to choose the generated token out of the available
ones.
The other important part of the model is the positional en-
coding, which determines the correct embedding of each
token xi by storing all the information about the relative
ordering of the tokens. As a matter of fact, the matrix mul-
tiplications in Eq. 1 work independently on every element
and disregard the ordering, treating the musical phrase
“ABCDE” equivalently to “ADBEC”. This is solved by
3 http://opennmt.net/
Pitch Duration Combined
mean std mean std mean std
No beat-position token 22.4 26.9 56.1 30.6 35.8 32.1
beat-position 21.3 26.7 65.3 25.3 38.4 33.2
mod-beat-position 23.6 27.4 63.5 25.9 39.6 32.4
Table 1: Our model’s BLEU results
adding to the order-independent embedding x˜i a part that
depends only on the position p of the token in the input se-
quence, so that xi = x˜i+ f(pi). We refer to [5] for details
in the implementation.
The motivation of this work is that self-attention layers
in the Transformer can learn musical structure by study-
ing the relation between the different notes, for example
discovering cadenzas, repetitions, and so forth.
5. RESULTS & DISCUSSION
We evaluated our model via both NLP metrics and domain-
expert opinion.
5.1 BLEU
Extending the NMT analogy all the way from the model’s
architecture to the assessment of its output results, we
employed the BiLingual Evaluation Understudy (BLEU)
score, which is a metric used to evaluate a generated se-
quence against a reference sequence. BLEU is a modi-
fied precision metric over n-grams [19] (with, typically,
n ≤ 4), but it has been liable to criticism in that a sen-
tence can be translated in many different ways. A similar
argument could be made considering degree equivalence in
music. For example, in the key of C, in a melodic phrase
anchored on the pre-dominant, a D (note) is contextually
just as appropriate as an F (note). Notwithstanding these
considerations, we opted for BLEU, in the awareness that
this needs to be mediated by musicological concerns. In
the results below, the Pitch and Duration scores are calcu-
lated by extracting the midi pitch tokens and duration to-
kens, respectively, from the output stream, and then com-
puting the BLEU score using smoothing method 2 from
[20]. The Combined score was computed using the out-
put sequence of interleaved Pitch and Duration tokens, and
increasing n from 4 to 8.
As a sanity check, we tested whether the model is prone
to “memorizing” target sequences in the training data. We
calculated the edit distance [21] between all possible pairs
composed of a target sequence in the training set and a
generated response. Edit distance was considered zero if
all the pitches and their durations were identical in both
sequences. We did not find any cases of direct copy-
ing behavior. For the mod-beat-position condition,
the edit distance was 19.34 ± 9.44 on average, while for
beat-position it was 18.43± 8.25.
The scores shown in Table 1 suggest that the
mod-beat-position version does better on the pitch-
only and combined pitch+duration metrics, whereas
beat-position does better on the duration-only met-
ric. We also computed scores for the baseline case of not
using a beat position token at all; in this case, the duration-
only results are much worse.
These BLEU score results, however, do not directly trans-
late to a measure of musical quality. We now proceed to
examine from a musicological viewpoint some examples
of model’s output using both variants of the beat-position
token.
5.2 Musical Analysis
In Figure 2, for example, we examine the model’s
mod-beat-position generated response. This shows
accomplished voice leading and it is a nice example of
anticipation of the query’s material, namely bars 77-80
in Handel’s Messiah, movement 44 (the famous Hallelu-
jah chorus). Moreover, the generated part imitates in
contrary motion, although by diatonic steps rather than
tertiary arpeggio. When comparing this to the model’s
beat-position behavior (see Figure 3), one can notice
that the rhythmic and melodic contour is more varied, com-
prising five (instead of two) duration values, and a wider
selection of intervals, respectively. Indeed, the numerical
findings previously reported seem to be corroborated by a
brief musical analysis.
Figure 2: Imitation and anticipation in the
mod-beat-position model’s response (bass clef) to
the query.
Figure 3: A response (bass clef) to the same query as above,
generated by the beat-position model.
Despite the positive traits shown above, our model fails
to exhibit certain fundamental elements of what is consid-
ered valid contrapuntal motion. Leaving aside strict ap-
plications of the Gradus ad Parnassum [22] rules (e.g.,
step-wise voice motion, avoiding hidden fifths and octaves,
etc.), it is evident that our model produces target sequences
of dubious musical appropriateness (e.g., parallel fifths) or
little harmonic coherence (e.g., missing cadences, tonal
pivots and secondary dominant leading tones). Further-
more, the model’s output does not exhibit sufficient style
authenticity, being, at times, more typical of the modal id-
iom. The most notable absence is that of canon, a more
formalized type of imitation, which follows stricter rules
and which comes in several guises (simple, interval, inver-
sion, retrograde, mensuration, etc.). Sample output MIDI
files are available online 4 .
5.3 Future Work
An issue we foresee working on is that of hierarchical
structure. While the Transformer has successfully ad-
dressed long-term structure [16] (which had been the crux
of many generative approaches), hierarchical modeling re-
mains an open problem not only in NLP, where it has
been shown [23] that RNNs still outperform attention net-
works, but in music, too. We posit that hierarchical de-
pendencies can be improved by conditioning the model on
boundary segmentation of the dataset, and we intend to
train the Transformer on segments obtained with percep-
tual [24, 25], musicological [26], and statistical [27] meth-
ods, rather than using arbitrary, fixed-length segments.
6. CONCLUSION
We presented a novel approach to Baroque counterpoint
modeling, using NMT. According to this perspective,
counterpoint is seen as a nearly synchronous translation
task. We collated a bespoke dataset to train a Transformer
model, adding a beat position token to better model musi-
cal time. We concluded that, whilst being able to generate
reasonable responses at times, our model is still at odds
with issues that have been long resolved in systems abid-
ing by different architectures (e.g., rule or constraint-based
systems). Notwithstanding its current limitations, we be-
lieve that our framing of two-part polyphony is an original
viewpoint worth investigating further, and we endeavor to
do so in the near future.
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