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SOMMAIRE
Nous proposons une classe cl’estirnateurs de densité qui s’adaptent au cas où
les observations proviennent d’une distribution asymétrique, multi-modale et qui
possède des queues lourdes. Ce type de distributions survient dans des domaines
tels que la finance et l’assurance. Les mélanges de gaussiennes sont des modèles
non-paramétriques flexibles qui ont de bonnes propriétés d’approximation lorsque
le nombre de composantes est bien choisi par rapport à la taille de l’ensemble d’en
traînement. Cependant, ces modèles ont plus de difficulté à bien représenter la
ciueue de la distribution sous-jacente lorsque celle-ci est lourde car peu d’observa
tions se trouvent généralement dans cett.e région. Pour trouver une solution à ce
problème, nous avons recours à la théorie des valeurs extrêmes afin d’utiliser des
hypothèses paramétriques appropriées lorsqu’il est nécessaire d’extrapoler dans
les régions où il n’y a pas d’observations. Plus précisément, nous nous inspirons
de la méthode PoT, ‘Peaks-over-Threshold”, qui a été développée en hydrologie
pour modéliser les observations excédentaires à un seuil fixé. La distribution de
ces excédents est modélisée à l’aide de la Pareto généralisée qui a la propriété
d’approximer arbitrairement bien la queue de toute distribution connue. Nous
proposons d’utiliser la loi Pareto hybride dans un mélange de distributions. Cette
loi est une extension de la Pareto généralisée à l’axe des réels. La Pareto hybride
est construite en juxtaposant ue loi Normale tronquée et une loi de Pareto géné
ralisée. Des conditions de continuité sont imposées au point de jonction. Cette loi
hybride possède une queue supérieure qui a un comportement semblable à celui
de la Pareto généralisée. Par ailleurs, le seuil inhérent à la méthodologie PoT est
alors défini de manière implicite comme le point de jonction de la composante
ayant la queue la plus lourde. Cette composante détermille l’indice de queue du
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mélange. Le mélange de Paret.o hybrides offre donc une façon alternative d’esti
mer l’indice de queue associée à des observations extrêmes. Dans de nombreuses
applications, on possède de l’information ayant un pouvoir prédictif sur la va
riable d’intérêt. On s’intéresse alors à modéliser la densité conditionnelle de Y, la
variable d’intérêt, étant donné X, le vecteur contenant l’information prédictive.
Lorsque la distribution de r étant donné X est lourde, asymétrique ou multi
modale, nous proposons d’utiliser comme estimateur de densité conditionnelle,
le mélange de Pareto hybrides dont les paramètres sont des fonctions de X. Ces
fonctions sont modélisées à l’aide d’un réseau de neurones à une couche cachée.
Les réseaux de neurones sont des modèles non-paramétriques qui permettent en
principe d’approximer toute fonction continue. Des expériences sur des jeux de
données artificielles et réelles démontrent que la performance en termes de log
vraisemblance du mélange de Pareto hybrides, incrnditionne1 et conditionnel, est
supérieure à celle d’autres estimateurs de densité non-paramétriques.
Mots-clés estimation de densité, distribution à queue lourde, loi de Pareto
généralisée, valeurs extrêmes, mélange de distribiltions, réseau de neurones
VSUMMARY
We put forward a class of densitv estimators that can adapt to asymmetric,
multi-modal and heavy-taled distributions. Such distributions occur in many ap
plication domains such as finance and insurance. Mixture of gaussians are flexible
non-parametric density estimators that have good approximation properties when
the number of components is well chosen with respect to the training set size. Ho
wéver, those models perform poorly on heavy-tailed data because few observations
occur in the tau area. To solve this problem, w-e resort to extrerne value theory
where rnethods based on sound parametric assumptions have been developped
to enahie extrapolation beyond the range of the observations. IViore precisely, we
build on the PoT method that was developped in hydrology where PoT stands
for ‘Peaks-over-Threshold”. The observations exceeding a given threshold are
rnodeled hy the generalized Pareto distribution. This distribution can approxi
mate arbitrarily well the tau of most distributions. We build a new distribution,
the hybrid Pareto, hy stitching together a truncateci Normal and a generalized
Pareto distribution. We impose continuity constraints at the junction point. The
hybrid Pareto is thus a smooth distribution that can be used in a mixture model.
The behavior of the upper tail of the hybrid is similar to the hehavior of the
generalized Pareto tau. Moreover, the threshold inherent in the the PoT metho
dology can now be defined implicitlv as the junction point of the component with
the heaviest tau. This component also determines the tail index of the mixture.
Hene, the hybrid Pareto mixture offers an alternate way to estimate the tail
index associated with heavy-tailed data. In several applications, information that
has predictive power on the variable of interest is available. In that case, we want
to model the conditional density of Y given X. the vector containing predictive
vi
information. When the distribution of Y given X is asymmetric, multi-modal and
heavy-tailed, we propose to use a mixure of hybrid Paretos whose parameters are
fiinctions of X. Those functions are implemented hy meaiis of a neural network
with one hidden layer. Neural neworks are non-parametric models that can, in
principle, approximate any continuous function. Experiments on artificial and real
data sets show that the hybrid Pareto mixture, llnconditional and conditional,
outperforms other density estimators in terms of log-likelihood.
Keywords : density estimation, heavy-tailed distribution, generalized Pareto
distributioll, extreme values, mixture of distributions, neural networks
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y + 0.3 sill(2rry) + E où e est un
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AVANT-PROPOS
La théorie des valeurs extrêmes est une branche des probabilités qui étudie
le comportement des queues de distribution. Des questions typiques auxquelles
on cherche à répondre sont : quelle est la probabilité qu’une variable aléatoire Z
prenne des valeurs dans un ensemble C alors que peu ou pas d’observations se
trouvent dans C, ou encore quel est le niveau qui est dépassé en moyenne une
fois sur n où n est grand et donc on s’attend à ce que le niveau se retrouve dans
la queue de la distribution. La théorie des valeurs extrêmes met en place des
méthodes fondées sur un raisonnement mathématique rigoureux qui permettent
d’extrapoler au-delà de la région contenant les observations. L’idée intuitive der
rière ce raisonnement est que la queue de la majorité des distributions peut être
classifiée selon un des trois types suivants : le type de queue légère, comme c’est
le cas de la loi Normale, lourde, comme pour les lois a-stables lorsque c < 2 ou
encore finie, comme la loi Uniforme.
Par ailleurs, une branche de l’apprentissage statistique, l’estimation de densité
non-paramétrique, permet de faire l’analyse de données univariées ou mllltivariées
sans faire d’hypothèses spécifiques sur la distribution. Un modèle de densité per
met de répondre à de multiples questions sur les données : y a-t-il multi-modalité,
quel est le comportement de la queue de la distribution, la distribution est-elle
asymétrique, etc... L’estimation de densité peut également amener à la prise de
décision telle que la classification 011 le regroupement de données (clustering?!).
De manière générale, l’apprentissage statistique cherche à développer des algo
rithmes, pour différents types de tâches (pas seulement l’estimation de densité),
qui apprennent à partir d’exemples. Plus précisément, ces algorithmes possèdent
1un mécanisme interne flexible qui s’ajuste aux données et requièrent peu d’hvpo
thèses a priori. Les hypothèses endossées sont typiquement très générales, elles
ont trait à la continuité de la fonction à apprendre par exemple, et ne sont pas
contraignantes comme les hypothèses habituelles endossées par les modèles para
métriques. De fait, de nombreux algorithmes issus de l’apprentissage statistique
possèdent des propriétés d’approximation universelle. Ce qui distingue principa
lement un algorithme non-paramétriclue d’un algorithme paramétrique est que la
complexité de l’algorithme, que l’on peut généralement quantifier par le nombre
de paramètres, augmente avec le nombre d’exemples disponibles.
La faiblesse des algorithmes d’estimation de densité non-paramétriques est
qu’ils ne réussissent pas facilement à extrapoler au-delà de l’intervalle couvert par
les données. Ces algorithmes offrent donc des résultats peu satisfaisants lorsque’il
s’agit de modéliser les queues de distributions qui sont lourdes. Par ailleurs, les
méthodes provenant de la théorie des valeurs extrêmes ne visent qu’à estimer la
queue de la distrihiltion et ne proposent pas de solution pour la partie centrale.
L’objectif de ce travail est de jeter les ponts entre les deux domaines de la théorie
des valeurs extrêmes et de l’apprentissage statistique. Pour la partie centrale de
la distribution, lorsque suffisamment de données sont disponibles, nous aurons
recours à un modèle d’estimation de densité non-paramétrique. Pour la queue
de la distribution, lorsque des observations extrêmes sont présentes mais peu
nombreuses, nous ferons appel à la théorie des valeurs extrêmes.
Cette thèse s’organise comme suit. Les chapitres 1 et 2 présentent une intro
duction des domaines de la théorie des valeurs extrêmes et de l’apprentissage sta
tistique respectivement. Les chapitres 3 et 4 décrivent les contributions principales
qui traitent respectivement de l’estimation de densité inconditionnelle et condi
tionnelle à l’aide de modèles Pareto hybrides, finalement, le chapitre 5 conclut
la thèse.
Chapitre 1
VALEURS EXTRÊMES
De manière informelle, on définit comme extrême, une observation qui se
trouve très éloignée de l’ensemble des autres observations. On retrouve ce type
d’observations dans de nombreux domaines tels que la fillance et l’assurance. Dans
le milieu financier, la distribution des rendements d’instruments financiers est un
outil essentiel à la gestion de portefeuille et des risques financiers. On observe
des rendements extrêmes suite à des mouvements de teildance comme la bulle
technologique ou suite à des crashs boursiers majeurs. Les praticiens de la finance
travaillent généralement avec le logarithme du rendemellt : soit p le prix d’un ins
trument financier au temps t, le log-reidement est donné par 1og(p1)
— log(p1)
où A1 représeilte un intervalle de temps. La figure 1.1 illustre les log-rendements
quotidiens de l’indice boursier S&P500’ ; on y observe des rendements extrêmes
reliés au crash financier de 1987. Dans le milieu de l’assurance, la distribution des
réclamations est primordiale pour que les compagnies d’assurance puissent éva
luer les risques qu’elles encourent par rapport à leurs clients. La figure 1.2 illustre
les réclamations d’un compagnie d’assurance danoise; on y voit des réclamations
dont le montant est de beaucoup supérieur à l’ensemble des autres réclamations.
La présence d’observations extrêmes peut être expliquée par plusieurs fac
teurs : des erreurs de mesure, la présence d’une autre distribution qui corrompt
la distribution principale et forme avec celle-ci un mélange de distributions ou
1Cet indice est considéré comme le plus représentatif de l’économie américaine, il est com
posé de 500 compagnies majeures dans les industries principales des États-Unis.
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eflcore le fait que la distribution sous-jacente ait une queue lourde. C’est ce der
nier cas qui nous intéresse. Soit F(z), la fonction de répartition de la distribution
en question; on appelle (z) = 1 — F(z), la queue de la distribution. Par queue
lourde, on entend une distribution dont plus de masse de probabilité se trouve
dans la queue. Par conséquent, la probabilité d’événement se trouvant très éloigné
du centre de la distribution est plus élevée. On caractérisera plus formellement
le fait qu’une loi ait une queue lourde claris la sous-section suivante. Les lois c
stables avec o < 2, la loi de Pareto, la loi de fréchet et la loi t de Student sont
des exemples de distributions à queues lourdes alors que la loi Normale et la loi
exponentielle ont des queues légères.
En gestion des risques de portefeuille, la valeur-à-risque (VaR) est une mesure
couramment utilisée. Il s’agit d’un quantile de la distribution des profits et des
pertes du portefeuille. Soit Ap = — Pt, la variation de la valeur du porte
feuille entre les moments t et t+At. La VaR de niveau 5% correspond à une perte
qui survient au plus 5% du temps, autrement dit P(Ap < —Val?) = 5%. Cepen
dant, la VaR ne fournit qu’une borne sur la pire perte possible avec une certaine
—5
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FIG. 1.1: Log-rendements de l’indice boursier S&rP 500 entre le 12/02/1986 et le
11/16/1989.
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FIG. 1.2: Réclamations reliées aux sinistres d’incendies survenus au Danemark.
probabilité, elle ne donne aucune indication à savoir quelle peut être l’ampleur
des pertes une fois la VaR dépassée. Certains auteurs ont proposé l’utilisation
de l’espérance de la perte [41j pour remédier aux lacunes de la VaR. Il s’agit
de l’espérance de la variation du portefeuille sachant que celle-ci est inférieure
à la VaR E[pp1 < —VaR]. Par ailleurs, Mandelbrot [321 et Fama[16] ont
démontré que la distribution des rendements d’instruments financiers présente
des queues lourdes. Afin d’estimer la VaR et l’espérance de la perte, il est donc
nécessaire de modéliser la queue inférieure de la distribution des profits et des
pertes du portefeuille.
Dans le milieu de l’assurance, les assureurs se protègent contre les pertes as
sociées aux plus grandes réclamations en ayant recours à des compagnies de réas
surance. Un type de contrat de réassurance possible consiste à couvrir l’assureur
contre les pertes se trouvant dais un certain intervalle, appelé l’intervalle de réas
surance. Il est donc essentiel de développer de bons estimateurs de la queue de la
distribution dans le but d’estimer la probabilité que des réclamations surviennent
dans l’intervalle de réassurance. McNeil [34] utilise un modèle de distribution à
queue lourde pour modéliser les réclamations dans l’intervalle de réassurance.
51.1. THÉoRIE DES VALEURS EXTRÊMES
La théorie des valeurs extrêmes et les méthodes qui en découlent [15J per
mettent la caractéristation, l’estimation et l’extrapolation des queues de distribu
tions. Typiquement, on cherche à évaluer la probabilité qu’une variable aléatoire
Z prenne une valeur dans un ensemble C {zz > n} où u est grand. Dans la
plupart des cas, aucune observation ne correspond à l’ensemble C. Par exemple,
on aimerait estimer la probabilité que le niveau de la mer dépasse la hauteur
des digues protégeant le littoral. L’estimation de quantile est une variante de ce
problème. Soit F, la fonction de répartition de Z, le quantile de niveau q e [0, 1]
est défini par : Zq illf{zF(z) > q}. Soit n, le nombre d’observations dont on
dispose. On cherche à estimer Zq où q est soit très petit q < 1/n (quantile de la
queue inférieure) soit très grand q > 1 — 1/n (quantile de la queue supérieure) de
sorte qu’il faille extrapoler en dehors de l’intervalle couvert par les données. Le
calcul de la VaR tombe dans cette catégorie de problèmes. Nous décrirons tour à
tour deux types d’approches d’estimation de la queue d’une distribution qui ont
été développées dans le cadre de la théorie des valeurs extrêmes.
1.1.1. Méthode des maxima par blocs
Le premier type de méthodes a recours aux maxima d’une variable aléatoire
pour faire l’inférence de la queue de la distribution. Soient Z1, Z2, . . . , Z,, n co
pies indépendantes de Z dont la fonction de répartition est F et soit Mi., =
max(Z1,.. . ,Z,,), le maximum sur ces n variables. Alors, on peut modéliser la
distribution de J’v[ par la distribution aux valeurs extrêmes généralisée. La fonc
tion de répartition de la loi aux valeurs extrêmes généralisée est donnée par
Définition L1.1 (Loi aux valeurs extrêmes généralisée).
exp{_(i+())
‘} si0;ILB Z =
exp{_exp{_()}} si=0
où 1 + () > 0.
6Le paramètre est appelé paramètre de quelle, il détermine l’épaisseur de la
queue de la distribution. Les paramètres p. et 3 contrôlellt respectivement l’empla
cement et la dispersion de la distribution. Puisque est le paramètre caractérisant
la loi aux valeurs extrêmes généralisée, on note souvent simplement par Ht.
Lorsque > O, Ht est une paramétrisation de la distribution de fréchet, lorsque
= O, Ht correspond à la loi de Gumbel et lorsque < O, Ht représente la loi de
Weibull. L’utilisation de la loi aux valeurs extrêmes généralisée pour modéliser la
distribution des maxima est justifiée par le théorème (1.1.1) dû à Fisher-Tippett
[151. Ce théorème stipule que si M, adéquatement centré et réduit, converge
en distribution vers une loi H non-dégénérée2, alors H est forcément la loi aux
valeurs extrêmes généralisée. On dit alors que F (ou Z) appartient au domaine
d’attraction maximale de H, ce qui se note F E MDA(H) (ou Z e MDA(H)).
Théorème 1.1.1 (fisher-Tippett). Si Ec > O et d e R et une Jonction de
répartition H telle que c’(M —d,) H3 alors H = Ht;,p est la toi aux valeurs
extrêmes généralisée.
Pratiquement toutes les distributions connues sont dans un domaine d’at
traction maximale MDA(H), pour un donné. Ceci permet de classifier les
distributions selon leur type de queue, lourde, exponentielle ou finie, lorsque est
respectivement positif, nul ou négatif. Lorsciue > O, F e MDA(H) implique
qu’il existe une fonction L(z) à variation lente, c’est-à-dire que
L(tz)
11m = 1, Vt> 0, (1.1.1)
4œ L(z)
telle que (z) z’/tL(z). Formellement, une distribution est à queue lourde si
elle appartient au domaine d’attraction maximale de la loi de Fréchet. Dails ce
cas, (z) se comporte éventuellement comme z_1/t. La queue de la distribution
décroît donc à vitesse polynômiale. La loi de Student, les lois c-stables et la loi
de Pareto appartiennent au MDA de la Fréchet. Les lois qui appartiennent au
MDA de la Gumbel, auquel cas = O, ont des queues modérémment lourdes à
légères. Pour z suffisamment grand, la décroissance de la queue de la distribution
2Une loi est dite dégénérée si toute la densité est concentrée en un seul point z0, c’est-à-dire
p(zo) = 1.
dénote la convergence en distribution.
zest exponentielle. On trouve dans ce MDA les lois Normale, Exponentielle et
Log-Normale. finalement, le ‘vIDA de la Weibull, pour lequel < O, contient des
lois dont la queue supérieure est finie, comme les lois Uniforme et Bêta.
En pratique on observe des réalisations de la variable aléatoire Z sur une
période de temps que l’on découpe en “blocs”, souvent. il s’agit de blocs d’un an.
On utilise ensuite les maxima des observations sur ces blocs pour estimer les
paramètres de la loi aux valeurs extrêmes généralisée. Il faut choisir la taille du
bloc de sorte que les maxima soient approximativement indépendants même si
les observations à l’intérieur du bloc ne le sont pas. On suppose également que
suffisamment d’observations surviennent dans un bloc pour qu’on puisse approxi
mer la distribution des maxima par la distribution asymptotique..On peut donc
répondre aux questions concernant les valeurs extrêmes d’un jeu de données, par
exemple quelle est la probabilité que le maximum dépasse une valeur donnée, à.
l’aide de la distribution aux valeurs extrêmes généralisée.
1.1.2. Méthode des excès au-delà d’un seuil
Le deuxième type de méthodes utilise les observations qui se trouvent au-delà
d’un seuil élevé pour modéliser la queue de la distribution sous-jacente. Cette
méthodologie a d’abord été développée en hydrologie sour le nom de “Peaks-over
Threshold” (PoT). Davison et Smjth [10] font une revue exhaustive des travaux
sur cette méthode. Elle procède de la façon suivante. Soient {Z1,... ,Z}, n copies
indépendantes de la variable aléatoire Z dont la fonction de répartition est F et
soient {V1,. .. , V,,} = {Z — vZ > u, 1 <j <n} les excédents au-delà d’un seuil
u, où n = #{Z > u)., voir la figure 1.3. Les excédents sont distribués selon la
fonction de répartition excédentaire, voir la définition 1.1.2.
Définition 1.1.2 (fonction de répartition excédentaire). Soit Z, une variabte
aléatoire dont ta fonction de répartztion est f et soit ‘u, un niveau de seuil fixé.
Posons V = Z — uZ > u, ta varzabÏe aléatoire correspondant aux excédents de Z
par rapport au seuil u. Alors, ta fonction de répartition excédentaire est donnée
par:
F(u) = P(Z — ‘u < vZ > u) = P(V <u), Vu > O.
8La fonction de répartition excédentaire est modélisée à l’aide de la loi de
Pareto généralisée dont la fonction de répartition est donnée à la définition 1.1.3.
Définition 1.1.3 (Loi de Pareto généralisée).
t 1—(1+z)’/ siO,
G(z) =
11—e si=O.
oùzO si>O etO<z<— si<O et/3>O.
L’utilisation de la loi de Pareto généralisée pour modéliser la distribution
des excès est justifiée par le théorème 1.1.2 dû à Pickands [37] qui démontre que
VF MDA(H), la fonction de répartition des excès converge vers la distribution
de Pareto généralisée lorsque le seuil u tend vers l’extrémité du support de la
distribution sous-jacente. La condition F E MDA(H) est remplie en pratique
par toutes les distributions connues.
Théorème 1.1.2 (Fickands). V e R, F e MDA(H) si et seute’rne’nt si
lii;i sup F(z)
—
G,,()(z) = O,
UTzF O<Z<ZFU
ouzF=sup{ŒER:F(z)<1}.
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FIG. 1.3: Observations Z1,.. . , Z12 et excès V1, .. . , V5 au-delà du seuil u.
9Le paramètre de la Pareto généralisée correspond à celui de la loi aux valeurs
extrêmes. Il contrôle l’épaisseur de la queue de la distribution et le nombre de
moments de la loi qui sont bornés si Z G, alors E[ZT] <
1/r, Vr IN. Ceci signifie entre autres que l’espérance de la Pareto généralisée
existe si et seulement si < 1 et que sa variance est finie si et seulement si
< 1/2. La densité de la loi de Pareto généralisée est illustrée à la figure 1.4
pour les queues légères à lourdes ( 0) et à la figure 1.5 pour les queues finies
( < 0). Une autre motivation pour l’utilisation de la loi de Pareto généralisée
comme modèle de la distribution des excès est la propriété de stabilité du seuil
V Gt;B et u> 0, alors V — uIV > u Gt±tu. Cette propriété caractérise la
Pareto généralisée au sens où aucune autre loi ne la possède 1101.
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1.1.2.1. Estimation des paramètres de ta Pareto gnératisée
Les paramètres de la Pareto généralisée peuvent être estimés par la maximi
sation de la vraisemblance. $rnith [44j a démontré que les estimateurs des para
mètres de la Pareto généralisée existent pour les grands jeux de données pourvu
—=0
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FIG. 1.4: Densité de la Pareto généralisée, queue légère ft = 0) à lourde ( = 2).
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FIG. 1.5: Densité de la Pareto généralisée, queue finies ( < 0)
que > —1 et ces estimateurs sont asymptotiquemellt normaux et efficaces si
> —1/2. La méthode des moments probabilistes 123] offre une alternative viable
à l’estimation par maximum de vraisemblallce lorsque t > 0. Cependant, l’estima
tion par maximum de vraisemblance permet d’utiliser des modèles plus flexibles,
qui permettent, par exemple, de modéliser la dépendance temporelle des données
ou encore l’influence de variables explicatives.
Dans le cas de la méthodologie PoT (“Peaks-over-Threshold”), les observatiolls
Z1,... ,Z-, sont tirées de la distribution excédentaire, F(.) et non pas d’une loi
de Pareto généralisée. Smith [41 a montré que l’approximation de la distribution
excédentaire par la loi de Pareto généralisée introduit, dans de nombreux cas, un
biais dans les estimateurs par maximum de vraisemblance de et /3.
1.1.2.2. Estirnateur de ta queue de ta distribution
On obtient un estimateur de la queue de la distribution de F en utilisant la
relation suivante, Vv > O
(u+v) (u)(v) P(Z > u+v) P(Z> u)P(Z—u> vZ > u). (1.1.2)
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Tel que mentionné plus haut, la loi de Pareto généralisée sert d’approximation
à la fonction de répartition excédentaire : où et sont
des estimateurs des paramètres de la loi de Pareto généralisée calculés avec les
excès correspondant au seuil u. La probabilité d’excéder leseuil u est généralement
estimée à l’aide de la densité empirique (u) n/n, où n est le nombre d’excès
et n est le nombre d’observations. L’estimateur de la queue de la distribution est
alors donné par, Vv > O
—1 /•
1.1.2.3. Sélection du seuil optimal
La question qu’il reste maintenant à résoudre est celle de la sélection du seuil
u. Si u est choisi trop élevé, il y aura peu d’observations qui excèdent le seuil et
par conséquent, la variance des estimateurs des paramètres de la Pareto générali
sée sera élevée. Far contre, si u est choisi trop bas, ces estimateurs seront biaisés
puisque l’approximation de la fonction de répartition excédentaire par la Pareto
généralisée n’est valable que lorsque u tend vers l’extrémité dii support de la dis
tribution Zf. Il s’agit d’un exemple du compromis biais-variance qui apparaît sous
plusieurs formes dans les questions d’inférence statistique. Il est théoriquement
possible de choisir u de façon optimale en quantifiant l’équilibre entre le biais
et la variance. Cependant, pour y parvenir, il faut estimer l’erreur quadratique
moyenne asymptotique de l’estimateur de l’indice de queue. Il faut alors faire des
hypothèses supplémentaires sur le comportement de deuxième ordre de la distri
bution sous-jacente. Beirlant et al.[2j étudient le cas où > O qui correspond
aux queues lourdes. On a vu plus haut que si F MDA(H), alors il existe une
fonction à variation lente L(z) (voir l’équation 1.1.1) telle que (z) z’/tL(z).
Les conditions de deuxième ordre portent alors sur la vitesse à laquelle la fonction
L(z) disparait.
Embrechts et al.j15] proposent plutôt d’estimer les paramètres de la loi de
Pareto généralisée pour plusieurs niveaux de seuil et de créer n graphe du para
mètre de queue estimé par rapport au niveau de seuil. Le niveau de seuil retenu
sera dans la région du graphe qui est approximativement stable. Cette technique
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requiert un ajustement manuel et une certaine expérience pour déterminer quel
seuil est adéquat. Danielsson et de Vries [9j présentent une méthode d’estimation
de l’erreur quadratique espérée de l’estimateur qui est basée sur le bootstrap.
Le seuil choisi est celui qui minimise cette estimation de l’erreur quadratique es
pérée. Le bootstrap de l’erreur quadratique espérée requiert un développement
particulier puisque la vraie valeur de n’est pas connue.
1.2. MÉTHoDEs BASÉES SUR LA PARET0 GÉNÉRALISÉE
L’estimation de la queue de la distribution par la méthode des excès au-delà
d’un seuil est souvent préférée à la méthode des maxima par blocs car plus de
données participent à l’estimation. Nous passerons en revue quelques méthodes
qui ont été développées en prenant comme point de départ l’approximation de la
queue de la distribution au delà d’un seuil par la loi de Pareto généralisée.
Frigessi et al.[1$1 proposent un mélange de distributions dynamique (c’est
à-dire dont la proportion des composantes du mélange varié avec la valeur de
l’entrée) qui contourne le problème de la sélection du seuil dans la méthodologie
liée à la loi de Pareto généralisée. Ces auteurs suggèrent d’utiliser toutes les
observations pour estimer la densité complète et non pas seulement la queue de
la distribution. L’estimateur proposé est un mélange ayant une composante Pareto
généralisée placée en zéro et une composante à queue légère. La proportion de la
Pareto généralisée dans le mélange croît en fonction de la valeur de l’entrée Z.
De cette façon, la proportion agit comme un seuil graduel et la queue du mélange
est gouvernée par la loi de Pareto généralisée. Frigessi et al. [18J démontrent la
validité de leur modèle en l’applicant à l’estimation de quantiles sur des jeux de
données simulés et réels.
Choulakian et Stephens [6] ont developé un test d’adéquation pour la loi
de Pareto généralisée. Ce test peut être utilisé pour la sélection du seuil de la
façon suivante. La Pareto généralisée est d’abord ajustée aux excédents d’un seuil
relativement bas. On applique le test d’adéquation avec les paramètres estimés. Le
niveau du seuil sera augmenté tant que le test d’adéquation ne sera pas satisfait.
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Dupuis [141 propose une méthode de sélection robuste du seuil au-delà duquel
la loi de Pareto généralisée est utilisée pour approximer la queue de la distribu
tion. Pour un niveau de seuil donné, des estimateurs robustes des paramètres de
la loi de Pareto généralisée sont obtenus à l’aide de l’estimateur robuste au biais
optimal (OBRE optirnat bias robust estimator). Cette procédure robuste attri
bue à chaque excès un poids dans l’intervalle [0, 1] qui mesure le degré de justesse
du modèle en ce point. La stratégie suggérée par Dupuis [141 est d’utiliser OBRE
pour un niveau de seuil relativement bas et d’estimer les poids associés aux excès.
On augmente graduellement le niveau du seuil jusqu’à ce que les poids détermi
nés par OBRE soient près de 1 ce qui signifie que le modèle représente bien les
données. Cette stratégie est appliquée à la modélisation de deux jeux de données
réels.
McNeil et frey [35] combine l’approche des excès au-delà d’un seuil avec la
modélisation GA R CH (GeneTatized Autoregressive Con d’itionalty Heteroskedas
tic) pour estimer la VaR et l’espérance de perte de la distribution des rende
ments logarithmiques au temps t + k conditionnelle à l’information disponible au
temps L.. L’espérance conditionnelle des rendements logarithmiques est modélisée
par un processus autorégressif d’ordre 1 (AR(1)) et leur variance conditionnelle
par un processus GARCH(1,1). On fait l’hypothèse que les résidus du modèle
Z1,. ,Z,., sont des réalisations indépendantes d’une variable aléatoire Z d’espé
rance nulle et de variance unitaire (un “bruit blanc”). Pour estimer la queue de la
distribution de Z, on utilise la méthodologie des excès au-delà d’un seuil. Soient
Z(1) > Z(2) > > Z, les résidus ordonnés. Alors on fixe u = Z(k+l), ce qui
laisse k observations pour l’estimation des paramètres de la Pareto généralisée.
Une étude simulatoire sert à déterminer le choix de k. Cette étude utilise des
échantillons provenant de la loi de Student. L’estimation de l’espérance et de la
variance conditionnelle des rendements logarithmiques ainsi que l’approximation
de la queue de la distribution des résidus par la loi de Pareto généralisée per
mettent de construire un estimateur de la queue de la distribution conditionnelle.
À partir de cet estimateur, les auteurs calculent des estimateurs de quantiles
extrêmes et de l’espérance de perte.
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Beirlant et al.[3] proposent une extension de la Pareto généralisée qui permet
de réduire le biais de l’approximation et d’utiliser une plus grande fraction des
données dans l’estimation des paramètres. Cette méthode est basée sur un déve
loppement de deuxième ordre du modèle de type Pareto. La distribution EGPD
(Extended Generalized Pareto Distribution) a trois paramètres et inclut la loi de
Pareto généralisée comme cas spécial. L’approximation de la queue de la distri
bution par l’EGPD nécessite encore le choix d’une seuil approprié mais celui-ci
peut être choisi plus bas tout en maintenant la qualité de l’approximation.
Chapitre 2
APPRENTISSAGE STATISTIQUE
L’apprentissage statistique élabore des algorithmes (lui sont au confiuellt des
statistiques et de l’intelligence artificielle [5j. Ces algorithmes sont en mesure de
modifier leur structure interne afin (le mieux apprendre des règles qui reflètent
les relations entre les données. L’approche de l’apprentissage statistique diffère
de celle de la statistique car l’objectif i’est pas d’identifier quel est le modèle
ayant généré les donilées mais plutôt d’apprendre uie fonction capable de mimer
le processus générateur. L’idée centrale est donc que la fonction apprise par l’al
gorithme soit en mesure de bien prédire sur de nouveaux exemples générés par
le même processus sous-jacent plutôt que d’estimer précisément ce processus. De
plus, une propriété fondamentale des algorithmes issus de l’apprentissage statis
tique est la capacité, à la vue d’un nombre de plus en plus graid d’exemples,
d’approxirner de mieux en mieux le processus géllérateur.
2.1. APPRENTISSAGE SUPERVISÉ ET NON-SUPERVISÉ
Nous utiliserons des modèles relevant de deux types d’apprentissage statis
tique l’apprentissage supervisé et non-supervisé. Dans tous les cas. ou dispose
d’un jeu de données V. = {Zi, . . . ,Z,,} qui contient des observations indépen
dantes et identiquement distribuées (i.i.d.) provenant d’une variable aléatoire Z.
Dans le cadre de l’apprentissage supervisé., on suppose que Z = (X, Y) et qu’on
dispose donc de paires d’observations {(X, La variable d’entrée X peut
être aléatoire ou déterministe; ceci importe peu dans la modélisation. En gé
néral, X e Ed où Ed est un espace métrique; souvent Ed Rd ou encore un
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sous-ensemble de Rd. Si la sortie Y prend des valeurs discrètes, Y e {1,.. .
il est question de classification. Étant donnée l’entrée X, Y donne l’étiquette de la
classe associée à X. Par exemple, en finance, X peut être un vecteur représentant
l’état de l’économie et Y, l’action associée à X, soit acheter, vendre 011 maintenir
la part d’un actif dans un portefeuille, auquel cas trois classes sont possibles et
K 3. On veut déterminer une fonction f : —* {1 K} qui classifie les
exemples de V. Une erreur de classification survient lorsque f(X) }‘. En gé
néral, on cherche f de sorte qu’elle minimise le nombre d’erreurs de classification.
Si Y W, il s’agit alors de régression. Toujours dans l’exemple de finance, si
X est un vecteur décrivant l’état de l’économie, Y peut représenter les rendements
de p actifs sur une période de temps donnée. Dans ce cas-ci, on cherche à faire
l’inférence d’une fonction à partir du jeu de données V qui permette de prédire
Y étant donné X. Peu d’hypothèses a priori sont posées sur f si ce n’est que f
est une fonction lisse ce qui se traduit par le concept de proximité suivant : si
et £2 sont près au sens de la métrique de Ed alors J(xi) et f(2) seront près
également par rapport à la métrique de E
Dans le contexte de l’apprentissage non-supervisé, on cherche à modéliser la
variable aléatoire Z elle-même. On peut vouloir chercher à regrouper les données
en K sous-groupes; c’est-à-dire que l’on veut attribuer à chaque observation Z
une étiquette j e {1,. . . ,K} telle que toutes les observations du sous-groupe j
sont sembables selon une métrique donnée. On appelle ce type d’apprentissage
ctustering. Ce problème est semblable à un problème de classification où la va
riable déterminant les étiquettes est manquante. D’une manière générale, on peut
chercher à faire l’inférence de p(.), la fonction de densité associée à Z d’après
les données V. La connaissance d’un modèle de la densité génératrice permet
de faire une analyse explorative des caractéristiques de la densité telles que la
multimodalité, le comportement de la queue de la distribution et l’asymétrie. Un
estimateur de la densité permet aussi de faire de l’analyse discriminante et de la
classification.
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2.2. APPRENTISSAGE ET GÉNÉRALISATION
Dans le cas paramétrique, on considère une famille de fonctions .F0
= {(.); 9 E
Rk} où 9 est un vecteur de paramètres de longueur k. L’apprentissage ou l’entraI
nement du modèle consiste en un processus permettant de déterminer le vecteur
E Rk d’après les données V de sorte que la fonction (.) soit la mieux
adaptée aux données. On appelle alors V l’ensemble d’entraînement ou d’ap
prentissage. L’entraînemellt d’un modèle se fait liabitilellement en minimisant
un critère de coût (ou, de façon équivalente, en maximisant une mesure de per
formance) sur les données V. Soit 10(z), un critère de coût. Le choix de i(.)
dépend de la tâche à effectuer. Par exemple, il pourrait s’agir de l’erreur quadra-
tique lo(x, ) ( ())2 en régression ou de la log-vraisernblance négative
1(z) = — log(9(z)) en estimation de densité. L’erreur de généralisation est l’es
pérance de la fonction de coût
6(9) = E[te(z)]
= f Ïe(z)p(z)dz. (2.2.1)
En pratique, on rie dispose que du jeu de données V = {Z1, . . . , Z} généré par
p(.) et non pas de la fonction p(.) elle-même. Considérons la densité empirique
j5(.) qui place une masse de probabilité de 1/n sr chaque observation. On obtient
une expression pour la densité empirique à l’aide du delta de Dirac’
= (z - Z). (2.2.2)
En utilisant la densité empirique j5() dans l’équation 2.2.1, on obtient l’erreur
empirique moyenne
= Zle(Zj). (2.2.3)
L’entraînement du modèle consiste donc à déterminer , tel que l’erreur empirique
moyenne soit minimisée, c’est-à-dire que 9, = argniin66(9). La minimisation
de E(8) est en général un problème d’optimisation non-linéaire et requiert des
méthodes telles que la descente de gradient.
1Deux propriétés qui définissent le delta de Dirac sont 1) S(z — a) = O si z a 2)
(z — a)dz = 1. En dimension d, z a = a0, j = 1,... ,d.
1$
Lorsque ê est choisi en minimisant l’erreur empirique 8(6), () est un
estimateur biaisé de l’erreur de généralisation; 6(ê) est en moyenne sous-estimée
par Pour obtenir un estimateur sans biais de l’erreur de généralisation, on
calcule l’erreur empirique moyenne sur un ensemble de données Vt = {Z1, . . . , Z1}
qui est distinct de l’ensemble d’entraînement V. Le but de l’apprentissage est
d’obtenir une fonction tb(.) qui généralise bien, c’est-à-dire qui possède une
petite erreur de généralisation. Intuitivement, la généralisation est la capacité
d’une fonction çb(.) à faire une bonne prédiction sur de nouvelles données qui
n’ont pas été vues à l’entraînement.
Afin de mieux comprendre le rôle de l’erreur de généralisation d’un estimateur
on la décompose généralement en la somme de trois termes : le biais carré,
la variance et le bruit. Le biais est défini comme la différence systématique entre
une variable aléatoire et une valeur particulière ciblée. En ce qui nous concerne, la
variable aléatoire est la fonction (.) qui dépend de l’ensemble d’entraînement
V observé. La variance mesure le caractère stochastique de l’estimateur, c’est-
à-dire combien il varie en fonction de l’ensemble d’entraînement V. Le bruit est
la partie de l’erreur qui est propre au problème et qui ne peut être éliminée par
l’algorithme d’apprentissage. La décomposition de l’erreur de généralisation la
plus connue et la plus simple à dériver est celle qui a trait à la perte quadratique
te(x, y)
=
(y — 8(x))2 dans le cadre de la régression [19j. On suppose donc que
l’ensemble d’apprentissage est composé de paires d’observations Z., = (Xi, ) et
que l’on cherche une fonction (.) telle que çb8(X) permette de prédire Y. L’erreur
quadratique espérée (ou erreur de généralisation pour la perte quadratique) de
l’estimateur q5ç(.) au point (x, y) s’écrit alors
E[(y -
= Jt - o(x))2p(x,y)dxdy
= E[(y
- f() + f() -
= E[(y
-
J(x))2 + (f(x) -
+E[2(y
-
f(x))(f(x)
-
(x)
zéro
=
E[(y - f(i))2]+E[(f() - ))2] (2.2.4)
bruit
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Le deuxième terme du membre de droite de l’équatiôn 2.2.4 se développe comme
suit
E[(f(x) - = E[(J(x)
- E[g(x)1 + E[8()] - ))2]
E[(f() - E[0()])2 + (E[(x)] - e(x))2]
+2E[(f(x)
-
-
zéro
= (f(x) E[(x)])2+E[(e(x) - E[0(x)]) (2.2.5)
biais carré variance
En combillant les équations 2.2.4 et 2.2.5, on obtient la décomposition voillue
(6) = bruit + biais2 + variance. (2.2.6)
Heskes [211 propose une décomposition biais-variance-bruit de l’erreur de géné
ralisation pour la log-vraisemblance négative 1(z) = — 1og(e(z)) et James [251
suggère un cadre plus large dans lequel il développe des décompositions biais-
variance-bruit pour toutes les fonctions de coût symétrique.
2.3. PRINcIPE DU MAXIMUM DE VRAISEMBLANCE
Dans le cadre de l’estimatioll de densité, la famille de fonction F doit sa
tisfaire les propriétés suivantes k8(z) > O, Vz et f é(z)dz = 1. On cherche
alors le vecteur de paramètres 9r tel que la fonction oj.) est une bonne ap
proximation de la fonction de densité sous-jacente p(.). Pour juger de la qualité
de l’approximation, on peut utiliser le critère d’information de Kullback-Leibler
[30]
(PUo) = _fp(z log () dz. (2.3.1)
On note que KL(pq5o) O avec égalité si et seillement si o(z) = p(z), Vz.
Par ailleurs, à cause de la pondération par la vraie densité p(.), la distance de
Kullback-Leibler n’est pas symétrique par rapport aux deux fonctions de densités.
Selon ce critère, il est plils important que le modèle ç5(.) soit proche de la densité
sous-jacente dans les régions de plus grande densité. On aimerait choisir 9 de
sorte que (po) soit minimisée ce qui revient à minimiser le critère suivant
(qui est la partie du critère de Kullback-Leibler où g(.) intervient) .C(9)
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— f p(z) 1og(o(z))dz. En remplaçant p(’) par la densité empirique j5,(.) donnée
à l’équation 2.2.2, le critère (9) devient
(9) -
Une autre façon d’introduire le critère (O) est par le biais du concept de vraisem
blance. Fisher 117] a proposé le principe de maximum de vraisemblance comme
base pour l’estimation de densité. La vraisemblallce se définit comme la probabi
lité d’observer le jeu de données V, selon le modèle . Puisque les observations
sont supposées i.i.d., la vraisemblance est donc donnée par
P(V;&) fl8(z).
L’expression pour £(O) est donc le négatif du logarithme de la vraisemblance
divisé par n, (9) — Ïog P(D,1; 0)/n, et le vecteur de paramètres ê qui maxi
mise la vraisemblance minimise aussi le critère de Kullback-Leibler par rapport à
la densité empirique.
Lorsque la dellsit.é sous-jacente appartient à la famille de modèles considérée.
c’est-à-dire qu’il existe 9* tel que o(.) = p(•), sous certaines conditions, l’estima
teur de maximum de vraisemblance a la propriété de convergence suivante (Wald
[45]) lorsque n oc, alors % 9 où p.s. dénote la convergence presque sûre.
Dans la plupart des cas, la famille de modèles considérée pour l’estimation de
densité ne contient pas la densité génératrice. Dans ce cas, 50115 certaines condi
tions, l’estimateur par maximum de vraisemblance est convergent dails le sens
suivant (White [46]) : lorsque n —* oc, alors 0 où 90 dénote le vecteur de
paramètres tel que 6L(p5e0) est minimal. L’estimateur par maximum de vrai
semblance est donc un estimateur naturel pour les paramètres 9 qui minimise
le critère de Kullback-Leibler.
2.4. ESTIMATION DE DENSITÉ NON-PARAMÉTRIQUE
Un estimateur est dit non-paramétrique lorsque son niveau de complexité,
c’est-à-dire le nombre de paramètres libres, croît avec la taille de l’ensemble d’en
traînement. L’approche non-paramétrique pose peu d’hypothèses a priori sur la
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densité génératrice p(.) et ne suppose pas une forme fonctionnelle spécifique pour
celle-ci. Le type d’hypothèses qui est habituellement endossé par cette approche
concerne la régularité de p(.) au sens où si deux observations Z1 et Z2 sont proches
dans Ed, alors p(Zi) et p(Z2) sont proches dans R+. Inversement, l’approche pa
ramétrique fait l’hypothèse que la densité ayant généré les données appartient à
une famille de distributions spécifiques, comme celle des lois Normales. Un esti
mateur paramétrique possède un petit nombre de paramètres mais ce nombre est
fixe, quelle que soit la taille de l’ensemble d’entraînement. Si la densité génératrice
n’appartient pas à la famille paramétrique considérée, l’estimation paramétrique
peut introduire un biais substantiel.
2.4.1. Estimateurs à noyaux
La densité empirique ,(z) = 1/n (Z
— z) est un estimateur non-
paramétrique particulier. La fonction de répartition empirique est donnée par
1{Z<z}, (2.4.1)
où Z < z < z j 1, . .. , d. Le théorème de Glivenko-Cantelli [4]
démontre la convergence de la fonction de répartition empiriqile vers la fonction
de répartition du modèle générateur F
sup (x) — F( O, lorsque n oc.
On appelle “noyau” une fonction K Ed —* R telle que K(u) > O, Vu et
f K(u)du = 1. Dans le cas du noyau gaussien: K(u) = 1/(27r)d/2exp{_HUH2/2}.
En remplaçant la fonction delta (.) par un noyau K(.) dans l’expression pour la
densité empirique, on obtient ne famille d’estimateurs non-paramétriques appe
lés les estimatellrs à noyaux. Soit h la largeur de fenêtre du noyau. L’estimateur à
noyaux place un noyau de largeur h sur chaque point de l’ensemble V et estime
la densité à un nouveau point z E Ed en faisant la moyenne des contributions
de chaque noyau en ce point, cette moyenne étant pondérée par le facteur 1/hd
pour que la densité intègre à 1. L’estimateur à noyaux se formule alors de la façon
22
suivante
]5h(z)= 1Êi(z_Z)
La masse de probabilité associée à chaque point est partagée par un voisinage
dont la taille est déterminée par h, la largeur de fellêtre du noyau. Lorsque h
— 0,
chaque noyau tend vers un delta de Dirac et I’estimateur à noyaux s’approche de
la fonction de densité empirique. La densité empirique d’un échantillon contenant
cinq observations est illustrée à la figure 2.1 par des lignes verticales (si on se base
sur le delta de Dirac. les lignes devraient aller vers l’infini). Selon j5(.), chaque
observation a donc une masse de probabilité de 1/5 et tout autre point a une
masse de probabilité de 0. Centré sur chaque observation, un noyau gaussien,
avec h = 0.5 et pondéré par 1/5, est dessiné en pointillé. L’estimateur de densité
à noyaux résultallt de l’addition de ces noyaux pondérés est montré par la ligne
pleine au dessus des observations.
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2.1: Densité empirique associée è = {Zi, . . . , Z5} et estimateur è noyaux où
= 1/exp{—u2/2} et h 0.5.
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On peut voir les emplacements des noyaux, c’est-à-dire les observations, comme
les paramètres des estimateurs à noyaux. Le nombre de paramètres des estima
teurs à noyaux croît donc avec la taille de l’ensemble d’entraînement, ce qui est
typique des modèles non-paramétriques. La largeur de fenêtre h est un hyper-
paramètre qui contrôle la complexité du modèle et affecte le biais et la variance
qui composent l’erreur de généralisation de l’estimateur (voir l’équation 2.2.6).
Lorsque h est grand, les noyaux sont très étendus et la densité résultante est
très lisse (on distingue peu ou pas les bosses des noyaux individuels). Ceci est
illustré dans le panneau du bas de la figure 2.2; l’estimateur à noyaux dénote un
biais marqué par rapport à la densité sous-jacente mais possède peu de variance.
Lorsque h est petit, les noyaux sont très étroits et l’estimateur de densité contient
beaucoup de structures. C’est le cas dans le panneau du haut de la figure 2.2 où
l’estimateur à noyaux affiche une grande variance mais peu de biais dans le voi
sinage des points de l’ensemble d’entraînement. Idéalement, lalargeur de fenêtre
doit minimiser simultanément le biais et la variance de l’estimateur à noyaux afin
d’obtenir un estirnateur semblable à celui du panneau du milieu de la figure 2.2.
Devroye et Gyorfi [121 ont montré que les estirnateurs à noyaux sont fortement
convergents dans la norme L1.
2.4.2. Mélanges de distributions
Bien que très flexibles et possédant des propriétés de convergence intéres
santes, les estimateurs à noyaux peuvent s’avérer lourds en temps de calcul car
les n observations de l’ensemble d’entraînement sont requises pour pouvoir éva
luer la densité en un nouveau point z. Les mélanges de distributions sont un type
de modèles non-paramétriques qui offrent un compromis entre les modèles para
métriques et les modèles à noyaux. Un mélange de distributions, dont la formule
générale est donnée à l’équation 2.4.2, estime la densit en un point z en faisant
la moyenne pondérée de m composantes. Chaque composante pj(z; 9j) est une
fonction de densité de paramètres 9. Les poids n du mélange doivent être tels
que n > O et Z1t1 7ri. On regroupe les paramètres du mélange dans le vecteur
24
0.5
0.5
0.5
h = 0.06
h = 0.5
—1 0 1 2 3 4 5 6
FIG. 2.2: Estimateur noyaux en pointillé avec différentes largeurs de lènêtres, de
haut en bas : h = 0.003, h = 0.06, h = 0.5. L’ensemble d’apprentissage contient 100
observations provenant de la densité dessiné en trait plein.
77?
(2.4.2)
On peut voir l’estimateur à noyaux comme un mélange de distributions particulier
tel que m = n, 71 1/m et chaque composante est un noyau de largeur h centré
sur une observation Z. Cependant, habituellement dans un mélange le nombre
de composantes est de beaucoup inférieur au nombre d’observations, m « n,
et le nombre de paramètres d’un mélange est beaucoup plus petit que celui d’un
estimateur à noyaux. Aussi, le vecteur de paramètres d’un mélange de distribu
tions est déterminé en maximisant la log-vraisemblance sur les données V7.,. La
méthode EM (Expectation-Maximisation) [111 a été proposée comme alternative
à la maximisation directe de la log-vraisemblance. Elle permet de modifier ité
rativement le vecteur de paramètres tout en s’assurant que la log-vraisemblance
augmente à chaque itération. Cependant, cette méthode est. avantageuse s’il existe
1
ê
h = 0.003
1
2 4 5 6
1
2 3 4 5 6
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une solution analytique à l’estimation par maximum de vraisemblance des para
mètres de chaque composante p(•; O) comme c’est le cas par exemple pour la loi
Normale. Des extensions de E/I ont été développées [311 pour le cas où, comme
pour la loi de Student, certains paramètres ont une solution analytique et d’autres
non.
Le nombre de composantes rn est un hyper-paramètre qui contrôle la com
plexité du mélange de distributions. Comme la largeur de fenêtre pour l’estima
teur à noyaux, le nombre de composantes affecte de façon inverse le biais et l
variance du mélange de distributions. Plus in est grand et plus l’estimateur pro
duit par le mélange de distributions sera bosselé, il aura plus de variance et le biais
diminuera autour des points de l’ensemble d’apprentissage. Inversement, lorsque
in diminue, l’estirnateur du mélange de distributions est plus lisse, le biais aug
mente et la variance diminue. Tout comme dans le cas de l’estimateur à noyaux,
‘rn doit être choisi de façon à minimiser simultanément le biais et la variance de
l’estimateur.
Le mélange de lois Normales est le type de mélange le plus souvent utilisé.
Lorsqu’on permet au nombre de composantes de croître lentement par rapport
au nombre d’observations, le mélange de Normales est un estimateur de densité
convergent dans la norme L1 [401. Les mélanges de distributions offrent donc
des estimateurs de densité ayant des propriétés de convergence intéressantes et
qui sont d’une complexité modérée. La contrepartie de ces avantages est que ces
estimateurs requièrent un apprentissage substantiellement plus long que celui des
estimateurs paramétriques ou des estimateurs à noyaux.
2.5. RÉSEAU DE NEURONES ARTIFICIELS
Les réseaux de neurones artificiels sont une famille de fonctions qui permettent
de représenter des fonctions non-linéaires qui transforment une entrée de dimen
sion d en une sortie de dimension p. Pour y parvenir, un réseau de neurones
combine des fonctions non-linéaires d’une variable, appelées fonctions d’activa
tions. La figure 2.3 représente un réseau de neurones ayant une couche cachée. Il
est possible d’insérer d’autres couches cachées entre l’entrée et la sortie. Plusieurs
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autres configurations sont possibles à condition que le graphe ne contienne pas
de boucle et donc que la fonction calculée par le réseau de neurones puisse être
écrite de manière explicite.
2.5.1. Réseau de neurones à une couche cachée
La fonction calculée par le réseau de neurones de la figure 2.3 peut être décrite
de la façon suivante. Soit h,, le nombre de neurones dans la couche cachée. Chacun
de ces neurones reçoit en entrée une combinaison linéaire, notée a, de l’entrée
RU plus un terme constant appelé biais (à ne pas confondre avec le biais
statistique introduit plus tôt)
ux + (2.5.1)
oû v , i — 1.. . d et j = 1. .
.
n,, est un poids de la couche cachée connectant le
jième neurone caché avec la composante de l’entrée et est le biais associé
au jiéme neurone caché. Chacun des neurones j de la couche cachée transforme
non-linéairement a t
=
g (ai). La fonction g(.) est appelée fonction d’activa
tion. Son rôle est d’introduire une non-linéarité dans la fonction calculée par le
réseau de neurones. Plusieurs choix sont possibles, on adoptera ici la tangente
hyperbolique g(.) = tanh(.), illustrée à la figure 2.4. La tangente hyperbolique
prend ses valeurs dans l’intervalle [—1, 1], elle est linéaire dans le voisinage de
zéro et aux asymptotes alors qu’elle est non-linéaire aux voisinages des points
d’inflexion. Lorsque x est grand en valeur absolue, tanhQr) se comporte comme la
fonction de “heavy-side” ou fonction échelon. La tangente hyperbolique a l’avan
tage d’être différentiable. Soit p, le nombre de neurones dans la couche de sortie.
De la même façon que les neurones de la couche cachée, chaque neurone de la
couche de sortie reçoit en entrée une combinaison linéaire, notée bk, des sorties
de la couche précédente, c’est-à-dire des sorties zj de la couche cachée, plus un
terme constant de biais
= Z + w,o, (2.5.2)
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où k = 1,.
..
,p et j = 1,.. n,,, est le poids de la couche de sortie connectant
le klême neurone de sortie avec la jième unité cachée et wko est le biais associé au
me neurone de sortie. Chaque neurone de sortie transforme son entrée à l’aide
d’une fonction d’activation : fk(x) (b,), où (.) peut être différente de g(.).
Le choix de la fonction d’activation de la. couche de sortie (•) dépend de la
tàche accomplie par le réseau de neurones. S’il s’agit de régression, la fonction
que le réseau de neurones tente d’approximer prend ses valeurs dans W. La
couche de sortie sera alors linéaire et (.) sera simplement l’identité. S’il s’agit
de classification, on peut interpréter chaque sortie fk() du réseau de neurones
comme la probabilité que l’entrée soit de la classe C,,. Ces probabilités sont ensuite
utilisées pour classifier une entrée c on lui attribuera la classe C,, telle que
> f(), 1 < j < p. Pour ciue les sorties fk(x) soient interprétées comme
des probabilités, il faut que f,,() 0 et 1. Ceci peut être accompli
par la fonction softrnax : f,,(r) .,,(b) eb/ Z=i eb3. S’il n’y a que deux
classes, alors le réseau de neurones n’a qu’ulle sortie (lui est interprétée comme
la probabilité que l’entrée soit de classe C1. L’entrée r sera de la classe C1 si
J () > 0.5 et de la classe C2 sinon. Dans ce cas, la fonction cJ’activatiori utilisée
en sortie est J(x) = (b) = 1/ (1 + e_b). Cette fonction, appelée “sigmoïde” à
cause de sa forme en “S”, est en fait une transformation linéaire de la tangente
hyperbolique. La sigmoïde prend ses valeurs dans l’intervalle [0, 1].
Unités
cachées SortiesEntrées
FIG. 2.3: Réseau de neurones avec une couche cachée
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2.5.2. Propriété d’approximation
Kolmogorov 1291 a démontré un résultat intéressant en lien avec l’approxi
mation de fonction par un réseau de neurones. Par construction, il a prouvé que
toute fonction continue de plusieurs variables à support compact peut être repré
sentée comme une superposition d’un petit nombre de fonctions d’une variable.
Bien que ce théorème n’ait pas d’utilité pratique, il confirme l’idée intuitive de
chercher à approximer une fonction de plusieurs variables par plusieurs fonctions
d’une variable. Dans le cas précis des réseaux de neurones à une couche cachée.
Hornik [221 a montré que si la fonction d’activation de la couche cachée est conti
nue, bornée et non constante, alors ces réseaux de neurones sont des “approxima
teurs” universels pourvu qu’un nombre suffisant d’unités cachées soit disponible.
Donc en principe, un réseau de neurones ayant une couche cachée et la tangente
hyperbolique comme fonction d’activation de la couche cachée peut approximer
arbitrairement bien toute fonction continue à support compact. Cependant, cela
ne nous dit pas comment choisir les paramètres et, en général, trouver ceux qui
minimisent l’erreur empirique est NP-difficile.
—o.
—o.
—o.
—0.8
—5 o 5
FIG. 2.4: Tangente hyperbolique
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2.5.3. Apprentissage
Les poids ou paramètres du réseau de neurones sont déterminés par la mini
misation de l’erreur empirique moyenne (voir l’équation 2.2.3) sur un ensemble
d’apprentissage V. Les méthodes d’optimisation requièrent généralement le cal
cul du gradient et parfois le calcul de la matrice hessienne. Rumeihart et al. [31
ont proposé une méthode de calcul efficace du gradient de l’erreur empirique
moyenne qui s’appelle la rétropropagation d’erreurs. Cette méthode permet de
calculer le gradient avec un nombre d’opérations similaire à celui requis pour le
calcul de l’erreur empirique moyenne. Ce nombre d’opérations est proportionnel
au nombre de poids dans le réseau de neurones. On développe ici les calculs de
rétropropagation de l’erreur propres aux réseaux de neurones ayant une couche
cachée dont la fonction d’activation est la tangente hyperbolique puisque c’est
ce type de réseaux qu’on utilisera plus loin. Soit (x, y) un exemple de l’ensemble
d’entraînement et soit t9(, y) la fonction de coût utilisée pour l’entraînement.
Dans le cas du réseau de neurones à une couche cachée, le vecteur de paramètres
6 contient les poids de la couche cachée et de la couche de sortie, c’est-à-dire
6 = {vjjj j O,...,d}V{wcjk 1,...,t j O,...,n,1}. Puisque
= le(X, }Ç) et que la dérivée d’une somme est la somme des déri
vées, il suffit de développer les formules pour le calcul de gradient de 16(x, y) en
un point (, y). La rétropropagation d’erreurs est basée sur le principe de la déri
vation en chaîne $ les dérivées sont calculées étape par étape et ensuite multipliées
entre elles pour obtenir le gradient. Développons d’abord les dérivées nécessaires
au calcul du gradient par rapport aux poids de la couche de sortie
818 — 819 8f(x) 8bk
3Wk,j — f-j” 8f(r) 8bk 8W9,j
Les dérivées partielles 8i8/8f(x) et 8J(r)/8bk dépendent du choix de la fonction
de coût 19(r, y) et de la fonction d’activation de la couche de sortie (•). Puisque
celles-ci varient selon la tâche du réseau de neurones, on développera ici explici
tement uniquement les dérivées qui ont trait aux niveaux inférieurs du réseau de
neurones. Dans ce cas-ci, on obtient 8bk/8w,j = zi.
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On développe ensuite les dérivées partielles requises pour le calcul du gradient
par rapport aux poids de la collche cachée
p p816
—
ai8 81k(x) 8lirn 8z 8a
8vi,i
— 81k(X) ;j aé OZ 81j
En développant les dérivées partielles, on obtient
8bm
Wrn,j
Uj
a. a 2 2b— tanh(a) = 1 — tardi (ai) 1 —
— xi.
avj,i
Dans un réseau de neurones ayant une couche cachée, le nombre d’unités ca
chées h. est l’hyper-paramètre qui contrôle la complexité du modèle et le nombre
de paramètres libres. Il y a (ci + l)nh, poids dans la couche cachée et (n1, + l)p
poids dans la couche de sortie pour un total de nh(d+1+p)+i paramètres libres.
Plus il y a d’unités cachées, plus le nombre de paramètres libres est grand et plus
le réseau de neurones est capable d’apprendre les données d’entraînement parfai
tement. L’estimateur produit par le réseau de neurones a donc plus de variance.
Inversement, lorsque le nombre d’unités cachées diminue, le réseau de neurones
capte de moins en moins bien les fluctuations de la fonction sous-jacente et le
biais de l’estimateur est plus grand.
2.6. CoMPLExITÉ ET CHOIX D’HYPER-PARAMÈTRE
On a vu que dans les familles de modèles étudiées, il y a toujours un hyper-
paramètre qui contrôle la complexité du modèle et qui doit être choisi de façon
à minimiser simultanément les propriétés conflictuelles du biais et de la variance.
Dans le cas des estimateurs à noyaux, l’hyper-paramètre en question est la lar
geur de fenêtre h. Pour les mélanges de distributions, il s’agit du nombre de
composantes m. Comme mentionné dans la section précédente, pour les réseaux
de neurones à une couche cachée, c’est le nombre d’unités cachées h qui affecte
la complexité.
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Les paramètres d’un modèle sont déterminés par minimisation de l’erreur em
pirique moyenne sur les données d’entraînement Vfl. Typiquement, pius la com
plexité d’un modèle augmente, plus l’erreur d’entraînement diminue. Une courbe
d’erreur d’entraînement typique en fonction de lacomplexité est dessinée à la
figure 2.5. Éventuellement, cette courbe atteint un minimum qui est déterminé
par le nombre d’exemples dans l’ensemble d’entraînement et par le bruit intrin
sèque du problème (voir la sous-section 2.2). Si ou tente de choisir le niveau de
complexité d’un modèle en minimisant l’erreur d’entraînement, ceci conduira à la
sélection d’un modèle qui est suffisamment complexe pour “apprendre par coeur”
l’ensemble d’apprentissage. Par exemple, considérons, dans un contexte de ré
gression, le choix du nombre d’unités cachées h d’un réseau de neurones à une
couche cachée. Si h est suffisamment grand, le réseau de neurones aura assez dê
paramètres libres pour qu’il existe un choix de valeurs de paramètres produisant
une fonction qui passe exactement par les points de l’ensemble d’entraînement
D Cette fonction aura donc une erreur quadratique moyenne de zéro sur les
données de V,. En estimation de densité, le choix de la largeur de fenêtre h de
l’estirnateur à noyaux qui minimise la log-vraisemblance négative moyenne sur
l’ensemble d’entraînement mène à un estimateur qi est une distribution discrète
avec des sauts aux points de V. Ceci est atteint lorsque h
— O et que chaqile
noyau devient un delta de Dirac centré sur un des points de D. Dans ce cas, la
vraisemblance sur l’ensemble d’entraînement tend vers l’infini. Pour le mélange de
distributions, l’optimisation des paramètres du mélange sur l’ensemble d’entraî
nement peut mener à une vraisemblance infinie si ne des composantes s’effondre
sur un des points de V. Pour un mélange de Normales, ceci se produit lorsqu’une
des composantes j est centrée sur une observation et que son écart-type tend vers
zéro, c’est-à-dire j Z pour un î donné et cr —÷ O. Lorsque le nombre de com
posantes m augmente, l’effondrement de composantes sur une observation est de
plus en plus possible.
Intuitivement, il est peu probable que les iriodèles décrits ci-haut performent
bien sur de nouvelles données. En effet, de tels modèles manifestent beaucoup
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de variance puisqu’ils ont capté les variations particulières de l’ensemble d’en
traînement V plutôt que la relation sous-jacente aux données. tant donné que
l’objectif de l’apprentissage statistique est de développer des algorithmes qui gé
néralisent bien, le niveau de complexité d’un modèle devrait être choisi afin de
minimiser l’erreur de généralisation. l\/Iais, l’erreur empirique moyenne mesurée
sur V, de la fonction dont les paramètres ont été estimés sur V est un esti
mateur optimiste de l’erreur de généralisation (voir la sous-section 2.2). Pour
obtenir un estimateur ion-biaisé de l’erreur de généralisation, il fallt mesurer
l’erreur empirique moyenne sur un ensemble d’observations V1 — {Z1,.. . , Zt},
appelé ensemble de validation, qui est distinct de l’ensemble d’entraînement Vfl.
Une courbe de l’erreur empirique sur l’ensemble de validation en fonction de la
complexité d’un algorithme est tracée à la figure 2.5. Typiquement, cette courbe
est plus élevée que la courbe de l’erreur d’entraînement. Dans la phase de sous-
apprentissage, l’erreur de validation diminue d’abord avec la complexité jusqu’à
ce qu’elle ait atteint le niveau de complexité optimale indiquée par la flèche. En
sous-apprentissage, le potentiel de l’algorithme n’est pas exploité au maximum.
La courbe de l’erreur de validation remonte ensuite et passe dans la phase de
sous- sur
_________
apprentissage
erreur de
validation
complexité
FIG. 2.5: Sélection de modèles par minimisation de l’erreur empirique moyenne en
validation
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sur-apprentissage. Dans cette phase, la complexité est trop élevée et l’algorithme
tente d’apprendre parfaitement les données. Puisque la complexité est choisie de
façon à minimiser l’erreur empirique moyenne sur l’ensemble de validation, celle
ci devient à son tour un estimateur optimiste de l’erreur de généralisation. Pour
estimer l’erreur de généralisation de l’algorithme, on utilise un troisième jeu de
données, appelé ensemble de test, distinct de l’ensemble d’entraînement et de l’en
semble de validation. On estime l’erreur de généralisation de l’algorithme, dont
les paramètres ont été adaptés à l’ensemble d’entraînement et le niveau de com
plexité a été choisi sur l’ensemble de validation, en calculant l’erreur empirique
moyenne sur l’ensemble de test.
Chapitre 3
MODÈLES PARETO HYBRIDES : DENSIT1
INCONDITIONNELLE
Les méthodes d’estimation de la queue de la distribution dérivées par la théorie
aux valeurs extrêmes décrites à la section 1.1 s’appliquent au cas où l’on dispose
d’observations univariées. L’objectif est donc d’estimer la queue de la distribution
de Fz(•) où Z est une variable aléatoire univariée. Des extensions au cas où Z est
une variable aléatoire multivariée ont été développées dans le cadre de la théorie
aux valeurs extrêmes multivariées Z]. Dans le cas univarié, on s’intéresse donc à
l’estimation de Z(z) 1 — Fz(z) P(Z> z), où z est grand. Dans la plupart
des applications, z est si élevé qu’aucune observation ne se trouve dans cette
région de la queue de la distribution. La théorie aux valeurs extrêmes propose des
hypothèses paramétriques fondées sur un raisollnement mathématique rigoureux
qui permettent d’extrapoler au-delà de l’intervalle contenant les données.
Des méthodes d’estimation de densité complètement non-paramétriques ne
peuvent pas fournir de bons résultats dans des régions où il n’y a pas d’ob
servations. La figure 3.1 montre la fonction de répartition empirique &(z) =
Zi=1 1{Z<z} pour le cas où les observations Z sont échantillonnées à partir
d’une loi de Fréchet dont la fonction de répartition est (z) = exp (—z’/)
avec = 1/2. Le fait que Ê) augmente d’abord rapidement puis ralentisse
avant d’atteindre la limite È(z) = 1 est typique des lois à queue lourde. Soient
Z(i) > Z(2) > Z_i) > Z(), les observations ordonnées. La fonction de
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quantile empirique f(.) est définie comme la fonction inverse de È(.)
F(q) = Z(k) pour 1— <q < 1—
k—1
Pour les niveaux de quantiles extrêmes, 1 — 1/n < q < 1, le quantile empirique
vaut Z(l) puisqu’aucune autre information n’est disponible. Cependant, la plupart
du temps, le quantile recherché est fortement sous-estimé. Dans l’exemple de la
figure 3.1, les quantiles de niveau q > 0.9 sont estimés par F(q) Z(1) = 4.0130
alors que les quantiles du modèle générateur sont donnés par v095 = 4.4154,
9.9749 et x0999 = 31.6149.
1
Z)1)
Z1
(n)
I I I I I
0 1 2 3 4 5 6
FIG. 3.1: Fonction de répartition empirique pour n = 10; les Z() sont les observations
ordonnées provenant d’une loi de fréchet dont l’indice de queue est = 1/2. Chaque
Z() correspond une marche de hauteur 1/n.
L’utilisation d’un mélange de distributions permet de lisser les prédictions de
la fonction de répartition empirique. Lorsque les observations proviennent d’une
loi dont la queue de la distribution est lourde, l’apprentissage de la densité par
un mélange de Gaussiennes peut fournir de bons résultats empiriques. Une des
composantes du mélange sera placée autour des observations les plus extrêmes
et aura un grand écart-type pour tenter de bien représenter la densité dans la
36
queue de la distribution. Cependant, l’estimateur du mélange de Gaussiennes ne
tiendra compte que des observations extrêmes présentes dans les données et sous-
estimera la queue de la distribution au-delà de la région couverte par les données
(ceci est particulièrement vrai pour les petits jeux de données). Ce phénomène
est illustré à la figure 3.2; un mélange de Gaussiennes ayant cinq composantes
est entraîné sur 10 000 données provenant d’une loi de Fréchet dont le paramètre
de queue est = 1/2. La ligne pleine représente la densité logarithmique du mo
dèle générateur tandis que la ligne pointillée représente la densité logarithmique
apprise par le mélange de Gaussiennes. Le panneau du haut de la figure 3.2 re
présente les densités sur un intervalle couvert par les données d’entraînement (de
la moyenne échantillonale à l’observation maximale) alors que le panneau du bas
rprésente les densités au-delà de l’observation maximale, donc clans une région
sans données d’entraînement. Alors ciue l’estimateur de densité du mélange de
Gaussiennes approxime raisonnablement bien la densité du modèle générateur
sur l’intervalle couvert par les données, celui-ci sous-estime sévèrement la queue
de la distribution lorsqu’il doit extrapoler.
Une autre difficulté survient lors de l’estimation de la densité d’une loi asy
métrique comme la fréchet. L’utilisation de composantes symétriques comme la
Gaussienne entraîne dans ce cas la sur-estimation de la queue inférieure.
3.1. Loi PARET0 HYBRIDE
Notre objectif est de développer un estimateur de densité global, qui permette
d’estimer les moments, les quantiles et autres caractéristiques de la distribution,
que ceux-ci relèvent de la partie centrale de la distribution ou de ses extrémités.
Pour que cet estimateur soit en mesure de bien refléter le cas où la distribution
sous-jacente a une queue lourde, inférieure ou supérieure, nous aurons recours à la
théorie des valeurs extrêmes dont un survol est donné à la section 1.1. Plus préci
sément, nous proposons d’utiliser le mélange de distributions comme estimateur
de densité et de subvenir aux problèmes liés à la présence de valeurs extrêmes en
utilisant un type de composante apparenté à la loi de Pareto généralisée. L’utili
sation de la loi de Pareto généralisée telle quelle dans un mélange pose problème.
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FIG. 3.2: IViélange de cinq Gaussiennes entraîné sur 10 000 données provenant d’une loi
de Fréchet avec = 1/2. Dans le panneau du haut, l’intervalle représenté comprend les
données plus grandes que la moyenne empirique alors que dans celui du bas, l’intervalle
représenté ne contient aucune observation.
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D’abord, cette loi ne représente que la queue d’une distribution (voir les figures
1.4 et 1.5), elle vaut zéro sous le seuil ce qui complique l’apprentissage des pa
ramètres par la maximisation de la log-vraisemblance du mélange. Par ailleurs,
ceci ne résoud pas la question de la sélection d’un seuil adéciuat. Nous proposons
plutôt une nouvelle loi, la loi Pareto hybride, qui est construite en juxtaposant
une loi Normale tronquée à une loi de Pareto généralisée et en repondérant pour
s’assurer que la densité intègre à un, voir la figure 3.3. La Pareto hybride est donc
définie sur tout l’axe des réels, la queue inférieure de la distribution est légère
(c’est la loi Normale) et l’épaisseur de la queue supérieure est contrôlée par la
valeur de l’indice de queue , hérité de la loi de Pareto généralisée. En inversant
la loi Pareto hybride, c’est-à-dire en ayant la pai’tie Pareto généralisée pour la
queue inférieure et la partie normale pour la queue supérieure, on obtient une loi
qui peut prendre en compte des valeurs extrêmes négatives.
3.1.1. Dérivation
Soit cv le point de jonction entre la loi Normale et la loi de Pareto généralisée.
Ce point de jonction correspond donc au seuil au-delà duquel la Pareto généralisée
est utilisée. Afin de construire la Pareto hybride, nous imposons deux contraintes
en cv la continuité de la densité et de sa dérivée. Ces contraintes imposent
des restrictions quant à l’emplacement du seuil. La densité de la loi Normale
d’espérance et d’écart-type u est donnée par
1 / (z_)2
J;j(z) = exp
—
_______
La densité de la loi de Pareto généralisée située au-delà du seuil cv et dont l’indice
de queue est et le paramètre de dispersion est 3 est donnée par
t(l + (z — cv))’/’ si O,
g(z
—
cv) = (3.1.1)
si=O.
où z > cv lorsque > O et cv < z < cv—3/ lorsque < O. On dispose donc initiale
ment de cinq paramètres, , u, , j3 et cv. Comme nous imposons deux contraintes
de continuité, il ne reste que trois paramètres libres. Nous choisissons de garder
u et comme paramètres libres alors que 3 et cv deviennent des fonctions de
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ces trois paramètres. De cette façon, l’indice de queue sera déterminé par les
données lors de l’apprentissage ainsi que l’emplacement /i et la dispersion u, ce
qui semble intuitivement raisonnable. À partir des deux contraintes de continuité,
nous développons des formules explicites pour exprimer /3, c et ‘y, le facteur de
normalisation, en fonction de , et u. Nous traitons ici le cas > O pour sim
plifier l’exposition, les autres cas ne nécessitent que des ajustements mineurs. La
contrainte de continuité de la densité signifie que J,;g(c) = g;piO) ce qui donne
1 4exp1
Vu 2u-
En isolant l’exponentielle, nous obtenons
4 (-)2N u
exp 2u2 ) = /3 . (3.1.2)
La deuxième contrainte de continuité de la dérivée signifie que J’.a(o)
d’où nous tirons
() 4(_)2 (1+) 313exp 2u2 ) /32
Nous remplaçons ensuite l’expression pour l’exponentielle trouvée en (3.1.2) dans
l’équation (3.1.3)
1+ c— u2
u2 (3.1.4)
Afin d’éliminer qui est un paramètre dépendant, on le remplace dans l’équation
(3.1.2) par l’expression trouvée en (3.1.4). En ré-arrangeant, on obtient
4 u(1+ u 1 u /u2(1+)2
exp
2/32 ) = = exp 2/32
1 u2 4u2(1+)2
—=exp /32
Pour que le terme qui multiplie l’exponentielle soit le même que l’argument de
l’exponentielle, on multiplie la dernière équation de chaque côté par (1 + )2
(i)2 u2(1+)2 4u2(1+)2N
2n = /32
exp /32 ) (3.1.5)
Pour résoudre l’équation (3.1.5), on se sert de la fonction I/V(.) de Lambert. Étant
donné z, W(z) = w est tel que w satisfait z we1°. Il existe un algorithme efficace
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permettant de trouver la racine de z — wcm (voir [8]). Dans le cas présent, posons
z = i(), où
(1+ )2/(2u). (3.1.6)
Nous obtenons alors une expression pour comme fonction de et de u en
résolvant l’équation (3.1.5)
14 )= u2(1±
)2
,
u) =
_____
(3.1.7)
Afin d’éliminer 3, qui est le deuxième paramètre dépendant dans l’expression
pour u, on remplace /3 dans l’équation (3.1.4) par l’expression trouvée en (3.1.7).
Nous obtenons alors une expression pour u comme fonction de , ,it et u
, u) = + uI/T/ ()). (3.1.8)
Le facteur de normalisation 7 pondère la densité de sorte que la densité de l’hy
bride intègre à 1. L’expression pour est donnée par
u œ
= J Jo:u(Z) + f g(z — u)dz (3.1.9)
F.(u) + 1 (3.1.10)
1 ± (1 ± Erf (Vw ()) /2)) (3.1.11)
où f-(.) est la fonction de répartion de la loi Normale d’espérace [t et d’écart-
type u. La fbnction d’erreur Erf(z) = f e2 db peut être approxirnée de façon
arbitrairement précise par des méthodes standards (voir [39]). Soit /‘ = (, i, u),
le vecteur de paramètre de la loi Pareto hybride. La densité de la Pareto hybride
est donnée par
= 1J(z) si z < u.
— u) si z > u
où est donné par (3.1.7), u par (3.1.8) et 7 par (3.1.9) pour le cas où > 1’.
‘Lorsque <
—1, un facteur de sign(1 + ) doit être inséré dans les formules pour , et .
Par ailleurs, le développement de la Pareto hybride nécessite un cas spécial lorsque = O puisque
la Pareto généralisée est alors une exponentielle. La formule générale de la Pareto hybride est
cependant la même.
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3.1.2. Moments de la Pareto hybride
La loi Pareto hybride est donc une extension de la loi de Pareto généralisée à
l’axe des réels. Le seuil au-delà duquel la loi de Pareto généralisée représente la
queue de la distribution est le point de jollction avec la loi Normale c qui est défini
comme une fonction des trois paramètres de la Pareto hybride (voir l’équation
(3.1.8)). Soit H, la fonction de répartition de la Pareto hybride et soit Z une
variable aléatoire qui suit cette loi. Lorsque z > c, la queue de la Pareto hybride
est donnée par
(z) = ;(Z
— ) P(Z > z) P(Z> OE)P(Z — > Z — Z> ).
Cette équation est équivalente à l’équation (1.1.2) qui relie la fonction de répar
tition dans la queue de la distribution à la fonction de répartitioll excédentaire.
Dans ce cas-ci, le seuil est donné par et la probabilité d’excéder le seuil est 1/7.
Ces deux quantités, c et y, sont des fonctions de , le vecteur de paramètres de
la Pareto hybride. Puisque la queue de l’hybride se comporte, à un facteur de
normalisation près, exactement comme la queue de la loi de Pareto généralisée,
l’existence des moments de la loi Pareto hybride est contrôlée par la valeur de l’in
dice de queue soit Z, une variable aléatoire de loi Pareto hybride de paramètre
(, , u), alors E[Zj < oc < 1/r. En particulier, l’espérance existe si et
seulement si < 1 et vaut $
1(F.)+) siO
si =o
La densité de la loi Pareto hybride est illustrée dans le panneau du haut de la
figure 3.3 avec pour le vecteur de paramètres /‘ = (0.4, 0, 1) ce qui implique que
l’espérance et la variance existent. La densité logarithmique de la Pareto hybride
est tracée dans le panneau du bas de la figure 3.3 pour différentes valeurs de
l’indice de queue. La densité logarithmique permet de faire ressortir les différentes
épaisseurs des queues de distribution associées aux indices de queue.
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FIG. 3.3: Panneau du haut : densité de la loi Pareto hybride de paramètres
(0.4, 0, 1) et point de jonction jt, u). Panneau du bas densité logarithmique de la.
Pareto hybride pour différents indices de queue positifs. Dans tous les cas, = O et
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3.1.3. Estimateurs de quantiles
Outre les estimateurs du maximum de vraisemblance, il est possible de dériver
des estimateurs de J) à partir d’un estimateur initial de l’indice de queue et
de quantiles de la distribution. Lorsque > 0, l’estimateur de Hill (voir [151)
permet d’estimer l’indice de queue des lois qui sont dans le domaine d’attraction
maximale de la fréchet. Les estimateurs des paramètres de la Pareto généralisée
basés sur la méthode des moments ou la méthode des moments probabilistes [231
fournissent une autre façon d’estimer l’indice de queue sans avoir recours à la
maximisation de la log-vraisemblance. Ces estimateurs tout comme l’estimateur
de Hill nécessitent la sélection d’un seuil. Cependant, puisque nous ne cherchons
qu’un estirnateur initial, nous proposons d’utiliser comme règle que le seuil choisi
fasse en sorte que 10% des données participent à l’estimation. Deux quantiles de
la distribution Pareto hybride ont une formulation particulièrement simple
F0,1 (ivt)
P(Z < cv) =
_______
(3.1.12)
1+ F01 (w())
1/
• P(Z < )
-
_ ___
I, (3.1.13)2 + F0,1 (yi1/())y
où Fo,1 est la fonction de répartition de la loi Normale Standard. En supposait
que l’on dispose d’un estimateur pour l’indice de queue, on peut calculer une
estimation des niveaux de quantiles représentés par cv et i qui sont donnés par
les membres de droite des équations (3.1.12) et (3.1.13) respectivement. Soit et
, les quantiles empiriques correspondant aux niveaux estimés pour cv et
. Un
estimateur de u peut être calculé en isolant u dans l’équation (3.1.8)
(—I)
W())
Les estimateurs découlant de la méthode décrite ci-haut peuvent être utilisés
comme valeurs initiales pour l’estimation par maximum de vraisemblance. Ce
pendant, certaines restrictions s’appliquent à l’utilisation de ces estirnateurs. Si
< O, l’estimateur de Hill ne peut être utilisé. Les estimateurs basés sur les
méthodes de moments existent seulement si la variance est finie, c’est-à-dire si
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< 1/2. Par ailleurs, ces méthodes peuvent parfois donner lieu à des estimateurs
qui ne sont pas compatibles avec les données. C’est le cas lorsque < O et que la
plus grande observation ne satïsfait pas la contrainte du domaine (voir la défini
tion 1.1.3), c’est-à-dire que Z(i) > & — t3/. Finalement, si le jeu de données est
très petit, les quantiles empiriques servant d’estimateurs à o et ,t auront soilvent
la même valeur ce qui donnera lieu à un estimateur ô- O qui n’est pas acceptable.
3.1.4. Estimation par maximum de vraisemblance
Nous avons testé à l’aide d’ulle simulation Monte Carlo le comportement
asymptotique des estirnateurs de maximllm de vraisemblance des paramètres de
la Pareto hybride. Un ensemble d’elltraînement V, et de test V sont générés selon
la loi Pareto hybride de vecteur de paramètres ‘ où n est choisi de plus en plus
grand et t est fixé à 10 000. Soit l’estimateur de maximum de vraisemblance
de ‘ calculé à partir de l’ensemble d’entraînement contenant n observations.
Les estimateurs obtenus par la méthode de quantiles décrite ci-haut sont utilisés
comme point de départ dans l’optimisation de la log-vraisemhlance. La justesse
avec laquelle la densité estimée par h(.) reflète les données est mesurée sur l’en
semble de test en calculallt la log-vraisernblance relative, c’est-à-dire la différence
moyenne en terme de log-vraisemblance entre la densité du modèle générateur et
la densité estimée
= (logk(Z) —logk(Z)).
Lalog-vraisemblance relative correspond à une estimation empirique de
à un facteur près. Plus 7?iQ/’;b) est petit, plus la densité estimée est près du
modèle générateur. Pour chaque valeur de n, 100 ensembles d’elltraîllement sont
générés et l’estimateur de maximum de vraisemblance est calculé pour chacun
de ces ensembles. Ceci nous permet de rapporter la log-vraisemblance relative
moyenne e test (1/100 b)), de caldiller des illtervalles de confiance
autour de cette moyenne et d’estimer le biais carré et la variance des paramètres
estimés. Pour le cas où = (0.7, 0, 1), la log-vraisemblance relative moyenne
en test est donnée à la figure 3.4. Un intervalle de confiance de niveau 5 l’ est
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tracé au-dessus de chaque barre. On observe la décroissance vers zéro de la log
vraisemblance relative moyenne ce qui indique que la densité estimée reflète de
plus en plus fidèlement la densité génératrice lorsque la taille de l’ensemble d’en
traînement augmente. De plus, le rétrécissement de l’intervalle de confiance in
dique que la variance de la log-vraisemblallce relative diminue avec n. Le biais
carré et la variance des paramètres estimés de la Pareto hybride sont illustrés
à la figure 3.5. Le biais fluctue pour n petit puis décroît alors que la variance
décroît régulièrement. Des résultats semblables pour d’autres valeurs de sont
fournis dans l’annexe B. Ces simulations Monte Carlo suggèrent que la méthode
de maximum de vraisemblance pour l’estimation des paramètres de l’hybride Pa
reto a bien le comportement asymptotique attendu.
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FIG. 3.4: Estimation du vecteur de paramètres i/’ = (0.7, 0, 1) de la Paieto hybride
convergence de l’estima teur de maximum vraisemblance en termes de log-vraisemblance
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3.2. MÉLANGE DE PARET0 HYBRIDES
La distribution Pareto hybride peut être utilisée dans un mélange de plusieurs
façons. Lorsque la distribution sous-jacente est étirée à droite (‘right skewed’),
seuls des extrêmes positifs sont présents. Nous proposons dans ce cas d’utiliser un
mélange dont chaque composante est une Pareto hybride. Inversement, lorsque la
distribution sous-jacente est étirée à gauche (“left skewed’), les extrêmes obser
vés sont négatifs. Nous proposons alors de prendre comme composantes du mé
lange des Pareto hybrides inversées, c’est-à-dire que la partie Pareto généralisée
se trouve dans la queue inférieure et la partie normale dans la queue supérieure.
Si la distribution sous-jacente possède des queues lourdes des deux côtés, alors
des extrêmes positifs et négatifs peuvent se produire. Dans ce cas, un mélange
contenant des composantes Pareto hybrides et Pareto hybrides inversées sera en
mesure de bien modéliser les deux queues de la distribution, en incluant le cas où
celles-ci sont d’épaisseur différente. Soient h(z) et Hq,(z) la densité et la fonc
tion de répartition de la loi Pareto hybride. Soient également Ïr(z) et H(z) les
fonctions de densité et de répartition de la loi Pareto hybride inversée. On a alors
les relations suivantes
Ï(z) — ]r(—z) (z) — 1 — H(—z).
L’apprentissage de paramètres de toutes les variantes de mélange de Pareto hy
brides se fait par la maximisation de la log-vraisemblance sur l’ensemble d’en
traînement tel que discuté à la section 2.4. Cependant, dans le cas de compo
santes Pareto hybrides (inversées ou non), l’algorithme EM ne s’applique pas car
il n’existe pas de solution analytique à la phase de maximisation. Il n’est pas
non plus possible d’utiliser une extension de EM car les paramètres de la Pareto
hybride sont inter-dépendants et il n’existe pas de façon de séparer les paramètres
p, et u de la loi Normale, pour lesquels une solution analytique existe, du para
mètre provenant de la Pareto généralisée. Nous utilisons donc, pour maximiser
la log-vraisemblance, une routine d’optimisation numérique basée sur le gradient
conjugué.
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On peut également considérer modéliser la densité d’observations contenant
des valeurs extrêmes avec un miélange ayant plusieurs composantes Normales et
soit une hybride Pareto dans le cas d’extrêmes positifs, soit une hybride inver
sée dans le cas d’extrêmes négatifs, soit les deux dans le cas d’extrêmes positifs
et négatifs. Ce type de mélange pourrait en principe être en mesure de bien
modéliser une distribution à queue lourde puisque la composante hybride Pa
reto se chargerait d’extrapoler là où les données manquent. La complexité du
mélange s’en trouverait réduite (moins de paramètres à apprendre) et l’appren
tissage pourrait se faire de façon plus efficace (il existe une solution analytique
à la phase de maximisation de EM pour les composantes normales). Cependant,
des expériences préliminaires démontrent que ce type de mélange mixte ne donne
pas d’aussi bons résultats qu’un mélange contenant uniquement des composantes
Pareto hybrides. Les expériences ont été réalisées sur des jeux de données synthé
tiques générés à partir de la loi de Fréchet. Nous avons comparé un mélange de
Pareto hybrides standards avec un mélange de composantes Normales et d’une
composante Pareto hybride. La forme asymétrique de la distribution génératrice
est peut être une raison pour laquelle le mélange contenant les composantes Nor
males, donc symétriques, réussit moins bien à apprendre la densité génératrice.
Par ailleurs, il est possible que le fait d’utiliser plusieurs hybrides dans le mélange
permette de réduire d’une part le biais lié à l’approximation par la Pareto généra
lisée et d’autre part, le biais dû aux contraintes sur l’emplacement du seuil dans
la construction de l’hybride. C’est pourquoi nous avons décidé de nous concentrer
sur des mélanges n’utilisant que des composantes de type Pareto hybrides.
3.2.1. Composante dominante et seuil implicite
Puisque nous considérons l’utilisation de mélange de distributions comme es
timateur de densité, une question naturelle qui survient est de savoir quel est
l’indice de queue du mélange en tant que distribution, ce qui est équivalent à sa
voir à quel domaine d’attraction maximale le mélange appartient (voir la section
1.1). Pour répondre à cette question, nous aurons recours au concept de queue
dominante introduit par Kang et Serfozo [28]
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Définition 3.2.1 (Queue dominante d’un mélange). Soient F1,.. . , F tes fonc
tions de répartition associées aux composantes d’un mélange. On dit que ta queue
de ta distribution de F* domine cettes des F si pour j = 1. . . m
F(x)liiri
—* = ri,
x-+œ F (x)
OÙ O <ri < 00.
Kang et Serfozo [28] ont démontré que la composante d’un mélange dont la
queue est dominante détermine le domaine d’attraction maximale du mélange et
par conséquent, l’indice de queue associé au mélange. Autrement dit, soit F la
fonction de répartition du mélange et soit la fonction de répartition de la
composante ayant la queue dominante. Alors
F E 1l/IDÀ(Ht) F. E MDA(H).
Dans le cas d’un mélange de lois Normales, la queue dominante du mélange est
la composante i telle que u, = maxi u et i* > p pour tout i i tel que
= o*. Ceci signifie que le mélange de lois Normales appartient au même
domaine d’attraction maximale que la loi Normale, c’est-à-dire celui de la loi de
Gumbel qui comprend les distributions dont les queues sont légères à modérément
lourdes. L’indice de queue associée au mélange est donc = O.
Dans le cas du mélange de Pareto hybrides, la composante i ayant la queue
dominante est celle dont la queue est la plus lourde, c’est-à-dire que i’ est tel
que = maxi , et > f3.j si et i i. Le domaine d’attraction
maximale du mélange de Pareto hybrides est donc celui de la composante domi
nante, MDA(). Si > O, il s’agit du domaine d’attraction de la Fréchet qui
comprend les distributions à queues lourdes. Il semble donc raisonnable d’utiliser
un mélange de Pareto hybrides lorsque la distribution sous-jacente est à queues
lourdes.
L’utilisation d’un mélange de Fareto hybrides permet de contourner la ques
tion de la sélection du seuil inhérente à la méthodologie PoT (voir la sous-section
1.1.2). En effet, le seuil peut être défini implicitement comme étant la point de
jonction ci de la composante dominante. Le seuil devient donc une fonction
des paramètres de la composante dominante (voir l’équation (3.1.8)). Comme les
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paramètres du mélange sont appris en maximisant la log-vraisemblance sur l’en
semble d’entraînement, le seuil est alors déterminé de manière indirecte par les
données.
3.3. ETUDE SIMULATOIRE
À l’aide de jeux de données synthétiques, nous avons étudié le comportement
du mélange de Pareto hybrides en le comparant à celui d’autres estimateurs.
Nous avons généré des données à partir de la loi de fréchet d’indice de queue
0.2 et 0.5. Ces densités sont illustrées à la figure 3.6. Les paramètres
d’emplacement et de dispersion ont été fixés à t = O et o- 1 dans tous les
cas. Des valeurs incrémentales de n, la taille de l’ensemble d’entraînement, sont
utilisées (de 100 à 20 000) alors que la taille de l’ensemble de test t est fixée à
10 000. Pour chaque taille d’ensemble d’entraînement n, un nombre b de paires
d’ensembles d’entraînement et de test (Vu, V1) a été généré. ous sommes donc
en mesure de calculer la performance moyenne ainsi que la variance de chaque
estimateur. Puisqu’il y a plus de variabilité dans les petits jeux de données et
que l’entraînement est plus long pour les grands jeux de données, nous avons
utilisé plus de paires (V, V1) lorsque n est petit que lorsque n est grand. Plus
précisément, b. = 100 pour 100 < n < 800, b, 60 pour 1000 < n < 8000 et
30 pour n > 10000.
3.3.1. Entraînement et critères d’évaluation
Le but de l’étude est double : premièrement, vérifier s’il est avantageux d’uti
liser le mélange de Pareto hybrides par rapport à d’autres types d’estimateurs de
densité et deuxièmement, comparer l’estimation de la queue d’une distribution
par un mélange de Pareto hybrides avec la méthode PoT. Pour répondre au pre
mier objectif, nous comparons le mélange de Pareto hybrides avec les estimateurs
suivants
(1) Le mélange de Normates: le type de mélange le plus commun, qui possède
de bonnes propriétés de convergence si le nombre de composantes est bien
choisi par rapport à la taille de l’ensemble d’entraînement [401.
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(2) Le métange de Log-NoT7nates t la loi Log-Norrnale est une alternative ro
buste à la loi Normale. Elle est définie de la façon suivante : Y est de
loi Log-Norrnale si et seulement si Z log Y est distribuée selon la loi
Normale. La loi Log-Normale est asymétrique et n’est définie que sur l’axe
positif ce qui en restreint l’applicatioll aux données positives. Cette loi a
une queue modérément lourde. Elle appartient toutefois au domaille d’at
traction maximale de la Gumbel qui contient aussi la loi Normale. Un
mélange avec des composantes Log-Normales est équivalent à un mélange
de Normales sur le logarithme des données. Soient f(.) et g(.), les fonc
tions de densité de la loi Normale et Log-NormaÏe respectivement. On a
la relation suivante : logg(x) = logJ(log())
— log(r). Cette relation se
transfère aux mélanges.
(3) L ‘estimatenr “fenêtre de Parzen” qui est un estimateur à noyaux gaus
siens : cet estimateur est entièrement non-paramétrique et est convergent
1.8
1.6
1.4
—=O.2
- -
-
o»
7 4
z
FIG. 3.6: Densité de la fréchet pour différentes valeurs de l’indice de queue .
6 8 10
dans la norme L1 [121.
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Tous les mélanges de distributions sont entraînés par maximisation de la log
vraisemblance sur l’ensemble d’entraînement. Comme l’optimisation peut atteindre
des minima locaux, l’initialisation des mélanges est relancée cinq fois et l’opti
misation est reprise en conséquence. Les paramètres qui correspondent à l’erreur
d’entraînement la plus petite sont retenus. Les mélanges sont initialisés à l’aide
d’un algorithme de clustering tel que k-means ou k-medians [38j afin de re
grouper les données en ru sous-groupes. Les paramètres de chaque composante
sont alors estimés à l’aide des données du sous-groupe correspondant. Les poids
du mélange (“priors’) sont initialisés en prenant la proportion des données dans
chaque sous-groupe.
Ces estimateurs sont comparés en termes de la log-vraisemblance relative à
la densité génératrice et en termes d’estimation de quantiles extrêmes. La log
vraisemblance relative est donnée par
- log (3.3.1)
où la somme est sur l’ensemble de test V1, p(.) est la densité du modèle générateur
et () est la densité de l’estimateur. Le critère Rq est l’équivalent empiriclue
du critère de Kullback-Leibler à un facteur près, voir l’équation (2.3.1). Plus la
log-vraisemblance relative est petite, mieux l’estimateur /e(.) reflète la densité
génératrice. Nous calculons aussi des estimations de quantiles extrêmes à partir
des estimateurs de densités. Soit F la fonction de répartition de la distribution
qui nous intéresse. Un quantile de niveau q de cette distribution est la valeur Zq
telle que F(zq) = q, si F est croissante. Dans le cas des estimateurs de densité
que nous considérons, il n’existe pas une forme analytique pour exprimer l’inverse
de la fonction de répartition. Nous approximons donc les quantiles en cherchant
la racine de F(zq)
— q. Nous calculons des quantiles de niveau q = 0.99, q = 0.999
et q 0.9999. Les quantiles estimés sont standardisés, c’est-à-dire divisés par
le quantile de même niveau de la distribution génératrice. De cette façon, la
valeur ciblée pour l’estimation des quantiles est 1, quel que soit le niveau q. Ces
quantiles standardisés sont ensuite comparés à l’aide de la racine carrée de l’erreur
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quadratique moyenne (RMSE: Root Mean Square Error)
RMSE(q) = Vbiais2 + variance (E[q] — 1)2 + E[(q — E[q])2], (3.3.2)
OÙ q est le qilantile estimé et standardisé de niveau q.
Pour atteindre le deuxième objectif, nous comparons l’indice de queue et les
quantiles extrêmes tels qu’estimés par le mélange de Pareto hybrides avec les
estimateurs résultants de la méthode PoT. Nous utilisons aussi le critère RMSE
pour ces comparaisons. Le seuil au-delà duquel la Pareto généralisée est ajustée
aux données est choisi comme étant un quantile empirique de niveau q0 qui est
considéré comme un hyper-paramètre. Dans ce cas-ci, choisir le niveau de quantile
en maximisant la log-vraisemblance sur un ensemble de validation n’est pas une
procédure adéquate. En effet, la log-vraisemhlance favorise les observations au
centre de la distribution donc maximiser ce critère entraîne la sélection du seuil
le plus bas possible. Nous déterminons plutôt le niveau de quantile optimal à
l’aide du test d’adéquation de la Pareto généralisée développé par Choulakian et
Stephens [6]. Le niveau de quantile de départ est choisi bas, puis il est augmenté
petit à petit jusqu’à ce que le test d’adéquation soit satisfait par les paramètres
estimés. Pour ces simulations, le niveau de quantile de départ est de 0.01. Si le
test d’adéquation n’est pas satisfait lorsque le niveau de quantile 0.95 est atteint,
ce niveau est retenu comme seuil.
Tous les autres hyper-paramètres, le nombre de composantes pour les mé
langes et la largeur de fenêtre pour l’estimateur de la fenêtre de Parzen, ont été
sélectionnés en maximisant la log-vraisemblance sur un ensemble de validation.
Le nombre de composantes exploré varie entre une et vingt alors que la largeur
de fenêtre prend des valeurs entre 10_10 et un. Nous utilisons un t-test unilatéral
de niveau 597 pour déterminer si un modèle offre une performance supérieure à
un autre modèle. L’ensemble d’entraînement D est séparé en deux 80 ¾ des
données servent à l’apprentissage des paramètres et les 20¾ restantes servent
d’ensemble de validation pour la sélection de modèles.
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3.3.2. Résultats des simulations
3.3.2.1. Log-vraisernbÏance et hyper-paramètres sélectionnés
Les résultats complets pour la statistique de log-vraisemblance relative à la
densité génératrice sont fournis dans les tableaux 3.1 et 3.2 pour la fréchet d’in
dice de queue = 0.2 et = 0.5 respectivement. Lorsque la performance d’un
algorithme est significativement meilleure, la log-vraisemblance relative est en
caractères gras. La moyenne des hyper-paramètres sélectionnés sur les b, répéti
tions de la simulation se trouvent dans le tableau 3.3. On désigne par iimmh,
ummg et ummi, les mélanges à composantes Pareto hybrides, Gaussiennes et
Log-Normales respectivement. On dénote l’estimateur de la fenêtre de Parzen
par uparzen. Tous les mélanges de distributions convergent en terme de log
vraisemblance relative, c’est-à-dire que la log-vraisemblance relative diminue en
moyenne et en erreur standard lorsque la taille de l’ensemble d’entraînement aug
mente. Cependant, la log-vraisemblance relative du mélange de Pareto hybrides
est généralement plus petite que celle des autres modèles. L’écart est d’autant plus
prononcé que la taille de l’ensemble dentraînement est petite. Pour ces deux jeux
de données, l’estimateur de la fenêtre de Parzen obtient de mauvais résultats.
Ceci met en évidence les limites des estirnateurs non-paramétriques classiques
en présence d’observations extrêmes. Pour les données fréchet avec indice de
queue = 0.2, la performance du mélange de Pareto hybrides est significative
ment meilleure que celle de tous les autres estimateurs. Pour les do±mées fréchet
= 0.5 la situation est un peu différente; les différences entre la performance du
mélange de Pareto hybrides et de Log-Normales sont moins souvent significatives.
Pour ces deux jeux de données, le mélange de Pareto hybrides utilise moins de
composantes. Puisque la queue de la distribution est plus lourde lorsque = 0.5,
les mélanges de distributions ont besoin en moyenne de plus de composantes pour
modéliser la densité génératrice. Les résultats de ces simulations pour la méthode
PoT sont présentés dans le tableau 3.4. Le niveau de quantile qui détermine le
seuil, est choisi de plus en plus grand au fur et à mesure que plus de données
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d’entraînement deviennent dispollibles. Ceci est cohérent avec le dilemme biais
variance lié à la sélection du seuil : puisque plus de dollnées sont disponibles, la
sélection d’un seuil plus élevé permet de réduire le biais de l’approximation de la
queue de la distribution par la Pareto généralisée tout en contrôlant la variance
des estimateurs.
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3.3.2.2. Densités apprises
Nous avons tracé les courbes des densités apprises par les différents estimateurs
pour une des expériences avec un ensemble d’entraînement de taille 100 et une
des expériences avec un ensemble d’entraînement de taille 1000. Les figures 3.7 et
3.10 illustrent la densité génératrice et les estimateurs dans la partie centrale de
la distribution pour les données Fréchet avec = 0.2 et = 0.5 respectivement.
Les estimateurs approximent la densité raisonnablement bien dans cette région
bien que de nombreux artéfacts des mélanges soient visibles pour le petit jeu de
données. L’estimation en général devient plus lisse et plus proche de la densité
génératrice lorsque le nombre de points d’entraînement augmente. Les figures
3.8 et 3.11 montrent la densité estimée par les différents modèles dans la queue
supérieure de la distribution pour les cas où 0.2 et 0.5 respectivement.
On peut comparer la méthode PoT avec les autres modèles uniquement dans
cette région. Le mélange de Gaussiennes sous-estime grandement la queue lorsque
l’ensemble d’entraînement est petit et que la queue est plus lourde ( = 0.5). Le
mélange de Log-Normales produit de meilleurs résultats mais sous-estime tout
de même systématiquement la queue supérieure. L’estimateur de la fenêtre de
Parzen n’est pas en mesure d’extrapoler au-delà des données et prédit donc une
densité pratiquement nulle clans cette région. L’estimateur de la méthode PoT et
le mélange de Pareto hybrides approximent très bien la queue de la fréchet pour
les deux indices de queue. Finalement, les figures 3.9 et 3.12 illustrent les densités
estimées dans la queue inférieure de la distribution. La densité de la Fréchet est
zéro dans cette région. Par construction, le mélange de Log-Normales prédit une
densité nulle sur l’axe négatif et fournit donc dans ce cas une approximation
adéquate. Puisque l’estimateur de la fenêtre de Parzen ne réussit pas à extrapoler
au-delà de l’intervalle couvert par les données, il prédit aussi très peu de densité
dans cette région. La différence de performance importante se trouve plutôt entre
le mélange de Pareto hybrides et de Gaussiennes. La queue inférieure du mélange
de Pareto hybrides décroît rapidement alors que celle du mélange de Gaussiennes
est beaucoup lente à décroître. La Gaussienne étant symétrique, la composante du
mélange ayant la queue la plus lourde permet de mieux modéliser les observations
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extrêmes de la queue supérieure mais du même coup, elle sur-estime la queue
inférieure.
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FIG. 3.7: Densité estimée dans la partie centrale (99% de l’ensemble d’entraînement)
pour les données Fréchet avec = 0.2. Ensemble d’entraînement de 100 observations
dans le panneau du haut et de 1000 observations dans le panneau du bas.
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FIG. 3.8: Densité estimée dans la queue supérieure de la distribution (moins de 1% de
l’ensemble d’entraînement) pour les données fréchet avec = 0.2. Ensemble d’entraî
nement de 100 observations dans le panneau du haut et de 1000 observations dans le
panneau du bas.
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FIG. 3.9: Densité estimée dans la queue inférieure de la distribution (pas d’observa
tions) pour les données fréchet avec = 0.2. Ensemble d’entraînement de 100 observa
tions dans le panneau du haut et de 1000 observations dans le panneau du bas.
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FIG. 3.10: Densité estimée dans la partie centrale (99% de l’ensemble d’entraînement)
pour les données Fréchet avec = 0.5. Ensemble d’entraînement de 100 observations
dans le panneau du haut et de 1000 observations dans le panneau du bas.
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FIG. 3.11: Densité estimée dans la queue supérieure de la distribution (moins de 1%
de l’ensemble d’entraînement) pour les données Fréchet avec = 0.5. Ensemble d’en
traîneinent de 100 observations dans le panneau du haut et de 1000 observations dans
le panneau du bas.
FIG. 3.12: Densité estimée dans la queue inférieure de la distribution (pas d’observa
tions) pour les données Fréchet avec = 0.5. Ensemble d’entraînement de 100 observa
tions dans le panneau du haut et de 1000 observations dans le panneau du bas.
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3.3.2.3. Quantztes et indices de queue estimés
Pour les données fréchet d’indice de queue 0.2, les figures 3.13, 3.14 et
3.15 représentent les quantiles estimés standardisés pour les niveaux q = 0.99,
q 0.999 et q = 0.9999 respectivement. La RMSE correspondant à ces quantiles
est donnée dans les tableaux 3.5, 3.6 et 3.7. Pour les données fréchet d’indice
de queue = 0.5, les quantiles estimés standardisés pour les trois niveaux sont
représentés dans les figures 3.16, 3.17 et 3.18 et la RMSE correspondante est
fournie dans les tableaux 3.8, 3.9 et 3.10. Pour les petits jeux de données (moins
de 1000 observations) et en particulier lorsque la queue de la distribution est plus
lourde ( = 0.5), le mélange de Pareto hybrides donne des estimations de quantiles
dont la variance, et par conséquent la RM$E, est très élevée. Ceci s’observe surtout
pour les niveaux de quantiles plus élevés. Peu de composantes sont choisies pour
constituer le mélange et celles-ci sont centrées là où la majeure partie des données
se trouvent. Pour tenir compte des observations extrêmes présentes, l’indice de
queue d’une des composantes doit être très grand. Les quantiles extrêmes se
trouvent alors largement sur-estimés. Ceci pourrait expliquer, du moins en partie,
le fait que la RM$E oscille plutôt que de décroître régulièrement. En termes de log
vraisemblance, le critère qui est maximisé à l’entraînement, le mélange de Pareto
hybrides produit de meilleurs résultats que les autres modèles dans tous les cas. On
constate donc que dans certains cas, le critère de maximum de vraisemblance ne
fournit pas de bons estimateurs de quantiles extrêmes. Cependant, pour les jeux
de données contenant au moins 1000 observations, le mélange de Pareto hybrides
fournit des estimateurs de quantiles qui sont généralement plus précis que ceux
fournis par les autres méthodes, incluant la méthode PoT. Lorsque la taille de
l’ensemble d’entraînement augmente, les mélanges de Gaussiennes et de Log
Normales fournissent des estimateurs de quantiles de plus en plus comparables
à ceux du mélange de Pareto hybrides. Pour ce qui est de la méthode PoT, la
précision en terme de RMSE est raisonnablement bonne pour les données Fréchet
d’indice de queue = 0.2. La précision se dégrade cependant lorsque le niveau de
quantile augmente, ce qui se remarque particulièrement pour les données Fréchet
0.5. Il serait sans doute possible d’ajuster la sélection du seuil pour obtenir une
6$
meilleure performance de la méthode PoT. Nous nous sommes cependant limités
à une méthode automatique simple à mettre en oeuvre qui consiste à déterminer
le seuil à l’aide d’un test d’adéquation de la Pareto généralisée. L’estimateur de
la fenêtre de Parzen fournit des quantiles estimés raisonnables lorsque la queue
n’est pas trop lourde = 0.2 et le niveau de quantile pas trop élevé q 0.99.
Autrement, la RM$E peut être très grande.
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FIG. 3.13: Pour différentes tailles d’ensemble d’entraînement n moyenne des quantiles
estimés standardisés de niveau 0.99 pour les données Fréchet avec = 0.2.
n PoT umrnh urnmg ummi uparzen
100 0.29 0.18 0.28 0.29 0.68
200 0.21 0.11 0.1.5 0.14 0.35
400 0.19 0.081 0.11 0.11 0.24
800 0.14 0.059 0.091 0.076 0.18
1000 0.13 0.049 0.071 0.077 0.16
2000 0.084 0.046 0.074 0.052 0.1
4000 0.057 0.031 0.055 0.041 0.077
$000 0.048 0.017 0.043 0.032 0.053
10000 0.033 0.017 0.032 0.028 0.044
20000 0.031 0.013 0.021 0.021 0.038
TAB. 3.5: R1VI$E correspondant aux quantiles estimés de la figure 3.13. Le quantile de la
distribution génératrice est Zo.99 = 2.5094.
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estimés standardisés de niveau 0.999 poui les données Frécliet avec = 0.2.
TAB. 3.6: RIVISE correspondant
distribution génératrice est z0.999
aux quantiles estimés de la figure 3.11. Le quantile de la
= 3.9807.
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FIG. 3.14: Pour différentes tailles d’ensemble d’entraînement n : moyenne des quantiles
n PoT ummh urnmg ummi uparzen
100 0.9 2 0.36 0.3.5 1.1
200 0.7 2.4 0.31 0.29 1.3
400 0.75 0.1$ 0.3 0.24 1.6
800 0.54 0.28 0.25 0.24 1.1
1000 0.52 0.13 0.27 0.22 1.2
2000 0.36 0.13 0.19 0.19 0.48
4000 0.25 0.084 0.14 0.16 0.32
$000 0.1$ 0.05$ 0.097 0.087 0.3
10000 0.15 0.063 0.11 0.089 0.36
20000 0.11 0.043 0.095 0.063 0.18
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FIG. 3.15: Pour différentes tailles d’ensemble d’entraînement n t moyenne des quantiles
estimés standardisés de niveau 0.9999 pour les données Fréchet avec 0.2.
n PoT umrnh urnmg ummi uparzen
100 2.9 1.le±03 0.52 0.48 1.2
200 2.3 5.5e±02 0.5 0.44 1.3
400 2.3 0.36 0.47 0.38 1.6
800 1.5 7.6 0.42 0.41 1.1
1000 1.5 0.25 0.4 0.38 1.9
2000 0.99 0.27 0.32 0.35 1.5
4000 0.83 0.17 0.27 0.31 1.7
8000 0.5 0.13 0.22 0.2 1.5
10000 0.47 0.13 0.22 0.19 1.5
20000 0.44 0.11 0.17 0.16 1
TAB. 3.7: RMSE correspondant a.ux quantiles estimés de la
distribution génératrice est Z0999g = 6.3095.
figure 3.15. Le quantile de la
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n
n PoT ummh urnmg urnml uparzen
100 2.5 3.2 0.92 6 15
200 2.7 1.4 0.73 0.39 1
400 1.8 0.35 0.48 0.23 2.6
$00 1.3 0.16 0.31 0.18 1.9
1000 1.1 0.13 0.75 0.15 1.6
2000 1.2 0.11 0.39 0.14 1.1
4000 0.57 0.07 0.14 0.11 0.75
8000 0.41 0.051 0.34 0.069 0.53
10000 0.6 0.042 0.09 0.067 0.44
20000 0.3 0.038 0.068 0.055 0.38
TAB. 3.8: Ri\’iSE correspondant aux quantiles estimés de la figure 3.16. Le quantile de la
distribution génératrice est ZQ99 9.9749.
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FIG. 3.16: Pour différentes tailles d’ensemble d’entraînement n t moyenne des quantiles
estimés standardisés de niveau 0.99 pour les données fréchet avec = 0.5.
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n PoT urnmh urnrng ummi uparzen
100 14 1.9 0.68 2.1 21
200 22 5.6 2.2 0.73 46
400 12 0.97 0.81 1.7 64
800 7.7 1 0.96 0.46 32
1000 7.3 3.2 0.79 0.45 75
2000 8.6 0.35 0.98 0.43 12
4000 4.1 0.24 0.42 0.33 6.4
8000 3.2 0.19 0.32 0.21 6.1
10000 4.1 0.14 0.26 0.21 7.6
20000 2.4 0.11 0.29 0.16 3.7
TAB. 3.9: RMSE correspondant aux quantiles estimés de la figure 3.17. Le quantile de la
distribution génératrice est zçg = 31.6149.
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FIG. 3.17: Pour différentes tailles d’ensemble d’entraînement n : moyenne des quantiles
estimés standardisés de niveau 0.999 pour les données fréchet avec = 0.5.
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n
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n PoT
100 76
200 1.9e--02
100 61
800 36
1000 35
2000 50
4000 21
8000 17
10000 21
20000 12
TAB. 3.10: RA/ISE correspondant
1 2 4 $ 10 20 40 $0 100 200 X 102
FIG. 3.18: Pour différentes tailles d’ensemble d’entraînement n : moyenne des quantiles
estimés standardisés de niveau 0.9999 pow ]es données Fréchet avec = 0.5.
urnmh urnmg ummi uparzen
21 0.85 2.1 21
7.le*02 0.99 0.81 46
3.1 0.74 0.83 64
0.92 0.69 0.69 32
1.2 0.68 0.69 1.2e*02
1.1 0.81 0.63 65
0.77 0.61 0.62 1.le±02
0.65 0.56 0.64 78
0.43 0.45 0.39 87
0.36 0.61 0.36 39
aux quantiles estimés de la figure 3.18. Le quantile de
la distribution génératrice est z09999 99.9975.
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Les estimateurs d’indices de queues provenant du mélange de Pareto hybrides
et de la méthode PoT sont donnés aux figures 3.19 et 3.20 pour les données Fré
chet avec = 0.2 et = 0.5 respectivement. On troilve aussi dans les panneaux du
bas des figures la RMSE correspondant aux estimateurs. En général. l’estimateur
de l’indice de queue provenant du mélange dJiybrides est environ équivalent à
celili de la méthode PoT. En particulier lorsque 0.2, l’estimateur du mélange
d’hybrides a tendance a être plus grand, pour les raisons énumérées lors de la
discussion sr l’estimation de quantiles ci-dessus. Aussi, la RMSE de l’estimateur
du mélange d’hybrides est généralement pulls grande que celle de l’estirnateur de
la méthode PoT. Ceci est en grande partie dû au facteur de variance de la RM$E.
En particulier pour les données Fréchet avec 0.2, on n’observe pas de conver
gence claire de l’estimation de l’indice de queue. Celui-ci semble être sous-estimé;
l’estimation, tant du mélange d’hybrides que de la méthode PoT, le situe plus près
de 0.15 que de 0.2, la vraie valeur. Par ailleurs, la RMSE ne semble pa.s décroître
vers zéro mais plutôt tendre vers une valeur asymptotique positive. tant donné
que la Pareto généralisée, et donc la Pareto hybride, est une approximation de
la fonction de répartition excédentaire, il existe de nombreux cas où les estima
teurs de maximum de vraisemblance sont biaisés, voir Smith t] L’estimation
de l’indice de queue sert à déterminer l’épaisseur de la queue de la distribution
sous-jacente. Elle est aussi centrale, dans la méthode PoT, pour obtenir des esti
mateurs de la queue de la distribution et des quantiles extrêmes. Pour le mélange
de Pareto hybrides, une estimation précise de l’indice de queue de la distribution
sous-jacente n’est pas si importante. En effet, l’estimation de la queue de la dis
tribution et donc des quantiles extrêmes, dépend de toutes les composantes du
mélanges, pas seulement de la composante dominante (composante qui détermine
le seuil implicite et l’indice de queue du mélange, voir la sous-section 3.2.1). En
ce qui a trait à l’estimation de quantiles extrêmes, nous avons vu que le mélange
de Pareto hybrides fournit dans presque tous les cas des estirnateurs plus pré
cis ciue ceux de la méthode PoT. Par ailleurs, lorsque l’on compare la densité
estimée dans la queue supérieure, les deux méthodes fournissent toutes deux de
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bons résultats. Le mélange de Pareto hybrides est donc une alternative valide à
la méthode PoT en ce qui concerne l’estimation de la queue de la distribution.
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FIG. 3.19: Indice de queue estimé dans le panneau du haut et RMSE correspondante
dans le panneau du bas. Les données sont générées par la loi de Fréchet d’indice de
queue — 0.2.
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FIG. 3.20: Indice de queue estimé dans le panneau du haut et RMSE correspondante
dans le panneau du bas. Les données sont générées par la loi de fréchet d’indice de
queue = 0.5.
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3.4. RÉCLAMATIONS DANOISES
Nous avons ensuite comparé le mélange de Pareto hybrides sur un jeu de don
nées réelles. Il s’agit des réclamations danoises d’assurance coutre le feu qui sont
disponibles avec le logiciel R. Ces données consistent en une série chronologique
irrégulière de 216f observations que nous considérerons comme indépendantes.
I\’IcNeil [34] a utilisé ce jeu de données pour illustrer la méthodologie PoT. Un
histogramme du logarithme des réclamations danoises est tracé à la figure 3.21.
2 3 4 5
Logarithme des reclamations
FIG. 3.21: Histogramme du logarithme des réclamations pour les données danoises
d’assurance contre le feu.
3.4.1. Entraînement et critères d’évaluation
Tout comme dans l’étude simulatoire de la section précédente, nous allons
comparer le mélange de Pareto hybrides en tant qu’estimateur de densité globale
et en tant qu’estirnateur de la queue de la distribution. Comme estimateurs de
densité alternatifs, nous utiliserons à nouveau les mélanges de Gaussiennes et de
Log-Normales ainsi que l’estimateur de la fenêtre de Parzen. Puisque la distri
bution génératrice des données est inconnue, nous mesurons la performance en
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termes de log-vraisemblance relative au mélange de Pareto hybrides sur un en
semble de test. Soit z, un point de l’ensemble de test, ce critère de performance
s’écrit
(z) log(mmh(z))
- Ïog(1t(z)),
où mmh est l’estimateur du mélange de Pareto hybrides et çlt est Ull estimateur
alternatif. Nous comparerons également ces estimateurs de densité globaux en
termes d’estimation de quantiles extrêmes. Dans ce cas-ci, nous ne pouvons pas
calculer l’erreur quadratique moyenne puisque les vrais quantiles ne sont pas
connus. Nous utilisons plutôt un test binomial développé dans McNeil et Frey
t31• Soit ‘{Z>zq} la fonction indicatrice de l’événement Z > zq, une violation du
quantile zq. Alors l{Z>z} est une variable aléatoire de loi Bernouilli Be(1—q). Soit
V, {Z, . . . ,Z,} un ensemble de test dont les observations sont indépendantes
et identiquement distribuées. Par conséquent, la variable aléatoire Zi ‘z>Z
suit une loi Binômiale 3(1, 1
— q). On formule l’hypothèse nulle suivante si la
méthode proposée estime correctement les quantiles, alors la statistique empirique
Z_i ‘{Z,>q} suit aussi la loi Binômiale 3(1, 1 — q). Nous avons donc testé cette
hypothèse nulle pour tous les modèles et tous les niveaux de quantiles estimés
contre l’hypothèse alternative que le modèle ait un biais systématique, c’est-à-dire
qu’elle produise trop ou trop peu de violations. Nous utilisons le test binômial du
logiciel gratuit R qui en propose une versioll exacte.
Finalement, nous comparerons les performances du mélange de Pareto hy
brides en tant qu’estimatenir de la queue de la distributioll par rapport à la
méthode PoT. Nous calculons, pour les deux méthodes, les quantiles extrêmes
auxquels nous appliquons le test binômial et les estimateurs d’indice de queue
que nous comparons à ceux obtenus par McNeil [34]
Plusieurs tailles d’ensembles d’entraînemellt sont utilisées afin d’étudier le
comportement des estimateurs; elles correspondent à 50%, 75% et 90% du jeu de
données original. Nous utilisons la même procédure pour la sélection des hyper
paramètres que dans l’étude simulatoire. Le niveau de quantile qp0T qui détermine
le seuil de la méthode PoT est choisi à l’aide du test d’adéquation de la Pareto gé
néralisée de Choulakian et Stephens [6]. Le nombre de composantes des mélanges
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et la largeur de fenêtre de l’estimateur de la fenêtre de Parzen sont choisis sur un
ensemble de validation constitué de 20o de l’ensemble d’entraînement. Nous uti
lisons un t-test unilatéra.l de niveau 5o pour mesurer une différence significative
de performance entre deux modèles.
3.4.2. Résultats des expériences
Le tableau 3.11 dorme la log-vraisemblance relative au mélange de Pareto
hybrides sur l’ensemble de test ainsi que l’erreur standard pour toutes les tailles
d’ensemble d’entraînement. Les hyper-paramètres sélectionnés se trouvent dans le
tableau 312. Toutes les elltrées du tableau 3.11 des colonnes correspondant aux
mélanges de Gaussiennes et de Log-Normales sont significativement positives.
Ceci signifie que le mélange de Pareto hybrides donne de meilleurs résultats en
termes de log-vraisemhlance que les autres types de mélanges. La largeur de
fenêtre de l’estimateur de la fenêtre de Parzen est choisie très petite, ce qui rend la
densité de ce modèle très irrégulière car un noyau très étroit est centré sur chaque
observation. La vraisemblance est très grande autour des points de l’ensemble
d’entraînement et négligeable ailleurs. Sur Fensemble de test, la performance de
l’estimateur de la fenêtre de Parzen est donc mauvaise et extrêmement variable.
n ummg urnml uparzen
1084 0.075 (0.009$) 0.038 (0.01) 6.4e-J-20 (4.5e-i-20)
1625 0.13 (0.011) 0.12 (0.012) 1.3e-i-21 (5.2e+20)
1950 0.13 (0.01) 0.13 (0.012) 1.4e-i-19 (4.6e+18)
TAB. 3.11: Log-vraisembÏance moyenne relative au mélange de Pareto hybrides (ummh)
sur l’ensemble de test pour les données danoises d’assurance contre le feu avec taille
d’ensemble d’entraînement n. Lorsque la log-vraisemblance relative est positive, cela
signifie que le mélange dhybrides donne de meilleurs résultats que le modèle alternatif
envisagé.
McNeil [34j a ajusté la Pareto généralisée à différents niveaux de seuils allant
de 3.14 à 22 pour un total de 30 modèles différents. McNeil mentionne également
que d’après les analyses exploratives, la Pareto généralisée pourrait être ajustée
à l’ensemble des données. Plus le seuil est bas, plus les quantiles estimés sont
$1
fl 7’ummh 772ummg 2umrn1 ° u q
1084 2 4 2 le-10 1.4694 0.3
1625 2 4 2 le-10 1.4417 0.3
1950 2 4 2 le-10 1.4201 0.3
TAB. 3.12: Hyper-paramètres choisis en validation pour les données danoises d’assu
rance contre le feu avec taille d’ensemble d’entraînement n.
grands. Le méthode de sélection du seuil que nous utilisons, basée sur le test
d’adéquation de la Pareto généralisée de Choulakian et Stephens [6J fournit des
niveaux de seuil plutôt bas comme on peut le voir dans le tableau 3.12. Cette
méthode sélectionne le plus bas niveau de seuil tel que le test d’adéquation soit
satisfait.
Les figures 3.22. 3.23 et 3.24 illustrent les quantiles estimés par les cinq mé
thodes pour les niveaux de quantiles q 0.99, q 0.999 et q = 0.9999 respecti
vement. Les estirnateurs de l’indice de queue pour le mélange de Pareto hybrides
et la méthode PoT sont illustrés à la figure 3.25. McNeil fournit des estimations
de l’indice de queue et des quantiles de niveau q = 0.999 et q 0.9999 calculées
sur le jeu de données original pour différentes valeurs du seuil de le méthode PoT.
L’estirnat.eur de l’indice de queue va de 0.5 à 0.72, celui du quantile de niveau
q 0.999 varie entre 95 et 147 et celui du quantile de niveau q 0.9999 se
trouve entre 306 et 770. Nos estimations basées sur la méthode PoT se trouvent
sur la limite supérieure de l’intervalle de valeurs trouvées par JVIcNeil car le seuil
sélectionné est relativement bas. Le mélange de Pareto hybrides fournit des esti
mations de l’indice de queue un peu plus élevées que celles de la méthode PoT, ce
que l’on observait aussi sur les jeux de données synthétiques. Les quantiles estimés
sont donc également plus grands. Les estimations de quantiles des mélanges de
Gaussiennes et de Log-Norrnales et de l’estimateur de la fenêtre de Parzen sont
plus petits et donc plus conservateurs.
Les résultats du test binôrnial, c’est-à-dire la valeur P et l’intervalle de confiance
de niveau 959, pour les quantiles estimés se trouvent dans le tableau 3.13. Pour
accepter l’hypothèse nulle que le modèle estime correctement les quantiles, il faut
que la valeur P dépasse un certain seuil, que l’on choisit typiquement à 5%. On
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FIG. 3.22: Données danoises d’assurance contre le feu t estimation des qua.ntiles de
niveau 0.99 avec taille d’ensemble d’entraînement n.
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FIG. 3.23: Données danoises d’assurance contre le feu : estimation des quantiles de
niveau 0.999 avec taille d’ensemble d’entraînement n.
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FIG. 3.24: Données danoises d’assurance contre le feu $ estimation des quantiles de
niveau 0.9999 avec taille d’ensemble d’entraînement n.
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FIG. 3.25: Données danoises d’assurance contre le feu : estimation de l’indice de queue
avec taille d’ensemble d’entraînement n.
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s’attend également à ce que la vraie proportion de violations 1
— q soit comprise
dans l’intervalle de confiance. Lorsqu’aucune violation ne se produit, ce qui est
le cas lorsque le niveau de quantile est très grand ou lorsque l’ensemble de test
est très petit, on ne peut pas vraiment tirer de conclusions de ce test. En effet,
la valeur P est 1 et l’intervalle de confiance est très large. L’hypothèse nulle ne
peut donc pas être rejetée mais le test ne semble pas très significatif. Cependant,
lorsque des violations surviennent, le test binômial ne rejette jamais ni le mélange
Pareto hybride ni la méthode PoT. Nous avons marqué en caractères gras dans
le tableau 3.13 les cas où le modèle sur-estime le nombre de violations, ce qui
équivaut à la sous-estimation du quantile associé. Les estimations du mélange de
Caussiennes sont rejetées par le test binômial en deux endroits. Celles du mélange
de Log-Normales sont rejetées en plusieurs endroits alors que l’estimateur de la
fenêtre de Parzen donne de bons résultats selon ce test.
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3.5. CoNcLusioN
Les événements extrêmes se manifestent dans de nombreux contextes. Des
conditions extrêmes de la mer peuvent provoquer des inondations. Les compa
gnies d’assurance doivent évaluer la probabilité de grandes réclamations afin de
se protéger adéquatement avec une compagnie de ré-assurance. Les gestionnaires
de portefeuille doivent estimer les risques reliés à de larges variations dans le prix
des instruments financiers composant leur portefeuille. La théorie des valeurs ex
trêmes établit un cadre mathématique formel permettant de modéliser les queues
de distributions, précisément la région où les événements extrêmes se produisent.
La méthode PoT, “Peaks-over-Threshold”. a été développée dans ce cadre. Les
excédents au-delà d’un seuil sont modélisés par la Pareto généralisée.
Le mélange de Gaussiennes est un estimateur non-paramétrique fréquemment
utilisé. Lorsque le nombre de composantes est choisi de façon adaptative selon la
taille de l’ensemble d’entraînement, le mélange de Gaussiennes possède de bonnes
propriétés de convergence. Cependant, il n’est pas en mesure de bien modéliser
des distributions à queues épa.isses. Ceci est particulièrement frappant pour les
petits jeux de données. Afin de combiner les avantages de la méthode PoT et
des mélanges de distributions, nous avons construit une nouvelle distribution, la
Pareto hybride, qui juxtapose une Gaussienne avec une Pareto généralisée tout
en imposant des contraintes de continuité. La Pareto hybride est une extension
continue de la Pareto généralisée à l’axe des réels et peut donc être utilisée comme
composante dans un mélange. Le mélange de Pareto hybrides permet de contour
ner le problème de sélection du seuil inhérent à la méthodologie PoT. En effet,
le seuil est défini comme le point de jonction de la composante dominante. Il est
donc une fonction des paramètres du mélange qui sont appris en maximisant la
vraisemblance des données.
Une différence centrale entre le mélange d’hybrides et la méthode PoT est que
pour le mélange, toutes les données, pas uniquement les excédents, participent
à l’estimation de la queue de la distribution. Celle-ci est alors approximée par
une combinaison de lois de Pareto généralisée plutôt que par une seule. Ceci
permet probablement d’atténuer le biais de l’approximation de la queue de la
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distribution par la Pareto généralisée. En effet, l’étude sirnulatoire démontre que
le mélange de Pareto hybrides donne généralement des estirnatellrs de quantiles
extrêmes plus précis que la méthode PoT. De plus, le mélange de Pareto hybrides
procure une façon alternative d’estimer l’indice de queue d’une distribution. Enfin,
l’estimateur non-paramétrique proposé est plus performant en termes de log
vraisemblance que d’autres estimateurs de densité lorsque la distribution sous
jacente est à queue lourde. Ceci ressort particulièrement sur les petits jeux de
données.
Nous avons ensuite comparé le mélange de Pareto hybrides sur les données da
noises d’assurance, un banc d’essai pour les valeurs extrêmes. Nous avons obtenu,
pour la méthode PoT, des résultats semblables à ceux obtenus par 1\/IcNeil [34].
Le mélange d’hybrides produit des estimateurs d’indices de queues un peu plus
élevés que ceux de la méthode PoT et en conséquence, les estimateurs de quan
tues sont également plus grands. Les autres estimateurs de densités fournissent
des quantiles estimés plus petits. Le test binômial sur le nombre de violations
d’un quantile estimé confirme que les quantiles estimés par le mélange de Pa
reto hybrides et la méthode PoT sont fiables. Il nous met en garde cependant
contre les estimations de quantiles pius basses des mélanges de Gaussiennes et de
Log-Normales.
L’objectif principal était de proposer un estimateur de densité global qui
s’adapte au cas où la distribution sous-jacente peut être multi-modale, peut avoir
une ou des queues lourdes et est asymétrique. Les expériences sur les jellx de don
nées synthétiques et réelles ont démontré que le mélange de Pareto hybrides est
un meilleur estimateur de densité en termes de log-vraisemblance que les autres
estimateurs de densité testés. Bien que le cas où la distribution sous-jacente est
multi-modale n’ait pas été testé dans le cadre de l’estimation de densité incon
ditionnelle, il le sera dans le prochain chapitre dans le cadre de l’estimation de
densité conditionnelle.
Chapitre 4
MODÈLES PARETO HYBRIDES DENSITÉ
CONDITIONNELLE
Dans plilsieurs situations de modélisation, il existe des variables X ayant un
certain pouvoir prédictif sur Y, la variable d’intérêt. Il est alors avantageux de
prédire Y conditionnellement à X. En finance, on s’intéresse le plus souvent à
la densité des rendements futurs conditionnellement à l’information disponible.
Celle-ci est généralement constituée des rendements passés de l’instrument finan
cier considéré et de variables reliées à l’état de l’économie. Dans le milieu des
assurances, afin de calculer la prime d’un client, on cherche à modéliser la distri
bution des réclamations étant donné le profil de ce client. Par exemple, dans le
cas de l’assurance automobile, le profil du client contient de l’information sur le
conducteur, sur l’auto et sur les options choisies par l’assuré. Une question qui
survient fréquemment en climatologie est de pouvoir prédire la probabilité d’évé
nements climatiques extrêmes, tels que des inondations, des tempêtes ou autres,
étant donné que le niveau des gaz à effets de serre ait augmenté selon un certain
scénario.
En régression, la fonction qui minimise la perte quadratique espérée est l’es
pérance conditionnelle E[YX 4 Cependant, lorsque les données ont une
structure complexe, l’espérance conditionnelle ne représente pas bien le processus
générateur des données. C’est le cas pour une distribution multi-modale comme
celle qui est illustrée à la figure 4.1, un exemple tiré du chapitre 6 de Bishop [5].
Nous nous intéressons donc à la modélisation de la distribution conditionnelle
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P(YX = x) complète. En effet, pour une application donnée, plusieurs quai;
tités découlant de la distribution conditionnelle peuvent être d’intérêt, tels que
les quantiles centraux ou extrêmes. Par ailleurs, comme c’est le cas dans les trois
exemples mentionnés plus haut, nous voulons prendre en considération le cas où
la distribution conditionnelle sous-jacente possède une ou des queues lourdes et
qu’elle puisse être asymétrique ou multi-modale.
Dans ce chapitre, nous proposons donc une extension des modèles Pareto hy
brides pour l’apprentissage de la densité conditionnelle. Tout comme dans le cas
inconditionnel, nous allions les avantages des méthodes non-paramétriques pro
venant de l’apprentissage statistique et des hypothèses paramétriques rigoureuses
de la théorie des valeurs extrêmes.
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FIG. 4.1: Exemple où l’estimation de l’espérance conditionnelle ne représente pas bien
le processus générateur (voir Bishop [51, chapitre 6). Les données sont générées de la
façon suivante : x = y + 0.3sin(27ry) + e où e est un bruit. Un réseau de neurones
ayant huit unités cachées a été entraîné sur ces données pour approximer l’espérance
con di tionn elle.
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4.1. EsTIMATIoN DE DENSITÉ CONDITIONNELLE
En apprentissage non-supervisé, il existe deux types de modèles pour l’appren
tissage de la densité conditionnelle. Certains modèles estiment d’abord la densité
conjointe de (X, Y) et l’utilisent ensuite pour construire un estimateur de la den
sité conditionnelle. D’autres modèles s’attaquent directement à l’estimation de la
densité conditionnelle p(YX x). En général, il est sous-optimal d’estimer la
densité conjointe lorsqu’ultimement, l’objet d’intérêt est la densité conditionnelle.
En particulier, lorsque l’entrée X est de grande dimension, l’apprentissage de la
densité conjointe peut s’avérer très difficile comparativement à celui de la densité
conditionnelle. On peut voir l’estimation de densité conditionnelle comme l’esti
mation d’une fonction de ayant certains paramètres. Cependant, les méthodes
basées sur la densité conjointe sont toujours utilisées et ceci est dû en partie à
l’existence de techniques simples pour l’apprentissage de la densité conjointe.
4.1.1. Modèles non-paramétriques
Les modèles d’estimation de densité conditionnelle basée sur l’estimation de
la densité conjointe exploitent le fait suivant. Soit (X. Y), une paire de variables
aléatoires telle que la valeur prise par Y dépende de X . Alors. si p(r) O,
la densité conditionnelle de Y étant donné X x peut s’écrire de la manière
suivante
p(x, y)
p(yx)=
p(x)
La plupart des modèles d’estimation non-paramétrique de la densité conjointe
peuvent être écrits sous la forme d’une somme pondérée de densités conjointes
In
= rjpj(x,y), (4.1.1)
où n est la probabilité a priori que la composante i ait généré la paire (x, y) et
pj(x, y) est la densité conjointe de la composante. Dans le cas de l’estimateur
à noyaux, m = n, où n est le nombre de points dans l’ensemble d’entraînement,
= 1/n et pj(3i, y) est un noyau gaussien mult.ivarié centré sur (, y). Selon
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l’équation (4.1.1), l’estimateur de la densité conditionnelle est donné par
tyx) = (4.1.2)
— (413)
—
où j5(x) = fi5,y)dy et pj(X) fp(x,y)dy est la densité marginale de X
selon la jème composante. En utilisant le fait que pj(X, y) = pj(yx)pj(x) dans le
numérateur de l’équation (4.1.3), on obtient
-t — Z
—
Z3
= T(I)p(y), (4.1.5)
où les probabilités a posteriori sont données par r(x) fTjpj(X)/
L’expression de l’équation (4.1.5) met en évidence le fait que l’estimateur de
densité conditionnelle construit à partir d’un estimateur non-paramétrique de la
densité conjointe est lui aussi une somme pondérée de noyaux conditionnels dont
les coefficients du mélange sont des fonctions de x.
Dans le cas d’un estimateur à noyaux de la densité conjointe, l’estimateur de
l’équation (4.1.5) prend généralement la forme suivante (voir Rosenhlatt [421 et
Bashtannyk et Hyndman [1] entre autres)
J(yx) = Zwj(x)K (4.1.6)
où K(.) est un noyau (c’est-à-dire une fonction réelle, non-négative, intégrable et
paire qui satisfait certaines propriétés) et
K (Ux - XW/a)
K (
-
X/a)
Pour l’estima.teur conditionnel à noyaux de l’équation (4.1.6), les probabilités
a posteriori r(x) correspondent aux w() et le noyau conditionnel pj(yx) est
simplement K(y—Y/b)/b. Les largeurs de fenêtre a et b contrôlent le voisinage
d’influence du noyau dans l’espace des X et des Y respectivement. Le choix de
a et b est crucial en ce qui concerne l’efficacité et la convergence de I’estimateur
I’l•
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Dans la classe de modèles qui visent directement l’estimation de la densité
conditionnelle, les estimateurs non-paramétriques prennent la forme d’une somme
pondérée de densités conditionnelles
= Zp(iIx)py, j), (4.1.7)
où p(jx) est la probabilité que la composante j ait généré y étant donné que
r soit observé et p(yr,j) est la densité conditionnelle de la composante j. On
retrouve dans cette classe de modèles le mélange d’experts développé par Jacobs
et al.[241 et sa version hiérarchique proposée par Jordan et Jacobs 1271 ainsi que le
mélange conditionnel de Gaussiennes de Bishop [51. Dans un mélange d’experts,
une fonction d’attribution appelée le ‘gating network’t, associe à chactue expert
j la tàche de prédire y ét.a.nt donné selon la probabilité p(jx). Chaque expert
j est une fonction de densité p(yx, .j) dont les paramètres sont des fonctions de
l’entrée r. Ces fonctions peuvent être modélisées pa.r un modèle linéaire ou un
réseau de neurones clui est propre à l’expert j. Chaque expert est dollc spécialisé
clans une région de l’espace des entrées. Si la fonction d’attribution et les fonctions
associées à chaque expert sont linéaires, le mélange d’experts peut être ajusté
aux données de manière efficace à l’aide de l’algorithme EM [27]. Le mélange
d’experts hiérarchique [271 peut s’affranchir des limites d’une formulation linéaire
du mélange d’experts tout en conservant l’efficacité de l’apprentissage du modèle
par l’algorithme EM.
Le mélange conditiollnel de Gaussiennes de Bishop [5j diffère du mélange
d’experts en ceci qu’un seul réseau de neurones sert à la prédiction des probabilités
p(j) et des paramètres de chaque composante p(yx,j). Chaque composante est
donc une densité gaussienile de moyenne 3(x) et d’écart-type u(). Si le nombre
de composantes du mélange et le nombre d’unités cachées du réseau de neurones
sont choisis de manière adéquate, le mélange de Gaussiennes conditionnel sera en
mesure de modéliser toute distribution conditionnelle. Les paramètres du modèle
sont les poids du réseau de neurones et ceux-ci sont appris en maximisant la
log-vraisemhl ance.
94
La couche cachée d’un réseau de neurones peut être vue comme une repré
sentation de l’entrée r. Dans le mélange de Gaussiennes conditionnel. les unités
cachées sont partagées par les composantes et les probabilités a priori du mélailge.
Ceci permet donc d’exploiter une représentation de l’entrée pour la prédiction de
tous les paramètres du mélange. Nous reprenons ce type d’architecture en pro
posant un mélange conditionnel mais en utilisant plutôt des composantes Pareto
hybrides. Tout comme pour le mélange inconditionnel, ceci permet de combiner
la flexibilité d’un modèle non-paramétrique avec la capacité d’extrapolation des
méthodes issues de la théorie des valeurs extrêmes.
4.1.2. Mélange conditionnel de Pareto hybrides
On peut formuler le mélange conditionnel de Pareto hybrides comme un nié-
lange dont les paramètres dépendent de l’entrée x
= Zj(x)h(x)(y). (1.1.8)
Chaque composante h3()(y) est une densité de loi Pareto hybride dont la pro
babilité a priOri rrj(x) et les paramètres (x) ((x), oj()) sont des
fonctions de la variable d’entrée x. Un réseau de neurones ayant une couche ca
chée sert à la prédictioll des 7r(x) et des j(x), pour j = 1,.. , in. Les paramètres
9 du mélange conditionnel sont donc les poids du réseau de neurones. L’architec
ture du mélange conditionnel de Pareto hybrides est illustrée à la figure 4.2.
Soit V = {(r1,y1), . . .
,
(r,,y)}, un ensemble d’entraînement. Les para
mètres 9 du mélange conditionnel sont appris par maximisation de la log-vraisemhlance
sur
(9) = log ((yxj)). (4.1.9)
Les réseaux de neurones ayant ne couche cachée et la tangente hyperbolique
comme fonction d’activation de la couche cachée (voir la section 2.5) sont une
classe de fonctions appropriée pour prédire les paramètres du mélange condition
nel. En effet, il existe une méthode efficace du calcul du gradient pour ces modèles
(la rétropropagation de l’erreur [43]) et ils possèdent la propriété d’approximation
universelle (si le nombre d’unités cachées est choisi adéquatement, ces réseaux de
95
neurones sont en mesure d’approximer arbitrairement bien toute fonction conti
nue). Par contre, l’optimisation des paramètres est non-convexe et l’on n’a pas de
garantie de trouver le minimum global. La complexité d’un mélange conditionnel
est contrôlée par le nombre d’unités cachées du réseau de neurones et le nombre
de composantes du mélange.
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FIG. 4.2: Mélange conditionnel avec composantes Pareto hybrides : un réseau de neu
rones ayant une couche cachée et la tangente hyperbolique comme fonction d’activation
de la couche cachée sert à prédire les paramètres du mélange conditionnellement à
l’entrée x. Des fonctions de transfert à la sortie du réseau de neurones permettent de
contrôler l’intervalle de valeurs prises par les paramètres.
Dans l’architecture de la figure 4.2, nous utilisons un réseau de neurones à une
couche cachée auquel on ajoute une connexion linéaire entre l’entrée et la sortie.
De cette manière, le modèle linéaire est le cas limite (aucune unité cachée) du
réseau de neurones. Les sorties du réseau de neurones, les a de la figure 4.2, sont
Sorties
Paramètres
du mélangeUnités
cachées
/ /\
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composés d’une combinaison linéaire des sorties des unités cachées zh(x) plus une
combinaisoil linéaire des entrées Xk ainsi qu’un terme de biais b
a(x) b + Zwzh(x) + Zxk, (4.1.10)
où n1, est le nombre d’unités cachées, U est la dimension de l’entrée x et
= tanh + Zvkxk) . (4.1.11)
Les fonctions de transfert à la sortie du réseau de neurones sont choisies de sorte
que les paramètres du mélange conditionnel respectent certaines contraintes sur
les valeurs qu’ils peuvent prendre. Les j(x) représentent la probabilité a priori
que la composante j soit responsable de la génération de y étant donné x. On doit
donc avoir les contraintes suivantes O < 7r() < 1 pour tout j et i() = 1.
Pour satisfaire ces coiitraintes, nous utilisons la fonction softrnax
(o)
/ exp(a )7rx)
m
exp(a )
Parmi les paramètres de la Pareto hybride, nous voulons contraindre l’indice de
queue et le paramètre d’échelle à être positifs. Nous nous assurons ainsi que la
Pareto hybride ait ne queue supérieure infinie. La positivité de ces paramètres
est imposée à l’aide de la fonction softplus
softplus(x) log(1 + ex).
La soJtptns a été proposée par [13] tout comme l’exponentielle, elle prend ses va
leurs dans R+ mais elle croît plus lentement que l’exponentielle. En effet, puisque
lorsqlle x > 0, softplus(x) = x + log(1 + e), nous avons
lim softplus(x) —* max(x, 0).
x—+
Grâce à cette propriété, l’optimisation numérique est plus stable. Le paramètre
d’emplacement des composantes Pareto hybrides ne nécessite aucune contrainte.
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4.1.3. Apprentissage
Les paramètres 9 (b, c, u, w, ‘ii) du mélange conditionnel de Pareto hybrides
sont déterminés par la maximisation de la log-vraisemblance de l’équation (4.1.9)
sur un ensemble d’entraînement ‘Du. Nous utilisons un algorithme d’optimisation
basé sur la descente du gradient conjugué. Nous avons donc besoin de calculer le
gradient de la log-vraisemblance par rapport au vecteur de paramètres 9. Nous
obtenons le gradient de la log-vraisemblance en deux étapes
(1) Nous calculons d’abord les dérivées de £(8) par rapport aux a, les sorties
du réseau de neurones avant les fonctions de transfert, voir la figure 4.2.
(2) Les dérivées sont ensuite rétro-propagées dans le réseau de neurones afin
d’obtenir Le gradient s’obtient donc par la décomposition suivante
(i)81 0t
89 — 0a 89j J J
La dérivée de l’étape (2) consiste en la rétro-propagation standard dans un
réseau de neurones. Celle-ci est décrite à la section 2.5. Nous décrirons donc ici les
dérivées impliquées dans l’étape (1). Soit t = log((, y)) = log(x(y)), la valeur
de la log-vraisemblance pour l’exemple (u, y) où y) est donné dans l’équation
(4.1.8) et \ (ii1(x),. .
.
,71rn(i), î1(),. . . , /m()), c’est-à-dire l’ensemble des
paramètres du mélange correspondant à l’entrée . Les calculs des dérivées
—--8aj
peuvent être séparés en deux cas
- Si î = o, a° est une des sorties qui gouvernent les probabilités a priori et
la dérivée de la log-vraisemblance s’exprime comme suit
01 = 01 0ç5À(y) Oltk (4.1.12)
8a.° Ok,x(y) Orrk
(i)
- Par ailleurs, si 1 < z < 3, a , j = 1,. . . ,rn, controle un parametre d’une
composante Pareto hybride et la fonction de log-vraisemblance ne dépend
de que par ce paramètre
81 — 81 8tb,(x) 4 113
— 8(y) O(x) .
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où b,(x) dénote le me élément de ‘(x), le vecteur de paramètres de la
jème composante.
Nous développons ensuite toutes les dérivées partielles des équations (4.1.12) et
(4.1.13). Dans ces deux équations, nous retrouvons
8t — 1
— À(Y)
La dérivée du mélange par rapport aux probabilités a priori est donnée par
dÇbÀ(Y)
= Ï()().
En prenant la dérivée du mélange par rapport aux paramètres des composantes,
on obtient
(y) 3k3()(y) (4.1.14)
finalement, les dérivées des paramètres du mélange par rapport aux sorties du
réseau de neurones se calculent de la manière suivante
ank fnj(1_nj) sij=k
,- (o)ua k
ac
(1) = 1 — exp(—) j 1,.. . ,in
(9) = 1 j=1,...,rn
(3) = 1 — exp(—uj) j = 1,... ,m.
Les calculs détaillés relatifs au gradient de la fonction de densité de la Pareto hy
bride dans l’équation (4.1.14)) ainsi que les calculs du gradient
du mélange conditionnel global sont décrits dans l’annexe A.
4.1.4. Initialisation
Afin de commencer l’optimisation avec des paramètres raisonnables, nous sui
vous la procédure d’initialisation suivante, inspirée de celle du mélange condition
nel de Gaussiennes dans Netlab, la librairie de fonctions Matlah de lan Nabney
et Chris Bishop. Les biais du mélange conditionnel sont initialisés à l’aide de
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la distribution inconditionnelle. Les étapes sont les suivantes (voir la section 3.3.1
pour l’initialisation d’un mélange de Pareto hybrides inconditionnel)
(1) Regrouper les variables de sorties de l’ensemble d’entraînement y}
en m sous-groupes à l’aide d’un algorithme de ‘clustering11 comme k
means 011 k-medians [381.
t 2) Estimer le vecteur de paramètres /‘j (j’ ij, u) pour j = 1,. .. , m sur
chacun des rn sous-groupes.
(3) Estimer les probabilités a priori du mélange inconditionnel comme les
proportions d’observations dans chacun des ‘m sous-groupes.
(4) Utiliser les fonctions de transfert inverses pour transférer les estimations
des paramètres du mélange inconditionnel aux biais
(o) -
= log(u) j = 1,. .. , rn — 1
log (exp(j)
— i) j 1,... ,m.
1,... ‘rn
= 1og(exp() —1) j = 1,... ,rn
où û,
,
/j et âj sont les paramètres estimés du mélange de Pareto hy
brides inconditionnel.
Les autres paramètres du mélange conditionnel, c’est-à-dire c, y, w et sont
initialisés aléatoirement selon une distribution uniforme sur l’intervalle [—O.9/, O.9/v’7]
où k = 1 + d pour les poids de la couche cachée (c et u) et k = 1 + d + k pour les
poids de la couche de sorties (w et l).
4.2. ETUDE SIMULATOIRE
Nous utilisons à nouveau des jeux de données synthétiques pour explorer les
propriétés du mélange conditionnel de Pareto hybrides. Faisant suite à l’étude
simulatoire pour la densité inconditionnelle de la section 3.3, nous générons des
paires d’observations y) à l’aide de la loi de fréchet conditionnelle. Étant
donné X, Y suit une loi de Fréchet de paramètres i(X), u(X) et (X). Les trois
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paramètres de la fréchet sont donc des fonctions de l’entrée X. Nous avons choi
sis deux types de dépendance fonctionilelle t soit linéaire (f(X) = aX + b), soit
sinusoïdale (f(X) c sin(aX + b) + cl) afin de vérifier les capacités d’apprentis
sage du réseau de neurones à l’intérieur d’un mélange conditionnel. La variable
d’entrée X suit une loi Normale. Les paramètres de la dépendance fonctionnelle
sont choisis de sorte que l’indice de queue de la fréchet se trouve soit dans l’in
tervalle [0.25, 0.5] dans 999o des cas soit dans l’illtervalle [0.66, 1.33] dans 99Y des
cas, ce qui correspond respectivement à ue queue modéremment lourde et une
queue très lourde. Les paramètres d’emplacement et de dispersion de la Fréchet
sont modélisés de façon similaire. Ces deux spécifications (dépendance linéaire
ou sinusoïdale et queue modérée ou lourde) donne lieu à quatre types de jeux de
données qui sont illustrés aux figures 4.3 et 4.4. Nous utilisons les abbréviations
suivantes pour référer à ces quatre jeux de données fréchet-dep-queue désigne le
modèle générateur de la fréchet conditionnelle avec dépendance linéaire des pa
ramètres si dcpliii et sinusoïdale si depsill. L’indice de queue est soit modérée
si q’ueuemod ou lourd si queuelourd. Nous avons vu dans le cas incoiiditionnel
que le mélange de Pareto hybrides se distingue surtout des autres estimateurs
pour les petits jeux de données. Cependaiit, l’estimation de quantiles semble être
plils stable pour les jeux de données contenant au moins 1000 observations. Nous
avons donc choisi deux tailles d’ensemble d’entraînement, n 200 et n 2000,
pour étudier le comportement des estimateurs lorsqlle peu de données sont dis
ponibles. La taille de l’ensemble de test est de 10 000 observatiolls et chaque
simulation est répétée 100 fois afin de calculer la moyenne et la variance des
performances pour chaque taille d’ensemble d’entraînement.
4.2.1. Entraînement et critères d’évaluation
Nous avons à nouveau deux objectifs. Tout d’abord, nous voulons comparer
le mélange conditionnel de Pareto hybrides à d’autres estimateurs de densité
conditionnelle en termes de log-vraisemblance et d’estimation de la queue de
la distributioll. Ellsuite, nous voulons vérifier si l’estimation de la queue de la
distribution conditionnelle provenant du mélange conditionnel de Pareto hybrides
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FIG. 4.3: Jeux de données avec queue modérée e [0.25, 0.5] pour la loi de Fréchet
conditionnelle. Dépendance linéaire des paramètres (panneau du haut) et sinusoïdale
(panneau du bas).
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FIG. 4.4: Jeux de données avec queue lourde [0.66, 1.33] pour la loi de fréchet
conditionnelle. Dépendance linéaire des paramètres (panneau du haut) et sinusoïdale
(panneau du bas). L’axe des y est raccourci afin qu’on puisse voir la forme de la dépen
dance; la valeur maximale de y est de l’ordre de 106
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est équivalente à la version conditionnelle de la méthode PoT issue de la théorie
des valeurs extrêmes [10,
Dans un premier temps, nous comparons le mélange conditionnel de Pareto
hybrides avec la version conditionnelle des estimateurs de densité univariée de la
section 3.3. Il s’agit donc de mélanges conditionnels avec des composantes Nor
males ou Log-Normales et de l’estimateur de la fenêtre de Parzen pour le cas
conditionnel dont la formulation est donnée à l’équation (4.1.6). À l’exception
de l’estimateur de la fenêtre de Parzen conditionnel, les mélanges conditionnels
pour tout type de composantes sont entraînés en maximisant la log-vraisernblance
conditionnelle. Pour éviter les minima locaux, l’optimisation est relancée cinq fois
avec des paramètres initiaux différents. Les paramètres ayant donné lieu à l’erreur
d’entraînement la plus petite sont retenus. L’initialisation des mélanges condition
nels avec des composantes Normales ou Log-Normales est faite de manière simi
laire à celle du mélange conditionnel de Pareto hybrides décrite à la sous-section
4.1.4. Les hyper-paramètres, le nombre d’unités cachées et de composantes pour
les mélanges et les largeurs de fenêtres pour l’estimateur de la fenêtre de Parzen,
sont choisis sur une ensemble de validation qui consiste en 209’o de l’ensemble
d’entraînement.
Nous comparons d’abord les estimateurs de densité conditionnelle en termes
de log-vraisemblance relative au modèle générateur
(4.2.1)
où la somme est sur l’ensemble de test Vt, p(yx) est la densité du modèle géné
rateur et 5(yx) est la densité de l’estimateur. Puisque, à un facteur près, la log
vraisemblance relative est l’équivalent empirique du critère de Kullback-Leibler,
plus ce critère est petit, plus l’estimafeur est proche du modèle générateur.
Pour avoir une idée de la distributiôn conditionnelle apprise par les différents
modèles, nous avons ensuite généré des données à partir des modèles entraînés.
Soit un point x dans l’espace d’entrée, une composante j est choisie selon la
distribution discrète donnée par 7r1(x) rrm(t). Un point y est ensuite généré
selon la distribution de la jième composante de paramètres b(x).
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Parmi les méthodes issues de la théorie des valeurs extrêmes, Davison et Smith
[10] ont proposé de modéliser les paramètres de la Pareto généralisée comme
des fonctions d’une variable explicative. Ils proposent la modélisation suivante
(x) exp(1 axj + b) et /3(x) = exp(1 cx + d). Par ailleurs, McNeil
et Frey [35] ont dévelopé un modèle pour les séries financières. Dans un premier
temps, les dépendances temporelles de la série sont capturées à l’aide d’un modèle
de série chronologique (un modèle AR(1)-GARCH(1,1)). Ensuite, la méthodologie
PoT est appliquée aux résidus sous l’hypothèse que ceux-ci soient indépendants
et identiquement distribués. À partir de l’idée sous-jacente de ce modèle, nous
proposons de faire une régression à l’aide d’un réseau de neurones et ensuite,
d’appliquer la méthodologie PoT aux résidus. Soit f(x, 9), la fonction calculée
par le réseau de neurones de paramètres 9 pour l’entrée x. Les paramètres 9
sont appris par minimisation de l’erreur quadratique moyenne. Soit u le seuil
correspondant au quantile de niveau qp0 sur les résidus. Le seuil pour la variable
dépendante y est alors donné par u(x) = f(x, 6) + ‘u. Au-delà de ce seuil, les
excès sont modélisés à l’aide de la loi de Pareto généralisée. Ceci nous permettra
de comparer le mélange conditionnel de Pareto hybrides en termes de génération
d’excédents conditionnels (donc d’observations dans la queue de la distribution)
et d’estimation de l’indice de queue.
La PoT conditionnelle a deux hyper-paramètres : le nombre d’unités cachées
du réseau de neurones qui est choisi sur l’ensemble de validation et le niveau de
quantile qui détermine le seuil qui est choisi à l’aide du test d’adéquation de la
Pareto généralisée de Choulakian et Stephens [6].
4.2.2. Résultats des simulations
4.2.2.1. Log-vraisembÏance relative
Le tableau 4.2 contient les résultats des simulations en termes de log-vraisemblance
relative au modèle générateur pour les quatre types de jeux de données et les
deux tailles d’ensemble d’entraînement. On désigne par cmmh, cmmg et cmml,
les mélanges conditionnels à composantes Pareto hybrides, Gaussiennes et Log
Normales respectivement. On dénote l’estirnateur conditionnel de la fenêtre de
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parzen par cparzen. Il y a deux niveaux de difficulté dans ces données : la forme
de la dépendance fonctionnelle des paramètres (linéaire ou sinusoïdale) et l’épais
seur de la queue de la distribution conditionnelle. Dans presque tous les cas,
le mélailge conditionnel de Pareto hybrides offre ue performance significative
ment supérieure en termes de log-vraisemblance relative. Dans u seul cas, la
performance du mélange d’hybrides n’est pas distinguable de celle du mélailge
de Log-Normales. Il s’agit du cas où l’ensemble d’entraîllement contient 200 ob
servations pour le jeu de données avec dépendance linéaire et queue lourde. Le
mélange conditionnel de Log-Normales s’adapte toutefois relativement bien aux
quatre types de jeux de données. Cepeildant, le mélange conditionnel de Gaus
siennes ne parvient pas à fournir un modèle acceptable dans le cas où la queue de
la distribution conditionnelle est lourde. C’est aussi le cas pour l’estimateur de la
fenêtre de Parzen conditionnel. Il est intéressant de noter que, pour les mélanges
conditionnels, la forme des composantes illterfère avec la capacité du réseau de
neurones à capter la forme de la dépendance fonctionnelle.
4.2.2.2. Hyper-paramètres setectionués
Les hyper-paramètres moyens sélectionnés en validation sont fournis dans le
tableau 4.3. Lorsque la dépendance est linéaire, dans la plupart des cas, les rué-
langes conditionnels n’ont aucune unité cachée. Lorsque la dépendance est sinu
soïdale et la queue modérée, le nombre d’unités cachées augmente. Cependant,
lorsque la queue de la distribution est lourde, le nombre d’unités cachées sélec
tionné est moindre. Ceci est probablement dû au fait qu’un grand nombre d’obser
vations se trouvent très éloignées et perturbent la forme de la dépendance (voir
la figure 4.4). Le nombre de composantes sélectionné pour les mélanges condi
tionnels augmente avec la taille de l’ensemble d’entraînement et l’épaisseur de la
queue, tel qu’attendu. Pour les jeux de données avec queue modérée, l’estimateur
de la fenêtre de Parzen sélectionne des largeurs de fenêtre qui diminuent avec la
taille de l’ensemble d’elltraînement. Ceci n’est pas le cas lorsque la queue de la
distribution est lourde; les largeurs de fenêtre choisies sont beaucoup plus grandes
et la performance de cet estimateur se dégrade.
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Le tableau 4.1 fournit les résultats des simulations pour la méthode PoT
conditionnelle. Le nombre d’unités cachées sélectionné pour le réseau de neurones
se comporte de manière semblable à celui des mélanges conditionnels. 11 y a peu
ou pas d’unités cachées sélectionnées dans les cas de dépendance linéaire ou de
queue lourde alors quun nombre significatif d’unités cachées est sélectionné dans
le cas de dépendance sinusoïdale et de queue modérée. Le niveau de quantile
choisi, et donc le seuil, augmente avec la taille de l’ensemble d’entraînement. Ceci
est cohérent avec le théorème de Pickands sur la convergence de l’approxirnation
de la queue d’llne distribution par la Pareto généralisée lorsque le seuil augmente.
n h u qp0 ??t (err. std.)
lin-mod 200 0 0.06176 0.7075 0.01128 (0.000323)
2000 0 0.05865 0.7095 -0.01858 (9.708e-05)
sin-mod 200 2.93 0.2967 0.685 0.4563 (0.003213)
2000 3.92 0.3303 0.717 0.2633 (0.002551)
lin-lourd 200 0.19 0.4351 0.8165 0.3962 (0.01417)
2000 0.02 1.97 0.8865 0.3.5 (0.008203)
sin-lourd 200 0.46 0.529 0.751 0.5708 (0.005926)
2000 0.02 1.718 0.893 0.6231 (0.01049)
TAn. 4.1: Log-vraisemblance relative la densité génératrice R (calculée sur les excès
uniquement) et hyper-paramètres sélectionnés (le nombre d’unités cachées h et le niveau
de quantile qp0r déterminant le seuil u) pour la méthode PoT conditionnelle. La taille
de l’ensemble d’entraînement est n.
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4.2.3. Étude des estimateurs conditionnels
4.2.3.1. Paramètres des mé1anges conditiori’neÏs : modèle griératenr fréchet
tin-mod
Afin d’avoir une idée du mécanisme qui permet aux mélanges conditionnels
de s’adapter aux différents types de données, nous avons tracé, après l’entraîne
ment sur un jeu de données, les courbes des paramètres des mélanges en fonction
de la variable d’entrée x. Dans le cas de la dépendance linéaire et de la queue
de distribution modérée (modèle générateur fréchet-lin-mod), les figures 4.5, 4.6
et 4.7 contiennent les graphiques des paramètres pour les mélanges avec compo
santes Pareto hybrides, Gaussiennes et Log-Normales respectivement. Si Y suit
une loi Log-Normale de paramètres (m, 2), alors Z = log Y suit une loi Normale
d’espérance m et d’écat-type s. Cependant, l’espérance et l’écart-type de Y sont
donnés par ti exp(m + 82/2) et u = exp(s2 + 2m)(exp(s2) — 1). Dans le cas du
mélange conditionnel de Log-Normales, plutôt que de tracer les courbes de ru et
s en fonction de x, nous avons tracé les courbes de et u en fonction de x. Pour
ces trois types de mélanges conditionnels, les paramètres pj représentant l’em
placement des composantes, suivent assez fidèlement le paramètre de la loi de
Fréchet conditionnelle ayant généré les données. Pour le mélange conditionnel de
Pareto hybrides, l’indice de queue de la composante dominante est décroissant en
x. Lorsque l’ensemble d’entraînement contient 200 observations, l’indice de queue
est grandement sur-estimé pour les valeurs négatives de r et sous-estimé pour les
valeurs positives. Ceci se corrige lorsque l’ensemble d’entraînement augmente à
2000 observations.
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FIG. 4.5: (irj(x),j(x),pj(x),uj(x)) pour CIVIA/IH avec deux composantes. L’ensemble
d’entraînement contenait 200 observations pour le panneau supérieur et 2 000 pour
le panneau inférieur. Le modèle générateur est le Fréchet-lin-mod. Les paramètres du
modèle générateur sont dessinés en trait plein gris foncé.
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FIG. 4.6: (lrj(x),p.j(x),uj(x)) pour CMAIC avec deux composantes. L’ensemble d’en
traînement contenait 200 observations pour le panneau supérieur et 2 000 pour le pan
neau inférieur. Le modèle générateur est le fréchet-lin-mod. Les paramètres du modèle
générateur sont dessinés en trait plein gris foncé.
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FIG. 4.7: (-aj(x),,uj(x),oj(x)) pour CMML avec deux composantes. L’ensemble d’en
traînement contenait 200 observations pour le panneau supérieur et 2 000 pour le pan
neau inférieur. Le modèle générateur est le Fréchet-lin-mod. Les paramètres du modèle
générateur sont dessinés en trait plein gris foncé.
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4.2.3.2. GénéTation de données : modète généTateur Fréchet-tin-rnod
Les figures 4.8 et 4.9 contiennent des données générées par chacun des modèles
conditionnels dont les paramètres et hyper-paramètres ont été appris sur des don
nées générées selon une loi de Fréchet conditionnelle avec dépendance linéaire des
paramètres et queue modérément lourde (modèle fréchet-lin-mod). Ces figures
peuvent être comparées aux données originales des figures 4.3 et 4.4. Du fait que
l’indice de queue est grandement sur-estimé lorsque l’ensemble d’elltramnement
contient 200 observations, le mélange conditionnel de Pareto hybrides donne lieu
à de très grandes observations lorsque x est négatif. Lorsque l’ensemble d’entraî
nement augmente à 2 000 observations, les données générées par ce modèle ont
alors le même type de disposition que les données vues en entraînement (voir la
figure 4.3) à l’exception d’un point qui est très éloigné. Le mélange conditionnel
avec composantes gaussiennes présente les mêmes caractérisques que le mélange
inconditionnel. Les données générées sont très centrales. Lorsque l’ensemble d’en
traînement atteint 2 000 observations, ce modèle génère des données légèrement
plus excentrées. Cependant, on voit alors apparaître l’autre problème lié aux com
posantes gaussiennes : la densité est non-négligeable dans la queue inférieure de
la distribution et des observations sont générées dans cett région (sous la partie
linéaire dans la colonne de droite, rangée du milieu de la figure 4.8 ). Dans le cas
du mélange conditionnel avec composantes Log-Norrnales, à la dernière rangée de
la figure 4.8, on observe aussi peu d’extrêmes. On remarque également une légère
courbe dans les données. L’estimateur de Parzen conditionnel, rangée du haut
de la figure 4.9, capte assez bien la relation linéaire entre les données, particu
lièrement lorsque l’ensemble d’entraînement contient 2000 observations. Pour la
méthode PoT conditionnelle, rangée du bas de la figure 4.9, seuls les excès au-delà
du seuil sont générés. Malgré que le seuil ne dépende de la variable d’entrée x
que par la fonction de régression f(x, 9) et que l’indice de queue soit le même
pour tout x, il semble que le modèle générateur de cette version de la PoT condi
tionnelle soit semblable à celui de la fréchet qui a servi à générer les données
d’entraînement.
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FIG. 4.8: De haut en bas : Génération de données à partir de CMJ\/IH, CJ\/HVIG et
cMML. L’ensemble d’entraînement consistait en 200 (colonne de gauche) ou 2 000
observations (colonne de droite) générées à partir du modèle fréchet-lin-mod.
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FIG. 4.9: Génération de données a partir de CPARZEN (rangée du haut) et d’excès
pa.r CPOT (rangée du bas). L’ensemble d’entraînement consistait en 200 (colonne de
gauche) ou 2 000 observations (colonne de droite) générées partir du modèle Fréchet
lin-rnod.
4.2.3.3. Paramètres des mélanges conditionnels : modèle générateur Fréchet
sin-mod
Les figures 4.10, 4.11 et 4.12 représentent les paramètres des mélanges condi
tionnels avec composantes Pareto hybrides, Gaussiennes et Log-Normales respec
tivement pour les données Fréchet conditionnelle avec dépendance sinusoïdale des
paramètres et queue modérée (modèle fréchet-sin-mod). On y observe des phé
nomènes similaires a cas de dépendance linéaire. En particulier, la moyenne est
a.ssez bien capturée par les composantes, quel qu’en soit le type. La modélisation
est plus difficile lorsque x est grand puisqu’étant généré par une loi Normale,
moins d’observations se trouvent dans cette région.
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FIG. 4.10: (7r(x),(x), /j(X),Jj(X)) pour OPvLTVIH avec deux composantes. L’ensemble
d’entraînement contenait 200 observations pour le panneau supérieur et 2 000 pour le
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modèle générateur sont dessinés en trait plein gris foncé.
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FIG. 4.12: (‘t(x), /_tj(x), (x)) pour CMML avec quatre composantes. L’ensemble
d’entraînement contenait 200 observations pour le panneau supérieur et 2 000 pour
le panneau inférieur. Le modèle générateur est le Fréchet-sin-mod. Les paramètres du
modèle générateur sont dessinés en trait plein gris foncé.
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4.2.3.4. G’nération de donries modèle générateur Fréchet-sin-mod
Les figures 4.13 et 4.14 représentent les données générées par chacun des mo
dèles de densités conditionnels après l’entraînement pour le modèle générateur est
Fréchet-sin-mod. Ces figures peuvent être comparées aux données originales des
figures 4.3 et 4.4. Les mélanges conditionnels de la figure 4.13 ont bien capté la
dépendance sinusoïdale dans la partie centrale mais il y a clairement plus d’incer
titude quant à cette dépendance lorsque est grand. Le mélange conditionnel
de Pareto hybrides semble avoir modélisé relativement bien le modèle généra
teur. On observe à nouveau pour le mélange conditionnel gaussien la présence
d’observations dans la queue inférieure de la distribution (rangée du milieu de
la figure 4.13). Dans ce cas-ci, le mélange conditionnel de Log-Normales produit
des observations particulièrement élevées. L’estimateur de la fenêtre de Parzen
(voir la rangée du haut de la figure 4.14) détecte bien la relation sinusoïdale
entre les données mais il ne génère pas d’observations extrêmes. La méthode PoT
conditionnelle souffre aussi des effets de bords, lorsque r( est grand.
4.2.4. Estimation de l’indice de queue et de quantiles extrêmes
La figure 4.15 illustre l’indice de queue estimé moyen pour le mélange condi
tionnel de Pareto hybrides et pour la méthode PoT conditionnelle. Pour cette
dernière, puisque l’indice de queue est estimé sur les résidus de la régression qui
sont supposés indépendants, l’indice de queue ne dépend pas de x. L’indice de
queue du modèle générateur est tracé en trait plein. On remarque que l’estimation
de l’indice de queue dans le cas conditionnel est beaucoup plus ardu que dans le
cas inconditionnel. Le mélange de Pareto hybrides sur-estime l’indice de queue
dans les extrémités du domaille et le sous-estime dans la partie centrale. Par
conséquent, l’estimation de quantiles conditionnels présente des caractéristiques
semblables. Pour la plus petite taille d’ensemble d’entraînement, les indices de
queues estimés par le mélange conditionnel de Pareto hybrides sont particulière
ment élevés pour permettre la modélisation des extrêmes. Ceci donne lieu à des
quantiles extrêmes estimés très grands. Par exemple, pour une loi de Pareto géné
ralisée centrée à zéro et de paramètres = 0.9 et = 1.5, les quantiles de niveaux
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FIG. 4.13: De haut en bas Génération de données à partir de CMMH, CMÎvIG et
CMML. L’ensemble d’entraînement consistait en 200 (colonne de gauche) ou 2 000
observations (colonne de droite) générées à partir du modèle Fréchet-sin-mod.
0.99, 0.999 et 0.9999 sont respectivement 103.5, 833.6 et 6 633. Nous présentons
les quantiles estimés conditionnels moyens pour les jeux de données avec 2 000
observations provenant d’une loi de fréchet avec indice de queue modéré.
Les figures 4.16, 4.17 et 4.18 représentent les quantiles conditionnels moyens
de niveaux 0.99, 0.999 et 0.9999 respectivement pour le cas où les paramètres
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FIG. 4.14: Génération de données à partir de CPARZEN (rangée du haut) et d’excès
par OPOT (rangée du bas). L’ensemble d’entraînement consistait en 200 (colonne de
gauche) ou 2 000 observations (colonne de droite) générées à partir du modèle fréchet
sin-mod.
dépendent linéairement de l’entrée. Les figures 4.19, 4.20 et 4.21 présentent les
mêmes graphiques pour le cas où la dépendance des paramètres à l’entrée est sinu
soïdale. Les quantiles conditionnels estimés sont tracés dans la région centrale de
l’espace des entrées (pour la loi Normale standard, plus de 95% des observations
se trouvent dans l’intervalle [—2, 2]). Dans le cas de la dépendance linéaire des
paramètres, lorsque le niveau de quantile vaut 0.99, il y a peu de différences entre
les différents estimateurs. Cependant, alors que le niveau de quantile augmente,
le quantile conditionnel estimé par le mélange de Pareto hybrides se distingue des
autres estimateurs. Il suit de plus près le quantile conditionnel du modèle géné
rateur alors que le quantile conditionnel estimé par la PoT est, par construction,
linéaire. Les autres estimateurs ont de plus tendance à sous-estimer le quantile
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FIG. 4.15: Indice de queue moyen tel qu’estimé par CMMH et la méthode PoT condi
tionnelle. Le trait plein représente l’indice de queue du modèle générateur qui est soit le
fréchet-lin-mod (rangée du haut) soit le fréchet-sin-mod (rangée du bas). L’ensemble
d’entraînement contenait 200 (colonne de gauche) ou 2 000 observations (colonne de
droite).
conditionnel. On remarque l’effet de bord pour le mélange de Pareto hybrides,
lorsque q = 0.9999. Dans le cas de dépendance sinusoïdale, la différence de forme
entre les estimateurs et la fonction de quantile conditionnel est encore plus fla
grante, voir le figure 4.20. Seul le mélange conditionnel de Pareto hybrides suit
de près la fonction de quantile conditionnel. Dans le cas du niveau de quantile
de 0.9999, les quantiles estimés par le mélange de Pareto hybrides sont tellement
grands qu’ils sortent du cadre du graphique. Dans ce cas, aucun des estimateurs
n’est satisfaisant.
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FIG. 4.16: Quantiles conditionnels moyens de niveau q = 0.99 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 points
générés par le modèle Fréchet-lin-mod. Les données de test sont aussi illustrées.
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FIG. 4.17: Quantiles conditionnels moyens de niveau q = 0.999 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 pôints
générés par le modèle Fréchet-lin-mod. Les données de test sont aussi illustrées.
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FIG. 4.18: Quantiles conditionnels moyens de niveau q = 0.9999 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 points
générés par le modèle fréchet-lin-mod. Les données de test sont aussi illustrées.
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FIG. 4.19: Quantiles conditionnels moyens de niveau q = 0.99 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 points
générés par le modèle Fréchet-sin-mod. Les données de test sont aussi illustrées.
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FIG. 4.20: Quantiles conditionnels moyens de niveau q 0.999 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 points
générés par le modèle Fréchet-sin-mod. Les données de test sont aussi illustrées.
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FIG. 4.21: Quantiles conditionnels moyens de niveau q 0.9999 des modèles de densité
et de la méthode PoT conditionnelle. L’ensemble d’entraînement contient 2 000 points
générés par le modèle Fréchet-sin-mod. Les données de test sont aussi illustrées.
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4.3. DoNiTEs D’ASSURANCE
Le premier jeu de données réelles sur lequel nous évaluons le modèle de densité
conditionnelle proposé provient du domaine des assurances. Ces données nous
ont été fournies par une compagnie d’assurance sous couvert de l’anonymat. La
variable dépendante Y est le montant de la réclamation d’un client divisé par
la durée de la police d’assurance. La variable explicative X est n vecteur de
dimension 140 composé essentiellement de variables binaires qui décrivent le profil
du client. La distribution complète des réclamations inclut un point de masse à
zéro, c’est-à-dire qu’il y a une probabilité positive qu’un client ne fasse aucune
réclamation. On peut aborder ce problème de la façon suivante. Dans un premier
temps, il s’agit d’un problème de classification étant donné le profil du client
X. quelle est la probabilité qe celui-ci fasse une réclamation. Formellement,
on cherche à estimer P(Y = OIX), la. probabilité que le client ne fasse pas de
réclanation, et P(Y > 0X), la probabilité qu’il en fasse une. Dans ce dernier cas,
il faut ensuite estimer la distribution des réclamations positives, P(YX, Y > 0).
C’est cette partie du problème qui nous intéresse. Nous disposons des données
d’assurance pour une année; en ne considérant que les clients qui ont fait une
réclamation, nous avons un total de 54 119 observations. La figure 4.22 illustre
la distribution des réclamations positives inférieures à 5 000$ au moyen d’un
histogramme. On y voit clairement la nature multimodale de la distribution.
Aussi, il est apparent que la queue supérieure de la distribution est lourde. La plus
grande réclamation est de l’ordre de 106 alors que la moyenne des réclamations
est de l’ordre de iO. La présence de valeurs extrêmes influence la moyenne de
sorte que 75% des réclamations sont inférieures à la moyenne.
4.3.1. Entraînement et critère d’évaluation
Nous ayons utilisé l’analyse en composantes principales [261 pour réduire la
taille de l’entrée. Nous retenons un nombre de composantes suffisant pour per
mettre d’expliquer au moins 90% de la variance. Selon la taille de l’ensemble d’en
traînement, ce nombre varie de 49 à 69. Nous comparons le mélange conditioniel
de Pareto hybrides en tant ciu’estimateur de densité conditionnel aux mélanges
12 7
conditionnels avec composantes Gaussiennes ou Log- Normales ainsi qu ‘à l’esti
mateur conditionnel de la fenêtre de Parzen. Les trois types de mélanges sont
entraînés par maximisation de la vraisemblance conditionnelle. Pour éviter (lue
l’optimisation ne s’enlise dans un miiimum local, l’optimisation est relancée cinq
fois avec des paramètres initiaux différents. Les paramètres ayant fait atteindre
la plus petite erreur d’entraîllement sont retenus. L’initialisation des mélanges
conditionnels se fait selon le schéma décrit à la sous-section 4.1.4. Les hyper-
paramètres des mélanges conditionnels (le nombre d’unités cachées du réseau de
neurones et le nombre de composantes du mélange) et de l’estimateur condition
nel de la fenêtre de Parzen (les largeurs de fenêtre dans l’espace d’entrée et de
sortie) sont choisis sur l’ensemble de validation qui constitue 20 9 de l’ensemble
d’entraînement. Pour cette expérience, nous avons choisi trois tailles d’ensemble
d’entraînement soit 200, 2 000 et 20 000. Comme la queue de la distribution est
très lourde, l’utilisation d’un test statistique pour déterminer un gain significatif
en performance entre deux modèles mène au rejet de tous les modèles. En effet,
même si la performance est meilleure en moyenne, la variance est très grande.
1000 2000 3000 4000 5000
Reclamations
FIG. 4.22: Histogramme des réclamations positives d’assurance dont le montant est
inférieur à 5 000$.
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La sélection de modèle se fait donc uniquement en mesurant une augmentation
de la performance moyenne. La généralisation des modèles sélectionnés ainsi est
supérieure à celle des modèles sélectionnés par un test statistique (en fait, ce test
retient le modèle le pins simple). Cependant, la sélection des hyper-paramètres
est moins robuste.
Comme ji s’agit de données réelles et que la distribution génératrice est in
conilue, la performance est mesurée en termes de log-vraisemblance relative au
mélange conditionnel de Pareto hybrides
(x, y) = log(mmh(, )) — log(’t(x, y)),
o mmh est l’estimateur du mélange conditionnel de Pareto hybrides et est
un estimateur alternatif.
Nous utilisons la version conditionnelle de la méthode PoT présentée dans
l’étude simulatoire, section 4.2, pour comparer la performance du mélange condi
tionnel de Pareto hybrides dans la queue de la distribution. Le nombre d’unités
cachées de la PoT conditionilelle est choisi en validation alors que le niveau de
quantile déterminant le seuil est sélectionné à l’aide du test d’adéquation de la
Pareto généralisée [6J.
4.3.2. Résultats des expériences
Les tableaux 4.4 et 4.5 contiellnent respectivement la log-vraisemblance rela
tive au mélange conditionnel de Pareto hybrides sur l’ensemble de test avec l’er
reur standard entre parenthèses et les hyper-paramètres sélectionnés pour les trois
tailles d’ensembles d’entraînement. On note cmmh, cmmg et cmml les mélanges
conditionnels avec composantes Pareto hybrides, gaussiennes ou Log-Normales
respectivement. L’estimateur de Parzell conditionnel est noté cparzen. On re
marque que le mélange conditionnel de Pareto hybrides fournit une meilleure
performance pour toutes les tailles d’ensemble d’entraînement. La différence de
performance est particulièrement frappante pour le plus petit ensemble d’entraîne
ment. Pour l’ensemble d’entraînement contenant 20 000 observations, la différence
de performance avec le mélange conditionnel de gaussiennes n’est pas significa
tive. On verra cependant que les courbes de densité conditionnelles générées par
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ces deux modèles sont très différentes. Pour les mélanges conditionnels, il y a
deux façons de contrôler la complexité du modèle, soit par le nombre d’unités
cachées, soit par le nombre de composantes. Dans le tableau 4.5, on remarque
qu’un nombre positif d’unités cachées est sélectionné lorsque l’ensemble d’entraî
nement est de petite taille. Lorsque l’ensemble d’entraînement est grand, une
dépendance linéaire suffit à modéliser les données. Ce résultat contre-intuitif (un
modèle plus complexe pour un ensemble de données plus petit) s’explique par la
grande variabilité de la sélection de modèles lorsque l’ensemble d’entraînement
est petit.
n cmmg cmml cparzen
200 2.774 (0.1312) 0.1983 (0.01412) 78.2 (56.23)
2 000 0.3562 (0.06264) 0.7903 (0.02752) 68.45 (55.18)
20 000 0.0687 (0.03117) 0.03902 (0.01603) 54.55 (50.44)
TAB. 4.4: Log-vraisemhlance moyenne relative au mélange conditionnel de Pareto hy
brides (cmznh) sur l’ensemble de test pour les données d’assurances. La taille de l’en
semble d’entraînement est n. Une valeur positive de log-vraisemblance relative signifie
que cmmh donne de meilleurs résultats que le modèle alternatif envisagé. Le résultat en
italique dénote une performance qui n ‘est pas significativement positive.
n (hcmmh, mcrnmh) (hcmmg, 777cmmg) (hcmmi, mcmmi) (Àparzen, parzen)
200 (5, 2) (15, 2) (15, 16) (le+05, le±06)
2 000 (0, 2) (0, 4) (5, 1) (le+05, le+06)
20 000 (0, 8) (0, 16) (0, 2) (1, le+06)
TAB. 4.5: Hyper-paramètres sélectionnés en validation pour les modèles d’estimation de
densité conditionnelle correspondant au tableau 4.4. Pour les mélanges conditionnels,
hcmm est le nombre d’unités cachées et mcmm est le nombre de composantes. Pour
l’estimateur de Parzen conditionnel,
‘parzen est la largeur de fenêtre dans l’espace des
entrées et \parzen la lageur de fenêtre dans l’espace des sorties.
Les figures 4.23, 4.24, 4.25 et 4.26 donnent un aperçu des densités condition
nelles générées par les mélanges avec composantes Pareto hybrides, gaussiennes et
Log-Normales et l’estimateur conditionnel de la fenêtre de Parzen respectivement.
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Pour chaque taille d’ensemble d’entraînement, 20 points . . . , x20} C Vtest
ont été choisis aléatoirement parmi l’ensemble de test. Les courbes de densité
conditionnelles p(YJX = xj, i = 1, 20 sont ensuite tracées pour chacun
des modèles. D’une manière générale, ces graphiques montrent, à l’exception de
quelques cas, une grande variété dans les courbes de densité conditionnelle. On
peut donc conclure qu’il existe bien une relaion de dépendance entre l’entrée X
et la sortie Y qui est utile à la modélisation de la densité conditionnelle. Pour les
mélanges conditionnels, la multirnodalité de la partie centrale de la distribution
peut être captée soit par le réseau de neurones, qui permet de changer la forme
et l’emplacement de la distribution, soit par le nombre de composantes. Pour le
mélange de Pareto hybrides, à la colonne de gauche de la figure 4.23, la den
sité conditionnelle est unimodale et varie selon l’entrée pour les tailles d’ensemble
d’entraînement de 200 et 2 000. À 20 000, on observe plusieurs modes dans la den
sité conditionnelle. Ceci est cohérent avec les hyper-paramètres sélectionnés, voir
le tableau 4.5. La densité du mélange conditionnel de gaussiennes, à la colonne de
gauche de la figure 4.24, affiche clairement deux types de densités conditionnelles
unimodales dont l’emplacement et l’écart-type varient selon l’entrée, ce qui pro
duit une densité bi-modale. Ce phénomène est moins présent pour le plus grand
ensemble d’entraînement. La densité conditionnelle du mélange conditionnel avec
composantes Log-Normales a de nombreux artéfacts lorsque l’ensemble d’entraî
nement est petit, voir la colonne de gauche de la figure 4.25. Ceci est causé par
le grand nombre de composantes sélectionné. Pour les deux autres tailles d’en
semble d’entraînement, la densité conditionnelle est uni-modale avec la hauteur
et l’emplacement du mode qui changent selon l’entrée. Finalement, l’estimateur
conditionnel de la fenêtre de Parzen, figure 4.26, ne semble pas capter d’aspect
conditionnel dans la densité pour les tailles d’ensemble d’entraînement de 200
et 2 000. À 20 000, on observe au contraire des densités très différentes d’une
entrée à l’autres, certaines uni-modales et d’autres bi-modales. En ce qui a trait
à la queue supérieure de la distribution, la colonne de droite des graphiques. le
mélange conditionnel de Pareto hybrides produit des queues parfois légères par
fois lourdes. Comme attendu, le mélange à composantes gaussiennes génère des
131
queues de distributions décroissant rapidement vers zéro. La queue supérieure
du mélange à composantes Log-Normales est généralement lourde. L’estimateur
conditionnel de la fenêtre de Parzen extrapole difficilement au-delà des données
vues en entraînernellt et la queue supérieure de cet estimateur décroît donc três ra
pidement. Ce phénomène s’atténue lorsque la taille de l’ensemble d’entraînement
atteint 20 000.
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FIG. 4.23: Données d’assurance de haut en bas, densité conditionnelle du modèle
CMMH pour 20 points de l’ensemble de test choisis aléatoirement pour les tailles d’en
semble d’entraînement de 200, 2 000 et 20 000 respectivement. La colonne de gauche
illustre la partie centrale de la densité et celle de droite la queue supérieure en échelle
logarithmique.
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FIG. 4.24: Données d’assurance de haut en bas, densité conditionnelle du modèle
CMMC pour 20 points de l’ensemble de test choisis aléatoirement pour les tailles d’en
semble d’entraînement de 200, 2 000 et 20 000 respectivement. La colonne de gauche
illustre la partie centrale de la densité et celle de droite la queue supérieure en échelle
logarithmique.
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FIG. 4.25: Données d’assurance de haut en bas, densité conditionnelle du modèle
CIVLTVIL pour 20 points de l’ensemble de test choisis aléatoirement pour les tailles d’en
semble d’entraînement de 200, 2 000 et 20 000 respectivement. La colonne de gauche
illustre la partie centrale de la densité et celle de droite la queue supérieure en échelle
logarithmique.
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FIG. 4.26: Données d’assurance de haut en bas, densité conditionnelle du modèle
CPARZEN pour 20 points de l’ensemble de test choisis a]éatoirement pour les tailles
d’ensemble d’entraînement de 200, 2 000 et 20 000 respectivement. La colonne de gauche
illustre la partie centrale de la densité et celle de droite la queue supérieure en échelle
logarithmique.
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Le tableau 4.6 fournit les résultats pour la méthode PoT conditionnelle sr
les données d’assurance. Le ilombre d’unités cachées ainsi que le niveau de seuil
augmentent avec la taille de l’ensemble d’entraînement alors que l’indice de queue
estimé diminue. La figure 4.27 illustre la densité conditionnelle provenant de la
PoT conditionnelle en 20 points aléatoires de l’ensemble de test. Les courbes de
densités sont tracées dans la région de la queue supérieure en échelle logarith
mique. Le seuil de la PoT conditionnelle est donné par n(x) = u + f(x, O). Les
excès au-delà de ce seuil sont considérés comme indépendants et sont modélisés
par une Pareto généralisée. Il y a donc un seul indice de queue. Les courbes de den
sité sont superposées car, malgré que le seuil varie en fonction de x, la région du
graphe en est si éloignée qu’il n’y a plus de différence entre les densités. La queue
de la densité conditionnelle du mélange conditionnel de Pareto hybrides présente
beaucoup de variabilité. Pour certaines valeurs de l’entrée, la queue conditionnelle
de ce modèle décroît rapidement vers zéro (décroissance exponentielle) alors que
pour d’autres valeurs, cette décroissance est très lente (décroissance polynômiale).
Puisque la PoT n’utilise qu’un seul indice de queue, il faut sans doute qu’elle fasse
un compromis elltre ces différents types de décroissance. La variabilité de l’indice
de queue tel qu’estimé par le mélange conditionnel de Pareto hybrides est illus
trée à la figure 4.2$ au moyen d’histogrammes pour les trois tailles d’ensemble
d’entraînement. Dans les trois cas, environ 60 11’o des indices de queue estimés sont
inférieurs à 1. Pour l’ensemble d’entraînement contenant 2 000 points, les indices
de queue prennent des valeurs particulièrement grandes.
n hu PoT
0 336.2 0.1 0.7343
5 5133 0.9 0.4817
5 9579 0.9 0.5097
TAB. 4.6: Données d’assurance : hyper-paramètres sélectionnés (le nombre d’unités
cachées h et le niveau de quantile qp0p déterminant le seuil u) pour la méthode PoT
conditionnelle et indice de queue estimé. La taille de l’ensemble d’entraînement est n.
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FIG. 4.2 7: Données d’assurance dans le sens des aiguilles d’une montre, densité condi
tionnelle du modèle CPOT pour 20 points de l’ensemble de test choisis aléatoirement
pour l’ensemble d’entraînement de taille 200, 2 000 et 20 000 respectivement. La densité
de la queue supérieure est tracée en échelle logarithmique.
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FIG. 4.28: Données d’assurance : dans le sens des aiguilles d’une montre, indice de
queue du modèle CIvIMH estimé sur l’ensemble de test pour l’ensemble d’entraînement
de taille 200, 2 000 et 20 000 respectivement.
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4.4. DoNNs KDD CUP 9$
Comme deuxième jeu de données réelles, nous utilisons les dollnées fournies
par KDD Cup 98 (http://kdd.ics.uci.edu/databases/kddcup98/kddcup98.htmI). Il
s’agit de données relatives à mie campagne de promotion afin de maximiser les
profits provellant de dons. La variable dépendailte Y est le montant donné à une
organisation nationale de vétérans. La variable explicative X a 479 entrées qui
décrivent le profil du donateur. Une variable binaire indique si la personne a ré
pondu ou non à la campagne de promotion: on observe un don positif seulement
si cette variable est active (si elle vaut 1). Tout comme pour les dollnées d’assu
rance (voir la section 4.3), on pourrait d’abord évaluer la probabilité, étant donné
le profil X, qu’une personne fasse un don positif. Cependant, nous nous intéres
sons uniquement à l’estimation de la distribution des dons positifs étant donné
le profil, c’est-à-dire de P(YX, Y > 0). C’est pourquoi nous n’avons conservé
que les profils ayant résulté en mi don positif. Le jeu de données que nous uti
lisons contient 9 716 observatioiis. Un histogramme des dons inférieurs à 50 $
est illustré à la figure 4.29. La variable Y prend souvellt, mais pas seulement,
des valeurs entières. On note que les montants qui sont des multiples de 5$ sont
particulièrement fréquents. Aussi, 75 ¾ des dons sont inférieurs à 20$ alors que
le don maximal est de 500$.
4.4.1. Entraînement et critère d’évaluation
Pour diminuer la dimension de la variable explicative, nous avons utilisé la
sélection de variables de Georges et Milley [201. Cinq variables servent à dé
crire le profil. Deux variables, AVGGIFT et LASTGIfT, proviennent directe
ment des données origillales. Les trois autres variables sont des transformations
de variables d’origine : le don moyen pour les promotions de 94NK à 96NK, le
ratio entre NGIFTALL et NUMPROM et la somme de RAMNT 8, 9, 12 and 14.
Ces variables explicatives ont de plus été normalisées. Nous reprenons le schéma
d’expérience utilisé avec les données d’assurance de la section précédente. Nous
comparons le mélange conditionnel de Pareto hybrides avec les mélanges condi
tionnels de Gaussiellues et de Log-Normales ainsi qu’à l’estimateur conditionnel
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de la fenêtre de Parzen. Les mélanges conditionnels, quel que soit le type de com
posante utilisée, sont entraînés par maximisation de la log-vraisemblance. Pour
éviter d’être pris dans un optimllm local, l’optimisation est relancée cinq fois avec
des valeurs initiales différentes pour les paramètres du modèle. Les paramètres
ayant donné lieu à la plus petite erreur d’entraînement sont retenus. L’initialisa
tion des mélanges se fait selon la méthode décrite à la sous-section 4.1.4. Nous
avons recours à nouveau à la méthode PoT conditionnelle qui consiste à ajuster
un réseau d neurones aux données pour modéliser la relation entre l’entrée et la
sortie et ensuite à appliquer la méthode PoT non-conditionnelle aux résidus du
modèle. Le nombre d’unités cachées et de composantes pour les mélanges condi
tionnels, les largeurs de fenêtres pour Parzen conditionnel et le nombre d’unités
cachées pour la PoT conditionnelle sont choisis sur un ensemble de validation
qui représente 20Y’o de l’ensemble d’entraînement. Un modèle est sélectionné si
sa performance moyenne est meilleure que celle des autres modèles. Le niveau de
quantile qp0T servant à déterminer le seuil pour les résidus de la méthode PoT
————--—-----J
5 10 15 20 25 30 35 40 45 50O
Dons
FIG. 4.29: Histogramme des dons positifs pour KDD cup 98 dont le montant est
inférieur à 50$.
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conditionnelle est choisi à Faide du test d’adéquation de Choulakian et Stephens
[61.
Pour ce jeu de données, nous avons choisi des ensembles d’entraînement de
taille 200 et 2 000. Nous comparons les modèles de densité conditionnelle par rap
port au mélange conditionnel de Pareto hybrides en termes de 10g-vraisemblance
relative
= 1og(mmh(x y)) — log(’t(x,y)),
est l’estimateur du mélange conditionnel de Pareto hybrides et
est un estimat.eur alternatif. Nous examinons également les courbes de densité
conditionnelle des modèles entraînés pour comparer ces modèles sur la partie
centrale et sur la queue supérieure de la distribution.
4.4.2. Résultats des expériences
La moyenne de la log-vraisernblance relative au mélange conditionnel de Pa
reto hybrides sur l’ensemble de test ainsi que l’erreur standard sont présentées
dans le tableau 4.7 pour les deux tailles d’ensemble d’entraînement. Le tableau
4.8 contient les hyper-paramètres sélectionnés pour chaque modèle et pour chaque
taille d’ensemble d’entraînement. Dans tous les cas, sauf pour l’estimateur de Par-
zen conditionnel, la log-vraisemblance relative est significativement positive ce qui
signifie que le mélange conditionnel de Pareto hybrides est un meilleur estima
teur en termes de log-vraisemblance. L’estimateur de Parzen conditionnel met
la majeure partie de la densité autour des exemples d’entraînement et peine à
extrapoler au-delà de ces exemples. Ceci explique la grande variance de la log
vraisemblance relative pour cet estimateur. Pour ce jeu de données, le niveau de
complexité des modèles semble être plus élevé puisque le nombre d’unités cachées
et de composantes sélectionnées est grand.
Les figures 4.30, 4.31, 4.32 et 4.33 contiennent un échantillon de la densité
conditionnelle générées par les mélanges avec composantes Pareto hybrides, gaus
siennes et Log-Normales et l’estimateur conditionnel de la fenêtre de Parzen res
pectivement. Pour chaque taille d’ensemble d’entraînement, 20 points {x x0} c
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n cmmg crnrnl cparzen
200 0.5818 (0.04452) 2.045 (0.02841) 108.3 (47.93)
2 000 1.03 (0.0332) 2.001 (0.02726) 431.2 (405.3)
TAB. 4.7: Log-vraisemblance moyenne relative a.u mélange conditionnel de Pareto hy
brides (cmmh) sur l’ensemble de test pour les données KDD cup 98. La taille de l’en
semble d’entraînement est n. Une valeur positive de log-vraisemblance relative signifie
que cmmh donne de meilleurs résultats que le modèle alternatif envisagé.
“ (h ‘ra (h “ 03,. cmmh, mcmmh) cmmg, cmmgl ‘, cmml, cmmlj cparzen cparzen
200 (20, 20) (5, 40) (10, 8) (10, 0.1)
2 000 (20, 50) (10, 20) (15, 30) (10, 0.01)
TAn. 4.8: Hyper-paramètres sélectionnés en validation pour les modèles d’estimation de
densité conditionnelle correspondant au tableau 4.7. Pour les mélanges conditionnels,
hcmm est le nombre d’unités cachées et 1’rcmm est le nombre de composantes. Pour
l’estimateur deParzen conditionnel, parzen est la largeur de fenêtre dans l’espace des
entrées et Xparzen la lageur de fenêtre dans l’espace des sorties.
Vtest ont été choisis aléatoirement parmi l’ensemble de test. Les courbes de den
sité conditionnelles p(YX
= jJ, i = 1, . . . , 20 sont ensuite tracées pour chacun
des modèles. On remarque que les modèles ont généralement bien capté l’aspect
multi-modal des données. Lorsque l’ensemble d’entraînement augmente, la multi
modalité est encore plus présente puisque plus d’exemples variés ont été vus à
l’entraînement. Pour les mélanges conditionnels, l’emplacement et la hauteur des
modes varient d’une courbe à l’autre, ce qui signifie que d’après le modèle, pour
un profil donné, certaines valeurs de dons sont plus probables que d’autres. Par
contre, les courbes produites par l’estimateur de la fenêtre de Parzen condition
nel ne reflètent pas l’effet de l’information conditionnante. Plusieurs modes sont
apparents (lui représentent les valeurs de dons vues en entraînement. On observe
les phénomènes habituels au niveau des queues de distribution des modèles les
queues des densités provenant du mélange conditionnel de gaussiennes décroissent
rapidement alors que celles des mélanges conditionnels de Pareto hybrides ou de
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FIG. 4.30: Données KDD cup 98 de haut en bas, densité conditionnelle du modèle
CM] 4H pour 20 points de l’ensemble de test choisis aléatoirement pour les tailles d’en
semble d’entraînement de 200 et 2 000 respectivement. La colonne de gauche illustre la,
partie centrale de la densité et celle de droite la queue supérieure en échelle logarith
mique.
Log-Normales se comportent de façon similaire et décroissent beaucoup plus len
tement. L’estimateur conditionnel de la fenêtre de Parzen ne met pratiquement
aucune densité dans la queue de la distribution.
Le tableau 4.9 contient les résultats de la sélection de modèles pour la méthode
PoT conditionnelle. Pour ces données, le réseau de neurones réussit à apprendre
a.ssez bien les données d’entraînement mais il généralise très mal aux données
de validation (phénomène du sur-apprentissage). Pour cette raison, le modèle le
plus simple est sélectionné, c’est-à-dire que le réseau de neurones est en fait une
fonction linéaire de l’entrée. Le seuil de la PoT conditionnelle u(x) = u + f(x, &)
dépend de x par la fonction calculée par le réseau de neurones. La figure 4.34
illustre les courbes de densité conditionnelle de la PoT conditionnelle en échelle
2C
‘5
la
5 0 5 20 25 30 35 40 100 200 300 400 500 600 700 900 900 ïoo
Don Don
FIG. 4.31: Données KDD cup 98 : de haut en bas, densité conditionnelle du modèle
CMMG pour 20 points de l’ensemble de test choisis aléatoirernent pour les tailles d’en
semble d’entraînement de 200 et 2 000 respectivement. La colonne de gauche illustre la
partie centrale de la densité et celle de droite la queue supérieure en échelle logarith
mique.
logarithmique dans la queue de la distribution. On observe un peu de variabilité
dans les courbes au début de celles-ci. L’épaisseur de la queue de la distribution
estimée par la PoT conditionnelle est semblable à celle des mélanges conditionnels
avec composantes Pareto hybrides ou Log-Norrnales bien que ceux-ci introduisent
plus de variabilité entre les queues de distribution selon la valeur de l’entrée.
La figure 4.35 illustre à l’aide d’histogramme les indices de queue tels qu’esti
més par le mélange conditionnel de Pareto hybrides. La très grande majorité des
indices de queue (plus de 90 ¾) sont inférieurs à un (donc l’espérance de la loi
conditionnelle existe). Cependant, pour certaines valeurs de la variable d’entrée,
l’indice de queue estimé peut être très grand.
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FIG. 4.32: Données KDD cup 98 de haut en bas, densité conditionnelle du modèle
CMML pour 20 points de l’ensemble de test choisis aiéatoirement pour les tailles d’en
semble d’entraînement de 200 et 2 000 respectivement. La colonne de gauche illustre la
partie centrale de la densité et cel]e de droite la queue supérieure en échelle logarith
miq u e.
n h u qp0
200 0 -0.3973 0.60 0.431$
2 000 5 13.5677 0.95 0.3720
TAB. 4.9: Données KDD cup 98 : hyper-paramètres sélectionnés (le nombre d’unités
cachées h et le niveau de quantile qp0 déterminant le seuil u) pour la méthode PoT
conditionnelle et indice de queue estimé. La taille de l’ensemble d’entraînement est n.
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FIG. 4.33: Données KDD cup 98 : de haut en bas, densité conditionnelle du modèle
CPÀRZEN pour 20 points de l’ensemble de test choisis a.léatoirement pour les tailles
d’ensemble d’entraînement de 200 et 2 000 respectivement. La colonne de gauche illustre
la partie centrale de la. densité et celle de droite la queue supérieure en échelle logarith
miq u e.
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FIG. 4.34: Données KDD cup 98 : de gauche à droite, densité conditionnelle du mo
dèle C’POT pour 20 points de l’ensemble de test choisis aléatoirement pour l’ensemble
d’entraînement de taille 200 et 2 000 respectivement. La densité de la queue supérieure
est tracée en échelle logarithmique.
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FIG. 4.35: Données KDD cup 98 : de gauche 1 droite, indice de queue du modèle
clviiV1H estimé sur l’ensemble de test pour l’ensemble d’entraînement de taille 200 et 2
000 respectivement.
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4.5. PRÉDICTIoN DE RENDEMENTS FINANCIERS
iVIcNeil et frey [35] ont développé un modèle pour les séries financières. Un
modèle AR(1)-GARCH(1,1) sert à modéliser les log-rendements Y d’un instru
ment financier
= /‘t + urit, (4.5.1)
où I’t = Y1 est la partie AR(1) du modèle, u = w + oe + /3o avec
=
—
est la partie GARCH(1,1) et , le résidu est supposé indépendent
et identiquement distribué (i.i.d.). Le modèle standard fait l’hypothèse que les
résidus suivent une loi Normale. Cependant, la densité conditionnelle des log
rendements est en général sous-estimée par ce modèle. Afin de tenir compte de
l’épaisseur de la distribution conditionnelle, mie autre approche proposée suppose
que les résidus suivent une loi t de Student. Le nombre de degré de liberté de la
Student y est l’inverse multiplicatif de l’indice de queue de la Pareto généralisée
(autrement dit y 1/). L’inconvénient de cette approche est que cette distribu
tion est symétrique alors que la distribution conditionnelle des log-rendements est
le plus souvent asymétrique. McNeil et Frey proposent plutôt d’utiliser la méthode
PoT classique (donc inconditionnelle) sur les résidus rj. Les queues supérieures
et inférieures de la distribution des T/t peuvent être modélisées de manière indé
pendante, ce qui tiendrait compte de la nature asymétrique de la distribution.
Ce modèle permet d’obtenir des estimations de quantiles dans la queue infé
rieure de la distribution (ce qui permet d’évaluer la VaR) supérieures à celles des
autres méthodes. Notre objectif est de comparer le mélange conditionnel de Pa
reto hybrides avec le modèle proposé par McNeil et frey [351• Nous comparons
également le mélange conditionnel de Pareto hybrides avec le mélange condition
nel de gaussiennes et l’estimateur conditionnel de la fenêtre de Parzen en termes
de log-vraisemblance relative et d’estimation de quantiles. Les composantes Log
Normales ne peuvent pas être utilisées puisqu’il y a des log-rendements positifs
et négatifs.
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4.5.1. Entraînement et évaluation de la performance
L’apprentissage du modèle AR(1)-GARCH(1,1) est ba.sé sur la méthode pré
senté dans McCullough et Renfro [33]. Ce type de modèle requiert des valeurs ini
tiales pour Y0, o et ô0. Des valeurs initiales différentes produiront des estimations
différentes des paramètres du modèle. Nous utilisons l’initialisation suivante
Y0 = (1/T) , où T est le nombre total d’observations, et o &o = Y1—Y0.
Les paramètres (
= (, w, c, /3) sont estimés en maximisant la log-vraisemblance
conditionnelle
L(C)=- (logut+Ç).
L’optimisation est effectuée à l’aide d’une méthode de descente de gradients conju
gués. La méthode PoT classique est ensuite appliquée aux résidus McNeil et
Frey choisissent le nombre d’observations considérées comme excédentaires, ce
qui correspond à choisir le niveau de seuil, à l’aide d’une étude simulatoire basée
sur la loi t de Student. Nous sélectionnons plutôt le seuil par la même méthode
considérée auparavant qui consiste à choisir un niveau de quantile correspondant
au seuil à l’aide du test d’adéquation de la Pareto généralisée de Chdulakian et
Stephens [6].
Afin de modéliser les queues supérieure et inférieure de la distribution condi
tionnelle des rendements logarithmiques, nous utilisons dans le mélange condi
tionnel de Pareto hybrides deux types de composantes, la Pareto hybride et
la Pareto hybride inversée. Pour simplifier la recherche d’hyper-paramètres, le
mélange contient le même nombre de composantes de chaque type. Les hyper
paramètres retenus pour chaque modèle sont ceux qui donnent la meilleure perfor
mance moyenne sur un ensemble de validation. L’ensemble de validation constitue
20% de l’ensemble d’entraînement.
Nous utilisons la série des rendements logarithmiques de l’indice boursier SP
500 disponible sur le site http://www.ma.hw.ac.uk/’mcneH/data.htmI. Comme va
riable prédictive nous considérons les log-rendements en t et en t — 1 et des
moyennes et écart-types mobiles ayant une fenêtre de cinq jours (une semaine), 10
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jours (deux semaines), 40 jours (deux mois) et 120 jours (six mois). L’entrée est
donc de dimension 10. Pour ces deux modèles. une fenêtre de longueur n 1000.
correspondant aux observations de t — n ± 1 à t, est utilisée pour apprendre les
paramètres. Pour le modèle de McNeil et frev, ces paramètres servent à prédire
la distribution conditionnelle au temps t + 1. Comme le mélange conditionnel de
Pareto hybrides est beaucoup plus long à entraîner, le modèle entraîné sur les
données t — n + 1 à t sert à prédire la distribution conditionnelle aux temps t + 1
à t + 5. Cette fenêtre est ensuite déplacée dans le temps pour apprendre un autre
modèle et prédire la distribution conditionnelle à la période suivante. La même
stratégie pour l’apprentissage et la prédiction est utilisée pour le mélange condi
tionnel de gaussiennes et l’estimateur conditionnel de la fenêtre de Parzen. Il y
a un total de 8 414 observations pour la série des rendements boursiers du S&P
500. Si ôn exclut les données nécessaires aux calculs des moyennes et écart-types
mobiles ainsi que la longueur de fenêtre utilisée pour l’entraînement du premier
modèle, il reste donc 7 294 données de test.
4.5.2. Résultats
Le tableau 4.10 donne la log-vraisemblance moyenne relative aw mélange
conditionnel de Pareto hybrides en test et les hyper-paramètres moyens sélec
tionnés en validation pour chacun des estimateurs de densité conditionnelle. On
remarque que, bien que la log-vraisemblance relative soit positive, l’erreur stan
dard entre parenthèses est élevée. Ceci signifie que la performance du mélange
conditionnel de Pareto hybrides n’est pas significativement meilleure dans ce cas
ci.
La figure 4.36 fournit un aperçu du modèle AR(1)-CARCH(1,1) couplé avec
la méthode PoT classique. Il s’agit d’un extrait de 750 observations qui contient la
période du crash boursier d’octobre 1987. Le panneau du haut représente la série
des rendements logarithmiques du S&P 500, le panneau du milieu illustre l’écart
type conditionnel du modèle GARCH(1,1) et le panneau du bas donne l’indice
de queue conditionnel tel qu’estimé par la méthode PoT. Une figure semblable
est incluse dans l’article de McNeil et Frey [35] qui contient les panneaux du
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crnmh cmmg cparzen -
7?i (err.sd) 0.03072 (0.03456) 0.119 (0.1609)
(hcmmh, 7flcmmh) (hcmmg, ?7icmmg) (parzen’ parzen)
(1.441, 3.5) (1.637, 3.82) (2238, 0.517)hyper-paramètres
TAB. 4.10: Log-vraisemblance moyenne relative au mélange conditionnel de Pareto
hybrides R-t sur les données de test S&P500 et hyper-paramètres moyens sélectionnés.
Pour le mélange conditionnel de Pareto hybrides, rnCj, inclut les composantes Pareto
hybride standard et inversée. L’ensemble d’entraînement est une fenêtre contenant 1000
observations que l’on fait rouler dans le temps.
haut et du milieu. otre implantation du modèle AR(1)-GARCH(1J) est donc
raisonnablement proche de la leur. Il est intéressant de noter que l’écart-type
conditionnel o augmente ponctuellement suite au crash d’octobre 1987 alors que
pour l’indice de queue conditionnel, le niveau global augmente pour tous les jours
subséquents.
La figure 4.37 est la réciproque de la figure 4.36 pour le mélange conditionilel
de Pareto hybrides. Il s’agit donc des mêmes 750 observations de test incluairt
le crash boursier d’octobre 1987. Le panneau du haut contient également les log
rendements du S&P 500. les panneaux du milieu et du bas illustrent les variations
des indices de queue pour les queues supérieure et inférieure respectivement tel
qu’estimé par le mélange conditionnel de Pareto hybrides. Les estirnateurs des
indices de queue ont un comportement semblable à l’écart-type conditionnel du
modèle GARCH(1,1) (voir le panneau du milieu de la figure 4.36). Il y a ue
augmentation très marquée des indices de queue supérieure et inférieure suite a.u
crash d’octobre 87. Les estimateurs de l’indice de queue conditionnel du mélange
conditionnel de Pareto hybrides prennent des valeurs dans un intervalle beaucoup
plus grand que ceux résultants de la méthode PoT couplée au modèle AR(1)-
GARCH(1,1).
À partir des modèles de densité conditionnelle, nous calculons des quantiles
conditionnels qui se trouvent dans la queue inférieure de la distribution condi
tionnelle. McNeil et frey introduise un test d’hypothèse basé sur la loi Binômiale
que nous avons déjà utilisé sur les données danoises de la section 3.4. La version
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FIG. 4.36: S&P 500 : Le panneau du haut contient les log-rendements du $&P 500
pour une période de 750 jours incluant le crash d’octobre 1987. Le panneau du milieu
fournit l’écart-type conditionnel estimé par le modèle GARCH(1,1) et le panneau du
bas donne l’indice de queue inférieure estimé par la méthode PoT classique appliquée
aux résidus du modèle AR(1)-GARcH(1,1).
conditionnelle de ce test est semblable à la version inconditionnelle. On dit qu’il
y a violation d’un quantile conditionnel de niveau q lorsque Yt < y2’ (puisque
dans ce cas-ci, on s’intéresse aux quantiles de la queue inférieure). Sous l’hypo
thèse nulle que le modèle considéré soit approprié pour les données, le nombre
de violations d’un quantile conditionnel de niveau q sur un ensemble de test de
longueur T suit une loi Binômiale B(T, q). Le tableau 4.11 contient les résultats
du test binômial pour les estimateurs de quantiles de niveau {0.05, 0.001, 0.005}
sur les données de test pour le mélange conditionnel de Pareto hybrides (cmmh),
le mélange conditionnel de gaussiennes (cmmg), l’estimateur conditionnel de la
fenêtre de Parzen (cparzen) et le modèle AR(1)-GARCH(1,1)-PoT de McNeil
et Frey. La proportion de violations espérée est donnée par q dans la première
colonne du tableau. Four chaque niveau de qilantile q, le tableau fournit pour
chaque modèle la valeur F associée à la proportion observée de violations ainsi
qu’un intervalle de confiance de niveau 95 % entre parenthèses. Plus la valeur P
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est grande, plus la proportion observée de violations est plausible. Si l’hypothèse
nulle est juste, on s’attend à ce que la proportion espérée de violations se trouve
dans l’intervalle de confiance. Les valeurs P pour le modèle AR(1)-GARCH(1,1)-
PoT sont généralement plus petites que celles obtenues par I\/lcNeil et Frey mais
elles sont suffisamment grandes pour ne pas rejeter l’hypothèse nulle avec une
bonne marge. L’ensemble de test dont nous disposons est un peu plus petit que le
leur (120 observations de moins, qui sont utilisées dans le calcul des moyennes et
écart-types mobiles). Ceci change donc les valeurs initiales du processus et affecte
aussi les paramètres trouvés par maximum de vraisemblance. Les valeurs P pour
le mélange conditionnel de Pareto hybrides sont également suffisamment grandes
pour ne pas entraîner le rejet de l’hypothèse nulle. La performance du mélange
de Pareto hybrides en termes d’estimation de quantiles extrêmes est donc sem
blable à celle du modèle proposé par IVlcNeil et Frey. Les quantiles estimés par
le mélange conditionnel de gaussiennes sont rejetés par le test binômial pour les
trois niveaux de quantiles. Les quantiles estimés par l’estimateur conditionnel de
03/17/1987 10/19/1987 05/23/1988 12/23/1988 07/31/1989
03/17/1987 10/19/1987 05/23/1988 12/23/1988 07/31/1989
03/17/1987 10/19/1987 05/23/1988 12/23/1988 07/31/1989
FIG. 4.37: S&P 500: Le panneau du haut contient les log-rendements du SSsP 500 pour
une période de 750 jours incluant le crash d’octobre 1987. Les panneaux du milieu et du
bas fournissent l’indice de queue conditionnel pour les queues supérieure et inférieure
respectivement tel qu’estimés par le modèle CMMH.
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la fenêtre de Parzell ne sont rejetés qu’en mie occasion, lorsque q = 0.05 et que
la proportion de violations est sous-estimée par le modèle.
Les quantiles conditionnels estimés par ces quatre modèles sont illustrés aux
figures 4.38, 4.39 et 4.40 pour les niveaux de quantiles q = 0.05, q = 0.01 et
q 0.005 respectivemellt. Le quantile conditionnel du mélange conditionilel de
Pareto hybrides est en général plus grand et plus variable que ceux des autres
méthodes.
q cmmh cmmg
0.05 0.1624 (0.04855 0.05902) 4.381e-05 (0.05536 0.06646)
0.01 1 (0.007731 0.01242) 7.945e-12 (0.01592 0.02231)
0.005 0.5069 (0.003003 0.006188) 3.113e-15 (0.01030 0.01560)
q cparze AR(1)-GARCH(1,1)-PoT
0.05 2.428e-05 (0.03513 0.04421) 0.6479 (0.04619 0.05644)
0.01 0.5177 (0.007126 0.01165) 0.5177 (0.007126 0.01165)
0.005 0.5603 (0.003921 0.007460) 0.6188 (0.003116 0.006348)
TAB. 4.11: Test binômial pour l’estimation de quantiles sur les données SP5OO. La
proportion espérée de violations est q. Pour chaque estimateur, on donne la valeur
P pour la proportion espérée suivie, entre parenthèse, d’un intervalle de confiance de
niveau 95%. Plus la valeur P est élevée, plus la proportion observée de violations est
vraisemblable. Si l’hypothèse nulle est juste, l’intervalle de confiance devrait contenir la
proportion espérée de violations. Les résultats en caractères gras indiquent le succès du
test.
SP500
• AR(1)-GARCH(1, 1)-PoT
y CMMH
o CMMG
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FIG. 4.38: $&P 500 t Estimation de quantile conditionnel de niveau 0.05 pour une
période de 750 jours incluant le crash d’octobre 1987.
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FIG. 4.39: S&P 500 t Estimation de quantile conditionnel de niveau 0.01 pour une
période de 750 jours incluant le crash d’octobre 1987.
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FIG. 4.40: S&P 500 : Estimation de quantile conditionnel de niveau 0.005 pour une
période de 750 jours incluant le crash d’octobre 1987.
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4.6. CoNcLusioN
Il existe, dans plusieurs domaines d’application, des variables explicatives qui
fournissent de l’information pertinente sur la variable d’intérêt. Les compagnies
d’assurance disposent de renseignements sur le profil des clients qui influencent
la distribution des réclamations. En finance, les arbitragistes se basent sur les
rendements des derniers jours, les tendances du marché à plus long termes (cap
tées par de moyennes ou écart-types mobiles) et des informations sur l’état de
l’économie pour prédire les mouvements du marché. Les climatologues élaborent
des scénarios probables de l’augmentation des gaz à effet de serre et cherchent
à prédire la probabilité d’événements climatiques extrêmes pour chacun de ces
scénarios.
La régression consiste en l’estimation de l’espérance conditionnelle E[YIX
trj. Lorsque les données présentent une structure complexe, par exemple lorsqu’il
y a multi-modalité, l’espérance conditionnelle ne représente pas bien le processus
générateur des données. C’est pourquoi nous nous intéressons à l’estimation de
la densité conditionnelle P(YX = x) qui permet ensuite le calcul de quantités
d’intérêt propres à une application donnée.
Dans ce chapitre, nous avons présenté une extension du mélange de Pareto
hybrides qui permet d’estimer la densité conditionnelle en présence de multi
modalité, d’asymétrie et de queues lourdes. Cet estimateur combine l’idée du mé
lange conditionnel avec composantes gaussiennes de Bishop [5j avec les méthodes
provenant de la théorie des valeurs extrêmes. La distribution Pareto hybride, dé
veloppée à la section 3.1, permet d’intégrer la Pareto généralisée dans un mélange
de distribution tout en en conservant les propriétés d’approximation des queues
de distribution. L’estimateur proposé est un mélange de Pareto hybrides dont les
paramètres sont prédits par un réseau de neurones.
L’étude simulatoire permet la comparaison de l’estimateur proposé avec d’autres
estimateurs de densité sur des jeux de données dont le modèle générateur est
connu. Dans le cas conditionnel, il y a deux niveaux de difficulté pour les estima
teurs de densité : capter la relation entre l’entrée et les paramètres de la Fréchet
et modéliser l’épaisseur de la queue de la distribution. Pour les quatre jeux de
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données étudiés et pour les deux tailles d’ensemble d’entraînement utilisées, le
mélange conditionnel de Pareto hybride offre une performance supérieure aux
autres estimateurs considérés. La différence de performance est particulièrement
frappante lorsque l’ensemble d’entraînement est plus petit, que la relation entre
l’entrée et les paramètres du modèle générateur est non-linéaire et que la queue
de la distribution est très lourde. Lorsqu’utilisé pour générer des données, le mé
lange conditionnel de Pareto hybrides produit des nuages de points dont la forme
est très semblable à celle du modèle utilisé pour générer les données d’entraîne
ment. Par contre, l’estimation de l’indice de queue conditionnel par le mélange
conditionnel de Pareto hybrides n’est pas satisfaisante. Ultimement, ce que nous
tenons à vérifier est que l’estimateur proposé estime adéquatement la queue de la
distribution conditionnelle. Le mélange de Pareto hybrides réussit relativement
bien à capter la forme de la dépendance des quantiles extrêmes conditionnels.
Dans certains cas, par exemple lorsque le niveau de quantile est de 0.9999 ou que
peu de données sont disponibles, l’estimation est cependant plus difficile.
Nous avons ensuite évalué le mélange conditionnel de Pareto hybrides sur
des données d’assurance. À nouveau, la performance de l’estimateur proposé est
supérieure à celles des autres estimateurs considérés. Ceci est particulièrement
marquant polir les plus petits ensembles d’entraînement. L’examen des courbes
de densité conditionnelle associée au mélange conditionnel de Pareto hybrides fait
ressortir les faits suivants. Cet estimateur arrive à capter la nature multi-modale
de la distribution conditionnelle, soit par le biais de la fonction de dépendance des
paramètres du mélange (modélisée par le réseau de neurones), soit par l’utilisation
de plusieurs composantes. Aussi, l’estimateur est en mesure de modéliser différents
types de queues de la distribution conditionnelle, de la décroissance exponentielle
à la décroissance polynômiale. Finalement, nous avons comparé l’estimation de
quantiles extrêmes du mélange conditionnel de Pareto hybrides avec l’estimateur
proposé par McNeil et Frey [35] sur la série des rendements logarithmique de
l’indice boursier du S&P500. Le test binômial utilisé par ces auteurs confirment
que les quantiles estimés par le mélange conditionnel de Pareto hybrides sont
comparables aux estimations produites par leur modèle.
Chapitre 5
CONCLUSION
Les événements extrêmes provoquent généralement des perturbations ma
jeures lorsqu’ils surviennent. Que ce soit un crash boursier qui génère de fortes
répercussions dans les marchés financiers, un ouragan qui laisse des milliers de per
sonnes sans abri ou encore un tremblement de terre extrême qui détruit des villes.
La théorie des valeurs extrêmes est née du besoin de modéliser de tels événements
pour tenter de se prémunir contre eux. Elle repose sur le fait qu’il est possible
de caractériser le comportement asympotique de la queue d’une distribution uni-
variée avec une condition très souple. En particulier, la loi de Pareto généralisée
permet d’approximer arhitrairemellt bien la queue de toute distribution connue.
La méthode PoT consiste en l’ajustement d’une loi de Pareto généralisée aux
observations qui excèdent un seuil donné. Ce seuil spécifie quelles observations
sont considérées comme appartenant à la queue de la distributioi. La principale
difficulté dans l’application de la Pareto généralisée est la détermination de ce
seuil. Un seuil trop bas entraîne un biais élevé de l’approximation de la queue de
la distribution par la Pareto gélléralisée. D’un autre côté, un seuil trop élevé laisse
peu d’observations pour l’estimation des paramètres ce qui augmente la variance
des estimateurs.
Les méthodes non-paramétriques ont été developpées pour répondre au be
soin de modéliser des données sans faire d’hypothèses a priori quant à la forme
de la relation entre ces données. En estimation de densité, des modèles comme le
mélange de gaussiennes permet d’approximer arbitrairement bien toute distribu
tion si le nombre de composantes augmente de façon appropriée avec la taille de
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l’ensemble d’entraînement. Cependant, plus la queue de la distribution est lourde,
plus il faut un grand ensemble d’entraînement pour que le mélange de gaussiennes
donne des résultats satisfaisants. Nous proposons une nouvelle distribution, la Pa
reto hybride, qui permet de transférer les propriétés d’approximation de la Pareto
généralisée aux méthodes non-paramétriques. La Pareto hybride consiste en la
juxtaposition d’une loi Normale tronquée avec une loi de Pareto généralisée. Au
point de jonction, où la Normale est tronquée, des conditions de continuité sont
imposées à la densité et à sa dérivée. Comme la Pareto hybride est continue sur
l’axe des réels, elle peut facilement être utilisée dans un mélange de distributions.
La densité de la Pareto généralisée est zéro sous le seuil et elle est discontinue
en ce point. Pour l’utiliser dans un mélange, il faut déterminer quel est le seuil
approprié puisque celui-ci ne peut être appris lors de l’entraînement du mélange.
La Pareto hybride subvient à la question de la sélection du seuil puisque celui-ci
est une fonction des paramètres de l’hybride. Il s’adapte donc aux données lors
de l’entraînement du mélange.
La queue de la Pareto hybride est, à un facteur près, la même que celle de
la Pareto généralisée. Elle permet entre autres de modéliser des distributions à
queues lourdes comme la loi t de Stuclent, à queue modérée comme la loi Log
Normale et à queue légère telle que la loi Normale. Dans un mélange de Pareto
hybrides, toutes les données participent à l’estimation de la queue de la distri
bution alors que dans l’utilisation classique de la Pareto généralisée, seules les
données au-delà du seuil servent à l’estimation du modèle. Les données centrales
influencent l’estimation des paramètres du mélange mais il ressort des simula
tions sur des jeux de données synthétiques que l’emploi de plusieurs composantes
permette au mélange d’estimer la queue de la distribution de façon comparable à
la méthode PoT. Les expériences sur des jeux de données synthétiques et réelles
ont démontré que la performance du mélange de Pareto hybrides en termes de
log-vraisemblance est supérieure à celle des autres estimateurs considérés. Ceci
est particulièrement frappant pour les petits ensembles d’entraînement.
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La recherche sur les événements extrêmes porte e’ssentiellement sur la modé
lisation de la densité inconditionnelle. Cependant, dans de nombreuses applica
tions, il est nécessaire de considérer de l’information de laquelle dépend la variable
d’intérêt. Il est alors naturel de chercher à modéliser la densité conditionnelle.
L’information dont on dispose prend la forme d’une variable prédictive qui peut
être de haute dimension. Les techniques existantes pour représenter la densité
conditionnelle ne sont pas toujours appropriées lorsque la distribution condition
nelle sous-jacente présente des queues lourdes, est multi-modale et asymétrique.
Nous proposons comme estimateur de densité conditionnelle, un mélange condi
tionnel de Pareto hybrides. Il s’agit d’un mélange de Pareto hybrides dont les
paramètres sont des fonctions de la variable prédictive. Ces fonctions peuvent
être représentées par un modèle paramétrique ou non-paramétrique. Il suffit que
la classe de fonctions choisie puisse être entraînée à l’aide du gradient par rap
port aux paramètres de cette classe car l’apprentissage des paramètres du mélange
conditionnel se fait par la maximisation de la log-vraisemblance conditionnelle.
Nous avons utilisé comme classe de fonctions les réseaux de neurones artificiels.
Les réseaux de neurones ont déjà été utilisés pour des tâches semblables. Ils pos
sèdent par ailleurs la capacité d’approximer arbitrairement bien toute fonction
continue si la complexité du réseau, c’est-à-dire le nombre d’unités cachées, est
bien choisie. Le mélange conditionnel de Pareto hybrides se compare favorable
ment aux autres estimateurs testés en termes de log-vraisemblance sur des jeux
de données synthétiques et réelles.
Les défis actuels en théorie des valeurs extrêmes concernent la modélisation
des extrêmes multivariés [361. La difficulté principale dans le cas multivarié est
d’estimer la fonction de dépendance extrêmale entre les variables aléatoires. Les
solutions actuelles s’adressent à des problèmes de basse dimension (ail plus trois)
et supposent le plus souvent que toutes les variables aient le même schéma de dé
pendance extrêmale (soit elles sont toutes dépendantes ou toutes indépendantes
entre elles). L’apprentissage statistique devrait être en mesure de proposer une
alternative non-paramétrique à ce problème qui serait applicable à toute dimen
sion.
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Annexe A
ALGORITHMES
A.1. Loi PARET0 HYBRIDE
Dans cette section se trouvent les algorithmes (lui servent au calcul de la
densité (Algorithme 1) et du gradient de la log-vraisemblance (Algorithme 3) de
la loi Pareto hybride. Nous donnons également l’algorithme qi sert à calculer la
fonction W de Lambert (Algorithme 2).
Algorithme 1 Densité de la loi Pareto hybride :
ENTRÉES: x, = (i.u) avec
SORTIES: y÷—h(Œ)
{Requiert les fonctions 14T(.) (Algorithme 2) et erf [39]}
z W((1 +)2/(2fl
t 3/2 + 1/2 erf(sign(1 +
t sign(1 + +
si v ot alors
y exp(-(x - )2/(2u2))/(u)
sinon
si $ O alors
y (1 ± (x —
sinon
y
A-ii
Algorithme 2 Fonction W de Lambert : 11/(z)
ENTRÉES: Z, W0, tOiret et tOlabs E R
SORTIES: w tel que wexp(w) = z
{Valeurs par défaut}
si w0 manquant alors
sinon si toÏj manquant alors
tOtret 10_6
SI1O1 S tOt manquant alors
tola 10_6
errabs ‘ Z — woexp(wo)
eTrret “ eTTabs/Z
tantque errabs > tOt5 and erri > tot71 faire
e0 ‘ exp(wo)
W ‘- W — (woeo — z)/ (eo(wo + 1) — (w0 + 2)(woeo — z)/(2w0 + 2))
eTr063 — Z — W exp(w)
erTret “ errabs/z
C W
A-iii
Algorithme 3 Gradient de la log-vraisemblance négative pour la Pareto hybride
ENTRÉEs: x, /‘ = (LL,u) et u> O
SoRTIEs: y ÷— Vi
= (, L, IL), où 1 = — log h(x)
{Requiert les fonctions W(.) (Algorithme 2) et erf [39]}
z W ((1 + )2/(2n))
3/2 + 1/2 erf(sign(1 +
/3 ‘ u(1 + )2/z
cv sign(1 +)u+bI
{Dérivées des paramètres dépendants, 7, /3 et cv, p/r à , i et u}
(exp(-z/2))/ (V2n1 + )2(i + z))
sign(1 + )u/(1 + z)
u/ ((1+)2(1+z))
t sign(1 +
— O, — O,
— O, ÷— 18u 8i
{Dérivée de w = — 1ogg(x
— cv) p/r à , /3 et cv}
si O alors
(1/ + 1)(x
- cv)/ (/3 + - cv)) — i/2 log(1 + (x - cv)//3)
1//3(1- (1+)(x-cv)/(/3+-cv)))
sinon
-1//3
1//3(1-(x-cv)//3)
{Dérivée de t = —logh,1,(x) p/r à , et u}
si x < cv alors
81 1 87
8 78
t 1 — (X
—
sinon
8 8 8,3 3t 8a 8
8i 8u8ji
au auau 8,38u
__
ç81 81 dly t 8’ ‘
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A.2. MÉLANGE CONDITIONNEL DE PARET0 HYBRIDES
Cette section présente les algorithmes nécessaires à l’apprentissage d’un mé
lange conditionnel de Pareto hybrides. La log-vraisemblance négative est calcu
lée par l’algorithme 4 et son gradient par l’algorithme 5. Ce dernier algorithme
requiert le calcul du gradient de la densité de la Pareto hybride qui fourni à
l’algorithme 6.
Algorithme 4 Log-vraisemblance négative pour CIVIMH
ENTRÉES: y ER, x E Rd, nh E N, mE N, 9 = (b,c,v,w,)
SoRTIEs: i—logo(x,y)),À(ni(x),...,nm(x)i(x),...,m(x))etzj
tanh (c + Z=i VkXk)
{1. Calcul des activations des unités cachées)
tanh (c + Z=i vkk) pour i = 1 ...
{ 2. Calcul des sorties du réseau de neurones)
+ wzh +
{ 3. Transformer les sorties du réseau de neurones}
(O) ni (O)7r(OE) — exp(a )/ Z=1 exp(a ) pour z = 1,... , ra
t softplus(a’), pour i 1, . . . , ra
pour i 1,...,m
t softplus(a3), pour i = 1,. ..
t ((x), (x), (x))
{4. Calcul de la log-vraisernblance négative)
t
— log (1 ui(x)k(x)(y))
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Algorithme 5 Gradient de la log-vraisemhlance négative pour CMMH
ENTRÉES: y E R, ï E Rd, h E N, m N, 6 = (b,c,v,w,î)
SoRTIEs: g où t = — log ((ï, y)) — log ((g))
{ Exécuter l’algorithme 4 pour obtenir z et = (rr1,... s 7rm, ‘?/‘i ,., 7J-’m)}
{Requiert la fonction Vh (y)
=
(algorithme 6). }
À(Y) “
______
I (
ar3
6h,, (y)
KJ y
__
6J)j,, 8ç5(y) 6j,i
{Dérivée de t p/r aux sorties a}
y(y)Kj’j(Y) +Kj pour j =1..
—
— exp(—))
6(2) dl3,2
— exp(—uj))
{érivée de t p/r à 6}
Dl dl
da
at at
ai Dl
LL(lz2)
DC 8
-
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Algorithme 6 Gradient de la densité de la Pareto hybride : VÏi(y)
ENTRÉES: y, = (,ji,u) et >0
SoRTIEs: g—Vh(y)
{Requiert les fonctions T/V() (Algorithme 2) et erf [391}
z W ((1 + )2/(2n))
3/2 + erf(sign(1 +
sign(1
sign(1 + )/(7exp(z/2)(1 + z)(i + ))
Si y < Œ alors
ah,
ah.
__
y
,
(y — [L)2/u3 —
sinon
si O alors
(1 + — y)/( + (y - ce))) + log (1 + (y
— )/) /
(y -
-
)/((i3 + (y
-
sinon
8hq. 8h1, aq
+ (sign(1 + )u/ - I’ + /((‘ + z)(i + e))) +
+ z)1 + )
8h
sign(1 + )\/ + +a
(ah ah aig—
Annexe B
ESTIMATION DES PARAMÈTRES DE LA
PARETO HYBRIDE
Ce chapitre présente des résultats complémentaires (voir la sous-section 3.1.4)
sur la convergence des estimateurs de maximum de vraisemblance des paramètres
de la Pareto hybride. Des paires d’ensembles d’entraînement et de test (Vu, V1)
sont générés selon une loi Pareto hybride de paramètres b
= (, ,u, u) où n est
choisi de plus en plus grand et t est fixé à 10 000. Soit , l’estimateur par
maximum de vraisemblance de ‘1/’. La performance de est mesurée en termes
de Ïog-vraisemhlance relative
= (logh,(Zj)
— logh(Z1)).
Plus 7?j(; b) est petit, plus la densité estimée est près du modèle générateur.
Pour chaque valeur de n, 100 ensembles d’entraînement sont générés et l’estima
teur de maximum de vraisemblance est calculé pour chacun de ces ensembles.
Ceci nous permet de rapporter la log-vraisemblance relative moyenne en test
(1/100 7?i(; )), de calculer des intervalles de confiance autour de cette
moyenne et d’estimer le biais carré et la variance des paramètres estimés.
La log-vraisemblance moyenne des estimateurs relative à la densité génératrice
ainsi qu’un intervalle de confiance de niveau 5 9 sont illustrés aux figures B.1, B.2
et B.3 lorsque le vecteur de paramètres de la Pareto hybride est / = (0.4, 0, 1),
= (0, 0, 1) et = (—0.25, 0, 1) respectivement et que la taille de l’ensemble
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d’entraînement croît. Le biais carré et la variance des estirnateurs de maximum
de vraisemblance correspondants sont fournis aux figures 3.4, B.5 et 3.6.
La log-vraisemblance relative décroît et l’intervalle de confiance se rétrécit
lorsque la taille de l’ensemble d’entraînement augmente, ce qui indique que les
estimateurs de maximum de vraisemblance sont convergents. Bien que le biais
carré fluctue un peu pour les plus petits ensembles d’entraînement, il est au plus
de l’ordre de iO’ et diminue éventuellement avec n. La variance est décroissante
en n dans tous les cas.
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FIG. B.1: Estimation du vecteur de paramètres ‘i/’ = (0.4, 0, 1) de la Pareto hybride
log-vraisemblance moyenne relative sur l’ensemble de test et interv1le de confiance de
niveau 5 ¾ lorsque la taille ri de l’ensemble d’entraînement augmente.
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FIG. B.2: Estimation du vecteur de paramètres ‘,b = (0,0, 1) de la Pareto hybride
log-vraisemblance mo enne relative sur l’ensemble de test et intervalle de confiance de
niveau 5 ¾ lorsque la taille n de l’ensemble d’entraînement augmente.
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FIG. 11.3: Estimation du vecteur de paramètres î/’ = (—0.25, 0, 1) de la Pareto hybride:
log-vraisemblance moyenne relative sur l’ensemble de test et intervalle de confiance de
niveau 5 ¾ lorsque la taille n de l’ensemble d’entraînement augmente.
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FIG. B.4: Biais carré (panneau du haut) et variance (panneau du bas) estimés pour les
estimateurs de maximum de vraisemblance des paramètres de la Pareto hybride avec
= (0.4,0,1) lorsque la taille n de l’ensemble d’entraînement augmente.
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FIG. B.5: Biais carré (panneau du haut) et variance (pa.nneau du bas) estimés pour les
estimateurs de maximum de vraisemblance des paramètres de la Pareto hybride avec
= (0, 0, 1) lorsque la taille n de l’ensemble d’entraînement augmente.
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FIG. B.6: Biais carré (panneau du haut) et variance (panneau du bas) estimés pour les
estimateurs de maximum de vraisemblancé des paramètres de la Pa.reto hybride avec
= (—0.25, 0, 1) lorsque la taille n de l’ensemble d’entraînement augmente.
Allnexe C
FTUDE DES ESTIMATEUR$
CONDITIONNELS : DONN1E$ FRÉCHET
CONDITIONNELLE À QUEUE LOURDE
Ce chapitre donne des résultats complémentaires pour les expériences sur les
données générées par la loi de fréchet conditionnelle avec queue lourde (voir
4.2.3). Les paramètres de la fréchet ont une dépendance soit linéaire (J(X) =
aX + b) soit sinusoïdale de l’entrée (f(X) csin(aX + b) + d). La variable d’en
trée X est générée selon une loi Normale standard. Les fonctions de dépendance
(linéaire ou sinusoïdale) sont choisies de sorte que l’indice de queue de la fré
chet se trouve dans l’intervalle [0.66, 1.33] dans 99%o des cas, ce qui correspond
à une queue lourde. Pour le cas où la fonction de dépendance est linéaire, les
figures Cl, C.2 et C.3 montrent les paramètres des mélanges conditionnels après
l’apprentissage avec composantes Pareto hybrides, Gaussiennes et Log-Normales
respectivement en fonction de l’entrée X. Pour la loi Log-Normale, nous avons
tracé l’espérance et l’écart-type de chaque composante plutôt que ses paramètres
d’emplacement et de dispersion. Les figures C.4 et C.5 contiennent des observa
tions générées par chacun des modèles après l’entraînement.
Pour le cas où la fonction de dépendance est sinusoïdale, les paramètres des
composantes des mélanges conditionnels après l’apprentissage avec composantes
Pareto hybrides, Gaussiennes et Log-Normales sont tracés aux figures C.6, C.Z
et C.8 respectivement. Pour la loi Log-Normale, il s’agit en fait de l’espérance
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et de l’écart-type de chaque composante. Les figures C.9 et C.10 contiennent des
observations générées par chacun des modèles après l’entraînement.
Puisque l’indice de queue conditionnel de la fréchet est plus lourd, l’apprentis
sage de la densité en est plus difficile. On observe tout de même des phénomènes
semblabes aux résultats fournis à la sous-section 4.2.3. Dans le cas linéaire, l’in
dice de queue de la composante dominante du mélange conditionnel de Pareto
hybride est assez fidèle à l’indice de queue du modèle générateur lorsque l’en
semble d’entraînement contient 2000 observations. Les données générées par le
mélange conditionnel de Gaussiennes (figure C.2, rangée du milieu) mettent en
évidence le problème de la queue de la distribution inférieure. En effet, la den
sité est nulle dans cette région pour le modèle générateur alors que le mélange
conditionnel de Gaussiennes y génére de nombreuses observations. Le cas où la
dépendance des paramètres du modèle générateur est sinusoïdale est encore plus
difficile pour la modélisation. Les mélanges conditionnels de Pareto hybrides et de
Log-Normales (figure C.9, rangée du haut et du bas respectivement) parviennent
à capter en partie la forme de la dépendance. Pour la méthode PoT condition
nelle (figure Gb. rangée du bas), il semble que le fait que la dépendance des
paramètres et la distribution des excès soient modélisées en deux temps nuise à
la modélisation. En effet, la présence de très grandes observations extrêmes cache
la nature de la dépendance. L’estimateur de la fenêtre de Parzen (figure C.b0,
rangée du haut) ne parvient pas non plus, dans ce ca.s, à détecter la forme de la
dépendance entre les données.
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FIG. C.1: (7rj(x),j(x)jLj(x),uj(x)) pour CMMH. L’ensemble d’entraînement conte
nait 200 observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le
modèle générateur est le Fréch et-lin-lourde. Les paramètres du modèle générateur sont
dessinés en trait plein gris foncé.
0.8
0.6
0.4
0.2
C-iii
— —
—
-
/
-I
7t7
- /
—
O
X
2
1.5
1
0.5
I
---1
/
—2
1.5
— o2
X
1
—2 0 2
X
0.5
C
0.6
0.55
0.5
0.45
0.4
1.5
— — — —
— —: — —
—
—.. 2
1
0.5
—2 0
X
—2 0
X
6
4
7
C-iv
14
12
10
8
6
4
2
— —
—
•
•— 2
..
_
-2 0
X
Ï
3h
7h
7h
714
X
FIG. C.2: (7Tj(x),btj(X), u(x)) pour CPvIMG. L’ensemble d’entraînement contenait 200
observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le modèle
générateur est le Fréchet-lin-lourde. Les paramètres du modèle générateur sont dessinés
en trait plein gris foncé.
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FIG. C.3: (irj(x),tij(x),uj(x)) pour OAIIVIL. L’ensemble d’entraînement contenait 200
observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le modèle
générateur est le fréchet-lin-lourde. Les paramètres du modèle générateur sont dessinés
en trait plein gris foncé.
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FIG. C.4: De haut en bas : Génération de données à partir de CMMH, CMAIG et
OIvIML. L’ensemble d’entraînement consistait en 200 (colonne de gauche) ou 2 000
observations (colonne de droite) générées à partir du modèle Fréchet-lin-lourde.
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Génération de données à partir de CPARZEN (rangée du haut) et d ‘excès
(rangée du bas). L’ensemble d’entraînement consistait en 200 (colonne de
2 000 observations (colonne de droite) générées à partir du modèle Fréchet
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FIG. C.6: (irj(x),j(x)jj(x),Jj(x)) pour CMMH. L’ensemble d’entraînement conte
nait 200 observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le
modèle générateur est le Fréchet-sin-lourde. Les paramètres du modèle générateur sont
dessinés en trait plein gris foncé.
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FIG. C.Y: (irj(x).,uj(x),uj(x)) pour CMMG. L’ensemble d’entraînement contenait 200
observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le modèle
générateur est le fréchet-sin-lourde. Les paramètres du modèle générateur sont dessinés
en trait plein gris foncé.
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FIG. C.8: (j(x),j(x),(x)) Four CMML. L’ensemble d’entraînement contenait 200
observations pour le panneau supérieur et 2 000 pour le panneau inférieur. Le modèle
générateur est le Fréchet-sin-lourde. Les paramètres du modèle générateur sont dessinés
en trait plein gris foncé.
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FIG. C.9: De haut en bas Génération de données partir de CJVIJVIH, CMMG et
CMML. L’ensemble d’entraînement consistait en 200 (colonne de gauche) ou 2 000
observations (colonne de droite) générées partir du modèle Fréchet-sin-lourde.
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FIG. C.1O: Génération de données à partir de CPARZEN (rangée du haut) et d’excès
par CPOT (rangée du bas). L’ensemble d’entraînement consistait en 200 (colonne de
gauche) ou 2 000 observations (colonne de droite) générées à partir du modèle Fréchet
sin-lourde.
