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Стохастические методы анализа данных 
выборочных маркетинговых и социальных 
обследований
1
Любые количественные выводы в маркетинге потребительских рынков и приклад-
ной социологии основаны на асимптотических свойствах выборочных частот. Для 
преодоления проблемы неоднородности населения во всем мире используют метод 
«квотных выборок», отражающих по основным категориям структуру генеральной 
совокупности. В работе предложен метод статистического анализа данных о конеч-
ных структурированных множествах, которые получены на основе случайного отбо-
ра. Метод основан на исчислении условных вероятностей для статистик бинарных 
отношений на множествах «наблюдения — дихотомические признаки». По сравнению 
с квотными методами, предложенный подход значительно повышает точность оце-
нок по населению (покупателям, избирателям) в целом и позволяет получить оценки 
частот по категориям населения для любых априорных классификаций.
Ключевые слова: структурированное конечное множество, выборочный метод, дихотомиче-
ские (булевы) признаки, статистические оценки, случайная выборка, квотная выборка, гипер-

























































































































































































































































































индексом  z  k — номер варианта ответа на содержательный вопрос анкеты, иначе говоря, 
k определяет номер соответствующего булевого признака, характеризующего наблюдения 
изучаемой совокупности;
индексом  z  i — номер априорной классификации (номинальной шкалы), данные по ко-
торой есть в Госкомстате;
индексом  z  j — номер социально-демографической категории населения (покупателей, 
электората), определенной i-ой априорной классификацией.
Итак, если прямо не оговорено иное, везде далее kp is jr i === 111 ,..., ;, ..., ;, ..., .
Например, k=45 — намерение купить автомобиль «Форд Фокус», i=4 — классифи-
кация по возрасту,  j=3 — лица в возрасте 45 – 60 лет. В этом случае запись  N43
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Введем априорные частоты вида  qij, определяющие доли численности j-ой категории   
i-ой классификации среди всего изучаемого населения:
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qi1 — доля русских среди населения,  qi2— украинцев, …,  qiri  — армян. Вероятность то-








ij NN = . Частота встречаемости k-го признака по населению в целом определяется 
в виде  n
kk NN = . C помощью категорий априорной классификации населения эта часто-
та выражается в виде
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qn , которое назовем условным распределением струк-
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  () / .   (3.3)











d 0.005 0.01 0.02 0.03 0.04 0.05 0.10 0.15





































































































см. далее) порядка 12 тыс. человек. Практически методом квотного опроса это нереали-
зуемо. В данном примере потребуется объем квотной выборки n = 12/0.05 = 240 тыс. чело-
век. Следовательно, для анализа структуры общественного мнения нужны отдельные ис-


















численностью  Nl r l (, ..., ) =1 . Частота встречаемости лиц l-ой «квотной группы» из гене-
ральной совокупности, обозначаемая hl lr (, ..., ) =1 , вычисляется как







ний: «пол», «уровень образования», «возраст». Первая шкала имеет два значения (r 1 2 = ). Вто-
рая шкала (k=2) имеет три значения (r2 3 = ): «неполное среднее», «среднее» и «высшее» 





типа, «сельская местность»), то число «квотных групп» возрастет до r=× = 52 4 120. Фор-
мирование такой квотной выборки на практике становится крайне трудоемким занятием.
Если же добавить пятую классификацию, скажем, «национальность», например, с 15 
значениями  («русск.», «укр.»,…, «калмык», «проч.»),  то  число  «квот» возрастет до 













































mm mm r ={, ,..., ,} 12  
из лиц, обладающих изучаемым булевым признаком и входящих в соответствующую «квот-
ную группу», равна
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обозримый, чем (3.7). Но в силу произвольности значений частот n j jr (, ..., ) =1  очевидно, 
что нельзя привести (3.7) к ГГР, определяющему случайный отбор


































Следует ли отсюда, что квотный опрос со стохастической точки зрения некорректен 
для оценки частоты встречаемости заданного признака в исследуемой генеральной со-























































































































÷ 1 .   (4.2)
С учетом очевидной стохастической независимости значений ml r l (, ..., ) =1 , дисперсию 
квотной оценки «суммарной» частоты вида
















Заметив, что максимум дисперсии (4.4) достигается при условиях  nh ll lr == /(,..., ), 21 
по правилу «трех сигм» запишем:
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рассмотрев  условное  распределение  (2.5)  структурированной  выборки  1-го  рода 





   
qn . Дисперсия случайной величины nij
k  приближенно равна






ij ij @- -   nn () () , 11 1.  (5.3)
Следовательно, дисперсия оценки   nij
k  выражается в виде
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Поскольку ковариации случайных величин nij
k  и n lj il
k () ¹  для распределения структу-
рированной выборки 1-го рода равны нулю, то дисперсия оценки (5.2) выглядит как










































k QD QD D    ¦¦ ¦








k  Cov( ,) () () QQ . Но в ста-
тье (Азаров, Черепанов, 2004), основываясь на вычислениях ковариаций по методу из рабо-58





















































































































































































ношения этого пункта применимы и к результатам квотного опроса, поскольку он пред-
ставляет собой частный случай изложенного при значениях nn ij ij =q.














даром будут 470 депутатов плюс-минус 6 голосов. Это означало, что действующий премьер 
ни в коем случае не сможет получить поддержку большинства депутатов (которая составляла 
521 голос). Через сутки процедура тайного голосования дала результат: за сохранение поста 
премьер-министра Е. Т. Гайдаром было отдано 467 голосов народных депутатов РФ.59
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шить одну из важных задач, которая практически неразрешима в рамках традиционных 





































































































































































































анализа общественного мнения в «разрезах» по категориям населения радикально повыша-
ет информативность экспертного анализа социальных и экономических проблем.
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