Molecular dynamics simulations of biomolecular processes are often discussed in terms of diffusive motion on a low-dimensional free energy landscape F (x). To provide a theoretical basis for this interpretation, one may invoke the system-bath ansatzá la Zwanzig. That is, by assuming a time scale separation between the slow motion along the system coordinate x and the fast fluctuations of the bath, a memory-free Langevin equation can be derived that describes the system's motion on the free energy landscape F (x), which is damped by a friction field and driven by a stochastic force that is related to the friction via the fluctuation-dissipation theorem. While the theoretical formulation of Zwanzig typically assumes a highly idealized form of the bath Hamiltonian and the system-bath coupling, one would like to extend the approach to realistic data-based biomolecular systems. Here a practical method is proposed to construct an analytically defined global model of structural dynamics. Given a molecular dynamics simulation and adequate collective coordinates, the approach employs an "empirical valence bond"-type model which is suitable to represent multidimensional free energy landscapes as well as an approximate description of the friction field. Adopting alanine dipeptide and a three-dimensional model of heptaalanine as simple examples, the resulting Langevin model is shown to reproduce the results of the underlying all-atom simulations. Because the Langevin equation can also be shown to satisfy the underlying assumptions of the theory (such as a delta-correlated Gaussian-distributed noise), the global model provides a correct, albeit empirical, realization of Zwanzig's formulation. As an application, the model can be used to investigate the dependence of the system on parameter changes and to predict the effect of site-selective mutations on the dynamics.
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I. INTRODUCTION
A well-established strategy to describe the dynamics of a complex system is to partition the problem into a relevant 'system' and its 'environment,' and subsequently derive reduced equations of motion that govern the system degrees of freedom x = {x i } in the presence of the environment. In classical statistical mechanics, for example, this approach leads to the Fokker-Planck equation describing the deterministic time evolution of the system's probability distribution, and to the Langevin equation which accounts for the stochastic time evolution of a trajectory x(t) of the system. Here we focus on the common case that a time scale separation exists between the slow motion of the system and the fast bath fluctuations (which can always be enforced at the expense of a higher dimension of the system). Within this Markov-type approximation, a memory-free Langevin equation (LE) can be derived, 
Mẍ(t) = f − Γẋ(t) + Kξ(t),
which contains a Newtonian force term f = −∇F with F (x) being the potential of mean force, a Stokes' term −Γẋ with the friction field Γ(x), and a stochastic force Kξ(t) with amplitude K(x) and "noise" ξ(t), that usually is assumed to be of zero mean, ⟨ξ⟩ = 0, delta-correlated, * The first two authors contributed equally. † e-mail: stock@physik.uni-freiburg.de ⟨ξ i (t)ξ j (t ′ )⟩ = δ ij δ(t − t ′ ), and Gaussian distributed. In this way, the quantities f , Γ and K, henceforth referred to as Langevin fields, completely define the LE for an open system (just as the Hamiltonian defines the equation of motion of a closed system).
As a prime application, the LE approach has been employed to describe the structural dynamics of biomolecules. To illustrate the significance of LE (1) for this case, we first recall that the potential of mean force can be interpreted as the 'free energy landscape' of the system 2,3
where P (x) denotes the probability distribution along system coordinate x. Revealing the metastable conformational states (the minima of F ) and the transition states (the barriers of F ) of the system, the free energy landscape may directly exhibit the main pathways of a biomolecular process.
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The friction field Γ(x), on the other hand, accounts for the -in general positiondependent-diffusivity along these pathways and reports on the "roughness" of the energy landscape. 7, 8 As usual, we assume that friction field Γ(x) and noise amplitude K(x) are related via a fluctuation-dissipation theorem
which in equilibrium ensures the balance between fluctuating forces and frictional dissipation caused by the environment. Moreover, we for now assume that the mass tensor M is known and that above mentioned properties of the noise are satisfied. Taken together, we thus find that the dynamics described by LE (1) is completely characterized by the free energy landscape F (x) and the friction field Γ(x). Besides producing the conformational dynamics of a given model for F (x) and Γ(x), the LE may also be employed for the inverse problem, that is, to construct these Langevin fields for given input data provided, e.g., by all-atom molecular dynamics (MD) simulations.
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Referred to as data-driven Langevin equation (dLE), the approach may serve as a "post-simulation" model to analyze and interpret the ever growing amount of MD data, 17 in a similar way as the popular Markov state models.
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While seeming somewhat more involved than a Markov state model, the dLE avoids the often ambiguous definition of Markov states and represents a more "physical" model, as it is defined in coordinate space (rather than in an abstract mathematical space). Moreover, it uses well-established physical observables (such as F (x) and Γ(x)) and contains the temperature as driving force. It should be stressed, however, that the applicability of LE (1) to describe molecular kinetics crucially depends on the chosen collective coordinate x. While a suitable representation of the energy landscape should (at least) reproduce the correct number, energy and location of the metastable states and barriers, these basic quantities often get lost when the energy landscape is projected on a low-dimensional subspace.
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As a solution of this problem, we have recently suggested to use a combination of systematic dimensionality reduction methods [23] [24] [25] [26] [27] [28] [29] (that identify in a controlled manner adequate system degrees of freedom) and a multidimensional dLE 16, 30, 31 (that accounts for dimensionality of the collective coordinate). The resulting dLE model is able to quantitatively reproduce dynamical observables (such as time correlation functions and first passage times) that can be directly compared to the original MD data. Moreover the underlying assumptions of the model (such as the timescale separation) can directly be checked. 15, 31 Rather than assuming that some intuitively chosen free energy curve may explain a dynamical process, a multidimensional dLE model thus aims to demonstrate that we get the right answers for the right reasons.
In this work, we wish to go one step beyond the above described numerical Langevin modeling of an MD time series. By adopting a suitable functional form of the free energy landscape and the friction field, we aim to construct a global analytical model of the dynamics. On the one hand, an analytically defined model of biomolecular dynamics allows us to investigate the effect of theoretical features. This includes the dimensionality of the system and the number, character and connectivity of metastable states as well as the distributions of barrier heights and the overall ruggedness of the energy landscape. On the other hand, the model facilitates the study of experimental changes of a specific molecular system, such as of site-selective mutations. Considering protein folding, for example, we might study the effect of on-and off-route intermediate states on the rate and the structural heterogeneity of the folding process.
Rather than using general fitting methods, here we employ a problem-adapted description, referred to as "empirical valence bond" (EVB) model, [32] [33] [34] which was originally designed to describe nonadiabatic reactions such as electron or proton transfer. Adopting alanine dipeptide as a simple standard model of conformational dynamics, we first introduce the basic ideas of the ansatz. To demonstrate the potential of the approach and discuss various approximations to represent multidimensional fields, we then consider a three-dimensional model of the structural dynamics of heptaalanine.
II. DATA-DRIVEN LANGEVIN EQUATION
To introduce a versatile method to calculate multidimensional Langevin fields, we first review the datadriven Langevin equation (dLE) formulation of Ref. 31 . To briefly introduce the main results, we consider a discrete time series x n ≡ x(nδt) with time step δt of the dimensionless coordinate x (obtained, e.g., from a MD simulation). Discretizing the time derivatives of LE (1), we obtain the Euler-Maruyama equation
where we introduced dimensionless fieldŝ
Owing to the discretization, the "dLE fields" (denoted by a hat symbol) inherently depend on the time step δt, while the corresponding "physical" Langevin fields f , Γ and K do not (within the validity of the underlying assumptions). Due to the stochastic character of the noise, the fields cannot be obtained directly from the input data, but need to be calculated by invoking a coordinate-dependent statistical average over the noise. 16 Considering some function g(x) that is to be locally averaged at reference point x n , we obtain
where the sum goes over the k nearest neighbors of reference point x n . The neighborhood size k (typically k ∼ 10 2 ) should be small enough to yield local (i.e., coordinate-dependent) averages, but also large enough to obtain statistical convergence.
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Using ∆x n = x n −x n−1 , we obtain the following explicit expressions for the dLE fields
where C(x, y) = ⟨xy T ⟩−⟨x⟩⟨y T ⟩. Finally, the noise amplitude matrixK is calculated fromKK T via a Cholesky decomposition. 30 We note that the original derivation 31 of these fields assumed "dense sampling," which allows for the additional approximation ⟨x n ⟩ ≈ x n . This leads to the replacement ∆x k → x k in the above covariance matrices, which facilitates their inversion. 31 Avoiding this approximation, on the other hand, the resulting expressions in Eq. (7) show a better convergence with respect to the neighborhood size. 35 The dLE program can be downloaded from http://www.theochem.unifrankfurt.de/˜hegger/langevin.tar.gz.
Apart from the choice of the neighborhood size k in Eq. (6), the only other parameter of the dLE simulation to fix is the time step δt. 15, 30 It is bounded from below by the discretization of the given input data, while the upper bound is determined by the convergence properties of the Euler-Maruyama integration scheme in Eq. (4). In practice, we need to find the optimal δt to reproduce the high-dimensional dynamics in the projected low-dimensional space of the collective variables. That is, δt should be large enough to warrant a delta-correlated Gaussian-distributed realization of the noise, but small enough to obtain accurate Langevin fields.
To facilitate the treatment of multidimensional systems, the dLE method proposed in Ref. 31 performs the calculation of the Langevin fields "on the fly", i.e., at every propagation step of the dLE. As outlined in the following, the idea of this work is to use this local information obtained from the dLE to subsequently construct a globally defined model of the Langevin fields.
III. CONSTRUCTION OF GLOBAL MODEL
To introduce the basic idea, we adopt MD simulations of alanine dipeptide, which are considered as reference calculations for this small system. We then introduce an EVB-type description to model the free energy landscape, run dLE simulation to determine the other Langevin fields, and compare the conformational dynamics produced by the resulting model to the MD results.
A. MD simulations
A 160 ns long MD trajectory of "alanine dipeptide" (Ac-Ala-NHCH 3 , AlaD) at T = 300 K was obtained using standard methods (Amber ff99SB/TIP3P 36 on GROMACS, 37 see Supplemental Material). The peptide contains only a single pair of flexible backbone dihedral angles (ϕ, ψ), of which only the ψ angle is considered, as it accounts for the essential dynamics of the system (see Fig. S1 in the Supplemental Material). To minimize circular effects of the angular coordinate, we furthermore introduce the shifted coordinate x = ψ − 70, see (x ≈ −83) and β/P II extended (x ≈ 85) conformational states, which are separated by a barrier at x ≈ 10. As a standard quantity to account for the conformational dynamics of the one-dimensional system, we consider the position autocorrelation function C(t) = ⟨δx(t)δx(0)⟩/⟨δx 2 ⟩ with δx = x − ⟨x⟩. Figure 1b reveals that C(t) decays on a timescale of ≈ 100 ps, which is related to the mean value of the first passage time τ FP , i.e., the average time that passes between the first leaving of the initial state and the reaching of final the state. (See Supplemental Material for details of the calculation.) The distribution of τ FP in Fig. 1c shows an exponential behavior which is typical for Poisson processes.
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To characterize the transition itself, Fig. 1d depicts the distribution of the in general much shorter transition path time τ tp , 25, 39, 40 which indicates that a transition between the two wells takes on average ≈ 1 ps. We note that biomolecular transition path times quite recently have become amenable to experimental observation.
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B. EVB model of the free energy landscape
Inspired by the "empirical valence bond" (EVB) model, [32] [33] [34] [42] [43] [44] [45] we describe the minima of the free energy surface by simple functional forms V ii , representing metastable conformational states. These states interact via couplings V ij accounting for the energy barriers. In the example of AlaD, we make a harmonic ansatz for the two minima centered at x (1) = 85 and x (2) = −83,
where ϵ i denotes the minimal energy and ω i = 1/σ 2 i reflects the width σ i of minimum i, respectively. Assuming that the couplings V ij between the two states are constant and symmetric, we construct a 'diabatic' energy matrix, 46 whose lower eigenvalue represents an intuitive model of the free energy landscape (Fig. 2a) . To this end, we solve the secular equation of the resulting eigenvalue problem
and obtain the desired free energy function as the groundstate solution We use a simple iterative scheme to determine the parameters of the EVB model. First we perform local harmonic fits of the two minima, which give initial values for the harmonic parameters ϵ i , x (i) and σ 2 i . To obtain the couplings V ij between both states, we then minimize the quantity
where E i→j and F i→j denote the barrier heights of EVB model and MD reference, respectively. Insertion of the resulting couplings V ij in Eq. (10) yields a first estimate of F (x), which in general requires some readjustment of the harmonic fits. After a number of iterations of adjusting V ij and the harmonic parameters, we get the optimal EVB representation of the free energy.
In the case of AlaD, we obtain for the positions of the minima x 1 = 98 and x 2 = −94, for the state energies and width parameters (in units of k B T ) ϵ 1 = 4.17, ω 1 = 0.0046, and ϵ 2 = 2.75, ω 2 = 0.0028, and for the barrier parameter V 12 = V 21 = 17.38. While the harmonic ansatz in Eq. (8) is appealing due to its simplicity, the approach is readily generalized to more complicated functions (e.g., Morse potentials). The generalization of the method to systems with many minima in several dimensions is given below.
C. Global model of structural dynamics
To devise a global model of the dynamics as motivated in the Introduction, we next need to construct a model for the friction Γ. To this end, we run a dLE simulation (see Sec. II), using the 160 ns MD trajectory of AlaD as input data. We choose a time step δt = 0.02 ps to resolve the sub-ps dynamics of the system, which yields 8 · 10 6 input data points for the dLE. Moreover, we choose k = 200 neighbor points to evaluate the local averages [Eq. (6)] and propagate the dLE in Eq. (4) for 8 · 10
6 steps. As shown in Fig. S2 , the resulting noise model fulfills the assumptions of being delta-correlated and of zero mean and unit variance.
To validate the dLE simulation, we use the resulting dLE time series x(t) to calculate the free energy landscape F (x) and the autocorrelation function C(t) as well as the distributions of first passage times and transition path times. Figure 1 reveals that all observables are in good agreement with the reference MD data, although the overall dynamics (as reflected by the autocorrelation function and the first passage times) of the dLE is slightly slower than the MD results. This finding is in line with the somewhat higher barrier of the dLE free energy curve, see Fig. 1a . Moreover, we find that the mean transition path time of the dLE is a factor 2 slower than for the MD (Fig. 1d) . This may be due to a local breakdown of the Markov approximation in the barrier region, although on average the noise model is well fulfilled (Fig. S2) . Revealing transition path times about 1 ps, the assumption of a time scale separation between system motion and bath fluctuations comes to its limits.
The dLE simulation yields the driftf (x), frictionΓ(x) and noise amplitudeK(x) shown in Fig. 3 , which completely characterize the system. To facilitate a simple and physically appealing definition of the global model, on the other hand, we wish to employ Eq. (2) to calculate the driftf from the free energy landscape F viâ f (x) = −M −1 δt 2 ∇F (x). Moreover, we want to use the fluctuation-dissipation theorem in Eq. (3) to calculate the noise amplitudeK(x) from the frictionΓ(x). These relations require explicit knowledge of the mass M, which is implicitly contained in the Langevin fields [Eq. (5)]. When we request the fluctuation-dissipation theorem in Eq. (3) to hold, we obtain
where m 0 ≡ 2k B T δt 2 . Using units such that k B T = 38 ps −1 , we find m 0 = 0.0304 ps. Figure 3d shows that the resulting mass slightly varies with coordinate x, which may be a consequence of the fact that x describes the rotation along the backbone dihedral angle ψ of AlaD. Accounting for the moment of inertia, M may therefore depend in a complicated way on the coordinates of the peptide (and even of the solvent). Generally speaking, we note that masses associated with collective coordinates are often found to be difficult to interpret and are therefore considered as auxiliary parameters in the dLE description. In what follows we consider the coordinate dependence as negligible and approximate the mass by its mean value, M/m 0 = 0.036. We note that this approximation is a necessary condition for the validity of the equipartition theorem, 47 which represents the basis for the fluctuation-dissipation theorem we want to use. Inserting the result for M in Eq. (5), we finally obtain the desired Langevin fields f (x), Γ(x) and K(x) which are shown in Fig. 3 . As a consistency check, we notice that the resulting drift f (x) perfectly matches the negative derivative of the free energy F (x) calculated from Eq. (2) (data not shown). In contrast to the pronounced position dependence of the drift, the friction Γ(x) as well as the noise amplitude K(x) of AlaD are seen to vary only little with x. This is in line with previous studies on AlaD, 48 which suggests that the calculation of the friction tensor via Eq. (7) is a versatile alternative to standard methods, [9] [10] [11] [12] [13] [14] [15] in particular for multidimensional systems. For simplicity of the model, we therefore approximate these fields by their mean values, giving Γ = 0.074 and K = 2.371. At least for the present case, this approximation does not affect the results obtained for the resulting global model discussed below (data not shown).
D. Model-based Langevin equation
The above obtained values for the mass and the friction together with the above reported parameters of the EVB model [Eq. (10)] of the free energy landscape constitute the desired global model of the conformational dynamics of AlaD. By solving LE (1) for this model, henceforth referred to as model-based Langevin equation (mLE), we generate a time series x(t) which exhibits the same statistical properties as the dLE input data. In particular, the global model produces the same distribution (by construction of F (x)) and recovers the autocorrelation function C(t) as well as the distributions of first passage times and transition path times, see Fig. 1 .
Several comments are in order:
• The mLE is much faster to solve than the corresponding dLE, as the latter needs to perform an extensive search through the MD input data at every time step. In the present example with ≈ 10 7 MD data points and ≈ 10 7 LE time steps, the speed-up factor is about 10 4 .
• Using precalculated physical fields [Eq. (5)], the mLE can be integrated using a different time step than used in the preceding dLE. This is because the time step of the dLE determines the Langevin fields, while the mLE time step in principle can be chosen arbitrarily (as long as the numerical integration of the equation of motion converges).
• The dLE fields exhibit relatively large standard deviations (indicated by the bars in Fig. 3 ), which means that at every time step of the dLE propagation the fields are estimated with significant uncertainty. This is a consequence of the local average [Eq. (6)], whose variance vanishes in the limit of large neighborhood sizes at constant point density. 30 The mLE, on the other hand, uses the mean value of the fields, which is given within a standard error (standard deviation divided by the square root of the number of points in a bin) which is virtually zero. In this sense the global model represents a refinement of the original data.
• Recalling Zwanzig's approach to derive LEs from a microscopic system-bath ansatz, 1 we note that a position-independent friction indicates a systembath coupling that is linear in the system coordinate but may be nonlinear in the bath coordinate. [49] [50] [51] [52] Generally speaking, the finding of a position-independent friction represents the hallmark of a suitable collective coordinate, 7, 53, 54 which facilitates a direct interpretation of the structural dynamics in terms of the free energy landscape.
4-6 Rather than postulating constant friction, the above described Langevin analysis allows us to identify good collective coordinates by calculating Γ(x).
IV. MULTIDIMENSIONAL FORMULATION
A. General EVB model
It is straightforward to extend the above described EVB ansatz for a one-dimensional double well to a model for a N -state system with a d-dimensional collective variable x. To this end, we generalize the harmonic ansatz in Eq. (8) to the N ×N matrix V = {V ij } with
where x (i) denotes the position of state i and Ω i = {δ nm /(σ 2 n )} is a d×d matrix that accounts for its width. For simplicity, we again assume that the off-diagonal elements V ij are constant and symmetric. Diagonalization of V leads to the eigenvalue problem VU = FU with eigenvector matrix U and eigenvalue matrix F = {δ ij F i }. The desired free energy function is obtained as lowest eigenvalue, giving
To introduce a practical method to determine the parameters of the multidimensional EVB model, our starting point is again a suitable time series x(t) (that describes the conformational dynamics of the system) and a suitable clustering of the data [55] [56] [57] (to identify the N metastable conformational states of the system). Assuming first that all off-diagonal elements V ij are zero, it is straightforward to calculate the harmonic parameters ϵ i , x (i) and Ω i of Eq. (13). Next we wish to get a first estimate of the N 2 /2−N off-diagonal elements V ij determining the barriers between state i and j. To this end, we consider only pairs of states that are directly connected by a single barrier along their connecting vector
, and set all other off-diagonal elements V ij = 0. This yields K pairs (i, j) of connected states. Defining
.., L−1}, we calculate the free energy profile along the connecting vector
where the sum is taken over all frames x n of the input trajectory using a fixed value for µ. From this estimate, we obtain the barrier height
Once the connectivity of the states is established and the barrier heights between all connected states are computed, we iteratively adjust the coupling constants V ij and the harmonic parameters x (i) and Ω i until the quantity ∆ ij [Eq. (11)] is minimized. To this end, we start with some small initial value (e.g., 0.001 k B T ) for all couplings V ij and calculate the resulting values for ∆ ij . Since the coupling introduces a shift of the position and energy of the two connected states, we need to readjust the harmonic parameters such that the two minima retain their reference positions (x (i) , x (j) ) and energies (ϵ i , ϵ j ), respectively. Denoting the present position of state i bỹ x (i) , this is achieved bỹ
and similarly for the off-set energies ϵ i . This step is repeated untilx
is below a fixed threshold. After performing this adjustment for each pair of states, the couplings V ij are increased and new harmonic parameters are calculated. This procedure is repeated until the average deviation, K Fig. 2b . Apart from the representation of F (x), we also need to consider the coordinate dependence of the friction (and possibly of the mass tensor). To obtain sufficiently smooth and well sampled fields, in a first step a smoothing procedure is applied to the data (see Supplemental Material). Since the coordinate dependence of the friction often correlates with the free energy, 7,53 again a EVB modeling could be applied. In the cases discussed below, however, it proved sufficient to approximate these fields as constant.
B. Conformational dynamics of Ala7
To demonstrate the potential of the above introduced methodology, we now construct a three-dimensional model of the conformational dynamics of heptaalanine (Ala 7 ). To this end, we adopt the 800 ns trajectory at 300 K provided by Altis et al., 21 which used the GRO-MOS 45A3 force field, 58 SPC explicit water, 59 and a sampling rate of 1 frame/ps. Since the motion of the terminal residues is hardly correlated to the motion of the inner residues, we focus on the three inner residues. As for AlaD, we consider the dynamics along the ψ i (i = 1, 2, 3) dihedral angles, which discriminate α R helical and β/P II extended conformational states. Hence the resulting free energy landscape is expected to exhibit 2 3 = 8 metastable states, which are labeled by ααα, ααβ, αβα, βαα, αββ, βαβ, ββα and βββ. For convenience, we again shift all coordinates,x i = ψ i − 70, and perform a 45
• rotation of the coordinate system, x = Rx, such that the rotated coordinates x i resolve all eight states in the x 1 -x 2 projection of the three-dimensional space (see Supplemental Material). Figure 4a shows the resulting free energy landscape F (x 1 , x 2 ) obtained from the MD simulations. The eight metastable states are seen to lie on the corners of a threedimensional cube, whose sides are indicated in red. Interstate transitions along the sides of the cube involve the conformational change of a single residue only and therefore occur quite frequently (≈ 1 ns). Space diagonals of the cube correspond to transitions that change the conformation of all three residues, which are relatively rare (≈ 100 ns). All transition rates are comprised in Fig. 4d . The autocorrelation function C(t) for coordinate x 1 in Fig. 4e is seen to decay within 1 ns, which qualitatively matches the timescale of the interstate transitions of single residues. Lastly, Fig. 4e shows the distribution of the corresponding transition path times, which is peaked at ≈ 10 ps.
Using a time step δt = 2 ps and a neighborhood size of k = 200, we run 5 dLE simulations of each 8 × 10
7 steps. Figure S4 shows that the resulting noise model fulfills the assumptions of being delta-correlated and of zero mean and unit variance. Due to the 10-fold increase of data points, the resulting free energy landscape shown in Fig.  4c is somewhat smoother than the MD result (Fig. 4a) , especially in the barrier regions. To assess the quality of the dLE simulations, Fig. 4d compares MD and dLE rates of all interstate transitions. While the overall agreement is quite good, in particular for the well-sampled transitions with high rates, the dLE is seen to generally overestimate the rates. In line with this finding, the decay of the autocorrelation function is somewhat faster for the dLE. As for AlaD, the dLE also exhibits a larger mean transition path time (Fig. 4f) , reflecting problems of the dLE to accurately account for the details of rare barrier crossing events.
C. Global model
Using the procedure described above, we construct a three-dimensional EVB model of the free energy landscape F (x) of Ala 7 . While the model can be parameterized using either MD or dLE simulation data, we used dLE data as they provide a better sampling of the system, especially in the barrier regions. The Supplemental Material comprises all EVB parameters obtained in this way. The resulting free energy landscape shown in is found to closely resemble the dLE reference ( data not shown).
As explained above, a global model furthermore requires us to determine the friction Γ and the mass M of the system. As representative examples of the coordinate dependence of these fields, Fig. S3 shows the first diagonal element Γ 11 (x 1 , x 2 ) and the off-diagonal element Γ 12 (x 1 , x 2 ) of the friction matrix as obtained from the dLE simulations. The figure reveals that the friction is largely constant and mainly shows deviations in areas which are hardly sampled by the system (cf. Fig.  4a) 
The off-diagonal elements Γ ij are found to fluctuate around zero and can safely be neglected (standard deviations are not shown). The diagonal elements Γ ii are quite similar and show standard deviations of about 10%.
As discussed for the Langevin fields of AlaD in Fig. 3 , the corresponding standard errors of the matrix elements are almost zero.
To calculate the dLE drift fieldf (x) from the free energy landscape F (x), we need to determine the mass tensor M. Although more general forms of M may be constructed, 60 for our purposes it proved sufficient to treat M as a diagonal constant matrix. Calculating the mass tensor via Eq. (12), we get
−3 (18) with m 0 = 304 ps. Equations (17) and (18) together with the above described EVB model constitute the desired global model of the conformational dynamics of Ala 7 .
Using the model, we propagated the mLE for 20 µs. By construction, the resulting free energy landscape perfectly recovers the dLE results (Fig. 4c ). Comparing transition rates and autocorrelation functions obtained for the mLE and the original MD data, we find good agreement (Fig. 4d,e) . Interestingly, the mLE results reproduce in both cases the reference MD data even better than the corresponding dLE results. This may be a consequence of the fact that the fields are better represented by the global model than by the noisy dLE data.
D. Modifications of the model
Site-specific mutation studies are a standard tool to investigate the significance of individual residues for the function of a protein. For example, a suitable mutation may introduce a steric hindrance to the system, which effectively blocks some specific motion. Given a global mLE model of a system, we can achieve similar effects by blocking the motion of some specific degrees of freedom. As a simple example, here we localize the motion of the central torsion angle ψ 2 , by increasing the four barriers over which transitions of the central angle occur, i.e., aαb ↔ aβb where a, b ∈ {α, β}. Recalling that the conformational states of the model can be viewed as corners of a cube in the free energy landscape (Fig. 4a) , this modification restricts the motion to a plane of the cube which exhibits the same central conformation (either α or β, see Fig. S5 ). Considering the process αaα → βbβ (a, b ∈ {α, β}) where both outer residues undergo an α → β transition, we wish to calculate the mean first passage times τ org and τ mod for the original and modified system, respectively. As listed in Table I , this process can be realized via four pathways in the original system, but only via two in the modified one. A priori it's not obvious which system produces the faster dynamics: the original system which exhibits more pathways to accomplish the process or the modified system whose dimensionality is reduced to only two degrees of freedom. Interestingly, we find that the mean first passage times of the individual pathways are shorter for the modified system with reduced dimensionality. On the other hand, the original system using four (instead of two) pathways exhibits shorter total mean first passage times (shown in the last line of Table I ). For the back-reaction αaα ← βbβ, we find similar results.
V. CONCLUDING REMARKS
In an attempt to extend the paradigmatic system-bath ansatz of Zwanzig to realistic data-based biomolecular systems, we have outlined a practical method to construct an analytically defined global model of structural dynamics. Given a MD simulation and adequate collective coordinates to account for the system's essential dynamics, the approach employs a problem-adapted EVB ansatz for the multidimensional free energy landscape as well as an approximate description of the friction field of the dynamics. Used in a nonoverdamped LE, the resulting model has been shown to semiquantitatively reproduce the results of the underlying all-atom MD simulation. It may therefore serve as a "post-simulation" model to analyze and interpret the ever growing amount of MD data. Moreover, the analytically defined ansatz allows us to investigate the dependence of the system on parameter changes and to predict the effect of site-selective mutations on the dynamics.
The main practical result of the present investigation is maybe the plain conclusion that the approach works. That is, the low-dimensional global model (respectively the corresponding mLE) satisfies the presupposed conditions (such as memory-free noise) and reproduces correctly the dynamics of the underlying high-dimensional MD simulation. Recalling that low-dimensional projections of the free energy landscape often yield incorrect state connectivities and spurious dynamics, this is a nontrivial result, which also represents a stringent test of the applied collective variables. Furthermore, we note that the proposed modeling approach may be employed to refine the (often poorly sampled) original Langevin fields. This is achieved by replacing data-based fields with a large standard deviation by model-based fields with a small standard error. Using the methodology developed in this paper, we currently consider the mLE description of more complex processes, such as the folding of villin headpiece and the functional dynamics of lysozyme.
Supplemental Material
See Supplemental Material for MD simulation details, definitions of reaction coordinates, calculations of first passage times, transition rates and transition path times, properties of the noise model, representation of multidimensional fields, EVB model parameters, and modifications of the Ala 7 model. 
