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Abstract –In this research, a new 3D display named “LuminatCube” which provides omnidirectional and 
auto-stereoscopic views was developed. This display is composed of a glass cube and  laser projectors. 
LuminantCube was realized by diffusion of lights projected from the projectors, caused within a volumetrically 
arranged micro voids processed numerously and randomly inside the cube. Calibration algorithm and  
middleware were developed. The calibration algorithm makes correspondence table between pixels of the 
projector and luminous voids. The middleware converts STL files to data for LuminantCube. Subjective 
experiments were conducted to evaluate the display performance. Results show that the 3D solid shape such as 
sphere and cuboid can be recognized by 65 % of subjects at the size of 35 [mm] in width. Results also show that 
the depth can be perceived by binocular parallax with an accuracy of 2 [mm] by 85 [%] of subjects. 
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3. LuminantCubeの開発  
3.1 LuminantCubeの概要  







































LuminantCube のガラス内部に 16 点のカリブレーション
用マーカを予め設け、各々のマーカに対応するピクセル
















Pixel-Scan 法、幅 2 ピクセルの縦（横）1 列のピクセルず
Projector
Glass Cuboid
図 2	 LuminantCube の外観 






図 3	 カリブレーション時の構成 
Fig. 3 Hardware composition for calibration. 
図 1	 LuminantCube の原理図 




















































図 4	 発光点の検出 
Fog. 4 Detection of a lightning point. 
(a) Acquired Image
(b) Image without projection
(c) Differential Image (f) Scanning Area
and Pathway of Laser
(e) Binarized image






図 5	 ミドルウェアの変換処理手順 









分割数は 100 で十分だと判断した。 
4. LuminantCubeの表示性能評価  




満 た す べ き 要 件 を 図 6 に 記 載 す る 。 本 実 験 は
LuminantCube がこれらの要件を満たしているかを確認す
るために実施した。これらの要件のうち、[2-A], [2-B], 







(A)に、[2-C]が(B)に、[3-A], [3-B] が(C)に、[4-A] が(D)
に対応する。 
4.2 実験の概要  
本実験は 22 歳から 26 歳の視力に障害の無い健康な大
学生及び大学院生 10 名(1 名が女性、9 名が男性)に対して 






















図 7	 実験のプロトコル 
Fig. 7 Protocol of the experiment. 
Display
図 8	 被験者とディスプレイ本体の位置関係 
Fig. 8 Positional relation between participant and display. 
図 6	 LuminantCube に求められる要件 
























































は幅 10 [mm] で表示し、それを 7 秒ごとに 5 [mm] ずつ、














の画像を図 11 に示す。本タスクは、同じ操作を 4 回繰り
返してもらう。まず、評価者から見て左側と右側に大き
さの異なる 2 つの球が中心の高さが同じになるよう表示
される。球の直径はそれぞれ 20 [mm] と 25 [mm] で、球





を押すたび 1 [mm] 奥に、↓キーを押すたび 1 [mm] 手前
に移動する。右側の球の奥行きは左側の球の奥行きに対
























図 10	 ステップ毎の立体物（球） 
Fig. 10 3D image(sphere) at each step. 
図 9	 デモ表示した 10 種類の立体物とその表示順 
Fig. 9 3D contents for demonstration and displaying order. 
Hemisphere Sphere Cube Cuboid Cylinder
















































4.3 結果と考察  
4.3.1 形状認識タスク 
	 図 13 は表示した立体物の形状ごとに本タスクの結果
をまとめたものである。横軸が立体映像の大きさに相当















る。最も回答数が多いのはステップ 6（幅：35 [mm] ）
の位置にあり、この時の累積正答率は 65%である。この
結果から、本装置では幅 35 [mm] の立体形状であれば半
数以上の人が形状を認知できると言える。 
4.3.2 奥行知覚タスク 














図 12	 動画フレーム 
 Fig. 12 Animation frames. 
図 11	 奥行知覚実験の表示映像（右: 小さい） 
Fig. 11 Images acquired at each position of the right 



















4.3.4 動画認識タスク   
	 本タスクの回答は大きく 2 つに分けることができる。
それは(A) 雪だるまや降雪といった意味のある名称が含
まれた回答、(B)直方体等の単純な立体形状の名前しか含






















図 13	 形状ごとの累積正答率 
Fig. 13 Percentages of cumulative correct answers for 
each shape. 
図 14	 全形状を含めた正答数と累積正答率 
Fig. 14 Total of correct answers and the percentages of 
cumulative correct answers. 
図 15	 球の大小及び球の位置ごとにおける回答数
（青：右側の球が左側の球よりも小さい場合 
    赤：右側の球が左側の球よりも大きい場合） 
Fig. 15 Number of answers at each distance with the right 
sphere being larger and smaller. 
5. 結論と今後の課題  







する立体映像では 8 割以上の人が±2 [mm] 以内の範囲
で奥行情報を知覚できることがわかった。 
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