Much consideration is rightly given to the design of metadata models to describe data. At the other end of the data-delivery spectrum much thought has also been given to the design of geospatial delivery interfaces such as the Open Geospatial Consortium standards, Web Coverage Service (WCS), Web Map Server and Web Feature Service (WFS). Our recent experience with the Climate Science Modelling Language shows that an implementation gap exists where many challenges remain unsolved. To bridge this gap requires transposing information and data from one world view of geospatial climate data to another. Some of the issues include: the loss of information in mapping to a common information model, the need to create 'views' onto file-based storage, and the need to map onto an appropriate delivery interface (as with the choice between WFS and WCS for feature types with coverage-valued properties). Here we summarise the approaches we have taken in facing up to these problems.
Introduction
The British Atmospheric Data Centre (BADC), based at the STFC Rutherford Appleton Laboratory (RAL) in the UK, is the Natural Environment Research Council's (NERC) designated data centre for atmospheric sciences, and is part of the National Centre for Atmospheric Science. It holds many atmospheric datasets totalling more than 300 Terabytes of data in many millions of files, from a variety of sources, including satellites, balloons, aircraft, computer models of the atmosphere and ground-based instruments.
The role of the BADC is to assist UK atmospheric researchers to locate, access and interpret atmospheric data and to ensure the long-term integrity of atmospheric data produced by NERC projects.
The development of the Earth System Science field has led to an increased requirement for scientific analysis across application domains, so atmospheric science cannot be treated independently from, say, oceanographic science (Lawrence et al. 2008) . Therefore the BADC and related organisations in the environmental sciences must begin to consider the issues of data discovery, access and interpretation at a cross-organisational level.
In the UK, the NERC DataGrid (NDG) project began to deal with some of these issues, with the aim of providing 'access to data holdings that lie in a (very possibly) loosely coupled federation of sites sharing at the minimum a set of common discovery, authentication, and access protocols' (Lawrence et al. 2004) . Several key components were developed in the NDG, one of the main outputs being the Climate Science Modelling Language (CSML).
CSML is a standard-based data model described in Unified Modelling Language (UML), and an XML markup language which implements this data model (Woolf et al. 2006) . The model describes climate science data (e.g. observed measurements, model runs) at the level of the actual data values Á CSML is not a high-level discovery metadata model.
At the other end of the data-delivery spectrum there are Open Geospatial Consortium (OGC) and International Organisation for Standardisation (ISO) standard protocols for delivering geospatial data to generic client tools. At the BADC we have developed a software stack to mediate between legacy data, CSML and OGC Services. This paper discusses the challenges and issues encountered during this work.
Climate Science Modelling Language (CSML) within the standards framework CSML was developed as part of a larger framework (the ISO TC211 standards) of geographic information models. The Geography Mark-Up Language (GML, ISO 19136, 2007) provides a toolkit for defining what are termed as Application Schemas (ISO 19101, 2002; ISO 19109, 2005) . To a large extent CSML is an instance of a GML Application Schema. There are some extensions to GML, where it was not sufficiently developed to satisfy the requirements of climate science data modelling; for example, legacy data and irregular grids.
GML itself is intended to conform to the ISO TC211 standards, therefore, CSML is also compliant with these standards. It should be noted that these standards say little about implementation, therefore compliance is primarily on a conceptual level. In addition to being a GML application schema, CSML is also compliant on a conceptual level with the OGC 'Observations and Measurements' standard, in particular with the so-called 'Sampling Features' (Cox et al. 2007) .
One of the key concepts in CSML is that of the 'Feature' as defined in the ISO TC211 'Domain Reference Model' (ISO, 2002) . This standard establishes a 'framework for standardisation in the field of geographic information and sets forth the basic principles by which this standardisation takes place' (ISO, 2002) .
Features are defined by ISO TC211 as providing an 'abstraction of real world phenomena'. At an implementation level, features are in essence an object view of data (Woolf et al. 2006) , and may exist at both class ('feature type') and instance level.
The potential set of feature types that describe Climate Science data in an application schema is enormous, therefore it is essential to constrain their number. Woolf et al. (2007) describe in some detail the issues considered when determining the final set of feature types, namely issues of governance (Atkinson et al. 2004 ) and design constraints. In the case of CSML these include classification based on sampling geometry and topology, 'soft-typing' on physical parameter, and using sensible plotting requirements as a discriminant between feature types (Table 1) .
Following this process of constraint and discrimination, we ended up with 13 feature types in CSML version 2 which may be used to describe a large proportion of Climate Science datasets (Table 2) .
Implementing applications based on Climate Science Modelling Language (CSML)
By using a schema such as CSML to describe heterogeneous data sources from different file formats we aim to make it possible for software applications that understand CSML to be able to read data from these data sources via a proxy mechanism without having to directly understand all the different file formats. In this sense CSML is used as an abstraction layer ( Figure 1 ).
However, designing an abstraction layer does not in itself fulfil the aim of application and data source integration. There are several other components needed to mediate between the data, the applications and the abstraction layer. Figure 2 shows the component architecture used at the BADC and available as open-source software (http://proj.badc.rl.ac.uk/csml/browser/Python/trunk). There are four main components: a data-interface layer that harmonises data access across diverse Application Programming Interfaces (API), a CSML parser for reading and writing CSML documents, a scanning tool which employs the parser to create new CSML documents, and a high-level API which provides an entry point for application development and mediates between the other components to provide interrogation and subsetting functionality. The remainder of this paper discusses key issues related to the development of these components.
XML handling
Having defined a conceptual model for CSML and implemented this model in an XML schema, the first logical task is to attempt to create instance documents that contain CSML describing real datasets, and to do so in a way which is repeatable and can be at least partly automated.
There are many tools available for writing, reading and validating XML documents and one approach would be to read and write CSML documents using these generic tools. However, XML is just a practical mechanism to store CSML objects on disk and to interchange CSML objects. The true objects of interest are the CSML data themselves (Features and Feature Types), not XML elements. Therefore Table 1 . Summary of reasoning behind Climate Science Modelling Language (CSML) feature definitions (Woolf 2007) .
Factor Rule
Parameter type If two features are structurally identical, except for the physical 'phenomenon' of interest (temperature, salinity, wind vector, humidity, etc.) then they are modelled as the same feature type.
Scientific data types
Feature types are classified primarily around geometric and topologic structure, and not the semantics of the observable or measurand.
Conventional portrayal
There should be sufficient detail within a feature type Á and sufficient difference between feature types Á to enable (in-principle) unsupervised rendering (i.e. plotting) of features in a 'conventional' manner.
it is desirable to work with tools that reflect the CSML model rather than the XML syntax.
The limitations with auto-generated code mean that our approach has been to create a custom parser in Python that is a Python representation of the CSML conceptual model, with classes for each object in the model hierarchy. The actual XML handling within the parser is done with a widely used XML library (ElementTree) but the outer level classes are defined with CSML in mind. The parser has the ability to transform information from a Python representation of CSML features to an XML representation of those same features and vice versa. At the BADC, this parser is central to all operations we perform on CSML documents. Creating a new CSML document is a matter of instantiating the right Python objects and then calling Python methods to write to XML. Conversely, to read a CSML document, the parser reads in the XML and creates objects in memory that represent the contents of the document. These objects can then be interrogated and Repeat daily balloon soundings of atmospheric temperature from the same location. Section feature Series of profiles from positions along a trajectory in time and space.
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AVHRR satellite imagery manipulated for specific application requirements. There is nothing to preclude anybody from creating or reading CSML documents using other, more generic, XML tools but by representing the XML document as Python objects much of the complexity of interrogating and handling XML documents can be masked from data providers and application developers. It should be noted, however, that XML also remains a convenient human-readable storage and transfer mechanism and therefore is still an important part of the data delivery chain. It is worth noting that there are automated tools in some languages such as XMLBeans in Java for generating object-model type code based on XML Schemas. These may be expedient in some circumstances but there are some possible disadvantages to using these tools; the output is very verbose (especially for large schemas, e.g. GML) and not ideally suited to a public API. Perhaps more importantly, tying a public API to code from, say, XMLBeans would mean that the API code would have to change whenever the schema changes. Although the CSML python parser very closely represents the data model, the controllability and consistency of the representation are important factors for API development.
Creating instance documents
On a programmatic level, creating a new CSML document using the BADC parser is a matter of creating the required Python objects. The remaining challenge when creating instance documents therefore lies in determining which information should be encapsulated as elements and attributes of the CSML objects.
When mapping legacy data to CSML feature types in a manner that can be automated there are several issues to consider.
Firstly, all data must be described in terms of a defined coordinate reference system (CRS). This is a particular challenge for climate sciences where spatiotemporal-parametric coordinate systems are in use. For example, in an atmospheric model, temperature may be measured at different latitudes, longitudes, times and pressure levels. While catalogues of well-defined CRSs exist, notably the EPSG registry (http://www.epsg-registry.org/) defined by the petroleum industry, currently there is no definitive reference source or catalogue that contains definitions of these complex CRSs. The ISO standards framework allows for the definition of spatiotemporal reference systems and the CSML team have recently contributed to a new ISO standard (ISO 19111-2, 2006 ) that allows for 'parametric' coordinate system axes (e.g. pressure). Another problem is that some CRSs have an infinite number of variants. For example, a polar stereographic projection can choose any longitude to be bottom-centre, therefore there is a need to be able to pass parameters to a CRS definition in a standard way.
We therefore expect in the future that such catalogues and mechanisms will exist but there remain hard problems to solve. For now we have developed a prototype CRS catalogue module as part of the CSML software stack. Each CRS defined in the catalog contains axis names and units and well-known types (e.g. time, latitude and longitude). To assist with CRS identification when trying to create CSML for legacy data the catalogue software will attempt to identify a suitable CRS if supplied with the set of axis names and units from the legacy data. However, this is only a prototype system and the field of coordinate system cataloguing for climate sciences is one area that requires much further work (Lowe et al. 2006) .
When using CSML features to describe legacy data holdings it is necessary to identify how the conceptual feature maps across one or more files. This relationship will be different for each legacy dataset. For example, an atmospheric model may consist of several CSML 'GridSeriesFeatures' spread across hundreds of files, or there may be several CSML features in a single file, say in the case of observational oceanographic data. Or there may be some other more complex relationship.
When creating software for automated scanning of legacy data it is important that these relationships can be encapsulated in a generic manner that is not specific to a particular dataset.
To implement this in the CSML software stack we developed the concept of a FeatureFileMap with an extensible range of mappings such as 'onetomany', 'onetoone', 'onetoseveral'. The FeatureFileMap provides a mapping between the physical storage structure of the files and directories and the conceptual idea of a CSML feature. This FeatureFileMap in turn has the concept of Representatative-Files and RelatedFiles. To illustrate this, a model run with individual timesteps in different files can usually be represented by one RepresentatativeFile, which describes the dimensions, coordinates etc, and many RelatedFiles which are structurally identical but contain measurements at different timesteps.
The CSML scanner software interfaces with the legacy data via a Feature-FileMap, which helps to reduce the complexity required when negotiating arbitrary file system structures. If a mapping does not exist for a particular dataset then it is necessary to create one, however, in practice we have found that just a few aptly chosen mappings can be re-used across a wide range of legacy data file structures.
By encapsulating some of the relationships between data and features in software components, and providing the facility to extend and define mappings, the automated process of creating instance documents in a heterogeneous environment is made more feasible.
Harmonising data access to legacy data Most applications of GML expect the inline encoding of data values within the XML documents. For large volume data such as that common in climate modelling it is not feasible to store data inline with XML and, indeed, not desirable to replicate the full contents of the legacy data format. Therefore a mechanism is needed to reference data contained in files, from within the CSML document. GML itself has a limited mechanism for referencing an entire file (gml:File, ISO 19136). However we usually need to reference only some part of a file.
We have defined a StorageDescriptor model and schema that can be used in conjunction with the main CSML schema to enable this referencing of file contents. It is therefore possible to write CSML documents that describe legacy data but don't replicate it.
A common software framework for accessing different data formats is a requirement if efficient scanning of legacy data and interpretation of storage descriptors is to be achieved. There are several projects that show promise in this area, notably the Java implementation of NetCDF4. At BADC we have developed a prototype Python data access layer that provides a pluggable framework for common interfaces to several file formats. To date this can read NetCDF, PP (the UK Met Office format), NasaAmes, PNG, raw image files, and provisional work has been done on reading HDF. The pluggable nature of this framework means that other data providers can create a plugin for their own data format. This was achieved by researchers at Plymouth Marine Laboratory who wrote the compatible plugins for PNG and raw image files, enabling the reading of their processed satellite imagery (Figure 3) .
The DataInterface acts as a factory and returns the appropriate interface type for the data to be read. This framework enables us to write one relatively short piece of code to integrate a new format, which offers a scalable solution for the purposes of creating and reading CSML documents.
Requirement for controlled vocabularies
The issue of the lack of CRS catalogues for the climate sciences has already been identified. Greater progress has been made in the community when it comes to common vocabularies and standard terms for physical phenomena. Notably, the Climate and Forecast (CF) conventions (http://cf-pcmdi.llnl.gov/). have a well developed list of standard terms (the 'CF Standard Names' list) for the climate community; for interoperability it is critical that data providers use this list. There is some older legacy data at the BADC that will never be described easily by CSML or other metadata formats as the contents are not adequately described against suitable frames of reference such as controlled vocabularies. It is likely that this problem is faced by many institutions.
Additional catalogue type services which can resolve and check standard terms is another requirement for the further development of automation software and services in this field. For example, NDG partner BODC (British Oceanographic Data Centre) has developed a prototype online vocabulary service (http://vocab.ndg. nerc.ac.uk/) (Lawrence et al. 2008) .
Mapping to Open Geospatial Consortium (OGC) delivery interfaces
The final stage in the data delivery chain is to deliver data, images, graphs or some other data representation to end users. OGC services currently offer the greatest potential for interoperability in this field.
Various 'off-the-shelf' tools exist for setting up OGC services, however historically, the target audience of these tools has been 2D Geographic Information Systems (GIS) mapping. There is a shortage of OGC-compliant tools which fully implement the Web Map Server (WMS) and Web Coverage Service (WCS) for 4D (often parametric) coordinate systems.
We have built an OGC services software stack in Python based on the open source Web Server Gateway Interface (http://www.wsgi.org/wsgi/) framework, Pylons (http://pylonshq.com/), called the CEDA OGC Web Services (COWS) framework. This framework has allowed us to implement the full 4D capabilities of WMS and WCS services. The system can be configured to work either with CSML at the backend, or with any other suitable datasource. This platform allows us to deploy OGC services and to test new ideas that can be fed back to the OGC standards body. Currently, a Web Feature Service (WFS) is under development within the same framework. WFS offers filtering capabilities to navigate collections of CSML features and the forthcoming WFS ISO standard may provide a query framework that is suitable for implementing operations on features. This is of particular interest for implementing feature subsetting or transformation processes. We also plan to examine the OGC Sensor Observation Service (SOS) as an alternative delivery protocol which may be well suited to serving observational datasets such as weather records.
Conclusion
We have reviewed the interoperability problem and described the role that can be played by a standard-based data model like CSML. However, a considerable amount of supporting infrastructure is needed beyond the data model itself: CSML generation and parsing software, bridges to legacy data, registers for controlled vocabularies, and compatible web service implementations. We have described the tools developed for these purposes within the NDG project.
One action that will have a great impact on interoperability is if data providers begin using controlled vocabularies and reference systems in earnest now where they are not already doing so. This is a critical step towards interoperability which can be taken long before registry service implementation. (It is noted that INSPIRE plans to deliver a register for CRSs and a register for Code Lists.)
The Climate Science community must make a concerted effort to catalogue those CRSs that are not currently widely known, particularly the complex spatiotemporal-parametric CRSs, as well as additional vocabularies that are required for metadata purposes. Parameterised CRSs are a particular area that requires development.
Our experiences with CSML have shown that it is extremely time consuming and difficult to convert poorly controlled data descriptions into a harmonised format such as CSML. The first priority for any data provider wishing to achieve interoperability must be to critically address the quality of their metadata and data holdings and engage with community standardisation efforts where possible.
It is important that the Climate Science community converges on suitable application schemas so that domain-specific tooling can be re-used. There have been some positive moves in this direction, with common ground identified between CSML and Unidata's Common Data Model (http://www.unidata.ucar.edu/software/ netcdf/CDM/index.html) (Tandy, 2007) . Our experiences with CSML have shown that tool creation is a significant part of building an infrastructure that is integrated with an application schema. Although, GML provides a generic framework for application schemas there is no such thing as generic GML tooling that can handle all the requirements of a complex domain such as Climate Science.
