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AbstrakPada hakikatnya, manusia dapat membedakan pola terhadap suatu objek berdasarkan bentuk visual yangmengandung keadaan emosional. Seperti membedakan ekspresi wajah seseorang pada suatu citra. Manusia dapatmembedakan ekspresi pada citra tersebut secara kasat mata. Namun komputer yang tidak dapat mengenaliekspresi wajah tersebut. Bag of visual words merupakan suatu skema untuk mengklasifikasikan citra berdasarkannilai-nilai pixel pada citra. Dengan menggunakan deteksi interest point dan ekstraksi interest point, bag of visualwords mengambil ciri unik pada citra sehingga dapat membedakan pola-pola yang terdapat pada suatu citra. Bagof visual word dengan nilai K 500 mampu mengklasifikasi pola ekspresi wajah dengan tingkat akurasi 69%.
Kata Kunci: Wajah, Klasifikasi, Speed-up Robust Feature, Bag of visual words, Ekspresi
Abstract
In essence, humans can distinguish patterns against an object based on a visual form that contains an
emotional state. Like distinguishing one's facial expression on an image. Humans can distinguish expression
on the image by naked eye. But computers can not recognize that facial expression. Bag of visual words is a
scheme to classify images based on the pixel values in the image. By using interest point detection and
interest point extraction, the bag of visual words takes the unique feature of the image so that it can
distinguish the patterns contained in an image. Bag of visual word with the value of K 500 able to classify the
pattern of facial expression with 69% accuracy rate.
Keywords: Face, Classification, Speed-up Robust Feature, Bag of visual words, Expressions
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PENDAHULUANPengenalan pola (pattern
recognition) adalah salah satu ilmu yangdigunakan untuk mengklasifikasikansesuatu berdasarkan pengukurankuantitatif fitur (ciri) atau sifat utama darisuatu obyek [1]. sedangkan pola yaitusuatu entitas yang dapat diidentifikasicontoh : raut wajah, sidik jari, gelombangsuara, tulisan tangan dan lain sebagainya.Menurut [2],[3] pendekatanpengenalan pola dapat dikategorikanmenjadi tiga jenis : pengenalan polastatistikal, pengenalan pola sintaktik,pengenalan pola neural. Pengukuran yangmenunujukkan karakteristik statistkalpola yang ada dengan asumsi polatersebut diperoleh dari hasil probabilistik,pengenalan pola ini dikenal denganpengenalan pola statistikal. Pendekatansintaktik adalah suatu pendekatan yanghanya menganalisis struktur pola dankontur (tepi batas) objek dari citra.Pendekatan yang ketiga yaitu gabungandari statistik dan sintaktik atau dikenalsebagai pengenalan pola neural,pendekatan ini merupakan bagian darijaringan saraf tiruan untukmengidentifikasi pola. Sehingga semakinsering sistem dilatih maka semakin cerdaspula sistem yang dihasilkan.Pada hakikatnya, manusia dapatmembedakan pola terhadap suatu objekberdasarkan bentuk visual yangmengandung keadaan emosional. Sepertimembedakan ekspresi wajah seseorangpada suatu citra. Manusia dapatmembedakan ekspresi pada citra tersebutsecara kasat mata. Namun komputer yangtidak dapat mengenali ekspresi wajahtersebut. Karena komputer hanyamengenali angka 0 dan 1.Bag of visual words merupakansuatu skema untuk mengklasifikasikancitra berdasarkan nilai-nilai pixel padacitra [4] Dengan menggunakan deteksiinterest point dan ekstraksi interest point,bag of visual words mengambil ciri unikpada citra sehingga dapat membedakan
pola-pola yang terdapat pada suatu citra.Wajah manusia memainkan peran sentraldalam interaksi sosial, oleh karena itutidak mengherankan bahwa pemrosesaninformasi wajah otomatis merupakansubfield penting dan sangat aktif dalampenelitian pengenalan pola [5].Wajah menampilkan berbagaiinformasi yang rumit tentang identitas,usia, jenis kelamin, ras dan keadaanemosional dan perhatian. Salah satunyaadalah ekspresi wajah. Ekspresimerupakan suatu ungkapan perasaan,yang dapat ditunjukkan melalui suatugerakan, baik itu gerakan tangan, kaki,suara maupun wajah. Penelitian inibertujuan untuk mengukur performansiklasifikasi wajah menggunakan bag ofvisual words. Dimana pada penelitian-penelitian sebelumnya, ditemukanmasalah dalam menentukan jumlah nilai kpada clustering fitur citra pada skema bagof visual words.Dalam prosesnya skema bag ofvisual words mempunyai 4 tahapan padaklasifikasi diantaranya; menggunakanmetode deteksi interest point danekstraksi interest point, pengklusteranfitur menggunakan k-means algorithm,pembentukan histogram generation danklasifikasi menggunakan support vectormachine sebagai klasifier (SVM) [6].Pada peneltian [13] mengggunakanmetode speed-up robust feature (SURF)untuk mendeteksi interest point danekstraksi interest point. Pada penelitianlainnya [11] menerangkan bahwasanyaSURF lebih efisien digunakan sebagaideteksi dan ekstraksi interest point. Untukitu dalam penelitian ini juga akandigunakan deteksi dan ekstraksi interestpoint SURF.
A. Bag of Visual wordsPada dasarnya terdapat 4 tahapandalam bag of visual words:
 Deteksi dan ekstraksi fiturmenggunakan SURF
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 Mengkelompokkan hasil ekstraksifitur ke dalam cluster (vocabulary)menggunakan kuantisasi vectormenggunakan algoritma k-means
 Membentuk Histogram generationterhadap cluster yang telahdibentuk.
 Mengklasifikasikan citraberdasarkan cluster yang telahdibentuk menggunakan supportvector machine (SVM).Tujuan daripada skema bag ofvisual words ini untuk memaksimalkanakurasi klasifikasi dan meminimalkankomputasi.
B. Speed-up Robust Feature (SURF)Penentuan interest point padaSURF menggunakan matrix hessian,dimana matrix hessian didefenisikansebagai berikut: [10]
dimana	 L_xx	 (X,σ)=	 ∂^2	 g(σ)/	 ∂^2	 x	adalah konvolusi dari orde keduaderivatif Gaussian dengan input citrapada point X=(x,y), dan serupa untuk L_yy(X,σ) . Dengan pendekatan perkiraanadalah dan dimanadeterminan hessian [7].=0.912.. 0.9,
dimana | adalah norma frobeniusyang menghasilkan ; [7]
C. K-means algorithmK-means adalah algoritmapengelompokan partial sederhanaberbasis prototipe yang mencobamenemukan gugus K yang tidak tumpangtindih. Kelompok-kelompok ini diwakilioleh centroids mereka (centroid cluster
biasanya adalah mean dari titik-titik dicluster itu). Proses pengelompokan K-means adalah sebagai berikut. Pertama,centroid K awal dipilih, di mana Kditentukan oleh pengguna danmenunjukkan jumlah cluster yangdiinginkan. Setiap titik dalam datakemudian ditugaskan ke centroidterdekat, dan setiap koleksi titik yangditugaskan ke centroid membentuksebuah cluster. Centroid dari setiapcluster kemudian diperbarui berdasarkantitik-titik yang ditugaskan ke clustertersebut. Proses ini diulang sampai tidakada titik perubahan cluster [8]. K-meansdapat dinyatakan dengan fungsi objektifyang bergantung pada proximities titikdata ke centroid cluster seperti berikut:
, pada kelas jDimana menyatakan koordinatvektor dari jth kluster dan { } adalahpoint yang ditetapkan kepada jth kluster.
D. Histogram GenerationTujuan dari bag of visual wordsadalah mendapatkan histogram yang bisamewakili gambar yang diberikan. Olehkarena itu, persiapan akhir kami untukklasifikasi citra adalah histogram untuksemua gambar di dalam imageset yangdigunakan [12]. Histogram sendiri adalahalur dari frekuensi relatif dari peristiwamasing-masing nilai pixel yang diizinkanpada citra terhadap nilai-nilai itu sendiri[9].
E. Support Vector MachineSupport vector machine (SVM)adalah algoritma yang menggunakanpemetaan nonlinier untukmentransformasikan data pelatihan aslike dimensi yang lebih tinggi. Dalamdimensi baru ini, ia mencari linierpemisah linier yang linier (yaitu, "bataskeputusan" yang memisahkan tupel dari
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satu kelas dari kelas yang lain). Denganpemetaan nonlinear yang sesuai dengandimensi yang cukup tinggi, data dari duakelas selalu dapat dipisahkan olehhyperplane. SVM menemukan hyperplaneini menggunakan vektor pendukung(tupel pelatihan "esensial") dan margin(ditentukan oleh vektor pendukung) [10].Pada klasifikasi ekpresi wajah penelitianini, svm berfungsi sebagai classifierterhadap citra dan fitur yang telahdibentuk.
METODE PENELITIAN
A. DatasheetData yang digunakan dalampenelitian ini yaitu citra wajahberekspresi (Bahagia, Marah, Jijik, Takut,Netral, Sedih, Terkejut) dengan ukuran256x256. File citra yang digunakan untukpelatihan maupun pengujian diambil darisitus
http://www.kasrl.org/jaffeimages.zip.
B. Langkah PenelitianLangkah penelitian secara umumyang dibangun dalam penelitian inidiilustrasikan pada Gambar 1
Gambar 1. Langkah Penelitian SecaraUmumPada Gambar 1 terdapat dua buahproses yaitu proses training dan proses
testing, pada proses training citra inputandilakukan pre-procesing dengan grayscaledan dilanjutkan dengan mengekstraksifitur dari citra ekspresi wajahmengunalan SURF dan model pola yangtelah diekstrak akan disimpan dalam BagOf Visual Words, sedangkan pada tahapantesting, citra inputan dilakukan pre-procesing dengan grayscale dan diekstrak menggunakan SURF kemudiandilanjutkan ketahapan pengklasifikasianmodel pola yang terdapat pada Bag OfVisual Words menggunakan SVM, jikapola mirip atau mendekati pola trainingmaka output dari klasifikasi yaitu hasilekspresi wajah .Langkah penelitan secarakeseluruhan pengenalan pola ekspresiwajah yang dibangun dalam penelitian inidiilustrasikan pada Gambar 2.
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Pada langkah penelitian ini yangdikerjakan oleh sistem setelah sistemmenerima inputan citra maka sistem akanmemproses citra input menjadi grayscaleyang gunanya untuk mempermudahperhitungan dimana citra inputmempunyai tiga kanal yaitu kanar R,kanal G dan kanal B setelah grayscalebekerja maka citra akan menjadi satukanal yaitu kanal grayscale, kemudiancitra grayscale diproses kembali untukmenentukan koordinat interest point danmendeteksi pola-pola interest point yanggunanya untuk dapat membangkitkanvalue dari pola ekspresi wajah, setelahpola interest point terdeteksi polatersebut akan di ekstrak menggunakanekstraksi fitur SUFR, bobot dari ekstaksifitur testing akan diklasfikasikanterhadap bobot ekstaksi fitur trainingmenggunakan SVM.
HASIL DAN PEMBAHASAN
A. Sampel pelatihan pola ekspresi wajahSampel pelatihan pola ekspresiwajah yang digunakan dalam penelitianini berjumlah 128 citra wajah yangmewakili ekpresi Bahagia, Marah, Jijik,Takut, Netral, Sedih, dan Terkejut.Gambar 4.1 melampirkan beberapasampel pola ekspresi wajah yangdigunakan sebagai pelatihan.
Gambar 3. Sampel pelatihan pola ekspresiwajah yang digunakan
B. Penentuan Koordinat dan Deteksi
Interest PointPenentuan koordinat interest pointdimulai dengan pembentukan grid padacitra dengan menggunakan grid step 8yang gunanya untuk mengatur jarakkoordinat x (width) dan y (height),dimana koordinat penentuan Interest
Point selanjutnya akan berjarak 8 pixel.
Gambar 4. Penentuan koordinat interestpointPada gambar 4 dapat dilihat hasildari penentuan koordinat interest point,dimana perpindahan koordinatdisesuaikan dengan penentuan gridstepnya, pada gambar 4 grid step yangdigunakan 8, sehingga terlihat jelas hasilgaris pembatas dari penentuan koordinatinterest point. Gambar 5 dapat dilihathasil dari pendeteksian interest point.
Gambar 5. Hasil deteksi pola interest point
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Setiap pola ekspresi wajah memilikitingkat kejenuhan masing-masing,sehingga hasil dari pendeteksian interestpoint pun berbeda-beda, pada gambar 5terdapat beberapa pola hasilpendeteksian interest point yangmewakilkan value daripada citra ekspresiwajah tersebut.
C. Pengujian dengan variasi jumlah
klusterKlasifikasi menggunakan metodeSVM akan di ujicobakan dengan 10 modeljumlah kluster pada bag of visual words,model pertama dengan nilai K 100, modelkedua dengan nilai K 200, model ketigadengan nilai K 300, model keempatdengan nilai K 400 , model kelima dengannilai K 500 , model keenam dengan nilai K600 , model ketujuh dengan nilai K 700 ,model kedelapan dengan nilai K 800 ,model kesembilan dengan nilai K 900 ,model kesepuluh dengan nilai K 1000.Hasil pengujian dapat dilihat padatabel 1 sampai dengan tabel 10, untukmemudahkan jenis ekspresi wajahBahagia, Marah, Jijik, Takut, Netral, Sedih,dan Terkejut dakan disingkat dengan Bauntuk Bahagia, Ma untuk Marah, Ji untukJijik, Ta untuk Takut, Ne untuk Netral, Seuntuk Sedih, dan Te untuk Terkejut.Tabel 1. Hasil pengujian dengan nilai K100Ba Ma Ji Ta Ne Se TeBa 0.83 0 0 0 0.08 0 0.08Ma 0.17 0.42 0.25 0 0.08 0.08 0Ji 0 0.42 0.33 0 0 0.25 0Ta 0.15 0.15 0.23 0.15 0.08 0 0.23Ne 0.58 0 0 0 0.33 0 0.08Se 0.17 0.17 0.08 0.25 0.08 0.08 0.17Te 0.17 0 0.17 0 0 0.08 0.58
Tabel 2. Hasil pengujian dengan nilai K200Ba Ma Ji Ta Ne Se TeBa 0.50 0 0 0.33 0.17 0 0Ma 0 0.92 0.08 0 0 0 0Ji 0 0.25 0.33 0.17 0.17 0.08 0Ta 0 0.23 0.23 0.23 0 0.08 0.23Ne 0.08 0 0.17 0.8 0.42 0 0.25Se 0.25 0.08 0.25 0.25 0.08 0 0.08Te 0.33 0 0 0 0 0.08 0.58Tabel 3. Hasil pengujian dengan nilai K300Ba Ma Ji Ta Ne Se TeBa 0.42 0.17 0 0 0.33 0.08 0Ma 0.08 0.67 0.08 0.08 0.08 0 0Ji 0 0.33 0.25 0.42 0 0 0Ta 0 0.08 0.15 0.31 0.31 0.08 0.08Ne 0.25 0 0 0.25 0.50 0 0Se 0.08 0 0.08 0.08 0.42 0.08 0.25Te 0.08 0 0 0 0.08 0.08 0.75Tabel 4. Hasil pengujian dengan nilai K400Ba Ma Ji Ta Ne Se TeBa 0.92 0 0.08 0 0 0 0Ma 0 0.67 0.08 0 0.08 0.08 0.08Ji 0 0.08 0.75 0.17 0 0 0Ta 0.15 0 0 0.31 0.08 0.31 0.15Ne 0.17 0.08 0 0 0.67 0.08 0Se 0.25 0.17 0.08 0 0 0.33 0.17Te 0.08 0 0.08 0 0 0 0.83Tabel 5. Hasil pengujian dengan nilai K500Ba Ma Ji Ta Ne Se TeBa 0.75 0.08 0.08 0 0.08 0 0Ma 0 0.58 0.25 0 0.08 0.08 0Ji 0 0 1.0 0 0 0 0Ta 0 0 0.23 0.69 0 0 0.08Ne 0 0 0 0 0.83 0.08 0.08Se 0 0.25 0.08 0.08 0.17 0.08 0.33Te 0 0 0 0 0 0.08 0.92Tabel 6. Hasil pengujian dengan nilai K600
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Ba Ma Ji Ta Ne Se TeBa 0.67 0 0 0 0.08 0.17 0.08Ma 0.08 0.58 0 0.08 0 0.25 0Ji 0.17 0 0.42 0.25 0 0 0.17Ta 0.08 0 0.15 0.46 0 0 0.31Ne 0 0 0 0.17 0.75 0 0.08Se 0.25 0.08 0.08 0.08 0.17 0.25 0.08Te 0.08 0 0 0.17 0 0 0.75Tabel7. Hasil pengujian dengan nilai K700Ba Ma Ji Ta Ne Se TeBa 0.50 0.17 0 0 0.33 0 0Ma 0.08 0.67 0.08 0 0.08 0.08 0Ji 0.17 0.25 0.33 0.08 0.17 0 0Ta 0.15 0 0.08 0.38 0.08 0.08 0.23Ne 0.33 0 0 0.17 0.50 0 0Se 0.25 0.08 0.17 0 0 0.33 0.17Te 0 0 0 0 0 0.25 0.75Tabel 8. Hasil pengujian dengan nilai K800Ba Ma Ji Ta Ne Se TeBa 0.83 0 0 0 0 0.17 0Ma 0 0.67 0.08 0 0 0.25 0Ji 0 0.25 0.58 0 0 0.08 0.08Ta 0.08 0.08 0.08 0.54 0.08 0 0.15Ne 0.08 0 0 0 0.92 0 0Se 0 0.08 0.25 0.08 0.17 0.25 0.17Te 0 0 0 0.08 0.08 0 0.83Tabel 9. Hasil pengujian dengan nilai K900Ba Ma Ji Ta Ne Se TeBa 0.75 0.08 0 0 0.08 0.08 0Ma 0 0.67 0.33 0 0 0 0Ji 0.08 0 0.42 0.25 0 0.25 0Ta 0.08 0 0.23 0.38 0.15 0 0.15Ne 0.08 0 0 0 0.67 0.17 0.08Se 0.08 0.25 0.25 0 0 0.33 0.08Te 0 0 0 0 0 0 1.0
Tabel 10. Hasil pengujian dengan nilai K1000Ba Ma Ji Ta Ne Se TeBa 0.58 0.08 0 0 0.33 0 0Ma 0 0.72 0.17 0 0.08 0 0Ji 0 0.25 0.50 0.25 0 0 0Ta 0.08 0.08 0 0.46 0 0.08 0.31Ne 0.08 0 0.17 0.08 0.58 0.08 0Se 0 0.33 0.17 0 0.25 0.25 0Te 0 0 0 0.08 0 0 0.92
Gambar 6. Hasil Klasifikasi SVMPada gambar 6, grafikmengilustrasikan hasil klasifikasiekspresi wajah menggunakan SVMdengan kategori K 100 s/d K 1000, padaekspresi wajah terkejut SVM mampumengklasifikasi dengan baik yaitu denganrata-rata tingkat akurasi 79.1%, padaekspresi bahagia SVM mampumengklasifikasi dengan rata-rata tingkatakurasi 67.5%, pada ekspresi marah SVMmampu mengklasifikasi dengan rata-ratatingkat akurasi 65.7%, pada ekspresinetral SVM mampu mengklasifikasidengan rata-rata tingkat akurasi 61.7%,pada ekspresi jijik SVM mampumengklasifikasi dengan rata-rata tingkatakurasi 49.1%, pada ekspresi takut SVMmampu mengklasifikasi dengan rata-ratatingkat akurasi 39.1%, sedangkan padaekspresi sedih SVM hanya mampu
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mengklasifikasi dengan rata-rata tingkatakurasi 19.8%.Dari tabel 1 s/d 10 menunjukkanklasifikasi dengan akurasi bervariasiuntuk masing-masing jumlah nilai kluster.
Gambar 7. Hasil Klasifikasi berdasarkanjumlah klusterpada nilai K 100 memperoleh tingkatakurasi yang begitu rendah yaitu denganrata-rata akurasi 39%, pada nilai K 500memperoleh tingkat akurasi yang palingtinggi yaitu dengan rata-rat akurasi 69%,sedangkan pada nilai K 200 nilai rata-rataakurasi mencapai 43%, pada nilai K 300nilai rata-rata akurasi mencapai 42%,pada nilai K 400 nilai rata-rata akurasimencapai 64%, pada nilai K 600 nilairata-rata akurasi mencapai 55%, padanilai K 700 nilai rata-rata akurasimencapai 50%, pada nilai K 800 nilairata-rata akurasi mencapai 66%, padanilai K 900 nilai rata-rata akurasimencapai 60%, pada nilai K 1000 nilairata-rata akurasi mencapai 58%.Penyebab dari rendahnya tingkat akurasidikarenakan bag of feature memilikirentang index word yang sangat rapat,gambar 8 menunjukkan kemunculanvisual word dengan K 100 dan gambar 9menunjukkan kemunculan visual worddengan K 500.
Gambar 8. Kemunculan Visual Worddengan K 100
Gambar 9. Kemunculan Visual Worddengan K 500
D. PembahasanBerdasarkan hasil penelitian yangtelah dilakukan, dengan menguji cobakannilai kluster yang berbeda-bedamemperoleh hasil yang belum maksimal,seperti yang ditunjukkan pada gambar 7,hanya empat pengujian yang memprolehakurasi >= 60%, hal ini berpengaruhdengan tingkat kerenggangan visual word,pada gambar 9 terlihat jelaskerenggangan visual word dengan nilai K500 yang memperoleh tingkat akurasitertinggi yaitu 69%, sedangkan pada
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gambar 8 terlihat jelas kerapatan visualword dengan nilai K 100 yang hanyamemperoleh tingkat akurasi 39%.
SIMPULANHasil penelitian menunjukkan bagof visual words  masih belum maksimaldalam mengklasifikasi data ekspresiwajahUntuk meningkatkan kualitaskinerja bag of visual words, dapatmenambahkan pendekatan untukmenentukan jumlah K yang baik dalammengkluster pola visual words.Penambahan pendekatan tersebuttentunya akan mempengaruhi kecepatankomputasi pada pengenalan pola.
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