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SOMMARIO 
Le connessine sono una famiglia di proteine di membrana in grado di assemblarsi in canali 
esamerici, detti connessioni o emicanali. I singoli emicanali mediano la permeabilità della 
membrana a specifiche molecole mentre coppie di emicanali appartenenti a cellule 
adiacenti possono accoppiarsi a formare un canale di gap-junction creando un percorso per 
la comunicazione intercellulare. In questo lavoro di tesi è stato costruito un modello 
realistico della struttura tridimensionale della connessina 32 (Cx32) basandosi sulla 
struttura cristallografica della connessina 26 (Cx26) che ha un’elevata similarità di 
sequenza con la Cx32. Mediante il modello di connessone Cx32 è stata simulata una 
dinamica molecolare di 500 ns per il connessone normale (WT) o recante alcune mutazioni 
patologiche della Cx32 (H73L, V63I o V181M).  Queste mutazioni causano la malattia di 
Charcot-Marie-Tooth (CMT), una neuropatia ereditaria caratterizzata da progressiva 
atrofia muscolare e degenerazione degli assoni periferici. Lo scopo di questo lavoro di tesi 
è quello di caratterizzare i connessoni mutanti, individuandone possibili alterazioni 
strutturali e conformazionali rispetto al WT per meglio comprendere le ragioni di 
insorgenza della patologia. 
  
6 
 
ABSTRACT 
Connexins are a family of transmembrane proteins that assemble into hexameric channels, 
called connexons or hemichannels. Single hemichannels control the membrane 
permeability to specific molecules, while two adjacent hemichannels belonging to 
neighbouring cells can dock to form a gap-junction channel, which creates a direct path for 
intercellular communication. In this thesis work we developed a realistic three-dimensional 
model of connexin 32 (Cx32) connexon, starting from the crystallographic structure of 
connexin 26 (Cx26), which has a high level of sequence similarity in respect to Cx32. The 
Cx32 connexon model was simulated by molecular dynamics for 500 ns, both in the normal 
version (WT) and the pathological configuration carrying a selected point mutation  (H73l, 
V63I or V181M). These mutations are known to be cause Charcot-Marie-Tooth (CMT) 
disease, a hereditary neuropathy characterized by progressive muscular atrophy and 
peripheral axon degeneration. The main aim of this thesis work was to characterize these 
mutant connexons by identifying possible structural changes and alterations in respect to 
the WT connexon, in order to better understand the molecular pathogenesis of CMT 
disease.   
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CHAPTER 1 – INTRODUCTION 
 
 
 
In this chapter, we present a brief biological introduction to contextualise this thesis 
work. The first section is centred on the structure and classification of proteins, and has 
the double purpose of introducing the reader to the biological and chemical terminology 
and explaining the fundamental role of these macromolecules in cellular activity.  
The other sections are an introduction on the structure of gap junction channels and the 
connexin proteins that form them. We will also explain the mechanisms that regulate 
the opening and the closure of these channels. Finally, the last part contains a brief 
discussion on disease-related Connexin-32 mutations.    
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1. STRUCTURE AND CLASSIFICATION OF PROTEINS 
1.1 General definition and classification 
Proteins are a class of biochemical macromolecules present in all types of cells and 
involved in all stages of cellular activity. They play fundamental roles in transport, 
structure, enzymatic activity and more. The basis of all protein is composed by a sequence 
of amino acid, that are monomeric units that share the same structure. The amino acids that 
make up proteins are in total twenty, and they are composed by an amino group, a so called 
α-carbon atom (Cα), a carboxylic group (in which carbon and oxygen will be labelled as C’ 
and O from now on), and a residue R. Residues are a family of chains which link to the Cα 
and characterize the properties of the amino acid. 
Protein synthesis take place in two steps: during transcription, the information encoded in 
DNA is copied to a RNA molecule (mRNA) as one strand of the DNA double helix is used 
as a template. The second step is called translation and it occurs in the cytoplasm, where 
ribosomes are located: mRNA interacts with the ribosome subunits, this trigger the 
approach of another RNA molecule, called transfer RNA (tRNA). Transfer RNA possesses 
a specific sequence of 3-basis (anti-codon) which has to complement a corresponding 
sequence (codon) within the mRNA sequence. When it finds it, it attaches to the mRNA, 
as the other end of the tRNA is loaded with an amino acid. The ribosome moves along 
mRNA producing a chain of amino acids. 
 
Figure 1: RNA codons and coded amino acids 
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The 3-basis code that codify for a single amino acid can potentially produce sixty-four 
different strings, but several codes stand for the same amino acid (Figure 1). This play a 
role in making DNA code less sensitive to random mutations.  
Only twenty amino acids are coded into genetic code, and they are usually divided in four 
classes (as we can see in Figure 2): 
1. Negatively charged amino acids  
2. Positively charged amino acids 
3. Polar amino acids 
4. Apolar amino acids 
Figure 2: table of amino acids 
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The amino acids that compose the protein chain are linked together through peptide bonds: 
when a carboxylic group (COO–) from an amino acid binds to an amino group (NH3+) from 
another amino acid, a molecule of water is released and there is a formation of a peptide 
bond. The bond length, obtained through X-Ray diffraction [1], is 1.325Å, a value that is 
significantly close to the length of the double bond C=N (1.25Å). The angle of rotation 
between the peptide bond is about 180° and the energy implied in the formation of the bond 
are on the order of a fraction to some kcal/mol [2]. The Cα, C’ and N thus form a chain, and 
they are named backbone of the protein. 
 
1.2 Protein’s spatial structure 
Proteins have four different levels of structure: primary, secondary, tertiary and quaternary. 
The amino acid sequence makes up the primary structure, and it does not give any 
information on the spatial positioning of the residues or the atoms. 
Secondary structure describes the three-dimensional spatial organization of a segment of 
the protein’s chain, without considering side chains or interactions with other segments of 
the protein. Some structures are regular and particularly stable, the most common are α-
helices or β-sheets, while other structure are also classified, such as 310 helices and β-turns; 
non structured regions are called random-coils.  
Figure 3:schematic rapresentation of α-helix and β-sheet conformations 
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Monomers in α-helices have an axial distance p of 1.5Å and the ratio between helix pitch 
and p is 3.6. The structure is stabilized by hydrogen bonds: the carboxyl group of the i-th 
monomer forms a hydrogen bond with the amino group of the (i+4)-th monomer, and this 
bond is parallel to the axis. 
Alternatively, two or more parts of the chain can form hydrogen bonds between each other, 
creating a plates structure, the β-sheet. The single parts, the strands, can be arranged in 
parallel or antiparallel direction. The residue groups arrange alternately on one of the side 
of the sheet. 
The overall three-dimensional shape of an entire protein molecule is the tertiary structure. 
The molecule will bend and twist in such a way as to achieve maximum stability or lowest 
energy state. Under physiological conditions, the hydrophobic side chains of neutral non-
polar amino acids tend to be buried on the interior of the protein molecule, the alkyl group 
of alanine, valine, leucine and isoleucine often form hydrophobic interactions between one-
another, while aromatics groups (such as those of phenylalanine and tyrosine) often stack 
together.  
 
 
Figure 4: proteins different levels of structure 
 13 
 
Many proteins are made up of multiple polypeptide chains, often referred as protein 
subunits. The quaternary structure refers to how these subunits interact with each other 
and arrange themselves to form a larger aggregate protein complex. The final shape of the 
protein is stabilized by various interactions, including hydrogen bonds, disulphide-bridges 
and salt bridges. Due to the weak nature of these interactions controlling the three-
dimensional structure of the protein, that is highly related to its biological function, proteins 
are very sensitive molecules. 
 
1.3 Integral membrane proteins and transmembrane proteins 
Membrane proteins are proteins that interact with, or are part of, biological membranes. 
Every biological membrane has the same basic phospholipid bilayer structure. Associated 
with each membrane is a set of membrane proteins that enables the membrane to carry out 
its distinctive activities. 
Some proteins are bound only to the membrane surface (Peripheral proteins), whereas 
others have one region buried within the membrane and domains on one or both sides of it 
(Integral proteins). A schematic representation of a biological membrane is shown in 
Figure 5.  
 
Figure 5: schematic diagram of typical membrane proteins in a biological membrane citazione 
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Integral membrane proteins are permanently attached to the biological membrane; they 
have one or more segments that are embedded in the phospholipid bilayer. Most of them 
span the entire phospholipid bilayer and are called Transmembrane proteins; the other type 
of integral membrane protein is the Integral monotopic protein that is also permanently 
attached to the membrane, but does not pass through it. The transmembrane proteins 
contain one or more membrane-spanning domains as well as domains extending into the 
aqueous medium on each side of the bilayer. Many transmembrane proteins function as 
gateways to permit the transport of specific substances across the biological membrane. 
There are two basic types of transmembrane proteins: alpha-helical and beta-barrels. 
Alpha-helical proteins are present in the inner membrane of bacterial cells or the plasma 
membrane of eukaryotes. In humans, 27% of all proteins have been estimated to be alpha-
helical membrane proteins [3]. Membrane proteins have been proven to be difficult to study 
owing to their partially hydrophobic surfaces, flexibility and lack of stability. In particular, 
this creates difficulties in obtaining enough protein and then growing crystals, in order to 
determine the structure through standard crystallography techniques. Hence, despite the 
significant functional importance of these proteins, determining atomic resolution 
structures for membrane proteins is more difficult than globular proteins [4]. Due to this 
difficulty and the importance of this class of proteins, a lot of protein-structure prediction 
methods have been developed. 
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2. CONNEXIN PROTEINS AND GAP JUNCTIONS 
In order to survive, multicellular organisms need to develop strategies to coordinate all 
cellular activities with other cells. These includes long-range and short-range interactions, 
such as direct physical or cell-to-cell contact.  
Gap junctions (GJs) are direct intercellular connections between the cytoplasm of two 
neighbouring cells. They allow direct diffusion of ions and small molecules. GJs are formed 
by tightly packed intracellular channels called junctional channels. These junctional 
channels are formed by head-to-head docking of hexameric assemblies (connexons or 
hemichannels) of integral membrane proteins, the connexins (Cx).  They compose a family 
of over 20 homologous integral membrane proteins and they are involved in a large variety 
of biological processes, like haematopoiesis, regeneration, cardiac development, lens 
transparency, fertility, immune system function, protection from oxidative stress [5, 6] . 
Since they are involved in these processes, defects in molecular permeation through 
channels cause developmental defects, physiological defects, and disease [7, 8].  
Historically, the intracellular structure of gap junction channels made them difficult to 
study and required analytical paradigms different from those applied to other channels. 
Recently substantial progresses have been made on the study of those channels, both on the 
experimental and the theoretical point of view. In particular, the patch-clamp and double 
patch-clamp techniques plays a fundamental role in the characterization of two of the most 
important properties of these channels: conductance and unitary permeability to small 
molecules. The information coming from these studies provides a growing framework for 
understanding connexin channel structure and function [9, 10]. 
2.1 Gap junction 
Gap junctions are cell-cell communicating channels that allow electrical coupling and 
mediate exchange of ions up to 1dDa and low molecular weight metabolites (such as Na+, 
K+, Ca2+, ATP, cAMP, IP3).  
Structurally a junctional channel is composed by the interaction of two hemichannels across 
extracellular space, multiple gap junction channels cluster in the membrane to form gap 
junction plaques. The two connexons forming the junctional channel are not aligned. 
Indeed, between the two connexons there is a 30° rotation which brings each connexin into 
direct apposition with parts of two connexins in the opposing hemichannel. 
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Junctional channels can be grouped in three types (Figure 6 b): 
1. Homomeric homotypic junctional channels: the entire channel is composed of a 
single connexin isoform; 
2. Homomeric heterotypic junctional channels: each hemichannel is composed wholly 
of a single isoform, but different isoforms compose the two hemichannel; 
3. Channels formed by heteromeric hemichannels: the two hemichannels are 
composed of more than one connexin isoform. 
 
 
Figure 6: Example of connexin sequence and different types of hemichannel and connexons 
 
 
2.2 Hemichannels 
A connexin hemichannel has the structure of a conducting membrane channel: integral 
membrane protein with an aqueous pore in the centre. Every hemichannel is made of six 
connexins and it is about 70 Å wide and from 85 to 125 Å long, depending on the CT size 
of the constructive connexin protein. Each connexon protrudes about 15-20 Å from the 
membrane face into the extracellular space. 
 It was formerly believed that hemichannels could not or should not function as standalone 
channels, that the opening would kill cells through loss of metabolites, collapse of ionic 
gradients and influx of Ca2+. However, more recent findings indicate that non-junctional 
hemichannels can open under both physiological and pathological conditions, and that he 
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opening is functional or deleterious depending on situation [11].  For the most part, 
junctional channels appear to behave as two hemichannels in series. This make 
hemichannels important in their own right, and study of them directly relevant to junctional 
channels [12]. 
 
 
 
2.3 Connexin structure 
Connexin are a family of proteins and, despite significant difference in their length, they 
have several common features. The most used nomenclature for connexin is based on 
predicted molecular mass: for example, the protein studied in this work is called Cx32 
because it has a predicted mass of ~ 32kDa [13].  
All connexins has four predominantly hydrophobic transmembrane regions (M1-M4). The 
first three-dimensional structure was obtained for Cx43, and these transmembrane domains 
have been shown to be α-helical, on the basis of a 7.5 Å structure [14]. By analogy also in 
the other connexins the transmembrane domains are presumed to be α-helical [12].  
Recently a high resolution (3.5 Å) X-ray structure was obtained for Cx26 [15, 16], that 
Figure 7: X-ray cristallographic structure of Cx26 obtained by Maeda et al. 
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permits to tackle issues left unresolved by previous models based on low resolution data, 
such as the correct position of transmembrane helices and the structure of extracellular 
region. 
In the intracellular cytoplasm, there are the carboxyl-domain (CT) and the amino-domain 
(NT) at the end of the protein, and the hydrophilic cytoplasmatic loop (CL) between M2 
and M3. The hydrophilic domains between M1 and M2 and between M3 and M4 are in the 
extracellular space and form two extracellular loops, E1 and E2 (Figure 8).   
The transmembrane domains and extracellular loops are highly similar across connexins. 
Despite of this high degree of amino acid identity, several key differences in functional 
properties can be attributed to the few sequence difference in these domains [17, 18]. The 
two extracellular loops are necessary for docking of two hemichannels of adjacent cells to 
form a gap junction.  
Figure 8: schematic structute of connexin protein 
 19 
 
 
 
  
Figure 9: low-resolution (7.5A) 3D structure obtained by Unger at al. for a Cx43 gap junction channel [12] 
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3. VOLTAGE-GATING OF CONNEXIN CHANNELS 
Voltage is an important parameter regulating the opening and closing of all connexin 
channels. Intracellular channels can be sensitive to two orientations of applied voltage: 
1. Voltage difference between the cytoplasm and the extracellular space (Vm) 
2. Voltage difference between the cytoplasm of two different cells, the trans-
junctional voltage (Vj), that is independent of the absolute membrane potential of 
each cell 
Over the last two decades, the view of gap junction channel gating has changed from one 
in which gap junction channels display a single Vj gating mechanism, to one in which each 
hemichannel of a formed gap junction channel, as well as unaposed hemichannels, 
containing two molecularly distinct gating mechanisms. These mechanisms are termed fast 
gating and slow gating. Fast gating induces instantaneous change in conductance that arises 
as a consequence of current rectification through single channel, this occurs without 
Figure 10: fast gating and slow gating in a Cx30 junctional channel. Channel is open at onset of each current trace, the 
first upward transition in each trace reflects the imposition of a junctional voltage. We can see in the upper trace a rapid 
transition to subconductance state (Vj gating) and slow transition to closed state (loop-gating). In middle trace:  rapid 
transition to subconductance state (Vj-gating) rapid transition to fully open state (Vj-gating) rapid transition to 
subconductance state (Vj-gating) slow transition to fully closed state (loop-gating). In lower trace:  rapid transition to 
subconductance state (Vj-gating) transition to fully open state (Vj- gating) transition to subconductance state (Vj-gating) 
slow transition to fully closed state (loop- gating) 
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conformational changes and it is solely sensitive to Vj. The conductance is typically 
maximal at Vj = 0 and relaxes slowly (over hundreds of milliseconds to seconds) and 
symmetrically. Loop-gating (or slow-gating) is also sensitive to Vj, but there is evidence 
that this gate may mediate gating by transmembrane voltage, intracellular calcium and pH. 
A distinguish feature of the slow gate is that the gating transition appears to be slow, 
consisting of a series of transient sub states en route to opening and closing [19, 20]. 
Examples of Vj and loop-gating registrations are shown in Figure 10, taken from Valiunas 
experiments [21]. The studies of Harris et al. [22], using vertebrate gap junctions sensitive 
to only Vj, established that Vj-dependence was an intrinsic hemichannel property. Each 
hemichannel was shown to contain a trans-junctional voltage sensor that would most likely 
reside in the channel pore. 
Gap junction channel activity can also be regulated in response to changes in chemical 
composition of the intracellular milieu, especially by Ca2+ and pH. The effect of 
intracellular Ca2+ is suggested to act via calmodulin, and inhibitors of calmodulin prevents 
uncoupling in a number of cell types [23]. Cx32 has been shown to contain two calmodulin 
binding domains. With an increase in Ca2+, calmodulin is believed to either physically 
block the channel or close the channel through a conformational change in Cx32. Despite 
the uncoupling cells mechanism related with an increase in intracellular Ca2+, studies on 
connexin 32 hemichannel showed that an increase of cytoplasmic calcium concentration 
triggers hemichannel opening [24]. 
 
Figure 11: Ca2+-bound (cyan) and Ca2+-free (orange) structures, as well as the Ca2+ ions (yellow). (a, b) are the 
cytoplasmic views while (c, d) are the side views of the Ca2+ site [16]. 
  
22 
 
Proper control of hemichannel opening is essential to maintain cell viability and is achieved 
by physiological levels of extracellular Ca2+. Molecular dynamics simulations indicate 
discrete sites for Ca2+ interactions and consequent disruption of salt bridges in the open 
hemichannels [25]. Bennett et al. [16] determined the X-ray crystal structure of the human 
Cx26 gap junction channel with bound Ca2+, showing that coordination sites reside at the 
interfaces between adjacent subunits, near the entrance to the extracellular gap (Figure 11). 
Their computational analysis revealed that Ca2+ binding generates a positive electrostatic 
barrier that substantially inhibits permeation of cations into the pore. In Cx32, a ring of 12 
Asp residues within the external vestibule of the pore is responsible for the binding of Ca2+, 
that accounts for both pore occlusion and blockage of gating. At millimolar calcium 
concentrations, hemichannel voltage gating to the full open state of ~90pS is inhibited, and 
ion conduction at negative voltages of the partially open hemichannel (~18 pS) is blocked 
[26].  
Several theoretical studies, based on molecular dynamic simulations, were performed in 
order to understand the opening-closing process of the channels. In Figure 12 are 
represented some hypotized movements for gap junction gating in a model of hemichannel 
[27]. It is proposed that Vj gating is initiated by the inward translocation of charges in the 
N-terminus, that essentially function as a sensor. Loop gating may involve the TM1/EL1 
border. Other studies based on metal bridges [28] shows that the most significant 
Figure 12: hypotized movements for loop-gating and Vj gating 
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conformational change with loop-gate closure occurs, in Cx26, in the region formed by 
residues 42-51, whose structure is best described as a parahelix. Movement of residues in 
the segment bounded by the 43rd to 50th loci reduces the channel pore from ~ 20 Å in the 
open state to ≤ 4 Å in the closed state.  
This study was made for Cx26, but this segment of E1 and TM1 has a central role also in 
Cx32. In particular, E1 likely contributes to the lining of the pore in the extracellular gap 
region of GJ channels and selectivity is strongly influenced by fixed charges that are located 
toward the extracellular end of the hemichannel [29]. 
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4. CONNEXIN 32, MUTATIONS AND DISEASES 
4.1 Charcot-Marie-Tooth disease 
As said before, virtually all cells in solid tissues are coupled by gap junctions [30], thus is 
not surprising that mutations in connexin genes have been linked to a variety of human 
diseases. For connexins most of the mutations result in defects in trafficking, folding or 
hemichannel and gap junction assembly [31]. Cx32 mutants are the most widely studied, 
due to extraordinary number of X-linked Charcot-Marie-Tooth (CMTX) inducing human 
mutations.  
Charcot-Marie-Tooth disease (CMT) is a pathologically and genetically heterogeneous 
group of disorders that cause progressive degeneration of peripheral nerves. Traditionally, 
CMT has been classified by whether the primary pathological defect is degeneration of the 
myelin (CMT1) or of the axon (CMT2) in the peripheral nerves. Within the demyelinating 
type of CMT, CMTX manifestations are produced by genetic defects on chromosome X. 
CMTX is the second most common form among all CMT patients [32]. It is caused by 
more than 400 different mutations in the GJB1 gene, that encodes Cx32. 
The clinical phenotype is characterized by slowly progressive weakness and atrophy, 
starting in distal leg muscles. Electrophysiological studies typically show intermediate or 
only mild slowing of motor nerve conduction velocities in the majority of patients, as well 
as distal axonal loss which progresses with age [33, 34]. In addition to peripheral 
neuropathy, CMTX patients often have asymptomatic evidence of central nervous system 
involvement. 
The localization of Cx32 suggested that Cx32 forms gap junction channels between the 
layers of the Schwann cell myelin sheath. Schwann cells are a variety of glial cells that 
keep peripheral nerve fibres alive. In myelinated axons, Schwann cells form the myelin 
sheath. In vertebrate nervous system, myelin sheath can increase conduction velocity up to 
10 times, without an increase of axonal diameter. The radial pathway formed by gap 
junctions (Figure 13) would be up to a 1000-fold shorter than the circumferential pathway 
following the Schwann cell cytoplasm [35]. This shortcut is disrupted in CMTX and how 
this disturbs the homeostasis of myelinated axons has not been fully explained. 
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Many Cx32 mutants, that cause CMTX, fail to form functional channels, other form 
functional channels with altered biophysical characteristics, as reduced pore diameter that 
may prevent the diffusion of second messengers like IP3, cAMP and Ca2+ [36]. The position 
of the mutation alone does not necessarily predict the molecular and functional 
consequence, as the R15Q and H94Q mutants form normal functional channels, while 
R15W and H94Y do not [37], so it is necessary to investigate all the involved mutations 
separately.  
 
 
Figure 13:graphical representation of a Shwann cell (top) and expression of Cx32 in peripheral nervous system (PNS) 
and in central nervous system (CNS) myelinated fibers (bottom) 
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4.2 Mutations involved in CMT1X and main aim of this thesis work 
The main aim of this work is to search for conformational changes between the wild type 
and some mutants, in order to better understand in which way these mutations are involved 
in CMT1X. The work is focused on three mutants: 
1. H73L, that is a connexin with the same sequence of WT apart for the amino acid 
at position 73: the histidine (H) is changed with a leucine (L)  
2. V63I, where the valine (V) at position 63 is changed with an isoleucine (I) 
3. V181M, where the valine at position 181 is changed with a methionine (M) 
Two mutations involve the first extracellular loop, while the third one is in the second 
extracellular loop. As seen before (Voltage-gating of connexin channels), extracellular 
loops are crucial for the docking of two hemichannels and are involved in voltage gating 
process. Residue at position 73 is also at the border between E1 and TM2 near the area in 
which two connexins interact to form an hemichannel. The first one is also an exchange 
between a positive charged residue (H) and a neutral hydrophobic one (L), so the chemical 
interaction between residues and with the solvent may change. The analysis is based on the 
comparison of trajectories that simulate 500ns of dynamics, one for the WT and one for 
each mutant.  
The region at the border between E1 and TM2 is also important for the stability of the 
connexon, and mutations that occurs in this region could involve also the nearby amino 
acids. In particular, the arginine at position 75, that is highly conserved among all connexin, 
has a critical role: experimental studies on mutations at the 75 position in Cx32 shows that 
the positive charge is required for normal channel function [38]. This charge may be 
important for the chemical bonds that can form with the residues nearby and is also 
involved in voltage gating process, as shown in Figure 14.  
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Other studies based on MD simulations, show that in Cx26 γGlu47 (a posttranslational 
modification that occurs at position 47 of the sequence) may form salt bridges with two 
conserved arginine, Arg75 and Arg184, which are considered important in stabilizing the 
structure of the extracellular region and in calcium gating processes [39]. In chemistry, a 
salt bridge is a combination of two noncovalent interactions: hydrogen bonding and 
electrostatic interactions. The distance between donor and acceptor must be less than 4Å 
[40]. Arg75 could also make salt bridges with Glu187 in Cx26, and this bond between two 
adjacent connexins is important for the stability of the hemichannel [41]. 
Extracellular loops and mutations in this region were studies also through full-atom 
molecular dynamics simulation by Kwon et al. [42]. They identify and characterize Van 
der Waals and electrostatic network that stabilize the parahelices and TM1/E1 bend angles 
of the open Cx26 hemichannel.  According to this study, transition to the closed state is 
Figure 14: representative current traces (a, c, e and g) and conductance-junctional voltage Gj-Vj (b, d, f and h) 
relations taken from the study made by Abrams et al. [36]. The R75K and R75H mutants, in which the positive 
chrge at position 75 is conserved, show steady-state conductance voltage relations similar to those for WT, 
whereas the R75L mutant shows a markedly increased Gmin. 
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initiated by voltage-driven disruption of the networks that stabilize the open-state parahelix 
configuration, allowing the parahelix to protrude into the channel pore to form a loop-gate 
barrier. The double mutation V43A and I74V changes the dynamic properties of the 
electrostatic network. It does not cause new interactions to form or delete existing ones, but 
it reduced flexibility of same residues. They also observed changes in bend angle between 
TM1 and E1.  The consequence of these changes is that, rather than transiting between only 
two conformational states, the mutant channel could also adopt a novel metastable 
conformation. Because the electrostatic network contains charges positioned to sense 
voltage in open and closed states, it is possible that the network comprises the voltage 
sensor for loop gating. 
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CHAPTER 2 – METHODS 
 
 
 
This chapter is focused on the theoretical explanation of the main computational 
techniques used for this thesis work. From the protein-folding problem and how to 
predict a three-dimensional structure for a protein without experimental data, to the 
theoretical approaches to simulate the dynamics of a complex system.  
Since classical molecular dynamics was used to simulate a connexin-32 hemichannel, we 
investigate vantages and limitation in the usage of a classical-based approach and 
explain in detail how to model atoms interactions in this context.   
The last part is dedicated to the software used in this thesis work, and contains a step-
by-step explanation on how to prepare a biological system to perform a MD simulation.     
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1. HOMOLOGY MODELLING 
1.1 Introduction to protein modelling 
The three-dimensional structure of Cx32 is not known. However, its sequence is very 
similar to Cx26 structure, so it is possible to predict its structure through homology 
modelling techniques. A protein’s function is strongly determined by its structure. The 
purpose of protein modelling is to predict the three-dimensional structure of a protein in a 
way as accurate as the best experimental results. Numerous experimental methods are 
available to deduce structural information of biomolecules, but only three can give the 
complete high-resolution information of the relative positions of all atoms in a protein, 
nuclear magnetic resonance spectroscopy (NMR), X-ray crystallography and cryo-electron 
microscopy. Though, many proteins are too large for NMR analysis or cannot be 
crystallized. These techniques are also expensive and take long time, while the sequencing 
of protein is relatively fast, simple and inexpensive. As a result, there is a large gap between 
the number of known protein sequences and the number of known three-dimensional 
structures. When experimental techniques fail, it is necessary to predict the structure from 
the sequence. 
There are two major approaches to predict the native state of a protein: Homology and Ab 
initio methods.  
Homology modelling exploits the fact that proteins with similar sequences, as measured by 
the percentage of identical residues at each position based on an optimal structural 
superposition, often have similar structures. 
Ab initio methods consist in modelling all the energetics involved in the process to find the 
structure with the lowest free energy, it is based on the thermodynamics hypothesis: the 
native structure of a protein is the one for which the free energy achieves the global 
minimum. 
In principle, ab initio method should be the most useful approach, since it is based on 
physical principles rather than on previously solved structures. Recently, Cossio et al. [43] 
performed an exploration of the conformational space of a 60 amino acid polypeptide chain 
described with an accurate all-atom interaction potential. They generated a database of 
around 30,000 compact folds with at least 30% of secondary structure corresponding to 
local minima of the potential energy. This ensemble plausibly represents the universe of 
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protein folds of similar length; indeed, all the known folds are represented in the set with 
good accuracy. However, their study shows that the known folds form a rather small subset, 
which cannot be reproduced by choosing random structures in the database. This study has 
shown that generating a huge set of realistic structures is feasible with a computational 
analysis based only on ab-initio physico-chemical information, with no need of using 
knowledge based potentials as in state-of-the-art approaches to protein structure prediction 
and design. On the other hand, these procedures tend to require vast computational 
resources, and have only been carried out for small proteins. 
 
1.2 Homology modelling 
Among the tree major approaches to tree-dimensional structure prediction homology 
modelling is currently the most efficient one. It is based on two major observations: 
1. The structure of a protein is uniquely determined by its amino acid sequence [44, 45]. 
2. Similar sequences adopt practically identical structures, and distantly related sequences 
still fold into similar structures [46, 47]. 
Rost [48] could derive a limit for this rule, based on the length of the two sequence and the 
percentage of identical residues.  
 
 
Figure 15: The two zones of sequence alignments. Two sequence will fold into the same structure if their length and 
percentage sequence identity fall into the region marked as safe 
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It is possible to predict the structure of sequence A, called the target, if there is a known 
structure for the sequence B, called template, which sequence contain a region of amino 
acid that matches A and fall into the safe region (Figure 15). In practice homology 
modelling is a multistep process that can be summarized in five steps: 
1. Template recognition and alignment: it is necessary to find a good template and to 
align the two sequences if the length is different. Alignment may be a very delicate 
process, because there could be regions of the protein where the percentage of 
identity is very low. To solve the problem, the “multiple sequence alignment” 
concept is used, i.e. a third sequence that aligns easily to both the template and the 
target is used to obtain the correct alignments. The multiple sequence alignment 
implicitly contains information about the structural context: if at a certain position 
only exchanges between hydrophobic residues are observed, it is highly likely that 
this residue is buried. Multiple sequence alignment is useful also to handle deletions 
(missing residues in the model), as shown in Figure 16. 
2. Backbone generation: it consists in the copy of the coordinates of those template 
residues that show up in the alignment with the model sequence. If the two aligned 
Figure 16: Example of a sequence alignment where a three-residue deletion must be modelled. While the first 
alignment appears better when considering just the sequences (a matching proline at position 7), multiple 
sequence alignment leads to a difference conclusion. 
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residue differ, only the backbone coordinates can be copied (N, Cα, C and O), if 
they are the same it is possible to include also the side chain. 
3. Loop modelling: in the majority of cases the alignment between model and template 
sequence contains gaps, either in the model sequence (deletions) or in the template 
sequence (insertions). In the first case one simply omits residues from the template, 
in the second case, one takes the continuous backbone from the template, cuts it, 
and inserts missing residues. These changes in loop conformation are notoriously 
difficult to predict, and only for short loops (5-8 residues) the various methods have 
a reasonable chance to predict a loop conformation that superimposes well on the 
true structure. 
4. Side chain modelling: the approaches to side-chain placement are knowledge based, 
they use libraries of common rotamers (that are the possible side-chain 
conformations, an example is shown in Figure 17) extracted from high-resolution 
X-ray structures. The various rotamers are tried and scored with a variety of energy 
functions. Rotamer prediction could be computationally demanding due to 
combinatorial explosion (the choice of a certain rotamer affects the neighbouring 
residues, which in turn affect their neighbours and so on), although certain 
backbone conformations strongly favour certain rotamers and thus greatly reduce 
the search space. The prediction accuracy is usually high for residues in the 
hydrophobic core, where more than 90% of χ1-angles (that are the torsion angle 
between Cα – Cβ bond) fall within ±20° from experimental values, but much lower 
for residues on the surface where the percentage is often below 50% [49]. 
Figure 17: example of rotamers of tyrosine, the real side chain (cyan) fits in one of them 
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5. Model optimization: to predict the side chain rotamers with high accuracy, it is 
necessary to have the correct backbone, which in turn depends on rotamers and their 
packing. The common approach to such a problem is an iterative one: predict the 
rotamers, then the resulting shifts in the backbone, then the rotamers for the new 
backbone, and so on, until the procedure converges to a minimum of energy. The 
methods used are the same used for loop-modelling, but they are now applied to the 
whole structure, instead of only on isolated loops. This requires an enormous 
precision in the energy function (also called force field). At every energy 
minimization steps some errors are removed, while many small errors may be 
introduced (due to the force filed approximations). If they start accumulating the 
model moves away from the target, as shown in Figure 18. 
Every homology model contains errors, and the number of errors mainly depends on two 
factors. The first is the percentage sequence identity between target and template. If it is 
greater than 90%, the accuracy of the model can be compared to crystallographic structures. 
If the sequence identity is less than 25%, the alignment turns out to be the bottleneck, and 
may led to very large errors. The second factor that influence the accuracy of the model is 
the number of errors in the template.  
Figure 18: average RMSD between models and target during an energy minimization of 14 homology models with two 
different force fields. Both improve the model in the first 500 steps, but then classic force fields start to guide the 
minimization in the wrong direction, away from the target. To reach experimental precision the RMSD should reach values 
around 0.5Å, which is the uncertainty in experimentally determined coordinates [45]. 
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Errors become less of a problem if they can be localized, for example the case in which one 
knows that there is a loop placed incorrectly, but this region is far away from the process 
that is interesting to study.  
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2. CLASSIC MOLECULAR DYNAMICS 
2.1 An introduction on molecular dynamics techniques 
Molecular dynamics is a computer simulation method for studying the physical movements 
of atoms and molecules. They are allowed to interact for a fixed period of time, giving a 
view of the dynamical evolution of the system.  This can serve as a complement to 
conventional experiments. 
Computer simulation act as a bridge between theory and experiment. It is possible to test a 
theory by conducting a simulation using the same model, and test the model by comparing 
it with experimental results. It is also possible to carry out simulations on the computer that 
are difficult or impossible in the laboratory.  
In the study of biological molecules, all the interactions are due to electromagnetic 
phenomena. In principle, through Hellmann-Feynman theorem [50], once the spatial 
distribution of the electrons has been determined by solving the Schrödinger equation all 
the forces in the system can be calculated using classic electrostatic. Though, computational 
methods to solve Schrödinger equations are not so efficient for large systems and could 
become high computationally demanding. In Figure 19 is showed a schematic 
representation for different types of simulations in a length-time diagram.  
Figure 19: length-time diagram for different types of simulation: Quantum mechanics simulation 
(QM), calassical molecular dynamics (MD) and fluidodynamics simulations (continuum) 
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For quantum simulations, typical length and time scales are of order of Å and ps. Classical 
molecular dynamics approximates electronic distributions in a rather coarse-grained 
fashion, the time scale of the system is not dominated by the motion of electrons, but the 
time of intermolecular collision events, rotational motions or intramolecular vibrations, 
which are orders of magnitude slower than those of electron motions. Consequently, the 
time step of integration is larger and trajectory lengths are of order of tens to hundreds of 
ns, depending on the computer facilities at hand (recently a special-purpose supercomputer, 
Anton, designed for MD simulation dramatically increase the speed of calculation, making 
possible for the first time the simulation of biological molecules at an atomic level of detail 
for periods on the order of a millisecond [51]). A possible way to extend molecular 
modelling and bridge it with experimental techniques is to use Coarse-Graining (CG) to 
represent a system by a reduced (in comparison with an all-atom description) number of 
degrees of freedom. The biggest advantage is due to the dramatically reduced number of 
expliit water molecules in the system (water is essential to obtain a realistic environment, 
but in general we are not interested in the dynamics of water particles) and, also, the 
elimination of fine interaction details. As a result, the system requires less sources and runs 
faster. Classical molecular dynamics methods are nowadays applied to a huge class of 
problems, including the study of biomolecules. MD simulations can provide detailed 
information on the fluctuations and conformational changes of protein and nucleic acids.   
Given the complexity of the problem and the intrinsic limits of each class, hybrid methods 
between MD and QM have been developed, which focus the computational effort to obtain 
great detail on specific areas of interest, and approximate the remaining part of the 
molecule. The hard part for these methods is to model in an accurate way the interface 
between the regions. In this work a fully-atomistic classical approach has been used. This 
choice arises from the need to simulate the whole protein behaviour, making QM too 
expansive and not so reliable, due to the high number of interactions involved. Also, since 
we are studying punctual mutations, we need a precision that coarse-grained methods could 
not give. 
 
2.2 Classical Molecular Dynamics 
Classical molecular dynamics simulation consists of the numerical, step-by-step, solution 
of the classical equation of motion, which for a simple atomic system may be written: 
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𝑚𝑚𝑖𝑖𝒓𝒓?̈?𝒊 = 𝒇𝒇𝒊𝒊              𝒇𝒇𝒊𝒊 =  −� 𝜕𝜕𝜕𝜕𝒓𝒓𝑖𝑖�𝒰𝒰   
Equation 1 
It is necessary to be able to calculate the forces 𝒇𝒇𝒊𝒊 acting on the atoms, and these are derived 
from a potential energy 𝒰𝒰(𝒓𝒓N), where 𝒓𝒓N = ( 𝒓𝒓𝟏𝟏, 𝒓𝒓𝟐𝟐, … , 𝒓𝒓𝑵𝑵)  represent the complete set of 
3N atomic coordinates. 
The potential function, as implemented in the AMBER force field, can be divided into 
three parts: 
1. Non-bonded: Lennard-Jones or Buckingham, and Coulomb; are computed on the 
basis of a neighbour list. 
2. Bonded: covalent bond-stretching, angle-bending, improper dihedrals and proper 
dihedrals; are computed on the basis of fixed lists. 
3. Restraints: position restraints, angle restraints, distance restraints, orientation 
restraints; all based on fixed lists, thy are added by the user to investigate specific 
properties.  
The equations are solved simultaneously in small time steps. The system is followed for 
some time, taking care that temperature and pressure remain at the required values. The 
coordinates as a function of time represent a trajectory of the system. 
 
2.3 Non-Bonded interactions 
Computing non-bonded forces is the major issue regarding the speed of the simulation and 
the scaling with the size of the system. In principle, every particle can interact with all the 
other molecules, and a direct calculation for 𝑁𝑁 atoms would take at least 𝑁𝑁2 2 ⁄ operations.   
Non-bonded interactions contain a repulsion term, a dispersion term and a Coulomb term. 
The repulsion and dispersion terms are combined in either the Lennard-Jones or the 
Buckingham potential. In addition, charged atoms act through the Coulomb term.  
 
 
 
  
40 
 
The Lennard-Jones potential 𝑉𝑉𝐿𝐿𝐿𝐿 between two atoms can be written: 
𝑉𝑉𝐿𝐿𝐿𝐿�𝑟𝑟𝑖𝑖𝑖𝑖� = 𝐶𝐶𝑖𝑖𝑖𝑖(12)𝑟𝑟𝑖𝑖𝑖𝑖12 − 𝐶𝐶𝑖𝑖𝑖𝑖(6)𝑟𝑟𝑖𝑖𝑖𝑖6  
Equation 2 
The parameters 𝐶𝐶𝑖𝑖𝑖𝑖
(12) and 𝐶𝐶𝑖𝑖𝑖𝑖(6) depends on pair of atom types, consequently they are taken 
from a matrix of parameters. 
 
Figure 20: Lennard-Jones potential 
 
The Buckingham potential has a more flexible and realistic repulsion term than the 
Lennard-Jones interaction, but it is also more expensive to compute. The potential form is: 
𝑉𝑉�𝑟𝑟𝑖𝑖𝑖𝑖� = 𝐴𝐴𝑖𝑖𝑖𝑖 exp�−𝐵𝐵𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖� − 𝐶𝐶𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖𝑖𝑖6   
Equation 3 
Due to the fast tend to zero of the Lennard-Jones potential (or of the Buckingham potential), 
a reasonably well chosen cut-off distance leads to negligible artefacts, and remarkably 
decrease the speed of simulation.  
The Coulomb interaction between two charged particles is given by: 
𝑉𝑉𝐶𝐶�𝑟𝑟𝑖𝑖𝑖𝑖� = 14𝜋𝜋𝜀𝜀0 𝑞𝑞𝑖𝑖𝑞𝑞𝑖𝑖𝜀𝜀𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 
Equation 4 
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Where, 𝑞𝑞𝑖𝑖 𝑞𝑞𝑖𝑖 are the charges, 𝜀𝜀0 is the permittivity of free space and 𝜀𝜀𝑟𝑟 the relative dielectric 
constant. In the Coulomb interactions, long range effects could be important. Cut-offs also 
can be used in this case, but they could lead to severe artefacts.  
To optimize the calculation of electrostatic potential, in case of periodic boundary 
conditions, Particle Mesh Ewald method can be used. It is based on Ewald summation [52], 
the main idea is to divide the potential in two terms, the long range and the short range 
contributions: 
𝑈𝑈𝑒𝑒𝑒𝑒 = 𝑈𝑈𝑠𝑠𝑟𝑟 + 𝑈𝑈𝑒𝑒𝑟𝑟 
Equation 5 
The short ranged part sums up quickly in direct space, whereas the long ranged one sums 
up quickly in the reciprocal space. Regarding reciprocal part, PME algorithm interpolates 
charges distribution on a discrete grid, making possible the use of fast Fourier transform 
(FFT) algorithm [53]. This method allows for short cut-off distance for the direct sum 
(between 8 and 12 Å) and sums in reciprocal spaces are truncated generally after few terms. 
The algorithm is indeed extremely fast and lead to very small errors. Because of the 
periodicity assumed in Ewald summation periodic boundary conditions should be imposed. 
Moreover, the system needs to be neutral, or it could lead to infinite sums. 
 
2.4 Bonded interactions 
Bonded interactions are based on a fixed list of atoms. They are not exclusively pair 
interactions, but include 3- and 4-body interaction. There are bond stretching (2-body), 
bond angle (3-body), and dihedral angle (4-body) interactions. A special type of dihedral 
interaction (improper dihedral) can be used to force atoms to remain in a plane or to prevent 
transition to a configuration of opposite chirality. 
The simplest molecular model will include terms of the following kind [54]: 
𝑉𝑉𝑏𝑏�𝑟𝑟𝑖𝑖𝑖𝑖� = 12 � 𝑘𝑘𝑖𝑖𝑖𝑖𝑟𝑟 �𝑟𝑟𝑖𝑖𝑖𝑖 − 𝑟𝑟𝑒𝑒𝑒𝑒�2   + 12 � 𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝜃𝜃 �𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 −  𝜃𝜃𝑒𝑒𝑒𝑒�2
𝑏𝑏𝑒𝑒𝑏𝑏𝑏𝑏 
𝑎𝑎𝑏𝑏𝑎𝑎𝑒𝑒𝑒𝑒𝑠𝑠
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠
+ 12 � �𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒𝜑𝜑,𝑚𝑚�1 + cos�𝑚𝑚𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒 −  𝛾𝛾𝑚𝑚��
𝑚𝑚𝑡𝑡𝑏𝑏𝑟𝑟𝑠𝑠𝑖𝑖𝑏𝑏𝑏𝑏 
𝑎𝑎𝑏𝑏𝑎𝑎𝑒𝑒𝑒𝑒𝑠𝑠
 
    Equation 6 
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The bonds will typically involve the separation between two adjacent pair of atoms in a 
molecular framework, and here we assume a harmonic form with specified equilibrium 
separation, that is not the only possible.  
The bend angles 𝜃𝜃𝑖𝑖𝑖𝑖𝑖𝑖 are between successive bond vectors and therefore involve three atom 
coordinates. Usually this term is taken to be quadratic in the angular displacement from the 
equilibrium value, although sometimes periodic functions are also used. 
The torsion angles  𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒 are defined in terms of three connected bonds, hence four atomic 
coordinates: cos𝜑𝜑𝑖𝑖𝑖𝑖𝑖𝑖𝑒𝑒 =  −𝒏𝒏�𝒊𝒊𝒊𝒊𝒊𝒊 ∙  𝒏𝒏�𝒊𝒊𝒊𝒊𝒋𝒋     
Equation 7 
where   𝒏𝒏𝒊𝒊𝒊𝒊𝒊𝒊 = 𝒓𝒓𝒊𝒊𝒊𝒊×𝒓𝒓𝒊𝒊𝒊𝒊 , 𝒏𝒏𝒊𝒊𝒊𝒊𝒋𝒋 = 𝒓𝒓𝒊𝒊𝒊𝒊×𝒓𝒓𝒊𝒊𝒋𝒋  and  𝒏𝒏� = 𝒏𝒏 𝑛𝑛⁄  is the unit normal to the plane 
defined by each pair of bonds. An example of dihedral potential is shown in Figure 21. A 
simulation package force-field will specify the exact form of Equation 6 and the various 
strength of parameters and constants. Fore large molecules (proteins, polymers) in 
condensed phase, there are specific force fields, such as AMBER, CHARMM, GROMOS 
and OPLS. Their parameters are typically determined by quantum chemical calculations 
combined with thermophysical and phase coexistence data.  
Figure 21: example of periodic dihedral potential 
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Figure 22: simple chain molecule, illustrating the definition of interatomic distance 𝑟𝑟23, bend angle 𝜃𝜃234 and torsion 
angle 𝜑𝜑1234 . 
 
 
2.5 Restraints 
Special potentials are used for imposing restraints on the motion of the system, either to 
avoid disastrous deviations or to include knowledge from experimental data. They are not 
really part of the force field and the reliability of the parameters is not important. 
Position restraint are used to restrain particle in fixed positions. They can be used during 
equilibration in order to avoid drastic rearrangements of critical parts (e.g. to restrain a 
motion in a protein that is subjected to large solvent forces when the solvent is not yet 
equilibrated as in 
  
Membrane addition and restrained MD). It is possible also to restrain angles, dihedrals or 
distances. 
 
2.6 Water models 
Simulating a single protein can offer insights about interactions between its atoms, but 
interactions with the surrounding environment would be neglected. Indeed, solvation 
effects are generally as important as internal interactions. 
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In vacuo simulations can be used to energetically minimize models to fix clashes or to do 
very short equilibration runs, however production runs should include a way to simulate 
solvation. Water models can be either explicit or implicit. 
Explicit models introduce effective water molecules in the system. Since water has 
important and very typical properties and behaviour, explicit modelling in terms of 
“classical” atoms is not a trivial problem and a wide range of models have been proposed. 
The choice of the correct one for the system depends on simulation requirements. For 
example, simulating ice rather than liquid water will require two different models or 
modified parameters to correctly fit key properties. Explicit water models can be classified 
from the number of atoms, the inclusion of polarization effects and flexibility of the 
molecule. Most used models in MD are three point ones (especially TIP3P [55]). It uses 
three atoms in a fixed geometry to which is given a charge to simulate water dipole moment. 
Only the oxygen atom interacts via Van der Waals potential. Other models can include 
additional “dummy” atoms (i.e. atom with no mass that interact only by coulomb potential) 
to better reproduce the electrostatic distribution around the molecule, or introducing 
additional potential terms to simulate polarization. However, this results in dramatically 
increased simulation workload, from which the preference for three point models. 
Implicit water models compute the energetic effects of inserting the molecule in a 
continuous, high dielectric medium instead of introducing explicit water molecules. 
Computing solvation free energy would require in principle to solve the Poisson-
Boltzmann(PB) equation [56], however its computational cost is very high. Approximated 
methods to solve PB equation like Generalized Born model have been developed, making 
implicit water a viable alternative to explicit methods. Implicit methods have the advantage 
of eliminating the need for the equilibration of water around the solute, and the absence of 
viscosity, which allows the protein to more quickly explore configuration space. 
 
2.7 Classical MD simulation limits  
It is useful to consider the limitation of MD simulations to evaluate the accuracy of the 
simulation: 
1. The simulations are classical: the use of classical mechanics is all right for most 
atoms at normal temperatures, but there are exceptions. For example, a proton may 
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tunnel through a potential barrier in the course of a transfer over a hydrogen bond, 
and such process cannot be properly treated. 
2. Electrons are in the ground state: it is used a conservative force field that is a 
function of the position of the atoms only. This means that the electronic motions 
are not considered: the electron are supposed to adjust their dynamics instantly 
when the atomic position changes (Born-Oppenheimer approximation). For 
biological systems at room temperature (~25°C) this is a good approximation, but 
it means that chemical reaction cannot be treated properly.  
3. Force fields are approximate: force field provide the forces, but the form of the 
forces is subject to limitations and it does not contain fine-tuning of bonded 
interactions. 
4. The force field is pair additive: all non-bonded forces result from the sum of non-
bonded interactions, non-pair-additive interactions (the most important example of 
which is interaction through atomic polarizability) are represented by effective pair 
potentials, and they are not valid for isolated pairs or situations that differ 
appreciably from the test system on which the models were parametrized. 
It can also be useful to consider some limitations that are not directly related to MD 
approximations, but are linked to computational limits. Long range interactions are cut-off 
and boundary conditions are unreal: since system size is small, a cluster of particles will 
have a lot of unwanted boundary with its environment (vacuum). To avoid this periodic 
boundary condition are used, but, since liquids are not crystals, something unnatural 
remains. For large systems, such as the one studied in this work, the errors linked to periodic 
boundary conditions can be considered small.  
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3. MD SIMULATION USING GROMACS 
GROMACS is an engine to perform molecular dynamics simulations and energy 
minimization. After obtaining a 3D structure of the protein (through experimental 
techniques or theoretical predictions, as shown in Homology modelling), GROMACS 
provides tools to prepare the system and run MD simulations. The preparation of the system 
is the most important stage in MD: the simulations are used to understand experimental 
observation, to test hypothesis or as a basis for new hypothesis to be assessed 
experimentally.  
 
3.1 Energy minimization 
A molecule is defined by the coordinates of the atoms as well as by a description of the 
bonded and non-bonded interactions. Since the structure obtained by the model only 
contains the coordinates, it is necessary to describe the system in terms of atom types, 
charges, bonds. All this information is contained in a topology file, and is specific to a 
peculiar force field. In this work we use the AMBER-ff14SB force field [57]. When a 
topology file is created with GROMACS, all the hydrogen atoms can be removed and 
rebuilded according to the description in the force field. 
This starting configuration could be very far from equilibrium, the forces may be 
excessively large and the MD simulation may fail, so an energy minimization is required. 
GROMACS provides several minimization algorithms. Here we used the steepest descent 
algorithm, that is not the most efficient, but it is robust and easy to implement. 
It is defined the vector 𝒓𝒓 as the vector of all 3𝑁𝑁 coordinates. First the forces 𝑭𝑭 and potential 
energy are calculated, and then the new position are determined by the formula: 
𝒓𝒓𝒏𝒏+𝟏𝟏 = 𝒓𝒓𝒏𝒏 + 𝑭𝑭𝒏𝒏max(|𝑭𝑭𝒏𝒏|) ℎ𝑏𝑏 
Equation 8 
Where ℎ𝑏𝑏 is the maximum displacement (a maximum displacement ℎ0 must be given), 𝐹𝐹𝑏𝑏 
is the force (the negative gradient of the potential V), max(|𝑭𝑭𝒏𝒏|) means the largest of the 
absolute values of the force components. The forces and energy are again computed for the 
new position: 
 47 
 
− If (𝑉𝑉𝑏𝑏+1 <  𝑉𝑉𝑏𝑏) the new positions are accepted and ℎ𝑏𝑏+1 = 1.2ℎ𝑏𝑏 
− If (𝑉𝑉𝑏𝑏+1 ≥  𝑉𝑉𝑏𝑏) the new positions are rejected and ℎ𝑏𝑏 =  0.2ℎ𝑏𝑏 
The algorithm stops when either a user specified number of force evaluations has been 
performed (in our case 500 steps) or when the maximum of the absolute values of the forces 
components is smaller than a specified value ε. 
  
3.2 Membrane addition and restrained MD 
Since connexins are transmembrane proteins, before adding the solvent, we inserted the 
hemichannel in the membrane. The membrane, composed of a phospholipid bilayer, is 
positioned in the centre of the transmembrane region of the protein. Then all the 
phospholipid that were at less than 3Å of distance from the protein were removed and the 
solvent was added. All the water and the ions inside the membrane have to been removed, 
and the membrane needs to adapt the protein and to adjust its position in the z coordinate. 
To do this, we allow the solvent and the membrane to move freely, while keeping the heavy 
atoms of the protein fixed to the reference position 𝑹𝑹𝑖𝑖, using a harmonic potential in the 
following form: 
𝑉𝑉𝑝𝑝𝑟𝑟(𝒓𝒓𝑖𝑖) = 12𝑘𝑘𝑝𝑝𝑟𝑟|𝒓𝒓𝑖𝑖 − 𝑹𝑹𝑖𝑖|2 
This is one actual MD simulation. At the end of the simulation the water is expelled by the 
membrane and the hole around the protein is closed. 
 
3.3 Solvent addition 
The biological systems can be put in realistic environment, by adding the solvent. Usually, 
simulations are performed under periodic boundary conditions, meaning that a single unit 
cell is defined, which can be stacked in a space filling way. In this way, an infinite periodic 
system can be simulated, avoiding edge effects due to the wall of the simulation volume. 
The simplest shape, used also in this work, is the cubic shape.  
When the unit cell is set up, solvent can be added. GROMACS provides several models, 
that are linked to the chosen force field. In this work, AMBER force field are used with the 
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three points water model. The following step consist in the addition of ions, that have two 
reasons:  
− the first one is to make the system more similar to the natural extracellular space: 
for this reason, we choose to add K+ and Cl– ions and specify a concentration of 
0.15M 
− second reason is to make the system neutral: if the total charge in the box is not 
null, the total charge of the system composed by infinite boxes will be infinite. 
The generation of the solvent, as well as the placement of the ions, may cause unfavourable 
interactions (overlapping of atoms, equal charges too close together, …), therefore the 
energy of the system is minimized again. 
  
3.4 Temperature and pressure coupling 
While direct use of molecular dynamics gives rise to the NVE (constant number, constant 
volume and constant energy) ensemble, most quantities that we wish to calculate are from 
a constant temperature (NVT) ensemble, the canonical ensemble, or from a NPT ensemble. 
To control the temperature, before starting the MD simulation is necessary to set a 
thermostat.  
Here we use the velocity-rescaled thermostat, that is based on Berendsen algorithm. This 
algorithm mimics weak coupling with first-order kinetics to an external heat bath with 
given temperature 𝑇𝑇0. A deviation of the system temperature from 𝑇𝑇0 is slowly corrected 
according to: 
𝑑𝑑𝑇𝑇
𝑑𝑑𝑑𝑑
= 𝑇𝑇0 − 𝑇𝑇
𝜏𝜏
 
Equation 9 
A temperature deviation decays exponentially with a time constant 𝜏𝜏.  
This thermostat suppresses the fluctuations of kinetic energy. That means that it does not 
generate a proper canonical ensemble, so rigorously, the sample will be incorrect. The error 
scales with 1/𝑁𝑁, so for very large systems most ensemble averages will not be affected 
significantly, except for the distribution of the kinetic energy itself. However, fluctuation 
properties, such as the heat capacity, will be affected.  
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To produce a correct ensemble, it is possible to add a stochastic term that ensures a 
correct kinetic energy distribution: 
𝑑𝑑𝑑𝑑 = (𝑑𝑑0 − 𝑑𝑑 )𝑑𝑑𝑑𝑑𝜏𝜏𝑇𝑇 + 2 �𝑑𝑑𝑑𝑑0𝑁𝑁𝑓𝑓 𝑑𝑑𝑑𝑑√𝜏𝜏𝑇𝑇  
Equation 10 
Where K is the kinetic energy, 𝑁𝑁𝑓𝑓 the number of degrees of freedom and 𝑑𝑑𝑑𝑑 a Wiener 
process.  
The system can also be coupled to a “pressure bath”. GROMACS supports several 
algorithms, here the Berendsen pressure coupling was used. This algorithm rescales the 
coordinates and the box vectors every step with a matrix μ, which has the effect of a first 
order kinetic relaxation of the pressure towards a given reference pressure 𝑷𝑷𝟎𝟎  according 
to: 
𝑑𝑑𝑷𝑷
𝑑𝑑𝑑𝑑
= 𝑷𝑷𝟎𝟎 − 𝑷𝑷
𝜏𝜏𝑃𝑃
 
Equation 11 
The scaling matrix μ is given by: 
𝜇𝜇𝑖𝑖𝑖𝑖 =  𝛿𝛿𝑖𝑖𝑖𝑖 − ∆𝑑𝑑3𝜏𝜏𝑃𝑃 𝛽𝛽𝑖𝑖𝑖𝑖�𝑃𝑃0𝑖𝑖𝑖𝑖 − 𝑃𝑃(𝑖𝑖𝑖𝑖)(𝑑𝑑)� 
Equation 12 
Where β is the thermal compressibility of the system, for water at 1atm and 300K 𝛽𝛽 =4.6 ×10−10𝑃𝑃𝑎𝑎−1. 
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3.5 MD simulation 
Last step consists in running the MD simulation which produces a trajectory to analyse. 
This study is focused on Cx32 and three mutants, for each protein we performed a 
simulation of 500ns of dynamics. The global algorithm for MD is represented in Figure 23.   
Figure 23:global flow scheme for MD simulations 
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CHAPTER 3 – CX32 SIMULATIONS FOR 
WT AND MUTANTS 
 
 
In this chapter, we present an in-silico model of the human Connexin 32 hemichannel: 
the prediction of the three-dimensional structure, the actual MD simulation of the 
dynamic and a model for three mutants, H73L V63I and V181M, that are involved in 
Charcot-Marie-Tooth disease, to study how these mutations may be involved in 
malfunction of the channel. Then we present the main results obtained from the 
analysis of the trajectories of the wild type connexin 32 protein and the three mutants. 
The first part of the analysis is dedicated to global conformational changes, investigated 
through the flexibility of the hemichannel, that is related to its function. 
The second part is focused on the electrostatic bonds that stabilize the connexin, and on 
the variation of these bonds due to the mutations. Another section is dedicated to the 
analysis of the radius of the hemichannel pore. 
Last part concerns a conformational change in the bend angle between the two alpha 
helices that forms TM2 domain, that occurs in H73L mutant.  
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1. A MODEL OF CX32 STRUCTURE FOR WT AND MUTANTS 
The three-dimensional structure for Cx32 protein has not be experimentally determined, so 
we predict it through homology modelling techniques. The most accurate structural 
information on connexin channels have been reported for human Cx26 junctional channel 
by Maeda et al. [15].  This structure presents a 70% of sequence identity with Cx32 
connexin sequence, and can be used as a template during the modelling process. Main 
differences between these two connexins reside in the C-terminus: as shown in Figure 24 
the C-terminus of Cx32, represented in orange, is longer (Cx32 is composed of 283 
residues, while Cx26 is made up of 226 amino acids).  Since the method is based on the 
comparison between these two structures, this segment of the protein is predicted randomly 
and it may not be correct. Although, this work is focused on mutations in the EL region and 
errors in predicting the 3D structure in the C-terminus do not affect the simulations or the 
results.  
 
Figure 24:Sequence alignment between target and template (top) and X-ray cristallographic 3D structure for Cx26 and 
Cx32 model obtained throuh Phhyre2 server (bottom) 
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After the starting structure for the wild type was modelled, the model for the mutants was 
made using Swiss-PdbViewer software. It allows to browse a rotamer library to change 
amino acid side chains. In Figure 25 is showed a graphical representation of a single 
connexin of the model obtained for WT and mutants, where are highlighted the changed 
amino acids.  
 
  
Figure 25: WT and mutants. The mutated amino acid is highlighted with a VdW representation. 
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2. PREPARATION OF THE SYSTEM AND MD SIMULATIONS 
We first perform an energy minimization of the model and then the hemichannel was placed 
in a lipid bilayer membrane and solvated by adding 46158 molecules of water (as explained 
in MD simulation using GROMACS). To simulate a realistic environment and neutralise 
the system, also 88 K+ and 148 Cl– were added.  Then a restrained MD simulation was 
performed, in order to adjust membrane position. In Figure 26 is represented the effect of 
restrained molecular dynamics on the membrane and on the solvent for the Cx32 wild-type 
model. The simulation, runned for a total time of 10ns with a constant 𝑘𝑘𝑝𝑝𝑟𝑟 =1000 𝑖𝑖𝐿𝐿
𝑚𝑚𝑏𝑏𝑒𝑒×𝑏𝑏𝑚𝑚2, fulfilled our purpose: all water molecules were expelled from the membrane 
and the phospholipids cover the empty space around the protein. 
 
 
Figure 26: effect of restrained MD after 10 ns of simulation on the membrane (top) and on the solvent (bottom) 
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A molecular dynamics simulation was performed on the model in NTP ensemble, setting a 
Berendesen velocity rescaled thermostat to a 300K temperature bath, and fixing the 
pressure at 1atm (see Temperature and pressure coupling). For all four connexin 
hemichannels (WT and H73L, V63I, V181M mutants), the system was allowed to evolve 
for 500ns. The time-step was set at 2fs and, in order to physically save space, new 
coordinates were saved every 100ps. The final trajectories are composed by 5000 frames, 
each representing 100ps of dynamics. In Figure 27 is represented the WT hemichannel in 
membrane, with solvent and ions, after 500 ns of simulation. 
 
 
  
Figure 27: grafical rapresentation of the WT hemichannel after 500ns of simulation 
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3. PRELIMINARY ANALYSIS: FLEXIBILITY 
The first step in the analysis of the trajectories was to investigate the possibility that the 
mutation led to big changes in the 3D structure or in the flexibility of the protein. 
To analyse the stability of the system, the Root Mean Square Deviation (RMSD) from the 
starting configuration was computed along the trajectory. RMSD was calculated according 
to the formula: 
𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 = �1
𝑁𝑁
�𝛿𝛿𝑖𝑖
2
𝑁𝑁
𝑖𝑖=1
 
Equation 13 
Figure 28: RMSD over time calculated for WT and H73L mutant 
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where N is the number of backbone atoms and 𝛿𝛿𝑖𝑖 the distance between atom i and the 
reference structure. In the calculation of RMSD it is taken as a reference the first frame of 
the trajectory, corresponding to time 𝑑𝑑 = 0. It was decided to exclude from the calculation 
of RMSD also the C-terminus (all residues from position 215 to 283). As we can see from 
Figure 28, all the systems are stable, they reach a stable plateau and the RMSD stabilizes 
at a value of ~4Å for all the proteins. 
Proteins, like all molecules, undergo structural fluctuations in physiological condition. 
Protein structural fluctuation is a manifestation of protein flexibility, which strongly 
correlates to protein function. The analysis of the Root Mean Square Fluctuations (RMSF) 
is useful to verify if the simulated connexin has the expected behaviour. It is also interesting 
to compare WT and mutant flexibility. 
RMSF is defined as the standard deviation of atomic positions in the trajectory: 
𝑅𝑅𝑀𝑀𝑀𝑀𝐹𝐹 =  �� 1
𝑇𝑇 − 𝑑𝑑1
��(𝑥𝑥 − 𝑥𝑥𝑖𝑖)2𝑇𝑇
𝑡𝑡=𝑡𝑡1
 
Equation 14 
It is calculated using the gmx rmsf tool provided by GROMACS, where T is the total time 
of simulation, from time t1 the simulation is stable, 𝑥𝑥 is the time-average position of the 
atom and xi is the position of that atom at time i. 
The RMSF has been calculated for each alpha-carbon, separately for each connexin in the 
hemichannel, and then has been calculated the average RMSF over the six connexins. 
It has not been calculated from the first frame of the trajectory because, from RMSD 
analysis, we can see that the system needs ~50-100ns to reach the plateau and to stay stable 
(Figure 28), here the system was considered stable from t1 = 100 ns.  
As expected, the connexin has 3 peaks of flexibility in the region corresponding to the 
extracellular and cytoplasmatic loops, while the α-helices in the transmembrane region are 
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the most rigid (𝑅𝑅𝑀𝑀𝑀𝑀𝐹𝐹 < 0.1 𝑛𝑛𝑚𝑚). We cannot observe big differences in fluctuations 
between mutants and WT.   
Figure 29: RMSF calculated for WT (red) and mutants H73L (blue), V63I (green), V181M (black) after a 500ns MD 
simulation. Boxes with different colours highlight the different regions of the protein (N-terminus in light-blue, 
transmembrane domains in orange, extracellular loops in red and cytoplasmic loop in green). We exclude the 
region after the 215th residue, that is the region of the C-terminus and is characterized by high fluctuations for all 
the connexins. As discussed in section Homology modelling, this region was predicted randomly, and we cannot 
consider relevant this information.  
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4. WEAKENING OF THE ELECTROSTATIC INTERACTIONS DUE TO 
H73L MUTATION 
4.1 Electrostatic stability at the border between EM1 and TM2 
The analysis on the rigidity of the hemichannel shows that there are not global 
conformational changes in the structure after 500ns of dynamics. It is necessary to 
investigate in detail the region around the amino acid at position 73.    
As shown in Connexin 32, Mutations and Diseases the arginine at position 75, that is highly 
conserved among all connexin, has a critical role in voltage gating and also in the stability 
of the hexametric structure of the channel, because of the salt bridges that forms with the 
nearby residues. From the chemical definition, the distance between donor and acceptor 
must be less than 4Å [40].  Visualising the trajectories, we can clearly see that both WT and 
H73L could form salt bridges between Arg75 and Glu47 and between Arg75 and Glu186 
(Figure 30). Also, not all this bonds seem stable along time.  Since a single residue could 
not form simultaneously two salt bridges, because it implies the sharing of an extra charge, 
it is difficult to understand if there is a formation of a salt bridge, or if it is a hydrogen bond. 
From now on we refer to this bond more generally as electrostatic bond.   
 
Figure 30: electromagnetic bonds between Arg75 (purple), Glu47 (violet) and Glu186 (light blue) in the WT 
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In Figure 31 are represented the distance between the Cζ of Arg75 and Cδ of Glu47 and 
Glu186 respectively, on the top for WT and on the bottom for H73L mutant. Each colour 
represents a different connexin in the hemichannel.  
Since this is not the distance between the actual atoms involved in the electrostatic bond, 
but between the nearest carbon atoms, the bond is considered stable if the distance is below 
5Å. 
 
We can see that the bond between Arg75 and Glu186 is very stable in the WT: in one of 
the six connexin it breaks in the very beginning, but after only 50ns of simulations the link 
is stable again, while it breaks in two out of six connexins of the H73L mutant. Also, the 
bond between Arg75 and Glu47 is more stable in the WT, at the end of 500ns only one of 
the bonds is broken. Along the simulation all the Arg75-Glu47 bonds seem to be less strong 
than Arg75-Glu186 bonds for both WT and mutant. 
Figure 31: Analysis of the distance between Arg75 and Glu47Glu186 through 500ns of MD simulation 
H73L WT Glu47-Arg75 
Glu186-
Arg75 
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Visualising the trajectories and from these results, it seems that in the H73L sometimes 
both the electrostatic bonds break, while in the WT at least one of the two remains stable 
along all 500ns of simulation. An example of these two situations is shown in  Figure 32.  
To quantify this, the trajectories were analysed with the Timeline plugin for VMD, that 
compute for each time step if the distance between the donor and the acceptor of the 
selected residues is below the cut-off distance of 4Å (and returns a 1 in output) or not (and 
returns a 0). Each connexin was analysed separately, and then a statistical analysis on the 
probability of the formation of the electrostatic bonds was performed, counting the total 
number of positive results. The analysis is shown in Table 1. The data follow a binomial 
distribution, but the number of trials is large enough to approximate it with a normal 
distribution, so the error associated to each percentage is simply √𝑁𝑁 (where N is the number 
of positive counts) normalized by the total trials. The size of the sample was corrected 
considering the autocorrelation time to find the effective sample size, since the data are not 
statistically independent. If N is the size of the sample and τ the autocorrelation time, the 
effective number of independent samples is 𝑛𝑛𝑒𝑒𝑓𝑓𝑓𝑓 = 𝑏𝑏𝜏𝜏 . Autocorrelation time was computed 
following the methods found in [58]. 
Figure 32 examples of broken electrostatic bonds during the simulation. On the left both bonds are broken in the mutant, on 
the right the bond only the bond between Arg75 and Glu47 remains unbroken. 
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 WT H73L 
BOTH BONDS BROKEN 0.20 ± 0.08 % 22.4 ± 0.4 % 
ARG75-GLU186 BROKEN 4.8 ± 0.4 % 19.2 ± 0.6 % 
ARG75-GLU47 BROKEN 32.7 ± 1 % 25.7 ± 0.8 % 
BOTH BONDS STABLE 62.3 ± 1.2 % 32.7 ± 1 % 
 
Table 1: electrostatic bonds 
 
The difference between WT and mutant is substantial. To test if the difference was 
significant, the p-value was calculated: all the p-values calculated were < 0.0001, so we 
can conclude that a significant difference exists in all the four cases between WT and 
mutant H73L. While in the WT in most of the cases both bonds are stable, and the 
probability of the simultaneous break is almost null, in the H73L mutant these bonds are 
significantly weaker. 
Figure 33: graphical representation of the probability of the breaking of an electrostatic bond between ARG75 
and GLU47GLU186. All the p-values are < 0.0001. 
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4.2 Electrostatic network in the parahelix 
Several theoretical studies on connexin channels based on MD simulations [39, 42, 59] 
(how discussed in Connexin 32, Mutations and Diseases), show that the electrostatic 
interaction network between the residues in the extracellular loops plays a determinant role 
in stabilizing the hemichannel, in the voltage gating process and it is also involved in 
calcium binding. It is interesting to investigate if the mutation H73L has led to alteration in 
this electrostatic network, that can cause loss of function in the hemichannel. 
 
An electrostatic network in the area around Arg75 was build using the VMD tool Hydrogen 
bonds (Figure 34). The plugin provides options for two selections, and consider formed the 
hydrogen bond if the distance between donor (D) and acceptor (A) is less than the cut-off 
distance and the angle D-H-A is less than the cut-off angle. The interaction list was prepared 
setting the cut-off distance at 3Å and the cut-off angle at 150°.  
In Figure 35 is represented the frequency of the interactions through time. The interaction 
network involves both residues on the same connexin and residues in the adjacent fragment. 
From this analysis, we can see that the mutant most of the bindings become weaker, and 
also Glu47 forms a new bond with Ser42. 
Figure 34: electrostatic network. Left: schematic representation in which residues respectively in pink and in green are 
part of the same connexin, in red are represented the links that weakens in the mutant, in blue the bonds that become 
stronger and in black the invariant ones. Right: graphical cartoon representation of the connexin hemichannel, with 
highlighted the involved residues 
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 WT H73L P-VALUE 
SER72-TRP44 13% 3% < 0.0001 
ARG183-GLU47 48% 51% 0.06 
ARG75-GLU47 63% 56% < 0.0001 
TYR65-GLU47 23% 8% < 0.0001 
SER72-GLU47 7% 31% < 0.0001 
SER72-GLU186 22% 23% 0.45 
SER72-ARG75 27% 8% < 0.0001 
ARG75-GLU186 89% 63% < 0.0001 
ARG75-ARG183 28% 6% < 0.0001 
ARG183-GLU186 77% 45% < 0.0001 
SER42-GLU47 - 11% - 
ARG75-SER42 33% 35% 0.2 
 
Table 2: frequency of electrostatic interaction, there is a significant difference between WT and mutant for all the 
bonds, except for the bonds between three of them (ARG75-GLU47, SER72-GLU186, ARG75-SER42), with a 
significance cut-off α=0.05 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Probability of interaction
WT H73L
Figure 35: comparison between the electrostatic network occupancy in WT and H73L mutant. The star represent a  
p-value <0.0001 
  
66 
 
Intra-subunit interactions 
Eight out of the twelve total interactions involve residues that are part of the same connexin. 
The interaction Arg75-Ser42 is the only interaction that, in the mutant, remains as strong 
as it is in the WT. All the other interactions become weaker. Despite the interaction between 
Ser72 and Arg47 that has a 31% of frequency in the H73L mutant, against only 7% in the 
WT. There is also a new bondage between Ser42-Arg47 that doesn’t occur in the WT. 
These two residues are part of the parahelix and according to Kwon et al. [42] the stability 
of the interaction network in this region is crucial to stabilize the open state of the channel. 
Beside the interaction between Glu186 and Arg183, all the other interactions involve the 
first extracellular loop, and may be involved in voltage gating process.  Another result 
related to the weakening of all these electrostatic bonds can be found in the 3D structure of 
the parahelix by measuring the probability of the residues from position 42 to position 52 
to be in α-helix conformation, we noticed a decrease from 16.0 ± 0.5% in the WT to 13.4 ± 0.3% in the H73L mutant. Moreover, we also noticed a difference in the diameter 
of the pore. In particular, the diameter calculated measuring the distances between Cα of 
Trp44 in H73L is ~3Å bigger than in the WT (Figure 36, Table 3). 
 
 
 
Figure 36: diameter of the pore estimated measuring the distance between alpha carbon of Trp44 for WT (green trace) 
and H73L mutant (red trace) 
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 WT H73L 
DIAMETER (Å) 27.1±0.3 29.9±0.2 
 
Table 3: diameter of the pore, obtained from the distances between αC of Trp44 
 
Trp44 is very close to His73, when we mutate the histidine with a leucine, there is a 
difference in the volume occupied by these two residues: in the WT Trp44 is stabilized in 
his position by the volume occupied by the imidazole ring of the histidine (Figure 37). This 
does not happen in the mutant, so Trp44 is freer to move and the diameter become wider. 
This can have, therefore, the differences in the α-helix percentage, that is a signal of reduced 
rigidity of the parahelix that may led to weakening of the electrostatic network. 
 
 
 
 
 
 
Figure 37: comparison between residues at position 44 (Trp) and 73 (respectively Leu and His) in the mutant H73L, on 
the left, and in the WT, on the right. 
TRP44 
    HIS73 
LEU73 
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Inter-subunit interactions 
Inter subunit interactions are crucial for the stability of the hemichannel, variations in this 
part of the network may influence the stability of the channel itself. 
The interactions that involves Arg75 becomes less frequent in the mutant, that is a 
confirmation of the salt bridge analysis in the previous section. The other interactions in 
the mutant remains as stable as they were in the WT. This result is in according with the 
analysis on the mobility of the protein:  we couldn’t find changes in the flexibility of the 
hemichannel, while if all the bindings between adjacent connexin were weaker, probably 
there would be a difference in the mobility of the extracellular loops.   
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5. ANALYSIS OF THE PORE DIAMETER 
As seen in the previous chapter, the weakening of the electrostatic network in the parahelix 
(the segment between residues at position 42 and 52), is linked also to a variation in the 
diameter of the pore. We decided to analyse in detail the diameter of the pore of both WT 
and H73L mutant, since it influences channel permeability. The analysis was performs 
using the HOLE software [60], that can extract a profile of the pore radius using a spherical 
probe to test the accessible space of the internal part of the protein, taking in account of the 
volume occupied by the amino acids, and it returns channel radius dependence from the 
axial coordinate (z position). The algorithm uses a Monte Carlo simulated annealing 
procedure to find the best route for a sphere with variable radius to squeeze through the 
channel.  
The analysis was performed using a set of 100 representative coordinates, each one taken 
between 200ns and 500ns every 30ns. The channel should be stable in this range of times, 
as we can see from the RMSD analysis in the chapter Preliminary analysis: flexibility (page 
57). To confirm the stability of the channel, we analysed separately the radius profile in the 
ranges 200-300ns, 300-400ns and 400-500ns, and compute the average and standard 
deviation (Figure 38). From this analysis, we can see that the traces that correspond to the 
average radius of the pore in the range between 200ns and 300ns (black trace) is, in both 
WT and H73L mutant, different from the other traces. The other two profiles are 
comparable, since there are not big changes in the pore radius along all the pore axis. We 
can conclude that the pore radius reaches a stable conformation only after 300ns. The next 
analysis is performed only considering the coordinates between 300 and 500 nanoseconds.  
Figure 38: radius of the pore, computed separately in the time ranges 200-300ns, 300-400ns and 400-500ns, for both WT 
and mutant, in order to test the stability of the channel. 
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In Figure 39 is represented the average radius of the pore for WT and H73L mutant, where 
the error was computed as the standard deviation error, as well as a graphical representation 
of the pore. As we can see, comparing the two traces, WT is in a more closed configuration 
than the mutant. In addition, in the area between 90Å and 110Å, that corresponds to the 
parahelix (residues from position 42 to position 52 of the sequence), the two channels show 
an opposite behaviour: while WT tends to close, H73L mutant stays in a more open 
configuration. This result confirms the qualitative analysis made in Intra-subunit 
interactions (page 66): in this model of the hemichannel, the mutant has a wider diameter 
than the WT in the extracellular side of the connexon.  
Figure 39: top: average radius of the channel pore, computed for WT (red) and H73L mutant (orange), in the time 
range from 200 to 500ns, the p-value computed in the parahelix area is  < 10−6 ; bottom: graphical representation of 
the mutant hemichannel, aligned along the Z axis. 
Parahelix NT 
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6. CHANGES IN THE BEND ANGLE BETWEEN α-HELICES IN TM2 IN 
H73L MUTANT 
The second transmembrane domain in connexin-32 is composed by two α-helices that form 
proline-kink motif at position 87. This kind of structure is present in several transmembrane 
proteins, and it is supposed to have a functional role, mostly due to its flexibility. 
Experimental studies on Cx32 gap-junctions, show that mutations on residue at positon 86 
affect channel function, and the mutated channel close at a smaller trans junctional voltage 
(Ri et al. [61]).  A graphical representation of the second TM domain is shown in Figure 
40, where we can clearly see the proline-kink motif introduced by the Pro87: the alpha helix 
is broken into two different segments.  
 We measured the angle between the Cα of the residues at position 73 86 and 106 in the 
model of Cx32, for both WT and H73L mutant (Figure 41). 
  
 
 
 
 
 WT H73L 
AVERAGE ANGLE 161.4±1.1 156.3±2.4 
COMPATIBILITY 1.9 
 
Table 4: average angle between residues 73-87-106 
Figure 40: cartoon representation of the second TM, residues at position 73, 87 and 106 are highlighted in the 
graphical representation, as well as the angle ϑ 
Leu106 
Pro87 
His73 
ϑ 
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The average angle for WT and mutant is represented in Table 4. We can see that the 
difference in the average angle is about 5 degrees. The compatibility, calculated through 
the formula: 
  𝜆𝜆 = 𝜃𝜃𝑊𝑊𝑇𝑇 − 𝜃𝜃𝐻𝐻73𝐿𝐿
�𝜎𝜎𝑊𝑊𝑇𝑇
2 + 𝜎𝜎𝐻𝐻73𝐿𝐿2    
Equation 15 
with a value < 2 indicates that, within the error, the two angles are comparable. 
On the other hand, from Figure 41we can see that the difference does not involve all the 
connexins, there is a considerable asymmetry: four connexin has the same behaviour of the 
WT, while in two connexins the angle stabilises at ~140°. 
We want to investigate if this variation in the bend angle is due to the mutation, or it is 
simply another stable state of the hemichannel. Starting from the structure at time 0ns, we 
stress the angle between residues at position 73 87 and 106, imposing a restraint on the 
angle, and then let the system relax to a stable conformation.  
A short simulation (10ns) was performed with the addition of a potential of the form:  
𝑉𝑉(𝒓𝒓𝟕𝟕𝟕𝟕, 𝒓𝒓𝟖𝟖𝟕𝟕, 𝒓𝒓𝟏𝟏𝟎𝟎𝟏𝟏) = 𝑘𝑘(1 − cos(𝜗𝜗 − 𝜗𝜗0)) 
𝜗𝜗 = arccos �  𝒓𝒓𝟖𝟖𝟕𝟕 − 𝒓𝒓𝟕𝟕𝟕𝟕
‖𝒓𝒓𝟖𝟖𝟕𝟕 − 𝒓𝒓𝟕𝟕𝟕𝟕‖
 ∙   𝒓𝒓𝟖𝟖𝟕𝟕 − 𝒓𝒓𝟏𝟏𝟎𝟎𝟏𝟏
‖𝒓𝒓𝟖𝟖𝟕𝟕 − 𝒓𝒓𝟏𝟏𝟎𝟎𝟏𝟏‖
 � 
Figure 41: angle between residue 73-87-106 in the WT (left) and in H73L mutant (right) 
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Equation 16 
to restrain the angle. In Equation 16, 𝒓𝒓𝒊𝒊 are the coordinates of the Cα, the constant k was set 
to the value 1000 𝑘𝑘𝑘𝑘 (𝑚𝑚𝑚𝑚𝑚𝑚 ×𝑟𝑟𝑎𝑎𝑑𝑑2)⁄  and the reference angle was set to 𝜗𝜗0 = 140°. 
Since the force applied is very strong, the angle between residues decrease rapidly, and the 
system reach a stable conformation after few ps (Figure 42). Even if the reference angle 
was set to a value of 140°, we can see that not all the connexins reach this value. The 
hemichannel stabilises in a conformation where three bend angles are on average at the 
imposed value, while other three are, on average, 6° higher. This behaviour suggests that 
is not energetically convenient for the hemichannel to assume a conformation with all 
angles so narrow. After this restrained MD simulation, we take both the structures at 10ns 
and run a long simulation (200n), deleting the restraining potential, to let the system relax 
to a stable conformation.  As shown in Figure 43, three connexins get back to their previous 
state in a very short time (about 25ns), with an average angle of 160° (green, red and gray 
traces). In the other three connexins the angle changes more slowly, but the final 
configuration after 200ns of dynamics shows that in the WT the stable configuration has 
on average the same value of this bend angle for all the connexins.  
Figure 42: value of the angle between residues at position 73, 87 and 106 after 10ns of simulation, with a potential to 
retrain the angle at a reference value of 140°. Each trace represents one of the six connexin in the hemichannel. 
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We can conclude that the WT is stable with a symmetric configuration and a bend angle of 
~160°, and the H73L conformation was not a random deviation due to another stable state 
of the connexon, but it is most probably a conformational change caused by the mutation 
itself. 
 
  
Figure 43: angle between residues at position 73, 87 and 106, after it was restrained at the value of 140 degrees. The 
angle get back to its original value (~160°) for all the connexins 200ns of simulation. 
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CHAPTER 5 – DISCUSSION 
 
 
The conclusive chapter gives a global panoramic on the work developed in this thesis 
work, discussing the main results obtained and proposing some future development.  
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This thesis work, starting from the crystallographic structure of connexin 26, generated a 
fully atomistic models of the Cx32 hemichannel WT or carrying three different 
pathological mutations (H73L, V63I and V181M). The connexons were equilibrated in a 
realistic environment by classical Molecular Dynamics. 
None of the three mutants showed relevant conformational changes in the hemichannel 
structure, whereas H73L presented a mild defect in respect to WT. Maybe the simulated 
dynamics is too short to see conformational changes, but it is more likely that the mutations 
alter the gating or permeabilities properties of the connexon as they have a physiological 
significance.  In fact, the residues that are supposed to be crucial for the extracellular Ca2+ 
binding which is fundamental to close the channels at cell resting conditions to avoid ionic 
fluxes that could alter the cell homeostasis. 
In particular for H73L, we hypothesized that the global weakening of the electrostatic 
bonds may alter the normal function of the channel. This weakness of the electrostatic 
network seems to be strongly linked to the observed variations in the pore diameter. In 
particular, we observed that the H73L mutant tends to stay in a more open configuration in 
respect to the WT. The most significant differences in the pore radius are in the parahelix 
region, that is the area between residues at position 42 and 52 which are supposed to be the 
crucial for the loop gating mechanism.  
The second important result related to the H73L connexon is the variation in the bending 
angle of the second transmembrane domain in respect to WT. Imposing a restraint to this 
parameter indicates that the mutant tends to have a narrower angle in at least two connexins. 
This variations is mainly due to the higher mobility of residues 106 and 87. As Pro87 faces 
the NT domain in the region which controls the minimum pore diameter (region between 
70 and 80 Å along Z), we can link together the two defects discovered for the H73L mutant. 
All together, the analysis of the H73L connexon indicates that the histidine substitution at 
position 73 with a leucine causes a pore widening in two regions that are considered crucial 
for the hemichannel gating: the parahelix and the NT. The first region is relevant for the 
extracellular Ca2+ gating, the second one for the voltage-dependent gating. 
In a future work, we intend to enlarge the time-scale of the simulation by using a coarse 
grained approach, which should permit to better evaluate permeability defects. 
Furthermore, using QM-MM techniques may lead to interesting information about altered  
extracellular Ca2+ binding which may lead to altered extracellular gating. 
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From the experimental point of view, we intend to confirm these hypothesis with ad hoc 
experiments in HeLa cells transfected with Cx32-WT or Cx32-H73L.  
 
  
 79 
 
  
  
80 
 
REFERENCES 
 
1. Daune, M. and W.J. Duffin, Molecular biophysics: structures in motion. 1999: 
Oxford University Press Oxford. 
2. Martin, R.B., Free energies and equilibria of peptide bond hydrolysis and 
formation. Biopolymers, 1998. 45(5): p. 351-353. 
3. Almén, M.S., et al., Mapping the human membrane proteome: a majority of the 
human membrane proteins can be classified according to function and evolutionary origin. 
BMC biology, 2009. 7(1): p. 50. 
4. Carpenter, E.P., et al., Overcoming the challenges of membrane protein 
crystallography. Current opinion in structural biology, 2008. 18(5): p. 581-586. 
5. Mashanskiĭ, V.F., et al., [Topography of the gap junctions in human skin and their 
possible role in the nonneural transmission of information]. Arkhiv anatomii, gistologii i 
embriologii, 1983. 84(3): p. 53-60. 
6. Shang, C., The future of integrative medicine. Archives of Internal Medicine, 2001. 
161(4): p. 613-614. 
7. Laird, D.W., Life cycle of connexins in health and disease. Biochemical Journal, 
2006. 394(3): p. 527-543. 
8. Peracchia, C., X.G. Wang, and L.L. Peracchia, Slow Gating of Gap Junction 
Channels and Calmodulin. The Journal of Membrane Biology, 2000. 178(1): p. 55-70. 
9. Hernandez, V.H., et al., Unitary permeability of gap junction channels to second 
messengers measured by FRET microscopy. Nature methods, 2007. 4(4): p. 353-358. 
10. Bicego, M., et al., Pathogenetic role of the deafness-related M34T mutation of 
Cx26. Human molecular genetics, 2006. 15(17): p. 2569-2587. 
11. Bennett, M.V.L., et al., <em>New roles for astrocytes</em>: Gap junction 
hemichannels have something to communicate. Trends in Neurosciences. 26(11): p. 610-
617. 
 81 
 
12. Harris, L.A., Emerging issues of connexin channels: biophysics fills the gap. 
Quarterly Reviews of Biophysics, 2001. 34(3): p. 325-472. 
13. Beyer, E.C., D.L. Paul, and D.A. Goodenough, Connexin family of gap junction 
proteins. The Journal of Membrane Biology, 1990. 116(3): p. 187-194. 
14. Unger, V.M., et al., Three-Dimensional Structure of a Recombinant Gap Junction 
Membrane Channel. Science, 1999. 283(5405): p. 1176-1180. 
15. Maeda, S., et al., Structure of the connexin 26 gap junction channel at 3.5[thinsp]A 
resolution. Nature, 2009. 458(7238): p. 597-602. 
16. Bennett, B.C., et al., An electrostatic mechanism for Ca(2+)-mediated regulation 
of gap junction channels. Nature Communications, 2016. 7: p. 8770. 
17. Verselis, V.K., C.S. Ginter, and T.A. Bargiello, Opposite voltage gating polarities 
of two closely related connexins. Nature, 1994. 368(6469): p. 348. 
18. Zonta, F., et al., Permeation Pathway of Homomeric Connexin 26 and Connexin 30 
Channels Investigated by Molecular Dynamics. Journal of Biomolecular Structure and 
Dynamics, 2012. 29(5): p. 985-998. 
19. Bukauskas, F.F. and V.K. Verselis, Gap junction channel gating. Biochimica et 
Biophysica Acta (BBA) - Biomembranes, 2004. 1662(1–2): p. 42-60. 
20. Rackauskas, M., V.K. Verselis, and F.F. Bukauskas, Permeability of homotypic and 
heterotypic gap junction channels formed of cardiac connexins mCx30.2, Cx40, Cx43, and 
Cx45. American journal of physiology. Heart and circulatory physiology, 2007. 293(3): p. 
H1729-H1736. 
21. Valiunas, V., et al., Biophysical properties of mouse connexin30 gap junction 
channels studied in transfected human HeLa cells. The Journal of physiology, 1999. 
519(3): p. 631-644. 
22. Harris, A.L., D.C. Spray, and M.V. Bennett, Kinetic properties of a voltage-
dependent junctional conductance. J Gen Physiol, 1981. 77(1): p. 95-117. 
23. Peracchia, C., Chemical gating of gap junction channels: roles of calcium, pH and 
calmodulin. Biochimica et Biophysica Acta (BBA)-Biomembranes, 2004. 1662(1): p. 61-
80. 
  
82 
 
24. De Vuyst, E., et al., Intracellular calcium changes trigger connexin 32 hemichannel 
opening. The EMBO journal, 2006. 25(1): p. 34-44. 
25. Lopez, W., et al., Mechanism of gating by calcium in connexin hemichannels. 
Proceedings of the National Academy of Sciences, 2016. 113(49): p. E7986-E7995. 
26. Gómez-Hernández, J.M., et al., Molecular basis of calcium regulation in connexin-
32 hemichannels. Proceedings of the National Academy of Sciences, 2003. 100(26): p. 
16030-16035. 
27. Oshima, A., Structure and closure of connexin gap junction channels. FEBS letters, 
2014. 588(8): p. 1230-1237. 
28. Bargiello, T.A., et al., Voltage-dependent conformational changes in connexin 
channels. Biochimica et Biophysica Acta (BBA) - Biomembranes, 2012. 1818(8): p. 1807-
1822. 
29. Trexler, E.B., et al., The First Extracellular Loop Domain Is a Major Determinant 
of Charge Selectivity in Connexin46 Channels. Biophysical Journal, 2000. 79(6): p. 3036-
3051. 
30. Goodenough, D.A. and D.L. Paul, Gap junctions. Cold Spring Harbor perspectives 
in biology, 2009. 1(1): p. a002576. 
31. VanSlyke, J.K., S.M. Deschenes, and L.S. Musil, Intracellular transport, assembly, 
and degradation of wild-type and disease-linked mutant gap junction proteins. Molecular 
Biology of the Cell, 2000. 11(6): p. 1933-1946. 
32. Nicolaou, P., et al., Charcot-Marie-Tooth disease in Cyprus: epidemiological, 
clinical and genetic characteristics. Neuroepidemiology, 2010. 35(3): p. 171-177. 
33. Senderek, J., et al., X-linked dominant Charcot–Marie–Tooth neuropathy: clinical, 
electrophysiological, and morphological phenotype in four families with different 
connexin32 mutations. Journal of the neurological sciences, 1999. 167(2): p. 90-101. 
34. Birouk, N., et al., X-linked Charcot-Marie-Tooth disease with connexin 32 
mutations Clinical and electrophysiologic study. Neurology, 1998. 50(4): p. 1074-1082. 
 83 
 
35. Scherer, S.S., et al., Periaxin expression in myelinating Schwann cells: modulation 
by axon-glial interactions and polarized localization during development. Development, 
1995. 121(12): p. 4265-4273. 
36. Oh, S., et al., Changes in permeability caused by connexin 32 mutations underlie 
X-linked Charcot-Marie-Tooth disease. Neuron, 1997. 19(4): p. 927-938. 
37. Abrams, C.K., et al., Functional alterations in gap junction channels formed by 
mutant forms of connexin 32: evidence for loss of function as a pathogenic mechanism in 
the X-linked form of Charcot-Marie-Tooth disease. Brain Research, 2001. 900(1): p. 9-25. 
38. Abrams, C.K., et al., Functional requirement for a highly conserved charged 
residue at position 75 in the gap junction protein connexin 32. Journal of Biological 
Chemistry, 2013. 288(5): p. 3609-3619. 
39. Zonta, F., et al., Role of gamma carboxylated Glu47 in connexin 26 hemichannel 
regulation by extracellular Ca2+: Insight from a local quantum chemistry study. 
Biochemical and Biophysical Research Communications, 2014. 445(1): p. 10-15. 
40. Barlow, D.J. and J.M. Thornton, Ion-pairs in proteins. Journal of Molecular 
Biology, 1983. 168(4): p. 867-885. 
41. Oshima, A., et al., Roles of Met-34, Cys-64, and Arg-75 in the assembly of human 
connexin 26 Implication for key amino acid residues for channel formation and function. 
Journal of Biological Chemistry, 2003. 278(3): p. 1807-1816. 
42. Kwon, T., et al., Molecular Dynamics Simulations of the Cx26 Hemichannel: 
Insights into Voltage-Dependent Loop-Gating. Biophysical Journal, 2012. 102(6): p. 1341-
1351. 
43. Cossio, P., et al., Exploring the universe of protein structures beyond the Protein 
Data Bank. PLoS Comput Biol, 2010. 6(11): p. e1000957. 
44. Epstein, C.J., R.F. Goldberger, and C.B. Anfinsen. The genetic control of tertiary 
protein structure: studies with model systems. in Cold Spring Harbor symposia on 
quantitative biology. 1963. Cold Spring Harbor Laboratory Press. 
45. Anfinsen, C.B., Studies on the principles that govern the folding of protein chains. 
1972, Singapore: World Scientific. 
  
84 
 
46. Chothia, C. and A.M. Lesk, The relation between the divergence of sequence and 
structure in proteins. The EMBO Journal, 1986. 5(4): p. 823-826. 
47. Sander, C. and R. Schneider, Database of homology‐derived protein structures and 
the structural meaning of sequence alignment. Proteins: Structure, Function, and 
Bioinformatics, 1991. 9(1): p. 56-68. 
48. Rost, B., R. Schneider, and C. Sander, Protein fold recognition by prediction-based 
threading1. Journal of Molecular Biology, 1997. 270(3): p. 471-480. 
49. Krieger, E., S.B. Nabuurs, and G. Vriend, Homology Modeling, in Structural 
Bioinformatics. 2005, John Wiley & Sons, Inc. p. 509-523. 
50. Feynman, R.P., Forces in molecules. Physical Review, 1939. 56(4): p. 340. 
51. Shaw, D.E., et al. Millisecond-scale molecular dynamics simulations on Anton. in 
High performance computing networking, storage and analysis, proceedings of the 
conference on. 2009. IEEE. 
52. Ewald, P.P., Die Berechnung optischer und elektrostatischer Gitterpotentiale. 
Annalen der Physik, 1921. 369(3): p. 253-287. 
53. Darden, T., D. York, and L. Pedersen, Particle mesh Ewald: An N⋅ log (N) method 
for Ewald sums in large systems. The Journal of chemical physics, 1993. 98(12): p. 10089-
10092. 
54. Allen, M.P., Introduction to molecular dynamics simulation. Computational soft 
matter: from synthetic polymers to proteins, 2004. 23: p. 1-28. 
55. Jorgensen, W.L., et al., Comparison of simple potential functions for simulating 
liquid water. The Journal of chemical physics, 1983. 79(2): p. 926-935. 
56. Chapman, D.L., LI. A contribution to the theory of electrocapillarity. The London, 
Edinburgh, and Dublin philosophical magazine and journal of science, 1913. 25(148): p. 
475-481. 
57. Maier, J.A., et al., ff14SB: improving the accuracy of protein side chain and 
backbone parameters from ff99SB. Journal of chemical theory and computation, 2015. 
11(8): p. 3696-3713. 
 85 
 
58. Thompson, M.B., A comparison of methods for computing autocorrelation time. 
arXiv preprint arXiv:1011.0175, 2010. 
59. Kwon, T., Q. Tang, and T.A. Bargiello, Voltage-dependent gating of the 
Cx32*43E1 hemichannel: Conformational changes at the channel entrances. The Journal 
of General Physiology, 2013. 141(2): p. 243. 
60. Smart, O.S., et al., HOLE: A program for the analysis of the pore dimensions of ion 
channel structural models. Journal of Molecular Graphics, 1996. 14(6): p. 354-360. 
61. Ri, Y., et al., The Role of a Conserved Proline Residue in Mediating Conformational 
Changes Associated with Voltage Gating of Cx32 Gap Junctions. Biophysical Journal, 
1999. 76(6): p. 2887-2898. 
 
