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Abstract--This paper describes the use of logic programming to facilitate indecisions of task assignment 
in air combat. Our approach to the a~r combat problem is through semantic control. We analyze 
knowledge r quirements forreasoning and decision making for this task, and show that a goal selector 
for this problem can be constructed via logic programming. 
The assignment problem of a~rcraft to targets i  treated as an extension of the classical multiple 
knapsack problem. A possible temporal tree for soking this problem isdescribed. 
The model used can also be utilized in other applications where cooperation i a time-varying 
environment is required: for instance control of robots in a time-varymg environment. 
I. INTRODUCTION 
In this paper we describe the problem of task assignment in air combat as part of flight 
and fire control. Air combat is a domain in ~hich extremely complicated ynamic changes 
take place in very short periods of time. Thus. attempts to automate parts of the management 
of an air combat, encounter the problem of dealing with a very complicated system in real 
time. 
We begin this paper by describing past methods of control and show them to be inadequate. 
We introduce, therefore, the novel approach of semantic control [I]. The utilization of this 
methodology necessitates the examination of the logical processes required. We introduce 
appropriate logic and temporal reasoning. Through their use, we succeed in breaking the general 
task into sets of smaller ones. 
However, the semantic ontrol approach requires that we deal with a few ancillary problems in 
design considerations, before attempting to solve the problem itself. In particular the breaking 
down of the control into levels of hierarchy, as is done in semantic ontrol, requires an overall 
knowledge representation which can be conveniently handled by each level of this hierarchy, in spite 
of different level dependent processing requirements. It is for this reason that we decided to use 
semantic networks [2]. 
As mentioned before, we also need to introduce extensions to classical logic, because in this 
domain certain difficulties require the use of temporal [3] and non-monotonic [4] reasoning. We 
deal with these aspects of our work in Section 3. 
The overall framework of our solution is couched in terms of a 0-1 multiple knapsack problem. 
The process which assigns targets in air combat solves our extension of this problem. Specifically, 
we generate a structure called a possible temporal tree which represents he space of target 
assignments. Time attributes are attached to the nodes of the tree as well as to the various 
objects tored with it. We use temporal reasoning to decide if a certain assignment is possible. Since 
this space is usually quite large, we use several heuristics (described in Section 4) to assist in the 
search. 
The implementation is done on a Sun 4,,'260, and is written in Prolog. We give a brief description 
in Section 5. 
In our conclusions we point out that our methodology enables us to assist the pilot in his flight 
and fire control tasks; and to do so in real time and at least suboptimally. Thus we believe that 
our approach points to a way in which automation of such aspects of air combat, which today 
are handled by humans, may be possible. 
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2. GENERAL BACKGROUND 
2. I. Problem lbrmulation 
The past 15 year have brought drastic changes to air combat. The advancement of technology 
has gradually shifted information and control in air combat from the human operator to 
sophisticated machinery. The introduction of medium range air-to-air missiles has changed the 
desired form of combat from dog fights in the past to beyond visual range launch today. Target 
information is gathered principally by electronic and optical sensors. Combat pilots are forced to 
make split-second life or death decisions which are often based on vast amounts of rapidly 
changing, incomplete and even conflicting data. As a result the pilot often lacks an overall 
situational awareness. On top of all this the pilot has to coordinate his actions within a framework 
of a team of planes flying with him. 
On the other hand, the speed of state-of-the-art computers and the development of artificial 
intelligence paradigms have provided means for assisting the pilot in these situations. Our problem 
is to find the best way to utilize this sophisticated technology to assist the pilot so that information 
can be processed very quickly and presented to the pilot with emphasis on information 
management, planning and decisions. This approach is the motivation for such projects as the 
Pilot's Associate [5] and for other controllers [6, 7]. 
2.2. Previous work 
The work reported here is a stage in our development of a tactical decision aiding expert systems 
(TDAES) used in air combat. Air combat was defined in a previous paper [8] as a game problem 
in which two opponent teams, denoted red and blue, mutually endeavor to maximize their 
opportunities to destroy each other, while minimizing their own risk of loss. In Ref. [8] the means 
for evaluating and measuring decisions is the model of expected utlilty, utilizing the following 
notions and definitions. 
.4n ot'erall goal. 
Go: Maximize the expected utility of the mission considered. 
This goal is refined into two subgoals at the first level. 
Suhgoals Leeel I. 
G~," Maximize the probability of saving one's own players. 
GL_,: Maximize the probability of destroying the enemy players. 
If the set of blue players is denoted by JB and the set of red players are denoted JR then we define 
the expected utility function for the blue team as: 
EL'(ll,) = ~{'s 2 wtPgt~- WD ~ w, PK~ (1) 
i~  i B IE  r R 
where |~'O and 14' s are strategic weights of destruction and survival respectively, which bias the 
offensive and defensive nature of our team; w, is the tactical weight of player i, which signifies the 
individual importance of that player in the game. 
Finally, PS, is the probability of the survival of player i during his mission, and PK, is the 
probability of killing player j during his mission. 
2.3. Current work 
Having obtained a model for measuring the effectiveness of a mission, we had to devise a method 
for generating possible missions to be evaluated. In Ref. [8] this task was described in general terms. 
Scenarios and team cooperation were not considered. More specifically, we were lacking a model 
to represent the system state and interaction. 
The air combat system is dynamic by nature. The classical system approach is to build a state 
space model for such a system by representing its motion with a set of differential equations which 
model the relationships between the various objects. In our case these would be the equations of 
motion of the planes involved and the state would be the description of the combat situation of 
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the various players by their position, velocity, acceleration and all other relevant physical attributes 
018needed to model the plane accurately. The resultant air combat problem would then be treated 
as a differential game [9, 10]. 
However, the problem with the above modelling approach is that it becomes unmanageably 
complicated very quickly, when applied to the air combat domain. In addition even for the 
one-against-one situations the existing differential game approaches are over-simplified [10]. The 
many to many case is basically untouched in the literature. Therefore, we found it necessary to 
introduce a completely new method of design in order to make this problem accessible. Specifically, 
we introduced logic into the model to assist in breaking it down sufficiently so that the important 
aspect of the classical approach can be used at the low level hierarchy of the solution while the 
high level mechanism of our solution does the following: 
( I ) Generates the minimal space of all possible missions, assuming team cooperation. 
(2) Devises an efficient search procedure on this space to find the best mission. 
In this paper we describe our approach for generating and solving this game through semantic 
control theory [I]. This theory deals with large scale control problems when formalization of 
knowledge about a time-varying "plant" (which is the object to be controlled) and about methods 
of control are particularly difficult, to the extent that the classical control theoretic methods are 
not applicable. 
The difference between classical control and semantic ontrol is essentially the correlator block 
(Fig. I ). This block uses the system input and output o generate the classical feedback control aw, 
but rather than achieving this in the classical manner by the use of algebra and calculus on real 
world physical quantities, the correlator accomplishes its task by symbolic manipulation. In our 
case, instead of trying to solve a very large optimal control type problem which is time varying 
and state space varying, the correlator solves the problem: "'destroy as many of the enemy as 
possible while minimizing your own risk". At the supervisory stage there is no translation of this 
object to equations and the process there is done in logic. Clearly, we tend to lose complete 
optimality by using this method of design, since locally optimal trajectories of a plane are patched 
together instead of having a single globally optimal one. The global optimization is done within 
the patching. Thus, the solution becomes uboptimal. The r lationship and goals of our original 
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model are preserved in the logic; however they are not treated down to the infinitesimal level of 
the trajectories. This treatment is done only locally. 
The correlator is divided into three main blocks: identifier, goal selector and adapter. 
(I) The ident!~er block. This block identifies the current state space of the system, and decides 
whether the current feedback law is valid. It interprets ensor information and assesses actions, 
lethality and the threat posed by hostile objects. The identifier copes with uncertainties through 
the use of fuzzy logic and possibility theory [I I]. In other words, this block monitors the combat 
scene for unexpected changes which may invalidate decisions taken previously. It then activates 
the goal selector. 
(2) The goal selector. The feedback control is determined by a logical decision process. This 
process is called the goal selector. It is responsible for choosing a goal or strategy, and usually 
consists of some discrete optimization process. This in turn can be applied through artificial 
intelligence techniques uch as A* search, rule based systems, or predicate logic. In our case we 
have implemented a branch and bound search together with some pruning rules via Prolog 
programming. We search the space of the possible missions evaluating them with the expected 
utility function described before (I). We give more details of this point in Section 4. 
(3) The adapter block. This block is responsible for translating the symbolic goals of the goal 
selector into classical control laws. The adapter is responsible for the calculation and utilization 
of a control law to achieve these goals. In our case, we choose from a predetermined finite set of 
differential game solutions [10, 12]. 
3. FRAMEWORK CONSIDERATIONS 
Before going into the details of our specific approach we have to outline the special problems 
that come up in its design. In particular, we are faced with non-standard design problems and we 
must first concentrate our attention on the general framework in which this solution can be 
efficiently formulated. 
3. I. Knowledge representation 
Having constructed the architecture of our system, we are laced with the question of how 
knowledge should be handled in it. Abstractly. knowledge is the symbolic representation f some 
named universe of discourse [I 3]. Operationally. it should be explicit, complete, concise, transpar- 
ent, computationally efficient and detail suppressing [14]. 
In our case the problem of representation is complicated by the fact that we are dealing 
~ith a hybrid system. The goal selector manipulates ymbolic data while the adapter is 
mainly a numerical method process. The identifier is partially a numeric process and partially 
logic based. We therefore, need an overall method to describe and keep track of the various 
blocks and qualitatively different features of our system. Such a method is embodied in semantic 
networks. 
The concept of semantic networks was introduced in 1968 by Ross Quillian t2]. All semantic 
networks are constructed from two basic components: 
• Nodes--representing objects, concepts or situations. 
• Arcs--representing relationships between nodes. 
For example, the description of an airplane might be semanticall) represented as in Fig. 2. 
The main advantage of semantic networks is their flexibility. The)' attempt to represent 
the connectivity of concepts in the human mind. The)' point to the relationships among 
objects in the system in an abstract manner. Actual computer implementation is not specified 
in semantic networks, but the connectivity diagrams of arrows between nodes serve as a 
guidance Ibr the organization of data in some detail, by emphasizing the functional require- 
ments in bets~een the various structures. Because of the conceptual simplicity of such 
description, the utilization of semantic network theory gives us the flexibility of using several 
programming paradigms, while assisting in maintaining the overall conceptual organization of the 
system. 
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Fig. 2. Semantic network representation of airplane. 
There exist several such paradigms for knowledge representation: 
(1) Conventional representation. The most common storage of data is in records. A record is a 
collection of one or more fields, each of which contains the value of some aspect of an object. The 
data are tabular by nature, which is probably the best way for the adapter to handle information. 
For example, Fig. 3(a) shows the record of a plane. The underlying symbolic and functionality are 
assumed to be known by the code that accesses this record and is not given in the record itself. 
(2) Object oriented representation. In object oriented programming the information about the 
functionality of the data is stored with the object rather than being left implicit. In addition to 
storing values, we also attach attributes o them to describe whether they are numbers, procedures 
or other entities. The code to handle an object is also a part of the object. Objects are arranged 
hierarchically and they inherit knowledge from their class and super classes. This type of 
representation allows us to program in a high level of abstraction. Instances of such systems are 
Minsky's frames [15] and CLOS [16]. For example, Fig. 3(b) illustrates a flame representation f 
a plane. 
(3) Rule based systems. Such a system consists of a set of production rules, a database (working 
memory) management system and a rule interpreter [13]. The control of these systems is usually 
done by maintaining a working memory hierarchy and by the firing of applicable rules. Expert 
systems are typically implemented in a rule based fashion. For example, Wright et al. [7] 
demonstrated a rule based system for military applications. 
(4) Languages of formal logic. Typically, a formal logic consists of a language for expressing 
knowledge about a certain world and rules for manipulating formulas expressed in that language. 
Thereby, formal logic provides a means to perform and explicate reasoning. The best known of 
these in the first order predicate calculus [17] which has been successfully implemented via the 
Prolog programming language [18]. Prolog is the major language for logic programming today. 
In Prolog there are assertions which correspond to well formulated forms in predicate calculus and 
goals which are theorems to be proved. The main mechanisms of Prolog is backward chaining; i.e. 
each goal is reduced to subgoals. This allows the users of Prolog to program in high level 
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knowledge. One can fairly easily implement rule based systems or object oriented code in Prolog. 
For example, Fig. 3(c) is a Proiog term describing a plane. 
3.2. Temporal and non-monotonic reasoning 
Since our attempt is to solve the air combat problem in logic, it is important for us to realize 
that the framework of classical logic is not sufficient o contain this problem. We need to create 
mechanisms that extend classical ogic in order to address the fact that the air combat problem 
encompasses knowledge which is time based by nature. Thus, we have events and predicates which 
have a temporal quality. For example: 
"'Enemy plane A is a threat to my plane." 
This assertion is time dependent. Plane A can be shot down, I can be shot down, I can land, 
plane A can run out of fuel or ammunition. Any of these events many change the above assertion 
from true to false. Being "events" they contain some time attribute associated with them. Yet it 
is obvious that we need this assertion to be known when it is true. 
Another example: 
"'If there is enough time, I can destroy ground target A before I destroy plane B." 
The word "time" already hints at the temporal nature of the logic used to represent this truth. 
Therefore we have to introduce some sort of mechanism to handle these problems. Moreover, this 
mechanism must be able to function efficiently, in real time. 
An additional aspect of the air combat, which requires an extension to logic, is the introduction 
of previously unknown facts such as the sighting of a previously undetected enemy plane. In 
classical ogic we attempt to prove (or disprove) assertions using a collection of known facts. Logic 
assumes that facts known to be true (false) at present will not become false as a result of an 
introduction of previously unknown facts. There is ongoing research in the artificial intelligence 
community to formulate the syntax and semantics to handle such problems [3]. This is part of the 
broader subject of non-monotonic reasoning [4]. 
Classical logic is monotonic. If fact A is true the addition of a fact B into the system cannot 
change the truth of A. The classical textbook example is as follows: 
"'Birds can fly.'" 
"'Tweety is a bird." 
Therefore, by logic we deduce: 
"" Tweety can fly." 
However we now introduce the new fact: 
"" Tweet), is a penguin." 
Now we have to deduce that Tweety cannot fly. But in monotonic logic we maintain everything 
proven before to be true, and we have already proven that Tweety can fly. This leads to a 
contradiction in the system. 
Returning to our domain: an example of the need for non-monotonic reasoning is demonstrated 
with a new sighting of an enemy plane. Such a sighting may endanger the previously computed 
best mission, thus refuting the proof of this mission as acceptable. We are faced with the problem 
that deductions become invalid as a result of the introduction of new data. Therefore, we need to 
construct a mechanism to deal with the new sighting while avoiding the generation of such 
contradictions. 
To solve the temporal dilemma we take the approach of McDermott [19]. There are two principal 
considerations: to capture both the "'openness" of the future, and the continuity of time. We have 
to model many possible futures (scenarios) and we have to realize that many events happen 
continuously (such as an attack, which is a continuous motion in time). We show that although 
there may be an infinite number of possible futures, there are only a finite number of relevant ones 
(indeed, this number may be very large, thus requiring the use of heuristics to manipulate the space 
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of futures). This is certainly also the case in domains other than air combat. The building blocks 
of this world are fact types and event types. The formulat T(t ,p)  means that fact type p holds at 
time t. The formula TT(f i ,  t 2, p) is an abbreviation of the formula Vt(fi <~ t <~ t2), T(t, p). "'Events" 
are things which change facts. More precisely, we define an event as a collection of discrete or 
continuous pieces of information which causes the identifier to trigger the goal selector. The 
handling of events is achieved by the interaction between the goal selector and the identifier; an 
event in our system can be the appearance of previously unknown player in the combat zone. the 
unexpected estruction of one of our players, an unpredicted maneuver by one of the opposing 
player, etc. 
4. THE GOAL SELECTOR 
4. I. Analysis 
The specific formulation of the goal selector is the following: we are given a combat scenario 
updated as needed, and are asked to provide the best current mission for the pilot from the space 
of all possible missions. We assume complete knowledge of the physical attributes of our party. 
such as location, velocity, fuel, ammunition and capabilities of each of our planes. We assume very 
good knowledge about the capabilities of the enemy. In addition we are supplied with some 
knowledge as to the intentions and threat of each of the enemy participants in the combat scenario 
[I 1]. We are asked to assign a mission to each of the planes in our party such that the expected 
utility (I) is maximized. We are required to do this in real time; i.e. the problem is to supply a 
"'good" answer in reasonably small time and to supply the best answer if possible. The output is 
then passed to the adapter which generates the actual control law from solutions to differential 
games. 
This portion of the problem can be viewed as an extension of the multiple knapsack problem 
[20]: given n items, each having a value t~) and a volume c, and m containers (knapsacks), each 
having a volume capacity k,, the 0-1 muhiple knapsack problem can be described as the problem 
of assigning items to knapsacks uch that the total value of the assigned items is maximized, the 
total volume assigned to each knapsack does not exceed its capacity, and each item is either 
assigned to ne of the knapsacks or rejected. Formally: 
maximize 
subject to 
~~I'IXt..I. 
I~ i l~T  
~c,x,., <~ k,, fo r  i = I . . . . .  m;  (2 )  
i=1 
wit 
)-" x,.,~< I, for j=  I . . . . .  n: 
x,,=0 or I, for i = I . . . . .  mj= I . . . . .  n, 
x,., takes the value of I if and only if item j is assigned to knapsack i. 
Each plane in our team is analogous to a knapsack and the targets are items which can be chosen 
to be put in any of the knapsacks. The fuel and ammunition resources of each plane are its volume 
capacity and the cost of attacking a target is c,--the required resources for this target. The w, is 
the individual tactical weight in equation (i) multiplied by the collective strategic weight (W o) of 
destroying opponents. Our goal is to maximize the value of the set of targets taken without 
exceeding the constraints in conditions (2). 
l'We use the notation given in Ref. [3] rather than the Lisp like notation used b~, McDermott. 
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So far all of the above falls under the formulation of the classical knapsack problem, which itself 
is known to be NP-hard. However, the air combat problem has the following additional features: 
(I) The cost of taking a target is not known in advance and is dependent on the 
knapsack (plane) it is assigned to, i.e. c, = ~)(i). This is because different planes 
have different capabilities and in addition the cost is dependent on the location 
of the plane with respect o the target. 
(2) The cost is time-varying since we are dealing with moving objects; i.e. c, = c)(i, t). 
(3) There are logical constraints of the threat involved. We can only attack a certain 
target if we have some guarantee that we will not encounter another enemy 
offensive team-mate that ~ill destro) us first. In formal notation: 
If / protected by k ~ j  then 
(Vt, such that T(t, alive (k))), c,(t)= ~. 
In other words the order of assignment is also important for we must deal with 
item k before we can deal with item j. 
We assume that ll assignments have an estimated completion time which can be calculated. Our 
task is to generate the possible futures which are relevant o the solution of the above problem. 
4.2. The search space 
Our solution to this generalized knapsack problem is to introduce a search space as a tree where 
each node has a time attribute attached (Fig. 4). The initial root node is the current battle scenario 
(i.e. the current battle situation as determined by the locations of all the players). 
Attached to the root is the current battle time. In addition, each node contains information about 
the combat participants in three lists: 
List I(1~ ): Our team of planes. 
List 2 (1:): Enem~ offensive participants. 
List 3 (1,): Current targets. 
The difference between l, and/ ,  is that not all targets are offensive, nor are all enem) participants 
necessarily targets. Each element in the lists contains the time-varying information of the 
participant such as location, fuel, anamunition, etc. In addition each node has the mission 
associated with it and its expected utility (I). The initial node has an empty mission with value 0. 
The expansion of the successors of each node is done by considering all feasible actions (one 
plane per target). An action is feasible if the plane has enough fuel and ammunition to complete 
it and if there is no substantial threat of being intercepted in the course of this action by any other 
offensive nemy participant. 
vaLue= 0 
~ lt~, LE, L31 
PLono A / //I ~ tl --My DLones 
tokes J / \~ t2 - Offensive enemy 
rargeL B /  PLane C / '  ~ t,, - Torgets 
/ takes I \ 
tLi,t~,t;) 
Target D/ 
/ 
F=g 4. The search space. (al Plane .4 Js assigned time t, m list /i. (bl List /~ = list /, - Target B. (c) If 
B ~ list /, Ioffensl*e target) then B is assigned death time t, in /',. 
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The successor node is assigned the estimated time of completing this action. If the estimated time 
is less than the time attribute of the father node then it is delayed so that the successor node will 
have a greater time attribute. (This translates to some maneuver which will delay the plane.) The 
three lists are inherited with the following modifications: 
( I ) The plane taking the action is assigned the new node's time and its new estimated 
location, while all other planes remain unchanged. 
12) The target is eliminated from the list of targets. 
(3) If the target is offensive, it is assigned the action completion time as a "death 
time". 
(4~ The node's mission is the previous node's mission with the action appended. 
(5) The expected utility of the action is calculated and added to the previous node 
value. This is the new node value. 
Notice that all other participants remain at the previous time as we have not yet reasoned about 
their course of action. 
Only the successors of the new node will inherit the facts from this node as true. For example, 
in Fig. 4 the creation of the node representing the possible branch on action "'Plane A takes Target 
B'" will generate the fact that the target is destroyed: i.e. if the node time attribute is t~, then we 
assert the logical fact T(to, t~, alive (Target B)) for the target destroyed. As long as we remain on 
this particular planning branch, Target B will represent a possible threat only for times t < t~. Thus, 
we only ha~,e to be concerned with offensive operations that Target B can complete before t~. 
For example, if we want to prove that our Plane can avoid a certain Enemy we execute the 
following Prolog goal: 
ca n_avoid ( Pla ne,alive ( Enemy,t0,t 1 ) ):- 
not_intercept_before(Plane, E my,T), 
T>t l .  
However, for nodes expansions that do not have this node as a predecessor the fact that the 
enemy is destroyed at t~ is not known to be true. The "alive" predicate is only inherited by 
successors of this particular node. In Fig. 4 all other possible paths to the right of the node do 
not inherit this fact. The search space is therefore a tree where each path starting from the root 
node is one possible sequence of actions of our team. We call this tree a possible temporal tree---each 
node in the tree inherits past facts from its predecessors in the tree. Therefore ach node reasons 
only with the set of truths from its own past. 
A global ,~alue of the best mission found so far is kept as the search is conducted. Each time 
the new mission generated is compared to it. If the new mission has a higher expected utility then 
it becomes the best mission. This allows us to stop the search process at any moment (because of 
real time constraints) and to have, "'the best mission so far", available. 
4.3. Heuristic acceleration 
The search space described before, although finite, suffers from combinatorial explosion as the 
number of targets grows. If there are m planes and n targets then the number of nodes that can 
be expanded in n"'. m! For example i fn = 4 and m = 5 then the number of possible nodes in the 
tree is 4: • 5! = 122880, Although feasibility will usually cut off many of these expansions, we need 
search techniques similar to the A * search to decide which node to expand next. We use therefore 
the following heuristics: 
HI. Knapsack heuristic. We evaluate for each target j = I . . . .  n the ratio wj/cj. We sort the 
targets according to this ratio in decreasing order. In our expansion of "'next target o attack" we 
consider targets with the highest ratio first (we note that his weight versus cost ordering is a 
well-known knapsack heuristic: see Ref. [20]). 
The analysis also gives us an upper and lower bound to the solution similar to the technique 
described in Ref. [20]. This assists us in pruning solutions which cannot yield higher utility. 
H2. Highest threat heuristic. The identifier supplies the goal selector with some knowledge as 
to the intentions of the enemy participants and the threat they present o each of our participants. 
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This heuristic is a correction of the knapsack heuristic in the case when we have to react to an 
immediate threat that can perturb our entire strategy. 
H3. Rule based heuristic. On top of the above two general heuristics we keep a set of rules to 
deal with certain situations that sometimes occur and are domain dependant. These rules constitute 
the fine tuning of our system to the actual domain and are probably not portable to other 
applications. We give here a few examples. 
If a target is protected by some other enemy participant then we have to consider the protector 
and deal with it before dealing with the target. 
Sequencing rule: 
I l k  protects j then sequence k be.lbre j.
Sometimes it is necessary to group a few targets together because they mutually serve as a 
protection for each other: 
Cluster r,de: 
/ f  k protects j and j protects k and j ¢ k then group (j, k). 
In the evaluation of missions we only try to optimize the expected utility without considering 
the cost or time. The cost and time, although related to our goal are not directly optimized. To 
compensate for this we introduce the following rule. 
Cost preference rule: 
If w /c, = w~/ck and c, > ck then k is preferable over j. 
Time preference rule: 
If Mission 1 and Mission 2 hat'e the same expected utility 
and Mission I has smaller estimated final time than Mission 2 
then Mission I is preferable over Mission 2. 
We measure the expected utility of each action by our gains or losses: we adjust this by the 
following cutoff rules. 
Cutoff rule I (risk cutoff): 
/ f  action X has high expected loss then discard it. 
C,aoff Rule 2 (gain cutoff): 
If action X has low expected gain then discard it. 
5. IMPLEMENTATION 
Comparing our current implementation o our previous one, as reported in Ref. [8], we note that 
the present system is implemented on a Sun 4/260 using Quintus Prolog and ProWindows for the 
graphic output. The basic previous block connectivity was maintained. However. the contents of 
each block were changed as in the guidelines described before. The simulator is not event based 
as in Ref. [8] but time based. It and the adapter are implemented in Pascal. The mission generating 
system and goal selector have also been changed. The blocks are now well identifiable with respect 
From ~ ] Data 
Ident i~  b(]se 
odopt .  
eest I 
mission - 
Fig. 5. The goal selector. 
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to their functionality, as defined in Section 2 and allow for temporal reasoning. Figure 5 is a 
diagram of the functionality of the goal selector. The hierarchy of the system is given in Fig. 6. 
In addition we have added new features to our system which made our system more flexibile 
and allo~s the user (pilots) to choose from alternative missions. 
The system seems to be a reasonable basis for making assignment decisions in air combat, but 
of course there are many possible improvements. For example, presentl3, we are planning to 
implement a truth maintenance system (TMS), which could augment he overall system whenever 
unexpected ata are introduced or a part of the goal mission fails. It is clear to us, that in such 
situations it would be better not to recompute the entire overall mission but rather to discard those 
parts which become infeasible, and try to alter the missions of the planes involved in the discarded 
actions. In any case, those parts of the missions which remain feasible are probably a better initial 
solution than the empty mission. We are currently investigating the possibility of adding this feature 
Flight and fire control with logic programming 27 
(TMS)  to our  overal l  system, since we feel that it might  help to resolve the "changed scenar io"  
prob lem.  It would also play a very impor tant  role in mainta in ing  the real t ime (or at least min imize 
computat iona l  t ime) aspect o f  our  approach,  because we cons ider  that aspect as one o f  the most  
impor tant  ones. 
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