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Preface 
 
Proteins are the most versatile and useful molecules in the cellular arsenal. They are the best 
catalysts the nature knows. Proteins cover the biggest amount of the cellular functions with 
range from metabolism and signaling through cell architecture to DNA replication. Variations 
of their structure and functions are amazing.  
 
And yet, they are built from simple building blocks – amino acids. Each amino acid has many 
possibilities of interactions with its neighborhood and the sequential context manifested 
through these possibilities is the main reason for the structure variability.  
 
The experimental investigation of the character and relative strength of interactions between 
amino acid residues is difficult. On the other hand, theoretical chemistry methods and 
techniques of are well suited for such task. They can provide useful information about 
structure, stability and nature of these interactions. The aim of the present thesis is the  
investigation of interactions between side-chains in the proteins utilizing advanced methods 
of current theoretical chemistry.  
 
The thesis is based on results of several manuscripts (see bellow). The publications 1 – 3 in 
the list bellow are dedicated to the accurate ab initio calculations of the interaction energies 
between amino acid residues in the model cases. Subject of publications 4 and 5 is the 
pairwise interaction energy benchmark provided by the most accurate ab initio calculations on 
interactions between two independent side-chains based on the structural data from Atlas of 
Protein Side-Chain Interactions. Finally, the paper 6 shows our study on the complete matrix 
of all possible pairwise side-chain side-chain interactions.  
  
1. Berka, K. et al ChemPhysChem 2009, 10, 543-548. 
2. Biedermannova, L. et al. J. Phys. Chem. Chem. Phys. 2008, 10, 6350-6359. 
3. Řezáč, J. et al. CCCC 2008, 73, 921-936. 
4. Berka, K. et al. Journal of Chemical Theory and Computation 2009, 5, 982-992. 
5. Řezáč, J. et al. CCCC 2008, 73, 1261-1270. 
6. Berka, K. et al. submitted 
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1. Introduction 
1.1. Proteins – The Importance of Being Accurate 
Protein molecules are the basic machinery and architecture of every cell. Their functions 
range from catalysis of the chemical reactions, cell signalization and regulation up to the 
arrangements of the molecular ropes holding the cell together. Therefore, it is extremely 
important for our understanding of the cellular processes to know how proteins are 
constructed, stabilized and working. While the protein research spanned over a century and 
half (1), it brought an enormous knowledge about these cellular tools. However our 
understanding of all their features is still incomplete.   
 
One of the possible ways towards a better understanding of proteins is based on knowledge of 
their structure. X-ray diffraction, NMR spectroscopy or electron microscopy provides an 
atomistic resolution of protein structure. Unfortunately, the structure itself does not explain 
the protein behavior in its complexity and sometimes even does not provide a clue to all of its 
functions (2-5). This uncertainty is based on the fact that proteins with the same structural 
fold can have the different function and that the shape of the ligand binding cavity for the 
given ligand differs significantly between various proteins (6). 
 
According to the Anfinsen’s dogma, the protein spatial structure is defined by its amino acid 
sequence (7). The “Holy Grail” of the protein research is the knowledge of the rules which are 
defining the protein spatial structure from the sequence. Amino acid residues in the sequence 
differ significantly by its physico-chemical properties such as structure, rigidity, polarity, size, 
and interaction possibilities.  
 
Precise knowledge of the strength and variability of these interactions is thus of a crucial 
importance. Experimental evaluation of interaction energies is difficult if not impossible at 
all. In principle, it is possible to obtain the thermodynamical characteristics by the Differential 
Scanning Calorimetry (DSC) and the Isothermal Titration Calorimetry (ITC). DSC measures 
the heat capacity and enthalpy changes upon protein thermal denaturation, while ITC 
measures the enthalpy of ligand binding or enthalpy of the protein assembly. The direct 
interpretation of these thermodynamical data is not straightforward as they characterize the 
whole protein together with its environment. These experiments thus cannot be directly used 
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to measure pair-wise interactions between residues (8). On the other hand, theoretical 
methods are applicable tools for such task.  
 
The interactions in proteins vary in their nature, strength and directivity. This means that it is 
necessary to use a theory which provides similar error margins for various interactions. There 
are several theoretical approaches to obtain the strength of these pair-wise interactions 
between residues varying in the accuracy and speed. The first approach is the use of 
knowledge-based potentials while the other possibility is the use of the physical potentials. 
1.1.1. Knowledge-based Potentials 
The knowledge-based approach uses the known experimental structures for the training of the 
arbitrary potential, which should cover all the underlying interactions between the residues 
and with the solvent. The potential is usually constructed from the contact free energies, 
which are calculated for each pair of residues. The contact energy is based on the quasi-
equilibrium between the number of residues in contact and a number of residues separated  
(9-11). This simple formula was further augmented by additional variables such as the 
distance between the residues (12-17). Total free-energy of the protein is defined in this 
approach as a sum of all contact free energies in a given (static) structure. 
  
These pair-wise free-energy potentials have been successful in scoring of the native folds and 
sequence recognition (11, 18) or in the comparative modeling with SwissMODEL server or 
within Modeller package (17, 19, 20). Here, the search for the native structure is 
accomplished by generation of the set of structures similar to the template and then by finding 
of the structure with a minimum of the free-energy for the specified sequence.  
 
The knowledge-based potentials have also several weaknesses - they greatly depend on the 
training set (dimensions of the used proteins, as well as amino acid composition) (21-23). The 
pair-wise potential additivity is also influenced by surrounding residues. The space occupied 
by other amino acids in a protein strongly limits possible positions for each given pair, which 
is key factor influencing the statistics of the residual contacts and therefore the free-energy 
potential based on it.  
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1.1.2. Physical Potentials 
These potentials are constructed from several interaction terms (see later), sometimes 
augmented with the implicit solvent model. The underlying physical model guarantees the 
transferability and database independency. Physical potentials can be parameterized to 
provide directly free-energies or potential energies only.  
 
For free-energy potentials, the search for the native structure is similar to the knowledge-
based potentials. The free-energy potential is used to distinguish the native structure from the 
decoys (24-28). This approach was used successfully to predict the native structures of 
proteins in the CASP competition by the Rosetta program (29-32).  
 
The potential energy potentials are used for the molecular dynamics simulations of proteins 
(force field or ab initio dynamics). There, a protein is evolving in the used potential. This 
approach was shown to lead to the native structure for small proteins (33) and it is also used 
in the Folding@Home distributed computing studies (34). They should properly describe also 
non-native protein structures. This fact can be used for the further studies of the protein 
characteristics, such as flexibility, ligand binding, stability, etc. These potentials are the most 
used ones like Amber set of parm force fields (35-38), OPLS-AA/L (39), CHARMM (40, 41), 
and MARTINI (42) force fields.   
 
The quality assessment of any potential however needs a proper benchmark. The knowledge-
based potentials can be validated by their performance in the new structure prediction as for 
example in the CASP competition (43). Physical potentials can be further tested by the 
calculations of the thermodynamical characteristics or in comparison with highly accurate ab 
initio calculations.   
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1.2. Protein Structure 
Proteins are built from 20 amino acids types. Amino acids are connected in the one 
polypeptide chain as was proposed independently by Hofmeister (44) and Fischer (45) in 
1902†. Amino acid residues are organized in the polypeptide chain in a specific sequence 
(“primary structure”). The chain is built at ribosome during the translation process and it is 
realized by the formation of a peptide bond between carboxyl and amino group of the 
neighboring amino acids. Connected amino acid residues interact with each other and with 
their environment in a number of ways.  
 
The first structural elements (“secondary structure”) detected in the protein structure – 
α-helices and β-sheets found by Pauling and coworkers - are stabilized by hydrogen bonds 
between the main-chain atoms (46, 47). However, the final shape of the protein (“tertiary 
structure”) is defined not only by the interactions of the main-chain but also by the 
interactions of residues with the solvent and by the interactions between side-chains.  
1.2.1. Characteristics of Amino Acid Residues 
Every amino acid residue differs significantly in structure of its side-chain. The side-chains 
have two main impacts on the structure – firstly, side-chains have different physical-chemical 
properties, and secondly, their different properties are also influencing the rigidity and 
secondary structure propensity of the respective main-chain segment. Given that every amino 
acid has different properties, their roles in protein structures have to reflect this variability 
(see Figure 1):   
 
• First group of residues are the charged ones. The negatively charged aspartic (D) and 
glutamic (E) acids contain carboxyl groups, while the positively charged arginine 
(R) and lysine (K) have guanidine group and ε-amino group, respectively. It is 
interesting to note, that positively charged residues have groups connected with the 
main-chain by the long flexible chain, while the negatively charged residues are 
relatively shorter and more rigid. The side-chain flexibility is important at the protein 
surface, where the side-chains are exposed into water.  
 
                                                 
†
 They proposed the idea in the same day, at the "74th Annual Meeting of the Gesellschaft der deutschen 
Naturforschen und Ärzte" on September 22, 1902 in Karlsbad (today Karlovy Vary, Czech Republic). 
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• Polar residues serine (S) and threonine (T) contain a hydroxyl group which is 
capable of the hydrogen bonding. The asparagine (N) and glutamine (Q) contain an 
amidic group, which is capable of the multiple hydrogen bonding. These residues are 
usually also exposed to the solvent either on the surface or inside the active site.  
• Next group consists from residues containing sulphur – cysteine (C) and methionine 
(M). Both of these residues are very unique since they are known to make covalent 
bonds upon oxidation, while the cysteine bonding is much more known as a disulphide 
bridges. 
• Aromatic residues phenylalanine (F) and tyrosine (Y) contain benzene ring, while 
the tyrosine in addition contains a polar hydroxyl group. Tryptophane (W) and 
histidine (H) contain indole group and imidazole ring, respectively. All of these 
groups are easily polarizable and they are usually positioned in the central part of the 
protein. 
• Aliphatic residues contain hydrocarbon side-chains, which are with exception of 
alanine (A) branched, while the size grows in line valine (V), isoleucine (I) and 
leucine (L). The aliphatic residues are the most common ones and make the majority 
of the contacts. The most common amino acid residue is leucine.   
• Finally, there are two special residues in proteins. Glycine (G) is the smallest of the 
amino acid residues. Due to non existence of its side-chain, it allows the 
conformational variability of the main-chain unseen in other residues. Proline (P) has 
cyclic side-chain avoiding more main-chain conformation possibilities and thus 
making protein structure more rigid. Both glycine and proline are known to be 
positioned mainly on the hinges and bends.  
 
The charged and polar residues are usually exposed to the water environment surrounding the 
protein molecule and they are often referred as “hydrophilic“(water-liking). Aromatic and 
aliphatic residues are usually found in the central part of the protein avoiding the contact with 
the bulk water at the surface and due to this fact they are often called 
“hydrophobic“(water-fearing). The central part of the folded protein is known as 
“hydrophobic core” due to the presence of hydrophobic residues within the interior of a 
protein.  
 
The concept of hydrophobicity is the subject of the next chapter.  
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Figure 1 – Structures and abbreviations of all amino acids. 
Amino acid abbreviation backgrounds are colored according to the prevailing character of the residue. 
Residues are aliphatic (white), aromatic (violet), polar (orange), sulphur-containing (yellow), positively 
charged (blue), and negatively charged (red). The same coloring scheme is used in the rest of the thesis.  
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1.2.2. Hydrophobicity 
The concept of the hydrophobicity for proteins was established by Kauzmann (48). He 
suggested that the central part of the protein can be modeled as the mixture of non-soluble 
hydrocarbons with water, whose possible interactions with water are accompanied with the 
favorable enthalpy, but with highly unfavorable entropy as water tries to remain in the 
hydrogen bonding net. He suggested that waters in the vicinity of the hydrophobic molecule 
forms structured “icebergs” around the solute which retains the interactions (enthalpy) on the 
cost of their freedom of motion (entropy). Those “iceberg” waters can be freed upon the 
hydrophobic assembly, which would lead to the increase of entropy during such process.  
 
It was shown later, that the hydrophobicity act differently upon solutes of different sizes (49-
51). For the small solutes the hydrophobic effect is mainly of the entropic origin as described 
above, but for bigger solutes the hydrophobic effect is mainly enthalpic due to the smaller 
interactions between hydrophobic solute and water than the interactions between water 
molecules. As a result, water molecules are more mobile near bigger hydrophobic surfaces 
than in the bulk water (52). Therefore the water between two hydrophobic interfaces is 
becoming vapor-like and it is readily “dried” and the hydrophobic interfaces can collapse to 
each other.  
 
On the other side, hydrophilic (water-liking) surface slows waters in its vicinity, where 
interactions between solute and water are more attractive than between waters (52, 53). The 
protein surface is however much more diverse than idealized hydrophobic/hydrophilic surface 
(54, 55), but the hydrophilic surface seems to be prevailing. Upon the contact between two 
hydrophilic surfaces, the captured water is freed and thus the contact between two hydrophilic 
surfaces is primarily driven by the entropy like in the Kauzmann’s idea above.  
 
We should note that hydrophobicity (exclusion of the solute from solvent) act indirectly, as it 
does not exist without the solvent presence. Therefore we should not speak about hydrophobic 
interactions in protein, as the hydrophobicity is in fact caused by the interactions within the 
solvent and not within the solute. One of possible ways how to escape this uneasily definable 
hydrophobicity in a description of side-chain side-chain interactions is a use of cavitation 
energy instead.   
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The solvation studies utilize different concept of hydrophobicity definition. The free energy 
of solvation is defined as a sum of its changes due to the polarization, differences in 
dispersion and repulsion and lastly by cavitation energy. The hydrophobicity in this concept is 
the free energy of cavitation, which is the work needed for creation of the cavity inside the 
solvent in the shape of the solute (56, 57).  
 
 
cavitationrepulsiondispersiononpolarizatisolv GGGGG ∆+∆+∆+∆=∆ , (1) 
 
This “physical” definition of hydrophobicity has several advantages over the “biological” 
definition of the hydrophobic effect. Mainly it does not mix the interactions of the different 
origin. In other words, interactions between water molecules are stronger in the “biological” 
definition; however these interactions are mix of electrostatic as well as dispersion between 
the water molecules, and their change connected with the cavity formation. The “physical” 
definition also shows the common structural habit of the hydrophobic macromolecules to 
have as much spherical surface as possible to minimize the cost of the cavity formation.  
 
Last but not least the tertiary structure of protein is defined by the interactions between side-
chains. We will focus on them in the next chapters.   
 
1.3. Side-chain Side-chain Noncovalent Interactions 
Noncovalent interactions are considerably (by about two orders of magnitude) weaker than 
the covalent interactions responsible for the formation of a covalent bonds. On the other hand, 
they still have strong influence on the protein structure – they are numerous, and as they are 
individually weaker so they can be adjusted in a cooperative way. This cooperativity also 
allows the protein to overcome bigger structural changes for instance upon ligand binding. 
There are several types of non-covalent interactions which will be in detail described in the 
following paragraphs. 
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1.3.1. Electrostatic Interactions 
The electrostatic interactions are the interactions between monopoles and multipoles of the 
molecules and consist of long-range multipole and short-range overlap parts.  
1.3.1.1. Multipole Electrostatic Energy 
The multipole electrostatic energy is the energy coming from the two charge clouds (atoms or 
molecules), due to the Coulomb forces. At larger distances, where the overlap between the 
charged clouds is negligible, the interaction is usually approximated as a multipole expansion 
between the charged clouds. For the illustration, the electrostatic energy for the interaction of 
the point charge with the charged cloud characterized by charge, dipole and quadrupole 
moments  is as follows: 
 






+++≈ K3
2
2
22
1 2
1
r
Q
rr
q
qEel
µ
, 
(2) 
where q2 is a monopole (total charge), µ2 is a dipole and Q2 is a quadrupole of the charged 
cloud and r is the distance between the centre of the cloud and point charge q1. For further 
reading please use the Refs (58, 59).  
 
The electrostatic interactions can be either attractive or repulsive depending on the signs of  
monopoles and multipoles. As seen from the equation (2), the main electrostatic interaction 
between the two charged systems would by their charge-charge interactions, while for the 
charged and polar systems it is charge-dipole term and in the case of charged and aromatics 
(nonpolar) systems it will be charge-quadrupole interaction, etc. The strength of the 
electrostatic interaction is usually decreasing in the same line, i.e. the interaction between the 
two molecules with the nonzero monopoles (charges) is usually the strongest. The distance 
dependence is also defined by the lowest nonzero multipoles as can be seen from the equation 
(2), because the interactions between monopoles are the longest.  
 
The multipole electrostatic interaction energy can be classically approximated by two major 
approaches. Either we can calculate all multipole coefficients per atom in a molecule by the 
distributed multipole analysis from its wave function (60) or the multipole analysis can be 
truncated at atomic monopoles – atomic partial charges and the rest of multipoles are fitted 
onto them. The former method is computationally intensive and also the atomic multipoles 
can quite vary due to the conformational changes in the molecule. The latter method has 
advantage in the computational speed as it is rather easy to calculate the electrostatic energy 
between the partial charges with the Coulomb‘s law  (3): 
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where ε0 is the permittivity of vacuum, qi is partial charge on atom i, and rij is interatomic 
distance.  
 
The use of the atomic partial charges to represent the molecule has also an advantage in a 
robustness of the method, because the partial charges of the atoms are less affected by the 
possible conformational changes. There are several ways of calculation of atomic partial 
charges like Mulliken population analysis (61), or its updated self-consistent version (62), but 
the best representation of the partial charges is restrained electrostatic potential method 
(RESP), which fits the electrostatic potential from partial atomic charges onto the electrostatic 
potential calculated from wavefunction using some quantum mechanical method (63, 64). In 
this case the resulting atomic charges effectively include atomic dipoles, quadrupoles, and 
higher multipoles.  
1.3.1.2. Overlap Electrostatic Energy 
Overlap electrostatic energy (sometimes also called penetration term) is the close-range 
electrostatic interaction, which is always attractive. This interaction arises from the overlap of 
the two charge clouds around two point charges with the opposite charge, i.e. two nuclei with 
the respective electron clouds around them. In the situation when there is no overlap, the 
charged clouds are repelled with each other and held by their respective nucleus. In case when 
nuclei are closer, their charged clouds overlap and electrons in these clouds are attracted also 
to the second nucleus. This is the reason for the attraction coming from this term (60). This 
energy is at even smaller distances compensated by the exchange-repulsion interaction.  
1.3.2. Induction Energy 
Induction interaction arises from the adaptation of the molecule to the electrostatic field (E) of 
all its neighbors. The electrostatic field imposes on the molecule induced dipole according to 
the molecular polarizability (α):  
 
Eind ⋅≈ αµ  (4) 
 
While the atomic polarizability is isotropic property (see Table 1), the molecular 
polarizability is a tensor and not a simple sum of the atomic polarizabilities (65).  
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Table 1 – Atomic polarizabilities taken from Ref (65). 
Atom α [au] Atom α [au] 
H 2.8 O 5.7 
C 8.7 S 16.9 
N 6.6 Cl 16.2 
 
The induced dipole interacts with the permanent dipole of the other molecule in a similar way 
as the normal dipole does, so the pair-wise induction interaction energy is approximately 
given by:  
 
6
1
2
2
6
2
2
1
rr
Eind
αµαµ
−−≈
 
(5) 
 
Induction interaction energy with the other molecules is (contrary to electrostatic one) always 
attractive. As the multipole electrostatic energy has its overlap counterpart, the charge-transfer 
interaction is overlap counterpart of induction. This type of interaction becomes more 
important in the vicinity of the charged species like ions or coordinated metals like zinc or 
ferrum in the active site or complexes of electron donor with electron acceptors. 
1.3.3. Dispersion Energy 
Last type of the noncovalent interaction is dispersion. Dispersion interactions are non-
classical effects arising from the correlation between the electron movements. It can be 
demonstrated classically as the interactions between instantaneous time-dependent and 
induced dipoles. The pair-wise dispersion energy is thus corresponding to:  
 
6
2
21
6
2
12
rr
Edis
µαµα
−−≈
 
(6) 
where ‹µ› is averaged induced dipole.  
 
The dispersion interaction is (like the induction one) always attractive and it is ever present 
(58). It is the force which is responsible for most of the interactions between the nonpolar 
species as are aromatic or aliphatic residues.  
1.4. Examples of Interaction Types between Side-chains 
The types of interaction mentioned above are universal interaction forces. Every residue 
interact differently according to its charge, multipole moment or polarizability. In the 
following paragraphs several typical protein specific side-chain side-chain interactions are 
discussed. 
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1.4.1. Salt Bridges 
Salt bridge is the special case of the multipole electrostatic interactions. It is formed by two 
oppositely charged residues, which are in vicinity (e.g. nitrogen atom within 4 Å to oxygen 
atom from the negatively charged residue). One of the typical salt bridges is depicted on 
Figure 2. The strength of the individual salt bridge is around 100 kcal/mol in the gas phase, 
which is almost the same value as for the covalent bond between two carbon atoms. Salt 
bridges can be, however, easily dissociated in the water environment, where the electrostatic 
interactions with surrounding water molecules are more preferred.  
 
 
Figure 2 – Example of salt bridge  
Interaction between side-chains of arginine (R) and glutamic acid (E). 
 
It has been argued in the literature that salt bridges are the main reason for the protein 
thermostability (66, 67), as there is higher number of the charged residues on the surface of 
the hyperthermophilic proteins than on the surface of their mesophilic counterparts. However 
not all pairs of oppositely charged residues close to each other necessary form the salt bridges 
(68). The reason is bigger attraction of the water molecules to the charged group which can 
overcome the salt bridge binding energy.  
1.4.2. Hydrogen Bonding Pairs  
Hydrogen bonding pairs occur in proteins mostly between main-chain atoms. The side-chains 
can be a part of the hydrogen bonding in the case of the presence of a heteroatom. The nature 
and most of the properties of hydrogen bonds can be explained by the electrostatic model. It is 
a bond between two electronegative atoms operated by the hydrogen atom between them. 
Hydrogen is covalently bound on the donor atom and it is pointing at the acceptor atom. The 
hydrogen bond distance is usually below 2.5 Å between acceptor and hydrogen and the 
donor-hydrogen-acceptor angle is between 90° and 180° with the most frequent angle around 
160° (69, 70). The strength of a typical hydrogen bond is around 5 kcal/mol in the gas phase.  
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Figure 3 – Example of hydrogen bonding pair.  
Interaction between side-chains of polar residues threonine (T) and serine (S) . 
 
The hydrogen bonds are direction-dependent and as thus they can be structure determinants. 
On the other hand, water molecules also form hydrogen bonds easily and the interaction of the 
side-chain with water is also entropicaly favorable thanks to the water mobility. To prevent 
this interaction, the hydrogen bond has to be shielded from the water environment. Examples 
of such shielding are main-chain hydrogen bonds stabilizing the secondary structure elements. 
These hydrogen bonds are covered by side-chains exposed to the environment protecting 
main-chains from the water environment. Bigger flexibility of the side-chains however makes 
such shielding difficult for the side-chain hydrogen bonds.  
1.4.3. Dispersively Bound Pairs 
In the case of aliphatic and aromatic residues, the prevailing interaction is the dispersion 
interaction being the weakest one. Dispersively bound pairs have interaction energies around 
1 - 5 kcal/mol. The interactions of the aromatic residues are stronger than those of the 
aliphatic residues.  
 
 
 
 
 
Figure 4 – Examples of dispersively bound pairs. 
Interaction between side-chains of aromatic residues phenylalanines (F) (left) and aliphatic residues 
leucines (L) (right). 
 
Given that dispersion interactions are the weakest ones, it is interesting that dispersively 
bound pairs are prevailing interactions in the protein hydrophobic core – the most stable 
structural element of a protein, which is densely packed (71).  
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1.5. Side-chain Side-chain Covalent Interactions 
Besides the non-covalent interactions between side-chains (which are dominant), there are 
also covalent interactions. The covalent bonds are less numerous than the non-covalent 
interactions and following expectations, they are also stronger. Further, they do not break as 
much as the noncovalent interactions do. For a long time the only covalent interactions 
between side-chains were disulphide bonds. However, another covalent bond has been 
reported recently between methionine and lysine.  
1.5.1. Disulphide Bonds  
Disulfide bonds in proteins are formed by oxidation of the thiol (-SH) groups of cysteine 
residues. The linkage is also called an SS-bond or disulfide bridge and its formation can be 
seen on Figure 5 and the created residue is called “cystine”. Bond length is about 2.0 Å. The 
disulphide bond prefers conformations which have dihedral angles approximately 90°; 
-85.8° for a left-handed conformation and 96.8° for a right-handed conformation (72).  
 
Disulphide bonds are weaker than the covalent bonds between carbon atoms due to the sulfur 
size and polarizability. Bond dissociation energy is about 60 kcal/mol (73). On the other hand, 
they are still considerably stronger than any non-covalent interactions and as such they 
increase the rigidity of the protein structure. They are more abundant in small proteins. Due to 
the nature of disulphide bond, it is unstable in a reducing environment like in cytoplasm. They 
are also rare in hyperthermophilic organisms, probably due to the lesser stability at a higher 
temperature.  
 
 
Figure 5 – Formation of the disulphide bond 
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1.5.2. Methionine-Lysine Bonds  
Than et al. reported a novel covalent bonding between methionine and lysine in extracellular 
matrix in connection between subunits of collagen IV (74) based on the detected electron 
density between M93 and K211 not explainable by noncovalent interactions (PDB ID: 1LI1). 
Authors concluded that thioester bond was formed, which means that the bond between 
carbon and sulphur atoms was formed as shown on Figure 6A.  
 
Recently, this idea was challenged by Vanacore et al (75), who proposed that the bond formed 
is in fact sulfimine, i.e. that the double covalent bond is formed between sulphur and nitrogen 
atoms. Mass spectrometry shows that connected peptide fragments lack 2 hydrogen atoms 
indicating that bond between residues is formed by oxidation of the residues (Figure 6B). 
However, sulfilimines are usually stabilized by the electron-acceptor group on the nitrogen 
atom (76), which is not the case in the proposed bonding in proteins. Therefore also cyclic 
arrangement was proposed as shown on Figure 6C.  
 
A     B   C 
      
Figure 6 – Binding possibilities between methionine and lysine or hydroxylysine.  
A - Thiosester bond proposed by Than et al. (74). B - Sulfilimine bond proposed by Vanacore et al (75). 
C - Cyclic sulfoximine bond proposed by Vanacore et al. (75). 
 
 
1.6. Side-Chains Interactions and Protein Stability 
The stability of a protein can by defined as a free energy difference between the native 
structure of protein and its denatured counterparts. The free energy difference has several 
sources – hydrophobic effect, the rigidity of the peptide bond, conformation preferences of 
the main-chain and side-chain side-chain interactions.  
 
Each source of the stability has different strength in different stages of the protein folding. 
According to the folding funnel theory (77), the influence of the hydrophobic effect is the 
strongest at the beginning of the protein folding upon the hydrophobic collapse, while the last 
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steps are governed by the selection of the proper side-chain side-chain interactions (78) (see 
Figure 7).  
 
A 
 
 
B 
 
Figure 7 - Folding funnels of lattice model protein (A) and lysozyme (B).  
Free energy surface is shown as a function of the total number of contacts and number of native contacts 
between residues. Adapted from Dobson et al. (78). 
 
This finding is also in concord with the nucleation theory advocated by Shaknovich et al. (79, 
80). There the native structure of the protein is formed only after formation of the folding 
nucleus, which is the transition structure leading to the folding of the native structure of the 
protein (see Figure 8). The residues from the folding nucleus are those which belong to the 
hydrophobic core of the protein. 
 
The stability of the protein seems to be also affected by the stability of the hydrophobic core. 
The mutation of the residues inside the core usually leads to the changes in the stability and/or 
in the structure of the protein (81, 82). However, other side-chain side-chain interactions were 
found to be of some importance – such as salt bridges which are more common in the 
thermophillic counterparts of the mesophilic proteins (66). 
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Figure 8 - Mechanism of folding of small protein G (PDB code 1IGD). 
Mechanism was derived from all-atom Monte Carlo ensemble folding simulations with the Go potential. 
Parallel pathways through various helix-hairpin intermediates converge to a common nucleation step 
that leads to the final folding step. Residues from the nucleation step belongs to the hydrophobic core. 
Adapted from Shimada, J. et al.  (83).  
 
 
The importance of side-chain side-chain contacts in the latter phase of the protein folding and 
in the formation of the hydrophobic core were the starting point of this thesis. The work 
started with the evaluation of the strength of the side-chain side-chain interactions inside the 
hydrophobic core. It was later enlarged also on the study of the salt bridges and at the end it 
concluded in the study of all observed side-chain side-chain contacts with the use of the 
computational methods described in the consequent chapter. 
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2. Methods 
There are two important steps in any computational chemistry workflow and in a protein 
modeling as well: (a) selection of an appropriate representative model and (b) selection of an 
applicable computational method providing accurate results in a reasonable time.  
2.1. Selection of the Model Geometries 
The model system geometry is usually based on coordinates obtained experimentally – either 
from X-ray structural analysis or NMR experiment. Several geometry models were chosen for 
the study of different side-chain side-chain interactions.  
 
Studies of interactions inside the hydrophobic core as well as those of salt bridges were based 
on crystal structures of small protein rubredoxin. Unusually strong interactions of proline with 
aromatic residues were studied on structures of the Trp-cage protein, and EVH1 and GYF 
binding domains. The most extensive part of the work was based on geometries from Atlas of 
Protein Side-Chain Interactions.  
2.1.1. Rubredoxin 
Rubredoxin from mesophilic organism Desulfovibrio Vulgaris (Df) was used for the 
calculations of the side-chain side-chain interactions in the hydrophobic core. Df rubredoxin 
(PDB code 1RB9) is a globular one-domain protein containing a densely packed cluster of 
residues centered around two phenylalanines (F30 and F49). All residues within a distance of 
5 Å around F30 or F49 were cut out from the protein and modeled as a side-chain methylated 
at the Cβ atom of the side-chain (Figure 9A). Several main-chain hydrogen bonds motifs were 
selected for comparison of the energy decomposition (Figure 9B). All amino acid residues 
were treated as neutral.  
 
The same rubredoxin protein family was also selected for the study of the salt bridges 
strength. Salt bridge coordinates were obtained from structures of hyperthermophilic 
rubredoxin from Pyrrococus furiosus (Pf)  (PDB code: 1BRF), its mutants (PDB codes: 
1BQ9, 1IU5) and its mesophilic counterpart from Clostridium pasteurianum (Cp) (PDB code: 
1SMM). The superimposed salt bridges from the various sources are shown on Figure 10. The 
amino acids forming salt bridges were excised from the protein and their N termini were set to 
NH2 and O termini to H–C=O, i.e. not in a zwitterionic form.  
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A 
 
 
B 
 
Figure 9 – Visualizations of model systems derived from Df rubredoxin (PDB code 1RB9). 
(A) Amino acid residues inside the core of. The colors of residues are based on their total interaction 
energy magnitude. The largest interaction energy (red) is provided by the two phenylalanines F30 and 
F49, followed by the residues Y13, W37 and L33 (orange), Y4 and K46. The two cysteines C6 and C39 
(green) and the valine V5 (blue) provided smallest interaction energy within the studied set.  
(B) Hydrogen bonds inside the rubredoxin. Their distances between NH and CO group are shown in 
Ǻngströms. 
 
 
 
 
Figure 10 - Structure of rubredoxin from Pyrrococus furiosus (Pf Rd) with salt bridges.  
All other rubredoxin structures (1IU5, 1BQ9, 1SMM) were aligned to the structure of wild-type (1BRF, 
green). Salt bridges differ in color (SB1, blue; SB2, violet; SB3, yellow) from those of the wild-type (SB4–
SB6, green). The distance (in Å) between the COO– carbonyl carbon and NH3+ nitrogen is shown for 
each salt bridge. 
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2.1.2. Models of Proline Interactions with Tryptophane 
For the calculation of proline-tryptophane (PW) interaction, two intramolecular PW motifs 
were selected from structure of  Trp-cage miniprotein (PDB code 1L2Y, see Figure 11).  
 
 
 
Figure 11 - Structure of Trp-cage miniprotein (PDB code 1L2Y).  
The L-shape arrangement of interaction between W6 and P17 is represented by double arrow red line 
whereas the stacked-like arrangement of W6 and P18 is shown in blue double arrow line. 
 
Two additional models derived from the above mentioned PW motifs were used for 
evaluation of the proline’s nitrogen heteroatom role and the proline’s cyclic arrangement role. 
Replacement of the NH group in proline by CH2 group resulted in a cyclopentane–tryptophan 
complex (see Figure 12A). Leucine–tryptophan (LW) complex in stacked-like arrangement 
was used to evaluate a contribution coming from an acyclic arrangement of the same number 
of heavy atoms as in cyclopentane. Leucine was modelled only as a side-chain truncated at Cα 
atom. The structure of the LW complex in stacked-like arrangement was obtained from the 
Atlas of Protein Side-Chain Interactions (see Figure 12B) (84).  
 
A 
 
B 
 
Figure 12 – Structural analogs of the tryptophane...proline. 
Tryptophane W6 interacting with cyclopentane (A) based on geometry of W6-P18 pair and WL complex 
(B) in stacking orientation obtained from the Atlas of Protein Side-Chain Interactions (84). 
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To further evaluate the strength of intermolecular PW interaction motif found for example in 
EVH1 and GYF binding domains complexed with proline rich peptides, two X-ray structures 
(PDB code 1EVH and 1L2Z, see Figure 13) were used. Each proline-tryptophane pair was cut 
out from the original structure and treated as separate complex. 
 
 
Figure 13 - Models of the intermolecular proline-tryptophane (PW) interactions.  
Details of two representative members of protein rich motives (PRM)-binding families with their peptide 
ligands. Single binding modes known to date for the GYF (left) and one of the binding modes for the 
EVH1 domains (right). 
2.1.3. Atlas of Protein Side-Chain Interactions 
The data for the representative set of amino acid side-chains were extracted from a specially 
updated version of the Atlas of Protein Side-Chain Interactions (84). The online atlas is based 
on a printed atlas published in 1992 by Singh and Thornton (85) and analyzes the interaction 
geometries of all 20×20 amino acid side chain pairs as found in experimentally determined 
3D protein structures. For each side chain pair, the atlas shows how one side chain is 
distributed with respect to the other in the space. The preferred interaction geometries are 
revealed by clusters in the distributions of side-chains around the central residue. The atlas 
lists the clusters by size and selects a representative side chain pairing for each one. 
 
The atlas is derived using a set of nonhomologous protein chains selected from the structures 
in the Protein Data Bank (PDB) (86, 87). No two chains have a mutual sequence identity 
greater than 20%, and the chains are only taken from structures solved by X-ray 
crystallography to a resolution of 2.0 Å or better. The data in the printed version of the atlas 
were derived from 62 protein structures, whereas the older online version uses 533 structures 
(88). For the current study, updated version from October 2006 contained 2548 protein 
structures total.  
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Interacting side-chains are considered to be those having a center-to-center distance between 
their closest two atoms (excluding backbone atoms) of less than the sum of their van der 
Waals radii, plus 1 Å coordinate error allowance. The two residues have to be at least 
4 residues apart in the protein’s sequence.  
 
The cluster representatives for a given distribution are determined by considering each side-
chain in turn. The root mean square distance (rmsd) to all other side-chains in the distribution 
is computed using the three atoms that define the side-chain’s frame of reference. Any side-
chain with an rmsd of less than 1.5 Å from the selected side-chain is considered a “neighbor”. 
The side-chain with the largest number of neighbors is taken to be the cluster representative 
of the largest cluster. This side-chain and all its neighbors are then removed from the 
distribution, and the calculation is repeated to obtain the cluster representative of the second 
largest cluster, etc. 
 
Only a subset of representative structures was used in the first benchmark study. The set 
covered all important types of side-chain side-chain interactions (Figure 14) and all 20 
different amino acid residues. For the later studies we have used either all 20 x 20 
representative pairs or even all contacts for selected residues in the Atlas of Protein Side-
Chain Interactions dataset.  
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Figure 14 - Geometries of representative set of amino acid side-chain analogs. 
Side-chains are truncated at Cα atom. 
2. METHODS  26 
   
2.2. Selection of Computational Methods 
In this thesis, all computational methods are used to evaluate the interaction energy. 
Interaction energy is defined as the difference between the energy of the complex (EAB) and 
the sum of energies of the isolated systems (EA,B): 
( )BAAB EEEE +−=∆ int  (7) 
 
The interaction energy cannot be directly assigned to any observable quantity, but it still 
represents a useful characteristic of the interaction in question. The negative value of the 
interaction energy is usually referred as the stabilization energy. The calculation of the 
interaction energy is computationally difficult because the value of the interaction energy is a 
small number in comparison to the large total energies of the systems. This represents a 
challenge for the accuracy of the computational method used. 
2.2.1.  Ab initio Methods 
Ab initio methods are based on solving the time-independent Schrödinger equation for the 
system in some representation. Using the Born-Oppenheimer approximation (89), the 
molecular wave function can be divided into nuclear and electronic parts and be solved 
separately. With the fixed position of nuclei, the electronic energy can be calculated using the 
electronic Schrödinger equation (90): 
 ( ) ( )RrERrH ee ;; χχ =
∧
, 
(8) 
where r are all electronic coordinates and R are positions of nuclei.  
 
The Schrödinger equation of complex systems cannot be solved analytically and only an 
approximate numerical solution can be obtained on a wave function expanded in the basis set. 
The most precise quantum chemical method is the configuration interaction (CI) in an infinite 
basis set, but this method is extremely expensive and thus cheaper methods are used.  
 
The weakest point of the ab initio methods is usually the amount of the correlation energy 
covered, while this energy is connected with the correlative motions of the electron and it thus 
have the direct impact on the dispersion interaction defined earlier in the Chapter 1.3.3. 
Because this interaction is crucial in the determination of the interaction energies, only the 
methods which are able to calculate the dispersion interaction were used and they are 
discussed bellow according to their accuracy.  
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2.2.1.1. Coupled Cluster Method with Complete Basis Set Limit (CCSD(T)|CBS) 
A practical route to the complete correlation is the use of the coupled cluster method with 
variational single and double excitations augmented with perturbative triples (CCSD(T)). This 
method is based on the description of the wave function as an exponential ansatz (91): 
 
0Φ=Ψ
∧
Te , (9) 
where  is a Slater determinant usually constructed from Hartree-Fock molecular orbitals 
.  is an excitation operator which, when acting on , produces a linear combination of 
excited Slater determinants (singles, doubles, triples and higher orders).  
 
It has been shown that the interaction energies of the stacked as well as hydrogen-bonded 
model systems calculated at CCSD(T) level were practically identical to those calculated at 
CCSDT level (92), where all single, double and triple electron excitations are determined 
iteratively. As the CCSDT energies are close to the full configuration interaction limit (93), 
this makes CCSD(T) calculations reliable enough to provide benchmark calculations on the 
interaction energies between biomolecular building blocks such as amino acid side-chains. 
 
For the highly accurate calculation of the interaction energy, the wave function has to be 
expanded in the basis set as completely as possible to allow the accurate description of the 
system. The use of the extended basis set is especially important for the calculation of the 
noncovalent interactions. In order to minimize the error resulting from the usage of the finite 
basis set, the extrapolation to the complete basis set limit (CBS) can be used thanks to the 
basis set convergence behavior (94).  
 
It is however impractical to perform CBS extrapolation at the CCSD(T) level as these 
calculations would be too computationally demanding. Fortunately, the difference between 
CCSD(T) and MP2 energies show very little basis set dependence unlike these energies 
themselves (95). Therefore, one can approximate the CCSD(T)|CBS interaction energy 
( ))|(( CBSTCCSDE ) as: 
 
)|2()|)(()|2()|)(( smallMPsmallTCCSDCBSMPCBSTCCSD EEEE −+= , (10) 
where )|2( CBSMPE  denotes the CBS limit of the interaction energy at the MP2 level and 
)|( smallmethodE is the interaction energy calculated with the shown method in some smaller basis 
such as aug-cc-pVDZ or even 6-31G**(0.25,0.15). 
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Several extrapolation schemes have been proposed for the extrapolation to the MP2 energies 
to the CBS limit. Since the extrapolation has to be performed systematically, Dunning’s 
correlation consistent polarised basis sets cc-pVxZ (x = D,T,Q,5,6) or their versions 
augmented with diffuse functions, aug-cc-pVxZ are often utilised (96, 97). The two-point 
extrapolation scheme suggested by Helgaker et al. (94) is probably the most commonly used 
today and it is used also in this work.  
 
The described CCSD(T)|CBS procedure solves traditional problems of ab initio quantum 
chemical methods, i.e. the incompleteness of the basis set and insufficient amount of 
correlation energy incorporated in the computation method.  
2.2.1.2. Møller-Plesset Perturbative Treatment (MP2) 
Møller-Plesset method (MP) is the post-HF method based on Raleigh-Schrödinger 
perturbation theory (98). In the MP method, the perturbation represents electron correlation. 
Since the unperturbed zero-order energy EMP0 is Hartree-Fock (HF) energy and the first-order 
MP energy is zero, at least the second-order MP (MP2) is necessary to improve the HF 
energy. This leads to the popular MP2 method. The higher-order terms are computationally 
more demanding. While MP2 method overestimates the correlation energy, more expensive 
MP3 is underestimating it and only much more expensive MP4 yields good results. 
Nevertheless, the second–order MP perturbation treatment is widely used, because it is the 
least expensive wave function method which covers large amounts of the correlation energy. 
 
The evaluation of the two-electron four-centre Coulomb integrals in the Gaussian basis set is 
a significant component of the overall computational time of many ab initio methods such as 
MP2. The improvement in the computational speed can be obtained with the use of the 
resolution-of-identity approximation (RI) (also called density fitting (DF)). The basic 
approach of the RI method is to factorize the four-centre integral into three-centre quantities 
using a second or “auxiliary” basis set (99). This is formally done by inserting a resolution of 
identity ∑=
i
ii1  into the two-electron integrals: 
 ∑=
t
klttijklij
 
(11) 
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Owing to the incompleteness of the actual auxiliary basis set, the expansion introduces an 
error, which should be minimized with use of the bigger basis sets. For example, the RI-MP2 
method yields almost identical energies to the exact MP2 method with the time saving being 
as high as one order of magnitude (100).  
 
Furthermore, interaction energies calculated with small basis sets can be affected by the basis 
set superposition error (BSSE). This error is the artificial result of the finite basis set size. It is 
caused by the different number of basis functions used for the description of the wave 
functions for the complex and for the monomers. This leads to the better description of the 
complex in comparison with the monomers, yielding artificially increased binding energy. 
This effect vanishes asymptotically as the complete basis set limit is approached.  
 
The easiest way to eliminate BSSE error is the use of the counterpoise correction (CP) 
method of Boys and Bernardi (101). In this method, monomer energies are calculated in the 
basis set of the whole complex by introduction of “ghost orbitals” in the positions of the 
absent atoms. The interaction energy can be then simply calculated as: 
 )()()(int ABEABEABEE BAAB −−=∆  (12) 
where EAB is the energy of the complex AB, and EA and EB are the energies of the monomers. 
The parentheses denote that the basis set for the whole complex is used in all cases.  
2.2.2. Density Functional Theory (DFT) 
The density functional methods (DFT) provide a useful alternative to wave-function methods. 
They are usually computationally less demanding because the many-body wave function of 
the system is not calculated. Instead, the energy of the system is calculated as a functional of 
the electronic density. This leads to Kohn-Sham equations, which are solved iteratively like 
HF equations (102). The energy of the electron gas can be expressed as a functional of the 
electron density: 
 [ ] [ ] [ ] [ ]ρρρρρ xcHext EVrdrrVTE +++= ∫ )()( , (13) 
where T is a kinetic energy of the electron gas, Vext is an external potential acting on the 
system, VH is the Hartree energy and Exc is the exchange-correlation energy, which includes 
terms accounting for both exchange energy and the electron correlation. The exact exchange-
correlation functionals are not known except for the free-electron gas. There are several DFT 
approximations which differ in evaluation of Exc.   
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The Generalized Gradient Approximation (GGA) calculates exchange-correlation energy 
from the electron density and its gradient. Most popular GGA exchange-correlation 
functionals used now are PBE (103), PW91 (104), and B-LYP (105, 106) functionals. 
However, the GGA functionals are local and for this reason they are unable to describe the 
long-range correlation effects, such as dispersion.  
 
For this reason meta-GGA functionals have been proposed to contain more semi-local 
information, such as the kinetic energy density, higher order density gradients or gradients of 
the Kohn-Sham orbitals. Even though the improvement of the functional form is there, they 
still have trouble with the description of the nonlocal phenomena. The most widely used 
meta-GGA functionals are TPSS (107) and M06-L (108).  
 
Another way of improving the DFT performance is to incorporate a fixed amount, typically 
20-25%, of the exact Hartree-Fock type exchange to the usual density functional exchange. 
These functionals are called hybrid exchange-correlation functionals. Although the hybrid 
functionals usually perform better in the description of long-range interactions, there is still 
room for development. The most popular and widely used hybrid functional is B3LYP (109, 
110); other prevalent functionals from this group are PBE1 (111), PBE0 (112) and M06 suite 
of functionals. (113). 
2.2.2.1. Density Functional Theory with Empirical Dispersion Term (DFT-D) 
Even simpler way to improve the performance of the DFT methods in the systems where the 
nonlocal effects play crucial role is the augmentation of the functional with the empirical 
dispersion term. The resulting DFT-D method then calculates the energy as a sum of the DFT 
energy and damped dispersion term. One of the possible forms of the dispersion term is: 
 
6
6)(
R
C
RfEdisp = , (14) 
where )(Rf is a damping function, C6 is the dispersion coefficient and R is the interatomic 
distance.  
 
The first succesfull DFT-D method was proposed by Grimme (114), where the damping 
function scaled the dispersion coefficients, which leads to wrong asymptotic behavior of the 
dispersion term at very long distances. Another damping function was proposed by Jurečka et 
al (115), which scales the atomic radii. This form of the dispersion was parameterized on the 
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CCSD(T)|CBS values on the S22 set (116) so it provide reliable characteristics for the 
isolated systems as well as for the H-bonded and dispersion-bound complexes (115).  
 
Moreover, the dispersion energy determined by the C6/R6 expression agrees surprisingly well 
with the dispersion contribution calculated with the SAPT method (117, 118). Another 
advantage of the DFT-D is its favorable computational cost; it can be used for extensive 
biomolecular systems. The cost of the calculation can be further reduced by applying the 
resolution-of-identity (RI) approximation.  
 
The combination of TPSS functional (107) and TZVP basis set augmented with empirical 
dispersion term from Jurečka et al. (115) was used as a RI-DFT-D method in this thesis.   
2.2.2.2. Density Functional Tight Binding (DFTB) 
The density functional tight-binding scheme (DFTB) (119, 120) is based on a second-order 
expansion of the Kohn-Sham total energy in DFT with respect to charge density fluctuations 
and it can be seen as the generalization of the tight-binding method (121). The DFTB method 
was later modified by a self-consistent redistribution of Mulliken charges (SCC) (122).The 
SCC charges are used calculate the long-range electrostatic interactions between the point 
charges at different sites and to include the self-interaction contributions of individual atoms.  
 
The approximate DFT energy functional is given by: 
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, 
(15) 
where the Hamiltonian matrix elements ][ 0ρµνH  are calculated with GGA functional in a two-
center approximation using a minimal basis of atomic-like wave functions. The second term 
represents long-range Coulomb interactions between point charges at different sites and 
includes self-interaction contributions of individual atoms. The last term represents the 
repulsion energy and is approximated as a sum of short-range two-center terms fitted into the 
ab initio calculations.  
 
The dispersion is calculated in the SCC-DFTB-D scheme by an empirical dispersion term 
which is added to the SCC-DFTB total energy in the same way as in the DFT-D approach. 
The diatomic C6 coefficients are calculated using the Slater–Kirkwood combination rule and 
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the 1/R6 dependence is truncated for small interatomic distances using an appropriate 
damping function (123).  
 
Due to these extensions, the SCC-DFTB-D method is faster and still quite reliable method for 
the calculation of biomolecules and due to these characteristic it can be used for the ab initio 
dynamics (124).  
2.2.2.3. Symmetry-Adapted Perturbation Theory with DFT (DFT-SAPT) 
Another method which is based on the perturbation theory is the Symmetry-Adapted 
Perturbation Theory (SAPT) (125). In SAPT, the total Hamiltonian for the dimer is 
partitioned as: 
 
∧∧∧∧
++= WVFH0 , (16) 
where 
∧
F  is the sum of the Fock operators for monomers A and B, 
∧
V  is the intermolecular 
interaction operator, and 
∧
W  is the sum of the Møller-Plesset fluctuation operators an as such it 
is intramonomer correlation operator. The interaction energy, Eint, is expanded as a 
perturbative series 
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where the indices n and j are denoting the orders in the operators ∧V  and ∧W , respectively. 
 
SAPT method is thus able not only calculate interaction energies with high accuracy but it 
also allows the decomposition of the interaction energy into physically meaningful 
components (electrostatic, exchange, induction and dispersion terms):  
 HFEEEEE dispindexchelst
SAPT δ++++= )2()2()1()1(int , (18) 
 
The exponents in equation (18) refer to the perturbation order with respect to the 
intermolecular operator 
∧
V . δHF denotes the estimate for higher-order contributions.  
 
However SAPT method is unfortunately quite expensive with O(N7) scaling and the 
calculation of the interaction energies between two bigger systems are beyond the reach of the 
classical SAPT method. For this reason, the SAPT version with DFT description of the 
monomers has been introduced (126, 127). This method is called either SAPT(DFT) or DFT-
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SAPT, while it is much cheaper with O(N6) or even O(N5) scaling with use of density fitting 
procedure (128).  
 
However, it is necessary to circumvent the common failure of DFT methods to describe 
correctly the dispersion interaction. This drawback, which occurs due to the wrong long-range 
behavior of electron densities in commonly used exchange-correlation potentials, can be 
solved by an asymptotic correction to the exchange-correlation potential. Furthermore, the 
DFT method is only used for the description of isolated monomers and interaction energies 
are calculated at a higher level. DFT-SAPT provides similar accuracy to high-level wave 
function based methods with extrapolation to the complete basis set limit (129). 
2.2.3. Semiempirical Methods 
Semi-empirical quantum chemical methods are based on ab initio methods, but they use 
additional approximations and parameters from empirical data or from the fit into the higher 
level ab initio calculations. The use of empirical parameters allows some inclusion of electron 
correlation effects. Semi-empirical calculations are much faster than their ab initio 
counterparts. Their results, however, can be wrong if the molecule being computed is of a 
different type than the molecules used to parameterize the semiempirical method. 
2.2.3.1. Parameterized Model 6 with Corrections (PM6-DH) 
Semiempirical method Parameterized Model 6 (PM6) was introduced recently by Stewart 
(130). It is a method based on the neglect of non-bonded differential overlap (NNDO) 
improved by the adoption of Viotyuk’s core-core diatomic interaction term (131) and Thiel’s 
d-orbital approximation (132). These modifications allowed parameterization of 80 elements 
and also reduced the error for main group elements (133). However, the PM6 method fails for 
the description of noncovalent interactions, specifically the dispersion energy and H-bonding.  
 
For this reason, the improvement of noncovalent interactions was done in two directions: (i) 
the addition of an empirical dispersion energy term that improves the description of 
complexes controlled by the dispersion energy and (ii) the introduction of an additional 
electrostatic term that improves the description of hydrogen-bonded complexes. The accuracy 
of the resulting method, PM6 with corrections for dispersion and hydrogen bonding (PM6-
DH), is close to that of correlated ab initio methods on a multiple sets of high-quality 
benchmark data (134). 
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2.2.4. Methods Using Empirical Potential  
In the most of empirical potentials, the interaction energy can be calculated as a sum over 
three noncovalent terms – electrostatic, repulsion and dispersion terms between side-chains. 
The electrostatic interaction energy is calculated as a finite sum over all possible pair-wise 
electrostatic energies between atoms on both residues using Coulomb’s law: 
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where ε0 is the permittivity of vacuum, qi is the partial charge on atom i, and rij is an 
interatomic distance. 
 
Dispersion and repulsion interactions are usually summed up in Lennard-Jones interaction 
energy term. The interaction energy coming from this term is similarly defined as a sum over 
all pair-wise Lennard-Jones energies. Lennard-Jones interaction energy can be expressed in 
two different representations (20): 
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where A is repulsion coefficient, B is dispersion coefficient, rij is interatomic distance, ε is 
potential depth, and σ is the finite distance, at which the Lennard-Jones potential is zero.  
 
The molecular mechanical empirical potential (force field) also contains bonded terms in the 
potential, but these terms do not apply in the case of nonbonded interactions. The 
parameterization of a force field is usually performed by fitting force field parameters to the 
experimental results and high-level quantum chemical calculations.  
 
The advantage of force field methods is their speed, because they are several orders of 
magnitude faster than quantum mechanics methods. However their accuracy is highly 
dependent on their parameterization. For instance, the polarization effects cannot be fully 
captured with the point charge representation in the normal force field but only with the 
polarizable force fields, which are on the other hand slower.  
 
Force field methods used in this thesis were modified force fields parm03 and OPLS-AA/L.  
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2.2.4.1. Optimized Potential for Liquid Simulations (OPLS-AA/L) 
OPLS-AA/L (39) force field is a re-evaluated version of OPLS-AA (135) force field. This 
family of force fields was developed closely with the Amber family of force fields as it used 
dihedral torsion parameters from the Amber   Cornell et al. force field (35), but these were in 
the later version of OPLS force field reparameterized. Parameters of nonbonded interactions 
have also been refitted, and the validity of new Coulombic charges and van der Waals 
parameters were proved through reproducing gas-phase energies of complex formation, heats 
of vaporization and densities of pure model liquids.  
 
Our modification of OPLS-AA/L force field was only the truncation of the residue at the Cα 
(or Cβ) atom to provide side-chain atoms only. The terminal Cα (or Cβ) methyl group were 
assigned the same atomic types and partial charges as the other methyl groups in the OPLS-
AA/L force field.  
2.2.4.2. Parm03 
Duan et al. parm03 (36) force field originates from the family of Cornell et al. parm94 (136) 
and Wang et al. parm99 (64) force fields and is implemented in the Amber molecular 
dynamics package (137). This force field was parameterized specifically for the amino acid 
residues and proteins with fitting of the partial charges by RESP method on the grid 
calculated with B3LYP/cc-pVTZ//HF/6-31G** method within continuum solvent with an 
effective dielectric constant of ε = 4. 
 
Our modification of parm03 force field was the truncation of the side-chain topology at the 
Cα or Cβ atoms. The partial charges and Lennard-Jones parameters of the original atoms were 
left unchanged. The newly added hydrogens on the truncated atom were assigned such partial 
charge to provide the integral charge on entire residue.  
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2.3. Solvent Models 
Since the most chemical processes take place in the solvent, our study was extended to the 
modeling of the influence of the environment on the interaction energy. The solvent can be 
modeled explicitly but this method considerably increases the computational demands of the 
calculation. The other way around is to use an implicit, or continuum solvent model (138). In 
this approach, the solvent is modeled as a bulk medium or a continuum surrounding the 
studied system.  
 
The solvation models evaluate the solvation free energy solvG∆ , which equals to the free 
energy of the transfer of the solute molecule from vacuum to the solvent. The solvG∆  can be 
decomposed into several contributions:  
 
cavitationrepulsiondispersiononpolarizatisolv GGGGG ∆+∆+∆+∆=∆ , (21) 
where the individual terms are electrostatic, dispersion, repulsion and cavitation contributions, 
respectively.  
 
As this thesis focuses only on the interaction energies between the side-chains, only the 
change in the interaction energy was studied. The influence of the solvent on the interaction 
energies between side-chains is mostly given by the change in the electrostatic component. 
Cavitation term is in this case unusable, as the cavity is not given by the side-chains pair but 
by the complete protein and thus the cavitation term was omitted from the investigation.  
2.3.1. Ab initio Solvent Models 
Dispersion, repulsion and cavitation terms are often combined in implicit solvent models and 
they are usually estimated to be linearly proportional to the solvent-accessible surface area of 
the solute based on the experimentally determined free solvation energies. The electrostatic 
contribution is very important for charged and polar solutes, due to the polarization of the 
solvent. It is evaluated through the solvent being modeled as a uniform medium with the 
dielectric constant - ε. These calculations are usually based on the models derived by Born 
(139) and Onsager (140).  
 
In the Onsager (140) model, the dipole of the solute induces a dipole in the surrounding 
medium, which in turn induces an electric field in this cavity (a reaction field). This model 
can be used in combinations with the ab initio calculation. The interactions of the solvent 
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reaction field with the solute dipole are considered as the perturbation of the Hamiltonian of  
molecule. The disadvantage of this method, referred to as the self-consistent reaction field 
(SCRF), is the use of a spherical cavity for the solvent.  
 
A more realistic cavity shape based on the van der Waals radii of the atoms of the solute is 
used in the polarizable continuum method (PCM) (141). Unlike in the SCRF method, the 
electrostatic term has to be evaluated numerically. The cavity surface is divided into a large 
number of surface elements, and a point charge representing the solvent polarization is 
associated with each element.  
 
The Conductor-like Screening Model (COSMO) (142) of a solvent is a variant of the PCM 
method, where the cavity is considered to be embedded in a conductor with an infinite 
dielectric constant. The potential on the surface of the conductor is set to zero, which gives a 
convenient boundary condition for the determination of the surface charges. Its 
implementation in the quantum chemistry codes might differ, because while Gaussian  
version called C-PCM (143) calculates also a cavitation term, Turbomole COSMO version 
did not calculate the cavitation term at all and focuses only on the electrostatic component 
(144).   
2.3.2. Molecular Modeling Solvent Models 
The implicit solvent models are also used in molecular mechanics calculations. The simplest 
model divides the electrostatic Coulomb term with the dielectric constant. Another simple 
model uses the dielectric constant linearly dependent on the distance. More realistic implicit 
solvent models are Poisson-Boltzmann model (PB) and the generalized Born model (GB) are 
much more complicated.  
The former PB approach uses Poisson-Boltzmann equations for the solute in the ionic solvent. 
These equations are rather complex and they can be solved only slowly numerically (145). 
The latter GB method uses an approximation of the Poisson-Boltzmann equation. Solute is 
represented as a set of particles with charges and effective Born radii. The effective Born 
radius of an atom characterizes its degree of burial inside the solute, which has different 
dielectric constant than the solvent; qualitatively it can be thought of as the distance of the 
atom from the molecular surface. Accurate estimation of the effective Born radii is critical for 
the GB model (146). 
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3. Aims of the Thesis 
In the present thesis we tried to answer following questions concerning side-chain side-chain 
interactions in proteins.  
1. How strong are interactions inside the hydrophobic core of a protein? 
2. How strong are other stabilizing interactions in proteins, i.e. in salt bridges? 
3. What is the reason for the unusually strong interactions of proline with residues of 
aromatic character?  
4. Which computational methods have reasonable efficiency and accuracy for 
interaction energy calculations? 
5. What can we learn from the energy decomposition by means of SAPT method about 
interaction energies in proteins? 
6. How diverse can be side-chain side-chain interactions in proteins?  
7. How well the generally used force fields describe interaction energies between side-
chains?  
8. How do interaction energies change upon the presence of a solvent? 
9. How are interaction energies between amino acid side-chains distributed in proteins 
and what is the meaning of the representative pairs selected in Atlas of Protein Side-
Chain Interactions? 
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4. Results 
4.1. Interactions within the Hydrophobic Core 
The hydrophobic core of a typical globular protein consists of tightly arranged residues 
mostly of the hydrophobic character in the protein interior. The residues in the hydrophobic 
core are usually better resolved than the rest of the residues in the protein. Such behavior 
suggests that the hydrophobic core could be stabilized by the forces of the enthalpic nature 
and not only by the hydrophobic effect. This leads to the question of the source of such forces, 
because the usual stabilizing interactions such as the hydrogen bonds or salt bridges are 
usually not present in the hydrophobic core. Recent findings suggest that there are other 
noncovalent interactions playing the important role in the stabilization (147).  
 
To address a question of stabilizing forces inside the hydrophobic core of a protein, the model 
based on an arrangement of two amino acids inside the small protein rubredoxin was selected. 
The core is built around two phenylalanine residues occupying interior of the protein. All 
interaction energies for the side-chains in a direct contact with either of the residues have been 
calculated by the DFT-SAPT method, which not only gives the interaction energy with a 
reasonable accuracy, but it also decomposes the interaction energy into physically valid terms.  
 
The strongest contributions to the overall stabilization of the core come from interactions of 
aromatic residues F30, F49 and W37, followed by the aliphatic residue L33 (see Figure 15) 
with the average stabilization energy around 3 kcal/mol per residue. Most of the stabilizing 
energy originates in the dispersion term and it is about as 2.8 times stronger than the 
electrostatic energy term. As can be seen from Figure 15, the profiles of the total energy and 
of the dispersion energy are very similar. This emphasizes that the dispersion is dominant 
force in the tight arrangement of the hydrophobic core.  
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Figure 15 – The profiles of the total interaction energy and of the dispersion energy.  
ESAPT – total interaction energy, E2disp – dispersion energy. Note the similar pattern in both profiles. 
 
Another important fact was that all of the interactions were attractive. One would easily 
assume due to the fact that the hydrophobic effect is the strongest determinant of the protein 
compactness, there would be non-ideal or even repulsive interactions present. However, no 
repulsive interaction was found. This fact ascertains that the structure of the hydrophobic core 
is finely tuned by the dispersion interactions in such arrangements in which side chains are 
perfectly complement to each other. For further details see Appendix A. 
4.2. Salt Bridges 
While the first study was focused on the evaluation of interaction energies between side-
chains inside the hydrophobic core of rubredoxin, the second study concentrated on salt 
bridges. They are thought to provide higher thermostability for rubredoxin family (148) and 
for thermophilic proteins generally (67). For this reason, six different salt bridges have been 
selected from the mesophilic as well as thermophilic rubredoxins and their interaction 
energies were evaluated (Appendix B).  
 
As follows from the calculations, the interaction energies of the salt bridges in the gas phase 
are well described by the DFT-D approach and their values are around 100 kcal/mol. Similar  
values can also be obtained by the Cornell et al. force field (64). The interaction energy 
originated almost exclusively in the ionic interaction between the opposite charges and its 
strength was almost linearly proportional to the reciprocal distance of the side-chains 
involved. 
 
4. RESULTS  41 
   
These enormous high interaction energy values however substantially weakened when the 
implicit solvation models was used to model the environment. The salt bridge stabilization 
energies dropped to about 20% in the protein-like environment whereas salt-bridges 
introduced to the water environment shown even destabilization. The realistic magnitude of 
interaction energies for salt bridges is expected to lie between protein and water environments 
depending on the level of the salt bridge burial from the protein surface. All tested solvent 
models have similar destabilization behavior.  
 
Not only the change of the environment, but also the change of the pH had a large impact on 
the stabilization energy of the salt bridge. The neutralization of either cation or anion has lead 
to the weakening of the interaction energy in all environments.  
 
The role of the charged residues in the protein stabilization is thus probably different from the 
simple conception of the salt bridges as the stabilizing element. The salt bridge can be 
significantly destabilized in the water environment depending on the arrangement. However, 
the role of charged residues would be rather in protection against intermolecular proteins’ 
aggregation and in the shielding of the hydrophobic core from the bulk water. 
4.3. Proline Interactions 
The thermostability of a protein can be also altered according to the “proline rule”. It states 
that the thermostability of proteins can be increased by the addition of proline (P) amino acid 
residues at specific positions (149). The reason is that proline restrains movements of the 
main-chain. Increase of the protein rigidity lowers the conformation entropy. Moreover, it was 
shown by several studies showed that proline interactions with neighboring residues can be 
extraordinarily strong (150-152).  
 
To address the question of the importance of such interaction for stabilization, the 
intramolecular interaction of proline (P) in Trp-cage protein was studied. Trp-cage is a small 
protein (PDB code: 1L2Y) with the central tryptophane (W) residue and with two 
tryptophane-proline binding motifs. One interaction motif between residues W6 and P17 is in 
geometry of an L-shape, while the other motif (W6-P18) has stacking conformation (see 
Figure 16). According to Bendová-Biedermannová et al. both arrangements are of the 
comparable interaction energy power (151).  
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Figure 16 – The structure of the Trp-cage protein with highligthed WP binding motifs. 
Projections from side (left) and from above (right) are shown. The residues are shown in the large model. 
L-shaped binding motif W6-P17 is colored in blue and stacked motif W6-P18 in green.  
  
The interaction energies of the binding motifs were calculated at MP2, DFT-D, DFT-SAPT 
and CCSD(T) levels in two different geometry models (Table 2). The large model is 
represented by the complete residue including the peptide bond, the small model comprise 
only side-chain representation of the tryptophane and heterocyclic pyrrolidine representing 
the proline. 
 
While the interaction energy of the L-shaped binding motif W6-P17 is maintained by the 
hydrogen bond, the stacked binding motif W6-P18 is apparently stabilized by different 
mechanism.According to DFT-SAPT calculations, the strongest interaction energy term is 
clearly the dispersion. This is rather surprising fact because proline is not the aromatic residue 
and its dispersion interaction should be smaller.  
 
The proline model was modified in our model in order to find the source of the relatively 
strong interaction energy. The small model of proline was a pyrrolidine containing one 
heteroatom in the cyclic arrangement. To investigate the role of the heterocyclic atom for the 
interaction, the nitrogen atom in pyrrolidine was replaced by the carbon. It resulted in 
cyclopentane molecule. To explore the role of the cyclic arrangement the acyclic leucine (L) 
was placed instead of the proline with similar pair-wise arrangement with tryptophane. The 
LW geometry was obtained from Atlas of Protein Side Chain Interactions (84). 
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Table 2 – Stabilization energies from various methods for all proline complexes. 
The L-shaped and stacked-like arrangements of proline complexes in various models of the interaction 
calculated using CCSD(T), MP2, DFT-D and SAPT methods, and the individual components of the SAPT  
stabilization energy. 
 
 L-shaped  Stacked-like 
 large 
model 
small 
model 
large 
model 
small 
model 
tryptophane-
cyclopentane 
tryptophane 
- leucine 
MP2a 7.8 0.9 8.4 6.5 5.1 4.1 
DFT-Db 7.6 1.1 6.8 5.4 4.0 2.9 
CCSD(T)c N/A 0.9 N/A 6.0 4.6 3.8 
SAPTd 7.3 0.8 6.9 5.3 3.7 3.3 
E1elste 9.9 0.2 5.6 3.4 2.0 1.5 
E1exche -11.2 -0.3 -9.2 -5.6 -5.6 -3.5 
E2inde 3.7 0.1 1.0 0.5 0.3 0.2 
E2dispe 4.5 1.2 8.8 6.6 6.8 4.7 
δHFe 1.8 0.0 0.7 0.4 0.4 0.3 
a) MP2/aug-cc-pVDZ. b) DFT-D/TPSS/TZVP. c) CCSD(T)/CBS. d) DFT-SAPT/aug-cc-pVDZ. e) The 
electrostatic, exchange, induction, dispersion, and higher order contribution terms to the SAPT stabilization 
energy, respectively. All energies are in kcal/mol. 
 
Both changes of the proline model lowered the stabilization energy (see Table 2). The change 
of the nitrogen to the carbon atom lowered the stabilization energy by 1.5 kcal/mol. This 
decrease was decoded by DFT-SAPT analysis as a loss in the electrostatic energy term and it 
is most likely connected with the change of the molecular dipole. The further modification 
from the cyclic to acyclic arrangement correlates with the additional loss in interaction energy 
by approximately 1 kcal/mol. This change can be attributed to the loss in the dispersion 
contribution as there is one carbon atom missing from the direct contact to tryptophane.  
 
To summarize above described findings - the large interaction energy between proline and 
tryptophane in the stacked arrangement can be attributed to the favourable electrostatic 
interaction due to the nitrogen atom and to the facilitation of the close contact due to the 
cyclic arrangement.  
 
Both binding motifs are intramolecular interactions of proline within the Trp-cage protein. 
However the unusually strong interactions of the proline were described earlier by Riley et al 
in their study of the protein-ligand interactions (152). To explore the strong interaction of 
proline in other intermolecular complexes, we found two representative systems where the 
polyproline sequence is in the contact with the tryptophane – W28 in the GYF domain and 
W23 in the EVH1 domain (Figure 13) and both interaction motives are present.  
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The pair-wise interaction energies of each tryptophane with each proline calculated at DTF-D 
level showed that the strongest interaction is brought by the L-shape arrangement (around 
8 kcal/mol). This interaction was present in both studied complexes. The stacking 
arrangements of WP pair were only slightly weaker than the L-shape one (around 5 kcal/mol). 
For further details see Appendix C. Interesting fact is that the binding motives of proline with 
tryptophane are similar in the intramolecular as well as in the intermolecular case.  
4.4. Representative Set of Interactions  
The interaction energies between side-chains were studied so far only for specific cases. None 
of these studies provided a comparison of side-chain side-chain interaction strengths for 
complete set of 20x20 combinations of interacting residues. The Atlas of Protein Side-Chain 
Interactions (84) represents a set of 20x20 all possible side-chain side-chain interaction 
combinations. To calculate all the interaction energies by the benchmark ab initio 
CCSD(T)|CBS method is almost impossible. Therefore a selection of cheaper, but still 
accurate method is of utmost importance.  
 
The set of 24 side-chain pairs was selected representing typical interactions in proteins (see 
Figure 14 in Methods section), e.g. aliphatic-aliphatic, aliphatic-aromatic, aromatic-aromatic, 
polar-polar, aromatic-charged, and charge-charge interactions. The representative set 
contained all 20 amino acid residues.  
 
The interaction energies for all pairs were calculated in the gas phase by different methods 
and they were compared with CCSD(T)|CBS benchmark values. For present side-chain side-
chain pairs, a high degree of agreement was detected between different methods (see Table 3), 
even though the range of interaction energies was extremely large – over two orders of 
magnitude (153).  
 
The RI-DFT-D (154) was found to be the most effective method reasonable level of accuracy. 
Much cheaper semiempirical methods PM6-DH (134) or SCC-DFTB-D (123) performed 
noticeably worse, but they still performed better than force field methods parm03 (36) and 
OPLS-AA/L (39). Both tested force fields showed similar behavior, while the parm03 showed 
a slightly better accuracy than OPLS-AA/L. For more details see Appendix D or an online 
database storing benchmark energies and geometries of various non covalent complexes 
(BEGDB) – www.begdb.com (155). For its description in more detail see Appendix E.  
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4.5. Interaction Energy Decomposition 
The characteristics discussed above regarding the representative set of side-chain interactions 
was their total interaction energy. On the other hand, the strength of the interaction is not the 
only important information one can extract. The physical nature of the interaction is also 
important characteristic. To meet this requirement, the DFT-SAPT method was used to 
decompose the interaction energy into the physically valid terms. Certain level of the energy 
decomposition was used in preceding Chapters 4.1, 4.2 and 4.3, but these decompositions 
were limited only to a few types of side-chain side-chain interactions.  
 
The DFT-SAPT energy decomposition was also performed for the representative set from the 
previous chapter (Appendix D), which covers all typical interactions motifs between the side-
chains in proteins (153). The results are shown in Table 4.  
 
Table 4 – CCSD(T)|CBS and DFT-SAPT energies for the representative set. 
 
a
 Epol1 is the first-order electrostatics, Eexch1 is the first-order repulsion, Eind2 is the second-order induction, 
Edisp2 is the second-order dispersion, δHF is the estimate of higher-order terms and Edisp2/Epol1 is the ratio 
between the dispersion and electrostatic terms. The most stabilizing terms are boldface. All energies are in 
kcal/mol.  
 
The major conclusion of the study is as follows: polar residues interact mostly by the first-
order electrostatic interaction, while nonpolar residues interact mostly by the second-order 
dispersion. Furthermore the ratio between the dispersion and electrostatic terms ranges from 
0.05 for the salt bridge to 10 for the aliphatic contact. Moreover, stronger interaction energy is 
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almost always accompanied by an exchange-repulsion term. Stronger electrostatic energy is 
also correlated with increase in the induction energy and in higher order interactions. The 
DFT-SAPT interaction energies are systematically weaker than benchmark CCSD(T)|CBS 
interaction energies due to the small aug-cc-pVDZ basis set used in this method (156). 
 
4.6. Matrix of Representative Interactions 
The knowledge of benchmark values for the representative set of interactions helped to select 
the reasonably accurate and efficient method (RI-DFT-D) and allowed us to calculate 
stabilization energies for all 400 (20x20) possible pairs of side chain – side chain interactions 
(see Appendix F). The results showed (Table 5) that all interaction energies calculated at 
RI-DFT-D level in full 20x20 matrix are attractive in the gas phase. This can be attributed to 
the fact that the sharp character of the repulsion does not allow side chains to occupy 
unfavorable positions and the typical pair geometry in proteins is always adjusted to prevent 
such interaction mode. The only exceptions are pairs of residues with the same charge (i.e. 
E-E, D-D, R-R, and K-K). However, these interactions are low populated in the proteins so 
they cannot change the total attractive character of stabilization contributions of residual 
contacts.  
 
Differences in interaction energies in Table 5 are enormous. The strongest interactions are 
those of salt bridges (up to 140 kcal/mol), while the weakest ones are those between small 
aliphatic residues (around 1 kcal/mol). Repulsion interactions between same charged residues 
are about a half of size of the attractive ones for the oppositely charged residues (up to 
-70 kcal/mol). Amino acid residues can be sorted according to their interaction potential as 
follows: (The“>“ sign shows energy difference of at least 1 kcal/mol) 
 
D, E > R > K > N, Q > W, Y > H > S > T > F > M, C > P, L > I, V > A > G. 
 
The strongest interaction not surprisingly comes from interactions of charged residues even 
when the repulsion interactions between amino acids of the same charges are included in the 
total sum of contributions. The line continues by polar and aromatic residues, and it ends with 
aliphatic residues sorted according their size. Similarly behaving families of residues can be 
selected (see Figure 17). More detailed description can be found in Appendix F.  
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Figure 17 - Amino acid families sorted by their summed interaction energies  
Calculated with RI-DFT-D/TPSS/TZVP method. 
 
Additional statistical information can be also obtained from Atlas of Protein Side-Chain 
Interactions representing all side-chain side-chain pair geometries taken from the non-
homologous protein structures. Interacting side-chains are considered to be those having a 
center-to-center distance between their closest two heavy atoms of less than the sum of their 
van der Waals radii, plus 1 Å to allow for coordinate error. Atlas thus contains all in close 
range interacting side-chain pairs whose total numbers are shown in Table 6. 
 
It is apparent from Table 6 that all residues have contact mostly with leucine residue The least 
populated contacts are those with cysteine. This table is also educative in a sense that every 
important interaction can be distinguished – disulphide bridges or salt bridges are preferred 
over any other interactions of their respective residues. Another important fact is that the 
majority of the interactions are between aliphatic and aromatic residues. It also shows some 
less known facts – for example the likeness which have proline to make contacts with 
aromatic residues (which is in concord with the unusually strong interaction of the proline 
with the aromatic residues as was shown in Chapter 4.3) or that the interactions of negatively 
charged residues with the residues with the hydroxyl group are surprisingly well populated.  
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With the knowledge of total numbers of each residue in the database and their total number of 
contacts, one can calculate number of total contacts for every residue (see Table 7). The table 
highlights two main aspects of the residue interaction properties – firstly, the bigger is the 
residue the higher number of contacts. Secondly, more polar residues have lower number of 
contacts. They prefer interactions with the surrounding water or ions.  
 
Table 7 – Average number of contacts per residue 
AA <c> AA <c> AA <c> AA <c> 
G 1.7 F 5.8 T 2.7 M 4.9 
A 2.3 Y 5.2 S 1.9 K 2.1 
V 4.4 W 6.3 N 2.3 R 3.3 
I 5.2 H 3.3 Q 2.6 D 2.0 
L 5.2 P 2.3 C 3.9 E 2.1 
 
The variability of the strength as well as population of the side-chain side-chain contacts is 
enormous, and the proper description of all contacts is thus needed. The usual way of the 
representation of the interaction energies in recent studies is the use of the molecular dynamic 
simulations with force field potentials. This leads to the question of the force field precision. 
4.7. Force Field Accuracy for Side-chain Side-chain Interactions 
Force fields were tested firstly against the CCSD(T)|CBS benchmark values on the 
representative set of the side-chain side-chain interactions (153) (see Chapter 4.4). Their 
performance was worse than any of ab initio methods used, but the correlation with the 
benchmark values was still high (r = 0.99). 
 
The performance of the force field methods was further tested against interaction energies 
calculated by RI-DFT-D method for all 20x20 possible pairs of side-chains ( 
Table 5). The correlation coefficients between the energies calculated with force fields and 
with more accurate RI-DFT-D method were slightly lower than force field-CCSD(T)|CBS 
case – above 0.95. This fact is also confired by the good overall preservation of the amino 
acid families in the stability lines (Figure 18). It can be concluded that force fields are in 
general quite successful in the description of the interaction energies between side-chains in 
proteins.  
 
4. RESULTS  52 
   
 
Figure 18 – Changes in amino acid families between different calculation methods.   
  
While the overall performance of the force fields is surprisingly good, their average and 
median stabilization energies are systematically smaller than those calculated with RI-DFT-D 
method by about 1 kcal/mol. This has two reasons: (i) firstly, RI-DFT-D method slightly 
oversized interaction energies for weakly bound pairs of aliphatic interactions (153) and (ii) 
secondly and more importantly, force field values provide higher numbers of repulsive 
interaction energies in both force fields applied. The repulsion term seems to be too strong in 
the Lennard-Jones potential C12/r12 term in comparison with ab initio methods. More details 
can be found in Appendix F. 
 
Force fields are reasonably accurate in the estimation of overall stabilization energies within 
protein. On the other hand, they cannot be used with confidence for reliable evaluation of 
intermolecular interaction energies between side-chains in all cases.  
 
4.8. Solvent Effect 
So far the evaluation of side-chain interactions was focused on gas phase interaction energies 
between side-chains due to the possibility of comparison of the performance of various 
methods to highly accurate CCSD(T)|CBS benchmark energies. However, proteins exist in 
completely different environments. Amino acid residues are surrounded heterogeneously 
either by other residues or by water molecules. The environment is known to affect the 
interaction energies at least via the polarization as was shown during the study on the salt 
bridges in Chapter 4.2. 
 
The change of interaction energies upon introduction of an environment was studied with help 
of polarizable continuum solvent model (PCM) with two different values of dielectric 
constants to imitate protein (ε = 4) or water environment (ε = 80). Interaction energies for the 
representative set are summarized in the Table 8. It shows that interaction energies are weaker 
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in both environments than those from the gas phase. Interestingly, polar interactions are more 
weakened than nonpolar ones. Intuitively, interaction energies are stronger in the protein-like 
environment than in water.  
 
Table 8 – The change of the strength of interaction energies in different environments. 
Calculated with DFT-D/TPSS/TZVP method with PCM implicit solvent model. All energies shown in 
kcal/mol. 
 
 
Environmental changes of interaction energies have different impact on different side-chains. 
Therefore the same study was repeated with COSMO solvent model for the complete matrix 
of 20x20 side-chain pairs discussed earlier to see how interaction energies are influenced by 
environment on per residue basis. The resulting total interaction energies per residue were 
sorted into stability lines for each particular environment (see Figure 19).  
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Figure 19 – Changes in amino acid families in the environment. 
Residues are sorted by their total interaction energy calculated by RI-DFT-D calculations with COSMO 
implicit solvent. The dispersively bound residues are generally shifted upward in contrast with the polar 
ones.  
 
As can be seen in Figure 19, the environment highly promotes interactions between residues 
of aromatic or aliphatic character (mainly tryptophane, tyrosine, leucine, isoleucine, and 
valine). On the other hand, the strength of interactions involving charged residues is lowered 
significantly by the water environment with the only exception of arginine, whose 
guanidinium group possesses also a strong dispersion interaction. Polar and sulphuric groups 
are shifted towards the lower stability end, while smaller residues of the same kind are moved 
more (asparagine more than glutamine, serine more than threonine, and cysteine more than 
methionine). This can be also accounted to less extensive dispersion interactions whose are 
unaffected by the environment. The environment changes significantly the order of the 
stabilization energy in the advantage of aromatic residues.  
 
4.9. The Role of Representative Pairs  
There is a question why the cluster representative structures in the Atlas of Protein Side-Chain 
Interactions are so densely packed that they are repulsive in force field calculations. To 
answer this question, the leucine-tryptophane pair (LW) was selected as a model system to put 
obtained characteristic values in larger structural context. This pair was selected due to its size 
in Atlas. The Atlas of Protein Side-Chain Interactions contains only 6487 LW contacts in 
total, the most populated cluster hass only 34 structures in and there is 1 structure as a cluster 
representative. 
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The interaction energy of the cluster representative pair for LW contacts in Cβ representation 
is -2.68 kcal/mol. The average interaction energy of the cluster with 34 structures is 
-2.75 ± 0.55 kcal/mol. This value is comparable with the cluster representative value so it 
seems that the cluster representative structure provides a reasonable approximation of all 
structures identified in one cluster. However interaction energies determined for all of 6487 
LW contacts provided different average value of -1.60 ± 0.79 kcal/mol (see Figure 20).  
 
 
 
  
Figure 20 – Histograms of interaction energies for LW pairs calculated by RI-DFT-D.  
From above (a) the interaction energy for cluster representative, (b) the histogram of the energies for all 
geometries from cluster, and (3)  the histogram of energies for all leucine-tryptophane pairs from Atlas of 
Protein Side-Chain Interactions. 
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The closer look on histograms of interaction energies on Figure 20 showed that the energy of 
the cluster representative is at the peak of the distribution energies for all structures in cluster. 
However neither the energy of the representative pair nor energies for the whole cluster are 
typical enough for the full distribution of interaction energies, which has its peak around -1.3 
kcal/mol. The complete distribution of the interaction energies has completely different shape 
than the distribution of cluster energies. The majority of contacts are significantly weaker than 
cluster contacts. This leads to the conclusion that cluster geometries can be of some 
importance.  
 
Since this result needed further verification, the overall distribution of LW pairs was 
recalculated with the parm03 force field in Cα representation and the observed distribution 
was similar (see Appendix F). With this assurance, the overall distributions of tryptophane 
with all other residues were calculated with the parm03 force field. Distributions of 
interaction energies suggest that the approximations lying behind the phenomenological 
potentials might simply be wrong, as the distributions are neither normal nor Boltzmann-like. 
Therefore, the simple calculation of free energies from the detected contacts is not easily 
connected to the real energies as has already been indicated by Thomas and Dill (21). 
 
When compared with RI-DFT-D interaction energies of the cluster representative pair for 
respectives of tryptophane-containing pairs, interaction energies of the cluster representative 
pairs were always stronger than the interaction energies of the most populated interactions 
(see Figure 21).  
 
Similarly strong interactions as those of the cluster representative pairs were previously found 
also in the hydrophobic core of rubredoxin (See Chapter 4.1 and Appendix A). There, the 
strongest interactions between residues in the hydrophobic core (Y4, C6, Y13, F30, L33, 
W37, and F49). This fact encourages the hypothesis that representative pairs are strong 
enough to be geometrically as well as energetically distinguishable from the mostly random 
(and mostly attractive) interactions of the majority of side-chain side-chain pairs. Therefore 
they should represent structurally or functionally important interactions.  
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5. Conclusions 
The aim of the presented thesis was to investigate the strength of side-chain side-chain 
interactions in proteins. The interaction energies give us some information about the enthalpic 
contribution to the overall stabilization of proteins. The results of the thesis can be 
summarized as follows: 
 
1. The dispersion energy is the main interaction term within the hydrophobic core of 
rubredoxin. The interaction energies between the residues in the hydrophobic core are 
also stronger than most of the interactions between the same residues found outside of 
the hydrophobic core structural context. 
 
2. The strength of the salt bridge interaction is substantially lowered or even negligible 
upon the presence of protein-like or water environments. 
 
3. Interactions of proline with tryptophane can be as strong as interactions between two 
aromatic residues mainly for two reasons – the presence of the heteroatom in proline 
strengthening electrostatic interactions and the cyclic arrangement of the proline 
residue increasing dispersive contacts.  
 
4. The evaluation of the interaction energies for the side-chain side-chain pairs on 
benchmark set showed that ab initio method with reasonable accuracy and speed is 
RI-DFT-D. Much cheaper semiempirical methods PM6-DH or SCC-DFTB-D had 
worse accuracy, but they were still better than force field methods parm03 and 
OPLS-AA/L. 
 
The benchmark data were published in the online database dedicated to the benchmark 
energies and geometries of various noncovalent complexes www.begdb.com. BEGDB 
database can be used for testing of other calculation methods. 
 
5. The decomposition of interaction energies showed that polar residues are interacting 
mostly by the first-order electrostatic interaction, while nonpolar residues are 
interacting mostly by the second-order dispersion. 
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6. The variability of the strength of interactions as well as the population of side-chain 
side-chain contacts is enormous (two orders of magnitude) and as such it poses great 
demand for the precision of the calculation methods. 
 
7. Force fields provide the rough description of overall interaction energies within 
protein with reasonable accuracy, but they cannot be used with confidence for specific 
pairs such as functionally or structurally important pairs. 
 
8. The protein as well as water environment lowers the stabilization energies mostly for 
the charged and polar side-chains and thus promotes the relative importance of 
aromatic or aliphatic residues. 
 
9. The distribution of the side-chain side-chain interaction energies is neither normal nor 
Boltzmann-like. This fact to some extent disrupt the theoretical basis for the statistical 
potential which assume that the free energy of association of side-chain side-chain 
pairs in proteins can be gained simply from the numbers of the contacts between 
respective amino acid residues in the database.  
 
Representative pairs from the Atlas of Protein Side-Chain Interactions are strong 
enough to be geometrically as well as energetically distinguishable from the mostly 
random (and mostly attractive) interactions of the majority of the side-chain side-chain 
pairs. Therefore they should represent structurally or functionally important 
interactions.  
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Programs Used 
The hydrogen atoms were added using Pymol 0.99.r6 (157) or with Gromacs 3.3 package 
(158). Positions of hydrogen atoms were optimized by the TPSS functional using the TZVP 
basis in Turbomole 5.8 package (159) or by SCC-DFTB-D method in the dftb+ program 
package (160). 
 
All molecular mechanical force field calculations of the interaction energies were performed 
using Gromacs 3.3 package (158). The amino acid topology and partial charges have been 
taken from Sorin and Pande Amberport topologies (161) and they were modified to represent 
only side-chain analogs truncated at Cα (or Cβ) atoms. In such way, modified version of 
parm03 (36) and OPLS-AA/L (39) force fields were prepared.  
 
The ab initio calculations were calculated with several codes with the common ruby interface 
called “cuby” created by Dr. Jan Řezáč (162). Most of the ab initio calculations were 
performed with Turbomole package  (159) – RI-MP2, RI-DFT-D.  
 
Energy decomposition with DFT-SAPT calculations were performed with the use of two 
codes – Gaussian 03 (163) was used for the parameterization step of the shift for monomers 
and the calculation of DFT-SAPT method itself was performed with the use of the Molpro 
2006 package (164). Molpro 06 was also used for the calculation of the CCSD(T) method.  
 
Semiempirical calculations were also performed with the cuby framework. The PM6 was 
calculated with MOPAC2007 (165) and the dispersion and hydrogen bond corrections were 
added within the ruby code from Jan Řezáč (134). SCC-DFTB-D energies were calculated 
with dftb+ program package (160).  
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