Abstract. We introduce a concept of causality in the framework of generalized pseudo-Riemannian Geometry in the sense of Colombeau. This is motivated by a generalized point value characterization of generalized pseudoRiemannian metrics due to M. Kunzinger et al. We prove an appropriate version of the inverse Cauchy-Schwarz inequality. As an application, we establish a dominant energy condition for some energy tensors as put forward in Hawking and Ellis's book "The large scale structure of space-time". Most of the statements are shown by means of a new characterization of free elements in R n , the n-dimensional module over the ring of generalized numbers R. We also show that any free submodule of R n admits a direct summand; however R n fails to be semisimple. A valuable by-product of the present work is a new characterization of invertibility and strict positivity of generalized functions.
Introduction
Recently, Colombeau's Theory of generalized functions has been established in the framework of pseudo-Riemannian geometry. A successful setup for a generalized pseudo-Riemannian geometry, which, for instance, allows one to rigorously discuss physical plausible scenarios on singular space-times (e. g., impulsive pp-waves ( [17, 19] ), distributional curvature of cosmic strings ( [4] ), distributional Schwarzschild geometry ( [10] )), was proposed by M. Kunzinger and R. Steinbauer in [19] . The theory of generalized functions has also already been successfully applied to the wave equation in singular (in the sense, that the underlying metric lacks differentiability cf. [28] ) space-times initiated by Clarke ([3] ). Moreover, an ongoing research collaboration with J. Grant, M. Kunzinger, J. Vickers and R. Steinbauer is focusing on establishing a local existence and uniqueness theorem for the wave equation for a wide range of generalized metrics. The latter two works, however, display the need for a generalized concept of causality. Furthermore, the non-standard aspect in Colombeau theory, which gives rise to a description of objects not pointwise but on so-called generalized points (cf. [22, 24] ) has been taken on in the first work on pseudo-Riemannian geometry ( [19] ), but it has not yet been intensely investigated. For further works in geometry based on Colombeau's algebra constructions we refer to ( [6, 8, 13, 14, 15, 16, 18, 20, 21] ) and for applications in relativity, see ([6, 7] ).
The main aim of this paper, therefore, is to describe and discuss some elementary questions of generalized pseudo-Riemannian geometry from a view of generalized points. Our program is as follows: Introducing the index of a symmetric bilinear form on the n-dimensional module R n over the generalized numbers R enables us to define the appropriate notion of a bilinear form of Lorentz signature. We can therefore propose a notion of causality in this context. The general statement of an inverse Cauchy-Schwartz inequality is then given. We further show that a dominant energy condition in the sense of Hawking and Ellis for generalized energy tensors (such as also indirectly assumed in [28] ) is satisfied. We also answer the algebraic question: "Does any submodule in R n have a direct summand?": For free submodules, the answer is positive and is basically due to a new characterization of free elements in R n . In general, however, direct summands do not exist: R n is not semisimple. Appendix A supports the reader with the basic definition of generalized vector bundles as introduced in the mentioned work by M. Kunzinger et al. Furthermore, we mention that the notion of invertibility can be characterized in a quite simple way; in the present paper the basic idea is encoded in some of the statements; the characterization, however, can be found in Appendix B. Finally, we want to point out, that the tackled positivity issues on the ring of generalized numbers have links to papers by M. Oberguggenberger et al ( [11, 25] ).
Preliminaries
Let I := (0, 1] ⊆ R, and let K denote R resp. C. The ring of generalized numbers over K is constructed in the following way: Given the ring of moderate nets of numbers E(K) := {(x ε ) ε ∈ K I : ∃ m : |x ε | = O(ε m ) (ε → 0)} and, similarly, the ideal of negligible nets in E(K) which are of the form N (K) := {(x ε ) ε ∈ K I : ∀ m : |x ε | = O(ε m ) (ε → 0)}, we may define the generalized numbers as the factorring K := E M (K)/N (K). An element α ∈ K is called strictly positive, if it lies in R (which means that for any representative (α ε ) ε = (Re(α ε )) ε + i(Im(α ε )) ε we have (Im(α ε )) ε ∈ N (R)) and if α has a representative (α ε ) ε such that there exists m ≥ 0 such that Re(α ε ) ≥ ε m for each ε ∈ I = (0, 1], we write α > 0. Clearly any strictly positive number is invertible. β ∈ R is called strictly negative, if −β > 0. Note that a generalized number u is strictly positivity precisely when it is invertible (which actually means strictly non-zero due to [19] Proposition 2. 2) and positive (i. e., u has a representative (u ε ) ε which is greater or equals zero for each ε ∈ I). For a new and somewhat surprising characterization of invertibility and strict positivity in the frame of the special algebra construction we refer the interested reader to Appendix B. Let A ⊂ I, then the characteristic function χ A ∈ R is given by the class of (χ ε ) ε , where
ε ∈ I \ A .
Whenever R n is involved, we consider it as an R-module of dimension n ≥ 1. Clearly the latter can be identified with E M (R n )/N (R n ), but we will not often use this fact subsequently. Finally, we denote by R n 2 := M n ( R) the ring of n × n matrices over R. A matrix A is called orthogonal, if U U t = I in R Remark 1.1. Denote by E M (M n (R)) the ring of moderate square matrices, a subring of M n (R) I . Similarly let N (M n (R)) denote the ideal of negligible matrices. There is a ring isomorphism ϕ : R n For the convenience of the reader we repeat a statement of ( [19] , Lemma 2. 6):
The following are equivalent:
Note that the equivalence of (i)-(iii) results from the fact that in R any nonzero non-invertible element is a zero-divisor. Since we deal with symmetric matrices throughout, we start by giving a basic characterization of symmetry of generalized matrices:
(ii) There exists a symmetric representative
This follows from the fact that for each pair (i, j) ∈ {1, . . . , n} 2 of indices one has (ā ε ij ) ε − (ā ε ji ) ε ∈ N (R) due to the symmetry of A.
Denote by
F the Frobenius norm on M n (C). In order to prepare a notion of eigenvalues for symmetric matrices, we repeat a numeric result given in [27] (Theorem 5. 2): Theorem 1.4. Let A ∈ M n (C) be a Hermitian matrix with eigenvalues λ 1 ≥ · · · ≥ λ n . Denote by A a non-hermitian perturbation of A, i. e., E = A − A is not Hermitian. We further call the eigenvalues of A (which might be complex)
be an arbitrary representative of A. Let for any ε ∈ I, θ k,ε := µ k,ε + iν k,ε (1 ≤ k ≤ n) be the eigenvalues of A ε ordered by the size of the real parts, i. e., 
We call λ i (1 ≤ i ≤ n) the eigenvalues of A. A is non-degenerate if and only if all principal eigenvalues are invertible.
Proof. Choose a symmetric representative (A ε ) ε = ((a ε ij ) ij ) ε ∈ E M (M n (R)) of A due to Lemma 1.3. For any ε, denote by λ 1,ε ≥ · · · ≥ λ n,ε the resp. eigenvalues of (a ε ij ) ij ordered by size. For any i ∈ {1, . . . , n}, define λ i := λ i,ε + N (R) ∈ R. For the well-definedness of the eigenvalues of A, we only need to show that for any other (not necessarily symmetric) representative, the resp. net of eigenvalues lies in the same class of E M (C); note that the usage of complex numbers is indispensable here. Let ( A ε ) ε = ( a ε ij ) ε be one. Denote by µ k,ε + iν k+ε the eigenvalues of A ε for any ε ∈ I such that the real parts are ordered by size, i. e., µ 1,ε ≥ · · · ≥ µ n,ε . Due to Theorem 1.4, we have with (E ε ) ε := ( A ε ) ε − (A ε ) ε for each ε ∈ I:
Since (E ε ) ε ∈ N (M n (R)), (1.2) implies for any k ∈ {1, . . . , n} and any m,
which means that the resp. eigenvalues of A and A (in the above order) belong to the same class in E M (C), in particular yield the same elements of R. The preceding argument and Lemma 1.3 show, that without loss of generality we may start the construction of generalized eigenvalues of A by means of a symmetric representative (and clearly the eigenvalues are generalized real numbers).
For such a choice we have for any ε an orthogonal matrix U ε such that U ε A ε U t ε = diag(λ 1,ε , . . . , λ n,ε ), λ 1,ε ≥ · · · ≥ λ n,ε Declaring U as the class of (U ε ) ε ∈ E M (M n (R)) then yields the second claim, since orthogonality for any U ε implies orthogonality of U in M n ( R). Finally, decomposition (1.1) gives, by applying the multiplication theorem for determinants and the orthogonality of U , det A = n i=1 λ i . In conjunction with Lemma 1.2 this shows that invertibility of all eigenvalues is a sufficient and necessary condition for the non-degenerateness of A. The proof is complete. Remark 1.7. A remark on the notion eigenvalue of a symmetric matrix A ∈ R n 2 is in order: Since for any eigenvalue λ of A we have det(A−λI) = det(U (A−λI)U t ) = det((U AU t ) − λI) = 0, Lemma 1.2 implies that A − λI : R n → R n is not injective. However, again by the same lemma, det(A − λI) = 0 is not necessary for A − λI to be not injective, and a θ ∈ R for which A − θI is not injective need not be an eigenvalue of A. More explicitly, we give two examples of possible scenarios here: (i) Let ∀ i ∈ {1, . . . , n} : λ i = 0 and for some i let λ i be a zero divisor. Then besides A − λ i (i = 1, . . . , n), also A : R n → R n fails to be injective. (ii) "Mixing" representatives of λ i , λ j (i = j) might give rise to generalized numbers θ ∈ R, θ = λ j ∀j ∈ {1, . . . , n} for which A − θI is not injective as well. Consider for the sake of simplicity the matrix
The choice of ϕ = π/2 therefore switches the order of the entries of D, i. e., U π/2 DU t π/2 = diag(−1, 1). Define U, λ as the classes of (U ε ) ε , (λ ε ) ε defined by
Therefore as shown above, D − λI, D − µI are not injective considered as maps R n → R n . But neither λ, nor µ are eigenvalues of D. The following corollary shows that for a symmetric non-degenerate matrix in R n 2 counting n strictly positive resp. negative eigenvalues is equivalent to having a (symmetric) representative for which any (ε)-component has the same number (in summa n) of positive resp. negative real eigenvalues. We skip the proof. Corollary 1.9. Let A ∈ R n 2 be symmetric and non-degenerate and j ∈ {1, . . . , n}.
(ii) For each symmetric representative (A ε ) ε of A there exists some ε 0 ∈ I such that for any ε < ε 0 we have for the eigenvalues λ 1,ε ≥ · · · ≥ λ n,ε of A ε : λ 1,ε , . . . , λ n−j,ε > 0, λ n−j+1,ε , . . . , λ n,ε < 0.
Causality and the inverse Cauchy-Schwarz Inequality
In a free module over a commutative ring R = {0}, any two bases have the same cardinality. Therefore, any free module M n of dimension n ≥ 1 (i. e., with a basis having n elements) is isomorphic to R n considered as module over R (which is free, since it has the canonical basis). As a consequence we may only consider the module R n over R and its submodules. We further assume that from now on n, the dimension of R n , is greater than 1. It is quite natural to start with an appropriate version of the Steinitz Exchange Lemma:
n such that for some j (1 ≤ j ≤ n), λ j is not a zero divisor. Then, also
Proof. Without loss of generality we may assume j = 1 (λ 1 is invertible) and we have to show that
Since λ 1 is invertible, we may write
remains to prove linear independence of B ′ : Assume that for µ, µ 2 , . . . , µ n ∈ R we have µw + µ 2 v 2 + · · · + µ n v n = 0. Inserting w = n i=1 λ i v i yields µλ 1 v 1 + (µλ 2 + µ 2 )v 2 + · · · + (µλ n + µ n )v n = 0 and since B is a basis, it follows that µλ 1 = µλ 2 + µ 2 = · · · = µλ n µ n = 0. Now, since λ 1 is invertible, it follows that µ = 0. Therefore µ 2 = · · · = µ n = 0 which proves that w, v 1 , . . . , v n are linearly independent, and B ′ is a basis.
If for some basis B := {e 1 , . . . , e n } of R n we have ν((b(e i , e j )) ij ) = j we call j the index of b. If j = 0 we say, b is positive definite and if j = 1 we call b a symmetric bilinear form of Lorentz signature.
Note that as in the classical setting, there is no notion of 'eigenvalues' of a symmetric bilinear form, since a change of coordinates that is not induced by an orthogonal matrix need not conserve the eigenvalues of the original coefficient matrix. We are obliged to show that the notion above is well defined. The main argument is the Sylvester's theorem of Linear Algebra:
Proposition 2.3. The index of a bilinear form on R n as introduced in Definition 2.2 is well defined.

Proof. Let B, B
′ be bases of R n and let A be a matrix describing a linear map which maps B onto B ′ (this map is uniquely determined in the sense that it only depends on the order of the basis vectors of the resp. bases). Let B be the coefficient matrix of the given bilinear form b and let further k := ν(B). The change of bases is reflected by a 'generalized' equivalence transformation of the form
and we only need to show that ν(B) = ν(T ). Since the index of a matrix is well defined (and this again follows from Lemma 1.6, where it is proved that the eigenvalues of a symmetric generalized matrix are well defined), it is sufficient to show that for any symmetric representative (T ε ) ε of T there exists an ε 0 ∈ I such that for each ε < ε 0 we have
where (λ i,ε ) ε (i = 1, . . . , n) are the ordered eigenvalues of (T ε ) ε . To this end, let (B ε ) ε be a symmetric representative of B, and define (T ε ) ε componentwise by
For each ε let λ 1,ε ≥ . . . λ n,ε be the ordered eigenvalues of T ε and let µ 1,ε ≥ . . . µ n,ε be the ordered eigenvalues of B ε . Since A, B are nondegenerate, there exists ε 0 ∈ I and an integer m 0 such that for each ε < ε 0 and for each i = 1, . . . , n we have
Furthermore due to our assumption k = ν(B), therefore taking into account the componentwise order of the eigenvalues µ i,ε we have for each ε < ε 0
By Sylvester's Theorem we therefore have for each ε < ε 0 :
since for each ε < ε 0 the number of positive resp. negative eigenvalues of B ε resp. T ε coincides. It is therefore shown that ν(T ) = k and we are done.
n is called an orthogonal basis with respect to b if b(e i , e j ) = 0 whenever i = j. Proof. Let B := {v 1 , . . . , v n } be some basis of R n , then the coefficient matrix
clearly is symmetric. Due to Lemma 1.6 there is an orthogonal matrix U ∈ R n 2 and generalized numbers
. . , θ n . Therefore, the (clearly non-degenerate) matrix U induces a mapping R n → R n which maps B on some basis B which is orthogonal.
We now introduce a notion of causality in our framework: Note that there exist elements in R n which are neither time-like, nor null, nor space-like.
The next statement characterizes free elements in R n and it is a crucial ingredient for many of our conclusions to follow: 
i there exists some ε 0 ∈ I such that for each ε < ε 0 we have
. . , n) denote the coefficients of v with respect to some arbitrary basis of R n . Then we have
Proof. We proceed by establishing the implications (i) ⇒ (ii) ⇒ (iii) ⇒ (i), further the equivalence (i) ⇔ (viii) as well as (iv) ⇔ (viii) and (iv) ⇔ (v) and end with the proof of (iv)
Clearly we may assume v = 0.
Let (h ij ) ij be the coefficient matrix of h with respect to some fixed basis
Since the choice of the basis was arbitrary, (ii) is shown.
(ii) ⇒ (iii): We assume {v 1 , . . . , v n } = R but that there exists some λ = 0 :
Due to Lemma 1.6 we may assume that we have chosen a basis such that the coefficient matrix with respect to the latter is in diagonal form, i. e., (h ij ) ij = diag(λ 1 , . . . , λ n ) with
Since there exists ε 0 ∈ I such that for all representatives of λ 1 , . . . , λ n , v 1 , . . . , v n we have for ε < ε 0 that γ ε := λ 1ε (v
k . This implies that h(v, v) is a zero divisor and it means that all summands share a simultaneous zero divisor, i. e., ∃ µ = 0 ∀ i ∈ {1, . . . , n} : µλ i (v i ) 2 = 0. Since v was free, this is a contradiction, and we have shown that (i) holds. The equivalence (i) ⇔ (viii) is evident. We proceed the proof by establishing the equivalence (iv) ⇔ (viii). First, assume (viii) holds, and let (v
is a representative of ( v ) 2 as well, and since the latter expression is strictly positive, there exists some m 0 and some ε 0 ∈ I such that
This immediately implies (iv). In order to see the converse direction, we proceed indirectly. Assume (viii) does not hold, that is, we assume there exist representa-
Therefore one may even construct representatives ( v 
. Denote for each ε ∈ I by A ε the linear map R n → R n that merely permutes the i(ε) th. canonical coordinate of R n with the first one. Define
A : R n → R n the bijective linear map with representing matrix
What is evident now from our construction, is: The first coefficient of
is strictly nonzero. Finally we verify (vi) ⇒ (vii). Let {e i | 1 ≤ i ≤ n} denote the canonical basis of R n . Point (vi) ensures the existence of a bijective linear map A on R n such that the first coefficientv
= Av is strictly nonzero; therefore an application of Proposition 2.1 yields another basis {v, e 2 , . . . , e n } of R n . Since A is bijective, {v = A −1v , A −1 e 2 , . . . , A −1 e n } is a basis of R n as well and we are done. The proof is complete.
We may add a non-trivial example on a free vector to the above characterization:
This choice of zero divisors in R is possible (idempotent elements in R re thoroughly discussed in [1] , pp. 2221-2224). Now, let B = {e 1 , . . . , e n } be the canonical basis of
λ i e i is free. Furthermore let γ ∈ Σ n be the cyclic permutation which sends {1, . . . , n} to {n, 1, . . . , n − 1}. Clearly the sign of γ is positive if and only if n is odd. Define n vectors v j (1 ≤ j ≤ n) by v 1 := v, and such that v j is given by v j := n k=1 λ γ j−1 (k) e k whenever j > 1. Let A be the matrix having the v j 's as column vectors. Then
Due to property (iii), det A is invertible. Therefore, B ′ := {v, v 2 , . . . , v n } is a basis of R n , too. The reader is invited to check further equivalent properties of v due to the above Theorem.
Since any symmetric bilinear form admits an orthogonal basis due to Corollary 2.5 we further conclude by means of the preceding theorem 
For showing further algebraic properties of R n (cf. section 3.1) also the following lemma is crucial: Lemma 2.11. Let h be a positive definite symmetric bilinear form. Then we have the following: w j ) ) ij be the coefficient matrix of h m with respect to B m . Since h m is symmetric, so is the matrix A and thus, due to Lemma 1.6 there is an orthogonal matrix U ∈ R In the case of a time-like vector we know a specific basis in which the first coordinate is invertible: Remark 2.13. Given a bilinear form of Lorentz signature on R n , let u be a timelike vector. Due to the definition of g we may suppose that we have a basis so that the scalar product of u takes the form
with λ i strictly positive for each i = 1, . . . , n. Since g(u, u) < 0, we see that the first coordinate u 1 of u must be strictly non-zero.
It is worth mentioning that an analogue of the well known criterion of positive definiteness of matrices in M n (R) holds in our setting:
Lemma 2.14. Let A ∈ R 
3). Clearly the assumption det
, that is, for each sufficiently small ε, A ε is a positive definite symmetric matrix due to a well known criterion in linear algebra. Furthermore det A (n) = det A > 0 implies A is non-degenerate which finally shows that A is positive definite.
Before going on, we note that type changing of tensors on R n by means of a non-degenerate symmetric bilinear form g clearly is possible. Furthermore, given a (generalized) metricĝ ∈ (G s ) 0 2 (X) on a manifold X ( [19] , Definition 3. 4 (i)), lowering (resp. raising) indices of generalized tensor fields on X (resp. tensors on R n ) is compatible with evaluation on compactly supported generalized points (which actually yields the resp. object on R n ). This basically follows from Proposition 3. 9 ( [19] ) combined with Theorem 3. 1 ([19] ). As usual we write the covector associated to ξ ∈ R n in abstract index notation as ξ a := g ab ξ b . We call ξ i (i = 1, . . . , n) the covariant components of ξ.
The following technical lemma is required in the sequel:
n such that u is free and
Therefore we may define a new representative (v ε ) ε of v in the following way: For ε ≥ ε 0 we set v ε := 0, otherwise we define
otherwise and clearly we have u t ε v ε = 0 for each ε ∈ I. This ends the proof. The following result in the style of [5] (Lemma 3. 1. 1, p. 74) prepares the inverse Cauchy-Schwarz inequality in our framework. We follow the book of Friedlander which helps us to calculate the determinant of the coefficient matrix of a symmetric bilinear form, which then turns out to be strictly positive, thus invertible. This is equivalent to non-degenerateness of the bilinear form (cf. Lemma 1.2): Proposition 2.16. Let g be a symmetric bilinear form of Lorentzian signature. If u ∈ R n is time-like, then u ⊥ is an n−1 dimensional submodule of R n and g | u ⊥ ×u ⊥ is positive definite.
Proof. Due to Proposition 2.12 we can choose a basis of R n such that Π := {u} is spanned by the first vector, i. e., Π = {ξ ∈ R n |ξ A = 0, A = 2, . . . , n}.
Consequently we have ξ, ξ | Π×Π = g 11 (ξ 1 ) 2 , and g 11 = u, u < 0. If η ∈ Π ′ := u ⊥ , then ξ, η = ξ i η i , hence the covariant component η 1 must vanish (set ξ := u, i. e., ξ, η = u, η = η 1 = 0). Therefore we have
Our first observation is that u ⊥ is a free (n − 1 dimensional) submodule with the basis ξ (2) , . . . , ξ (n) given in terms of the chosen coordinates above via
. . , n (cf. (2.4) below, these are precisely the n − 1 row vectors there!) Due to the matrix multiplication
evaluation of the determinants yields det g AB det g ij = g 11 .
And it follows from det g ij < 0, g 11 < 0 that det g AB > 0 which in particular shows that g AB is a non-degenerate symmetric matrix, g | u ⊥ ×u ⊥ therefore being a nondegenerate symmetric bilinear form on an n − 1 dimensional free submodule. What is left to prove is positive definiteness of g AB . We claim that for each u ∈ v ⊥ , g(v, v) ≥ 0. In conjunction with the fact that g | u ⊥ is non-degenerate, it follows that g(v, v) > 0 for any free v ∈ u ⊥ (this can be seen by using a suitable basis for u ⊥ which diagonalizes g | u ⊥ ×u ⊥ , cf. Corollary 2.10). This ends the proof of the theorem.
To show the subclaim we have to undergo an ε-wise argument. Let (u ε ) ε ∈ E M (R n ) be a representative of u and let ((g ε ij ) ij ) ε ∈ E M (M n (R)) be a symmetric representatives of (g ij ) ij , where (g ij ) ij is the coefficient matrix of g with respect to the canonical basis of R n . For each ε we denote by g ε the symmetric bilinear form induced by (g ε ij ) ij , that is, the latter shall be the coefficient matrix of g ε with respect to the canonical basis of R n . First we show that
Since the inclusion relation ⊇ is clear, we only need to show that ⊆ holds. To this end, pick v ∈ u ⊥ . Then g(u, v) = g ij u i v j = 0 and the latter implies that for each representative (v ε ) ε of v there exists (n ε ) ε ∈ N such that
. . , n) as the representatives of the coefficients of a vector w with coordinates w j := g ij u i , and w is free, since u is free and g is nondegenerate. Therefore we may employ Lemma 2.15 which yields a representative (v Proof. The first statement is obvious. For v ∈ R n , define the orthogonal projection of v onto {u} as
It follows ξ, ξ ≤ 0 and due to the preceding proposition ξ ∈ u ⊥ implies ξ, ξ ≥ 0. Since we have a partial ordering ≤, this is impossible unless ξ, ξ = 0. However by Lemma 2.11 (i) we have ξ = 0. This contradicts our assumption and proves that R n is the direct sum of u and its orthogonal complement.
The following statement on the Cauchy-Schwarz Inequality is a a significant result in generalized Lorentz Geometry. It slightly differs from the classical result as it is shown in the subsequent example (Example 2.19), however it seems to coincide with the classical inequality in physical relevant cases, since algebraic complications (which mainly arise from the existence of zero divisor in our scalar ring of generalized numbers) seem to be unnatural there. Proof. In what follows, we keep the notation of the preceding corollary. Due to Corollary 2.17, we may decompose u in a unique way v = au+w with a ∈ R, w ∈ u ⊥ . Since u is time-like,
since w, w ≥ 0 and this proves (i). In order to prove (ii), assume u, v are linearly dependent over R * , i. e., ∃ λ, µ, both units in K s such that λu + µv = 0. Then u = µ ′ v and equality in (ii) follows. Proof of (iii): Assume now, that u, v are linearly independent. We show that this implies that w is free. For the sake of simplicity we assume without loss of generality that u, u = v, v = −1 and we choose a basis B = {e 1 , . . . , e n } with e 1 = u due to Proposition 2.12. Then with respect to the new basis we can write u = (1, 0, . . . , 0) t ,
which implies that u, v are linearly dependent which contradicts the assumption of (iii). Thus w indeed is free. Applying Theorem 2.8 yields w, w > 0. A glance at (2.6) shows that the proof of (iii) is finished.
The following example indicates what happens when in 2.18 (ii) linear dependence over the units in R is replaced by linear dependence over R:
Example 2.19. Let λ ∈ R be an idempotent zero divisor, and write α := [(ε) ε ]. Let η = diag (−1, 1 . . . , 1) be the Minkowski metric. Define u = (1, 0, . . . , 0) t , v = (1, λα, 0, . . . , 0) t . Clearly
However, also the strict relation fails, i. e., u, v 2 > u, u v, v , since λ is a zero divisor.
Further algebraic properties of R n
This section is devoted to a discussion on direct summands of submodules inside R n , the question first involves free submodules of arbitrary dimension (≤ n). However, we establish a generalization of Theorem 2.8 (vii) not only with respect to the dimension of the submodule; the direct summand we construct is also an orthogonal complement with respect to a given positive definite symmetric bilinear form. Having established this in 3.1, we subsequently show that R n is not semisimple, i. e., non-free submodules in our module do not admit direct summands. Proof. Denote by m the free submodule in question with dim m = k, let h be a positive definite symmetric bilinear form on m and h m its restriction to m. Now, due to Lemma 2.11 (ii), h m is a positive definite symmetric bilinear form. In particular, there exists an orthogonal basis B m := {e 1 , . . . , e k } of m with respect to h m . We further may assume that the latter one is orthonormal. Denote by P m the orthogonal projection on m which we may write due to the orthogonality of B m as
Finally, we show m ⊥ = ker P m :
Where both of the last equalities are due to the definition of P m and the fact that B m is a basis of m. As always in modules, m ⊥ = ker P m ⇔ m ⊥ is a direct summand and we are done. An alternative end of this proof is provided by Lemma 2.11:
Since we have m + m ⊥ = R n , we only need to show that this sum is a direct one. But Lemma 2.11 (i) shows that 0 = u ∈ m ∩ m ⊥ is absurd, since h is positive definite.
We thus have also shown (cf. Theorem 2.8):
Corollary 3.2. Let w ∈ R n be free and let h be a positive definite symmetric bilinear form. Then R n = {w} ⊕ w ⊥ .
We therefore have added a further equivalent property to Theorem 2.8.
3.2.
R n is not semisimple. In this section we show that R n is not semisimple. Recall that a module B over a ring R is called simple, if RA = {0} and if A contains no non-trivial strict submodules. For the convenience of the reader, we recall the following fact on modules (e. g., see [12] , p. 417): Proof. Let u ∈ A, u = 0. We may write u in terms of the canonical basis e i (i = 1, . . . , n), u = n i=1 λ i e i and without loss of generality we may assume λ 1 = 0. Denote a representative of λ 1 by (λ ε 1 ) ε . λ 1 = 0 in particular ensures the existence of a zero sequence ε k ց 0 in I and an m > 0 such that for all k ≥ 1, |λ
Clearly, χ D u ∈ A, furthermore, if the submodule generated by χ D u is not a strict submodule of A, one may replace D byD := {ε 2k | k ≥ 1} to achieve one in the same way, which however is a strict submodule of A and we are done.
The preceding proposition in conjunction with Theorem 3.3 gives rise to the following conclusion:
Corollary 3.5. R n is not semisimple.
Applications. Energy Tensors and a Dominant Energy Condition
In this section we elaborate a dominant energy condition in the spirit of Hawking and Ellis ( [9] ) for generalized energy tensors. The latter will be constructed as tensorproducts of generalized Riemann metrics derived from a (generalized) Lorentz metric and time-like vector fields. They shall be helpful for an application of the Stokes theorem to generalized energy integrals in the course of establishing a (local) existence and uniqueness theorem for the wave equation on a generalized space-time (cf. [28] , however ongoing research treats a wide range of generalized space-times). Throughout this section g denotes a symmetric bilinear form of Lorentz signature on R n , and for u, v ∈ R n we write u, v := g(u, v). We introduce the notion of a (generalized) Lorentz transformation:
In the original (classical) setting the following lemma is an exercise in a course for relativity [2] : Lemma 4.2. Let ξ, η ∈ R n be time-like unit vectors with the same time-orientation. Then
1 − ξ, η is a Lorentz transformation with the property Lξ = η.
The following proposition is a crucial ingredient in the subsequent proof of the (generalized) dominant energy condition for certain energy tensors of this section:
n be time-like vectors such that u, v < 0. Then
is a positive definite symmetric bilinear form on R n .
Proof. Symmetry and bilinearity of h are clear. What would be left is to show that the coefficient matrix of h with respect to an arbitrary basis is invertible. However, determining the determinant of h is nontrivial. So we proceed by showing that for any free w ∈ R n , h(w, w) is strictly positive (thus also deriving the classic statement). We may assume u, u = v, v = −1; this can be achieved by scaling u, v (note that this is due to the fact that for a time-like (resp. space-like) vector u, u, u is strictly non-zero, thus invertible in R). We may assume we have chosen an orthogonal basis B = {e 1 , . . . , e n } of R n with respect to g, i. e., g(e i , e j ) = ε ij λ i , where λ 1 ≤ · · · ≤ λ n are the eigenvalues of (g(e i , e j )) ij . Due to Lemma 4.2 we can treat u, v by means of generalized Lorentz transformations such that both vectors appear in the form u = (
If V w 1 w 2 ≤ 0, we are done. If not, replace V by |V | (−V ≥ −|V |) and rewrite the last formula in the following form : (4.8)
Clearly for the first term on the right side of (4. 
Due to our assumptions on ξ and η, Proposition 4.3 yields that h ab is a positive definite symmetric bilinear form. By Theorem 2.8 we conclude that for any free θ ∈ R n , h ab θ a θ b > 0. It is not hard to check that E ab (θ)ξ a η b = h ab θ a θ b and therefore we have proved (i).
(ii): To start with, assume η is time-like. Then
That this expression is strictly greater than zero follows from (i), i. e., E ab (θ)ξ a is past-directed with respect to ξ whenever θ, θ is invertible, since the latter implies θ is free. It remains to prove that η, η < 0. A straightforward calculation yields
Since θ, θ is invertible and ξ is time-like, we conclude that η is time-like as well. Conversely, if θ, θ is a zero-divisor, also E(θ)ξ, E(theta)ξ clearly is one. Therefore, η = E(θ)ξ cannot be time-like, and we are done.
A remark on this statement is in order. A comparison with ( [9] , pp. 91-93) shows, that our "dominant energy condition" on T ab is stronger, since the vectors ξ, η in (i) need not coincide. Furthermore, if in (ii) the condition " θ, θ is invertible" was dropped, then (as in the classical ("smooth") theory) we could conclude that η was not space-like, however, unlike in the smooth theory, this does not imply η to be time-like or null (cf. the short note after Definition 2.7).
Generalized point value characterizations of generalized pseudo-Riemannian metrics and of causality of generalized vector fields
Throughout this section X denotes a paracompact smooth Hausdorff manifold of dimension n. Our goal is to give first a point value characterization of generalized pseudo-Riemannian metrics. Then we describe causality of generalized vector fields on X by means of causality in R n with respect to the bilinear form induced by a generalized Lorentzian metric through evaluation on compactly supported points (cf. [24] ). For a review on the basic definition of generalized sections of vector bundles in the sense of M. Kunzinger et al ( [19] ) we refer to Appendix A. We begin with recalling following characterization of non-degenerateness of symmetric (generalized) tensor fields of type (0,2) on X (Theorem 3. 1, [19] ):
The following are equivalent: 
is a symmetric bilinear form on R n with index j.
and choose a representative (g ε ) ε of g as in Theorem 5.1 (iii) and Definition 5.2. Again, due to Theorem 5.1 (i), g α ( x) : R n × R n → R is symmetric and non-degenerate. So it merely remains to prove that there is some symmetric representative (g α,ε ) ε of g α ( x) and an ε 0 ∈ I such that ind(g α,ε ) = j for all ε < ε 0 . This follows from Definition 5.2, since there exists a representative of x which entirely lies in K. To show the converse direction, we first note that by Theorem 5.1 (i) it follows that for any symmetric representative (g ε ) ε of g there exists some ε 0 such that ∀ ε < ε 0 g ε is a smooth pseudo-Riemannian metric of some index (varying with ε). Assume the contrary to (ii). That means that there exists a relatively compact chart (V α , ψ α ), two numbers ν 1 > ν 2 and a sequence ε k ց 0 such that ind(g αε 2k ) = ν 1 > ind(g αε 2k+1 ) = ν 2 . In particular there exist points x k ∈ ψ α (V α ) such that the indices of the resp. symmetric bilinear forms g αε k (x k ) have two accumulation points in R, namely ν 1 , ν 2 . Define x ∈ ψ α (V α ) ∼ c as the class of (x ε ) ε , where
Then, any symmetric representative of (the coefficient matrix with respect to some, for instance, the canonical basis of R n ) of g α ( x) violates Corollary 1.9 (ii), and therefore j = ind(g α ( x)) (since this bilinear form has no index!), which finishes the proof.
Before going on to develop the notion of causality of global vector fields with respect to a generalized metric of Lorentz signature, we introduce the notion of positivity of functions (in analogy with strict positivity of generalized numbers, cf. the introduction):
If f > 0 on X, it follows that the condition from above holds for any representative. Also, f > 0 implies that f is invertible (see [19] , Proposition 2. 1 and Proposition 2. 55). Before giving the main result of this section, we have to characterize strict positivity (or negativity) of generalized functions by strict positivity (or negativity) in R. Denote by X 
Now we have the appropriate machinery at hand to characterize causality of generalized vector fields:
n is time-like (resp. space-like, resp. null) with respect toĝ α ( x) (a symmetric bilinear form on R n of Lorentz signature).
The preceding theorem gives rise to the following definition: Next, denote the C ∞ sections of a vector bundle (E, X, π X ) with base space X by Γ(X, E). In similar notation as above we call P(X, E) the space of linear partial differential operators acting on Γ(X, E). The G s (X) module of generalized sections Γ G s (X, E) of a vector bundle (E, X, π X ) on X is defined along the same lines using analogous asymptotic estimates with respect to the norm induced by any Riemannian metric on the respective fibers, that is, we define the quotient Γ G s (X, E) := Γ EM (X, E)/Γ N (X, E), where the ring (resp. ideal) of moderate (resp. negligible) nets of sections is given by Γ EM (X, E) := {(u ε ) ε ∈ (Γ(X, E)) I | ∀ K ⊂⊂ X ∀ P ∈ P(X, E) ∃ N ∈ N : sup x∈K P u ε = O(ε N ) (ε → 0) (6.11) resp. Γ N (X, E) := {(u ε ) ε ∈ (Γ(X, E)) I | ∀ K ⊂⊂ X ∀ P ∈ P(X, E) ∀ m ∈ N : sup x∈K P u ε = O(ε m ) (ε → 0). (6.12) 6.2. Appendix B. Invertibility and strict positivity in generalized function algebras revisited. This section is devoted to elaborate a new characterization of invertibility as well as strict positivity of generalized numbers resp. functions. The first investigation on which many works in this field are based was done by M. Kunzinger et al in [19] ; the authors of the latter work established the fact that invertible generalized numbers are precisely such for which the modulus of any representative is bounded from below by a fixed power of the smoothing parameter (cf. the proposition below). It is, however, remarkable, that-as the following statement shows-componentwise invertibility suffices: We here show that a number is invertible if each component of any representative is invertible for sufficiently small smoothing parameter.
Proposition 6.1. Let γ ∈ R. The following are equivalent:
(i) γ is invertible.
(ii) γ is strictly nonzero, that is: there exists a number m 0 such that for some (hence any) representative (γ ε ) ε of γ there exists some ε 0 ∈ I such that for each ε < ε 0 we have |γ ε | > ε m0 . (iii) For each representative (γ ε ) ε of γ there exists some ε 0 ∈ I such that for all ε < ε 0 we have α ε = 0. (iv) |γ| is strictly positive.
Proof. Since (i) ⇔ (ii) by ([19] , Theorem 1. 2. 38) and (iv) follows from the definition of strict positivity, we only need to establish the equivalence (ii) ⇔ (iii) in order to complete proof. As the reader can easily verify, the definition of strictly nonzero is independent of the representative, that is we have some m 0 such that for each representative (γ ε ) ε of γ there exists some ε 0 such that for all ε < ε 0 we have |γ ε | > ε m0 . By this consideration (iii) follows from (ii). In order to show the converse direction, we proceed by an indirect argument. Assume there exists some representative (γ ε ) ε of γ such that for some zero sequence ε k → 0 (k → ∞) we have |γ ε k | < ε k k for each k > 0. Define a moderate net (γ ε ) ε in the following way:
It can then easily be seen that (γ ε ) ε − (γ ε ) ε ∈ N (R) which means that (γ ε ) ε is a representative of γ as well. However the latter violates (iii) which finishes the proof.
Analogously we can characterize the strict order relation on the generalized real numbers: Proposition 6.2. Let γ ∈ R. The following are equivalent:
(i) γ is strictly positive.
(ii) γ is strictly nonzero and has a representative (γ ε ) ε which is positive for each index ε > 0. (iii) For each representative (γ ε ) ε of γ there exists some ε 0 ∈ I such that for all ε < ε 0 we have α ε > 0.
The statement can be shown in a similar manner as the the preceding one. Next, we may see that the above has an immediate generalization to generalized functions. Here X denotes a paracompact, smooth Hausdorff manifold of dimension n. (i) u is invertible (resp. strictly positive).
(ii) For each representative (u ε ) ε of u and each compact set K in X there exists some ε 0 ∈ I and some m 0 such that for all ε < ε 0 we have inf x∈K |u ε | > ε m0 (resp. inf x∈K u ε > ε m0 ).
