Backward compatibility to low dynamic range (LDR) displays is an important requirement for high dynamic range (HDR) image and video coding in order to enable a successful transition to HDR technology. In a recent work [1] , an optimized solution for tone mapping and inverse tone mapping of HDR images and video frames is achieved in terms of the mean square error (MSE) of the logarithm of luminance values of HDR pixels for backwardcompatible compression. Although this pioneer optimization approach provides a well settled mathematical framework for tone mapping, one of its important shortcomings is the flickering distortions that can occur on the resulting video due to the individual tone mapping applied to each frame. In this paper, we include the flickering distortion level as a constraint to optimization problem and develop a methodology to compromise the trade-off between the rate-distortion performance and flickering effect. The developed methodology is validated on HDR video sequences by showing the changes in rate-distortion performances with respect to the different flickering levels.
INTRODUCTION
High dynamic range (HDR) imaging has been developed in the last decade to encode the entire luminance range of real world scenes ranging from extreme darkness (10 -6 cd/ m 2 ) to bright sunshine (10 8 cd/ m 2 ). The main goal of this technology is to capture and store the accurate physical luminance values rather than 8-bit intensities and to generate a scene referred image independent of display devices. Such a technology is expected to eliminate the limitations of standard 8-bit representations for the new generation HDR displays, and would offer a much better perceived image quality in many applications ranging from digital cinema to medical imaging [2] .
A major challenge for HDR imaging is however an efficient compression scheme, in particular for HDR video which requires significantly more storage size and transmission bandwidth than standard 8-bit LDR video. The previous work has mainly handled this challenge in two ways. The first approach [3] - [5] is to take the advantage of high profile of existing state-of-the-art H.264/AVC (Advanced Video Coding) codec. As the maximum bit-depth supported in high-profile mode is 14 bits, the core part of this approach was to convert 16 bits HDR video into 14 bits. In [3] , this conversion is performed by applying the modified version of LogLuv transform [6] , which maps the luminance range of each HDR frame to the range [0, 2 14 -1] with respect to the max. and min. luminance values of the frame. In the extended version of this work [4] , temporal motion compensation problems generated by individual mapping of frames is solved by weighted prediction (WP) tool of H.264/AVC [7] . In a similar work [5] , such a mapping is enhanced by smoothing the HDR frames with respect to the Human Visual System (HVS) sensitivities in different wavelet resolutions. The advantage of these methods was their conceptual simplicity. On the down side, they do not support the backward compatibility with 8-bit displays and are far from satisfying the real time requirement as the encoding complexity of the H.264/AVC high profile is still high.
The second approach [1] , [8] - [11] aims to provide the backward compatibility with existing standard 8-bit displays in order to enable a successful transition to HDR technology. The basic strategy for such an aim is to include an inter-layer prediction stage in order to estimate the HDR video from LDR video. The residue of the estimation and the prediction coefficients are then encoded and written to the output bit-stream with the independently encoded LDR video. In [8] , a block wise approach is proposed for interlayer prediction. A linear multiplication and an addition of offset are applied to each block of LDR frame to estimate the corresponding block of HDR frame. This method is improved in [9] by differentially encoding the offsets with respect to the previously encoded left and upper blocks. In a recent work [1] , block wise prediction is replaced by a global (inverse) tone mapping operation (TMO), and the optimum prediction with respect to the mean square error (MSE) of the logarithm of luminance values is formulated in a detailed and complete manner.
Although the approach in [1] provides a well settled mathematical framework for optimum tone mapping, one of its important shortcomings is the direct adaptation of the method to the video by means of applying an individual tone mapping to each frame of the HDR video sequence. Such an approach results in sudden changes in the average brightness of the consecutive frames, when a high luminance object or region enters or leaves the camera view. In this paper, we include such a flicker effect in the average brightness of the LDR frames as a constraint to the optimized tone mapping problem and derive a methodology to compromise the trade-off between the rate-distortion performance and flickering distortion.
In the next section, we have given the overview of the optimized tone mapping developed in [1] . Section 3 presents the tone mapping optimization problem with the flickering constraint and derives a closed form solution to set the trade-off between the rate-distortion performance of HDR video coding and flickering distortion. Section 4 gives the experimental results for the proposed methodology and Section 5 concludes the paper.
OPTIMIZED TONE MAPPING FOR BACKWARD COMPATIBLE HDR VIDEO COMPRESSION
A general scheme for backward compatible HDR video compression is illustrated in Figure 1 [1] . The HDR video is first mapped into 8-bit by using a tone mapping operator. The resulting LDR video goes through the standard video encoding and decoding process (H.264/AVC). Then, an HDR video is reconstructed from the LDR video by applying an inverse TMO. The parameters of the TMO can be stored as a look-up table [1] or can be encoded using supplemental enhancement information [12] . The residue can also be further encoded as an enhancement layer in the bitstream.
Mai et al. [1] in their recent work have developed the optimum tone mapping and inverse tone mapping which minimizes the MSE between the logarithmic (log 10 ) values of the luminance of original HDR content and its reconstructed version. In order to find a computationally efficient solution, they have estimated the distortion in the chain of tone-mapping, encoding, decoding, and inverse-tone mapping with a statistical distortion model and found a closed-form solution for the tone mapping curve based on the luminance histogram of the HDR video frames.
Given the notations l and v corresponding to the logarithm of the luminance of an HDR frame and the pixel values of its tone mapped LDR version respectively, the tone mapping curve in [1] is first parameterized as a piece-wise linear function with the nodes (l k , v k ) as shown in Fig. 2 .a. Each segment k between two nodes (l k , v k ) and (l k+1 , v k+1 ) has a constant width in HDR values equal to δ (selected as 0.1). The tone mapping operation is then characterized by a set of slopes
which forms a vector of tone-mapping parameters θ . Using such a parameterization and the statistical modeling of the H.264/AVC coding error, the optimized tone mapping problem is given as
where p k is the summation of the normalized histogram of luminance values for the k'th bin, N is the total number of bins in the histogram, and v max is the maximum LDR value [1] . By computing the first order Karush-Kahn-Tucker (KKT) optimality conditions of corresponding Lagrangian, their ultimate closed form solution is derived as
A tone mapping characterized by the slopes in (3) minimizes the MSE between the original and reconstructed HDR frames. However, a direct application of such a tone mapping separately to each frame of an HDR video sequence can produce sudden changes in the average brightness of the produced LDR frames, which results in a flickering distortion on the produced LDR video. In the next section, we will reformulate this optimization problem with such a flickering constraint. 
OPTIMIZED TONE MAPPING WITH FLICKERING CONSTRAINT
In vision research, the minimum amount of perceptible change in the luminance of a stimulus is defined as just noticeable difference (JND). The relation of the JND to the stimulus luminance is stated by Weber law as: s Optimized tone mapping of Mai et al. [1] in (3) for the n-th frame of the video (Fig. 2. b) .
g Optimized tone mapping we are searching for the n-th frame with the flickering constraint ( Fig. 2. b) . 
In terms of the histogram values, the average brightness L g can be expressed as
where G k corresponds to the tone mapped value for the average luminance of the k-th bin of the histogram (Fig. 2.b ). With such a constraint on L g value, we will find the optimum tone mapping curve g, whose produced LDR image has the minimum mean square error (MSE) distance to the one produced with the tone mapping s:
. subject to (7) where S k =s(l k +δ/2) (Fig. 2.b) .
After defining the Lagrangian and solving the KKT conditions, the solution to the above problem is found as:
where λ is the Lagrangian coefficient for the constraint. The above equation states that the optimized tone mapping (s) should be shifted vertically to upwards or downwards with an amount equal to the difference of the average values L s and L g to obtain the optimized tone mapping with the flickering constraint.
The algorithm to avoid flickering with such an equation is applied iteratively to each frame of the HDR video sequence as follows:
• Find and apply the optimum tone mapping s in (3) to the first frame of the sequence.
• For each frame beginning from the second frame, o find the optimum tone mapping s and compute the average intensity, L s , o compute the required average intensity, L g , in (5) for a given k w value by using the average intensity of the previous frame, L n-1 , o find the constrained optimized solution by using (8) and apply to the frame.
The Weber measure k w in such an algorithm controls the level of the flickering effect on the resulting LDR video. As k w is decreased, the flickering between the average values of consecutive frames decreases. However, this results in a deviation from the optimized tone mapping s and therefore, the rate distortion performance of HDR video coding is expected to decline. If k w is increased, L s mostly falls in the JND range of L n-1 (Eq. (5)) and the constrained tone mapping g gets closer or equal to the optimized tone mapping s. In this case, the rate-distortion is expected to be better but the resulting video contains more flickering distortions. Our experiments will focus on the validation of this trade-off in the next section.
EXPERIMENTAL RESULTS
We use the publicly available Sun sequence [15] which is suitable for our tests with its regions where a bright object (e.g. the Sun) is entering and leaving the camera view. Figure 3 illustrates examples for the flickering effect between the consecutive frames when the optimized tone mapping in [1] is individually applied to each frame. When the Sun is entering to the scene in the consecutive frame, the average brightness in the regions other than the Sun is decreasing significantly in contrary to the actual values. The proposed method is constraining this effect by holding the change in the average values of the consecutive frames in the JND interval. Figure 4 shows the changes in the average intensity of the frames before and after flickering correction for the three clips from Sun sequence. The proposed method is successfully controlling the change in the average values with respect to the given Weber constant k w and generating a smooth transition between frames. Figure 5 shows the rate-distortion curves in terms of coding bit rate of generated LDR video vs. the HDR-MSE, the average MSE between the logarithm of the luminance values of original and reconstructed HDR frames. H.264/AVC reference software JM 17.2 [16] is used for the encoding of produced LDR video. The supplemental information for the characterization of tone mapping curves is very negligible compared to the coding bitrate. As expected, optimized tone mapping of Mai et al. [1] without any flickering correction gives the lowest HDR-MSE results among all. When the flickering is constrained, the rate-distortion performance is decreasing as a trade-off. As the constraint is becoming stronger with smaller Weber measure k w , the decline in the rate-distortion performance is getting higher.
CONCLUSIONS
We reveal the basic trade-off between the rate distortion performance of backward compatible HDR video coding and the flickering distortion that can occur on the tone mapped video. By putting a flickering constraint into the optimized tone mapping problem described in [1] , we develop a methodology to arrange and validate this trade-off. As a secondary conclusion, the research also indicates that the AVC standard is not sufficient for the coding of HDR video sequences and a revised standard description would be required in the long term. Future work will focus on the extension of the problem to pixel-wise flickering distortions.
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