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A single element lens capable of focusing light from a source at two different 
wavelengths to two distinct foci in the image space is studied in this paper. Results 
are obtained concerning the existence and uniqueness of the lens. The investigation 
is centred around a system of functional differential equations derived from 
Fermat’s Principle, and an asymptotic method is developed for the special 
case when the image space foci are close and the source nearly monochromatic. 
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1. INTRODUCTION 
This paper addresses questions concerning the existence and uniqueness 
of a rotationally symmetric lens capable of focusing light at two different 
wavelengths from the same source to two distinct points using the 
geometrical optics approximation. The problem is similar to those con- 
sidered by Friedman and McLeod [3,4] and Rogers [S] and the analysis 
centres around a system of functional differential equations for the lens sur- 
faces. In this section, the problem is described and the governing system of 
functional differential equations is derived. The local solution for the light 
rays near the axis of symmetry (i.e., the optical axis) is studied in the 
second section where existence and uniqueness questions are discussed. The 
global solution is examined in the third section. The asymptotic method is 
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developed in the fourth section for the special case when the image space 
foci are close and the difference between the wavelengths is small. This 
method has the crucial advantage of reducing the functional differential 
equations to ordinary differential equations. 
The index of refraction for a given isotropic medium is, in general, a 
function of position and wavelength. The geometrical optics approximation 
is concerned primarily with monochromatic sources. In many applications, 
however, polychromatic sources are present, and the resulting effect on 
image quality (e.g., chromatic aberrations) can be detected even at the 
crude level of Gaussian optics (i.e., the linear approximation to geometrical 
optics for rotationally symmetric media). The dispersive properties of 
materials thus play a vital role in practical geometrical optics lens design. 
Chromatic aberrations and dispersion are discussed further in Born and 
Wolf [2], Luneberg [6], and Welford [ 151. The problem addressed in this 
paper is the mathematical possibility of a single element lens which is 
rotationally symmetric and capable of focusing light at two different 
wavelengths from a single source on the optical axis to two distinct points 
in the image space on this axis. In this problem, the foci locations and axial 
lens thickness are specified; the index of refraction is assumed to be some 
known function of wavelength. The problem is termed the dispersiue 
stigmatic lens problem. 
The lens is assumed to be described by surfaces of revolution, and, since 
the foci are on the optical axis, it is clear that the problem can be examined 
in the plane. Let the x-axis denote the optical axis, and suppose that 
rf = (f(y), y), yg = (g(y), y) describe the surfaces of a lens having a source 
at pO= (x0, 0) and foci at pi =(x1, 0), p, = (Xl, 0), for light at wavelengths 
A and %, respectively (see Fig. 1). The object and image spaces are assumed 
to be in uacuo so that the refractive index in these regions is unity for all 
wavelengths. The refractive index for the lens is denoted by 
n(A) = n > 1, 
n(X)=ii> 1, 
and it is assumed, for definiteness, that 
Consider the light rays corresponding to both wavelengths leaving p,, 
and entering the lens at (f(y), y). The light ray paths coincide in the object 
space but, after refraction at rs, they split. Let (g(c), r), (g(d), 4) denote 
the lens exit points for the light rays at wavelengths 1, 1, respectively. The 
variables < and 4 are dependent and are both considered as functions of y. 
The light ray paths are governed by Fermat’s Principle which states that 
409/165/l-11 
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FIG. 1. Dispersive stigmatic lens. 
the optical path length between two points is an extremum along a light 
ray containing the points. The optical path length between p,, and (g(t), 0 
for light at wavelength I. is given by 
where 
4 = (f(r) -x8 + Y’ 
d: = k(t)-.fW)* + (t - Y)*. 
Following Ockendon et al. [7] (see also Friedman and McLeod [3]), 
Fermat’s Principle implies 
(f(y)-*,)f’(y)+y-n((g(r)-f(y))f’(l.)+(4-L’)j=0 
d, 4 
(1 1) . . 
Similarly, for light at wavelength 1 
(f(y)-x,)f’(y)+y_nj(g(~)--S(J’))f’(L’)+(9-Y)J=0 (12) 
d, a2 
, . 
where 
a: = (g(4) -f(Y))* + (4 - YT. 
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Fermat’s Principle can also be applied between yr and the image space foci 
giving the relations 
n~(s(4)-f(v))g’(T)+(5-v)}+ -(x,-g(O) d(5)ir&J (1.3) 
4 4 
ni(s(~)-f(y))g’(~)+(~-y)}+-(L,-g(~))g’(~)+~=o, (1.4) 
22 & 
where ’ denotes differentiation with respect o the indicated argument and 
d: = (XI - g(4))’ + t2 
4 = (X1- gbw2 + 4’. 
Using the optical path length functions 
V 6 V(p,, pl) = d, + nd, + d,, 
174 V(po,jjl)=d,+nd,+&, 
(1.5) 
(1.6) 
Eqs. (l)-(4) can be written in the compact form 
(1.7a) 
(1.7b) 
aQ 
s=O 
aP -= 
a# O* 
(1.7c) 
(1.7d) 
The partial derivatives in system (1.7) signify that the variables not 
included are held fixed; e.g., alay means that 5 and C$ (and consequently 
g(t), g(b)) are held fixed. 
The functions < and 4 are unknown functions of y and appear as 
arguments in the above system; the governing equations form a system 
of first order nonlinear functional differential equations. The axial lens 
thickness, by hypothesis, is known, i.e., 
f(O)=ao, (1.8a) 
g(O) = bo, (1.8b) 
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where the constants a, and ho are specified. Rotational symmetry implies 
that f and g are even in y; this, in turn, implies 
t(o)=0 
f&O) = 0. 
(l&c) 
(1.8d) 
2. THE LOCAL SOLUTION 
The existence/uniqueness theory for the local solutions (i.e., y arbitrarily 
small) is developed in this section, and it is shown that a local solution 
exists provided a Gaussian optics solution (i.e., a solution to the linearised 
equations) exists. The Gaussian optics solution to the problem is discussed 
first and then the existence and uniqueness theory. 
Suppose (f, g, 5, 4) is a smooth solution to system (1.7) satisfying initial 
conditions (1.8). For y small, the solution can be approximated as 
fW=ao+w2+W4)5 (2.la) 
g(y) = bo + b, y2 + O(y4), (2.lb) 
5(Y)=c,Y+wlY13)> (2.lc) 
4(Y)=ely+Wly13), (2.ld) 
where u2, b,, c,, e, are constants. Substituting (2.1) into (1.7) and equating 
O(y) terms yield the following algebraic relations for u2, b,, c,, e,: 
-2(n-l)a,L,L,+L,+nL,=nL,c,, 
2(n - 1) b, L,L, + L, + nL, = nL,/c,, 
-2(ti--l)u,L,L,+L,+fiL,=fiL,e,, 
- - 
2(ri - 1) 6, L2E3 + L, + nL, = nL,/e, , 
(2.2a) 
(2.2b) 
(2.2c) 
(2.2d) 
where 
L, =a,-xx, 
L,=b,-a, 
L,=x,-6, 
LX=“,-bo. 
Eliminating u2, b,, and e, from system (2.2) gives 
Acf+Bc,+C=O, (2.3) 
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where 
n(ii- l)+fi(n- l)+ 
If Eq. (2.3) has real roots then the constants in system (2.1) are real and 
neglecting the higher order terms in system (2.1) yields the Gaussian optics 
solution. Evidently a Gaussian optics solution exists provided 
A 4 (fi-n){fi(r~-1)+n(fi-1)}~ 
+(An)(l+g{n-n+L2(y+-y)} 
+2 (1+2) (rr-n+L, ($5))(,_,)(,(,- 1) 
+ n(ii - 1)) - (2n*(n - 1)2) > 0. (2.4) 
It is clear that A 2 0 for L, sufficiently small since in this case A is negative 
and C is always positive. As Z, approaches L,, A becomes positive and 
real solutions to (2.3) may or may not exist depending on the values of 
other parameters. If A > 0 then two Gaussian optics solutions exist; physi- 
cally, this corresponds to two different light ray geometries. For instance, 
if A < 0, then one root of (2.3) is negative and one is positive, i.e., in one 
case the light rays cross the optical axis inside the lens and in the other no 
light rays cross the axis inside the lens for y small. An analogous situation 
occurs in monochromatic lens problems (cf. Friedman and McLeod 
C3741). 
An important case to consider is when z, = L,. This case corresponds to 
the correction of chromatic aberrations using a single lens. The problem 
was studied by Schwarzchild [lo] (see also Schulz [9]) who showed that 
for fi - n small, no Gaussian optics solution exists. The result can be 
deduced from inequality (2.4). For 
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inequality (2.4) becomes 
4@(n - I)2 (1 - E) + 41*%(n - 1)(2n - 1 )( 1 - E) 
+fi3{(2n- I+ E)‘-4En2] 30, (2.5 f 
where 
E=(l+2)(1+2). 
Since p > 0, E> 1, inequality (2.5) cannot be satisfied for ,D arbitrarily 
small. If, however, ,U is O(l) it may be possible to satisfy inequality (2.5) 
depending on the other parameters. The latter case can be realised if, for 
instance, anomalous dispersion occurs. ’
The main result of this section is the following existence and uniqueness 
theorem for local solutions to the dispersive stigmatic lens problem: 
THEOREM 2.1. Zf Eq. (2.3) has real roots (i.e., if a Gaussian optics solu- 
tion exists) then for each root there exists a local solution to system (1.7) 
satisfying initial conditions (1.8), which is unique among functions in C2. 
Moreover, this solution is analytic. 
Proof: The existence portion of this theorem can be established using 
either the method introduced by Friedman and McLeod [3,4] in connec- 
tion with an analogous theorem for lenses focusing monochromatic light, 
or by using a theorem proved by Rogers [8 3. The former method consists 
of an application of the Schauder fixed-point theorem to establish the 
existence of an analytic local solution. A transformation similar to that 
used by Friedman and McLeod [4] can be constructed for the dispersive 
stigmatic lens (see van-Brunt [ 131) and, if (2.3) has real roots, the 
existence of an analytic local solution can be established using their 
analysis mutatis mutandis. After one of the roots of (2.3) is chosen, 
uniqueness of the local solution among analytic functions can be 
established by showing that the higher derivatives off, g, 5, and $ at y = 0 
are determined uniquely by system (1.7). 
The existence and uniqueness of local solutions to the dispersive 
stigmatic lens problem will be established using a theorem proved by 
Rogers [S]. This theorem is essentially a “Picard’s Theorem” for functional 
differential equations having functional arguments which all coincide at the 
’ Materials for which anomalous dispersion occurs in the visible light spectrum are of 
limited optical interest owing to their high absorption losses. In practice, chromatic aberra- 
tions are mitigated using two lenses (the achromatic doublet) composed of different materials 
(cf. Born and Wolf [2], Welford [IS]). 
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point where the initial values are given. The theorem applies to systems of 
functional differential equations of the form 
Z’(Y) = WY; W,), . . . . Z(z,); Z’(z,), . . . . Z’(z,)), (2.6) 
Z(0) = 0, (2.7) 
where the prime denotes differentiation with respect to the indicated 
argument and 
1<m<n, m,nEZ+ 
Zl(Zk(Y)) 
Z(z/J = ; 
t 1 
3 l<k<?H 
Z&k(Y)) 
z;(Y) 
Z’(y)= t 1 ; . UY) 
Roger’s theorem states that system (2.6) has a local solution among 
functions in C’ provided: (i) the algebraic system 
Z’(0) = H(0; 0, . . . . 0; Z’(O), . . . . Z’(0)) (2.8) 
has a unique solution; (ii) the functional arguments are such that, for y 
sufficiently small, 
b/c(Y)1 6 IYL 1 <k<m; (2.9) 
and (iii) the hi are Lipschitz continuous with respect o all the arguments. 
System (2.6) differs from initial value problems in ordinary differential 
equations because the derivatives of z, with respect to the functional 
arguments occur as arguments in the hi. This requires a special restriction 
on the Lipschitz constants; in particular, for some vector norm 11. (1 and 
H = WY; Z(z,), . . . . Z(z,); Z’(z,), . . . . Z’(z,)), 
- - 
FI = W y; Z(z,), . . . . Z(z,); Z’k,), . . . . Z’(z,)), 
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the Lipschitz condition requires that there exist non-negative 
such that 
II’-HII < f CillZ’(zm)-Z’(z,)ll, 
r=l 
where the Ci satisfy 
!, ci<l. 
numbers Ci, 
(2.10) 
(2.11) 
Roger’s proof of this existence and uniqueness result is similar to that of 
Picard’s theorem in ordinary differential equations. Specifically, Rogers 
shows that the sequence 
Z(“)(y) = yZ’(0) 
Zck+l)(y) = ib’; H(s; Z’k’(zy’), ,,., Z’k’(zE’); (2.12) 
Z’qz!f’), .**, Z(Q’(Z$))) ds 
is uniformly convergent in some small interval containing y = 0. The 
sequence (2.12) can thus be used to construct a solution to system (2.6). 
The’ following lemma is a simple consequence of Rogers’ theorem and will 
be used to show the existence, uniqueness, and analyticity of solutions to 
the dispersive stigmatic lens problem. The lemma is analogous to Cauchy’s 
theorem concerning ordinary differential equations with analytic solutions. 
LEMMA 2.2. Zf, for y sufficiently small, the hi of system (2.6) are analytic 
in all their arguments, inequality (2.9) is satisfied, and there exists a unique 
algebraic solution to system (2.8), then there exists a local solution to system 
(2.6) satisfying the initial condition (2.7). The local solution is unique among 
functions in C’ and it is analytic. 
ProoJ: Since the hi are analytic in all their arguments, it is evident that 
all the Lipschitz conditions are satisfied for y small. It remains to show, 
however, that Ci exist satisfying inequality (2.11) and that the local 
solution is analytic. Let E be some small positive number, 11. II be some 
vector norm, 
iv, = 
i 
(y; Z(z,), *.., Z(z,); Z’(z,), . ..) Z’(z,)) E lRZmn+ l: 
I yl + itl llZ(zt)ll + f IIZ’(zJ - z’(o)ll<+ 
i=l 
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where 
ldk<n, 
lGi<m, 
j=mn+ 1. 
Under the above notation, 
un(i-l)+l 
Z(z,)= ( 1 ; , uni+ 1 
Z’(z,)= 
It is necessary to show that for E sufficiently small and 
a= (4, a2, . . a2mn+lh 
~=~~l,~2,...,a,,+l,ii,,+2,...,~2mn+l~, 
there exist constants Ciao such that 
IV-W) - WaNI G 5 CiIIZ’(zi) - Z’(~Jll 
i=l 
and inequality (2.11) is satisfied. 
Let 
ah,(abj+ 1 %(a)lauj+2 .. . ah.Wla~j+mn 
a0 = (0, 0, . . . . 0, z;(O), . . . . z:(O), . . . . z;(O), . . . . z;(O)). 
mtl m 
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Since the system (2.8) has, by hypothesis, a unique solution, the elements 
of D can be calculated at a = a’. The mean-value theorem implies 
IIW-Wa)ll = IIWaO)(~j+l --a,+,, . . . . ~j+m,l-a,+,,~)~( + @ma”), (2.13) 
where 
a & max(lGj+, --a- ,+ll5..., /aj+mn-uj+mnl~~ 
l< j’<mn, 1 ,<k<n, 
so that (2.13) implies, using the induced matrix norm, 
IIW)- WaIlI d f llAi(a”)ll IlZ’(zi)-Z’(zi)ll + O(E~) 
i= 1 
d B i IlZ’(Zi) - Z’(Zi)ll* 
i= I 
Any vector norm of the form 
w= 
k=I 
such that 
max(l r, . . . . i,) -c l/mB. 
will ensure that inequality (2.11) is satisfied for y suRiciently small; 
consequently, Rogers’ theorem implies that a local solution unique among 
functions in C’ exists to system (2.6) satisfying initial conditions (2.7). The 
sequence (2.12) is thus uniformly convergent for y in some small interval 
containing y =O. Since the hi are analytic in all their arguments, the 
solution is analytic in some neighbourhood of y = 0. 
Lemma 2.2 can be used to prove Theorem 2.1. The first step is to show 
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that system (1.7) can be written in the form of system (2.6). Suppose, for 
definiteness, 
k,l < lc,l, (2.14) 
and let 
Z,(Y) = Y, z5(Y)=f(Y)-4l, 
Z2(Y) = 5-‘(d(v))7 ZdY) =f’(y), 
Z3(Y) = 5(Y), Z,(Y) = s(5) - bo, 
Z‘dY) = 4(Y), Zs(Y) = g’(5), 
i = (i, 9 ...> 18) = (Zl(Y)> Z2(Y)Y Z3(Y)> Z‘dYh ZS(Y)> 
Z6(Z2(Y))? ZAY), &,(Y)))~ 
Vi & avlai,, v, 4 a2vpg,aci. 
Using the new variables and suppressing arguments in y, 
v= V(z,,z,,z,,z,)={(Z5+L,)2+z:}“2+n((z,-z,+L2)2 
+(z3-z,)2)‘:2+ {(L3-z,)2+z;}1’2, 
B= Q,, z‘$, z5, z,(q)) = ((z5 + Ll)2+z:}1’2 + Fl{(z,(z,)-zZ5 + L,)Z 
+ (z4-z1)2}1’2 + ((L,-z,(z2))2+Z~}1’2. 
Let 
u 62 V(Z,(Z,)> z,(z,), z5(z2), z,(zz)) 
= UZdZ2, + L)2+z:}“2 +4z,(z,)-z&2) +-w2 
+ (z, - z2)2}1’2 + {(L, - z,(z2))2 $ z;}1’2 
and let us use the same notation for the derivatives of U as for V. The hi 
are given by 
h, = 1, 
h,= - { u2‘l+ Z6@2) &Gil 4 
h 
3 
= -~V~~+2z6V~5+zbv5+~~v55~ 
v,3+z,v,3+z~v17+z6z~v57 ’ 
h,= - { ~~~+Zg~~5+Zs(Z2)(Z;~~48+Z;~s+ ~,,+z,~,,+Z,(z,)z;~,,)}, 
h, = z6 
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h,= -+ (Pll +z:, F,,+2z, Vls +z~(z~)z;P~~ 
5 
+ ‘6tzi p,, + z6 h, + z8(z2) z; &,,}, 
h7=z8z;, 
hg= -+- {v,, +Z;~,,+z,T/,,+2z,z; v,, 
7 
+ ‘3( vl, + z6 vl, + z8z; b)}. 
The definition of the new variables assumes the existence of [‘, qY, and the 
inverse of 5. The following lemma shows that 5 and 4 are in C’ and that 
their inverses always exist provided that f and g are at least C*. This is 
physically obvious since a source and focus may be interchanged (i.e., the 
light rays reversed). The lemma will be of further use in the next section 
when the local solution is analytically continued. 
LEMMA 2.3. Zf (f, g, 5, 4) is a solution to system (1.7) andf, gE C2, then 
r(y), 4(y) have continuous derivatives and can be inverted in some small 
neighbourhood of y = 0. 
Proof System (1.7) implies 
(2.15) 
(2.16) 
The partial derivatives in (2.15) are 
~=f.'(y)ifY:-XO-"(g(S~-f(Y))} 
I 2 
+-f3 {(g(r)-f(Y))-f’(Y)(5-Y)}2 
2 
+-$ uf(Y)-%)-f’(Y)Y)2> (2.17) 
1 
a2v -= 
ay at -; {(g(r)-fS(Y))-f’(Y)(r-Y)) 
x {k(5) -f(Y))- g’(O(5 - Y,l9 (2.18) 
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a2v 
p = g"(5) a?(5) -f(Y)) Xl - s(5) 4 - 4 
+-$ {(g(C)-f(Y))- s'(w-Y)~* 2 
+-& {h-g(O)+ g'(W2, 
and it is clear that r’(y) E C ’ and is non-zero provided 
a2v - # 0. 
ay at 
(2.19) 
(2.20) 
Equation (2.18) implies that (2.20) is false only if either the lens closes (i.e., 
(f(Y), Y) = (g(r)? 5)) or a light ray becomes tangent to a lens surface. Since 
a0 < b0 and the foci are on the optical axis, t’(y) is non-zero for y small. 
The same result can be deduced for 4 from Eq. (2.16). 
System (1.7) can thus be written in the form of system (2.6) having initial 
conditions (2.7) i.e., n = 8, m = 2, 
Z’(Y)=WY; Z(z,), W,); Z’b,), Z’(4) 
(2.21) 
Z(0) = 0. 
At y = 0, the denominators of the h, are non-zero, i.e., 
fJ22 + k&2) U26 + z&2) u,, + &(ZZ) us + z&) u&5 
+z&2b&2) U681,=o = Uz2 + zd(O) U6 =nc,/L2 fO 
v,,+z,v~3+z~v1~+z~z*v57~y~o= v13= -;>o, 
2 
L+z*(z*) vg41y=l)= +;+;>o, 
2 3 
P,=l-n<o, 
V,=n-l>O, 
and since V, 7, U are analytic in all their arguments for y small, the hi are 
analytic in all their arguments for y small. Theorem 2.1 will follow if it can 
be shown that the algebraic compatibility condition (2.8) and inequality 
(2.9) are satisfied. By hypothesis, the algebraic system (2.8) has solutions. 
In general, two solutions exist for this case. Once a solution is selected the 
algebraic compatibility condition is satisfied. 
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Inequality (2.14) implies that (2.9) is satisfied for y sufficiently small. 
Theorem 2.1 thus follows provided (2.14) is satisfied. If, instead of (2.14), 
lcil < le,l, the roles of 5 and 4 can be interchanged (i.e., zz(y)=d ‘(t(y)), 
etc.) and the theorem follows mutatis mutandis. If Jc,) = Je, 1, the light rays 
can be reversed if necessary to ensure that inequality (2.9) is satisfied for 
y sufficiently small. 
3. THE GLOBAL SOLUTION 
Once one of the possible Gaussian optics solutions is selected, 
Theorem 2.1 states that for some number 6 > 0 and 
YEB6 4 {Y’ IYI <S>f 
there exists a solution (f, g, 4, 4) to system (1.7) satisfying (1.8) which is 
unique among C2 functions and analytic. In this section it will be shown 
that the local analytic solution can be analytically continued until either 
the lens closes or a light ray at either wavelength becomes tangent to a lens 
boundary. The geometric ideas for this continuation are similar to those in 
Friedman and McLeod [4]. The key to the continuation lies in the fact 
that for some 6, y E Bg, the ranges of < and 4 do not coincide. If 
then either B,, 5 B,, or B,, c B,, but B,, # B62. It is assumed for delinite- 
ness that 
The analytic continuation for the other cases is similar and will not be 
discussed here. 
The following lemma shows that t(y) and 4(y) cannot coincide for 
1 y( > 0 if the light rays are in the field of the instrument (i.e., there is no 
lens closure nor are there any tangent light rays): 
LEMMA 3.1. Suppose (f, g, <, 4) is a solution to system (1.7) satisfying 
(1.8) for ZEBU., where y* 7 0 is some number, and 
&<L,; (3.1) 
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5(Y) =4(y) (3.2) 
then 
if and only if 
y = 0. 
Proof. If y=O then (3.2) follows immediately from axial symmetry. 
Suppose for some jE BY. Eq. (3.2) is satisfied and, without loss of 
generality, j > 0. If (3.2) is satisfied at j then no dispersion occurs at 
(f(j), j) in the sense that the light rays at both frequencies from the source 
to (f(j), r) must coincide between the source and (g(<(j)), t(j)) and be 
collinear with the normal to yr at (f(j), j), i.e., 
(f(.v)-hJf'(~)+~=0. (3.3) 
Equation (3.3) implies 
f'(.F)<OT 
for y > 0, and Snell’s law implies 
g’(m) < 0. (3.4) 
Since fi > n, inequality (3.4) implies that the light ray at wavelength X must 
be between the normal to ys at (g(<(j)), r(j)) and the light ray at 
wavelength 1; consequently, the light ray at wavelength 1 must lie above 
the one at wavelength A in the image space. Since these rays cannot 
intersect in the image space, inequality-( 3.1) cannot be satisfied. 
Lemma 3.1 implies that if lcil > le,l, then, for all ~E:B~., y>O 
t(Y) > 4(Y)> 
so that for all ye B,. 
W,) z ((By) 
W,) Z W,). 
Now system (1.1) can be written 
fyy3 = Rl(YY c4f(YL g(4)) a A 
Ql(YY &f(Y)> g(d)) = " 
g,(T)=R2(YY eTf(Yh g(l)) a A 
Qz(Y, &f(y), g(t)) = 2' 
(3.5) 
(3.6) 
(3.7a) 
(3.7b) 
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t’(y)= -$(-&) -I= --&($j-’ 4 A, (3.7c) 
4’(Y)= -$(-L$$-‘= -&($)-’ 4 A,, (3.7cj) 
where 
Q =f(L.)--~O-“{g((~-f(l’)), 
I 
4 2 
R 
2 
= _ i+n(g-y) 
4 4 
Q 
2 
=n{&e) -f(Y)) _ (x1 - g(O) 
4 4 ’ 
The plan is as follows: Eq. (3.7b) can be used to analytically continue g 
from 6, to a point arbitrarily close to t(S) = 6,. After this is accomplished, 
Eq. (3.7a) can be used to continueffrom 6, to a point close to #-‘(6,). 
The functions 4 and 4 can be continued using Eqs. (3.7~) and (3.7d), 
respectively. The analytic continuation exploits the analyticity of A i in their 
arguments and the process relies on repeated application of Cauchy’s 
theorem for ordinary differential equations. Lemma 3.1 ensures that each 
application extends the domain of analyticity. Cauchy’s theorem can be 
applied until one of the Ai is no longer analytic in its arguments. Since 
fi > n > 1, the Qi cannot vanish, and the functions A,, A, are analytic for 
all y. The functions A, and A, are analytic in their arguments provided the 
mixed derivatives are non-zero. The proof of Lemma 2.3 implies that these 
derivatives vanish only if the lens closes or a light ray at either wavelength 
becomes tangent to a lens surface. The details of this method are given 
below. 
Let 
N{* P {Y’ IY - r-Ys,)l -wZ)’ 
Ni,= {y: 5-‘(Y)EN{,} 
where eg, is some small positive number such that 
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The above definitions imply 
The functions f, r, and 4 are analytic in B,, , and, since A, is analytic in its 
arguments, Cauchy’s theorem implies that g is analytic in N$, for .s6* small. 
Another point in N<, between {-‘(6,) and 5-‘(6,) +E~~ can be selected 
and the procedure repeated. In this manner, g can be extended from 6, to 
some point y* arbitrarily close to QS,). 
Let 
where E”&, is some small positive number. The functions g and rj are analytic 
in fi& from the above argument for Ea2 suffkiently small, and 
Equation (3.7a) and Cauchy’s theorem imply that f is analytic in N{, and 
can thus be continued. The function 5 can be continued using Eq. (3.7~). 
This process can be repeated andfcontinued up to a point arbitrarily close 
to 4 - ’ (<( 6 r )) -provided a2 V/at 8~ does not vanish. Having continued f and 
5, g and 4 can be continued in a similar fashion using Eqs. (3.7b) and 
(3.7d). Once g and 4 are continued, f and < can be continued further using 
Eqs. (3.7a) and (3.7~). The cycle can be repeated until one of the mixed 
derivatives vanish, i.e., until the lens closes or a light ray becomes tangent 
to the lens surface. 
4. THE CHROMATIC LENS 
Suppose 
p=ii-n=qN, (4.1) 
where N is some constant, and 
VI< 1, &=0(l). 
Schwarzchild’s result [lo] and inequality (2.5) suggest that for Li, ii, n 
409!165/1-12 
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fixed there exists a “critical” L, (say L:) such that no local solution exists 
for L, >E$. The critical value can be estimated from inequality (2.5) to 
within O(+-‘), i.e., 
Ez+c<L -L,(L,+L,+L,hN 
3.. 3 (n-l)(L,+L*) +O(q2). 
(4.2) 
In this section, the case is investigated when p is given by (4.1) and 
L, - L, = r/N’, E,<L:. (4.3) 
Since 
1 f W2/L3-W”2 ((N’/N)(n - l)((L, + WL3) - (L3 +L, + LI))“~ 
c, = 
( 1 + LA 1 - (N’/N)(n - 1 H/L:) 
+ O(Ji) 
as n + 0, the constants N and N’ must be of the same order to ensure that 
a Gaussian optics solution exists and that, as q -+ 0, the solution is smooth; 
for example, if N’/N is O(q) then no Gaussian optics solution exists while 
if N’/N is 0(1/q) then cr is 0(1/A) and consequently a2 is 0( l/h). 
Attention is concentrated on the leading order solution q + 0. 
Let 
f(Y) =.fo(y) + rlfi(Y) + w12), 
g(y) = go(Y) + e,(y) + W2)> 
t(Y) = 5,(Y) + Ilrl(Y) + O(r12), 
d(Y) = do(Y) + d,(Y) + Oh2)> 
di= diCB + ?dtl + O(V2), i= 1, 2, 3 
~i=&+q27,,+o(q2), i=l,2,3. 
Clearly, 
MY) = to(Y), 
and using 
s(5) = ih(50) + vrk?, + WV’), 
g(d) = lh(to) + @?I + O(r12), 
(4.4) 
where 
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the d,, ;7, for j = 0, 1 are given by 
d,o= {(fo(~) -x01*+ Y*)“~> 
d =fl(Y) 
11 -+fOWXO)~ 
ho= ~~~~~~,,)-h(r))'+(4u-P)'I"' 
da=+ {(so(5o)-fo(y))(g,-f,(y))+5,5o-y)} 
40 = it, - so(50N2 + tt>"' 
4, = $ { - (XI - go(to)) S, + 405, > 
30 
d,o = d,o 
a,, = 4, 
;s,o = 4, 
;s,l =f Uso(~o)-fo(Y))(~1-fl(Y))+~l(5o-Y)~ 
20 
60 = 4, 
J31=$ { - (Xl - go(ro)) PI + 5041- N’bl - go(5o))l. 
30 
System (2.16) implies the so-called path length conditions 
V=d,+nd,+d,=L,-tnL,+L,, 
~=d,+fi17,+d,=L,+iiL,+E,, 
(4.5) 
and the leading order system is equivalent to 
$ b&o+d,ol =O (4.6a) 
d,, + nd,, + d30 = L, + nL, + L,. (4.6b) 
The system (4.6) forms two equations in three unknowns (fo, go, to), and 
an infinite number of analytic solutions exist. It is known, however, that at 
most two, C* solutions exist for the full problem and it is thus expected that 
(1.7) provides an additional relation. Indeed, consider the difference 
P- v= q(L,N- N’}. (4.7) 
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Substituting (4.4) into (4.7) and equating O(q) terms gives 
NL, - N’ = NdzO - N’b, - go(to)) 
d 30 +(41-t,) ~~(go(i’o)--/./I.))ghiC”)+50-~i c 20 
+ f { -(x1 - so(to)) sb(40) + Co)). (4.8 1 
30 
Since 
$ { 4, + 4, + 40) = 0, 
0 
Eq. (4.8) reduces to 
(4.9) 
where 
M, = - N’IN, 
Equation (4.9) is termed the chromatic condition, and the lens satisfying this 
condition along with system (4.6) is termed the chromatic lens. 
The chromatic condition is akin to an orthogonality relation, and it can 
be used to reduce the functional differential equation in system (4.6) to an 
ordinary differential equation for go as follows. 
Let 
-50 WI - -=sinIC/,, 
d 30 
where I++~, $, are the angles between the light ray and the optical axis in 
the object and image spaces, respectively. In terms of the new variables, the 
die are 
d 
‘0 
=fo(wo) - x0 
( 1 - w;)‘/* ’ 
ho= {(go(w,)--fo(wo))*+(d,ow, +40wo)211'2, 
d 
30 
= (x1 - go(w1 )I 
(1 - w;)‘12 ’ 
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and Snell’s law at g, (i.e., Eq. (4&a)) yields 
&o(wi) 
dw, 
(4.10) 
The chromatic condition is 
d,,=L2+M,.(1-(1-w;)“2}=d20(w1). 
The path length condition (Eq. 4.6b) and the chromatic condition imply 
that d,, is known in terms of wr and g,(w,). The function fO(w,) can be 
eliminated using the relation 
fo(wo) = (1 - w;)“~ d,, + x0, 
and the chromatic condition implies 
wi d:oV:ow: + (.dwl) -x01’> - 4, d,ow, wo 
where 
Since e, < L: , (4.10), (4.11) have real solutions for wr sufficiently small. 
The variable w0 (and consequently fO(wo)) is known in terms of w, and 
g(w,), and the equation can be written 
&o(w, 1 
-=Z(w,, go(w,)), 
dw, 
where Z(w, , g( wi)) is a known function of w, and g( wr ). The chromatic 
lens problem can thus be reduced to a first order nonlinear ordinary 
differential equation for go and algebraic relations for fo, wo. Cauchy’s 
theorem implies that (4.12) has an analytic solution for y sufficiently small, 
and, once one of the roots of (4.11) is selected, the solution is unique. 
The higher order terms (i.e., fi, g,, <r, dr, etc.) can in principal be 
calculated using the same method. It can be shown (cf. van-Brunt [ 131) 
that the O(q*) terms of (4.7) give a relation involving only fo, go, to, f,, 
g,, {i, and 4,. Once the leading order solution is determined, (4.7) can be 
used to give an algebraic relation among Jr, g, , 5 1, and 4r. 
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5. CONCLUSION 
The chromatic lens, aside from being the leading order approximation to 
the solution of the dispersive stigmatic lens problem, is of interest owing to 
its special imaging properties. By construction the chromatic lens has 
(perfect) foci at pO, pi, and the chromatic condition implies 
V= const. + O(v’). (5.1) 
Equation (5.1) implies that the light rays leaving p,, at wavelength X con- 
verge in some O(q2) neighbourhood of p,. The constants N’ and N appear 
in the chromatic condition only in the ratio M,., and if these constants were 
replaced by some numbers 2, w such that 
M,. = -z/iv, (5.2) 
the solution to the leading order problem would be unchanged. Physically, 
this means that the chromatic lens is capable of “nearly” focusing a small 
interval of the spectrum. The light rays emitted from p0 at any wavelength 
within a small interval around 1 will all pass through a region of O(q2) 
containing some point on the optical axis at an O(q) distance from p, ; 
whereas, for any other lens having foci at pO, p,, the light rays would con- 
verge in an O(q) neighbourhood of pi. In both cases, the light rays form 
a caustic intersecting the optical axis. Catastrophe theory can be used to 
show that, for y small, the caustic is diffeomorphic to a semi-cubic 
parabola symmetric about the optical axis (cf. Berry and Upstill [ 1 I). For 
the former case (i.e., the chromatic lens), the cusp is restricted to some 
O(q2) region; for the latter case, the cusp is contained in some O(q) region. 
An analogous situation arises when the lenses are designed to focus 
monochromatic light from two nearby source points. Orthogonality condi- 
tions analogous to (4.9) can be obtained if both sources are on the optical 
axis (the Herschel condition) or if one is off the axis (the Abbe sine condi- 
tion); these conditions ensure that the lens “nearly” focuses a small line 
segment containing the source points to a small line segment in the image 
space. The Abbe sine and Herschel conditions have been derived in a 
manner similar to the above method by van-Brunt [ 123. Lenses satisfying 
the Abbe sine condition (i.e., aplanatic lenses) have been discussed by 
Wasserman and Wolf [14], Head [S], and Sternberg [ll]. 
An interesting variation of the above problem (proposed by Dr. A. K. 
Head, private communication) is the design of a single element “spec- 
trometer? The problem entails the design of a lens which can nearly focus 
a small portion of the spectrum to a line segment not collinear with the 
surface. Rotational symmetry is not required, and an “initial light ray” is 
specified. The analysis in this paper suggest that in two-dimensions the 
problem has a solution. 
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