We obtain a parametric normal form for any non-degenerate perturbation of the generalized saddle-node case of Bogdanov-Takens singularity. Explicit formulas are derived and greatly simplified for an efficient implementation in any computer algebra system. A Maple program is prepared for an automatic parametric normal form computation. A section is devoted to present some practical formulas which avoid technical details of the paper.
Introduction
Any planar differential system see [4] where the authors use µ for r 1 , and ν for s. Throughout this paper we assume that 2s < r 1 . Following Stróżyna andŻoladek we call this case the generalized saddle-node case of Bogdanov-Takens singularity; see [20, 23, 24] for more details. Most real life applications of Bogdanov-Takens singularity appear in spaces with more than two dimensions. Here, we have assumed that a center manifold reduction has already been applied. Our main result in this paper is as follows. For any (N-degree truncated) multipleparametric non-degenerate perturbation of the generalized saddle-node case of BogdanovTakens singularity v(x, y, µ), there exist invertible parametric changes of state variables, time rescaling and reparametrization that transform v(x, y, µ) into the truncated parametric normal formẋ = µ s + µ s+1 y + see [8] [9] [10] [11] 15, 18, 26, 29] . However, there is no research report in the literature dealing with parametric hypernormalization of the Bogdanov-Takens singularity in which parametric changes of state variable, parametric time rescaling and reparametrization are all efficiently used. Baider and Sanders [3, 4] considered the simplest normal form computation of BogdanovTakens singularity without parameters. Since then many theoretical and computational methods have been employed to solve the remaining unsolved cases or to develop computer programs for its practical applications; see e.g., [1, 2, 5, 6, 13, 19, 20, 23-25, 27, 28] . Baider and Sanders [4] chose to smartly skip tedious derivation of most formulas. Here we have used results of [4] while we have derived the involved formulas and extended them to include time rescaling cases.
Formulas are substantially simplified and applied to develop our Maple program.
Recently, Stróżyna andŻoladek [21] have claimed to conclusively solve the simplest normal forms of Bogdanov-Takens singularity without parameters. Stróżyna andŻoladek [20, 23, 24] obtained complete formal orbital normal form classification for germs of analytic complex Bogdanov-Takens singularities through their powerful non-algebraic method. In addition, the convergence analysis of the classical normal forms are presented; see also [22] . The rest of this paper is organized as follows. Section 2 presents the necessary algebraic structures, notation and our theory of normal form computations. In Section 3 we derive and simplify the necessary formulas for the computation of orbital normal forms. The simplest normal form obtained by Baider and Sanders are reproduced in Section 4. Under some technical conditions, Section 5 deals with the parametric normal form of any non-degenerate perturbation of the system given by Equation (1.1). Some practical formulas are included in Section 6 that demonstrate the applicability of the results.
Algebraic structures
The necessary algebraic structures are presented in this section. The same notation as of [4] are used here, while they are extended to include time rescaling. Define 
Further, 5) where the first summation is over −1 ≤ l ≤ k + 1 with k ≥ 0, and the indices of the second summation are subjected to the conditions 0 ≤ n ≤ m and m ≥ 0. The space L represents the space of all vector fields of type Equation (1.1).
Remark 2.1. Equations (2.1) and (2.2) were derived via a sl 2 -representation for planar vector fields where the triad M, N, H are given by M := y x l+1 y k−l+1 . In particular, the algebra of first integrals for A −1 k is generated by y.
Lemma 2.2 (Structure Constants).
Following [4] , the Lie algebraic structure of L is governed by
The space of all near-identity time rescaling transformations acts on the Lie algebra through a left R-module structure (see [12] ) given by the following rules
The classical normal forms of Bogdanov-Takens singularity in their Hamiltonian-Eulerian decomposition are presented in the following lemma; see [4] . Lemma 2.3. For any vector field v given by (1.1), there exist invertible changes of state variables transforming v into the first level normal form
In particular, nonlinear part of v (1) commutes with
The sl 2 -style normal form is used in Lemma 2.3 and we extend it to a simplest normal form style via notion of formal basis style, that is, we give priority to elimination of B 0 k -terms over A −1 k -terms when such choices are needed; see [10, 11, 18] . This style provides a unique complement space (or a unique projection) for im d n,N within the space of A Definition 2.4. We extend the grading function introduced in [4] to include parameters by
where
This grading is generalized to include time rescaling terms by
Hence, L = L i is a graded Lie algebra and R = R i is a graded ring. Furthermore, L is a left R-graded module; see [10] for more details.
Let α := sign(b s ) and β := 1 s+1 √ bsα s . Thus, by the time rescaling t := βτ and state changes of variables (x, y) := (αX, βY ), Equation (2.6) is transformed intõ
Hence, without loss of generality we assume that b s = 1 in Equation (2.6). Denote
for any natural number n and real number k.
Now we present our theory of hypernormalization which we shall use in the next three The space A acts on L and we denote this action by * . Define
Here, v s := B s . Assume that a normal form style is fixed; a normal form style refers to a rule on how to uniquely assign a complement space to any given vector subspace of L . Then, there exist spaces of R n,s+1 := Im d n,s+1 and C n,s+1 such that L n := R n,s+1 ⊕ C n,s+1 . Therefore, v can be transformed into the (s + 1)-th level (orbital or parametric; depending on the transformation space A) normal form v (s+1) = ∞ k=s v k , where v n ∈ C n,s+1 for all n > s. Then, for any n and N such that n ≥ N ≥ s + 1, we inductively define The following lemma highlights the basic idea used in many formulas in this paper.
The space R n,N is sometimes called the Nth level removable space of grade n.
The following two lemmas play a central role in development of our Maple program; compare them with [3, Propositions 6.1.2 and 6.1.5].
Lemma 2.8. For any nonnegative integers m and n, there exists a δ-homogenous polynomial
m+ns+s .
Proof. By Lemma 2.2 we have
This completes the proof. 
The above two lemmas imply that transformation generators (2.11) and (2.12) simplify all nonlinear terms except for A 
The orbital normal forms
In this section we compute the orbital normal form of the generalized saddle-node case of the vector field (1.1). Let A := L ⊕ R. Hence, Equation (2.10) is given by
where the order of state terms and time terms are rearranged in this section for convenience. We generalize a map Γ defined in [4] to include the space R in its domain, i.e.,
is given by
The map Γ is a bilinear map. Baider and Sanders [4] indicated that A 
Here, our formulas uniformly treats the vector fields A l k for l ≤ k and l = k + 1. We derive the formulas for A 
Proof. By definition of Γ and the structure constants we have
We conclude the proof by simplifying (3.4). , m ∈ N, m ≥ r * − 2s .
Hence, the updated r 1 generically is 2s + 1; see [6, Page 2160] and [7] for similar remarks. This update is not further necessary once all B 0 r−s -terms (for r ≤ r 1 ) are eliminated. 
Thus for any k > 0, Lemma 3.2 and Equation (3.9) imply that A
if and only if k = s. This completes the proof.
Proposition 3.6. The generalized saddle-node case of Bogdanov-Takens singularity (1.1) can be transformed into the (s + 1)-th level orbital normal form
where the summation is over i > r 1 , and α k(s+1)+2s = 0 for any natural number k = s. Besides,
Proof. The proof follows from Lemma 3.2 and Corollary 3.5. 
Hence, δ(A
Proof. The proof is complete by Lemmas 3.2 and 3.5.
Most formulas are presented for an arbitrary natural number r whenever it is possible. 
. (3.14)
This concludes the proof. Proof. The proof follows from Lemma 3.1. .
Recall that δ(Y The above gives rise to the following corollary.
Corollary 3.14. The (r 1 − s + 1)-th level orbital normal form is given by
where α r 1 +s 2 +s = 0, α k(s+1)+2s = 0 for any natural number k = s, and r 1 = k(s + 1) + 2s for any k = s. In addition, we have α s+r 2 +s 2 = 0 when r 1 = s(s + 1) + 2s and r 2 < 2s 2 + 4s.
The rest of this section is devoted to proving that any further simplification in the (r 2 −s+1)-th level is not possible when r 2 < 2r 1 − 2s. Proof. Let Y
. Then, the proof follows from Lemma 3.15.
We assume that there exists a α k = 0 for some k > r 1 where α k stands for the (r 1 − s + 1)-th
Lemma 3.17. Assume that r 2 < 2r 1 − 2s and let m 1 + n 1 s = m 2 + n 2 s and m 3 + n 3 s = r 1 + m 1 + n 1 s − 2s. Then, there exists a state solution A
such that
where π r 2 +m 1 +n 1 s−s denotes the projection on the δ-homogeneous space of grade r 2 +m 1 +n 1 s−s. Besides, c
Since
= 2r 1 + m 1 + n 1 s − 3s, the proof follows from Corollary 3.12.
Theorem 3.18. The generalized saddle-node case system of Bogdanov-Takens given by (1.1) can be transformed into its orbital normal forṁ
Here, α k(s+1)+2s = 0 for any natural number k = s, α r 1 +s 2 +s = 0, and r 1 = k(s + 1) + 2s for any k = s. Furthermore, for r 1 = s(s + 1) + 2s and r 2 < 2s 2 + 4s we have α s+r 2 +s 2 = 0.
Proof. The proof readily follows from Lemma 3.17 and Corollary 3.14.
The simplest normal form
The formulas obtained in Section 3 are enough (along with Lemma 4.1) to readily reproduce the corresponding results already obtained by Baider and Sanders [4] . Define s 1 := s. Let A := L . Hence, Equation (2.10) is governed by
Then, Lemmas 2.8-2.9 imply that v given by Equation (1.1) can be transformed into the 
where β m+(m+1)s 1 = 0 for m = s 1 , β m+(m+2)s 1 = 0 for any natural number m, and
• β s 1 +s 2 +s 1 2 = 0 when
Proof. The proof is straightforward by Equation (3.1), Lemmas 2.8, 2.9, 4.1 and 3.2.
Parametric normal form
This section is devoted to the computation of parametric normal form for the generalized saddlenode case of Bogdanov-Takens singularity. Parametric changes of state variables, parametric time rescaling and reparametrization are all needed for parametric normal form computation.
For a detailed study of parametric normal forms and unfolding see [8] [9] [10] [15] [16] [17] . Let P :=
R[[µ]]
p denote the p-dimensional vector formal power series in terms of µ = (µ 1 , µ 2 , . . . , µ p ),
, and A := L ⊕ R ⊕ P; recall Equations (2.4) and (2.5). We define a grading structure on the space P by the grading function δ(µ n ) := (r 1 + 2)|n|.
Hence, for any S i ∈ L i , T i ∈ R i , and P i ∈ P, Equation (2.10) is given by
where D µ denotes derivative with respect to µ. We call a parametric vector field w(x, y, µ) a parametric deformation of v(x, y) given by Equation ( 
where a r 1 +s 2 +s (µ) = 0 and a k(s+1)+2s (µ) = 0 for any k = s, k ≥ 0, µ ∈ R p . Furthermore,
Besides, a s+r 2 +s 2 (µ) = 0 when r 1 = s(s + 1) + 2s and r 2 < 2s 2 + 4s.
Proof. Let k = 0 in Equation (3.9) and n = m = 0 in Lemma 3.2. Then, the associated solutions can be used to simplify A Here, n and the (increasing) sequence j 1 , j 2 , . . . , j n are defined by
when r 1 = s(s + 1) + 2s. In this paper we also consider r 1 := s(s + 1) + 2s when r 2 < 2s 2 + 4s.
Then, n and the sequence j i are instead derived by
The following theorem presents the main result of this paper.
Theorem 5.3. There exist invertible reparametrization, parametric time rescaling and changes of state variables such that any non-degenerate perturbation of the generalized saddle-node case of Equation (1.1) can be transformed into N-degree truncated parametric normal forṁ
where α j i = 0 for all j i < r 1 , and α r 1 = 0. The differential system (5.6) yields the HamiltonianEulerian decomposition.
Proof. The proof is straightforward by Lemma 5.2 and rank condition (5.5).
Examples
In this section we present some useful formulas for normal form computations of BogdanovTakens singularity. First we derive the coefficients associated with the classical normal forms in Eulerian-Hamiltonian decomposition. Then, explicit formulas of some parametric normal form coefficients for the case (s, r 1 ) = (1, 3) and (s, r 1 ) = (1, 4) are presented. Given our Maple program, computation of the remaining cases can be readily derived.
Proposition 6.1. Consider a differential system given by
Then, some coefficients of the classical normal form Proof. The proof follows a symbolic computation using Maple.
The next proposition provides the formulas for parametric normal forms of the case s = 1 and r 1 = 3 and 4. for k > 1. Then, the 8-degree truncated parametric normal form of any non-degenerate perturbation of the system is given byẋ = xy + µ 1 + µ 2 y + µ 3 y 2 + µ 4 y 3 + (α 3 + µ 5 )y 4 + (α 4 + µ 6 )y 5 + α 7 y 8 , Furthermore, assumeα 5 = 0. Then,α 7 vanishes via applying an appropriate transformation.
Proof. Given the rescalingsã k andb k , Equation (6.1) yields This paper concludes with an example to show that simple conditions can ensure that a parametric system can be reduced to (6.3). 
