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Abstract
A new approach to modelling and classification of human
gait is proposed. Body movements are obtained using a
sensor suit that records inertial signals that are subsequently
modelled on a humanoid frame with 23 degrees of freedom
(DOF). Measured signals include position, velocity,
acceleration, orientation, angular velocity and angular
acceleration. Using a range of concurrent features extracted
from the sensor signals, a system using induced symbolic
classification models, such as decision trees or rule sets, has
been used for classification of identity. It is anticipated that
this approach will also enable the identification of a variety
of gestures. The feasibility of generating the identified
behaviours in a humanoid robot will be explored. The
approach is described and the characteristics of the
algorithm are presented. The results obtained so far are
reported and conclusions drawn.
1.

INTRODUCTION

Human gait has been studied scientifically for over a century.
Some researchers such as Marey E.J [1] attached white tape
to the limbs of a walker dressed in a black body stocking.
Humans are able to derive rich and varied information from
the different ways in which people walk and move. This
study aims at automating this process. Braune and Fischer [2]
used a similar approach to study human motion attaching
light rods instead of white tapes to the limbs of an individual.
Johansson [3] presented MLDs (Moving Light Displays;
method of using markers attached to joints or points of
interests) in psychophysical experiments and showed that
humans can recognize the gaits associated with different
activities such as walking, stair climbing, dancing etc.
One particular challenge with many possible applications is
identification of an individual from his/her biometric
information. Various methods have been developed in
response to this need, including fingerprinting and iris
identification. Such methods have proved to be partially
reliable. Studies in psychology suggest that it should also be
possible to identify an individual through non-verbal gestures
and body movements including the way that they walk. We
will refer to this as the Dynamic Finger Print of individual, a
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combination of individual gait and body motion. The primary
aim of this study is to verify the Dynamic Finger Print
hypothesis and develop a methodology to objectively measure
it.
The approach builds on the work conducted over the last one
hundred years on the study of human walking style. Cutting
.et al. [4] introduced a biomechanical invariant for gait.
Michael et al. [5] used different participants to show the
possibility of recognition a particular person among a group.
The previous study shows that pattern of body movement can
be adequate for identification of an individual [6] and [7].
Mounting incandescent bulbs to the joints in order to be able
to study the gait, called cyclography technique, was
implemented by Bernstein (1967). Based on two experiments,
Stevenage et al. [8] concluded that human visual system and
brain is sophisticated enough to identify six participants based
on their gait under normal and adverse viewing conditions.
Jaraba et al. [9] used a feature called centre of the control
points and neural networks for individual recognition. He
used 13 control points head, arms, elbows, hands, upper legs,
knees, and foots and created a 2D matrix which was fed into a
SOM (Self Organizing Maps).
Using control points
coordinates would not be a strong feature in recognition
purposes. Cattin et al [10] used three force plates to measure
the ground reaction force and a CCD camera in order to
identify a human being. He used PCA to reduce feature’s
dimension, although 0.3% Equal Error Rate (EER) was
achieved, it is not clear what characteristics have been used as
PCA outputs for recognition. Lee and Grimson [11] based on
the canonical view of a walking person which is
perpendicular to the direction of walk, fitted 7 ellipses to 7
regions of the body and used their locations, orientations, and
aspect ratio as classification features. Ekinci [12] used
distance vectors and principal component analysis (PCA) for
dimension reduction and individual identification. Campbell
and Bobick [13] used phase space constraints to recognize
some ballet moves. They developed techniques based on
space curves were developed assuming the availability of 3D
Cartesian tracking data to represent movements of ballet
dancers. The system learned and recognized nine movements.
They developed techniques based on space curves were
developed assuming the availability of 3D Cartesian tracking
data to represent movements of ballet dancers. The system
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learned and recognized nine movements. Bregler [14] used
coherence blob hypothesis and HMM to estimate a ‘hidden
variable’ for each pixel in the image to determine which blob
it belongs to. A three level framework for recognition of
activities was described in which probabilistic mixture
models for segmentation from low – level cluttered vide
sequences were initially used. Lie et al. [15] used magnitude
and phase spectra of horizontal and vertical movements of
ankle as features, and used AdaBoost classifier to classify
them for gait recognition purposes. Sagawa et al. [16]
matches people gait image sequences in the frequency
domain, by creating a volume by piling up the image
sequences of walking and using Fourier transform to extract
the frequency characteristics of the volume, and finding the
similarities of two volumes. The data used in the study is
obtained using a sensor suit Moven® developed by Xsens
[17]. The inertial signals are measured and inferred through
an inverse kinematic model of the human body that includes
23 degrees of freedom (DOF) model across the human body.
The signals include position, velocity, acceleration,
orientation, angular velocity and angular acceleration. In this
stage of study, the focus is on recognizing the characteristics
of walk. A set of motion primitives is extracted from the
captured data as the basis of the identification algorithm. The
methodologies developed will be later applied to other human
movements such as hand gestures, running and etc. The paper
reports on the work carried out so far. The data obtained from
various candidates is analyzed to extract candidate motion
primitives. The aim is to develop an algorithm for motion
analysis which will be added to an image processing
technique to extract data in real application using cameras.
The paper is organized as follows. In Section 2 data
acquisition is described. Section 3 covers the feature
extraction and evaluation. In Section 4 experimental results
using the models are presented, and finally the conclusion of
the paper is presented in Section 5.
2.

DATA ACQUISITION

Data is being acquired using an inertial movement suit,
Moven®, which provides data on 23 different segments of the
body kinematics such as position, orientation, velocity,
acceleration, angular velocity and angular acceleration as
shown in Figure 1 and Figure 2.
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Fig. 1: Anatomical Landmarks for the Moven® suit.

Fig. 2: Body Segments defined in the Moven® suit.

In capturing human body motion, no external emitters or
cameras are required. As explained by [18], mechanical
trackers use goniometers which are worn by the user to
provide joint angle data to kinematics algorithms for
determining body posture. Full 6 DOF tracking of the body
segments is achieved using connected inertial sensor modules.
The body segment orientation, position, velocity,
acceleration, angular velocity and angular acceleration are
also estimated using this method. The kinematics data is
saved in an MVNX file format which is read and used, using
an intermediate program coded in MATLAB.
Using the extracted features, a DFP (Dynamic Finger Print)
can be generated for each individual. DFP is used to identify
the individual or detect departure from his/her expected
pattern of behaviour. Using this comparison, it is possible to
find the smoothness or stiffness of the movement and find out
if the person is concealing an object. In order to recognize
identity of an individual, different measurements will be
made to extract the unique Dynamic Finger Print (DFP) for
that individual. The data produced by the suit consists of
kinematics information associated with 23 segments of the
body. The position, velocity, acceleration data for each

segment will be then analyzed and a set of feature of derived
will be used in classification system.
3.

FEATURE EXTRACTION

The feature extraction section is the most important part of
the research. All the classification results would be based on
the extracted features. The features should be easy to extract
and also must contain enough information about the dynamics
of the motion. The selected features should be independent of
the location, direction and path of the individual’s walking.
As the most important organs in walking are legs, foots, arms
and elbows, the extracted features are related to these body
segment’s movements. Features are extracted in a gait cycle
for each individual. The gait cycle is a complete stride with
both legs stepping, starts with right leg as shown in Fig.3.
Recording period having a participant wearing the suit is
shown in Fig. 4.

Fig. 5: Foot Orientation Angle and Foot Angle.

Fig. 6: Knee Angle and Thigh Angle.

Fig. 3: Sample Gait Cycle.

Fig. 7: Elbow Angle and Arm Angle.
Fig. 4: Recording the Body Motion.

The extracted features are listed below and shown as
following:
x Left and Right Foot Orientation Angles.
x Left and Right Foot Angles.
x Left and Right Knee Angles.
x Left and Right Thigh Angles.
x Left and Right Elbow Angles.
x Left and Right Arm Angles.
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Totally 12 features per individual were extracted. The
extracted angles were used in radians.
4.

EXPERIMENTAL RESULTS

The data produced by the Moven system is stored in rich
detail within an MVNX (Moven Open XML format) file
which contains 3D position, 3D orientation, 3D acceleration,
3D velocity, 3D angular rate and 3D angular acceleration of
each segment in an XML format (ASCII). The orientation
output is represented by quaternion formalism.
In order to examine the Dynamic Finger Print hypothesis, ten
individuals wearing the Moven suit, undertook four

repetitions of a simple walking task. From these tasks, a
range of features, across the individuals were collected and
recorded as features for an identification trial. For this trial,
the goal was to clearly identify an individual based on purely
a combination of subtended joint angles. In addressing this
recognition challenge, the rule induction system called See5
was used [19]. This system has induced symbolic
classification models, such as decision trees or rule sets,
based on a range of several concurrent features (attributes).
The final decision trees and rule sets were created through
adjustment of the various pruning options, such as setting the
pruning confidence factor (CF) to 5%, and modification of the
minimum number of objects to 2. A large tree is first grown
to fit the data closely and then pruned by removing parts that
are predicated to have relatively high error rate. The pruning
CF option affects the way that error rates are estimated and
hence the severity of pruning. Values smaller than the default
value which is 25% cause more of the initial tree to be
pruned, while larger values result in less pruning. The
minimum cases option specifies the minimum number of
cases that will be maintained at the decision nodes, and
essentially constrains the degree to which the induced model
can fit the data. In order to get more reliable estimate of
predictive accuracy f – fold cross validation is used. The
cases in data file are divided into f blocks of roughly the same
size and class distribution. For each block in turn, a classifier
is constructed from the cases in the remaining blocks and
tested on the cases in the hold – out block. In this way, each

case is used just once as a test case. The error rate of a
classifier produced from all the cases is estimated as the ratio
of the total number of errors on the hold – out cases to the
total number of cases. Number of folds has been set to 10.
Once a suitable classifier performance level has been revealed
using cross validation, the resultant model is generated. The
options and attributes are shown in Fig. 8.

Fig. 8: Classifier Attributes.

Summary of the error rates and number of rules per fold
having the above attributes is shown in Fig.9.
As shown above there are ten classes p1 – p10 which each
class represents a participant. Participants undertaking the
experiments were 5 males and 5 females between 18 to 40
years of age. According to Fig. 9, the average error rate
achieved is 3% and number of rules is 23. Rules are shown in
Fig.10.

Fig. 9: Classification errors.
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TABLE 1: USAGE OF FEATURES

Feature

Left Foot O
Right Elbow
Left Elbow
Left Arm
Right Foot O
Right Knee
Right Thigh
Left Knee
Right Foot
Right Arm
Left Foot
Left Thigh

Number
of
times
being
referred
24
20
15
9
8
5
5
2
2
2
0
0

Percentage
usage/all
features
26.09%
21.74%
16.30%
9.78%
8.70%
5.43%
5.43%
2.17%
2.17%
2.17%
0.0%
0.0%

of

According to Table.1 features Left foot and Left Thigh angle
has not been used in classifier at all, and the two most
important features are Left foot orientation angle and right
elbow.
5. CONCLUSIONS

Fig. 10: Rules.

Each rule consists of a rule number which is used only to
identify the rule, and statistics (n, lift x) or (n/m, lift x) that
summarize the performance of the rule. N is the number of
training cases covered by the rule and m, if it appears, shows
how many of them do not belong to the class predicted by the
rule. The rules accuracy is estimated by the Laplace ratio
(n  m  1) /( n  2) . The lift x is the result of dividing the
rule’s estimated accuracy by the relative frequency of the
predicted class in the training set. Each rule has one or more
conditions that must all be satisfied if the rule is to be
applicable. The class predicted by the rule is show after the
conditions, and a value between 0 and 1 that indicates the
confidence with which this prediction is made is shown in
brackets. All extracted features have been fed into the
classifier whereas all of them have not been used in the rules.
Number of times that each feature has been referred in the
rules, and so the importance of each feature in classifying a
person is shown in table 1.

The primary aim of this study was to derive and test a
Dynamic Finger Print for recognizing identity from human
gait. The approach taken was to identify a person based on a
combination of subtended angles at feet, knees, thighs, arms,
and elbows. In this process 12 features were extracted. Using
a decision tree, and converting trees into collection of rules
called rulesets, 97% classifier accuracy was achieved. The
targets were 5 males and 5 females between 18 and 40 years
old, suggesting that the results should be reasonably
generalizable. The same extracted features could also be used
for gender classification, or even classification of different
actions. In order to be able to use the described method in a
real application, an image processing and computer vision
front-end for data acquisition should be added to the system.
The goal here was only to develop an algorithm and recognize
appropriate features for identification purposes.
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