ABSTRACT Among the models that describe the dynamic behaviors of financial market, the discrete time microstructure model stands out because of its efficiency in considering the relationship between the price, excess demand, and liquidity of a market. However, the estimation problem of such a microstructure model is challenging, because the model is essentially a nonlinear state space model. A decent solution is to define a self-organizing state-space model by combining the unknown parameters and the state vector of the original model into a new state vector. Then, the sequential Monte Carlo method can be used to simultaneously estimate the parameters and states. To handle the difficulty in setting the initial distributions of parameters for the self-organizing state space model, we propose to use the results obtained by the Kalman filter on the original microstructure model. Finally, a dynamic asset allocation strategy is designed based on estimated excess demand using the self-organizing state space model. The proposed methodology is evaluated by the China SZSE (ShenZhen Stock Exchange) Composite Index time series, and the results show its effectiveness.
I. INTRODUCTION
Over past several decades, many statistical and econometric methods have been developed to model the financial markets. The famous ones include the jump diffusion models [19] , the generalized ARCH (autoregressive conditional heteroskedasticity) models [3] , and the stochastic volatility models [29] . Merton [20] , Black & Scholes [2] , Cox and Ross [7] , and Merton [21] have modeled asset returns in continuous time as diffusions, pure jump processes, and jump-diffusions. Carr et al. [6] also has proposed a jump diffusion model for asset returns to investigate the relative importance of diffusion and jumps. As to the statistical model based trading strategies, the renowned ''Pairs Trading'' may date back to 1980's [10] .
Unfortunately, most of the models mentioned above pay more attention to the price of the asset and its variations. On the other hand, the well-known assumption with economics is the price of a good (of course may be a financial product) heavily depends on its demand and supply. The price will be pushed up by the excess demand and it will tend to fall when the supply is superfluous. Considering this, some physicists [4] , [5] , [22] recently attempted to model the markets by capturing the dynamics and statistics of market participants that drive the price changes. One remarkable model in this type is the nonlinear phenomenological Langevin model proposed by Bouchaud and Cont [4] . In this model, the processes motivating the demand and supply are modeled and their mathematical transcription is explored. Later, inspired by this pioneer work, some researchers made more extensions and improvements to the original Langevin model: Iino & Ozki [14] proposed continuous time microstructure model by treating both excess demand and liquidity as unobserved state variables; Peng et al. [24] - [26] obtained the discrete time microstructure (DTMS) model. Very recently, Peng et al. [27] added a jump component to the DTMS model to handle the sizeable abnormal variations in financial markets; Qin et al. [28] presented a semi-on-line adaptive modeling and trading strategy based on DTMS model. In these microstructure models, the excess demand information determines the asset price going up or down, and the liquidity of the market determines the amplitude of price variation. The microstructure models also express that the conditional variance of the price varies with the market liquidity. Compared to the methods by just looking at the price data itself or their predictions, the microstructure models offer more useful information about the internal characteristics of the market.
For the estimation problem of the unknown parameters, i.e., the hidden excess demand and the liquidity of market in the microstructure models, many previous studies [9] , [25] , [26] resort to the Kalman filter and the maximum likelihood method. The problem with this estimation approach, however, lies in the state space model is essentially nonlinear. When Kalman filter is applied to nonlinear state estimation problems, the techniques of approximating nonlinear models by linear models have to be employed. Although the Kalman filter approach appears straightforward, some research indicated that it does not work well in practice and the cases with resulting divergent state estimates also have been reported [1] , [15] . A conceptually more appealing approach is to keep the nonlinear model and try to approximate the optimal solution directly. By doing so, we only spend the effort on solving the correct problem. Recently, the sequential Monte Carlo methods like particle filter [11] has attracted a surge of interest [8] , [16] , [17] to perform sequential state estimation on a nonlinear non-Gaussian model. This kind of methods is simulated techniques that produce and update a group of samples with weights in a recursive way, and the posterior probability distributions of interest are approximated by these samples.
In real world applications, there are usually some unknown parameters in the system, and the important problem is to estimate these model parameters from the observed data. However, this is a tough estimation problem for nonlinear state space models because the sampling error in Monte Carlo filters may deteriorate the computation accuracy of the loglikelihood [18] . To mitigate this difficulty, Kitagawa [18] proposed a self-organizing state space (SOSS) model. In this approach, the unknown parameters of the model are appended to the state vector, and both the state and the parameters are estimated simultaneously by the recursive filter.
In view of the above points, in this paper we apply DTMS model to depict the market dynamics and the SOSS model is used to estimate the DTMS model's unknown parameters. But Hürseler and Künsch [13] pointed out that the main difficulty in applying the self-organizing state space model is setting the initial parameter distributions. To solve this problem, the results obtained by the Kalman filter and maximum likelihood method are used in this paper as an initialization for the SOSS model. An attractive feature with the microstructure model is, as noted above, that the directly-immeasurable excess demand offers the information about future market trend. Therefore, we finally design an asset allocation control strategy that applies the excess demand process estimated by DTMS. Case study on a real financial time series modelling and the model-based asset dynamic allocation control shows the effectiveness of the proposed modelling and estimation method.
This paper is organized as follows. In Section II, the DTMS model is introduced. Section III details the initialization and estimation approach using the SOSS model. Based on the estimated excess demand in DTMS, the trading strategy for dynamic asset allocation is presented in Section IV. Dynamic asset allocation control results for a real financial time series are presented in Section V. Finally, we draw the conclusion in Section VI.
II. DISCRETE TIME MICROSTRUCTURE (DTMS) MODEL
The Langevin equation proposed by Bouchaud and Cont [4] is an effective model to describe market dynamics. Some improvements to the original model can make it more flexible to describe the variations of the asset price. Here, we adopt the classic DTMS model [25] , in which we denote the asset log-price as x k , the excess demand as ϕ k , the (inverse of) market liquidity as ω k . Then, the DTMS model is given as follows:
where ε 1,k , ε 2,k and ε 3,k are normal Gaussian white noise and are pairwise independent; α 1 , α 2 , β 1 , β 2 , γ 1 , γ 2 , and γ 3 are some constants. Model (1) is a three dimensional micromarket model, in which it assumes there is an instantaneous demand ϕ + k and an instantaneous supply ϕ − k for the asset at any given instant of time. The excess demand ϕ k is then
ϕ k depicts the instantaneous state of the market. If ϕ k > 0, the market is over-valued (this pushes the asset price up). If ϕ k < 0, the market is under-valued (this pushes the asset price down). The (inverse of) market liquidity ω k is a measure of market depth, i.e., the excess demand required to move the price by one unit. When the (inverse of) liquidity is high, the market can absorb supply/demand offsets by very small price changes [4] . From (1), we can see that the conditional variance of asset price depends on the market liquidity which is a natural relationship considering the market mechanism. We also assume ϕ k is relatively smooth compared to the variation of the asset price. This property will be benefit to control the asset allocation. Therefore, if we can get good estimates of the excess demand ϕ k and market liquidity ω k , they will provide valuable information to help the traders to make selling and buying decisions.
Model (1) is an extension of the Bouchaud-Cont microstructure model. Their main difference stems from the treatment of the excess demand ϕ k and market liquidity ω k .
In model (1), φ k and ω k are unobservable. However, they may be estimated from the data.
III. IDENTIFICATION METHOD FOR THE DTMS MODEL
In previous works [24] - [28] , the market microstructure models were estimated by Kalman filter. But the Kalman filter is essentially designed for linear dynamical systems. As can be seen in (1), the DTMS model is nonlinear. Therefore, it is more appealing to estimate the DTMS model by a nonlinear filtering technique. As mentioned in Section I, this paper estimates the DTMS model by adopting the SOSS model approach. To solve the difficulty in determining the initial distributions of unknown parameters for the SOSS model, the results obtained by the Kalman filter are used as an initialization. So, in this section we first introduce the estimation approach using the Kalman filter, and then, the final estimation approach by the SOSS model is presented.
A. ESTIMATING THE DTMS MODEL BY THE KALMAN FILTERING
Model (1) is only a state equation. For the purpose of estimating the DTMS model by the Kalman filter, we need an observation equation to build a full state space equation model. We select x k and log(x k − x k−1 ) 2 as the observation variables, which is referred to [25] . In this way, a state space representation of DTMS model (1) is derived as follows:
where
where ξ 1 , ξ 2 , and δ are some constant parameters; ε k and ξ k are system noise and observation noise respectively, and N (·, ·) denotes normal distribution. In this model, we need to estimate 1) the unknown parameter vector θ = (α 1 α 2 β 1 β 2 γ 1 γ 2 γ 3 δ ξ 1 ξ 1 ) T and 2) the state
. These two problems may be solved by the combination of the maximum likelihood method and the Kalman filter.
Using the definition of conditional probabilities, the joint density of the observations
From the observation equation of model (2), we can see that ξ k is a two-dimensional Gaussian white noise. Suppose we derive S k|k−1 using Kalman filter based on the data
Let us denote the covariance matrix of ξ k as k , the conditional density of ξ k is given by
where |·| denotes the determinant. It is usually convenient to consider the log-likelihood of the observations, i.e., the loglikelihood of model (2) log
To maximize the log-likelihood function (6), we need to calculate S k|k−1 , ξ k and k . We use A Ŝ k|k |θ and C Ŝ k|k |θ to approximate A S k|k |θ and C S k|k |θ respectively at each recursive Kalman filtering step. The prediction and filtering scheme for estimating S k|k−1 , ξ k and k is given as follows.
Prediction: LetŜ k|k−1 denote the a priori estimate of the state S k , and P − k denote the a priori error covariance estimate of
The prediction and the innovation is then given by
VOLUME 4, 2016
Filtering:
LetŜ k|k denote the a posteriori estimate of the state S k , and P k denote the a posteriori error covariance estimate of
The Kalman filter measurement update equations are given as
Now we can compute the log-likelihood function (6) using equations (7) and (8) for any provided parameters θ. The final parameters θ * is derived by maximizing the loglikelihood (6):
B. A SELF-ORGANIZING STATE SPACE MODEL
The DTMS model (1) is essential a nonlinear one. So we rewrite state space model (2) in the form of a generalized shape as follows
where f (·) and h (·) are the possible nonlinear functions, and θ denotes the unknown parameters in the model. Model (10) can represent many nonlinear non-Gaussian time series models. Under the assumption that the model parameters are known, some Monte Carlo filters algorithms are proposed to estimate the state for this class of models. In real world applications, there are usually some unknown parameters in the system. The maximum likelihood method is a straightforward way to handle this problem. Specifically, the likelihood of the model parameter θ is defined as follows
where p M t M k−1 , θ is the conditional density of M k given M k−1 and it can be calculated by
However, for nonlinear non-Gaussian state space model, the estimation of likelihood is deteriorated by the sampling error of the Monte Carlo filter. The reason is the number of particles required to obtain an accurate log-likelihood is too large [18] . As a solution to avoid the sampling error preventing the calculation of accurate maximum likelihood, Kitagawa [18] proposed a Bayesian approach that embeds the parameter θ in the new state vector:
Then the new state space model over the state vector Z k is defined as
and
This is a nonlinear non-Gaussian state space model called self-organizing state space (SOSS) model. In this new model, the new state vector Z k embraces original state vector S k and the parameter θ , so the marginal posterior distributions of the parameters and the original state can be estimated at the same time without finding the maximum likelihood estimate of θ . That is, the marginal posterior distributions of the parameters θ and the state S k and can be obtained by [18] 
As to the augmented state vector Z k , its estimation can be conducted by the ordinary Monte Carlo particle filter. We brief the algorithm as follows.
On the above SOSS model, Hürseler and Künsch [9] pointed out that the main difficulty in this approach is the determination of the initial distributions of parameters. This difficulty stems from the fact that any filtered sample θ (i) k is a sub-sample of the prior sample θ (i) 0 . Because we generally do not know the precise information about the posterior, it is hard to decide the initial prior distributions of parameter θ 0 . As a solution of this problem, the results obtained by the extended Kalman filter and the maximum likelihood method (already described in Section III-A) are used to help us to set the parameter θ 0 's initial prior distributions.
Algorithm 1 Monte Carlo Particle Filtering for a SelfOrganizing State Space Model
Z (i) k , w (i) k M i=1 N k=1 = SOSS S (i) 0 M i=1 , θ (i) 0 M i=1 , {M k } N k=1 { Initialize the particles: Z (i) 0 M i=1 = S (i) 0 M i=1 , θ (i) 0 M i=1 FORk = 1, · · · , N FORi = 1, · · · , M Predict: Z (i) k ∼ p Z k Z (i) k−1 . Compute the weights: ω (i) k = p(M k |Z k = Z (i) k ). ENDFOR Sum of weights: sw = M i=1 w i k . FOR i = 1, · · · , M Normalize:w (i) k = ω (i) k sw . ENDFOR Resampling: Z (i) k , w (i) k M i=1 = resample Z (i) k ,w (i) k M i=1 ENDFOR RETURN Z (i) k , w (i) k M i=1 N k=1 }
IV. DYNAMIC ASSET ALLOCATION CONTROL STRATEGY
Due to the strong stochasticity of financial markets, the predicted errors of the asset price are nearly white noise. Consequently, it will be hard to provide useful trend information about the future market. As will be seen in Section V, the excess demand process obtained by the method in Section III is much more stable compared to the innovation of the asset price. Because the excess demand also reflects the status of the market (i.e., over-valued or under-valued), we can apply it to make the asset allocation more reliable and easier. In other words, we design the asset allocation strategy based on the estimated excess demand but not the predicted asset price. Suppose the financial product is stock, and denote the proportion of stock assets in total assets as p. According to excess demand estimated by the DTMS model, the asset allocation control strategy is formulated as:
where η = η 1 η 2 η 3 η 4 T are switching thresholds.
There are two conditions that a 'good' parameter η should satisfy: 1) the final assets are as large as possible; 2) the allocation process is as stable as possible. Thus, the objective function that optimizes the parameter η may be designed as follows:
where µ is a scalar factor, A k denotes the assets at time k, and A 0 is the specified initial assets. In (21) , A N is the final asset which is the larger the better. In the other hand, we also expect the allocation process is stable. This is reflected in the second term of function (21), which depicts the fluctuation of assets in the allocation control process. Finally, we set the optimal thresholds by minimizing the objective function (21) (20) is then performed. Here, we consider SZSE Composite Index as a super stock whose value per share is its index value. The observation data x k are calculated as follows:
V. CASE STUDY
where P k denotes the (closing) spot price. Fig. 1 illustrated the observation data. We then divide the data into two parts: the first 500 data points are used as training data, while the last VOLUME 4, 2016 500 data points are testing data. We use the training data to estimate the self-organizing state space type microstructure model and optimize the thresholdsη in (21) , and use the testing data to carry out the out-of-sample asset allocation and evaluate the control performance. As stated in Section III, the results obtained by the Kalman filter and the maximum likelihood method are used to help us to set the initial prior distributions of parameter. The estimated parameters and initial conditions for model (2) using the method described in Section III-B are given as follows Based on these results, the setting of Monte Carlo particle filter is: the number of particles M = 10000, the initial
for the self-organizing state space model are sampled from N (X 0|0 , S 0 ), the initial unknown parameters (U represents the uniform distribution) With the above setting, the estimated results for the DTMS model (1) using the SOSS model approach for the training data are shown in Figs. 2-4 , and the results for testing data are shown in Figs. 5-7. Fig. 2 gives the estimated innovation of the price x k and its histogram for the training data. The dynamics of the estimated innovation and the shape of the histogram display the possibility of the white noise. The autocorrelation in Fig. 4 (upper) verifies this point, which shows that the estimates are valid. Fig. 3 shows the estimated excess demandφ k|k and market liquidityω k|k for the training data. Now, let us see whether the estimated excess demand reflects the trend of the market. From Fig. 1 (upper) , we can see that the main trend of the asset price in the region from 1 to 50 is decline, and the main trend of the asset price in the region from 51 to 100 is ascent. The corresponding region from 1 to 50 in excess demand the values vary below zero, and the region from 51 to 100 the values vary above zero. Other regions have similar results. According to the theory of the market, when the excess demand ϕ k > 0, it will push the price up; when the excess demand ϕ k < 0, it will push the price down. The above analysis demonstrates that the estimated excess demand really grasp the trend of the market. The results for testing data shown in Figs. 5-7 also have satisfactory performance like that of training data.
Next, we consider the dynamic allocation problem for the SZSE Composite Index-based stock, i.e., how many assets are kept in stock and how many assets are kept in currency. We assume the asset value per share of the SZSE Composite Index-based stock is its index value in Chinese Yuan (CY). By using the strategy depicted in (20) , we can obtain the results of asset allocation in Fig. 8 (for training data) and Fig. 9 (for testing data). In the objective function (21), the total assets to be controlled are computed in Yuan, which contain the stock-assets and the currency-asset equivalent to Yuan at any time. 100 shares are used as the initial total assets. In Figures  8 and 9 , the 'A' curves show how the total assets in Yuan without allocation control vary with the index; the 'B' curves show the variation of total assets in Yuan controlled by the asset allocation strategy in which the filtered excess demand processφ k|k is estimated by the Kalman filter; and the 'C' curves show the variation of total assets in Yuan controlled by the asset allocation strategy in which the filtered excess demand processφ k|k is estimated by the SOSS model. From figures 8 and 9, we can see that by applying the allocation control strategy (20) , our total assets (B, C) successfully avoid the downward plunge of the stock and avert the asset loss. In addition, the assets (B, C) handled by the proposed asset allocation procedure reach a noticeable increase compared with the uncontrolled assets (A). Furthermore, the control performance of C curves is apparently better than that of B cures, which indicates that the SOSS model approach presented in this paper is more suitable for estimating the DTMS model. How the assets are switched by the designed strategy can be illustrated by the switching actions plotted in Figures 8 and 9 . In these figures, the '0', '0.2', '0.5', '0.8', and '1' denotes the proportion of stock assets in total assets. Using the training data, the optimum switching thresholds obtained by the minimization of the objective function (20) and other associated parameters are provided as follows: 
VI. CONCLUSION
The DTMS model belongs to a class of stochastic volatility microstructure models which can effectively explain the relationship among the price, the excess demand and the liquidity in financial markets. A key problem in applying this microstructure model is to estimate the unknown hidden excess demand and market liquidity. In this paper, we suggested a SOSS model approach to the estimation problem. The merit of this approach is that it keeps the nonlinear structure and estimates the unknown parameters and the states simultaneously by a Monte Carlo particle filter. We also solved the difficulty of setting initial distributions of parameters for the SOSS model by using the results of the extended Kalman filter and maximum likelihood method as an initialization. Case studies on China SZSE Composite Index show the effectiveness and usefulness of the model and the proposed estimation method. The comparison results suggest that the conjunction of DTMS model and SOSS model further improves the performance of asset allocation control when compared with previous Kalman filter and maximum likelihood based approach.
