Abstract The present work deals with language learning from text. It considers universal learners for classes of languages in models of additional information and analyzes their complexity in terms of Turing-degrees. The following is shown: If the additional information is given by a set containing at least one index for each language from the class to be learned but no index for any language outside the class then there is a universal learner having the same Turing degree as the inclusion problem for recursively enumerable sets. This result is optimal in the sense that any further learner has the same or higher Turing degree. If the additional information is given by the index set of the class of languages to be learned then there is a computable universal learner. Furthermore, if the additional information is presented as an upper bound on the size of some grammar that generates the language then a high oracle is necessary and su cient. Finally, it is shown that for the concepts of nite learning and learning from good examples, the index set of the class to be learned gives insu cient information: these criteria need due to the restrictive convergenceconstraints the jump of the index set instead of the index set itself. So they have in nite access to the information of the index set in nite time.
Introduction
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item a guess for the grammar of the language such that the sequence of these guesses converges to a single correct grammar. A collection of languages is called learnable if there is a single computable learner for this collection.
There exist classes which cannot be learned by a computable learner. For example the class REC of all computable functions cannot be learned by a computable machine which receives as input the sequence f(0)f(1) : : : of the values of f. Adleman (possibly nonrecursive) oracle machine. The languages are represented in an abstract way as recursively enumerable subsets of the natural numbers so that a grammar is just an algorithm which enumerates all elements of the language but no nonelements. Jain and Sharma 13] showed that there is even no greatest Turing degree: for any oracle A, there exists a class L 2 which is not learnable relative to A. An alternative proof for this fact is given by Osherson, Stob and Weinstein 22, Proposition 4.1A] who showed that no denumerable set of learners can learn every class from | this implies the just mentioned fact directly since there are only countably many learners computable relative to a given Turing degree.
So a universal learner for , if any, has to receive additional information about the class to be learned from some other source. Following a model presented by Kaufmann and Stephan 16] the question is modi ed to ask whether there is a learner M which succeeds for every class L 2 provided that M receives as additional information an oracle B which describes L in a speci ed way.
It is shown that such a learner M exists if B contains an index for all languages in L but for no language outside of L. While in this general case the learner is inherently nonrecursive, it is shown that for the more restricted case where B = fe : W e 2 Lg there exists already a computable universal learner. After presenting these results in Section 2, they are adapted to the world of learning recursive languages in Section 3. Section 4 deals with the case where an upper bound on the size of some grammar for each language L is provided to the learner instead of information on the whole class L. In this setting, which was introduced by Freivalds and Wiehagen 8] and explored by Jain and Sharma 12], there is a single learner for the whole class of all recursively enumerable languages. Such a learner exists in a Turing degree a if and only if a is high. In Section 5 it is investigated to which extent it is possible to transfer the results of the previous sections to the concept of nite learning. Even if B is an index set of L, it might in some cases be necessary to work with B 0 instead of B since a nite learner cannot investigate the whole set B in nite time.
Osherson, Stob and Weinstein 24] proved a result similar to those in Sections 2 and 3 in a model-theoretic context. They constructed a universal inductive inference machine that learns in the limit from data about a model of a set of sentences T whether a given sentence holds in this model, provided that T is given as an oracle and that both and : are equivalent under T to an existential-universal sentence. Further related work considers the case where uniformly recursively enumerable classes are given by a single index e where the class to be learned is of the form L = fW e 0 : e 0 2 W e g. Osherson, Stob and Weinstein 23] introduced this concept and Baliga, Case and Jain 3] extended the study. One fundamental result is that on the one hand there is a computable learner which identi es every nite class L provided that L is given via a set W e which contains for every L 2 L exactly one index but that on the other hand this fails if W e may contain up to 2 indices per set in L. Kapur and Bilardi 15] considered the case where the family to be learned is uniformly recursive. They showed that it is impossible to learn these families universally if the only information supplied is an index of a uniformly recursive enumeration of the family. Nevertheless they give some natural subcollections of which have universal learners using an index of the families to be learned as the only additional information.
For further background information on inductive inference and recursion theory see There exists a nite set C of indices of languages in L including some index of K and there is a string 2 K such that M B ( ) = M C ( ) for all 2 K whenever B contains only indices of languages in L and B(x) = C(x) for all x 2 use(M; B; ). If (4) fails, then one can construct inductively a sequence of nite sets C i and strings If B contains all indices of the languages to be learned and not only some then there exist computable universal learners. This is chie y due to the fact that index sets have a high complexity in terms of Turing degree. Already Rice 25] showed that every nontrivial index set (and those of learnable classes are always nontrivial) has at least the Turing degree 0 0 . The construction exploits that whenever a learnable class contains an in nite language then its index set B has even degree 0 00 , in particular, one can nd in the limit an algorithm which computes relative to B the inclusion problem f(e; 
The set A of (the indices of) these candidates is the di erence of two sets which are recursively enumerable relative to B: the rst one enumerates the pairs (D i ; W j ) which satisfy the condition (5) and the second one all pairs which fail to satisfy (6) . So A has a B-recursive approximation: A = lim s A s .
Recall that whenever L contains an in nite language W j then this W j has a nite subset All pairs (D i ; W j ) can be put into an ordering equivalent to that of the natural numbers, so that it is possible to speak of a rst pair, second pair and so on. Furthermore, it is computable relative to B in the limit which of these pairs belong to A. Having this, it is possible to describe a computable universal learner which learns every class L from text using the index set B for L provided that L 2 . On input check whether there is a pair in A j j among the rst jrange( )j pairs. If so, take the least such pair (D i ; W j ) 2 A j j and emulate the algorithm from Theorem 2.2 using this pair to answer the inclusion queries at positions (1) and (2).
If not, just output the canonical index for range( ). For the veri cation of the algorithm it is necessary to consider two cases where L denotes the actual language L 2 L whose text is fed into the learner. Recall that jLj is the cardinality of L and note that n jLj for all n if L is in nite.
First, the case that, for all n jLj, the n-th pair does not belong to A. Then L has to be nite since otherwise such a pair must exist and must have an index below the cardinality 1 of L. So for su ciently long pre xes of a given text, range( ) = L and none of the rst jLj pairs is in the current approximation A j j . So for all these su ciently long pre xes of the text, M outputs the canonical index of L and so converges to a correct index.
Second, there is a least n-th pair (D i ; W j ) 2 A and n jLj. Then for all su ciently long pre xes of a given text of L, jrange( )j > n, (D i ; W j ) belongs to A j j but none of the pairs before (D i ; W j ). So M goes into the rst case and uses the pair (D i ; W j ) for deciding the subset queries of type (1) and (2) . Therefore the algorithm produces for almost all pre xes of the given text the same output as the algorithm in Theorem 2.2 and converges to an index of L.
Learning From Recursive Indices
In the case of learning classes of recursive languages, one may consider the situation where one or more programs are given for each L 2 L, rather than just one or more grammars generating it. An index e is a program for L if ' e is total and L(x) = ' e (x) for all x. In the following every total function ' e is identi ed with the set fx : ' e (x) > 0g. Furthermore Proof The BC-learner M is constructed as follows: M computes on input rst the set I 0 of all indices i j j such that i 2 B and range( ) ' i . The guess f(I 0 ) then does two processes in parallel: First it throws out all indices from I 0 which are believed to be incorrect. Second it enumerates all elements which are in all remaining sets ' i with i 2 I into W f(I 0 ) . Formally the set of the \correct indices" is given as an intersection I = I 0 \ I 1 holds. This contradiction gives the correctness of M.
For the converse direction let a be the Turing degree of some learner M for the class L containing all languages f2x; 2x + 2; : : :g, all nite sets with at least one odd element and all sets f2x; 2x + 2; : : :; 2x + 2yg whenever W x has at least y elements but is nite.
There is a recursive set B for L: Clearly B contains standard indices for the languages f2x; 2x + 2; 2x + 4; : : :g and the nite languages with odd elements. Furthermore, let ' f(x;y;t) be an index of the set having the elements 2x; 2x + 2; : : : ; 2x + 2y plus the element 2s + 1 in the case that s > t and s is the rst stage where a new element not yet in W x;t is enumerated into W x . Let B contain those f(x; y; t) where W x;t has at least y elements. Now one enumerates relative to a 0 the locking sequences x for the sets f2x; 2x+2; : : :g and de nes that g(x) = max(range( x )). Since each set f2x; 2x + 2; : : :g has at least one locking sequence, g(x) is de ned for all x. One has that g(x) > 2x + 2jW x j whenever W x is nite and it follows that W x is nite if and only if W x has at most g(x) elements. The condition jW x j > g(x) can be checked relative to a 0 and one can compute relative to a 0 which sets W x are nite. Therefore a is high.
Kapur and Bilardi 15, Theorem 3] showed that there is no computable learner which is universal for recursively enumerable families which are learnable from text by a computable learner. Indeed they showed that the Turing degree a of such a learner satis es a 00 0 000 , that is, a is high 2 . The above proof uses a single family such that this family is not learnable without a high oracle. So the previous theorem does not imply the result of Kapur and Bilardi, but one can adapt the above proof by considering the parameterized classes L x = fL 2 L : min(L) 2 f2x; 2x + 1gg which have uniformly recursive decision-procedures whose index can be computed from x.
These classes contain the set f2x; 2x+2; : : :g, some nite sets with at least one odd element and perhaps nitely many subsets of f2x; 2x+2; : : :g, so they are all learnable by a recursive learner. But a universal learner for all of them can be translated into a learner for L by waiting until some rst data-item appears in the text and then emulating always the learning procedure for that L x where x is the minimal number such that some number y 2x + 1 has occurred at the input so far. 4 Bounds on the Grammar Size Freivalds and Wiehagen 8] introduced the model where the learner receives in addition to the data f(0); f(1); : : : of the function to be learned some upper bound b on the size of some program e of f, that is, some number b such that b > e for at least one of the programs for f. They showed that in this case there exists a computable universal learner which is able to learn all computable functions. Jain and Sharma 12] transferred this model to the scenario of language learning from text and showed that the result does not hold in this setting. This kind of nonlearnability is not a principal one but is only caused by the limited computational abilities of a recursive machine. Using more complex machines it is possible to learn the class of all recursively enumerable languages with one machine whose input is a text for a language L to be learned and an upper bound b on the size of some grammar for L. The Turing degrees of these machines are exactly the high degrees and so the result is very similar to those of Adleman Proof Let a be a high Turing degree. Now a learner M as speci ed in the theorem is constructed which is computable relative to a. Consider This function is computable relative to 0 00 . The high degrees are those which can compute in the limit every 0 00 -recursive function. So it follows that for each pair i; j, f(i; j) can be computed in the limit by some machine of Turing degree a. Let a be an index for the language l N and consider the behaviour of M with the additional information e + a, which is an upper bound for the indices of both languages, W e and l N. So M must learn them both using this upper bound. The language l N has a locking sequence in the sense that M(e + a; ) = M(e + a; ) for all strings . Such a can be found by a suitable algorithm of Turing degree a 0 . If W e 6 = l N then the di erence must occur in range( ) since otherwise M would fail to learn W e . So The di culty for learning with upper bounds on the size of a grammar is due to the fact that it is impossible to know whether two languages are equal or not. To overcome this problem, B arzdins and Podnieks 4] have introduced the slightly weaker criterion called FEx: Here the learner is not required to converge syntactically but is allowed to alternate between nitely many correct indices in nitely often. Jain and Sharma 12, Proposition 16] showed that there is a universal FEx-learner which succeeds on every recursively enumerable language L provided that an upper bound b on some grammar for L is given to the learner.
The algorithm is quite easy: For every string the learner takes just that index e below the given bound b for which the value x(e; ) = maxfy j j : (8z y) range( )(z) = W e;j j (z)]g is maximal. On a text for the language L, x(e; ) is bounded uniformly for all pre xes of the text if W e 6 = L and converges to 1 if W e = L. Thus the learner outputs from some certain stage only correct indices.
So weakening from Ex to FEx brings down the complexities of universal learners from the high Turing degrees to computable.
Finite Learning With Additional Information
Smith proposed to study topics related to those in the previous sections also for nite learning. Already Gold 10] Behaviourally correct and explanatory learning can take into account the whole set B since they have the right to withdraw or update a hypothesis if some assumption on B turns out to be false. This is no longer true for nite learning, therefore a nite universal learner cannot succeed if it has access only to the index set. Some method to obtain in nite information on B is necessary. A direct consequence of the proof is that there is no nite learner | with an arbitrarily high oracle | which learns the class containing E and all sets f0; 2; 4; : : : ; 2x; 2x+1g from text. Thus the inclusion n if is proper.
It is possible to nd an uniform learner for L if more information than an index set is supplied to M. This information is the halting problem relative to the index set which then also allows to derive some facts of the structure of the whole set by one query. The learner can be taken to be recursive. This fact is not very surprising, since K m B 0 in a uniform way and by Rice 
and outputs the symbol \?" for no guess as long as (7) is First, it is shown that all steps of the algorithm can be computed using the data given.
Since L is inclusion-free one knows that, for i; j 2 B with W i 6 = W j , the union W i W j is a proper superset of W i and W j and thus not in L. As in the previous proof, f(i; j) computes an index of W i W j and, for i; j 2 B, one has that W i = W j , f(i; j) 2 B. Then let (e) be the canonical index for range( ). 
