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In this paper, the authors investigate some new properties of nonlinear difference oper-
ator in the ﬁrst, which is associated with neutral functional differential equations. Then,
by using these new properties, the problem of existence of periodic solutions for neutral
functional differential system with nonlinear operator D1(ϕ) = ϕ(0) − Bϕ(−τ ) − h(ϕ) is
studied. The interesting thing is that the periodic solution to the system is allowed to be
not differentiable.
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1. Introduction
In this paper, we study the following neutral functional differential equation with nonlinear difference operator:
d
dt
D1(xt) = f (t, xt), (1.1)
where xt = xt(θ), θ ∈ [−τ ,0],
D1 : C
([−τ ,0], Rn)→ Rn, D1(ϕ) = ϕ(0) − Bϕ(−τ ) − h(φ), (1.2)
B = [bij]n×n is a real matrix, h ∈ C([−τ ,0], Rn) → Rn , f ∈ C(R × C([−τ ,0], Rn), Rn) with f (t + ω,ϕ) ≡ f (t,ϕ) for all
ϕ ∈ C([−τ ,0], Rn), and for any bounded set Ω ⊂ C([−τ ,0], Rn), f ([0,ω] × Ω) is bounded in Rn , τ > 0 is a constant.
From the theory of neutral functional differential equations [1–4], any solution u(t) to Eq. (1.1) only implies that D1(ut) =
u(t) − Bu(t − τ ) − h(ut) is continuously differentiable in t , but, generally, u(t) may not be differentiable in t , which is
essentially different from the corresponding case of retarded functional differential equations. In the foundation of theory
of neutral functional differential equation, Jack Hale gave an important deﬁnition named stable difference operator D [1,2]:
The linear difference operator D : C([−τ ,0], Rn) → Rn , D(ϕ) = ϕ(0)− ∫ 0−τ ϕ(θ)dμ(θ) is called stable, if the zero solution of
the difference equation Dyt = 0, y0 = ϕ ∈ {C([−τ ,0], Rn): Dϕ = 0} is uniformly asymptotically stable. Under the condition
that the linear difference operator D is stable, Jack Hale obtained that any ω-periodic solution to the equation
d
dt
D(xt) = f (t, xt) (1.3)
has a continuous ﬁrst derivative [1].
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the problem of existence of periodic solutions for Eq. (1.3) by means of some ﬁxed point theorems. Recently, under the
condition that the linear difference operator D is allowed to be un-stable, the existence of periodic solutions for some kinds
of neutral function differential equations is also studied by Shiping Lu and Weigao Ge in [9–12], and Jingli Ren et al. in
[13,14], respectively. In [15], the authors studied a neutral functional differential system in the following form:
d
dt
x(t) = A(t)x(t) + d
dt
Q
(
t, x
(
t − g(t)))+ G(t, x(t), x(t − g(t))), (1.4)
where A(t) is a nonsingular n × n matrix with real valued functions as its elements and A(t + T ) ≡ A(t). The functions
Q : R × Rn → Rn and G : R × Rn → Rn are continuous in their respective arguments with Q (t + T ,u) ≡ Q (t,u) and G(t +
T ,u) ≡ G(t,u) for all u ∈ Rn . By assuming that the linear system
y′ = A(t)y (1.5)
is noncritical, i.e., Eq. (1.5) has no periodic solution of periodic T except the trivial solution y = 0; and by imposing some
globally Lipschitz conditions on functions Q (t, x) and G(t, x, y), the authors obtained that the following equation
d
dt
[
x(t) − Q (t, x(t − g(t)))]
= A(t)[x(t) − Q (t, x(t − g(t)))]+ A(t)Q (t, x(t − g(t)))+ G(t, x(t), x(t − g(t))) (1.6)
has a T -periodic solution u(t) via Krasnoselskii’s ﬁxed point theorem (see Theorem 2.2 in [15]). Then, the authors of [15]
concluded that u(t) is just a periodic solution to Eq. (1.4) (see Lemma 2.1 in [15]). However, this conclusion may not be
right. In fact, the necessary and suﬃcient condition for the T -periodic solution u(t) of Eq. (1.4) being a T -periodic solution
of Eq. (1.6) is that u(t) and Q (t,u(t − g(t))) must be differentiable in t . But, the authors do not verify it.
In present paper, we study the properties of nonlinear difference operator D1 deﬁned by (1.2) in the ﬁrst, By using
functional analysis theory, and under some conditions imposed on B and functional h, we obtain that for all e ∈ C(R, Rn)
with e(t + ω) ≡ e(t), the equation D1(xt) = e(t), i.e.,
x(t) − Bx(t − τ ) − h(xt) = e(t)
has a unique continuous ω-periodic solution x(t, e) satisfying
max
t∈[0,ω]
∣∣x(t, e)∣∣ L max
t∈[0,ω]
∣∣e(t)∣∣,
where L > 0 is a constant independent of e. By means of this result and Mawhin’s continuous theorem [16], we further
investigate the problem of existence of periodic solutions for Eq. (1.1). Since the function h(ϕ) is only required to be con-
tinuous for ϕ ∈ C([−τ ,0], Rn). So any ω-periodic solution of Eq. (1.1) may not have a ﬁrst derivative, which is essentially
differential from the cases of [9–15]. Furthermore, even if h ≡ 0, the D1-operator is not required to be stable and symmet-
rical. So the work of present paper generalizes the corresponding ones of [2–8].
2. New properties of nonlinear operator D1
For a = (a1,a2, . . . ,an) ∈ Cn be a complex vector, |a| = (∑ni=1 |ai|2)1/2, and for a complex matrix H = [hij]n×n , |H| =
(
∑n
i=1
∑n
j=1 |hij|2)1/2. Let
Cω =
{
x: x ∈ C(R, Rn), x(t + ω) ≡ x(t), for all t ∈ R},
with the norm ‖ϕ‖Cω =maxt∈[0,ω] |ϕ(t)|. Clearly, Cω is a Banach space.
For the sake of investigating some properties of nonlinear difference operator D1, we set
A : Cω → Cω, [Ax](t) := x(t) − Bx(t − τ ), (2.1)
and
Γ : Cω → Cω, [Γ x](t) := [Ax](t) − h(xt) = x(t) − Bx(t − τ ) − h(xt). (2.2)
From the deﬁnition of nonlinear operator D1 determined in (1.2), it is easy to see that for any e ∈ Cω , the existence of
continuous ω-periodic solution u(t) for the difference system
D1(xt) = e(t) (2.3)
is equivalent to the existence of continuous ω-periodic solution u(t) for the difference system
[Γ x](t) = e(t). (2.4)
S. Lu, L. Chen / J. Math. Anal. Appl. 387 (2012) 1127–1136 1129Thus, in order to investigate the existence of continuous ω-periodic solutions to Eq. (2.3), it suﬃces for us to show that
Eq. (2.4) has continuous ω-periodic solutions. Moreover, we further study some properties of the continuous ω-periodic
solution for Eq. (2.4).
Since B = [bij]n×n is a real matrix, there must be a complex matrix U such that
U BU−1 = Eλ = diag( J1, J2, . . . , Jl), (2.5)
where
J i =
⎛
⎜⎜⎜⎝
λi 1 0 0 · · · 0
0 λi 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 · · · 0 λi 1
0 0 0 · · · 0 λi
⎞
⎟⎟⎟⎠
ni×ni
with
∑l
i=1 ni = n, {λi : i = 1,2, . . . , l} is the set of eigenvalues of matrix B .
Lemma 2.1. (See S.P. Lu et al. [12].) Suppose that the matrix U and the operator A is deﬁned by (2.5) and (2.1), respectively, and for all
i = 1,2, . . . , l, |λi| 
= 1. Then A has its inverse A−1 : Cω → Cω with the following properties:
(1) ‖A−1‖ |U−1||U |σ0 , where σ0 =∑li=1∑nij=1∑ jk=1 1|1−|λi ||k ;
(2) For all e ∈ Cω ,
∫ ω
0 |[A−1e](s)|p ds |U−1|p|U |pσ1
∫ ω
0 |e(s)|p ds, p ∈ [1,+∞), where
σ1 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
[∑li=1∑nij=1(∑ jk=1 1|1−|λi ||k )2]1/2, p = 1,
n
2−p
2 [∑li=1∑nij=1(∑ jk=1 1|1−|λi ||k )q] pq , p ∈ (1,2),∑l
i=1
∑ni
j=1(
∑ j
k=1
1
|1−|λi ||k )
2, p = 2,
[∑li=1∑nij=1(∑ jk=1 1|1−|λi ||k )q] pq , p ∈ (2,+∞)
and q > 1 is a constant with 1p + 1q = 1.
Now, we discuss the properties of nonlinear difference operator D1 determined by (1.2).
Theorem 2.1. Suppose that the following conditions are satisﬁed:
(A1) The nonlinear functional h is satisﬁed with ϕ(0) = 0 and |h(ϕ1) − h(ϕ2)|  lmaxθ∈[−τ ,0] |ϕ1(θ) − ϕ2(θ)| for all ϕ1,ϕ2 ∈
C([−τ ,0], Rn), where l ∈ (0,+∞) is a constant;
(A2) For all i = 1,2, . . . , l, |λi| 
= 1;
(A3) l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k < 1.
Then for any arbitrary e ∈ Cω , the equation D1(xt) = e(t) has a unique solution u∗ in Cω with
∥∥u∗∥∥Cω 
|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
1− l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
‖e‖Cω .
Proof. Considering the following operator equation:
x = F x,
where
F : Cω → Cω, [F x](t) =
[
A−1
(
h
(
x(· + θ))+ e)](t), θ ∈ [−τ ,0]. (2.6)
For all x, y ∈ Cω ,
‖F x− F y‖Cω = max
t∈[0,ω]
∣∣[A−1(h(x(· + θ))+ e)](t) − [A−1(h(y(· + θ))+ e)](t)∣∣

∥∥A−1∥∥l max
t∈[0,ω] maxθ∈[−τ ,0]
∣∣y(t + θ) − x(t + θ)∣∣

∥∥A−1∥∥l‖x− y‖Cω ,
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Au∗
]
(t) = h(u∗t )+ e(t), t ∈ R, (2.7)
which together with (2.2) yields that u∗ is a ω-periodic solution to the equation
[Γ x](t) = e(t).
So the system
D1(xt) = e(t)
has a unique solution u∗ in Cω . From (2.7), we see
∥∥u∗∥∥Cω 
|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
1− l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
‖e‖Cω . 
Remark 2.1. If assumptions (A1)–(A3) are satisﬁed and e(t) ≡ a ∈ Rn , and let F x = A−1(h(x) + a), then from the fact of
A−1b = (I − B)−1b for all b ∈ Rn , we see F : Rn → Rn . Arguing in the similar way as in the proof of Theorem 2.1, we can
obtain that the equation
D1(xt) = a
has a unique solution u∗ in Rn with
∣∣u∗∣∣ |U−1||U |
∑l
i=1
∑ni
j=1
∑ j
k=1
1
|1−|λi ||k
1− l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
|a|.
Theorem 2.2. Suppose that assumptions (A1)–(A3) in Theorem 2.1 hold. Then the operator Γ has its inverse Γ −1 : Cω → Cω with the
following properties:
(1) ‖Γ −1e‖Cω 
|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
1−l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
‖e‖Cω , for all e ∈ Cω;
(2) Γ −1 is continuous on Cω .
Proof. The existence of Γ −1 : Cω → Cω and conclusion (1) immediately follows from Theorem 2.1. Now, we begin to prove
conclusion (2). Let f and g are arbitrary two functions in Cω , and x = Γ −1 f , y = Γ −1g . So from (2.6), we see
[Ax](t) = h(xt) + f (t) = h
(
x(t + θ))+ f (t), t ∈ [0,ω], θ ∈ [−τ ,0]
and
[Ay](t) = h(yt) + g(t) = h
(
y(t + θ))+ g(t), t ∈ [0,ω], θ ∈ [−τ ,0],
which implies that∣∣[A(x− y)](t)∣∣ ∣∣h(x(t + θ))− h(y(t + θ))∣∣+ ∣∣ f (t) − g(t)∣∣
 l‖x− y‖Cω + ‖ f − g‖Cω , t ∈ [0,ω], θ ∈ [−τ ,0],
i.e., ∥∥A(x− y)∥∥Cω  l‖x− y‖Cω + ‖ f − g‖Cω .
In view of
‖x− y‖Cω =
∥∥A−1A(x− y)∥∥Cω  ∥∥A−1∥∥∥∥A(x− y)∥∥Cω ,
we have
‖x− y‖Cω 
∥∥A−1∥∥(l‖x− y‖Cω + ‖ f − g‖Cω).
By using Lemma 2.1, we see
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∣∣U−1∣∣|U | l∑
i=1
ni∑
j=1
j∑
k=1
1
|1− |λi||k ‖x− y‖Cω +
∣∣U−1∣∣|U | l∑
i=1
ni∑
j=1
j∑
k=1
1
|1− |λi||k ‖ f − g‖Cω ,
which together with assumption (A3) results in
‖x− y‖Cω 
|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
1− l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
‖ f − g‖Cω ,
this is
∥∥Γ −1 f − Γ −1g∥∥Cω 
|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
1− l|U−1||U |∑li=1∑nij=1∑ jk=1 1|1−|λi ||k
‖ f − g‖Cω .
Thus, Γ −1 is continuous on Cω . 
3. Main result
In this section, we will apply the new properties of nonlinear operator D1 obtained in Section 2 to study the existence
of periodic solutions for Eq. (1.1). In order to do this, now, we recall Mawhin’s continuation theorem in the ﬁrst.
Let X and Y be real Banach spaces and let L : D(L) ⊂ X → Y be a Fredholm operator with index zero. This means that
X = ker L ⊕ X1 and Y = Im L ⊕ Y1. Furthermore, let P : X → ker L and Q : Y → Y1 be the continuous projectors. Clearly,
ker L ∩ (D(L) ∩ X1) = {0}, thus the restriction LP := L|D(L)∩X1 is invertible. Denote by KP the inverse of LP .
Let Ω be an open bounded subset of X with D(L) ∩ Ω 
= 0. A map N : Ω → Y is said to be L-compact in Ω , if Q N(Ω)
bounded and the operator KP (I − Q )N : Ω → X is compact.
Lemma 3.1. (See R.E. Gaines and J. Mawhin [16].) Suppose that X and Y are two Banach spaces, and L : D(L) ⊂ X → Y is a Fredholm
operator with index zero. Furthermore,Ω ⊂ X is an open bounded set and N : Ω → Y is L-compact onΩ . If all the following conditions
hold:
(1) Lx 
= λNx, ∀x ∈ ∂Ω ∩ D(L), λ ∈ (0,1);
(2) Nx /∈ Im L, ∀x ∈ ∂Ω ∩ ker L;
(3) deg{ J Q N,Ω ∩ ker L,0} 
= 0,
where J : Im Q → ker L is an isomorphism. Then equation Lx = Nx has a solution on Ω ∩ D(L).
Since operator D1 is nonlinear, Lemma 3.1 cannot be applied directly to study the existence of periodic solutions to
Eq. (1.1). In order to overcome this diﬃculty, we take substituting y(t) = D1xt , i.e., y(t) = x(t) − Bx(t − τ ) − h(xt) = [Γ x](t).
So if assumptions (A1)–(A3) in Theorem 2.1 hold, then by using Theorem 2.1, we have that the existence of ω-periodic
solutions to Eq. (1.1) is equivalent to the existence of ω-periodic solutions to the following system:
y′(t) = f (t, [Γ −1 y]t). (3.1)
Bellow, we will investigate the existence of ω-periodic solutions to Eq. (3.1) by means of Lemma 3.1 under the condition
that assumptions (A1)–(A3) in Theorem 2.1 hold. Set X = Y = Cω ,
L : D(L) ∩ X → Y , Ly = y′, (3.2)
where D(L) = {y: y ∈ C1ω}.
N : Cω → Cω, [Ny](t) = f
(
t,
[
Γ −1 y
]
t
)
. (3.3)
Clearly, ker L = Rn , Im L = {y ∈ Y : ∫ ω0 y(s)ds = 0}. So Im L is closed in Y = Cω and dimker L = codim Im L = n, and then
operator L is a Fredholm operator with index zero.
Let projectors P : X → ker L and Q : Y → Im Q be deﬁned by
Px = 1
ω
ω∫
0
x(s)ds, Q y = 1
ω
ω∫
0
y(s)ds.
Obviously, ker L = Im P , ker Q = Im L.
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KP : Im L ⊂ Cω → D(L) ∩ ker P , [KP z](t) =
t∫
0
f
(
s,
[
Γ −1z
]
s
)
ds.
In view of Theorem 2.2, we see KP is a completely continuous operator. Furthermore, from (3.2) and (3.3), one can easily see
that N is L-compact on Ω . If set J : Rn → Rn , J (x) = x, then deg{ J Q N,Ω ∩ ker L,0} = deg{ 1ω
∫ ω
0 f (s,Γ
−1a)ds, Ω ∩ Rn,0}.
So by using Lemma 3.1, we have the following result:
Theorem 3.1. Suppose that operator D1 is determined by (1.2), and assumptions (A1)–(A3) in Theorem 2.1 hold. Furthermore, Ω ⊂
X = Cω is an open bounded set. If all the following conditions hold:
(C1) For each λ ∈ (0,1), the equation
dy(t)
dt
= λ f (t, [Γ −1 y]t)
has no solution on ∂Ω;
(C2) The equation
(a) := 1
ω
ω∫
0
f
(
s,Γ −1a
)
ds = 0
has no solution on ∂Ω ∩ Rn;
(C3) The degree
deg
{
,Ω ∩ Rn,0} 
= 0.
Then Eq. (1.1) has at least one ω-periodic solution on Ω .
Let Bρ = {x ∈ Rn: |x| < ρ} and Ωρ = {x ∈ Cω: ‖x‖Cω < ρ}, where ρ > 0 is a constant.
Corollary 3.1. Suppose that operator D1 is determined by (1.2), and assumptions (A1)–(A3) in Theorem 2.1 hold. If there is a constant
ρ > 0 such that all the following conditions hold:
(D1) For each λ ∈ (0,1), the equation
dy(t)
dt
= λ f (t, [Γ −1 y]t)
has no solution on ∂Ωρ ;
(D2) The equation
(a) := 1
ω
ω∫
0
f
(
s,Γ −1a
)
ds = 0
has no solution on ∂Bρ ;
(D3) The Brouwer degree
deg
{
1,Γ
−1(Bρ),0
} 
= 0,
where
1 : Rn → Rn, 1(a) := 1
ω
ω∫
0
f (s,a)ds.
Then Eq. (1.1) has at least one ω-periodic solution on Ω .
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Γ −1(∂Bρ). So the degree deg{, Bρ,0} = deg{1Γ −1, Bρ,0}, which is a Brouwer degree. Therefore,
deg{, Bρ,0} = deg
{
Γ −1, Bρ,0
}× deg{1,Γ −1(Bρ),Γ −1(0)}
= deg{Γ −1, Bρ,0}× deg{1,Γ −1(Bρ),0}. (3.4)
Let H(a, t) = Γ −1( a1+t ) − Γ −1( −tx1+t ), ∀(x, t) ∈ Bρ × [0,1]. It is continuous on Bρ × [0,1] and 0 /∈ H(∂Bρ × [0,1]). For other-
wise, there is a (a0, t) ∈ ∂Bρ × [0,1] such that
Γ −1
(
a0
1+ t
)
= Γ −1
(−ta0
1+ t
)
.
From Remark 2.1, we see Γ −1 : Rn → Rn is 1↔ 1. This implies
a0
1+ t =
−ta0
1+ t ,
i.e., a0 = 0 /∈ ∂Bρ , which contradicts the assumption of a0 ∈ ∂Bρ . So we have
deg
{
Γ −1, Bρ,0
}= deg{H(·,0), Bρ,0}
= deg{H(·,1),Ω ∩ Rn,0}= deg{α, Bρ,0},
where α(a) = Γ −1( a2 ) − Γ −1(−a2 ) is an odd function. By using Borusk–Ulam theorem, deg{Γ −1,Ω ∩ Rn,0} 
= 0, which
together with (3.4) yields that assumption (C3) in Theorem 3.1 is equivalent to assumption (D3) in Corollary 3.1. In view of
Bρ = Ωρ ∩ Rn , the conclusion of Corollary 3.1 immediately follows from Theorem 3.1 and the above argument. 
Remark 3.1. If f (t,ϕ) = f (ϕ), then
1 : Rn → Rn, 1(a) := 1
ω
ω∫
0
f (a)ds = f (a).
So assumption (D3) is replaced by:
(D3)′ The Brouwer degree deg{ f ,Γ −1(Bρ),0} 
= 0.
For illustrating the application of Corollary 3.1, we consider the following equation
d
dt
(
x(t) − Bx(t − τ ) − s(x(t − τ )))= g(x(t − τ ))+ e(t), (3.5)
where x(t) = (x1(t), x2(t)) ∈ R2, τ is a positive constant, B =
(
0 2
8 0
)
, s(x) = ( 9|x2|20 , 9|x1|20 ) , g(x) = ( 32 x32, 38 x31) . e(t) =
(sin t, cos t) . Clearly, we can chose U =
(
1
2
1
4
− 12 14
)
and U−1 =
(
1 −1
2 −2
)
such that U BU−1 =
(
4 0
0 −4
)
, i.e.,
λ1 = 4, λ2 = −4. (3.6)
If set h(xt) = s(xt(−τ )) = s(x(t − τ )) and f (t, xt) = g(xt(−τ )) + e(t) = g(x(t − τ )) + e(t), then Eq. (3.5) is converted to the
following equation:
d
dt
D1(xt) = f (t, xt).
Furthermore, we can chose l = 920 such that∣∣h(ϕ1) − h(ϕ2)∣∣= ∣∣s(ϕ1(−τ ))− s(ϕ2(−τ ))∣∣ l∣∣ϕ1(−τ ) − ϕ2(−τ )∣∣
 l max
θ∈[−τ ,0]
∣∣ϕ1(θ) − ϕ2(θ)∣∣ for all ϕ1,ϕ2 ∈ C([−τ ,0, Rn), Rn) (3.7)
and
l
∣∣U−1∣∣|U | l∑ ni∑ j∑ 1|1− |λi||k =
3
4
< 1. (3.8)i=1 j=1 k=1
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to the following equation
d
dt
(
x(t) − Bx(t − τ ) − s(x(t − τ )))= λg(x(t − τ ))+ λe(t), λ ∈ (0,1),
then
d
dt
(
u(t) − Bu(t − τ ) − s(u(t − τ )))= λg(u(t − τ ))+ λe(t), λ ∈ (0,1). (3.9)
Multiplying both sides of Eq. (3.9) with u(t) − Bu(t − τ ) − s(u(t − τ )) and integrating it on [0,2π ], we have
2π∫
0
[
u(t) − Bu(t − τ ) − s(u(t − τ ))]g(u(t − τ ))dt = −
2π∫
0
[
u(t) − Bu(t − τ ) − s(u(t − τ ))]e(s)ds,
which results in
3
2
2π∫
0
∣∣u(t)∣∣4 dt  3
2π∫
0
(∣∣u1(t)∣∣4 + ∣∣u2(t)∣∣4)dt =
2π∫
0
u(t − τ )Bg(u(t − τ ))dt
=
2π∫
0
[
u(t) − s(u(t − τ ))]g(u(t − τ ))dt +
2π∫
0
[
u(t) − Bu(t − τ ) − s(u(t − τ ))]e(t)dt
< 2
2π∫
0
∣∣u(t)∣∣2 dt + 10
( 2π∫
0
∣∣u(t)∣∣2 dt
)1/2( 2π∫
0
∣∣e(t)∣∣2 dt
)1/2
 3(1+ l)
4
2π∫
0
∣∣u(t)∣∣4 dt + (9+ l)(2π) 34
( 2π∫
0
∣∣u(t)∣∣4 dt
)1/4
,
i.e.,
2π∫
0
∣∣u(t)∣∣4 dt < 2(24) 43 π.
So
2π∫
0
∣∣[Γ u](t)∣∣dt =
2π∫
0
∣∣u(t) − Bu(t − τ ) − s(u(t − τ ))∣∣dt
 (9+ l)
2π∫
0
∣∣u(t)∣∣dt
 (9+ l)(2π) 34
( 2π∫
0
∣∣u(t)∣∣4 dt
)1/4
<
189
5
3
√
3π.
Thus, there is a point t0 ∈ [0,2π ] such that
∣∣[Γ u](t0)∣∣< 189
5
3
√
3π.
From (3.9), we see
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0
∣∣[(Γ u)]′(t)∣∣dt 
2π∫
0
∣∣g(u(t))∣∣dt + 2π  3
2
2π∫
0
∣∣u(t)∣∣3 dt + 2π
 3
2
(2π)1/4
( 2π∫
0
∣∣u(t)∣∣4 dt
) 3
4
+ 2π
< 74π,
and then
‖Γ u‖C2π 
∣∣[Γ u](t0)∣∣+
2π∫
0
∣∣[(Γ u)]′(t)∣∣dt < 74π + 189
5
3
√
3π := M0,
which together with Theorem 2.2 yields
‖u‖C2π =
∣∣Γ −1Γ u∣∣C2π

|U−1||U |[ 1|1−|λ1|| + 1|1−|λ2|| ]
1− l|U−1||U |[ 1|1−|λ1|| + 1|1−|λ2|| ]
‖Γ u‖C2π
<
20
3
M0. (3.10)
Let Ωρ = {x ∈ C2π : ‖x‖C2π < 203 M0}, then from (3.10), we see that assumption (D1) is satisﬁed. Suppose a ∈ Rn satisfying
(a) = 0, i.e.,
1
2π
2π∫
0
[
g
(
Γ −1a
)+ e(s)]ds = g(Γ −1a)= 0.
By the deﬁnition of g , we have Γ −1a = 0, this implies a = 0 /∈ ∂Bρ . So assumption (D2) is also satisﬁed. Take
H : Γ −1(Bρ) × [0,1], H(x,μ) = μx+ (1− μ)
(
0 1
1 0
)
g(x),
then xH(x,μ) > 0 for all (x,μ) ∈ Γ −1(Bρ) × [0,1]. So
deg
{
1,Γ
−1(Bρ),0
}= deg{g, Bρ,0}
= deg{H(·,0),Γ −1(Bρ),0}= deg{H(·,1),Γ −1(Bρ),0}
= 1 
= 0,
it follows that assumption (D3) holds. Thus, by using Corollary 3.1, we see Eq. (3.5) has a 2π -periodic solution u0(t).
Remark 3.2. From Eq. (3.5), it is easy to see that the 2π -periodic solution u0(t) must be satisﬁed u0(t) 
≡ c, which together
with the condition of s(u0(t)) = ( 920 |u02(t)|, 920 |u01(t)|) yields that s(u0(t)) may not be differentiable for t ∈ R . From
Eq. (3.5) again, we see u0(t) − Bu0(t − τ ) − s(u0(t − τ )) is differentiable for t ∈ R . So the 2π -periodic solution u0(t) may
not be differentiable for t ∈ R , which is different from the corresponding results of [9–14].
Remark 3.3. Since there is no noncritical term A(t)x in Eq. (3.5) (i.e., the system y′ = A(t)y has no ω-periodic solution
except the trivial solution y = 0), and the term g(x) = ( 32 x32, 38 x31) in Eq. (1.5) does not satisfy globally Lipschitz condition,
the main result of present paper is essentially different from the corresponding ones obtained for studying Eq. (1.6) in [15].
Remark 3.4. Since the eigenvalues of matrix B are λ1 = 4 and λ2 = −4, even if h ≡ 0, the operator D1 associated to Eq. (3.5)
such as D1ϕ = ϕ(0)− Bϕ(−τ ) is un-stable. Furthermore, the matrix B is not symmetrical, so that the conclusion of Eq. (3.5)
does not obtain by means of corresponding results of the known literature [5,7–11,13,14].
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