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Random paths and current fluctuations in nonequilibrium statistical mechanics
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An overview is given of recent advances in nonequilibrium statistical mechanics about the statistics
of random paths and current fluctuations. Although statistics is carried out in space for equilib-
rium statistical mechanics, statistics is considered in time or spacetime for nonequilibrium systems.
In this approach, relationships have been established between nonequilibrium properties such as
the transport coefficients, the thermodynamic entropy production, or the affinities, and quantities
characterizing the microscopic Hamiltonian dynamics and the chaos or fluctuations it may gener-
ate. This overview presents results for classical systems in the escape-rate formalism, stochastic
processes, and open quantum systems.
I. INTRODUCTION
During the last decades, great advances have been carried out in nonequilibrium statistical mechanics with the
discovery of dynamical large-deviation relationships underlying macroscopic transport properties and nonequilibrium
thermodynamics. For long, large-deviation relationships have been known in the formalism of equilibrium statistical
mechanics where the physical quantities are defined per unit volume. In the seventies, the development of chaos theory
has led to the analogy between spin chains at equilibrium and time series in chaotic dynamics. If the former systems
extend in space, the latter ones evolve in time. Otherwise, statistics is performed similarly in both cases by sampling
random sequences of local properties. In this way, a formalism has been developed by Bowen, Ruelle, and Sinai to
characterize the dynamical properties of chaotic systems in terms of invariant probability measures [1–3]. In this
formalism, the analogue of the thermodynamic entropy per unit volume becomes the Kolmogorov-Sinai entropy per
unit time, which characterizes temporal disorder also referred to as dynamical randomness in chaotic time series [4, 5].
More recently, these methods have been extended to nonequilibrium statistical mechanics on the ground of the
same analogy. Indeed, if equilibrium properties are stationary and, thus, time independent, nonequilibrium statistical
mechanics deals with time-dependent properties. Therefore, here also, extending statistics in space to statistics in time
or spacetime proves useful. If the early chaos-transport relationships set up conceptual frameworks to implement the
large-deviation methods [6–9], the issue of time-reversal symmetry and its breaking in nonequilibrium steady states was
addressed later on with the so-called fluctuation theorems and relationships to the thermodynamic entropy production
[10–27]. Nowadays, fluctuation theorems have been proved for all the current flowing across a nonequilibrium system
would this latter be quantum or stochastic [28–38]. Moreover, such theorems have been shown to have implications
not only in linear response theory where the Green-Kubo formulas and the Onsager reciprocity relations are recovered
[39–42], but also in nonlinear response theory where the generalizations of these classic results have been discovered [28,
30, 33, 34, 43, 44].
The purpose of the present paper is to present an overview of these advances in the framework of Hamiltonian clas-
sical or quantum dynamics, and the theory of stochastic processes. Section II summarizes work on chaos-transport
relationships in open systems with escape. Section III presents results on the connection between the thermodynamic
entropy production and the statistics of random paths and their time reversals. Section IV is devoted to the statistics
of current fluctuations in stochastic and quantum systems and to the implications of the current fluctuation theo-
rems. Section V shows that broken symmetries in equilibrium states can also be characterized in terms of similar
relationships. Conclusions and perspectives are drawn in Section VI.
II. CHAOS-TRANSPORT RELATIONSHIPS
A. From equilibrium statistical mechanics to open dynamical systems
Gibbs’ probability measures of equilibrium statistical mechanics are weighting every microstate or spin configuration
σ ∈ {+1,−1}Λ with Λ ⊂ Zd by a Boltzmann factor according to
pσ =
1
Z
exp
(
− Eσ
kBT
)
, (1)
where Eσ is the energy of the microstate, T the temperature, kB Boltzmann’s constant, and Z the partition function to
normalize the probability measure as
∑
σ pσ = 1. The free energy is defined by F = −kBT lnZ in terms of the partition
2function. Introducing the average energy 〈E〉 =∑σ pσEσ and the thermodynamic entropy S = −kB∑σ pσ ln pσ , the
free energy is given by
F = 〈E〉 − T S , (2)
which is a basic thermodynamic relation for the canonical ensemble. In the grand-canonical ensemble, the pressure
P multiplied by the volume V would be given by PV = −〈E −Nµ〉+ TS where N is the number of particles and µ
the chemical potential.
In deterministic dynamical systems, the analogue of a spin configuration σ = σ1σ2 · · ·σn in a one-dimensional chain
is a sequence ω = ω1ω2 · · ·ωn of phase-space cells ωj visited by a trajectory at successive times j∆t with j = 1, 2, ..., n.
If the system is dynamically unstable with sensitivity to initial conditions, the probability weight given to the phase-
space domain defined by the sequence ω decreases exponentially with n at a rate controlled by the sum of local positive
Lyapunov exponents β
∑
λ(i)>0 λ
(i)
ω , which is at the basis of the analogy with Gibbs measures developed by Bowen,
Ruelle, and Sinai:
pω ∼ exp

−β ∑
λ(i)>0
λ(i)ω n∆t

 , (3)
where β is an abstract parameter [1–3, 45]. An entropy per unit time is introduced as
h = lim
n→∞
− 1
n∆t
∑
ω
pω ln pω , (4)
which is associated with the partition of the phase space into the cells {ω}. The supremum over all the possible
partitions defines the Kolmogorov-Sinai (KS) entropy per unit time hKS = Sup{ω}h [4, 5]. This entropy is here
associated with the probability measure (3) and, thus, depends on the parameter β. The KS entropy characterizes
the temporal disorder or dynamical randomness in the time evolution of the system. The system is chaotic if its
KS entropy is positive and non chaotic if it is vanishing. This quantity is interpreted as the rate of production of
information if the time evolution of the system would be observed by an apparatus and recorded in a digital memory.
The resolution of the apparatus corresponds to the size of the cells used to partition the phase space. The supremum
taken over all the possible partitions gives an estimation of the maximum accumulation rate of information in the
memory that would be required to reconstruct typical trajectories of the system from the recorded data.
Further quantities are introduced to obtain a relationship analogous to Eq. (2). On the one hand, the local Lyapunov
are averaged over the probability measure (3) to get the mean Lyapunov exponents, 〈λ(i)〉β [45]. On the other hand,
Ruelle’s topological pressure P (β) is introduced as the generating function of the statistical moments of the sum of
Lyapunov exponents. The analogue of Eq. (2) reads
P (β) = −β
∑
λ(i)>0
〈λ(i)〉β + hKS(β) . (5)
Among the different invariant probability measures (3), the measure that is invariant under the time evolution ruled
by Liouville’s equation of statistical mechanics is given by the parameter value β = 1. The reason is that the classical
dynamics stretches phase-space volumes by the factors exp
(
λ
(i)
ω n∆t
)
in the unstable directions corresponding to the
positive Lyapunov exponents and contracts them accordingly in the stable directions. Liouville’s theorem is satisfied
because the sum of all the positive and negative Lyapunov exponents is vanishing
∑
i λ
(i)
ω = 0 so that phase-space
volumes are preserved.
In a closed system where the total probability remains in a bounded phase-space domain, the invariant probability
measure (3) with β = 1 should precisely decay with the time n∆t at the rate given by the sum of its positive Lyapunov
exponents so that the KS entropy is thus equal to this sum:
closed systems: hKS =
∑
λ(i)>0
〈λ(i)〉 , (6)
where the parameter is here dropped since β = 1.
However, there exist open systems where the probability escapes to infinity. This is the case in models of unimolec-
ular chemical reactions where the Hamiltonian motion leads to the separation of the fragments of a molecule that is
initially excited [46]. Most of the trajectories run to and from infinity, but some of them remain trapped forever in
3a bounded phase-space domain and they typically form a fractal set of unstable orbits. The motion is transient in
the vicinity of this fractal set, from which escape occurs. If trajectories are launched from initial conditions near this
fractal set, the number Nt of trajectories remaining in the vicinity of this set decays exponentially with time t→∞
in systems of hyperbolic character. The escape rate is thus defined as γ = limt→∞−(1/t) lnNt. A conditionally
invariant probability measure can be defined on the fractal set by renormalizing the probability with the fraction that
has escaped and the relation (5) is obeyed. Now, the KS entropy is no longer in balance with the sum of positive
Lyapunov exponents at β = 1 and their difference gives the escape rate according to the escape-rate formula
open systems: γ =
∑
λ(i)>0
〈λ(i)〉 − hKS (7)
in systems of hyperbolic character [45–49]. The escape rate is given in terms of Ruelle’s topological pressure by
γ = −P (1).
We notice that these methods can be extended to quantum systems for the study of quantum chaotic scattering [46].
B. The escape-rate formula and transport properties
The contact with nonequilibrium statistical mechanics is established by considering first-passage problems in many-
particle systems with transport by diffusion, viscosity or heat conductivity [6–9, 50, 51]. Let us consider a Hamiltonian
system with N particles in a finite volume V . The Hamiltonian time evolution takes place in the phase space of the
positions ri = (xi, yi, zi) and momenta pi = (pix, piy, piz) of the N particles: M = {(r1,p1, ..., rN ,pN ) : ri ∈ V, pi ∈
R
d, i = 1, 2, ..., N}. In this phase space, a hypersurface Σ of dimension 6N − 1 is introduced, which is the border
of a bounded domain on constant energy hypersurfaces. A first-passage problem is set up at the hypersurface Σ.
Trajectories escape without return as soon as they reach the hypersurface Σ. There may exist a set of trajectories
trapped inside the hypersurface Σ, on which the probability measure (3) could be constructed and the escape-rate
formula (7) would apply.
This construction has been carried out for open systems with diffusion such as Lorentz gases [6, 7]. The transport
property of diffusion can be considered in systems with independent particles (for which N = 1). Escape occurs as
soon as the particle reaches the border Σ of a domain delimited in position space. In Lorentz gases with a regular
lattice, the macroscopic diffusion equation applies as proved by Bunimovich and Sinai in hard-disk billiards with a
finite horizon and by Knauf in square lattices of Yukawa potentials [52, 53]. In these two-dimensional Lorentz gases,
there is a single positive Lyapunov exponent λ. If the domain delimited by the border Σ is large enough, the escape
rate can be estimated by solving the diffusion equation with absorbing boundary conditions on the border Σ of the
domain. If the domain is delimited by two parallel lines separated by the distance L, the escape rate is estimated as
γ ≃ D(π/L)2 where D is the diffusion coefficient. Therefore, combining with the escape-rate formula (7), the diffusion
coefficient is related to the characteristic quantities of chaos according to
D = lim
L→∞
(
L
π
)2 (〈λ〉 − hKS)L , (8)
where the positive Lyapunov exponent and the KS entropy are defined over the fractal set of trajectories trapped
between the boundaries separated by the distance L, which is thereafter taken to the limit L→∞ [6, 7, 50].
These considerations can be generalized to the other transport properties by using the so-called Helfand moments
[8, 9, 50, 51]. These quantities are the centroids in physical space of the conserved quantities associated with every
transport property. The Helfand moment for shear viscosity is defined as
G(η) =
1√
V kBT
N∑
i=1
xi piy , (9)
where V is the volume of the system [54]. We notice that the Helfand moment for diffusion is just G(D) = x. The
Helfand moments are known to undergo diffusive motion, here along the x-axis of physical space [54]. This suggests to
set up a first-passage problem for the Helfand moment. The escape would occur if the phase-space trajectory would
lead the Helfand moment outside the interval −(χ/2) ≤ G(η) ≤ +(χ/2) [8]. In this way, chaos-transport relationships
similar to Eq. (8) have been obtained to the different transport coefficients [55, 56].
We notice that this theory is based on the statistics of random paths in order to construct invariant probability
measures using Eq. (3). Similar considerations apply to stochastic processes supposed to be obtained by coarse-
graining the underlying Hamiltonian dynamics. Stochastic Lorentz gases have been studied with these methods and,
more recently, stochastic models of glasses for which a thermodynamics of histories or spacetime thermodynamics has
been developed [57–60].
4C. Hydrodynamic modes of relaxation
In spatially extended periodic Lorentz gases, diffusion induces the decay of any perturbation with respect to a
uniform density of particles. At the macroscopic level of description, this decay is ruled by the diffusion equation,
which is linear. Therefore, an arbitrary solution can be decomposed into particular solutions that are periodic in
space, such as exp(ik · r). This mode has the spatial periodicity ℓ = 2π/‖k‖ in the direction of the wave vector k.
The decay of these diffusive modes is known to proceed at the rate γk = Dk2 in the long-time limit [61, 62]. They
constitute the simplest examples of the hydrodynamic modes that may exist in fluids or solids and their understanding
is fundamental to nonequilibrium statistical mechanics and condensed matter physics [61, 62].
In chaotic Lorentz gases on periodic lattices, it turns out that the diffusive modes can be constructed with the
methods of dynamical systems theory at the Liouvillian level of description. The diffusive modes of wave vector k
can be defined in terms of a cumulative function taken over a one-dimensional set of initial conditions in phase space.
If this set is a circle of angular coordinate θ, the cumulative function can be defined as
Fk(θ) = lim
t→∞
∫ θ
0
dθ′ exp{ik · [rt(θ′)− r0(θ′)]}∫ 2π
0
dθ′ exp{ik · [rt(θ′)− r0(θ′)]}
, (10)
where rt(θ) is the position of the particle issued from the initial condition θ [63]. This function is complex and depicts
a fractal curve in the complex plane (ReFk, ImFk). Its Hausdorff dimension DH(k) depends on the wave vector k
and tends to the unit value as the wave vector vanishes, i.e., as the diffusive mode converges towards the equilibrium
uniform distribution. Now, the Hausdorff dimension can be shown to be related to the mean positive Lyapunov
exponent 〈λ〉 and to the diffusion coefficient by
D = 〈λ〉 lim
k→0
DH(k)− 1
k2
, (11)
as shown in Ref. [63]. Although the framework where the diffusive modes (10) are constructed is different from
the escape-rate formalism, Eq. (11) is reminiscent of the escape-rate formula (8) because fractal dimensions appear
as proportionality factors between positive Lyapunov exponents and the KS entropy in open systems. The fractal
structure of the diffusive modes controls the long-time relaxation towards equilibrium and the thermodynamic entropy
production in this class of systems [64].
These chaos-transport relationships are based on the large-deviation properties of the microscopic dynamics, i.e.,
on the statistics of random paths generated by the Hamiltonian motion in phase space.
III. STATISTICS OF RANDOM PATHS
A. Stochastic processes
Now, we consider systems in nonequilibrium steady states. In order to construct such states, the system should be
in contact with large reservoirs and exchange particles or energy with them. The reservoirs are themselves physical
systems composed of particles moving according to Hamiltonian dynamics so that the reservoirs have necessarily more
degrees of freedom than the system itself. All these degrees of freedom not only induce thermodynamic forces driving
the system out of equilibrium, but also concomitant noises in the form of thermal or molecular fluctuations.
The total system including the reservoirs can be treated starting from the Hamiltonian description of all its degrees
of freedom. In principle, such a treatment can be carried out in classical or quantum systems. Often, the system
of interest admits a mesoscopic description in terms of a stochastic process. For instance, a Brownian particle
driven out of equilibrium in a moving optical trap is well described by a stochastic Langevin equation, which can be
validated by direct experimental measurements [65]. Such stochastic descriptions have been experimentally validated
for other processes down to the nanoscale [66]. Moreover, stochastic processes can also be set up for the study of
transport properties in systems of Hamiltonian type, in particular, heat conductivity and Fourier’s law in many-particle
billiards [67].
If well-defined discrete states {ω} can be identified in the system under observation, the time evolution could be
described as a time-continuous jump process ruled by the master equation
dp(ω, t)
dt
=
∑
ω′( 6=ω)
[p(ω′, t)W (ω′, ω)− p(ω, t)W (ω, ω′)] (12)
5for the probability p(ω, t) that the system is observed in the coarse-grained state ω at the time t ∈ R [68–73]. The
quantity W (ω′, ω) is the rate of the transition ω′ → ω, i.e., the number of these transitions per unit time. In this
framework, the thermodynamic entropy has been identified for long to be given by
S =
∑
ω
S0(ω) p(ω, t)− kB
∑
ω
p(ω, t) ln p(ω, t) , (13)
where S0(ω) is the entropy if the system stays in the coarse-grained state ω and the second term is the contribution
of the probability distribution p(ω, t) over the different possible coarse-grained states observed at the time t [74]. The
time derivative of Eq. (13) can be carried out with the master equation (12) and is known to split in two contributions
as
dS
dt
=
deS
dt
+
diS
dt
, (14)
where deS/dt is the entropy flow, which can be positive or negative, and
diS
dt
=
kB
2
∑
ω 6=ω′
[p(ω, t)W (ω, ω′)− p(ω′, t)W (ω′, ω)] ln p(ω, t)W (ω, ω
′)
p(ω′, t)W (ω′, ω)
≥ 0 (15)
is the entropy production, which is always non negative in agreement with the second law of thermodynam-
ics [74]. In the macroscopic limit, this expression is known to give the standard expressions of entropy produc-
tion in hydrodynamics and chemical kinetics [68–73]. In nonequilibrium steady states, the entropy production
(15) is positive, although it vanishes at equilibrium where the detailed balance conditions hold, according to which
peq(ω)W (ω, ω
′) = peq(ω
′)W (ω′, ω) for every transition ω ⇌ ω′.
B. Random paths of stochastic processes
The stochastic process (12) generates random paths, in which the system is found in the state ωk during the time
interval t ∈ [tk−1, tk]. The dwell times tk − tk−1 are exponentially distributed with the average dwell time given by
〈tk − tk−1〉−1 =
∑
ω′( 6=ωk)
W (ωk, ω
′). The jumps between the discrete states happen at the times {tk}k∈Z. If the
process is observed with a stroboscope at regular time intervals ∆t, random sequences ω = ω1ω2 · · ·ωn are recorded
where ωj is the discrete state observed at the time t = j∆t. The probability to observe such a sequence is given by
pω = pω1 P (ω1, ω2) · · · P (ωn−1, ωn) , (16)
where p(ωj) is the stationary probability of the state ωj and P (ωj−1, ωj) is the conditional probability that the system
is found in the state ωj at the time t = j∆t provided that it was in the state ωj−1 at the time t = (j − 1)∆t. This
conditional probability is given in terms of the matrixW of the transition rates according to
P (ω, ω′) =
[
exp
(
W∆t
)]
ωω′
. (17)
The dynamical randomness of the paths can be characterized by the entropy per unit time (4), which here depends
on the sampling time ∆t because the process is continuous in time. In the limit where ∆t→ 0, the entropy per unit
time behaves as [50, 75, 76]
h(∆t) =
(
ln
e
∆t
) ∑
ω 6=ω′
p(ω)W (ω, ω′)−
∑
ω 6=ω′
p(ω)W (ω, ω′) lnW (ω, ω′) +O(∆t) . (18)
This quantity represents the accumulation rate of information needed to record a typical random path of the process
with the sampling ∆t. The smaller the sampling time, the larger the rate because randomness is generated continuously
in time. Such stochastic processes are much more random than chaotic dynamical systems since they are characterized
by an infinite KS entropy reached in the limit ∆t→ 0.
C. Broken time-reversal symmetry in nonequilibrium steady states
The time-reversal symmetry of the process can be investigated by defining the average decay rate of the probability
to observe the time reversal of some path
ωR = ωn · · ·ω2ω1 (19)
6among the typical paths of the process [76, 77]. This average decay rate is defined by an expression similar to Eq. (4)
hR = lim
n→∞
− 1
n∆t
∑
ω
pω ln pωR . (20)
The difference between both quantities is given by
hR − h = lim
n→∞
1
n∆t
D(pω‖pωR) (21)
in terms of a relative entropy or Kullback-Leibler divergence [78, 79], which is always non negative
D(pω‖pωR) =
∑
ω
pω ln
pω
pωR
≥ 0 . (22)
In this regard, the quantity (20) could be called a coentropy since it combines with the entropy to form the non-negative
Kullback-Leibler divergence [80]. If the process is time-reversal symmetric and the probabilities of every path and
its time reversal are equal, pω = pωR , the coentropy is equal to the entropy per unit time and the Kullback-Leibler
divergence vanishes. Therefore, this divergence characterizes the time asymmetry of the stochastic process.
If the coentropy is calculated with the path probability (16), we get
hR(∆t) =
(
ln
e
∆t
) ∑
ω 6=ω′
p(ω)W (ω, ω′)−
∑
ω 6=ω′
p(ω)W (ω, ω′) lnW (ω′, ω) +O(∆t) , (23)
which is similar to Eq. (18) except a permutation of ω and ω′ in the transition rate appearing in the logarithm [76].
Remarkably, the difference between the coentropy and the entropy converges in the limit ∆t→ 0 to the thermodynamic
entropy production (15) of the nonequilibrium steady state:
1
kB
diS
dt
= lim
∆t→0
[
hR(∆t)− h(∆t)] ≥ 0 . (24)
This relation shows that dynamical order manifests itself in nonequilibrium systems [81]. Related results have been
obtained for systems driven by time-dependent external forces [82].
A few comments are here in order about the similarities with respect to chaos-transport relationships such as
Eq. (8). Both types of relationships share the common structure that they express an irreversible property as the
difference between two large-deviation dynamical quantities characterizing the random paths of the process on a more
microscopic scale. Furthermore, we notice the similitude of both quantities appearing in this difference where the
first one is an average while the second one is an non-negative entropy per unit time. Since this latter characterizes
dynamical randomness in both contexts, these relationships show that there is in general no proportionality between
dynamical randomness and irreversible properties. The rate of information production by the microscopic dynamics or
a corresponding stochastic process is typically very large compared to the rate of thermodynamic entropy production,
which may even vanish at equilibrium although random transitions continue to proceed because of thermal agitation
and molecular fluctuations. In this regard, the difference is needed to establish the connection.
However, the relations (8) and (24) apply to distinct situations. The escape-rate formula (8) concerns the internal
classical dynamics of the system on the trapped trajectories, which form a set of zero Lebesgue measure in phase
space. In contrast, the relation (24) concerns the complementary set of trajectories coming from one reservoir and
going to the other one because this set constitutes the support of the nonequilibrium steady state. Moreover, the
latter relation characterizes the breaking of the time-reversal symmetry since the coentropy (20) combines with the
dynamical entropy (4) to form the Kullback-Leibler divergence (22) that vanishes when the symmetry is restored at
equilibrium. The relation (24) has been tested experimentally in nonequilibrium Brownian motion and electric RC
circuits [83, 84].
D. Effusion
As an interesting example, we may consider the effusion process of a dilute gas through a small hole of area σ in
a wall separating two reservoirs at different temperatures and particle densities, (nL, TL) and (nR, TR) [85–88]. This
process is illustrated in Fig. 1. The ideal gas is composed of monoatomic particles of mass m moving in free flights,
which are the solutions of Hamilton’s equations for the single-particle position r ∈ R3 and momentum p ∈ R3 with the
Hamiltonian function given by H = p2/(2m). The free flights are eventually interrupted by elastic collisions on the
7thin wall W reflecting the z-component of the momentum according to the collision rule, p′ = p− 2 (p ·uz)uz, where
uz is the unit vector in the z-direction perpendicular to the thin wallW . The motion of every particle is thus ruled by
a Hamiltonian flow Φt in the single-particle phase spaceM = {(r,p) ∈ (R3\W )⊗R3}. This single-particle flow is thus
symplectic, obeys Liouville’s theorem, and is symmetric under the time-reversal transformation Θ(r,p) = (r,−p):
Θ ◦ Φt ◦Θ = Φ−t.
W
nL, TL nR, TR
pi(C1)
pi(C2)
pi(ΘC1)
pi(C3)
pi(ΘC2)
pi(ΘC3)
FIG. 1: Schematic representation of the effusion process in the position space r = (x, y, z) ∈ (R3 \W ) where W denotes the wall
between the two reservoirs. The gas of non-interacting particles has different temperatures and densities in these reservoirs.
The particles may flow between the reservoirs through a hole of area σ in the wall W . The figure depicts the projection
pi(r,p) = r of three types of phase-space orbits Ci and their time reversal ΘCi (with i = 1, 2, 3).
In the left-hand reservoir, the particles come from z = −∞ with velocities distributed according to a Maxwell-
Boltzmann function at the temperature TL and the density nL. In the right-hand reservoir, they come from z = +∞
with velocities distributed at the temperature TR and the density nR. The single-particle distribution function is thus
given by
F (r,p) =
nC
(2πmkBTC)3/2
exp
(
− p
2
2mkBTC
)
, (25)
where the values of the particle density nC and the temperature TC are associated with the orbit C to which the
phase-space point (r,p) belongs and corresponding to the domain from which the orbit is coming. For the three types
of possible orbits depicted in Fig. 1, these values are the following:
nC = nL , TC = TL if (r,p) ∈ C1 , ΘC1 , C2 ; (26)
nC = nR , TC = TR if (r,p) ∈ C3 , ΘC3 , ΘC2 . (27)
The distribution function is invariant under the Hamiltonian flow, F [Φt(r,p)] = F (r,p). However, it is not symmetric
under time reversal, F [Θ(r,p)] 6= F (r,p), for nonequilibrium constraints such that nL 6= nR or TL 6= TR.
The effusion of the gas from each reservoir through the hole can be described as a stochastic process ruled by the
master equation:
d
dt
pt(∆E,∆N) =
∫ ∞
0
dǫwL(ǫ) [pt(∆E − ǫ,∆N − 1)− pt(∆E,∆N)]
+
∫ ∞
0
dǫwR(ǫ) [pt(∆E + ǫ,∆N + 1)− pt(∆E,∆N)] , (28)
for the probability pt(∆E,∆N) that an energy ∆E and ∆N particles are transferred in the direction L → R during
the time interval t [87]. The transition rates are given by
wL(ǫ) =
σ nL√
2πmkBTL
ǫ
kBTL
exp
(
− ǫ
kBTL
)
, (29)
wR(ǫ) =
σ nR√
2πmkBTR
ǫ
kBTR
exp
(
− ǫ
kBTR
)
, (30)
8for particles of kinetic energy ǫ = p2/(2m). This stochastic process is non stationary.
The system is driven out of equilibrium by the thermodynamic force, also called affinities defined as
thermal affinity: AE ≡ 1
kBTR
− 1
kBTL
, (31)
chemical affinity: AN ≡ µL
kBTL
− µR
kBTR
, (32)
where µL and µR are the chemical potentials of the reservoirs [89–91]. Since the gas is supposed to be ideal and
monoatomic, the affinity of the particle flow is given by
AN = ln
[
nL
nR
(
TR
TL
)3/2]
. (33)
We notice that the transition rates (29)-(30) are related to each other and to the affinities (31)-(32) by
wL(ǫ)
wR(ǫ)
= exp (ǫAE +AN ) , (34)
as the consequence of the nonequilibrium constraints on the flow of particles between both reservoirs. At the equilib-
rium thermodynamic state where the affinities vanish, the two transition rates are equal and the conditions of detailed
balancing are recovered. In the long-time limit, the thermodynamic entropy production is known to be given by [87]
1
kB
diS
dt
= AE〈JE〉+AN 〈JN 〉 ≥ 0 (35)
in terms of the affinities (31)-(32) and the average values of the net energy and particle currents between the reservoirs:
〈JE〉 =
∫ ∞
0
dǫ ǫ [wL(ǫ)− wR(ǫ)] , (36)
〈JN 〉 =
∫ ∞
0
dǫ [wL(ǫ)− wR(ǫ)] . (37)
Because of the infinite spatial extension of the reservoirs, the ideal gas contains an infinite number of particles and
an invariant probability measure can be constructed as a Poisson suspension on the basis of the invariant distribution
function (25) [92]. The single-particle distribution function gives the density of particles in an element of volume dr dp
at some point (r,p) in the single-particle phase space M. Accordingly, a microstate of the infinite-particle system is
given by
Γ = (r1,p1, r2,p2, ..., rN ,pN , ...) ∈M =M∞ . (38)
The Hamiltonian flow Γt = Φ
t(Γ0) of this infinite system is also time-reversal symmetric:
Θ ◦Φt ◦Θ = Φ−t , (39)
where Θ is the time-reversal transformation acting on the microstate (38) by reversing all the momenta: pi → −pi,
∀ i ∈ N.
The Poisson suspension is constructed as follows. For any six-dimensional domain D ⊂ M of the single-particle
phase space M, we consider the random events
AD,N = {Γ ∈M : card(Γ ∩ D) = N} , (40)
for which there are N particles in the domain D. The average number of particles in the phase-space domain D is
given by
ν(D) =
∫
D
F (r,p) dr dp (41)
in terms of the single-particle distribution function (25). The number N of particles in the domain D is a random
variable of Poisson distribution:
P (AD,N) = ν(D)
N
N !
e−ν(D) . (42)
9Moreover, random events in which disjoint domains have given particle numbers, are statistically independent so that
P (AD1,N1 ∩ AD2,N2) = P (AD1,N1) P (AD2,N2) if D1 ∩ D2 = ∅ . (43)
Both Eqs. (42) and (43) define the probability distribution of the so-called Poisson suspension [92]. The measure P
is normalized to unity and, therefore, defines a probability measure. This probability measure is invariant under the
time evolution of the Hamiltonian flow Φt:
P
(
ΦtA) = P (A) (44)
for any random event A. This is the consequence of the stationarity of the single-particle distribution function (25),
F [Φt(r,p)] = F (r,p), which implies the invariance ν (ΦtD) = ν (D) of the measure (41). The flow Φt in the infinite
phase spaceM and the invariant probability measure of the Poisson suspension defines the infinite-particle dynamical
system (Φt,M, P ). This dynamical system is known to have the ergodic, mixing, and Bernoulli properties [92].
Although the flow Φt has the microreversibility (39), the dynamical system is not symmetric under time reversal in
general because
P (ΘA) 6= P (A) if nL 6= nR or TL 6= TR , (45)
as noticed in Ref. [50]. The time-reversal symmetry is thus broken at the statistical level of description for the
stationary probability distribution P under nonequilibrium conditions nL 6= nR or TL 6= TR.
The dynamical randomness can be characterized in terms of the entropy per unit time of the Poisson suspension.
The time evolution of the system can be monitored by observing the position and momentum of every particle incident
on both sides of the wall at z = 0 on a large but finite area Σ including the small hole σ. The surface Σ is partitioned
in small cells ∆2A = ∆x∆y, which play the role of detectors measuring the position and momentum of every particle
with a given resolution ∆3r∆3p. The knowledge of all these events allows us to reconstruct the trajectories of all
the particles in the gas since the particles move in free flight possibly interrupted by elastic collisions on the wall, as
shown in Fig. 1. The number of particles incident on the cell [ri, ri +∆r] with the momentum [pi,pi +∆p] during
the time interval [0, T ] is equal to
Ni =
∣∣∣pzi
m
∣∣∣ T ∆2A F (ri,pi) ∆3p , (46)
where F (ri,pi) is the distribution function (25) for the orbit C followed by the corresponding particles. The initial
conditions of these Ni particles are distributed uniformly in space inside the volume |pzi/m|T∆2A. If space is
discretized in cells of volume ∆x∆y∆z, the number of different positions is given by
Mi =
∣∣∣pzi
m
∣∣∣ T ∆2A
∆x∆y∆z
=
∣∣∣pzi
m
∣∣∣ T
∆z
. (47)
The entropy per unit time is calculated as the rate of exponential growth with the time interval T of the number of
possible configurations of the Ni particles in the Mi positions [93–95]
h = lim
T→∞
1
T
ln
∏
i
MNii
Ni!
. (48)
Since the particles incident on each side of the surface Σ are distributed at the temperature and density of the
corresponding reservoir, the entropy per unit time is obtained as
h =
∫
pz>0
d3p
∫
Σ
d2A
∣∣∣pz
m
∣∣∣FL(p) ln e
FL(p)∆3r∆3p
+
∫
pz<0
d3p
∫
Σ
d2A
∣∣∣pz
m
∣∣∣FR(p) ln e
FR(p)∆3r∆3p
, (49)
where FL(p) and FR(p) are the single-particle distribution functions (25) respectively of the left-hand and right-hand
reservoirs. This entropy per unit time gives the accumulation rate of information by the detectors monitoring the
process. Since these detectors have a finite resolution ∆3r∆3p, the accumulation rate of information depends on
this resolution. The fact that the entropy per unit time increases logarithmically with the resolution means that
the random process is continuous in the corresponding variables (r,p) since the initial conditions of the particles are
distributed uniformly in space at given density and according to a Maxwell-Boltzmann distribution in momentum.
Now, the coentropy per unit time can be calculated similarly taking into account that the orbits fall in the two
subsets (26) and (27). The time-reversal symmetry exchanges the values of the temperature and density only for
the orbits going through the small hole of area σ in the wall W . For these orbits, the single-particle distribution
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function appearing in the logarithm should have the temperature and density of the time-reversed orbit. However,
the distribution function outside the logarithm should remain the same because the statistics continues to be carried
out over the typical orbits of the process (and not their time reversals). With these considerations, the time-reversed
coentropy per unit time is given by
hR =
∫
pz>0
d3p
[∫
Σ\σ
d2A
∣∣∣pz
m
∣∣∣FL(p) ln e
FL(p)∆3r∆3p
+
∫
σ
d2A
∣∣∣pz
m
∣∣∣FL(p) ln e
FR(p)∆3r∆3p
]
+
∫
pz<0
d3p
[∫
Σ\σ
d2A
∣∣∣pz
m
∣∣∣FR(p) ln e
FR(p)∆3r∆3p
+
∫
σ
d2A
∣∣∣pz
m
∣∣∣FR(p) ln e
FL(p)∆3r∆3p
]
. (50)
Taking the difference between the coentropy (50) and the entropy (49), we find the contributions of the orbits for
which the Poisson measure is not time-reversal symmetric:
hR − h = 1
2
∫
R3
d3p
∫
σ
d2A
∣∣∣pz
m
∣∣∣ [FL(p)− FR(p)] ln FL(p)
FR(p)
, (51)
where the symmetry pz → −pz of the Maxwell-Boltzmann distributions has been used. The ratio of the single-particle
distribution functions of both reservoirs can be written in terms of the affinities (31)-(32) as
FL(p)
FR(p)
= exp (ǫAE +AN ) , (52)
where ǫ = p2/(2m) is the kinetic energy of the particle. On the other hand, the single-particle distribution functions
multiplied by the velocity |pz/m| and integrated over some surface represent the fluxes of particles of given momentum
through this surface. Integrating these fluxes over the corresponding values of the momentum gives the transition
rates (29) and (30). Accordingly, we get
hR − h =
∫ ∞
0
dǫ [wL(ǫ)− wR(ǫ)] (ǫAE +AN ) = AE 〈JE〉+AN 〈JN 〉 = 1
kB
diS
dt
(53)
in terms of the average values (36) and (37) of the energy and particle currents and, thus, the thermodynamic
entropy production in the nonequilibrium steady state. Therefore, the breaking of the time-reversal symmetry by the
nonequilibrium steady state is characterized by the thermodynamic entropy production.
E. Quantum systems
We may wonder if such considerations would extend to quantum systems. Let us take electrons in a one-dimensional
lattice [96–101]. The Hamiltonian operator ruling this system reads
H = −
+∞∑
l=−∞
γl
(
d†l dl+1 + d
†
l+1 dl
)
, (54)
where d†l and dl are anticommuting creation-annihilation operators on lattice sites l ∈ Z separated by the distance a.
We consider a single spin orientation in order to simplify the notations and the discussion. The tunneling amplitudes
are supposed to become asymptotically constant
lim
l→±∞
γl = γ (55)
in order to model the scattering of electrons on a perturbation localed at finite distance. The resolution of this
scattering problem is well known in terms of the coefficients of transmission 0 ≤ T (ǫ) ≤ 1 and reflection R(ǫ) = 1−T (ǫ)
for incident waves coming from the left-hand or right-hand sides of the scatterer with the energy ǫ = −2γ cos(pa/~)
where p is the momentum of the electron and ~ Planck’s constant [96–101]. The left-hand and right-hand semi-infinite
sides of the scatterer constitute reservoirs. The situation is similar to the classical effusion process. However, the
electrons are here distributed according to Fermi-Dirac distributions
fj = fj(ǫ) =
1
eβj(ǫ−µj) + 1
with j = L,R , (56)
11
where ǫ = ǫ(p) is the energy of an electron in the reservoirs, βj = (kBTj)
−1 is the inverse temperature of the
jth reservoir, and µj its chemical potential.
An entropy per unit time has been introduced for quantum systems by Connes, Narnhofer, and Thirring [102]. In
the case of quasi-free algebra, an explicit expression is known for this dynamical entropy [103, 104]. If the present
system is considered in a nonequilibrium steady state, the electrons are freely coming from both reservoirs with their
corresponding momentum p so that the entropy per unit time is here given by
h =
∫ +∞
0
dp
2π~
∣∣∣∣ dǫdp
∣∣∣∣ [−fL ln fL − (1 − fL) ln(1− fL)] +
∫ 0
−∞
dp
2π~
∣∣∣∣ dǫdp
∣∣∣∣ [−fR ln fR − (1− fR) ln(1 − fR)] . (57)
This expression is analogous to Eq. (49) since |dǫ/dp| is the electron velocity corresponding to the classical velocity
|pz/m|. The logarithmic terms have the form consistent with Pauli exclusion principle according to which every
electronic orbital is either empty or occupied by at most one electron.
A time-reversed coentropy per unit time can be defined by considering that the electrons reflected by the scatterer
go back to the same reservoir at the same temperature and chemical potential, while the electrons transmitted through
the scatterer go to the other reservoir so that, under time reversal, the Fermi-Dirac distributions in the logarithms
remain the same with probability R(ǫ), but are replaced by the one of the opposite reservoir with probability T (ǫ).
Accordingly, the time-reversal coentropy per unit time can be written as
hR =
∫ +∞
0
dp
2π~
∣∣∣∣ dǫdp
∣∣∣∣ {R(ǫ) [−fL ln fL − (1− fL) ln(1− fL)] + T (ǫ) [−fL ln fR − (1− fL) ln(1− fR)]}
+
∫ 0
−∞
dp
2π~
∣∣∣∣ dǫdp
∣∣∣∣ {R(ǫ) [−fR ln fR − (1− fR) ln(1− fR)] + T (ǫ) [−fR ln fL − (1− fR) ln(1 − fL)]} . (58)
Since the dispersion relation giving the energy has the symmetry ǫ(−p) = ǫ(p) and the Fermi-Dirac distributions (56)
only depend on the energy ǫ, the difference between the coentropy and the entropy is equal to
hR − h =
∫ ∞
0
dǫ
2π~
T (ǫ) (fL − fR) ln fL(1− fR)
fR(1 − fL) . (59)
Because the Fermi-Dirac distributions (56) satisfy
fj
1− fj = e
−βj(ǫ−µj) for j = L,R , (60)
we find again that
hR − h = AE 〈JE〉+AN 〈JN 〉 = 1
kB
diS
dt
(61)
in terms of the affinities (31) and (32) but with the average currents here given by the Landauer-Bu¨ttiker formulas
〈JE〉 =
∫ ∞
0
dǫ
2π~
ǫ T (ǫ) (fL − fR) , (62)
〈JN 〉 =
∫ ∞
0
dǫ
2π~
T (ǫ) (fL − fR) , (63)
for a single spin orientation [96–101]. Here also, the difference between the coentropy and the entropy per unit time
is related to the thermodynamic entropy production.
The correspondence between the quantum and classical formulas is obtained by fixing the arbitrary phase-space vol-
ume introduced in the classical framework thanks to the non-vanishing quantum value of Planck’s constant according
to ∆3r∆3p = (2π~)3 [93–95].
Relationships similar to Eq. (61) involving a relative entropy at the path level of description and characterizing
time-reversal symmetry breaking have been obtained in a related framework [105].
IV. STATISTICS OF CURRENT FLUCTUATIONS
The breaking of the time-reversal symmetry by the nonequilibrium steady state also manifests itself at the level of
the fluctuations of the currents flowing across the system. This is nicely expressed in the so-called current fluctuation
theorems which have been proved for stochastic processes as well as for open quantum systems [28–38].
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A. Current fluctuation theorem for stochastic processes
A Markovian process ruled by the master equation (12) can be schematically represented by a graph [70]. The
vertices of the graph correspond to the coarse-grained states {ω} and the edges to the possible transitions ω ⇌ ω′. The
graph can be decomposed into cycles, allowing the definition of the instantaneous currents j(t) and the identification of
the affinitiesA driving the system out of equilibrium [31, 70]. These affinities are for instance the thermal affinity (31),
as well as the chemical affinities (32) for the different particle species that may flow across the system. Their fluctuating
currents are defined by averaging the instantaneous currents over some given time interval [0, t] as
J =
1
t
∫ t
0
j(t′) dt′ . (64)
The system is supposed to evolve in a nonequilibrium steady state of affinities A. If PA(J) denotes the probability
density that the fluctuating currents would take the values J in the steady state A, the current fluctuation theorem
asserts that the ratio of the probabilities of opposite fluctuations behaves as
PA(J)
PA(−J) ≃ e
A·J t for t→∞ . (65)
At equilibrium where the affinities vanish, the principle of detailed balance is recovered because the probabilities of
the opposite fluctuations are thus in balance: P0(J) ≃ P0(−J). Out of equilibrium, the fluctuation theorem expresses
the directionality induced by the affinities on the current fluctuations.
The current fluctuation theorem can be alternatively expressed in terms of the cumulant generating function
QA(λ) = lim
t→∞
−1
t
ln
〈
e−λ·J t
〉
A
(66)
which is also a large-deviation property [106]. The average values of the currents, their diffusivities, as well as
their higher cumulants are given by taking the successive derivatives of this generating function with respect to the
corresponding counting parameters λ:
〈Jα〉A = ∂QA
∂λα
∣∣∣
λ=0
, (67)
Dαβ(A) = −1
2
∂2QA
∂λα∂λβ
∣∣∣
λ=0
, (68)
Cαβγ(A) =
∂3QA
∂λα∂λβ∂λγ
∣∣∣
λ=0
, (69)
...
The remarkable result is that the generating function (66) obeys the symmetry relation
QA(λ) = QA(A−λ) , (70)
as the direct consequence of the fluctuation theorem (65). This symmetry has implications when the generating
function is differentiated with respect to the counting parametersλ and the affinitiesA. For this reason, the fluctuation
theorem has consequences among the statistical cumulants of the currents and their derivatives with respect to the
affinities, which probe the response properties of the system. Indeed, an average current can be expanded in powers
of the affinities as
〈Jα〉A =
∑
β
Lα,β Aβ +
1
2
∑
β,γ
Mα,βγ Aβ Aγ + · · · (71)
with the linear and nonlinear response coefficients:
Lα,β =
∂2QA
∂λα∂Aβ
∣∣∣
λ=A=0
, (72)
Mα,βγ ≡ ∂
3QA
∂λα∂Aβ∂Aγ
∣∣∣
λ=A=0
, (73)
...
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The symmetry relation (70) not only implies the Green-Kubo formulas and the Onsager reciprocity relations for the
linear response coefficients:
Lα,β = Dαβ(0) , (74)
Lα,β = Lβ,α , (75)
but also generalizations of these relations to the higher cumulants and the nonlinear response coefficients [30, 43, 44].
In particular, the nonlinear response coefficients (73) are related to the diffusivities (68) according to
Mα,βγ =
(
∂Dαβ
∂Aγ
+
∂Dαγ
∂Aβ
)
A=0
, (76)
which is a generalization of the Green-Kubo formulas. A generalization of the Onsager reciprocity relations is given
by (
∂Cαβγ
∂Aδ
)
A=0
= −1
2
∂4QA
∂λα∂λβ∂λγ∂λδ
∣∣∣
λ=A=0
, (77)
which shows that the left-hand side is totally symmetric under the permutations of the four indices. Similar relations
exist at higher orders as well. They are the consequences of the underlying microreversibility.
Nowadays, the current fluctuation theorem and its consequences for the linear and nonlinear response coefficients
have been established for a broad range of stochastic processes, in particular, describing nonequilibrium chemical
reactions [28, 107], molecular motors [108, 109], effusion processes [87, 88], diffusion processes [110], gas flows ruled
by the fluctuating Boltzmann equation [111], and mesoscopic electronic circuits with quantum dots [29, 112].
B. Current fluctuation theorem for open quantum systems
Time-reversal symmetry relations have also been established for the currents flowing across open quantum systems
driven out of equilibrium by non-vanishing affinities [29, 32–38, 113]. For quantum systems, these relations have been
established directly from the Hamiltonian quantum dynamics of the system in contact with the reservoirs. In the
presence of an external magnetic field B, the symmetry of a time-dependent Hamiltonian operator H(t;B) under
time reversal Θ reads
ΘH(t;B)Θ−1 = H(t;−B) . (78)
The external magnetic field is reversed because the external currents in the coils generating the field are also reversed
under time reversal.
The statistics of the currents is carried out between two measurements separated by some time interval [0, t] [34].
∆Ej and ∆Njk denote the variations in the energy and the number of particles k in the j
th reservoir during the
time interval [0, t]. A forward protocol is compared with a reversed protocol. The forward and reversed protocols
start with the reservoirs in grand-canonical equilibrium states at the inverse temperatures βj and chemical potentials
µjk. Comparing the probabilities of opposite variations of the energies and particles numbers during the forward and
reversed protocols, the following relation is the consequence of the time-reversal symmetry (78)
PF(∆Ej ,∆Njk;B)
PR(−∆Ej ,−∆Njk;−B) = e
∑
j
βj(∆Ej−
∑
k
µjk∆Njk−∆Φj) (79)
in terms of the differences ∆Φj in the grand potentials during the time interval [0, t] [34–38]. In the case of a closed
system driven by a time-dependent external force, this relation is known as quantum Crooks fluctuation theorem and
it implies quantum Jarzynski nonequilibrium work equality [36–38]. This latter can also be obtained from a different
approach based on quantum functional symmetry relations [114].
In any case, the relation (79) concerns a transient process driven by the time-dependent Hamiltonian H(t;B). If
we are interested in the current fluctuation theorem for the system in nonequilibrium steady states, the Hamiltonian
should remain essentially constant during the time interval [0, t]. Moreover, the symmetry relation (79) should be
transformed into a new relation for the differences of energies and particle numbers flowing between the jth reservoir
and some reference reservoir. Indeed, the nonequilibrium process is driven by the affinities (31)-(32) that are defined by
the differences of inverse temperatures and chemical potentials with respect to the reference reservoir. Nevertheless,
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a current fluctuation theorem can be proved for open quantum systems in nonequilibrium steady states of given
affinities A and the symmetry relation
QA(λ;B) = QA(A− λ;−B) (80)
has been obtained for the cumulant generating function of the currents in the presence of an external magnetic field
[34]. The theory leads to the Levitov-Lesovik formula for the generating function of full counting statistics in electron
quantum transport [115–117].
By taking successive derivatives with respect to the counting parameters λ, the Green-Kubo formulas and Casimir-
Onsager reciprocity relations can be generalized to higher-order responses properties thanks to the current fluctuation
theorem [33, 34, 43, 44]. These results are investigated experimentally in mesoscopic electronic circuits [118–121].
V. EQUILIBRIUM SYSTEMS
Broken symmetries in equilibrium states can be characterized by using similar considerations as for the breaking
of time reversal in nonequilibrium steady states [80, 122]. In magnetic systems at equilibrium for instance, a non-
vanishing magnetization can be induced by an external magnetic field, which thus breaks the symmetry of the
Hamiltonian.
Let us consider systems composed of N spins σ = {σi}Ni=1 with σi ∈ {+1,−1}. The energy of the system is given
by the Hamiltonian function
HN (σ;B) = HN (σ ; 0)−BMN (σ) , (81)
where B is the external magnetic field and
MN (σ) =
N∑
i=1
σi (82)
the magnetization, which is the order parameter. The spin reversal is defined as
σR = Rσ = −σ , (83)
which generates the discrete group Z2 = {1, R}.
In the absence of external magnetic field, the Hamiltonian is symmetric under spin reversal while the magnetization
is reversed:
RHN (σ ; 0)R = HN (σ ; 0) , (84)
RMN (σ)R = −MN(σ) , (85)
so that
RHN (σ ;B)R = HN (σ ;−B) . (86)
The system is supposed to be in the Gibbsian canonical equilibrium state (1) at the temperature T with Eσ =
HN (σ ;B). Examples of such systems are given by the Ising and Curie-Weiss models. In these systems, the external
field is known to induce a magnetization, which breaks the Z2 symmetry of the Hamiltonian in the absence of external
field.
A. Entropy, coentropy, and broken symmetry
For such equilibrium systems, we can define the usual thermodynamic entropy
S = −kB
∑
σ
pσ ln pσ , (87)
as well as the spin-reversed coentropy
SR = −kB
∑
σ
pσ ln pσR (88)
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in analogy with Eq. (20). Their difference is proportional to the Kullback-Leibler divergence
D (pσ‖pσR) =
∑
σ
pσ ln
pσ
pσR
=
1
kB
(
SRN − SN
)
= 2
B〈MN〉B
kBT
≥ 0 . (89)
Therefore, the average value of the magnetization is always oriented in the same direction as the external magnetic
field under the assumptions (84)-(85). Moreover, the coentropy is always larger or equal to the entropy. The relation
(89) is to spin reversal what Eqs. (21)-(22) are to time reversal [80].
B. Fluctuation theorem for the magnetization
In a large but finite system composed of N spins, the magnetization is a fluctuating variable and we may introduce
the probability PB(M) that the magnetization takes the value M =MN(σ) as
PB(M) =
〈
δM,MN (σ)
〉
B
. (90)
In systems with the symmetry (86), this probability distribution obeys the fluctuation theorem:
PB(M)
PB(−M) = e
2βBM (91)
with β = (kBT )
−1 [80, 122]. This relation is proved as follows:
PB(M) =
1
ZN(B)
∑
σ
e−βHN (σ;0)+βBMN (σ) δM,MN (σ)
=
1
ZN(B)
∑
σ
e−βHN (σ;0)−βBMN (σ) δM,−MN (σ)
=
1
ZN(B)
e2βBM
∑
σ
e−βHN (σ;0)+βBMN (σ) δ−M,MN (σ)
= e2βBM PB(−M) , (92)
where the sum over all the spin configurations has been replaced by the equivalent sum over the spin-reversed
configurations since they both form to the same set: R{+1,−1}N = {+1,−1}N . Thereafter, the symmetries (84)
and (85) are used. Finally, the Kronecker delta function allows us to restore the canonical equilibrium distribution
by factorizing exp(2βBM) out of the sum.
Here, the fluctuation relation characterizes the breaking of the spin-reversal symmetry by the external magnetic
field. If this latter vanishes, we recover the symmetry P0(M) = P0(−M). Otherwise, the fluctuations of magnetization
prefer the direction given by the external magnetic field. The equilibrium fluctuation relation (91) is analogous to the
nonequilibrium fluctuation relation (65).
VI. CONCLUSIONS AND PERSPECTIVES
In this paper, an overview is presented of recent advances in nonequilibrium statistical mechanics about the statistics
of random paths and current fluctuations. These advances are developed in an approach where the statistics of random
events is performed in time or spacetime in analogy with equilibrium statistical mechanics where statistics is performed
in space. In this approach, large-deviation relationships can be established between nonequilibrium properties such
as the transport coefficients, the thermodynamic entropy production, or the affinities, and quantities characterizing
the underlying microscopic Hamiltonian dynamics or corresponding stochastic processes. Several classes of systems
have been studied in this way.
Open classical Hamiltonian systems can be considered in the escape-rate formalism [6, 50]. These systems are set
in transient nonequilibrium regimes by allowing their trajectories to escape from some phase-space domain delimited
by absorbing boundary conditions, which define first-passage problems. A conditionally invariant probability measure
can be constructed, which has for support the set of trapped trajectories that do not escape. This probability measure
determines the escape rate, the Kolmogorov-Sinai entropy per unit time – which is non-vanishing in the case of chaotic
dynamics – and the Lyapunov exponents characterizing the sensitivity to initial conditions. In systems sustaining
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transport by diffusion, viscosity, or heat conductivity, the escape rate is proportional to the corresponding transport
coefficient and a geometrical factor. In this formalism, early large-deviation relationships could be established between
nonequilibrium properties and the characteristic quantities of chaos in the underlying dynamics [6, 50].
These chaos-transport relationships have inspired further work on systems maintained in nonequilibrium steady
states by their interaction with reservoirs. The presence of many degrees of freedom in the reservoirs can be taken
into account by describing such systems in terms of stochastic processes. The system is driven out of equilibrium by
thermodynamic forces, also called affinities, that are defined in terms of the difference of temperatures and chemical
potentials between the reservoirs. In nonequilibrium steady states, the invariant probability measure breaks the time-
reversal symmetry and directionality appears in the form of average currents induced by the affinities and flowing
across the system. The thermodynamic entropy production turns out to characterize time-reversal symmetry breaking,
as shown by large-deviation relationships similar to the chaos-transport formulas. Indeed, the entropy production
can be expressed as the difference between two quantities. The first, called coentropy, is the statistical average of
the decay rate of the probabilities to find time-reversed paths in the process and the second is the analogue of the
Kolmogorov-Sinai entropy for the stochastic process. The difference gives a relative entropy, also called a Kullback-
Leibler divergence, which is known to be always non negative so that the result is in agreement with the second
law of thermodynamics. The relationship is illustrated for effusion processes and extends to quantum systems with
quasi-free fermionic particles.
Besides, large-deviation theory also applies to the statistics of current fluctuations in nonequilibrium steady states.
Multivariate fluctuation theorems have been proved for all the currents flowing across a system in contact with
several reservoirs on the ground of microreversibility. Current fluctuation theorems have been obtained for stochastic
processes [31], as well as open quantum systems [34]. These theorems allow us to generalize the Green-Kubo formulas
and the Onsager or Casimir-Onsager reciprocity relations from linear to nonlinear response properties [30, 34]. These
results apply in particular to electron transport in semiconducting mesoscopic devices, as well as to molecular motors,
and experiments are under way to investigate these relations and their implications [118–121, 123].
Going back to equilibrium statistical mechanics, fluctuation theorems and other large-deviation relationships can
be used to study other broken symmetries than time reversal [80, 122]. For instance, magnetic systems in an external
magnetic field may have a non-vanishing average magnetization, which thus breaks spin-reversal symmetry in much
the same way as the average currents flowing across a nonequilibrium system break time-reversal symmetry. This
approach opens new promising perspectives to understand broken symmetries and their consequences in equilibrium
and nonequilibrium systems.
Acknowledgments
This research is financially supported by the Universite´ Libre de Bruxelles and the Belgian Federal Government
under the Interuniversity Attraction Pole project P7/18 “DYGEST”.
[1] Ya. G. Sinai, Russ. Math. Surveys 27, 21 (1972).
[2] R. Bowen, Equilibrium States and the Ergodic Theory of Anosov Diffeomorphisms, Lect. Notes in Math. 470 (Springer,
Berlin, 1975).
[3] D. Ruelle, Thermodynamic Formalism (Addison-Wesley, Reading MA, 1978).
[4] A. N. Kolmogorov, Dokl. Akad. Nauk SSSR 124, 754 (1959).
[5] Ya. G. Sinai, Dokl. Akad. Nauk SSSR 124, 768 (1959).
[6] P. Gaspard and G. Nicolis, Phys. Rev. Lett. 65, 1693 (1990).
[7] P. Gaspard and F. Baras, Phys. Rev. E 51, 5332 (1995).
[8] J. R. Dorfman and P. Gaspard, Phys. Rev. E 51, 28 (1995).
[9] P. Gaspard and J. R. Dorfman, Phys. Rev. E 52, 3525 (1995).
[10] M. Mareschal and B. L. Holian, Edtitors, Microscopic Simulations of Complex Hydrodynamic Phenomena (Plenum, New
York, 1992).
[11] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Phys. Rev. Lett. 71, 2401 (1993).
[12] D. J. Evans and D. J. Searles, Phys. Rev. E 50, 1645 (1994).
[13] G. Gallavotti and E. G. D. Cohen, Phys. Rev. Lett. 74, 2694 (1995).
[14] G. Gallavotti, Phys. Rev. Lett. 77, 4334 (1996).
[15] J. Kurchan, J. Phys. A: Math. Gen. 31, 3719 (1998).
[16] J. L. Lebowitz and H. Spohn, J. Stat. Phys. 95, 333 (1999).
[17] C. Maes, J. Stat. Phys. 95, 367 (1999).
[18] C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997).
17
[19] G. E. Crooks, J. Stat. Phys. 90, 1481 (1998).
[20] G. E. Crooks, Phys. Rev. E 60, 2721 (1999).
[21] C. Jarzynski, J. Stat. Phys. 98, 77 (2000).
[22] C. Jarzynski, Annu. Rev. Condens. Matter Phys. 2, 329 (2011).
[23] D. J. Evans and D. J. Searles, Adv. Phys. 51, 1529 (2002).
[24] R. J. Harris and G. M. Schu¨tz, J. Stat. Mech.: Th. Exp. P07020 (2007).
[25] B. Derrida, J. Stat. Mech.: Th. Exp. P07023 (2007).
[26] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
[27] V. Jaksˇic´, Y. Ogata, C.-A. Pillet, and R. Seiringer, Rev. Math. Phys. 24, 1230002 (2012).
[28] D. Andrieux and P. Gaspard, J. Chem. Phys. 121, 6167 (2004).
[29] D. Andrieux and P. Gaspard, J. Stat. Mech.: Th. Exp. P01011 (2006).
[30] D. Andrieux and P. Gaspard, J. Stat. Mech.: Th. Exp. P02006 (2007).
[31] D. Andrieux and P. Gaspard, J. Stat. Phys. 127, 107 (2007).
[32] H. Fo¨rster and M. Bu¨ttiker, Phys. Rev. Lett. 101, 136805 (2008).
[33] K. Saito and Y. Utsumi, Phys. Rev. B 78, 115429 (2008).
[34] D. Andrieux, P. Gaspard, T. Monnai, and S. Tasaki, New J. Phys. 11, 043014 (2009); Erratum, ibid. 11, 109802 (2009).
[35] M. Esposito, U. Harbola, and S. Mukamel, Rev. Mod. Phys. 81, 1665 (2009).
[36] P. Talkner and P. Ha¨nggi, J. Phys. A 40, F569 (2007).
[37] P. Talkner, E. Lutz, and P. Ha¨nggi, Phys. Rev. E 75, 050102R (2007).
[38] M. Campisi, P. Ha¨nggi, and P. Talkner, Rev. Mod. Phys. 83, 771 (2011).
[39] M. S. Green, J. Chem. Phys. 20, 1281 (1952); 22, 398 (1954).
[40] R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).
[41] L. Onsager, Phys. Rev. 37, 405 (1931).
[42] H. B. G. Casimir, Rev. Mod. Phys. 17, 343 (1945).
[43] G. N. Bochkov and Yu. E. Kuzovlev, Sov. Phys. JETP 45, 125 (1977).
[44] G. N. Bochkov and Yu. E. Kuzovlev, Sov. Phys. JETP 49, 543 (1979).
[45] J.-P. Eckmann and D. Ruelle, Rev. Mod. Phys. 57, 617 (1985).
[46] P. Gaspard and S. A. Rice, J. Chem. Phys. 90, 2225, 2242, 2255 (1989).
[47] H. Kantz and P. Grassberger, Physica D 17, 75 (1985).
[48] N. Chernov and R. Markarian, Bol. Soc. Brasil. Mat. 28, 271, 315 (1997).
[49] N. Chernov, R. Markarian, and S. Troubetzkoy, Ergod. Th. Dyn. Syst. 20, 1007 (2000).
[50] P. Gaspard, Chaos, Scattering and Statistical Mechanics (Cambridge University Press, Cambridge UK, 1998).
[51] J. R. Dorfman, An Introduction to Chaos in Nonequilibrium Statistical Mechanics (Cambridge University Press, Cam-
bridge UK, 1999).
[52] L. A. Bunimovich and Ya.G. Sinai, Commun. Math. Phys. 78, 247 (1980); 78, 479 (1980).
[53] A. Knauf, Commun. Math. Phys. 110, 89 (1987).
[54] E. Helfand, Phys. Rev. 119, 1 (1960).
[55] S. Viscardy and P. Gaspard, Phys. Rev. E 68, 041204 (2003).
[56] S. Viscardy and P. Gaspard, Phys. Rev. E 68, 041205 (2003).
[57] C. Appert, H. van Beijeren, M. H. Ernst, and J. R. Dorfman, Phys. Rev. E 54, R1013 (1996).
[58] V. Lecomte, C. Appert-Rolland, and F. van Wijland, Phys. Rev. Lett. 95, 010601 (2005).
[59] M. Merolle, J. P. Garrahan, and D. Chandler, Proc. Natl. Acad. Sci. U.S.A. 102, 10837 (2005).
[60] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard, K. van Duijvendijk, and F. van Wijland, Phys. Rev. Lett. 98, 195702
(2007).
[61] R. Balescu, Equilibrium and Nonequilibrium Statistical Mechanics (Wiley, New York, 1975).
[62] J. P. Boon and S. Yip, Molecular Hydrodynamics (Dover, New York, 1980).
[63] P. Gaspard, I. Claus, T. Gilbert, and J. R. Dorfman, Phys. Rev. Lett. 86, 1506 (2001).
[64] J. R. Dorfman, P. Gaspard, and T. Gilbert, Phys. Rev. E 66, 026110 (2002).
[65] N. Wax, Editor, Selected Papers on Noise and Stochastic Processes (Dover, New York, 1954).
[66] P. Gaspard, in: G. Radons, B. Rumpf, and H. G. Schuster, Editors, Nonlinear Dynamics of Nanosystems (Wiley-VCH,
Weinheim, 2010) pp. 1-74.
[67] P. Gaspard and T. Gilbert, New J. Phys. 10, 103004 (2008).
[68] G. Nicolis, J. Stat. Phys. 6, 195 (1972).
[69] G. Nicolis and I. Prigogine, Self-Organization in Nonequilibrium Systems (Wiley, New York, 1977).
[70] J. Schnakenberg, Rev. Mod. Phys. 48, 571 (1976).
[71] N. G. van Kampen, Stochastic Processes in Physics and Chemistry (North-Holland, Amsterdam, 1981).
[72] C. W. Gardiner, Handbook of Stochastic Methods, 3rd Edition (Springer, Berlin, 2004).
[73] S. Weinberg, The Quantum Theory of Fields, vol. I (Cambridge University Press, Cambridge UK, 1995).
[74] P. Gaspard, J. Chem. Phys. 120, 8898 (2004).
[75] P. Gaspard and X.-J. Wang, Phys. Rep. 235, 291 (1993).
[76] P. Gaspard, J. Stat. Phys. 117, 599 (2004).
[77] C. Maes and K. Netocˇny´, J. Stat. Phys. 110, 269 (2003).
[78] A. Wehrl, Rev. Mod. Phys. 50, 221 (1978).
[79] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd edition (Wiley, Hoboken, 2006).
18
[80] P. Gaspard, J. Stat. Mech.: Th. Exp. P08021 (2012).
[81] P. Gaspard, C. R. Physique 8, 598 (2007).
[82] R. Kawai, J. M. R. Parrondo, and C. Van den Broeck, Phys. Rev. Lett. 98, 080602 (2007).
[83] D. Andrieux, P. Gaspard, S. Ciliberto, N. Garnier, S. Joubaud, and A. Petrosyan, Phys. Rev. Lett. 98, 150601 (2007).
[84] D. Andrieux, P. Gaspard, S. Ciliberto, N. Garnier, S. Joubaud, and A. Petrosyan, J. Stat. Mech.: Th. Exp. P01002
(2008).
[85] M. Knudsen, Ann. d. Physik 28, 999 (1909).
[86] R. D. Present, Kinetic Theory of Gases (McGraw-Hill, New York, 1958).
[87] B. Cleuren, C. Van den Broeck, and R. Kawai, Phys. Rev. E 74, 021117 (2006).
[88] P. Gaspard and D. Andrieux, J. Stat. Mech.: Th. Exp. P03024 (2011).
[89] T. De Donder and P. Van Rysselberghe, Affinity (Stanford University Press, Menlo Park CA, 1936).
[90] I. Prigogine, Introduction to Thermodynamics of Irreversible Processes (Wiley, New York, 1967).
[91] H. B. Callen, Thermodynamics and an Introduction to Thermostatistics (Wiley, New-York, 1985).
[92] I. P. Cornfeld, S. V. Fomin, and Ya. G. Sinai, Ergodic Theory (Springer, New York, 1982).
[93] P. Gaspard, in: H. A. Cerdeira, R. Ramaswamy, M. C. Gutzwiller, and G. Casati, Editors, Quantum Chaos (World
Scientific, Singapore, 1991) pp. 348-370.
[94] P. Gaspard, in: P. Cvitanovic´, I. Percival, and A. Wirzba, Editors, Quantum Chaos - Quantum Measurement (Kluwer,
Dordrecht, 1992) pp. 19-42.
[95] P. Gaspard, Prog. Theor. Phys. Suppl. 116, 369 (1994).
[96] Y. M. Blanter and M. Bu¨ttiker, Phys. Rep. 336, 1 (2000).
[97] S. Tasaki, Chaos, Solitons & Fractals 12, 2657 (2001).
[98] V. Jaksˇic´ and C.-A. Pillet, Commun. Math. Phys. 217, 285 (2001).
[99] V. Jaksˇic´ and C.-A. Pillet, J. Stat. Phys. 108, 787 (2002).
[100] W. Aschbacher, V. Jaksˇic´, Y. Pautrat, and C.-A. Pillet, J. Math. Phys. 48, 032101 (2007).
[101] L. Bruneau, V. Jaksˇic´, and C.-A. Pillet, Commun. Math. Phys. 319, 501(2013).
[102] A. Connes, H. Narnhofer, and W. Thirring, Commun. Math. Phys. 112, 691 (1987).
[103] H. Narnhofer and W. Thirring, Lett. Math. Phys. 14, 89 (1987).
[104] F. Benatti, T. Hudetz, and A. Knauf, Commun. Math. Phys. 198, 607 (1998).
[105] I. Callens, W. De Roeck, T. Jacobs, C. Maes, and K. Netocˇny´, Physica D 187, 383 (2004).
[106] H. Touchette, Phys. Rep. 478, 1 (2009).
[107] D. Andrieux and P. Gaspard, J. Chem. Phys. 128, 154506 (2008).
[108] D. Andrieux and P. Gaspard, Phys. Rev. E 74, 011906 (2006).
[109] D. Lacoste and K. Mallick, Phys. Rev. E 80, 021923 (2009).
[110] P. I. Hurtado, C. Pe´rez-Espigares, J. J. del Pozo, and P. L. Garrido, Proc. Natl. Acad. Sci. U.S.A. 108, 7704 (2011).
[111] P. Gaspard, Physica A 392, 639 (2013).
[112] G. Bulnes Cuetara, M. Esposito, and P. Gaspard, Phys. Rev. B 84, 165114 (2011).
[113] J. Tobiska and Yu. V. Nazarov, Phys. Rev. B 72, 235328 (2005).
[114] D. Andrieux and P. Gaspard, Phys. Rev. Lett. 100, 230404 (2008).
[115] L. S. Levitov and G. B. Lesovik, JETP Lett. 58, 230 (1993).
[116] L. S. Levitov, H. W. Lee, and G. B. Lesovik, J. Math. Phys. 37, 4845 (1996).
[117] P. Gaspard, in: R. Klages, W. Just, and C. Jarzynski, Editors, Nonequilibrium Statistical Physics of Small Systems:
Fluctuation Relations and Beyond (Wiley-VCH, Weinheim, 2013) pp. 213-257.
[118] Y. Utsumi, D. S. Golubev, M. Marthaler, K. Saito, T. Fujisawa, and G. Scho¨n, Phys. Rev. B 81, 125331 (2010).
[119] S. Nakamura, Y. Yamauchi, M. Hashisaka, K. Chida, K. Kobayashi, T. Ono, R. Leturcq, K. Ensslin, K. Saito, Y. Utsumi,
and A. C. Gossard, Phys. Rev. Lett. 104, 080602 (2010).
[120] S. Nakamura, Y. Yamauchi, M. Hashisaka, K. Chida, K. Kobayashi, T. Ono, R. Leturcq, K. Ensslin, K. Saito, Y. Utsumi,
and A. C. Gossard, Phys. Rev. B 83, 155431 (2011).
[121] B. Ku¨ng, C. Ro¨ssler, M. Beck, M. Marthaler, D. S. Golubev, Y. Utsumi, T. Ihn, and K. Ensslin, Phys. Rev. X 2, 011001
(2012).
[122] P. Gaspard, Phys. Scr. 86, 058504 (2012).
[123] S. Toyabe, T. Watanabe-Nakayama, T. Okamoto, S. Kudo, and E. Muneyuki, Proc. Natl. Acad. Sci. U.S.A. 108, 17951
(2011).
