In the field of project management, complexity is closely related to project outcomes and hence project success and failure factors. Subjectivity is inherent to these concepts, which are also influenced by sectorial, cultural, and geographical differences. While theoretical frameworks to identify organizational complexity factors do exist, a thorough and multidimensional account of organizational complexity must take into account the behavior and interrelatedness of these factors. Our study is focused on analyzing the combinations of failure factors by means of self-organizing maps (SOM) and clustering techniques, thus getting different patterns about the project managers perception on influencing project failure causes and hence project complexity. The analysis is based on a survey conducted among project manager practitioners from all over the world to gather information on the degree of influence of different factors on the projects failure causes. The study is cross-sectorial. Behavioral patterns were found, concluding that in the sampled population there are five clearly differentiated groups (clusters) and at least three clear patterns of answers. The prevalent order of influence is project factors, organization related factors, project manager and team members factors, and external factors.
Introduction
As projects have become more and more complex, there is an increasing concern about the concept of project complexity and its influence upon the project management process. Projects have certain critical characteristics that determine the appropriate actions to manage them successfully. Project complexity (organizational, technological, informational, etc.) is one such project dimension. The project dimension of complexity is widespread within project management literature. In the field of projects, complexity is closed related to the causal factors to get the project outcomes, which in the project management field is usually referred to as "project success/failure factors". Better understanding of project success/failure factors is a key point for creating a strategy to manage complexity.
Most attributes of complexity are known to be constantly changing variables such as project type, project size, project location, project team experience, interfaces within a project, logistics/market conditions, geopolitical and social issues, and permitting and approvals [1] . Several studies focus on project complexity and the factors that influence its effect on project success. In general, there is not a clear difference between complexity and success factors when considering the literature of project management. For instance, Gidado defined project complexity and identified the factors that influence its effect on project success in relation to estimated production time and cost, based on literature search and structured interviewing of practitioners [2] . Kermanshachi et al. [3] consider that when complexity is poorly understood and managed, project failure becomes the norm. They focused on strategies to manage complexity in order to increase the likelihood of project success. Vidal and Marle [4] define project complexity as a property of a project, which makes it difficult to understand, foresee, and control the project's overall behavior. Remington et al. [5] believe that a complex project demonstrates a number of characteristics to a degree, or level of severity, that makes it difficult to predict 2 Complexity project outcomes or manage projects. One of the project complexity definitions that best fits the aim of this study was the one given by Kermanshachi et al.: "Project complexity is the degree of interrelatedness between project attributes and interfaces, and their consequential impact on predictability and functionality" [3] . This definition can guide the identification of project complexity indicators and management strategies which reduce the undesired outcomes often related to project complexity. Under this context, we can expect a relationship among project failure causes (derived from project attributes and interfaces) and project complexity.
Success in projects is more complex than just meeting cost, deadlines, and specifications. In fact, customer satisfaction with the final result has a lot to do with the perception of success or failure in a project. In the end, what really matters is whether the parties associated with and affected by a project are satisfied or not [6] . Meeting deadlines and costs does not really matter if the final project outcomes do not meet expectations.
However, our work is not focused on the concepts of success or failure but on the study of the aspects that lead to the failure in projects and their combinations, considering that the complexity of a project is determined by these factors. There are plenty of factors whose application is significant for the success or failure of a project. In the literature, these are called critical success factors, and many studies have been devoted to define, clarify, and analyze such factors. Success factors are subjected to the perceptions of the ones involved in the project development, depending not only on the stakeholder but also on cultural or geographical differences, which are reflected in the context of the organization [7] . There are also a lot of sectorial influences. For example, Huysegoms et al. have identified the causes of failure in software product lines context [8] . Other examples can be found in [9] [10] [11] [12] .
Obviously, projects fail due to many different reasons, if we understand "failure" as the systematic and widespread noncompliance of the criteria which define a successful project [13] . Nevertheless, due to the inner subjectivity of the concept, each person working in the same project has a personal opinion about the determining causes of its failure. These opinions can also vary depending on the type and sector of projects, so that distinctive patterns of causes are associated with the failure of specific kinds of projects. The most usual is that a combination of several factors with different levels of influence in different stages of the life cycle of a project result in its success or failure.
Most of the studies in the literature focus on determining lists of factors and their categorization, ranking them according to their influence level. Nevertheless, projects behavior derives from "systematic interrelated sets of factors" rather than single causal factors and the fact that true causes of project outcomes are difficult to identify [14, 15] . The interactions between the different factors seem to be as important as each factor separately. However, there seems to be no formal way to account for these interrelations, which may be the reason why this point is weakly treated in the literature. Our study is focused on analyzing the combination of these factors by means of clustering techniques, thus getting different patterns about the project manager practitioners perception on influencing project failure causes and hence project complexity.
The work here presented is part of a more global study analyzing success factors and failure causes in projects. A questionnaire has been aimed specifically to project management practitioners to gather information on the degree of influence of different factors on the failure or success in a project. The questionnaire inquires about their perception on the most influential factors to be considered to reach success, as well as the common failure causes they have most frequently encountered. A selection of critical success factors and failure causes were selected as a basis for the questionnaire, compiling previous research work results [16, 17] with the most frequent causes reflected in the literature. The questionnaire is generic, not intended for any specific sector or geographical area. Although it is not focused on any particular project or field, it gathers this type of information to be able to correlate it. The survey was distributed anonymously to recipients through LinkedIn, an Internet professional network. Such study determines the most frequent failure causes and the most important success factors in real world projects. In the initial stage, a statistical analysis of the sample data was conducted with the aim of answering the question of whether the valuations depend on the geographical areas of the respondents or on the types of projects that have been carried out [16] . The study shows that there is no absolute criterion and that subjectivity is the inherent characteristic of those valuations. So, as a complementary study, clustering techniques are applied in order to find patterns in the set of received answers. This paper presents the obtained results. Our study is a crosssectorial study, which is a remarkable improvement over the majority of studies that consider only one sector, with the construction one being of the most studied.
The remainder of this paper is organized as follows. Section 2 reviews the literature related to the environment of this work. Section 3 describes the research methodology. Sections 4 and 5 present and discuss the results and finally Section 6 exposes the conclusions.
Literature Review
The literature is explored according to the three main points of this work: background of complexity in the field of project management, project success/failure causes and their connection with project complexity, and applications of selforganizing maps (SOM) in the field of project management.
Project Complexity Theory.
Complexity has been recognized as one of the most relevant topics in project management research. According to Baccarini [18] , one of the first reviews about complexity in the project management field, project complexity can be defined in terms of differentiation and interdependency and it is managed by integration. In the definition, differentiation refers to the number of varied components of the project (tasks, specialists, subsystems, and parts), and interdependency refers to the degree of interlinkages among these components. He established the dichotomy considering that project complexity is composed Complexity 3 of technological complexity and organizational complexity. Complexity can take various forms, namely social, technological, environmental, and organizational. Worth mentioning here is the work of Bosch-Rekveldt et al. [19] who proposed the TOE framework, consisting of fifty factors in three families: technical, organizational, and environmental. The authors have also concluded that organizational complexity worried project managers more than technical or environmental complexities. Vidal and Marle [4] argued that approximately 70% of project complexity factors are organizational. We follow these assertions by focusing our study mainly on the organizational factors, knowing that this covers a major area of complexity in projects.
Scholars have focused on the identification of complexity attributes more than any other topic in the field of project complexity. Studies in this area have evolved significantly over the past twenty years. Cicmil et al. [20] identified complexity as a factor that helps determine planning and control practices and hinders the identification of goals and objectives, or a factor that influences time, cost, and quality of a project. Gidado [2] defined project complexity and identified the factors that influence its effect on project success. Also, the study proposes an approach that measures the complexity of the production process in construction.
Project complexity has been analyzed in the book edited by Cooke-Davies [21] from three different perspectives: people who manage programs and projects (practitioners), line managers in organizations to which programs and projects make a substantial contribution (managers), and members of the academic research community who have an interest in how complexity shapes and influences the practice of program and project management (researchers). The book constitutes a valuable resource to put together what is currently known and understood about the topic, to help practitioners and their managers improve future practice, and to guide research into answering those questions that will best help to improve understanding of the topic.
Although most authors emphasized the influence of interdependencies and interactions of various elements on project complexity [22] , few works analyze those dependencies. For example, TOE model [19] does not allow for an understanding of how various elements contribute to overall complexity. Nevertheless, other authors regarded project complexity as having nonlinear, highly dynamic, and emerging features. Vidal et al. [23] , for example, proposed the definition of project complexity as "the property of a project which makes it difficult to understand, foresee, and keep under control its overall behavior, even when given reasonably complete information about the project system". Lu et al. [24] propose that project complexity can be defined as "consisting of many varied interrelated parts, and has dynamic and emerging features". Lessard et al. built the House of Project Complexity (HoPC), a combined structural and process-based theoretical framework for understanding contributors to complexity.
The connection between failure and complexity in project management has also been established in the literature. Ivory and Alderman [22] studied the failure in complex systems in order to shed some critical light on the management of complex projects. The authors conclude that it was not the technical complexity per se that made the management of the projects complex. Rather, the primary determinants of the complexity of the project management process stemmed from changes in the markets, regulatory context, and knowledge requirements facing the project.
There are connections between the project complexity indicators identified in the literature and the project failure causes. For example, Kermanshachi et al. [3] identified 37 indicators. Among them, several examples usually found in the literature as project failure causes are included (i.e., impact of external agencies on the project execution plan, impact of required approvals from external stakeholders, level of difficulty in obtaining permits, level of project design changes derived by Request for Information (RFI), etc.). In fact, there are several examples of authors that are referenced frequently in the field of both project complexity and project success factors. Shenhar et al. [25] , Dvir and Lechler [26] , Cooke-Davies [27] , and Pinto and Prescott [28] are some examples of those.
Project Success/Failure Factors.
One of the most relevant fields of study in project management is success factors and failure causes in projects. They were first identified at the PMI Annual Seminar and Symposium in 1986 [29] and became one of the most discussed themes within specialized literature [30] . Each stakeholder working on a project has his/her own opinion on what is determinant for failure and it is much more complex than adhering to the traditional criteria of time, cost, and quality. If a project can be considered failed when it has not delivered what was expected after its completion, causes leading to this unsatisfactory result are also subjected to the different points of view of the stakeholders involved.
The different lists of success factors and failure causes in the literature show no consensus. The most usual would be a combination of several factors, with different levels of influence in different stages of the project's life cycle, resulting in its success or failure. The concepts of success factors and failure causes are closely related, but a failure cause is not necessarily the negation of, or the opposite to, a success factor. There is not always such correspondence among them. This study is considering failure causes rather than successful factors because we are taking the assumption that the more the failure causes concur in a project, the higher the complexity is.
The literature identifying success/failure factors is very extensive. Some examples, especially regarding failure causes, are [31] [32] [33] [34] [35] , all of them related to the construction sector. Another sector with many references is the IT (information technology) projects. Some examples are [36] [37] [38] [39] . There are several frameworks classifying the factors. Belassi and Tukel [40] suggested a scheme that classifies the critical factors in four different dimensions (Table 1 ) and describes the impacts of these factors on project performance. Shenhar et al. [25] have identified also four distinct dimensions: project efficiency, impact on the customer, direct and business success, and preparing for the future. They stated that the exact content of each dimension and its relative importance may change with time and are contingent on the specific Richardson [42] and King [43] point out that none of the key success factors described in the literature is responsible, on its own, for ensuring a project's success. They are all interdependent and require a holistic approach. Groups of success factors and their interactions are of prime importance in determining a project's success or failure [44] . Multivariate statistics methods may be very useful with this purpose. Some examples applied in the project management complexity are [4, 45, 46] as well as in the field of project success [47] [48] [49] . Clustering methods have been also used in the context of exploring complex relationships within the field of project management, for example, the works [50] [51] [52] . Our study uses self-organizing maps (SOM) and clustering techniques to find patterns in a data set of answers coming from a survey.
Self-Organizing Maps and Applications in Project Management.
SOM is an unsupervised neural network proposed by Kohonen [53] for visual cluster analysis. The neurons of the map are located on a regular grid embedded in a low (usually 2 or 3) dimensional space and associated with the cluster prototypes by the connected weights. In the course of the learning process, the neurons compete with each other through the best-matching principle in such a way that the input is projected to the nearest neuron given a defined distance metric. The winner neuron and its neighbors on the map are then adjusted towards the input in proportion with the neighborhood distance; consequently, the neighboring neurons likely represent similar patterns of the input data space. Due to the data clustering and spatialization through the topology preserving projection, SOM is widely used in the context of visual clustering applications. Despite the unsupervised nature, the applicability of SOM is extended to classification tasks by means of a variety of ways, such as neuron labeling method, semisupervised learning, or supervised learning vector quantization (LVQ) [54] .
SOM is recognized as a useful technique to analyze highdimensional data sets and understand their hidden relations. It can be used to manage complexity in large data sets [39] . Nevertheless, there are few cases described in the field of project management. Balsera et al. [55] have exposed the application of SOM to analyze information related to effort estimation and software projects features. MacDonell [56] has reported other multidimensional data study visualization based on SOM, identifying groups of data for similar projects and finding nonlinear relationships within the explored variables. Naiem et al. [57] have used SOM for visualizing the set of candidate portfolios. After reviewing the literature, we can conclude that there is not any former application of SOM for analyzing patterns of project failure causes.
Research Methodology
As discussed in the Introduction, the ground for this work is the questionnaire that was designed to gather information on the perception project managers have of what the success factors and failure causes are. After the information was gathered, a multivariate analysis was performed on the data with cluster data mining techniques. The sections of the questionnaire considered for this study were as follows:
(i) General information on the respondent and typology of projects he/she was involved in: country, type, and size of project. (ii) Frequency of different causes of project failure, with 26 multiple-choice questions (from 0-25%, rare or improbable occurrence, to 75-100%, always occurs).
The causes of failure are extracted from the existing bibliography and the previous work on the matter. Table 2 Complexity gathers the identified factors. The factors are coded as , where is the number given to the failure cause.
The factors were classified according to Belassi and Tukel taxonomy [40] included in Table 1 . Figure 1 depicts the classification considered. The factors are presented unshorted because they were shuffled in order to avoid biases in the survey. The first group includes the factors related to the organization the project belongs to (i.e., factors related to top management support). The second group includes the factors related to the project itself and the way the project is managed. The third one comprises the factors related to the project manager and the team members. Many studies demonstrated the importance of selecting project managers who possess the necessary technical and administrative skills for successful project termination, as well as their commitment. The competences of the team members are also found to be a critical factor. Finally, the factors related to external environment consist of factors which are external to the organization but still have an impact on project success or failure. The classification can be considered collectively exhaustive. Belassi and Tukel state that the four groups offer a comprehensive set in that any factor listed in the literature, or even specific points of consideration, should belong to at least one group [40] . However, it is not easy to differentiate in which category to include each of the different factors. The groups are interrelated. The authors give some indications to distinguish where to classify them, mainly regarding organization and external environment. For example, if a customer is from outside the organization, he/she should be considered as an external factor (i.e., C25-unrealistic customer expectations). For functional projects, however, customers are usually part of the organization, such as top management. In such cases, factors related to the client can be grouped under the factors related to the organization.
We can find correspondences among most of the failure causes included in our study (Table 2 ) and the complexity indicators appointed by Kermanshachi et al. [3] . For example, C2 (which is one of the most frequent in accordance with the rank presented in Table 7 ) is related to several complexity indexes as "level of project design changes derived by RFI" and "magnitude of change orders". C10, for example, is related to "percentage of design completed at the start of construction". This fact reinforces the connection between failure causes and complexity factors.
Complexity
The recipients were randomly chosen among the members of 36 project management groups from LinkedIn network. The questionnaire was open for 3 months and 11 days in 2011, in order to obtain a significant number of answers. During that period of time, customized emails were sent with an invitation to answer the questionnaire to a total of 3,668 people. A total of 619 answers were received (16.88%), 611 of which were considered for further analysis (the rest were discarded due to consistency issues). Neither of the questionnaires was partially filled or incomplete, since all fields were marked as mandatory. Previously, in 2010, a pilot survey was conducted with the help of project management experts and practitioners. This primary questionnaire was sent up to 45 people with a response rate of 66.67%. Those factors which reached a higher score were the ones finally selected to configure the list included in the current study. Suggestions and comments made by respondents to improve the proposed list were also taken into account.
Answers from 63 countries were received, as Table 3 shows.
The answers have been grouped first into 13 different geographical zones (more details can be found in [16] ), according to geographical, cultural, historical, and economic criteria. From those, a total of 6 groups comprise more than 85% of the respondents: AMZ3, EUZ3, EUZ1, AMZ1, ASZ1, and ASZ3. The other 15% of the responses were grouped in a new category called "Others". Table 4 summarizes the groups by geographical zone.
Following a similar approach, 53 types of projects were present on the answers received. To simplify, they have been classified into a total of 17 groups, according to the highest level of the ISIC Rev. 4 Classification [58] . Development aid projects were listed apart as an independent category. Table 5 presents the number of respondents from each project type and the codification.
Information about the size of the projects the respondents are usually involved in was also enquired. The size of the projects is something quite subjective and difficult to compare among different sectors. For example, considering the project budget as an indicator of project size, a project considered small in construction could, by contrast, be considered large in information technology projects. In order to avoid these biases, the guideline provided by the University of Wisconsin-Madison [59] was used. The results show that 11.95% of respondents are involved in small projects, 49.26% in medium size projects, and 38.79% in large projects.
Though the scope of this paper does not cover the statistical analysis of the obtained answers, here is a summary of the main results. Overall, both the most and least frequent failure causes are presented here. In order to rank each one of the 26 failure causes, a frequency index (FI) was calculated as follows:
where is the number of responses choosing interval , is interval factor . Each interval factor is defined as presented in Table 6 . The ranking is presented in Table 7 .
With the obtained results, a cluster analysis was conducted to obtain patterns in the answers data set, grouping a set of data with similar values. The aim is to classify a set of simple elements into a number of groups in such a way that the elements in the same group are similar or related to one another and, at the same time, different or unrelated to the elements in other groups.
The cluster analysis (also called Unsupervised Classification, Exploratory Data Analysis, Clustering, Numerical Taxonomy, or Pattern Recognition) is a multivariate statistical technique whose aim is to divide a set of objects into groups or clusters in such a way that objects in the same cluster are very similar to each other (internal cluster cohesion) and the objects in other groups are different (external cluster isolation). Summarizing, it deals with creating data clusters in such a way that each group is homogeneous and different from the rest. For this purpose, many data analysis techniques can be used. In this study, the Self-organized Maps (SOM) technique has been used, a specific type of neural network [60] . SOM networks are an excellent tool for exploring and analyzing data, which are especially adequate due to their remarkable visualization properties. They create a series of prototype vectors which represent the data set and project such vectors into a low dimensional network (generally bidimensional) from the input -dimensional space, which preserves its topology and maintains it. As a result, the network shows the distance between the different sets, so that it can be used as an adequate visualization surface to display different data characteristics as, for instance, their cluster division. Summarizing, SOM Clustering Networks allow input data clustering and easily visualize the resulting multidimensional data clusters. For the analysis of data collected in the questionnaire, SOM Toolbox was used with MATLAB [61] . The methodology used is a two-level approach for partitive clustering, where the data set is first projected using the SOM, and then the SOM is clustered, as described in [62] . Partitive clustering algorithms divide a data set into a number of clusters, typically by trying to minimize some criterion or error function. An example of a commonly used partitive algorithm is the -means, which minimizes error function (2) , where is the number of clusters and is the center of cluster . To select the best one among different partitionings, each of these can be evaluated using some kind of validity index. Several indices have been proposed [63, 64] . In our work, we used the Davies-Bouldin index [65] , which has been proven to be suitable for evaluation of -means partitioning. This index is a function of the ratio of the sum of within-cluster scatter to between-cluster separation. According to DaviesBouldin validity index, the best clustering minimizes (3), which uses for within-cluster distance ( ( )) and for between-cluster distance ( ( , )).
∑
The approach used in this paper (clustering the SOM rather than clustering the data directly) is depicted in Figure 2 . First, a large set of prototypes (much larger than the expected number of clusters) is formed using SOM. The prototypes can be interpreted as "protoclusters" [62] , which are in the next step combined to form the actual clusters. Each data vector of the original data set belongs to the same cluster as its nearest prototype.
The SOM consists of a regular, usually two-dimensional, grid of map units. Each unit is represented by a prototype vector
, where is input vector dimension. The units are connected to adjacent ones by a neighborhood relation. The number of map units, which typically varies from a few dozen up to several thousand, determines the accuracy and generalization capability of the SOM. During training, the SOM forms an elastic net that folds onto the "cloud" formed by the input data. Data points lying near each other in the input space are mapped onto nearby map units. Thus, the SOM can be interpreted as a topology preserving mapping from input space onto 2D grid of map units.
The SOM is trained iteratively. At each training step, a sample vector is randomly chosen from the input data set. Distances between and all the prototype vectors are computed. The best-matching unit (BMU), which is denoted here by , is the map unit with prototype closest to .
Next, the prototype vectors are updated. The BMU and its topological neighbors are moved closer to the input vector in the input space. The update rule for the prototype vector of unit is
where is time, ( ) is the adaptation coefficient, ℎ ( ) is neighborhood kernel centered on the winner unit:
where and are positions of neurons and on the SOM grid. Both ( ) and ( ) decrease monotonically with time.
To perform the analysis, a file with the following 30 input variables was prepared (the columns of the data matrix are the variables and each row is a sample):
(i) Project size (this categorical variable has been encoded as follows: small = 3; medium = 3 2 = 9; large = 3 3 = 27).
(ii) 26 failure causes (Table 2 ).
(iii) Answer ID (encoded from P1 to P611). This variable is included only for tracing purpose during the validation stage, not for training.
(iv) Country (the countries were grouped into 13 geographical areas, taking into account geographical, economic, historical, and cultural criteria).
(v) Type of project (they are encoded into 17 activities derived from the ISIC/CIIU Rev. 4 codes).
For the training, only the scores of the 26 failure causes and the project size were used. The other variables of the data set (country and type of project) were used just only in analyzing the results of the clustering. The training has been performed trying different grid dimensions but always considering hexagonal topology (6 adjacent neighbors) and trying different numbers of clusters. One of the most significant pieces of information provided by this kind of analysis is precisely the optimal number of clusters or optimal clustering and how the samples are distributed among the clusters. In order to determine the right number of clusters, the Davies-Bouldin index (DBI) was used [65] as described above.
The resulting clusters were analyzed in order to characterize the perception of project manager practitioners about project failure and hence complexity. An analysis of which factors make each cluster different from the rest of the data is performed, as well as what the dependencies between variables are in the clusters. Each cluster was featured finding the set of failure causes rated over or under the mode for the global survey and identifying the most remarkable differences with the other clusters. In order to do that, histograms and radar charts were used. Finally, we studied the population distribution of each cluster regarding geographical areas, projects sector, and projects size. The analysis is presented by means of contingency tables.
Results
After several preliminary trials, a 7×5 hexagonal SOM topology was chosen. The SOM was trained following the method described in the former section. Figure 3 shows the Unified distance matrix (U-matrix) and 27 component planes, one for each variable included in the training. The U-matrix is a representation where the Euclidean distance between the codebook vectors of neighboring neurons are depicted in a color schema image. In this case, high values are associated with red colors and low values with blue colors. This image is used to visualize the data in a high-dimensional space using a 2D image. High values in the U-matrix represent a frontier region between clusters, and low values represent a high degree of similarity among neurons on that region. Each component plane shows the values of one variable in each map unit. Through these component planes, we can realize emerging patterns of data distribution on SOM's grid and detect correlations among variables and the contribution of each one to the SOM differentiation only viewing the colored pattern for each component plane [66] . An example of each component plane has been depicted in Figure 4 to illustrate each of the patterns. As introduced This pattern of respondents links project complexity mainly with the characteristics of the project and how it is managed: the requirements are incomplete or inaccurate, with continuous changes, the specifications are badly defined and both costs and schedule are inaccurate. They consider also that the project staff changes entail a higher complexity.
Pattern II Insufficient number of resources and unrealistic customer expectations
They emphasize the influence of unrealistic customer expectations and a wrong (it is supposed to be insufficient) number of people assigned to the project. It is curious that neither of them is apparently under their responsibility (under the hypothesis that the resources assigned to the project are a decision made by the organization managers).
Pattern III Project manager and team members skills, competences and commitment
They have a more personalistic view of the complexity, with the role of the project manager and team members being decisive. previously, we can detect correlations among variables by just looking at similarities in the component planes [66] . We can infer combinations of answers from the surveyed project managers. In this case, a combination of answering patterns can be concluded from each of the three groups. So, the project managers that rate factor C2 as frequent also rate as frequent factors C3, C5, C6, C10, C16, and C17 (Pattern I). It is also the same with the other two patterns. Regarding Pattern I, it should be noticed that all the factors considered belong to the project category, except factor C17 that belongs to the organization category. Regarding Pattern II, there is an association between the rating of unrealistic customer's expectations (C25) and a wrong number of people assigned to the project (C26). Regarding Pattern III, most of the factors belong to the project manager and team members (noted in the figures as PM&T) category (C12, C13, C14, C15, C18, and C20). Table 8 summarizes the interpretation of each pattern. A focus of attention has been remarked for each one and how each pattern could be understood. Obviously, interpretation has a component of subjectivity.
Next, -means algorithm was used to build the clusters and the Davies-Bouldin index was considered to determine the optimum number of clusters. The Davies-Bouldin index and the sums of squared errors diagrams are displayed in Figures 5 and 6 , where the -axis represents the number of clusters. According to the usual work methodology of this type of neural networks, the best possible clusterization will be the one that reaches a better compromise in the minimization of both parameters. In this case, we have taken 5 different clusters. Figure 7 depicts the clustering results taking as reference the results of the application of the -means algorithm on the optimal cluster number according to Davies-Bouldin. The SOM plot sample hits (b) represent the number of input vectors classified by each neuron. The relative number of vectors for each neuron is shown via the hexagon's size and its color represents the similarity among neurons.
Pearson's chi-squared test [67] was calculated to find dependence among the variables and their distribution in the clusters. The resulting values for the contingency tables shown in Tables 9, 10 , and 11 were higher than 0.05, so it can be concluded that neither the project size nor the geographical zone or the project type is significant for the groups determined. Nevertheless, the values obtained for are less than 0.05 which implies that the variation of the values of through the clusters has statistical significance, so we proceeded to the study and categorization of clusters based on these factors with statistical significance. Bar charts were plotted to characterize each cluster (depicted in Figures  8, 9 , 10, and 11). Factors have been grouped by their category according to Belassi and Tukel taxonomy [40] in order to facilitate the interpretation of the information.
Discussion of Results
It can be observed that clusters 3 and 5 are associated with the highest rates of the factors for each category, while clusters Table 4 for details about the geographical zones). Table 5 for details about the project type codes). Type  ISIC1  100  59  90  49  67  365  ISIC2  14  5  9  3  12  43  ISIC3  12  5  10  8  7  42  ISIC4  7  7  12  8  7  41  ISIC5  10  9  3  6  4  32  ISIC6  1  0  5  4  2  12  ISIC7  1  1  4  3  2  11  ISIC8  3  3  3  0  1  10  ISIC9  6  1  2  1  0  10  ISIC10  1  2  1  1  3  8  ISIC11  2  2  1  0  3  8  ISIC12  3  3  0  1  0  7  ISIC13  2  2  0  1  2  7  ISIC14  3  2  0  1  0  6  ISIC15  0  0  1  1  2  4  ISIC16  0  0  2  1  0  3  I S I C 1 7  1  1  0  0  0  2  Samples  166  102  143  88  112  611 overview of each cluster can be drawn from Figure 12 , where a radar chart was built representing the average rates of each cluster to the factors included in each category. In a similar way, from Figure 13 , we can conclude how each group of factors is rated within each cluster. It can be observed that all the factors are arranged following the same order (project, organization, project manager and team members, and external factors) with three exceptions: cluster 1 gives PM&T the same importance as the external factors (very low in both cases), cluster 4 gives PM&T the same importance as organization factors, and cluster 3 is the most remarkable because it gives the same importance to the project, the organization, and the PM&T factors.
Cluster 1
An interpretation of each cluster (Table 12) can be inferred from the presented results, especially Figure 13 . In order to facilitate the understanding, the focus of attention of each cluster is remarked.
Finally, we can also find some connections between the patterns found in the component planes (summarized in Table 8 ) and the clusters. The most remarkable connections can be found within Pattern I and Cluster 1 (both sharing a high importance of incomplete or inaccurate requirements, the badly defined specifications, the project staff changes, and inaccurate costs estimations) and Pattern III and Cluster 3 (both remark the importance of project management and team members skills, competences, and commitment).
Conclusions
The analysis performed by clustering techniques has allowed us to conclude that the total number of answers obtained can be grouped into 5 classes of respondents, who behaved differently in analyzing project failure causes and hence project complexity. This result is coherent with the conclusions of the existing literature on the subject, which claims that there are no unique criteria and subjectivity is an inherent characteristic of these assessments. The behavior of each cluster can be understood by means of the bar charts shown. Both the project and the organization, remarking the influence of inaccurate cost estimations.
Cluster 2 attributes the highest influence to the project category, followed by the factors related to the organization and, to a lesser extent, to the project manager and, team members and external categories. All the factors related to the organization are scored with the same importance as the general mode.
Regarding the project category, all the factors are rated high or medium, excepting C9 (lack of previous identification of legislation). The stress is specially put in C5 (inaccurate cost estimations).
Cluster 3
Project, organization and, project manager and team members factors are all considered at the highest value.
Cluster 3 is featured as the pattern of respondents that consider the project manager and team members factors as the highest value, at the same level as the project and the organization factors.
Cluster 4
Project factors mainly, but organization and project manager and team members factors are also very important.
Cluster 4 is characterized because it associates a medium influence to project, organization, and project manager and team member almost equally. All the factors are rated equal to the mode, except three: (i) C6: Inaccurate time estimations (rated below the mode) (ii) C9: Lack of previous identification of legislation (rated above the mode) (iii) C16: Project requirements deficiently documented (rated below the mode)
Cluster 5 Project and organization
Cluster 5 associates a very high influence on the projects failure to the categories of project and organization. The main difference with cluster 3 is that cluster 5 attributes less importance to the project manager and team members category. Representing the average of each cluster for each variable and comparing it to the global mode have proven to be meaningful in characterizing each cluster.
Regarding the clusters identified and based on the distribution of samples and the characterization of each one, we can conclude that they are representative, in the sense that each one has its own differential set of features. It is remarkable that neither the project size nor the geographical area or the project type is significant considering the clusters, so it can be concluded that the answers given are not specific to a particular country or type/size of project.
The prevalent order of importance for the factor categories is project, organization, project manager and team members, and external factors. The most remarkable exception can be found in cluster 3, which attributes the highest influence also to the project manager and team members category. The influence of external factors is in all the cases very low, so it can be remarked that the project managers attribute the complexity to the inner features of the projects and the management conditions.
On the other hand, the analysis of the component planes has revealed that there are three clear patterns. The first one (Pattern I) establishes a close association with the factors included in the project category as factors of failure and hence complexity. However, the third pattern (Pattern III) focuses on the factors associated with the project manager and the team members. This is a remarkable fact that shows at least two schools of thought: the one considering the factors inherent to the project and the one that attributes the complexity to the skills and competences of the project managers and the team members. The second pattern points out a relation between factors C25 and C26, which belong to two different categories. The analysis of the component planes is independent of the cluster analysis, although some similarities can be found between these patterns and the clusters. The most remarkable are the similarities of Pattern I and Cluster 1 and Pattern III and Cluster 3.
Finally, this study provides a multidimensional analysis of the complexity in projects. Some significative combinations of factors have been found. A limitation of this study is that only the perception of project managers is considered. The study may be extended considering other project stakeholders. Other limitations are that more than 67% of the answers come from only 10 countries (Argentina, Spain, United States, Greece, Chile, India, Brazil, Luxembourg, Mexico, and Uruguay) and there are a number of countries with a very limited number of answers. In addition, more than 59% of the answers are related to IT projects. Taking into account the precedent limitations detected in the study, results are likely to be biased because of country and type of project response percentages, and therefore they cannot be generalized. The results have been exposed per geographical zone and per project type to avoid the referred limitation.
