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ON q-NORMAL OPERATORS AND QUANTUM COMPLEX PLANE.
JAKA CIMPRICˇ, YURII SAVCHUK, AND KONRAD SCHMU¨DGEN
Abstract. For q > 0 let A denote the unital ∗-algebra with generator x and defining relation
xx∗ = qxx∗. Based on this algebra we study q-normal operators, the complex q-moment
problem, positive elements and sums of squares.
1. Introduction
Suppose that q is a positive real number. A densely defined closed linear operator X on a
Hilbert space is called q-normal if
XX∗ = qX∗X.(1)
This and other classes of q-deformed operators have been introduced and investigated by S.
Ota [Ota], see e.g. [OS2]. In this paper we continue the study of q-normal operators. Further,
let A denote the unital complex ∗-algebra with single generator x and defining relation
xx∗ = qx∗x.(2)
The algebra A appears in the theory of quantum groups where it is considered as the coordinate
algebra of the q-deformed complex plane, or briefly, of the complex q-plane.
Let us set for a moment q = 1. Then the q-normal operators are precisely the normal
operators and A is a complex polynomial algebra C[x, x]. It is well known that there is a close
relationship between various important algebraic and analytic problems:
• the complex moment problem,
• the extension of formally normal operators to normal operators (possibly in a larger
Hilbert space),
• the characterization of well-behaved representations of the ∗-algebra C[x, x],
• the representation of positive polynomials as sums of squares (motivated by 17-th Hilbert
problem)
The aim of the present paper is to begin a study of these problems and their interplay in the
q-deformed case.
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We now discuss the contents of this paper. Section 2 deals with q-normal operators. After
giving some equivalent characterizations of q-normality we prove a structure theorem for q-
normal operators (Theorem 1) which is the counter-part of the spectral theorem for unbounded
normal operators.
Section 3 deals with positive q-polynomials and their possible representations as sums of
squares. We define the cone A+ of positive elements to be the set of elements which are mapped
into positive symmetric operators by all well-behaved ∗-representations of the ∗-algebra A. A
∗-representation pi of A with domain D(pi) is called well-behaved if there exists a q-normal
operator X such that D(pi) = ∩∞n=1D(Xn) and pi(x) = X⌈D(pi). Theorem 2 states that for
each positive q 6=1 there exists a polynomial pq ∈ R[t] of degree four such that the element
f := pq(x + x
∗) is in A+, but f is not a sum of squares in A. In contrast we prove that if
p ∈ R[t] and p(x∗x) ∈ A+, then p(x∗x) is always a sum of squares.
In Section 4 we study a generalization of the complex moment problem to the ∗-algebra A.
Let F be a linear functional on A. We say that F is a q-moment functional if there exists a
well-behaved ∗-representation pi of A and a vector ϕ ∈ D(pi) such that F (a) = 〈pi(a)ϕ, ϕ〉 for
a ∈ A. (In Section 4 we use Theorem 1 to give a formulation of q-moment functionals in terms
of measures.) Further, F is called positive if F (f ∗f) ≥ 0 for all f ∈ A and strongly positive
if F (f) ≥ 0 for all f ∈ A+. Then, by Theorem 3, a linear functional on A is a q-moment
functional if and only if it is strongly positive. This result can be considered as the counter-
part of Haviland’s theorem. In contrast, by Theorems 4 and 5, there exists a positive linear
functional F on A which is not a q-moment functional and a formally q-normal operator which
has no q-normal extensions.
In the commutative case q = 1 the solution of Hilbert’s 17-th problem (see e.g. [M]) implies
that positive polynomials of C[x, x] are sums of squares of rational functions. In Section 5 we
prove a Positivstellensatz (Theorem 6) which states, roughly speaking, that strictly positive
elements of A+ can be represented as sums of squares by allowing ”nice” denominators.
We close this introduction by collecting some definitions and notations.
Operators in Hilbert space. For a linear operator A on a Hilbert space operator we denote
by D(A), RanA, A and A∗ denote its domain, its range, its closure and its adjoint, respectively,
and we set D∞(A) := ∩n=1D(An). A core of a closed operator A is a linear subset D0 ⊆ D(A)
such that the closure of A ↾ D0 coincides with A. If A is self-adjoint, then D∞(A) is a core of
A.
A number λ ∈ C is called a regular point for an operator A if there exists cλ > 0 such that
‖(A− λI)ϕ‖ ≥ cλ ‖ϕ‖ for all ϕ ∈ D(A).
If Ai, i ∈ I, are linear operators on a Hilbert space Hi, the direct sum ⊕i∈IAi denotes the
operator on H := ⊕i∈IHi defined by (⊕i∈IAi)(ϕi)i∈I := (Aiϕi)i∈I for (ϕ)i∈I in
D(⊕i∈IAi) := {(ϕi)i∈I : ϕi ∈ D(Ai), (ϕi)i∈I ∈ H and (Aiϕi)i∈I ∈ H}.
∗-Algebras and ∗-representations. By a ∗-algebra we mean a complex associative algebra
A equipped with a mapping a 7→ a∗ of A into itself, called the involution of A, such that
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(λa + µb)∗ = λ¯a∗ + µ¯b∗, (ab)∗ = b∗a∗ and (a∗)∗ = a for a, b ∈ A and λ, µ ∈ C. In this paper
each ∗-algebra A has an identity element denoted by 1A or 1.
An element of the form
∑n
j=1 a
∗
jaj, where a1, . . . , an ∈ A is called a sum of squares in A. The
set of all sums of squares is denoted by
∑A2.
We use some terminology and results from unbounded representation theory in Hilbert space
(see e.g. in [S4]). Let D be a dense linear subspace of a Hilbert space H with scalar product
〈·, ·〉. A ∗-representation of a ∗-algebra A on D is an algebra homomorphism pi of A into the
algebra L(D) of linear operators on D such that pi(1) = ID and 〈pi(a)ϕ, ψ〉 = 〈ϕ, pi(a∗)ψ〉
for all ϕ, ψ ∈ D and a ∈ A. We call D(pi) := D the domain of pi and write H(pi) := H. A
∗-representation is faithful if pi(a) = 0 implies a = 0.
We say that an element a = a∗ ∈ A is positive in a ∗-representation pi if 〈pi(a)ϕ, ϕ〉 ≥ 0 for
all ϕ ∈ D(pi).
Suppose that pi is a ∗-representation of A. The graph topology of pi is the locally convex
topology on the vector space D(pi) defined by the norms ϕ 7→ ‖ϕ‖ + ‖pi(a)ϕ‖ , where a ∈ A.
Then pi is closed if and only if D(pi) = ∩a∈AD(pi(a)). We say that pi is strongly cyclic if there
exists a vector ξ ∈ D(pi) such that pi(A)ξ is dense in D(pi) in the graph topology of pi.
A linear functional F : A → C on a ∗-algebra A is positive if F (∑A2) ≥ 0. Every positive
functional F has a GNS representation (see e.g. [S4]), that is, there exists a ∗-representation
piF and with cyclic vector ϕ such that F (a) = 〈piF (a)ϕ, ϕ〉 for a ∈ A.
2. q-Normal operators
In what follows q is a positive real number. Recall the definition of a q-normal operator, see
e.g. [Ota].
Definition 1. A densely defined operator X on a Hilbert space H is a q-normal operator if
D(X) = D(X∗) and ‖X∗f‖ = √q ‖Xf‖ , f ∈ D(X).
A q-normal operator with q = 1 is normal. Each q-normal operator X is closed. Indeed,
since ‖X∗f‖ = √q ‖Xf‖ , the graph norms of X and X∗ are equivalent. Therefore, since X∗ is
closed, X is also closed. It also implies that kerX = kerX∗.
The following proposition collects different characterizing properties of q-normal operators,
cf. Chapter 2 in [OS].
Proposition 1. Let X be a closed operator on a Hilbert space H and let X = UC be its polar
decomposition. The following statements are equivalent:
(i) X is q-normal,
(ii) XX∗ = qX∗X,
(iii) UC2U∗ = qC2,
(iv) UCU∗ = q1/2C,
(v) UEC(∆)U
∗ = EC(q
−1/2∆) for each Borel ∆ ⊆ R+,
(vi) Uf(C)U∗ = f(q1/2C) for every Borel function f on C.
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Proof. (i) ⇒ (ii) : We use some basic properties of quadratic forms associated with positive
operators, see e.g. [RS]. Introduce the quadratic forms t1[ϕ, ϕ] := 〈X∗ϕ,X∗ϕ〉 and t2[ϕ, ϕ] :=
q〈Xϕ,Xϕ〉, D[t1] = D(X∗), D[t2] = D(X). Let X be q-normal. Then X is closed and
t1[ϕ, ϕ] = ‖X∗ϕ‖2 = q ‖Xϕ‖2 = t2[ϕ, ϕ].
Thus, we get t1 = t2. Since X and X
∗ are closed, t1 and t2 are closed. The operators associated
with t1 and t2 are XX
∗ and qX∗X respectively. Hence XX∗ = qX∗X.
(ii) ⇒ (iii) : Since X = UC is a polar decomposition, we have X∗ = CU∗ and kerU = kerC.
Then equation (ii) implies UC2U∗ = qCU∗UC = qC2.
(iii)⇒ (iv) : Equation (iii) implies that for ϕ ∈ D(C2) holds
q ‖Cϕ‖2 = q〈C2ϕ, ϕ〉 = 〈UC2U∗ϕ, ϕ〉 = 〈CU∗ϕ,CU∗ϕ〉 = ‖CU∗ϕ‖2 .
It implies kerU∗ ⊆ kerC. On the other hand, if ϕ ∈ kerC, then by the last equation
U∗ϕ ∈ kerC = kerU. That is UU∗ϕ = 0, which implies U∗ϕ = 0. Hence kerU∗ = kerC = kerU.
Restricting U, U∗, C onto (kerC)⊥ we can assume that U is unitary. Then relation (iii) defines a
unitary equivalence of C2 and qC2. Hence, the square roots C and q1/2C are unitary equivalent
and we get (iv).
(iv) ⇒ (v) : As in the previous case we can assume that U is unitary. Then C and q1/2C are
unitary equivalent and for every Borel ∆ ⊆ R we get
UEC(∆)U
∗ = Eq1/2C(∆) = EC(q
−1/2∆).
(v) ⇒ (i) : Note that (v) implies that U and U∗ commute with EC({0}), that is kerC is
invariant under U and U∗. Considering the restriction of X (resp. U and C) onto (kerC)⊥
we can assume that U is unitary. Then (v) means that C and q1/2C are unitarily equivalent,
namely UCU∗ = q1/2C, which implies CU∗ = q1/2U∗C. Using the latter we get D(X) =
D(UC) = D(U∗C) = D(CU∗) = D(X∗) and
〈CU∗ϕ,CU∗ϕ〉 = q〈U∗Cϕ, U∗Cϕ〉 = q〈UCϕ, UCϕ〉, ϕ ∈ D(X)
which implies ‖X∗ϕ‖ = q1/2 ‖Xϕ‖ .
(v)⇒ (vi) : Follows from the computation
Uf(C)U∗ = U
(∫
f(λ)dEC(λ)
)
U∗ =
∫
f(λ)dEC(q
−1/2λ) =
∫
f(λ)dEq1/2C(λ) = f(q
1/2C).
(vi)⇒ (v) : Follows by setting f(λ) = 1∆(λ). 
We provide a basic example of a q-normal operator for q 6= 1. Put
∆q =
{
[1, q1/2), if q > 1,
(q1/2, 1], if q < 1.
(3)
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Let µ be a Borel measure on R+ = [0,+∞) such that
µ(∆) = µ(q1/2∆) for all Borel subsets ∆ ⊆ R+.(4)
Since (0,+∞) = ∪k∈Zqk∆q, the measure µ is uniquely defined by its restriction onto the
subspace ∆q ∪ {0} ⊂ R+. Define an operator Xµ, on the Hilbert space Hµ := L2(R+, dµ) as
follows.
(Xµϕ)(t) := q
1/2tϕ(q1/2t), D(Xµ) = {ϕ(t) ∈ Hµ| tϕ(t) ∈ Hµ} .(5)
Let Hµ,0 = {f ∈ Hµ| f ≡ 0, a.e. on (0,+∞)} . Then µ({0}) = 0 if and only if Hµ,0 = {0} . We
prove the following
Proposition 2.
(i) The operator Xµ in (5) is a well-defined q-normal operator with kerXµ = Hµ,0.
(ii) The adjoint operator X∗µ is defined by
(X∗µϕ)(t) = tϕ(q
−1/2t), D(X∗µ) = D(Xµ).
(iii) Let Xµ = UµCµ be the polar decomposition of Xµ. Then
(Cµψ)(t) := tψ(t), (Uµϕ)(t) :=
{
ϕ(q1/2t), for t 6= 0,
0, for t = 0.
(6)
where ϕ ∈ H, ψ ∈ D(Cµ) = D(Xµ).
Proof. It follows from (4) that Uµ is a well-defined partial isometry. Further, we have Xµ =
UµCµ and kerCµ = kerUµ = Hµ,0. Since Cµ is a positive self-adjoint operator, Xµ = UµCµ is
a polar decomposition of Xµ. Since Uµ is bounded, we have X
∗
µ = CµU
∗
µ . Together with (4) it
implies D(X∗µ) = D(Cµ) = D(Xµ). For ϕ ∈ D(Xµ) we calculate using (4):
‖Xµϕ‖ = ‖tϕ(t)‖ and
∥∥X∗µϕ∥∥ = q1/2 ‖tϕ(t)‖ .
Thus, Xµ is q-normal. 
The following theorem can be viewed as an analogue of the spectral theorem for normal
operators (see e.g. Theorem VII.3 in [RS]).
Theorem 1. Let X be a q-normal operator on a Hilbert space H. Then there exists a family of
Borel measures µi, i ∈ I on R+ satisfying µi(x) = µi(q1/2x) such that X is unitarily equivalent
to the direct sum of operators Xµi defined by (5).
Proof. Let H0 ⊆ H denote kerX = kerX∗. The restriction X ↾ H0 is a direct sum of copies of
Xµ0 where µ0(R+) = µ({0}) = 1. The restriction X1 = X ↾ H⊥0 is again a q-normal operator
with X∗1 = X
∗ ↾ H⊥0 . Without loss of generality, we can assume that kerX = kerX∗ = {0} .
Let X = UC be the polar decomposition of X. Since kerX = {0} , U is unitary.
Let K = RanEC(∆q). Then K is invariant under C and we denote by D the restriction C ↾ K.
Further, let K = ⊕i∈IKi an arbitrary orthogonal sum decomposition such that Ki is invariant
under D and let Di = D ↾ Ki, i ∈ I. We show that there is a corresponding orthogonal sum
decomposition of X = ⊕i∈IXi.
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It follows from Proposition 1,(v) that
Uk (RanEC(∆q)) = RanEC(q
−k/2∆q), k ∈ Z.(7)
Since (0,+∞) is a disjoint union of qk/2∆q, k ∈ Z, we get the following direct sum decom-
position
H = RanEC((0,+∞)) =
⊕
k∈Z
RanEC(q
k/2∆q) =
=
⊕
k∈Z
U∗kRanEC(∆q) =
⊕
k∈Z
⊕
i∈I
U∗kKi =
⊕
i∈I
⊕
k∈Z
Ki,k =
⊕
i∈I
Hi,
where Ki,k = U∗kKi and Hi =
⊕
k∈ZKi,k. For i ∈ I, k ∈ Z we define the operators
Di,k = U
∗k(qk/2Di)U
k : Ki,k → Ki,k.(8)
Then for each ϕ ∈ Ki,k holds Ukϕ ∈ Ki and we calculate using Proposition 1, (iv)
Di,kϕ = q
k/2U∗kDi(U
kϕ) = qk/2U∗kC(Ukϕ) = CU∗k(Ukϕ) = Cϕ.
It implies that Ki,k is invariant under C and C ↾ Ki,k = Di,k for all i ∈ I, k ∈ Z. Put
Ci =
⊕
k∈ZDi,k, i ∈ I. Then Ci, i ∈ I are self-adjoint with RanCi ⊆ Hi and
⊕
i∈I Ci = C in
particular, Ci = C ↾ Hi. The subspaces Hi, i ∈ I are invariant under U by definition of Hi.We
denote by Ui the restriction of U ontoHi, so that U = ⊕i∈IUi. Thus we getX = UC = ⊕i∈IUiCi.
Using Zorn’s Lemma we can choose Di to be cyclic with cyclic vectors ψi ∈ Ki. Since
σ(Di) ⊆ ∆q, there exist unitary operators Vi : Ki → L2(∆q, dµi) such that
(ViDiV
∗
i f)(t) = tf(t), f(t) ∈ L2(∆q, dµi),(9)
where µi(·) = 〈EDi(·)ψi, ψi〉, see e.g. Chapter VII in [RS].
It follows from (8) that operators Di,k are cyclic on Ki,k, with cyclic vectors ψi,k := U∗kψi, i ∈
I, k ∈ Z. By (8) we also have σ(Di,k) ⊆ qk/2∆q. We calculate the corresponding measures
µi,k(·) = 〈EDi,k(·)ψi,k, ψi,k〉 using the unitary equivalence (8):
µi,k(q
k/2∆) = 〈EDi,k(qk/2∆)U∗kψi, U∗kψi〉 = 〈UkEDi,k(qk/2∆)U∗kψi, ψi〉 =
= 〈Eqk/2Di(qk/2∆)ψi, ψi〉 = 〈EDi(∆)ψi, ψi〉 = µi(∆),(10)
for each Borel set ∆ ⊆ ∆q. For every k ∈ Z we define an operator:
Wk : L2(∆q, dµi)→ L2(qk/2∆q, dµi,k), (Wf)(t) = f(q−k/2t).
It follows from (10) that Wk are unitary. Further, for each i ∈ I, k ∈ Z we define unitary
operators Vi,k =WkViU
k, Vi,k : Ki,k → L2(qk/2∆q, dµi,k). Equations (8),(9) imply that
(Vi,kDi,kV
∗
i,kf)(t) = tf(t) for f ∈ L2(qk/2∆q, dµi,k).
Since suppµi,k ⊆ qk/2∆q are disjoint for different k ∈ Z, we can define a Borel measure µ˜i :=∑
k∈Z µi,k on R+ which satisfies (4). Then V˜i = ⊕k∈ZVi,k is a unitary operator from Hi to
L2(R+, µ˜i) such that V˜iCiV˜i
∗
= Cµ˜i , where Cµ˜i , i ∈ I are defined by (6). Using (8) and (9)
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we get V˜iUiV˜i
∗
= Uµ˜i , where Uµ˜i , i ∈ I are defined by (6). Hence, X = ⊕i∈IXi, where every
Xi = UiCi is unitary equivalent to Xµ˜i, i ∈ I. 
Definition 2. We say that a q-normal operator X is reducible if D(X) = D1⊕D2, Di 6= 0 and
D1,D2 are invariant under X. Otherwise we say that X is irreducible.
For irreducible q-normal operators we obtain the following description, see also [OS], p.71.
Proposition 3. Let X be a non-zero irreducible q-normal operator on a Hilbert space H. Then
there exists a unique λ ∈ ∆q, and unique orthonormal base {ek}k∈Z in H such that
Xek = λq
−k/2ek+1, X
∗ek = λq
−(k−1)/2ek−1, k ∈ Z.(11)
Proof. Since X, X 6= 0 is irreducible, by Theorem 1 we get X = Xµ for some Borel measure µ
on (0,+∞) satisfying (4). It follows from the proof of Theorem 1 that operatorD = CµECµ(∆q)
is irreducible, i.e. one-dimensional. In particular suppµ∩∆q consists of a singular point λ ∈ ∆q.
Put
ek = 1{λq−k/2}(µ(
{
λq−k/2
}
))−1, k ∈ Z.
Direct computations show that (11) is satisfied. Further, one can check that every bounded
operator which commutes with X and X∗ is a multiple of identity. Hence X is irreducible. 
Below we will often use the following
Lemma 1. Let q > 0, X be a q-normal operator on a Hilbert space H and let X = UC be its
polar decomposition.
(i) For all m,n ∈ N0
X∗mXn = q(m
2+m−n2+n−2mn)/4Un−mCm+n,(12)
Where U−k denotes U∗k, k ∈ N. In particular, D∞(X) = ∩m,n∈ND(X∗mXn) = D∞(C)
is dense in H.
(ii) The set D∞(X) is a core of X∗mXn for all m,n ∈ N0.
(iii) The set D∞(X) is invariant under U and U∗.
Proof. (i) : By Proposition 1, (iv) we have UC = q1/2CU, which implies
X∗mXn = (CU∗)m(UC)n = q[(m(m+1))/4−(n(n−1))/4]U∗mCmUnCn =
= q(m
2+m−n2+n−2mn)/4Un−mCm+n.
(ii) : Since D∞(X) = D∞(C) and C is self-adjoint, D∞(X) is a core of Cm, m ∈ N. It follows
from (12) that ‖X∗mXnϕ‖ = q(m2+m−n2+n−2mn)/4 ‖Cm+nϕ‖ , ϕ ∈ D∞(C), which implies the
assertion.
(iii) : By Proposition 1, (iv), we have UCk = qk/2CkU, k ∈ Z. Hence D(Ck) is invariant for U
for all k ∈ Z, i.e. C∞ is invariant for U. In the same way one shows that D∞(X) is invariant
for U∗. 
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3. Positive q-polynomials
Recall that
A = C〈x, x∗| xx∗ = qx∗x〉,
where q is a positive real number. Since the set {x∗mxn;m,n ∈ N0} is a vector space basis
of A, each element f ∈ A can be written uniquely as f = ∑m,n αmnx∗mxn, where amn ∈ C.
We define the degree of f by deg f := max {m+n| αmn 6= 0} . We will also refer to an element
f of A as a q-polynomial and write f = f(x, x∗). If X is a q-normal operator, then f(X,X∗)
denotes the operator
∑
m,n αmnX
∗mXn.
Definition 3. An element f = f ∗ ∈ A is called positive if
〈f(X,X∗)ϕ, ϕ〉 ≥ 0 for ϕ ∈ D∞(X)
for every q-normal operator X and every ϕ ∈ D∞(X). The set of positive elements of A is
denoted by A+.
With this notion of positivity one can develop a non-commutative real algebraic geometry
on the complex q-plane. In this section we investigate positive elements and sum of squares in
A. In Section 5 we prove a strict Positivstellensatz for A.
Definition 4. A ∗-representation pi of A is called well-behaved if there is a q-normal operator
X such that D∞(X) = D(pi) and pi(x) = X ↾ D∞(X).
By Lemma 1 the domain D∞(X) is a core of a q-normal operator X, so there is a one-to-one
correspondence between q-normal operators and well-behaved representations of A.
Further, an element f = f ∗ ∈ A is in A+ if and only if pi(f) ≥ 0 for every well-behaved
∗-representation pi. Thus our definition of positive elements fits into the definition of positivity
via ∗-representations proposed in [S2].
Remarks. 1. If µ is a positive Borel measure on R+ satisfying (4) and Xµ is the q-normal
operators defined by (5), we denote the corresponding well-behaved ∗-representation of A by
piµ. That is,
piµ(x) = Xµ ↾ D∞(Xµ), D∞(Xµ) = D(piµ).(13)
2. The ∗-algebra A has a natural Z-grading given by deg x = 1 and deg x∗ = −1. In [SS] a
notion of well-behaved ∗-representations was introduced for class of group graded ∗-algebras
which contains A. It can be shown that Definition 4 is equivalent to corresponding definition
of well-behavedness in [SS], see Definition 11 therein.
Suppose that p ∈ R[t]. We consider the following questions:
When p(x+ x∗) ∈ A+? When p(x+ x∗) ∈
∑A2?
First we consider the case when deg p = 2.
Below we will need the following
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Lemma 2. Let f =
∑
m,n αmnX
∗mXn ∈ A, deg f = 2N, N ∈ N. Denote by wN the column
vector of monomials
wN = (1 x x
∗ x2 x∗x x∗2 . . . x∗N )T ,
and let w∗N = (1 x x
∗ x∗2 x∗x x2 . . . ). Then f is a sum of squares in A if and only if
there exists a positive semidefinite (N + 1)(N + 2)/2 × (N + 1)(N + 2)/2 complex matrix C
such that f = w∗NCwN .
Proof. Asume f =
∑
i f
∗
i fi, f ∈ A. Then deg fi ≤ N, and there exist row vectors ai ∈
C
(N+1)(N+2)/2 such that fi = aiwN . It implies that f =
∑
i(aiwN)
∗aiwN = w
∗
NCwN , where
C =
∑
i a
∗
iai is positive semidefinite.
On the other hand, if f = w∗NCwN , C ≥ 0, then C is a sum of rank one positive semidefinite
matrices. That is there exist row vectors ai ∈ C(N+1)(N+2)/2 such that C =
∑
i a
∗
iai, which
implies that f =
∑
i(aiwN)
∗aiwN ∈
∑A2. 
Proposition 4. Let a, b ∈ R. The element L := (x+ x∗)2 − 2a(x+ x∗) + b is in ∑A2 if and
only if b ≥ 4a
2q
(q + 1)2
.
Proof. First suppose that L ∈∑A2. Then by Lemma 2 there is a positive semi-definite matrix
C = [ci,j]i,j=1,3 such that L = w
∗
1Cw1. Comparing coefficients at x
∗mxn, m+ n ≤ 2 yields
b = c11
−2a = c13 + c21 = c31 + c12
1 = c23 = c32
q + 1 = c22 + qc33
By multiplying these equations with α1 = 1, α2 =
2aq
(1+q)2
, α3 = 0 and α4 =
4a2q2
(1+q)3
, respectively,
and adding them we derive
b− 4a
2q
(q + 1)2
= tr

 α1 α2 α2α2 α4 α3
α2 α3 qα4



 c11 c12 c13c21 c22 c23
c31 c32 c33

 .
Both matrices in the preceding equation are positive semidefinite. Therefore, since the trace of
the product of two positive semidefinite matrices is nonnegative, b− 4a2q
(q+1)2
≥ 0.
Conversely, suppose that b ≥ 4a2q(q + 1)−2. Setting
f = q−1/2(−2aq(1 + q)−1 + qx+ x∗),
we compute
(x+ x∗)2 − 2a(x+ x∗) + 4a
2q
(q + 1)2
= f ∗f.(14)
Hence L = f ∗f + ((b−4a2q(q + 1)−2)1/21)2. 
The preceding result has the following interesting application.
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Proposition 5. Let X 6= 0 be a q-normal operator. Then each non-zero real number is a
regular point for the symmetric operator X + X∗. In particular, X + X∗ is not essentially
self-adjoint.
Proof. Suppose that a ∈ R \ {0}. It follows from (14) that the element
(x+ x∗)2 − 2a(x+ x∗) + 4a
2q
(q + 1)2
= ((x+ x∗)− a)2 − a2
(
q − 1
q + 1
)2
is a square in A. This implies that
‖(X +X∗ − a)ϕ‖ ≥ a
∣∣∣∣q − 1q + 1
∣∣∣∣ ‖ϕ‖ ,(15)
for ϕ ∈ D∞(X). Since D∞(X) is a core for X +X∗ by Lemma 1 (ii), the inequality (15) holds
for all ϕ ∈ D(X+X∗). This shows that a is a regular point for X +X∗.
Let T denote the closure of X +X∗ and assume to the contrary that T is self-adjoint. The
numbers of R \ {0} are regular points for X + X∗ and hence for the selfadjoint operator T .
Therefore, R \ {0} ⊆ ρ(T ), so that σ(T ) = {0}. The latter implies that X +X∗ = 0 which is
impossible for X 6= 0. 
For a positive Borel measure µ on R+ satisfying (4) we define a linear functional Fµ on A by
Fµ(f) = 〈piµ(f)1∆q ,1∆q〉, f ∈ A,(16)
where piµ is defined by (13).
Lemma 3. Let piµ be the ∗-representation of A defined by (13) and let f = f ∗ ∈ A. Then we
have piµ(f) ≥ 0 if and only if
Fµ(g
∗fg) ≥ 0 for all g ∈ A.(17)
Proof. Let Cµ be as in (6). It follows from relation (12) that the graph topology on D(piµ) =
D∞(Cµ) is generated by the family of seminorms
∥∥Cnµ(·)∥∥ , n ∈ N0. Set ϕ0 = 1∆q . For k ∈ Z
define
ϕk :=
{
(Xkµϕ0)(t), if k ≥ 0;
(X
∗|k|
µ ϕ0)(t), if k < 0.
Then ϕk = q
k/2tk1{q−k/2∆q}(t) if k ≥ 0 and ϕk = t|k|1{q|k|/2∆q}(t) if k < 0. Since X∗µXµ = C2µ,
for each k ∈ Z the set {p(X∗µXµ)ϕk| p ∈ C[t]} is dense in the subspace L2(q−k/2∆q, dµ) ⊆ D(piµ)
with respect to the graph topology.
Consider the case µ({0}) = 0. Then D(piµ) is a direct sum of L2(qk/2∆q, dµ), k ∈ Z. Hence ϕ0
is cyclic for piµ. Therefore, since Fµ(g
∗fg) = 〈piµ(f)piµ(g)ϕ0, piµ(g)ϕ0〉 and piµ(A)ϕ0 is dense in
D(piµ) in the graph topology, it follows that piµ(f) ≥ 0 if and only if condition (17) is satisfied.
If suppµ = {0} , then the statement is trivial. Consider the case suppµ 6= {0} , µ({0}) 6= 0
and let µ1 be the Borel measure on R+ defined by µ1(∆) = µ(∆ \ {0}). Then piµ(x) is a direct
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sum of 0 and piµ1(x). Let f = f
∗ ∈ A(q) satisfy (17). Since Fµ = Fµ1 , f is positive in pi1. It
suffices to prove f(0, 0) ≥ 0. For let f =∑m,n αmnx∗mxn and q > 1. Then for k ∈ N we have
q−kFµ(x
∗kfxk) = q−k
∑
m,n
αmn〈piµ(x∗(k+m)xk+n)ϕ0, ϕ0〉 =
= q−k
∑
m,n
αmn〈Xk+nµ 1∆q , Xk+mµ 1∆q〉 =
∑
n
qnαnn
∫
t2n1q−(k+n)/2∆qdt
which converges to α00 = f(0, 0), for k → ∞. In the case q < 1 we have qkFµ(xkfx∗k) →
f(0, 0), k →∞. It implies f(0, 0) ≥ 0. 
Remark. In the case µ({0}) = 0 we have seen in the preceding proof that the vector ϕ0 = 1∆q
is cyclic for piµ. Therefore, by uniqueness of GNS-representation (see Theorem 8.6.4. in [S4]),
piµ is unitarily equivalent to the GNS-representation of the positive functional Fµ.
Denote by B = C[x∗x] the unital ∗-subalgebra of A generated by the single element x∗x.
For every element g ∈ B there exists a unique polynomial, denoted by g(t) ∈ C[t], such that
g = g(x∗x). For f =
∑
m,n αmnx
∗mxn ∈ A(q) we define
p(f) :=
∑
n
αnnx
∗nxn =
∑
n
αnnq
n(n−1)/2(x∗x)n ∈ B.
Then the mapping p : A → B is a conditional expectation as introduced in [SS]. We collect
some properties of p in a lemma. We omit its simple proof.
Lemma 4. Let q > 0.
(i) For every positive functional Fµ defined by (16) and every f ∈ A holds Fµ(f) =
Fµ(p(f)). In particular,
Fµ(f) =
∫
∆q
(p(f))(t)dµ(t1/2).
(ii) For f ∈ A and g1, g2 ∈ B, we have p(g∗1fg2) = g∗1p(f)g2.
Proposition 6. Let H = L2(R, dλ), where dλ is the Lebesgue measure on R. We define
operators U0 and C0 on H by
(U0ϕ)(t) = ϕ(t+ 1), (C0ψ)(t) = q
t/2ψ(t),(18)
where D(U0) = H, D(C0) = {ψ| tψ(t) ∈ L2(R, dλ)}. Then X0 := U0C0 is a q-normal operator
and an element f = f ∗ ∈ A is in A+ if and only if
〈f(X0, X∗0 )ψ, ψ〉 ≥ 0 for all ψ ∈ D∞(X0).(19)
Proof. Let µ0 be a measure on R+ satisfying (4) such that µ0 ↾ ∆q coincides with the Lebesgue
measure dλ. Then the unitary operator U : L2(R, dλ)→ L2(∆q, dµ0), (Uψ)(t) = ψ(qt/2) defines
a unitary equivalence of X0 and Xµ0 . Hence X0 is q-normal and for each f ∈ A+ condition (19)
is satisfied.
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Conversely, suppose that (19) holds. Let piµ0 and Fµ0 be the ∗-representation and positive
functional defined by (13) and (16) respectively. Since (19) holds, we have Fµ0(g
∗fg) ≥ 0 for
all g ∈ A and hence
Fµ0(h
∗g∗fgh) ≥ 0 for all h ∈ B, g ∈ A(q).
Using Lemma 4 we obtain for a fixed g ∈ A and every h ∈ B,
Fµ0(h
∗g∗fgh) = pµ0(p(h
∗g∗fgh)) =
∫
∆q
h∗(t)(p(g∗fg))(t)h(t)dλ(t1/2) =
=
∫
∆q
(p(g∗fg))(t)|h(t)|2dλ(t1/2) ≥ 0.
Since the polynomials h ∈ C[t] are dense in L2(∆q, dλ) it follows that
(p(g∗fg))(t) ≥ 0 for t ∈ ∆q, g ∈ A.
Let µ be another measure on R+ satisfying (4) and Fµ be the corresponding positive func-
tional. We assume first that µ({0}) = 0. Then
Fµ(g
∗fg) =
∫
∆q
(p(g∗fg))(t)dλ(t1/2) ≥ 0 for all g ∈ A
which implies that piµ(f) ≥ 0. 
Theorem 2. For c ∈ R, set Lc := (x+ x∗)4 − 2(x+ x∗)2 + c. Then:
(i) Lc ∈
∑A2 if and only if c ≥ q(q+1)2
(q2+1)2
,
(ii) there exists ε > 0 such that L := (x+ x∗)4 − 2(x+ x∗)2 + q(q+1)2
(q2+1)2
− ε ∈ A+.
Proof. (i): First suppose that Lc ∈
∑A2. By Lemma 2 there exists a positive semidefinite 6×6-
matrix C such that L = w∗2Cw2. Comparing coefficients at x
∗mxn in the equation L = w∗2Cw2,
we obtain the following equations
c = c1,1,
0 = c1,2 + c3,1 = c2,1 + c1,3,
−2 = c1,4 + c3,2 + c6,1 = c4,1 + c2,3 + c1,6,
−2q − 2 = c1,5 + c2,2 + qc3,3 + c5,1,
0 = c2,6 + c4,3 = c6,2 + c3,4,
0 = qc3,5 + c2,4 + c5,2 + q
2c6,3 = qc5,3 + c4,2 + c2,5 + q
2c3,6,
1 = c4,6 = c6,4,
(1 + q)(1 + q2) = q2c5,6 + c4,5 = q
2c6,5 + c5,4,
(1 + q2)(1 + q + q2) = c4,4 + qc5,5 + q
4c6,6,
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Multiplying each line with the respective αi,
α1 = 1,
α2 = 0,
α3 = 0,
α4 =
q+q2
(1+q2)2
,
α5 = 0,
α6 = 0,
α7 =
q3(1+q)2
(−1+q)2(1+q2)2(1+q+q2)
,
α8 = − q2(1+q)3(−1+q)2(1+q2)3(1+q+q2) ,
α9 =
q(1+q)2
(−1+q)2(1+q2)2(1+q+q2)
,
and adding them we get
c− q(1 + q)
2
(1 + q2)2
= Tr




α1 α2 α2 α3 α4 α3
α2 α4 α3 α6 α6 α5
α2 α3 qα4 α5 qα6 q
2α6
α3 α6 α5 α9 α8 α7
α4 α6 qα6 α8 qα9 q
2α8
α3 α5 q
2α6 α7 q
2α8 q
4α9

C


By some simple computations one checks that the matrix containing the αi is positive semide-
finite. Since C is also positive semidefinite, it follows from the preceding that
c ≥ q(1 + q)
2
(1 + q2)2
.(20)
Conversely, suppose that (20) is satisfied. Setting
u1(x, x
∗) = − q
1 + q2
+
x∗2
q(1 + q)
+
(1 + q2)x∗x
1 + q
+
q2x2
1 + q
and
u2(x, x
∗) = − q
1 + q2
+
x∗2
1 + q
+
(1 + q2)x∗x
1 + q
+
qx2
1 + q
,
we compute
(x+ x∗)4 − 2(x+ x∗)2 + q(1 + q)
2
(1 + q2)2
= u∗1u1 +
1 + q + q2
q
u∗2u2.(21)
This implies that L ∈∑A2 if (20) holds.
(ii): Since the element L remains invariant if we replace x by x∗ and q by q−1, it suffices to
treat the case q > 1. Assume to the contrary that no such ε > 0 exists. Let X0 be the q-normal
operator from Proposition 6. Then there exists a sequence of unit vectors ϕn ∈ D∞(X0) such
that 〈L(X0, X∗0 )ϕn, ϕn〉 → 0 as n→∞. It follows from (21) that
u1(X0, X
∗
0 )ϕn → 0 and u2(X0, X∗0 )ϕn → 0 as n→∞.(22)
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Put X := X20 . Then X is a q
4-normal operator, X∗ = X∗20 and X
∗
0X0 = (qX
∗2
0 X
2
0 )
1/2 =
q1/2|X|. Define operators
F1 =
q(q + 1)
(q − 1) (u1(X0, X
∗
0 )− u2(X0, X∗0 )) = X∗20 − q2X20 = X∗ − q2X,
F2 =
1
q − 1(qu1(X0, X
∗
0 )− u2(X0, X∗0 )) = qX +
1 + q2
1 + q
q1/2|X| − q
1 + q2
.
Then F1ϕn → 0 and F2ϕn → 0. Let X = UC be the polar decomposition of X. From
Proposition 1 we get X∗ − q2X = q2U∗(I − U2)C which implies that
(I − U2)Cϕn → 0.(23)
Put α = q, β = q1/2 1+q
2
1+q
, γ = − q
1+q2
, so that F2 = αUC + βC + γ. Then (I − U2)F2ϕn → 0.
Combined with (23) it follows that
(I − U2)ϕn → 0.(24)
Let T+ =
{
eit, t ∈ [−pi/2, pi/2)} , T− = {eit, t ∈ [pi/2, 3pi/2)} .We put ξn = EU(T+)ϕn, ψn =
EU (T−)ϕn. Then ϕn = ψn + ξn and (24) yields
(U − I)ξn → 0 and (U + I)ψn → 0.(25)
Since C is positive, C + 1 is invertible, so that (C + 1)−1F2ϕn → 0. By UC = q2CU,
(C + 1)−1(αq2CU + βC + γ)ϕn → 0.
Using (25) we obtain
αq2C
C + 1
(ξn − ψn) + βC + γ
C + 1
(ξn + ψn)→ 0
which implies that
(αq2 + β)C + γ
C + 1
ξn − (αq
2 − β)C − γ
C + 1
ψn → 0.
Since q > 1, αq2−β > 0 and γ < 0. Hence the operator (αq2−β)C−γ has a bounded inverse.
Applying this inverse to the preceding equation we get
−ψn + (αq
2 + β)C + γ
(αq2 − β)C − γ ξn → 0.(26)
Applying U and using Proposition 1 and (25) we derive
ψn +
(αq2 + β)q2C + γ
(αq2 − β)q2C − γ ξn → 0.(27)
Adding (26) and (27) we obtain
α1C
2 + β1C + γ1
((αq2 − β)q2C − γ)((αq2 − β)C − γ)ξn → 0, n→∞,(28)
where α1 = 2q
2(α2q4 − β2), β1 = −2βγ(1 + q2), γ1 = −2γ2. The polynomial α1c2 + β1c + γ1
has two real roots c1 < 0 < c2.
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Since X = (U0C0)
2 = q−1/2U20C
2
0 , we get U = U
2
0 , C = q
−1/2C20 . By (18),
(Uϕ)(t) = ϕ(t+ 2), (Cψ)(t) = qt−1/2ψ(t) for ϕ ∈ L2(R, dλ), ψ ∈ D(C20).
Set t2 = logq c2 + 1/2. Then (28) implies that
‖ξn‖2 −
∫ t2+1/2
t2−1/2
|ξn|2dt→ 0.
Hence 〈Uξn, ξn〉 =
∫
R
ξn(t + 2)ξn(t)dt → 0. Combined with (25) this yields ξn → 0. Further,
(26) implies ψn → 0 which contradicts ‖ξn + ψn‖ = ‖ϕn‖ = 1. 
We end up the section with the following
Proposition 7. Let f ∈ R[t]. If f(x∗x) ∈ A(q)+, then f(x∗x) ∈
∑A(q)2.
Proof. Let us choose a measure µ satisfying (4) such that supp µ = R+ and let Xµ be the opera-
tor defined by (5). Then the spectrum of X∗µXµ is equal to R+. Therefore, since f(X
∗
µXµ) ≥ 0,
we have f ≥ 0 on R+. Hence (see e.g. [M]) there exist polynomials g1, g2 ∈ C[t] such that
f(t) = g1(t)
∗g1(t) + t · g2(t)∗g2(t). Then
f(x∗x) = g1(x
∗x)∗g1(x
∗x) + x∗x · g2(x∗x)∗g2(x∗x) =
= g1(x
∗x)∗g1(x
∗x) + x∗ · g2(qx∗x)∗g2(qx∗x) · x ∈
∑
A(q)2.

4. The complex q-moments problem and formally q-normal operators
Definition 5. A linear functional F on A is called a q-moment functional if there exists a
well-behaved ∗-representation pi of A and a vector ξ ∈ D(pi) such that
F (a) = 〈pi(a)ξ, ξ〉 for all a ∈ A.(29)
Then the q-moment problem asks:
When is a given functional F on A a q-moment functional?
In this formulation the q-moment problem is a generalized moment problem in the sense of [S5].
Next we give two reformulations of the q-moment problem.
Since {x∗kxl; k, l ∈ N0} is a vector space basis of A, there is a one-to-one-correspondence
between complex 2-sequences and linear functionals on A given by Fa(x∗kxl) = akl, k, l ∈ N0,
where a = (akl)k,l∈N0 is a 2-sequence. The definition of a well-hehaved representation (Definition
4) yields the following equivalent formulation of the q-moment problem:
Given a 2-sequence (akl)k,l∈N0, does there exist a q-normal operator X and a vector
ξ ∈ D∞(X) such that
akl = 〈X∗kX lξ, ξ〉 for all k, l ∈ N0?(30)
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Before we turn to the second reformulation we consider an example.
Example. Suppose that µ is a positive Borel measure on ∆q. Denote by µ˜ the unique extension
of µ to a measure on R+ satisfying (4). Let Xµ be the q-normal operator defined by (5) and
ξ ∈ D∞(Xµ). Then there is a q-moment functional defined by Fµ,ξ(f(x, x∗)) := 〈f(Xµ, X∗µ)ξ, ξ〉.
Since
(X∗kµ X
l
µξ)(t) = q
(l2+l−k2+k−2kl)/4tk+lξ(q(l−k)/2t), k, l ∈ N0,
by Lemma 1, the corresponding q-moments are
akl = Fµ,ξ(x
∗kxl) = 〈X∗kµ X lµξ, ξ〉 =
∫
R+
q(l
2+l−k2+k−2kl)/4tk+lξ(q(l−k)/2t)ξ(t)dµ(t)
= q(l
2+l−k2+k−2kl)/4
∫
R+
(qk/2t)k+lξ(ql/2t)ξ(qk/2t)dµ˜(qk/2t) =(31)
= q(l
2+l+k2+k)/4
∫
R+
tk+lξ(ql/2t)ξ(qk/2t)dµ˜(t).
Using Theorem 1 and formula (31) we obtain another equivalent formulation of the q-moment
problem in terms of measures and integrals:
Given a 2-sequence (akl)k,l∈N0, does there exist a family µi, i ∈ I, of positive Borel measures
on ∆q and a vector ξ = (ξi) ∈
⊕
iD∞(Xµi) in the Hilbert space
⊕
i L
2(R+, µ˜i) such that
akl =
∑
i
q(l
2+l+k2+k)/4
∫
R+
tk+lξi(q
l/2t)ξi(qk/2t)dµ˜i(t) for k, l ∈ N0?
The next theorem is the counter-part of Haviland’s theorem from the classical moment prob-
lem. For this we need the following
Definition 6. A linear functional F on A is said to be positive if F (a∗a) ≥ 0 for all a ∈ A and
it strongly positive if F (a) ≥ 0 for all a ∈ A+.
Each strongly positive functional is positive, but Proposition 4 below shows that the converse
is not true.
Theorem 3. A linear functional F on A is a q-moment functional if and only if F is strongly
positive.
Proof. From the definition of the cone A+ (Definition 3) it is obvious that q-moment functionals
are strongly positive.
Suppose that F is strongly positive. To prove that F is a q-moment functional we need some
preparations. First we define some auxiliary algebras.
Let F be the ∗-algebra of all Borel functions f(t) on R+ which are polynomially bounded
(that is, there exists a polynomial p ∈ C[t] such that |f(t)| ≤ p(t) for t ∈ R+). We denote by
X the ∗-algebra generated by an element u and the ∗-algebra F with defining relations
u∗u = uu∗ = 1, uf(t) = f(q1/2t), f(t)u∗ = f(q1/2t),(32)
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for f ∈ F . Clearly, X has a vector space basis {xnck; k ∈ N0, n ∈ Z}, where c2 = x∗x and
x−n := x∗n for n < 0, n ∈ Z. Hence there is an injective ∗-homomorphism J of A into X
given by J(x) = uf0, where f0(t) = t. We identify J(a) and a for a ∈ A and consider A as a
∗-subalgebra of X. With a slight abuse of notation we shall write x = ut, where t means the
function f0(t) = t on R+.
Let µ be a Borel measure on R+ satisfying (4). Then
(piµ(f)ϕ)(t) = f(q
1/2t)ϕ(q1/2t), (uϕ)(t) = ϕ(q1/2t),
ϕ ∈ D(piµ) =
{
ϕ ∈ L2(R+, µ)| tnϕ ∈ L2(R+, µ) for all n ∈ N
}
,
defines a ∗-representation of X on H = L2(R+, dµ) and piµ(ut) = Xµ is the q-normal operator
given by (5). Setting
X+ := {x ∈ X| piµ(x) ≥ 0 for all measures µ satisfying (4)} ,
we clearly have A+ = X+ ∩ A.
Let Xb be the ∗-subalgebra of X generated by u and the subset Fb of all f ∈ F of compact
support and consider the ∗-subalgebra Y = A+Xb of X. Clearly, A+ is cofinal in Y+ := Y ∩X ,
that is, for each y ∈ Y+ there exists a ∈ A+ such that a−y ∈ Y+. Therefore, since A+ = X+∩A,
F extends to a linear functional, denoted again by F, such that F (y) ≥ 0 for all y ∈ Y+. Let piF
denote the ∗-representation of Y with cyclic vector ϕ obtained by the GNS construction from
the functional F (see e.g. [S4], Section 8.6). Then, by the GNS-construction,
F (y) = 〈piF (y)ϕ, ϕ〉 for y ∈ Y .(33)
Let 1∆ be the characteristic function of a Borel subset ∆ ⊆ R+ and define (E(∆)f)(t) =
piF (1∆)f(t), f ∈ H(piF ). Then E defines a spectral measure on R+. Let U = piF (u). From
(32) it follows that UE(∆)U∗ = E(q−1/2∆). Let C =
∫∞
0
λdE(λ). Then X := UC is a q-
normal operator on H(piF ) by Proposition 1. The proof is complete once we have shown that
piF (x) ⊆ X , or equivalently,
piF (a)ϕ ∈ D(X) and piF (x)piF (a)ϕ = XpiF (a)ϕ for a ∈ A.(34)
Indeed, because X is q-normal, by Lemma 1 and Definition 4 there is a well-behaved ∗-
representation pi of A on D(pi) := ∩nD(Xn) such that pi(x) = X⌈D(pi). The relation piF (x) ⊆ X
implies that piF ⊆ pi. Therefore, by (33), F (a) = 〈piF (a)ϕ, ϕ〉 = 〈pi(a)ϕ, ϕ〉 for a ∈ A, so F is a
q-moment functional.
Let f ∈ Fb and k ∈ Z. Then the operator piF (f) is bounded and we have f(C) =∫∞
0
f(λ)dE(λ) = piF (f) by the spectral calculus. Therefore, since u
kf(t) = f(qk/2t)uk by
(32), we have
CpiF (u
kf(t)) = CpiF (f(g
k/2t))piF (u
k) = Cf(gk/2t)piF (u
k)
= piF (tf(g
k/2t))piF (u
k) = piF (tu
kf(t)).(35)
We prove (34) for a = uτntn, where τ = ±1 and n ∈ N0. Let ε > 0 be fixed. We choose
αε > 0 such that t
2n ≤ ε(1 + t2n+2) for t > αε and denote the characteristic function of the
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interval [0, αε] by 1ε. Setting gε(t) = 1ε(t)t
n and fε(t) = t
n − gε(t), we have gε ∈ Fb and
fε(t)
2 ≤ ε(1 + t2n+2) for t ∈ R+. Hence
ε(t2 + t2n+4)− t2fε(t)2 ∈ Y+, ε(1 + t2n+2)− fε(t)2 ∈ Y+.(36)
Now we compute
‖piF (x)piF (uτntn)ϕ−XpiF (uτngε)ϕ‖2 = ‖piF (ut)piF (uτntn)ϕ− piF (u)CpiF (uτngε)ϕ‖2 =
= ‖piF (u)(piF (tuτntn)ϕ− piF (tuτngε))ϕ‖2 = ‖piF (q−n/2uτ(n+1))t(tn − gε(t)))ϕ‖2 =
= q−n ‖piF (tfε(t))ϕ‖2 = q−n〈piF (t2fε(t)2)ϕ, ϕ〉 = q−nF (t2fε(t)2) ≤ εq−nF (t2 + t2n+4).(37)
Here we used first equations (35) and (32), then the fact that piF (u
τ(n+1)) preserves the norm
and equation (33) for y = t2fε(t)
2. Since F is Y+-positive, we have F (ε(t2+t2n+4)−t2fε(t)2) ≥ 0
by (36) which gives the inequality in the last line.
Using now the fact that ε(1 + t2n+2)− fε(t)2 ∈ Y+ by (35) we derive
‖piF (uτntn)ϕ− piF (uτngε)ϕ‖2 = ‖piF (uτnfε)ϕ‖2
= ‖piF (fε(t)ϕ‖2 = F (fε(t)2) ≤ εF (1 + t2n+2).(38)
Letting ε→ 0, (4) and (4) imply that
piF (u
τngε)ϕ→ piF (uτntn)ϕ and XpiF (uτngε)ϕ→ piF (x)piF (uτntn)ϕ.
Therefore, since X is closed, we have piF (x)piF (u
τntn)ϕ ∈ D(X) and piF (x)piF (uτntn)ϕ =
XpiF (u
τntn)ϕ. This proves (34) for a = uτntn. Since these elements span A, (34) holds for
all a ∈ A which completes the proof. 
Theorem 4. There exists a positive linear functional on A which is not a q-moment functional.
Before we prove this we state two technical lemmas. The first one is taken from [S3], Lemma 2.
Lemma 5. Let A be a unital ∗-algebra which has a faithful ∗-representation pi and is the union
of a sequence of finite dimensional subspaces En, n ∈ N. Assume that for each n ∈ N there
exists a number kn ∈ N such that the following is satisfied: if a ∈
∑A2 is in En, then we can
write a as a finite sum
∑
j a
∗
jaj such that all aj are in Ekn.
Then the cone
∑A2 is closed in A with respect to the finest locally convex topology on A.
Lemma 6. Suppose that pi is a well-behaved representation such that pi(x) 6≡ 0. Then pi is
faithful.
Proof. Since pi is well-behaved, there is a q-normal operator X such that pi(x) = X ↾ D∞(X).
By Theorem 1, X is a direct sum of operators Xµi . Since pi(x) 6= 0, Xµi 6= 0 for one i.
Suppose that f(x, x∗) ∈ A, f 6= 0. It suffices to prove that there exists a vector ϕ ∈ D∞(Xµi)
such that f(Xµi, X
∗
µi
)ϕ 6= 0.
The polar decomposition Xµi = UµiCµi is given by (6). From Proposition 1(iv) it follows
that there are polynomials fk ∈ C[t], k = −n, . . . , n sich that f(Xµi , X∗µi) =
∑n
k=−n U
k
µi
fk(Cµi).
Since f 6= 0, there is a j such that fj 6= 0. Put ϕ = 1qm/2∆q(t) and choose m ∈ Z such that the
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interval qm/2∆q contains no zero of fj(t). Then, since µi 6= 0, we have µi(qm/2∆q) 6= 0 by (4)
and hence ϕ 6= 0. Using (6) we calculate
f(X∗µ, Xµ)ϕ =
n∑
k=−n
Ukµfk(t)1qm/2∆q(t) =
n∑
k=−n
fk(q
k/2t)1q(m−k)/2∆q(t).
If the latter would be zero, then fk(q
k/2t)1q(m−k)/2∆q(t) ≡ 0 in L2(R+, dµ) for all k, in particular
for k = j which is a contradiction. Thus f(X∗µ, Xµ)ϕ 6= 0. 
Proof of Theorem 4: We denote by Ek the subspace of elements f ∈ A, deg f ≤ k. Obviously,∑
g∗i gi ∈ E2k implies that gi ∈ Ek for all i. By Lemma 6 A has a faithful representation.
Therefore, Lemma 5 applies, so the cone
∑A(q)2 is closed in the finest locally convex topoloogy.
By Theorem 2 there exists an element L ∈ A+ such that L /∈
∑A2. Since∑A2 is closed, by
the separation theorem for convex sets there is a linear functional F on A such that F (L) < 0
and F (
∑A(q)2) ≥ 0. By the latter condition, F is a positive linear functional. Since F is not
strongly positive (by F (L) < 0), it is not a moment functional by Theorem 3. 
Definition 7. A densely defined operator X on a Hilbert space H is a formally q-normal
operator if D(X) ⊆ D(X∗) and ‖Xf‖ = √q ‖X∗f‖ for f ∈ D(X).
It is well-known [C] that there exist formally normal operators which have no normal exten-
sions in larger Hilbert spaces. The next theorem shows that a similar result holds for formally
q-normal operators.
Theorem 5. There exists a formally q-normal operator X which has no q-normal extension in
a possibly larger Hilbert space.
Proof. We retain the notation from the proof of Theorem 4. Let piF denote the GNS represen-
tation of F with cyclic vector ϕ, see [S4]. Then F (a) = 〈piF (a)ϕ, ϕ〉 for a ∈ A.
We show that X := piF (x) is a formally q-normal operator which has no q-normal exten-
sion. Indeed, since piF is a ∗-representation of A, we have D(X) = D(piF ) = D(piF (x∗)) ⊆
D(piF (x)∗) = D(X∗). For ψ ∈ D(X) we have
‖Xψ‖2 = 〈piF (x)ψ, piF (x)ψ〉 = 〈piF (x∗x)ψ, ψ〉 = q−1〈piF (xx∗)ψ, ψ〉 =
= 〈X∗ψ,X∗ψ〉 = q−1 ‖X∗ψ‖2 .
Assume that Y is a q-normal operator on a (possible larger) Hilbert space such that X ⊆ Y .
Then L(X,X∗) ⊆ L(Y , Y ∗) and hence
〈L(Y , Y ∗)ϕ, ϕ〉 = 〈L(X,X∗)ϕ, ϕ〉 = 〈piF (L)ϕ, ϕ〉 = F (L) < 0.
Since L ∈ A+, this is a contradiction. 
5. A strict Positivstellensatz for q-polynomials
The strict Positivstellensatz (Theorem 6) proved in this section can be viewed as a q-analogue
of the Reznick’s Positivstellensatz [R].
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Let f =
∑
i,j aijx
∗ixj ∈ A and deg f = m. We denote by fm =
∑
{i+j=m} aijx
∗ixj the highest
order degree part of f. We write fm as
fm =
⌊m/2⌋∑
r=0
br(x
∗x)rxm−2r +
⌊m/2⌋−1∑
r=0
b−rx
∗(m−2r)(x∗x)r, br ∈ C.
The symbol of f is the function σf (ω, ω) on C \ {0} defined by
σf (ω, ω) :=
⌊m/2⌋∑
r=0
br|ω|−r(m−2r)ωm2 −r +
⌊m/2⌋−1∑
r=0
b−rω
m
2
−r|ω|−r(m−2r).(39)
Let N denote the set consisting of 1 and all finite products of elements qkx∗x+1, where k ∈ Z.
Theorem 6. Let f = f ∗ ∈ A, deg f = 4m, m ∈ N. Suppose that:
(i) For every q-normal operator X there exists a εX > 0 such that
〈f(X,X∗)ϕ, ϕ〉 ≥ εX〈ϕ, ϕ〉, ϕ ∈ D∞(X),
(ii) σf (ω, ω) > 0 for all ω ∈ T :=
{
z ∈ C : |z| = q1/2} .
Then there exists an element b ∈ N such that b∗fb ∈∑A(q)2.
The proof of this theorem follows a similar pattern as the proof of the strict Positivstellensatz
for the Weyl algebra given in [S1]. We first recall a basic definition and a result from [S1], see
e.g. [S2].
A unital ∗-algebra Y is called algebraically bounded if for each element y ∈ B there exists a
λy > 0 such that
λy · 1− y∗y ∈
∑
Y2.(40)
Lemma 7. Let Y be an algebraically bounded ∗-algebra and y = y∗ ∈ B. If
〈pi(y)ϕ, ϕ〉 > 0 for all ϕ ∈ Hpi, ϕ 6= 0,(41)
for ∗-representation pi of Y, then y ∈∑Y2.
Proof. Assume to the contrary that y /∈∑X 2. Since Y is algebraically bounded, 1 is an internal
point of the wedge
∑Y2. Therefore, by the Eidelheit separation theorem for convex sets [K],
there exists a linear functional F on Y such that F (y) ≤ 0, F (1) > 0, and F (∑Y2) ≥ 0. If piF
denotes the GNS-representation of F with cyclic vector ϕ, then F (y) = 〈piF (y)ϕ, ϕ〉 ≤ 0. Since
F (1) = ‖ϕ‖2 > 0, the latter contradicts (41). 
The proof of the theorem will be divided into three steps.
I. Let ρ be a fixed well-behaved representation of A such that ρ(x) 6= 0. By Lemma 6, ρ is
faithful. For notational simplicity we identify a ∈ A with ρ(a). Then x is a q-normal operator
and A becomes a ∗-algebra of operators acting on the invariant dense domain D(ρ) = D∞(x).
Define the following operators
yk := x
2(qkx∗x+ 1)−1, vk := x(q
kx∗x+ 1)−1, zk := (q
kx∗x+ 1)−1, k ∈ Z.
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Is is easily checked that yk, y
∗
k, vk, v
∗
k are bounded operators which map the domain D∞(x) into
itself. Let X be the ∗-algebra of operators on D∞(x) generated by x, x∗, yk, y∗k, vk, v∗k, zk, k ∈ Z.
Then the follwing relations hold in X :
xzk = vk, zkx
∗ = v∗k, x
2zk = yk, zkx
∗2 = y∗k(42)
xzk = zk+1x, x
∗zk = zk−1x
∗(43)
zkzm = zmzk, z
∗
k = zk,(44)
q2k+1y∗kyk + q
kv∗kvk + zk = 1, q
kv∗kvk + z
2
k = zk,(45)
y∗myk = y
∗
kym, y
∗
kyk = q
−4yk−2y
∗
k−2, vkv
∗
k = qv
∗
k+1vk+1,(46)
ykzm = zm+2yk, y
∗
kzm = zm−2y
∗
k,(47)
vkzm = zm+1vk, v
∗
kzm = zm−1v
∗
k,(48)
ymy
∗
k = qy
∗
k+1ym+1, vkzm = vmzk,(49)
ykym = ym+2yk−2, y
∗
my
∗
k = y
∗
k−2y
∗
m+2,(50)
qkzk(1− zm) = qmzm(1− zk),(51)
qk+m+1y∗kym = (1− zk)(1− zm), k,m ∈ Z.(52)
Let Y denote the subalgebra of X generated by 1, yk, y
∗
k, vk, v
∗
k, zk, where k ∈ Z. From (45) it
follows that condition (40) holds for the algebra generators y = yk, y
∗
k, vk, v
∗
k, zk of Y . Hence Y
is an algebraically bounded ∗-algebra by Lemma 2.1 in [S1].
Our next aim is to study representations of Y.
II. Suppose that pi is a non-zero ∗-representation of Y on a Hilbert space Hpi. Since Y is
algebraically bounded, all operators pi(y), y ∈ Y , are bounded, so we can assume that D(pi) =
Hpi. Let H0 = pi(z0), H1 = ker pi(1−z0). By (51) we have ker pi(zk) = H0 and ker pi(1−zk) =
H1, k ∈ Z. From (45) it follows that pi(vk) ↾ H0 = 0. The third relation in (46) yields
pi(v∗k) ↾ H0 = 0. Further, (48) implies that H0 is invariant under pi(yk), pi(y∗k), k ∈ Z. It follows
from (45) that pi(vk), pi(v
∗
k), pi(yk), pi(y
∗
k) restricted onto H1 are 0. The preceding implies that
H0 and H1 are invariant subspaces of the representation pi. Let pi = pi0 ⊕ pi1 ⊕ pi2 be the
corresponding decomposition of pi on Hpi = H0 ⊕H1 ⊕H2.
Now we analyze the three subrepresentations pi0, pi1 and pi2. We begin with pi0. By con-
struction of pi0 we have pi0(zk) = pi0(vk) = pi0(v
∗
k) = 0 for k ∈ Z. From (45) we obtain
pi0(y
∗
kyk) = 1/q
2k+1. By (46), pi0(yky
∗
k) = q
4pi0(y
∗
k+2yk+2) = 1/q
2k+1, so that pi0(q
k+1/2yk) is
unitary. Finally, it follows from (52) that all operators pi0(q
k+1/2yk) coincide. Hence there
exists a unitary operator Y on H0 such that
pi0(yk) = q
−k− 1
2Y, k ∈ Z.(53)
Next we consider pi1. As noted above, pi1(1) = pi1(zk) = IH1 and pi1(vk) = pi1(v
∗
k) = pi1(yk) =
pi1(y
∗
k) = 0.
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Finally, we turn to pi2. It is convenient to introduce the notation
Zk := pi2(zk), Vk := pi2(vk), Yk := pi2(yk).
Then kerZk = ker(I − Zk) = {0} by the construction of pi2. Combined with (45) we conclude
that 0 < Zk < I. Further, (52) implies that all operators q
−k(Z−1k − 1), k ∈ Z, are equal
and positive. Set C := q−k/2(Z−1k − 1)1/2. Then Zk = qkC2 + 1)−1 and using (45) we get
|Vk| = C(qkC2+1)−1. Let Vk = Uk|Vk| be the polar decomposition of Vk. Note that kerC = {0} .
From (49) we derive
UkC(q
kC2 + 1)−1(qmC2 + 1)−1 = UmC(q
mC2 + 1)−1(qkC2 + 1)−1, k,m ∈ Z.
This implies that all operators Uk, k ∈ Z, are equal. Set U := Uk. Since ker Vk = ker V ∗k = {0} ,
U is unitary. By (48) we have
UC(qkC2 + 1)−1(qmC2 + 1)−1 = (qm+1C2 + 1)−1UC(qkC2 + 1)−1, k,m ∈ Z,
and since C(qkC2 + 1)−1 is invertible,
U(qmC2 + 1)−1 = (qm+1C2 + 1)−1U.
The latter is equivalent to UC2U∗ = qC2. Therefore, by Proposition 1, X := UC = VkZ
−1
k is
a q-normal operator. Further, pi2 leaves D∞(X) = D∞(C) invariant. Indeed, by construction
this is true for the generators and hence for all elements of Y .
Let h ∈ X. Using the relations (43) and (qkx∗x + 1)zk = 1X it follows that h is of the form
h = h1zk1zk2 . . . zkm , where h1 ∈ A and k1, . . . , km ∈ Z. Since the operators zk1 , . . . , zkm map
D∞(x) bijectively onto itself, h = 0 if and only if h1 = 0. Therefore, the ∗-representation pi2
gives rise to a unique ∗-representation pi2 of X on D∞(X) defined by pi2(y) = pi2(y) ↾ D∞(X)
for y ∈ Y ,
pi2(x) = X ↾ D∞(X), and pi2(zk) = (qkX∗X + 1)−1 ↾ D∞(X), k ∈ Z.
III. Now let f be as in Theorem 6 and let f4m =
∑
i+j=4m aijx
∗ixj be its highest degree part.
From (42) and (43) it follows that
y := zm0 f(x, x
∗)zm0 ∈ Y.
Our next aim is to apply Lemma 7 in order to conclude that y ∈∑Y2.
Let pi = pi0 ⊕ pi1 ⊕ pi2 be a representation of Y as analyzed above.
First we determine pi0(y). Suppose i, j ∈ N0 and i + j < 4m. Applying the relations (42)
and (43) it follows that zm0 x
∗ixjzm0 = w1w2 . . . ws, where each wl is equal to one of the elements
yk, y
∗
k, vk, v
∗
k, z0. Since i+ j = 4m, not all elements wl can be equal to some yk. Therefore, since
pi0(zk) = pi0(vk) = pi0(v
∗
k) = 0, we obtain pi0(z
m
0 x
∗ixjzm0 ) = 0. Hence pi0(y) = pi0(z
m
0 fz
m
0 ) =
pi0(z
m
0 f4mz
m
0 ). Now we write
f4m =
2m∑
k=0
bk(x
∗x)2m−kx2k +
2m∑
k=1
b−kx
∗2k(x∗x)2m−k.(54)
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For the monomial (x∗x)2m−kx2k we treat the cases k ≤ m and k > m. First suppose that k ≤ m.
Using relations (42)-(44) we compute
zm0 (x
∗x)2m−kx2kzm0 = z
m
0 (x
∗x)2m−kzm−k2k x
2kzk0 =
= (z0x
∗x)m(x∗xz2k)
m−kx2kzk0 =
= (1− z0)m(q−2k(1− z2k))m−k(x2z2k−2)(x2z2k−4) . . . (x2z0) =
= (1− z0)m(q−2k(1− z2k))m−ky2k−2y2k−4 . . . y0.
Applying pi0 to both sides and using (53) we derive
pi0(z
m
0 (x
∗x)2m−kx2kzm0 ) = q
−2k(m−k)pi0(y2k−2y2k−4 . . . y0) =
= q−2k(m−k)q−k
2+k/2Y k = |q1/2|−2k(2m−k)(q1/2Y )k.
In the case k > m we obtain
zm0 (x
∗x)2m−kx2kzm0 = z
2m−k
0 (x
∗x)2m−kzk−m0 x
2kzm0 =
= (z0x
∗x)2m−k
(
zk−m0 x
2(k−m)
) (
x2mzm0
)
=
= (1− z0)2m−k(x2z−2)(x2z−4) . . . (x2z−2(k−m))×
×(x2z2(m−1))(x2z2(m−2)) . . . (x2z0) =
= (1− z0)2m−ky−2y−4 . . . y−2(k−m) · y2(m−1)y2(m−2) . . . y0.
Again, applying pi0 and using (53) we get
pi0(z
m
0 (x
∗x)2m−kx2kzm0 ) =
= pi0(y−2y−4 . . . y−2(k−m))pi0(y2(m−1)y2(m−2) . . . y0) =
= q(k−m)(k−m+1)−
k−m
2 Y k−mq−m(m−1)−
m
2 Y m = |q1/2|−2k(2m−k)(q1/2Y )k.
Proceeding in a similar manner we derive
pi0(z
m
0 x
∗2k(x∗x)2m−kzm0 ) = |q1/2|−2k(2m−k)(q1/2Y ∗)k.
Let Y =
∫
T
ω dE(ω) be the spectral decomposition of the unitary operator Y . Comparing the
preceding computations with the definition of σf we get pi0(y) =
∫
T
σf (q
1/2ω, q1/2ω) dE(ω).
From assumption (ii) it follows that there exists ε > 0 such that σf (q
1/2ω, q1/2ω) ≥ ε for ω ∈ T.
Hence
〈pi0(y)ψ, ψ〉 =
∫
T
σf (q
1/2ω, q1/2ω) d〈E(ω)ψ, ψ〉 ≥ ε‖ψ‖2, ψ ∈ H0.
Applying assumption (i) to the q-normal operator X = 0 yields a00 = f(0, 0) > 0. By (42)
and (43) we have pi1(y) = pi(a00z
2m
0 ) = a00 · I.
Finally we turn to pi2. As shown above, there exists a ∗-representation pi2 of the ∗-algebra
X on D∞(X) such that pi2 ↾ A is well-behaved and pi2(y) = pi2(y) ↾ D∞(X) for y ∈ Y . Using
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assumption (i) of the theorem we obtain for ζ ∈ D∞(X),
〈pi2(y)ζ, ζ〉 = 〈pi2(zm0 fzm0 )ζ, ζ〉 = 〈pi2(zm0 fzm0 )ζ, ζ〉 =
= 〈pi2(f)pi2(zm0 )ζ, pi2(zm0 )ζ〉 ≥ εX ‖pi2(zm0 )ζ‖2 = εX ‖pi2(zm0 )ζ‖2 .
Since pi2(y) and pi2(z0) are bounded operators and ker pi2(z0) = {0} by construction, we conclude
that 〈pi2(y)ζ, ζ〉 > 0 for all ζ ∈ H2, ζ 6= 0.
Since pi = pi0 ⊕ pi1 ⊕ pi2, it follows from the preceding analysis that 〈pi(y)ψ, ψ〉 > 0 for all
ψ ∈ Hpi, ψ 6= 0. Therefore, by Lemma 7,
g =
r∑
i=1
g∗i gi ∈
∑
Y2.
The relations (43) imply that in the algebra X each gi ∈ Y can be written gi = fihi, where
fi ∈ A and hi is a finite product of elements zj . That is, h−1i ∈ N ⊆ A. Multiplying both sides
of the equation
g = zm0 fz
m
0 =
r∑
i=1
(fihi)
∗fihi
by (h1h2 . . . hrz
m
0 )
−1 from the left and from the right we obtain
bfb =
r∑
i=1
f˜ ∗i f˜i ∈ A(q)2,
where f˜i = fihi(h1h2 . . . hrz
m
0 )
−1 ∈ A and b = (h1h2 . . . hr)−1 ∈ N .

The next example illustrates the assertion of the strict Positivstellensatz. Its proof is analo-
gous to the proof of Theorem 2.
Proposition 8. Suppose that q = 1/2. Then:
(i) L := (xx∗)2 − (x+ x∗)2 + 3.7 /∈∑A2,
(iii) L satisfies the assumptions (i) and (ii) in Theorem 6,
(ii) (1 + qx∗x)L(1 + qx∗x) ∈∑A2.
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