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Abstract
Recently, deep learning has become the most important and powerful topic
in various research fields. It has shown excellent performance in image clas-
sification and has been applied to the fields of object detection and semantic
image segmentation of computer vision. In this thesis, we proposed deep neu-
ral networks suitable for fire image detection and segmentation tasks with
excellent performance. In addition, we proposed a small-sized network for fire
image segmentation based on squeezed deep-learning techniques and applied
it to an embedded device. Several extensive experiments are presented to
demonstrate its better performance compared with the existing methods for
fire detection and image segmentation.
Key words: semantic image segmentation, object detection, deep learning,







2.1 Image classification . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Object detection . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Semantic image segmentation . . . . . . . . . . . . . . . . . . 12
2.4 Compressed deep learning . . . . . . . . . . . . . . . . . . . . 15
3 Fire Detection and Localization 17
3.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Proposed method . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Fire area localization . . . . . . . . . . . . . . . . . . . 28
3.3.2 Fire localization results . . . . . . . . . . . . . . . . . . 30
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Semantic Segmentation using Deep Learning for Fire Images 34
4.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Proposed architecture . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.1 Comparison with FusionNet . . . . . . . . . . . . . . . 40
4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Experimental results using FiSmo dataset . . . . . . . 42
4.3.2 Experimental results using Corsican Fire Database . . 45
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
ii
CONTENTS
5 Squeezed Semantic Segmentation for Fire Images 49
5.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Squeezed Fire Binary Segmentation Networks(SFBSNet) . . . 50
5.2.1 SFBSNet architecture . . . . . . . . . . . . . . . . . . 50
5.2.2 Implementation details . . . . . . . . . . . . . . . . . . 54
5.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3.1 Ablation study . . . . . . . . . . . . . . . . . . . . . . 58
5.3.2 Experiments on FiSmo dataset . . . . . . . . . . . . . 58
5.3.3 Experiments on Corsican Fire Database . . . . . . . . 60
5.3.4 Additional experiments on Still dataset . . . . . . . . . 60
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6 Conclusion and Future Works 64
Abstract (in Korean) 73
iii
List of Figures
2.1 AlexNet architecture . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Pooling operation example. . . . . . . . . . . . . . . . . . . . . 5
2.3 Data augmentation example. . . . . . . . . . . . . . . . . . . . 6
2.4 Dropout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.5 Inception module. . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6 Residual block. . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.7 Faster R-CNN architecture. . . . . . . . . . . . . . . . . . . . 9
2.8 Region proposal network (RPN). . . . . . . . . . . . . . . . . 10
2.9 Architecture of Single Shot Multibox Detector. . . . . . . . . . 11
2.10 Fully convolutional networks. . . . . . . . . . . . . . . . . . . 12
2.11 Upsampling structure. . . . . . . . . . . . . . . . . . . . . . . 13
2.12 Deconvolutional network for semantic segmentation. . . . . . . 14
2.13 Unpooling and deconvolution. . . . . . . . . . . . . . . . . . . 14
2.14 Organization of convolution filters in the Fire module. . . . . . 16
3.1 Left: RGB image input of existing networks. Right: multi-
feature (Canny edge, YCbCr, HSV, RGB) input of the network
proposed by Cai et al. . . . . . . . . . . . . . . . . . . . . . . 18
3.2 FireNet: YOLO v3. . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 MFC block. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Res2Net and SE blocks. . . . . . . . . . . . . . . . . . . . . . 20
3.5 Fire detection model. . . . . . . . . . . . . . . . . . . . . . . . 21
3.6 RESCURE dataset: fire (left) and non-fire (right) images. . . . 22
3.7 BoWFire dataset: fire (left) and non-fire (right) images. . . . . 23
3.8 Sharma dataset: fire (left) and non-fire (right) images. . . . . . 23
iv
LIST OF FIGURES
3.9 still image dataset: fire (left) and non-fire (right) images. . . . 24
3.10 Example of data augmentation. . . . . . . . . . . . . . . . . . 24
3.11 Robustness analysis of the proposed fire detection model. . . . 27
3.12 Input image (left), Grad-CAM (middle), and bounding boxes
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.13 DeepQuest AI data: Large fire (left), small fire (right). . . . . 30
3.14 Computing the Intersection over Union (IoU). . . . . . . . . . 31
3.15 AP50 results of YOLO v3 (left) and Faster R-CNN (right). . . 32
3.16 Examples of the localization results of YOLO v3 and Faster
R-CNN for the Still dataset. . . . . . . . . . . . . . . . . . . 33
4.1 Proposed architecture. . . . . . . . . . . . . . . . . . . . . . . 39
4.2 One stage of the Conv+Res+Conv part. . . . . . . . . . . . . 41
4.3 FiSmo dataset and Corsican Fire Database examples. . . . . . 42
4.4 Example of FiSmo image augmentation. . . . . . . . . . . . . 43
4.5 FiSmo image results. The order of the figure is 97, 104, 105,
106, 112, 115. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.6 Corsican Fire Database image results. The order of the figure
is 408, 414, 422, 423, 434, 493. . . . . . . . . . . . . . . . . . . 47
5.1 Sorted mean values of feature map activation values without
zeros in the last layer of each downscaling block: FusionNet
(1st row), Base model (2nd row), ours (3rd row). . . . . . . . 51
5.2 Visualization of features at the last layer of each downscal-
ing block: FusionNet(top row), Base model (middle row), and
Ours(bottom row). . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Description of depthwise separable convolution. . . . . . . . . 53
5.4 SFBSNet architecture. . . . . . . . . . . . . . . . . . . . . . . 54
5.5 Experimental example in real life. Fire situation (left), Jetson
TX2 with camera (middle), and segmentation results (right). . 57
5.6 FiSmo image results. The order of the figure is 96, 97, 112,
115, 117, 118. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.7 Corsican Fire Database image results. The order of the figure
is 408, 414, 422, 423, 434, 493. . . . . . . . . . . . . . . . . . . 61
5.8 Results for the Still dataset. . . . . . . . . . . . . . . . . . . . 62
v
List of Tables
1.1 Experimental environment. . . . . . . . . . . . . . . . . . . . . 3
3.1 Summary of our baseline architecture. . . . . . . . . . . . . . 20
3.2 Accuracy results. . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Precision results. . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Recall results. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 F1-score results. . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 False alarm rate results. . . . . . . . . . . . . . . . . . . . . . 27
3.7 Fire detection results from YOLO v3 and Faster R-CNN. . . 29
3.8 Two-step fire detection results (fire detection network and
then YOLO v3 or Faster R-CNN). . . . . . . . . . . . . . . . . 30
3.9 AP results according to changes in IoU. . . . . . . . . . . . . . 32
4.1 Summary of proposed architecture. . . . . . . . . . . . . . . . 38
4.2 Comparison of results with other methods – FiSmo dataset. . 46
4.3 Comparison of results with other methods – Corsican Fire
Database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1 Comparing SFBSNet to other networks by approaching model
compression method. . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Summary of proposed architecture. . . . . . . . . . . . . . . . 55
5.3 Model specifications. . . . . . . . . . . . . . . . . . . . . . . . 56
5.4 Comparison of IoU metric results with other methods – FiSmo
dataset and Corsican Fire Database. . . . . . . . . . . . . . . 57




Fire accidents can result in fatality apart from injury and property dam-
age. Quick fire detection and warning is the best way to reduce fire damage.
Therefore, maintaining an optimum response time to a fire accident is a very
important factor in fire response systems.
However, current fire prevention and segmentation systems find it dif-
ficult to respond quickly to the early stages of fires. In addition, when a
person monitors the system in real time, the demand for manpower is too
high and maintenance costs are exorbitant when using existing fire segmen-
tation equipment across large areas.
Existing fire detection methods are categorized according to fire sensors
(smoke, flame, temperature, etc.) [2, 23, 6] and image processing [40, 5].
Sensor-based fire detection has the disadvantage of degrading the perfor-
mance of the system based on various factors of the surrounding environ-
ment. For example, fire detection using a smoke sensor may not be effective
when air spreads around the sensor, and use of a temperature sensor can
delay fire detection if the ambient temperature is already high. In the case of
flame sensors, ultraviolet light may be absorbed by smoke or other factors,
reducing sensitivity.
However, fire detection based on image processing can solve many of the
above-mentioned problems with sensor-based fire detection. In particular, it
is possible to minimize additional installation costs by using the existing
CCTV cameras already installed, and the dispatch costs incurred by false
1
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alarms can be reduced. However, conventional image-based fire detection
methods are difficult to apply to real situations due to empirical and exper-
imental threshold settings, which can generate a false alarm for flame-like
objects. In addition, the conventional method is difficult to apply in case of
motion between image frames, i.e., video data.
Moreover, in automated devices such as drones, which have recently been
adopted for fire monitoring, research on how to find an area of flame accu-
rately within a wide area around the occurrence of a fire is necessary[50].
Therefore, studies have been conducted on segmenting fire zones. Premal et
al. [39] proposed a technique for extracting an area of flame in 2014 using
YCbCr transformation and the relationship between luminance and chromi-
nance in RGB images; Tuba et al. [54] proposed a more accurate flame region
extraction method by improving this algorithm. However, the revised method
is also difficult to use because of its poor performance.
Recently, with the development of deep-learning technology, there are
many cases in which these techniques are applied to existing image-based
application systems. In the field of fire detection, attempts have been made
to apply convolutional neural networks (CNN), which perform well in im-
age processing [36, 27, 1]. CNN has the advantage of being able to extract
features through training by accepting the original image without complex
calculations such as algorithm-based feature extraction or preprocessing.
The CNN method is also frequently applied in image segmentation to
classify the label for each pixel of an image. Semantic image segmentation
is a widely used technique in many fields, such as general images (Common
Objects in Context (COCO) datasets [29]), face analysis [37], road analy-
sis [26], satellite images [58], medical image analysis [45, 41, 9], etc. Image
segmentation using deep learning was originally based on fully convolutional
networks (FCN) [31], but the performance was inadequate. To increase per-
formance, various models such as U-Net [45] and FusionNet [41] have been
proposed. As these deep-learning techniques have become more accurate, the
number of weights has increased, requiring a large amount of computation
and memory. However, these large models are difficult to apply practically, so
research such as SqueezeNet [21] has been conducted to reduce the amount
of computation and required memory.
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In this thesis, we propose a fire detection and fire area localization pro-
cess, a binary segmentation that determines the fire area and its compression
model using a deep-learning technique. For fire detection and localization, our
model was verified based on various datasets classified into fire images and
non-fire images. For segmentation, we also verified our proposed method by
experimenting with the FiSmo database [4], written to determine the pres-
ence of fire in the images and segmentation mask of the particular region,
and the Corsican Fire Database [53].
This thesis is organized as follows. In Chapter 2, we introduce the basic
concepts of deep learning required for our proposed network. In Chapter 3,
we propose a network for classifying images of fire scenes and localizing the
fire. In Chapter 4 and 5, we propose a binary segmentation network for fire
images and its compressed model. Finally, Chapter 6 presents the conclusion.
The experimental environment for this thesis is detailed in Table 1.1.
Hardware Specification
CPU Inter Core i5-6500










In this chapter, we provide an overview of the basic concepts necessary to
understand our proposed deep-learning methods. First, we introduce widely
used architectures for image classification and explain the function and train-
ing method for which they have been used. Subsequently, we introduce se-
mantic segmentation networks that use deep learning, and lastly the com-
pression model of deep learning.
2.1 Image classification
AlexNet [25] is a CNN structure that won the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) competition in 2012. It reduced the error
rate by a greater amount than image classification using machine-learning or
image-processing techniques. Since then, deep learning has been recognized
as more powerful than any existing methods of image classification, and it
has been used consistently.
As shown in Figure 2.1, AlexNet consists of eight layers, including five
convolutional layers and three fully connected layers. The unique feature of
the network is that it is designed in a parallel structure to perform a parallel
operation with two GPUs. The second, fourth, and fifth convolutional layers
connect only those that are collinear in the feature map of layer, whereas the
others connect to all feature maps of the previous layer. It takes the form of
224 × 224 × 3 input images and the first convolutional layer has 96 feature
4
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Figure 2.1: AlexNet architecture
maps using an 11 × 11 × 3 kernel. In each step of the convolutional layer,
the rectified linear unit(ReLU) function was added as an activation function
to ensure nonlinearity, and zero padding was added during convolution to
prevent the feature map from shrinking. This operation is performed by re-
ducing the size of the feature map to 7×7 using pooling after the convolution
operation at the first, second, and fifth layers.
The pooling operation includes max pooling, average pooling, etc. It can
also adjust the size of the feature map using a stride like the convolution
operation, as shown in Figure 2.2. After this, it goes through two fully con-
nected layers with 4096 neurons and finally obtains its final output via the
softmax function.
Figure 2.2: Pooling operation example.
As mentioned, regarding the overall structure of AlexNet above, there are
60 million parameters in this network. As there are too many parameters,
5
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an overfitting problem that has a good performance for training data but
poor performance in validation data may occur. The easiest method to avoid
overfitting in image data is to increase the amount of training data through
augmentation, which is a technique to artificially create new training data
from the existing data. Data augmentation consists of generating rotation,
brightness, zoom, horizontal shift, vertical shift, flip, crop, etc. as shown in
Figure 2.3.
Figure 2.3: Data augmentation example.
Another approach to avoid overfitting is to exclude some neurons with a
certain probability from training, using a dropout as shown in Figure 2.4
(b). The dropout is applied only during training, and in the actual test all
neurons are used as shown in Figure 2.4 (a). Therefore, we do not train





Starting with AlexNet in 2012, models based on deep learning were con-
sistently announced at the ILSVRC competition in every subsequent year,
and models such as ZFNet [62], VGGNet [49], GoogLeNet [51], ResNet [17],
etc. were introduced.
ZFNet is similar to AlexNet, but it improves AlexNet by analyzing it
using Deconvnet and modifying the kernel size. It has also enhanced the un-
derstanding of deep learning, which was previously perceived as a black box
through feature map visualization. In the case of VGGNet, the accuracy is
improved by using a deeper and smaller kernel size than the previous network.
GoogLeNet incorporates an inception module that can reduce the amount
of computation through 1 × 1 convolution, which prevents overfitting and
vanishing gradient problems. As shown in Figure 2.5, the inception mod-
ule was able to reduce several parameters by using 1× 1 convolution before
3 × 3 convolution or 5 × 5 convolution, which can increase the number of
parameters.
ResNet stacked the network much deeper than the existing networks and
discovered degradation problems that deteriorated test performance as well
as training performance, not overfitting and vanishing gradient problems. To






Figure 2.5: Inception module.
By feeding an identical mapping from the previous layer, it is easier to opti-
mize the residual mapping than to optimize the original. In addition, Veit et
al. [56] demonstrated in 2016 that the residual block has an effect similar to










Figure 2.6: Residual block.
The inception module proposed in GoogLeNet and residual block pro-
posed in ResNet have been used so far. Based on the abovementioned modules
and blocks, Densenet [20], ResNeXt [59], SENet [19], and EfficientNet [52]





Object detection consists of multi-label classification, which predicts mul-
tiple classes in an image, and bounding-box regression, which predicts the
bounding-box location information of an object. Object detection using deep
learning can be divided into two methods: a two-stage object detection
method that sequentially performs two processes of region proposal to lo-
calize an object and a corresponding region classification, and a one-stage
object detection method that performs the above two processes at once.
Regions with CNN (R-CNN) [15] is a representative method of two-stage
object detection, which has been developed into Fast R-CNN [14] and Faster
R-CNN [44] with improved performance. Faster R-CNN replaced selective
search with a region proposal network (RPN) to resolve inference and bot-
tleneck problems. Figure 2.7 shows the overview of the Faster R-CNN,
which is a two-stage model that carries out RPN first to propose a region
and classify the class, and modifies its bounding-box position information.
Figure 2.7: Faster R-CNN architecture.
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The RPN is implemented using convolution, and the input value uses
feature maps extracted from the previous base network. To create region
proposals, a 3× 3 spatial window is slid over the feature maps created in the
base network. For each point of the sliding window, multiple region proposals
are predicted at a time. The highest number of region proposals is denoted
by k, which is referred to as an anchor. Normally, nine anchors are used for
each sliding window point; three different aspect ratios and three different
scales are combined, all of which have the same center point (xa, ya). The
depth of the feature map extracted from the sliding window becomes the
lower dimension, and through the classification layer, two predictions are
given as probability values for whether the anchor is an object or not. In
the regression layer, four values of (Mx,My,Mw,Mh) of the anchor are derived
and final proposals are obtained. The overall structure of RPN is shown in
Figure 2.8.
Figure 2.8: Region proposal network (RPN).
The RPN provides the output values for the proposed regions of different
sizes. However, to perform classification, the size of the feature map must be
the same. To solve this problem, feature maps of different sizes are converted
10
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to the same size using Region of Interest (RoI) pooling. In addition, to im-
prove performance, when multiple boxes overlap, non-maximum Suppression
(NMS) is used to select the most certain one, and hard negative mining is
used to reduce the negative samples (background).
Single Shot Multibox Detector (SSD) [30] and You Only Look Once
(YOLO) [42] are representative methods of one-stage object detection. This
has the advantage of being fast because it performs one step lesser than Faster
R-CNN, but it is lesser accurate. However, due to its high speed, YOLO has
advanced to v3, and SSD has also been proposed for follow-up studies such
as Deconvolutional Single Shot Detector (DSSD) [12] and RetinaNet [28].
One of the representative techniques of the one-stage method, SSD, is rel-
atively simple compared to the R-CNN technique. The SSD model added
several feature layers to the end of a base network, which predict the offsets
to default boxes of different scales and aspect ratios. It associated default
bounding boxes with each feature map, for multiple feature maps at the top
of the network. The default boxes tile the feature map in a convolutional way,
so that the position of each box is fixed. For each feature map, it predicts
the offsets relative to the default box shapes, as well as the per-class scores
that indicate the presence of a class in each of those boxes. The details of
the SSD model are shown in Figure 2.9.
Figure 2.9: Architecture of Single Shot Multibox Detector.
11
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2.3 Semantic image segmentation
FCN [31] is the first model to be applied to a semantic segmentation task
using a deep-learning model that shows excellent performance in images clas-
sification, as shown in Figure 2.10.
Figure 2.10: Fully convolutional networks.
That is, it uses a good network (AlexNet, VGGNet, GoogLeNet, etc.)
that has been proven in the image classification mentioned above. The note-
worthy aspect of FCN is that the fully connected layer can be considered
as a 1 × 1 convolution. If we consider this view, we can maintain location
information and call it convolutionalized. Its advantage is that because all
operations in networks are convolutional, they are no longer limited by the
size of the input image. In addition, it is possible to process the entire image
at once instead of in units of patches, which can reduce the computation of
overlapping parts.
As the purpose of semantic segmentation is to provide dense prediction
for all pixels in the image, it is necessary to restore the sizes of these coarse
feature maps to the original image size. The process of restoring to this orig-
inal image size is called upsampling. Upsampling increases the coarse feature
12
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maps corresponding to each class to their original size. The upsampled fea-
ture maps are then combined to form the final segmentation map.
However, segmentation maps obtained by simple upsampling to the origi-
nal size from a coarse feature map of 21×21 often miss details of information.
FCN improved the performance by using the concept of the skip layer, as
shown Figure 2.11. This adds upsampling prediction values from the third
and fourth pooling feature maps, which are less coarse, to the 32× upsampled
prediction.
Figure 2.11: Upsampling structure.
However, although the results improved in the order of FCN8 than FCN
32, there were still many problems of missing details. In other words, FCN
reduces the resolution through multiple layers of convolution and pooling
and restores this reduced resolution through upsampling, so the details are
either lost or overly smoothed, negatively affecting results.
To resolve the FCN issue, Noh et al. [38] proposed a deconvolution net-
work composed of deconvolution and unpooling layers, which can identify
pixelwise class labels and predict segmentation masks. Figure 2.12 illus-
trates the detailed configuration of the entire deep network for segmentation.
The researchers deployed unpooling layers in the deconvolution network,
which perform the reverse operation of pooling and reconstruct the original
sizes of activations. As the output of the pooling layer is a sparse activa-
13
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Figure 2.12: Deconvolutional network for semantic segmentation.
tion map, to recover the information of the feature maps they densified it
through convolution-like operations with multiple learned filters. The overall
operation is illustrated in Figure 2.13.
Figure 2.13: Unpooling and deconvolution.
14
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2.4 Compressed deep learning
As deep learning has developed, there has been a corresponding disadvan-
tage in that the number of training parameters had to increase to improve
performance. Therefore, it is necessary to study small models with the sim-
ilar performance. The advantages of a small model are as follows. First, the
memory required for training can be reduced, and it can be easily applied
to low-performance devices such as mobile devices. In addition, a high ef-
ficiency can be achieved when performing parallel training, and in the case
of a system that needs to communicate with a server in real time, such as
autonomous driving, the server is less overloaded and more frequent updates
are possible.
SqueezeNet [21] proposed a Fire module, a strategy that allows a network
to have as few parameters as possible. It employs three main strategies dur-
ing the design of a network. First, it replaces 3× 3 filters with 1× 1 filters,
as a 1× 1 filter has nine times fewer parameters than a 3× 3 filter. Second,
it reduces the number of input channels to 3× 3 because the total quantity
of parameters in the layer is (number of input channels) × (number of fil-
ters) × (kernel size). Lastly, it performs the downsample as late as possible
to secure several activation maps. The Fire module maintained performance
despite reducing the number of parameters using two sizes of convolution in
the layer, as illustrated in Figure 2.14.
Through this method, SqueezeNet, which has similar performance to
AlexNet, reduces the number of parameters by 50 times, and has a model
size of only 0.5 MB, was proposed.
15
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Figure 2.14: Organization of convolution filters in the Fire module.
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Fire Detection and Localization
In this chapter, we discuss fire detection and localization. As the terminol-
ogy can be confusing, fire detection is the same as image classification and
localization is the same as object detection in deep learning.
3.1 Related work
Recently, as the work in the field of deep learning has been increasing, it
has been widely applied to studies in fire detection. In 2018, Khan et al. [34]
proposed a fire detection network using GoogLeNet, and in 2019, Saeed et al.
[46] slightly modified AlexNet to detect fire in images. In 2019, Arpit et al.
[22] proposed a lightweight model applicable to Raspberry mobile devices,
and Khan et al. [35] also proposed a fire detection network that can be used
in Internet of Things (IoT) environments using MobileNet v2.
The above-mentioned methods, like the existing deep-learning method,
use only the image as input, whereas in 2019 Cai et al. [3] proposed a network
of multi-feature input data to compensate for insufficient experimental data.
To construct multi-feature input data, they used HSV (hue, saturation, value)
color space, YCbCr[64] color space, and a Canny edge detector. Figure 3.1
is an example of the RGB image input used in most existing networks and
the multi-feature input used in the network proposed by Cai et al..
In addition, to detect and localize fire areas, DeepQuest AI, a company
that easily integrates and deploys artificial intelligence, proposed FireNet: a
17
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Figure 3.1: Left: RGB image input of existing networks. Right: multi-feature
(Canny edge, YCbCr, HSV, RGB) input of the network proposed by Cai et
al.
real-time fire detection project containing an annotated dataset with bounding-
box information. The dataset consists of 502 images, split into 412 images
for training and 90 images for testing. The network illustrated in Figure 3.2
was a fine-tuned YOLO v3[43] that used darknet53 as the backbone network
trained using the dataset.
Figure 3.2: FireNet: YOLO v3.
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3.2 Proposed method
We first propose an max pooling and fully connected (MFC) block to predict
fire detection using feature maps of various sizes obtained through a con-
volution operation. The size of each feature map obtained for each stage is
different, so a method of integrating feature maps into one form is necessary.
The MFC block has 2×1 output fully connected from a feature map obtained
through channel-wise max pooling. Figure 3.3 is a brief description of the
MFC block.
MaxPooling
(N,N,C) à (1,1,C) Fully Connected
Figure 3.3: MFC block.
We constructed a network for fire detection with Res2Net [13] and ResNet
blocks suitable for multi-scale representations. The Res2Net block proposed
by Gao et al. represents multi-scale features at a granular level and in-
creases the range of receptive fields for each network layer. It can also be
easily applied to existing CNN models. In the Res2Net block, a Squeeze-and-
Excitation (SE) block is used to recalibrate channel-wise feature responses
by explicitly modelling interdependencies between channels [19]. Figure 3.4
shows illustrations of the Res2Net and SE blocks.
First, in our network, the input shape of the architecture to be used for
training was set to 224 × 224 and the depth was increased to 64 features
using 3× 3 convolution. After using the Res2Net block twice, downsampling
was performed using stride-2 convolution. After one more iteration of this
process, a feature map of size 28 × 28 was extracted from the feature map
of size 56 × 56 using the ResNet instead of Res2Net block. A more detailed
description of the architecture is given in Figure 3.5 and Table 3.1.
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Figure 3.4: Res2Net and SE blocks.
Block type Ingredients Size of feature maps
inputs 224× 224× 3
entrance conv convolution 224× 224× 64
downscaling1
Res2Net block 224× 224× 64
+ Res2Net block 224× 224× 64
+ conv(stride2) 112× 112× 128
downscaling2
Res2Net block 112× 112× 128
+ Res2Net block 112× 112× 128
+ conv(stride2) 56× 56× 128
downscaling3
ResNet block 56× 56× 128
+ ResNet block 56× 56× 128
+ conv(stride2) 28× 28× 128
downscaling4
ResNet block 28× 28× 128
+ ResNet block 28× 28× 128
output MFC block 2× 1
Table 3.1: Summary of our baseline architecture.
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Figure 3.5: Fire detection model.
3.3 Experiments
When training, the epoch was set to 50 and training was performed more
effectively using learning rate scheduling. The batch size was set to 16 and
the optimizer used Adam, which combines AdaGrad and RMSProp. For the




tilog(si) = −t1log(s1)− (1− t1)log(1− s1) (3.3.1)
To verify the validity of our network, we experimented with the RES-
CURE, BoWFire, Sharma, and Still datasets. The data used for the test
comprise 1,885 images in total, and the detailed dataset configuration and
description are as follows.
The RESCURE dataset [57] was created from a project that aimed to
develop an interoperable information system that supports emergency and
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crisis management command centers, enabling them to manage emergencies
by quickly handling emergency situations and analyzing crisis crowdsourcing
information as open data. As the RESCURE dataset is composed of videos,
images were cut every 20 frames to avoid overlapping images and were used in
the experiment. Through this, 1007 fire images and 406 non-fire images were
generated. Figure 3.6 shows example images of the RESCURE dataset.
Figure 3.6: RESCURE dataset: fire (left) and non-fire (right) images.
The BoWFire dataset was written by Chino et al. [7] in 2015. It consists
of 226 images of various resolutions, divided into two categories: 119 con-
taining fire and 107 without fire. Fire images consist of emergency situations
involving various fire incidents, such as buildings on fire, industrial fires, car
accidents, and riots. The rest of the images consist of emergency situations
with no visible fire as well as images with fire-like regions, such as sunsets
or red or yellow objects. Figure 3.7 shows example images of the BoWFire
dataset.
The Sharma dataset was created by Sharma et al. [48] in 2017. The
dataset consists of 110 fire images and 541 non-fire images, which were col-
lected from images on the internet. The non-fire image set was constructed
to create a robust dataset for fire classification by constructing many images
that looked similar to fire situations. The validity of the data was verified
using networks such as VGG-16 and ResNet50. Figure 3.8 shows example
images of the Sharma dataset.
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Figure 3.7: BoWFire dataset: fire (left) and non-fire (right) images.
Figure 3.8: Sharma dataset: fire (left) and non-fire (right) images.
The Still dataset was created by Mĺıch [33] in 2019. This dataset consists
of 1,669 fire images and 4,581 non-fire images. Figure 3.9 shows example
images of the Still dataset.
To achieve more effective results using the data mentioned above, data
augmentation was performed on the rest of the data except for the still
dataset here. First, vertical-flip augmentation was used to minimize the loss
of flame properties and random brightness was adjusted through gamma cor-
rection. Figure 3.10 is an example of an image with augmentation applied.
Each dataset was divided into a training set and a test set in a ratio
23
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Figure 3.9: still image dataset: fire (left) and non-fire (right) images.
Figure 3.10: Example of data augmentation.
of 80:20, and the data augmentation mentioned above was performed on the
training set. Through this, 12,596 images for the entire training set and 1,885
for the test set were used.
To emphasize the performance of our proposed method, the recently pub-
lished fire detection networks proposed by Khan et al., Saeed et al., and Arpit
et al. were used. We used the accuracy, precision, recall, F1 scores, and false
alarm rate (FAR) widely used in fire detection as evaluation metrics to con-
firm the validity of the experimental results. Each evaluation metric is as
shown in equation 3.3.2. In 3.3.2, TP means true positive, TN means true
negative, FP means false positive, and FN means false negative.
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Accuracy =
TP + TN














Table 3.2 to Table 3.6 are the results of each of the fire detection
evaluation metrics. As mentioned earlier, the total number of images used
in the test was 1,885, which consisted of 283 from the RESCUE dataset, 91
from the BoWFire dataset, 261 from the Sharma dataset, and 1,250 from
the Still dataset. At most values, the performance of our proposed model
is better than other models. Especially in the entire data, the results of all
evaluation metrics are higher than others.
Method Entire RESCURE BoWFire Sharma Still
Khan (GoogleNet) 0.9437 0.9611 0.8571 0.9655 0.9416
Saeed (AlexNet) 0.9385 0.9575 0.8791 0.9386 0.8276
Arpit (FireNet) 0.8997 0.9434 0.8461 0.9386 0.8856
Khan(MobileNetv2) 0.9326 0.9717 0.8791 0.9501 0.9280
Khan (VGGNet) 0.9129 0.8975 0.8241 0.9425 0.9168
Proposed 0.9623 0.9788 0.9780 0.9693 0.956
Table 3.2: Accuracy results.
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Method Entire RESCURE BoWFire Sharma Still
Khan (GoogleNet) 0.9399 0.9653 0.9137 0.9423 0.9287
Saeed (AlexNet) 0.9317 0.9845 0.8793 0.9038 0.9141
Arpit (FireNet) 0.8772 0.9692 0.9056 0.8571 0.8184
Khan (MobileNetv2) 0.9131 0.9751 0.9791 0.8518 0.8798
Khan (VGGNet) 0.9050 0.9521 0.8867 0.8600 0.8867
Proposed 0.9502 0.9801 0.9824 0.9387 0.9285
Table 3.3: Precision results.
Method Entire RESCURE BoWFire Sharma Still
Khan (GoogleNet) 0.9384 0.9798 0.9298 0.9607 0.9125
Saeed (AlexNet) 0.9030 0.9597 0.8947 0.9215 0.8688
Arpit (FireNet) 0.8246 0.9497 0.8421 0.8235 0.7492
Khan (MobileNetv2) 0.8892 0.9849 0.8245 0.9019 0.8542
Khan (VGGNet) 0.8353 0.8994 0.8245 0.8431 0.7988
Proposed 0.9400 0.9899 0.9824 0.9019 0.9096
Table 3.4: Recall results.
Method Entire RESCURE BoWFire Sharma Still
Khan (GoogleNet) 0.9391 0.9725 0.9217 0.9514 0.9205
Saeed (AlexNet) 0.9171 0.9720 0.8869 0.9126 0.8908
Arpit (FireNet) 0.8501 0.9593 0.8727 0.8400 0.7823
Khan (MobileNetv2) 0.9010 0.9800 0.8952 0.8761 0.8668
Khan (VGGNet) 0.8688 0.9250 0.8545 0.8514 0.8404
Proposed 0.9450 0.9850 0.9824 0.9200 0.9190
Table 3.5: F1-score results.
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Method Entire RESCURE BoWFire Sharma Still
Khan (GoogleNet) 3.1578 8.3333 14.7058 1.4285 2.6460
Saeed (AlexNet) 3.4817 3.5714 20.5882 2.3809 3.0871
Arpit (FireNet) 6.0728 7.1428 14.7058 3.3333 6.2844
Khan (MobileNetv2) 4.4534 5.9523 2.9411 3.8095 4.4101
Khan (VGGNet) 4.6153 10.7142 17.6470 3.3333 3.8588
Proposed 2.5910 4.7619 2.9411 1.4285 2.6460
Table 3.6: False alarm rate results.
We also conducted additional experiments with fire blocking and noise
attacks to confirm the robustness of the proposed model. As in Khan et al.
(MobileNet v2), it was confirmed that fire detection does not occur outside
the fire region by covering the fire region with the background in the image or
adding white and red blocks in the fire image. In addition, it was confirmed
that fire detection is also good when additive white Gaussian noise (AWGN)
is applied to the fire area and scratch is artificially added to the fire region.
In Figure 3.11, we can see that in each case our model predicts properly
and the probability does not change.
Figure 3.11: Robustness analysis of the proposed fire detection model.
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3.3.1 Fire area localization
A Class Activation Map (CAM) [63], proposed by Zhou et al., is one of the
methods to interpret CNN. It is possible to analyze which parts of the image
have most significantly influenced the results of the model. However, it has
the disadvantage of having to change the fully connected layer of the net-
work to global average pooling and fine-tuning the model after changing it.
To compensate for these shortcomings, Selvaraju et al. proposed Grad-CAM
[47], a generalized version of CAM that does not need to replace these fully
connected layers with global average pooling. In other words, through Grad-
CAM, the model can recognize the predictable information through any part
of the image, so it can localize to the position of the object.
Through this Grad-CAM, bounding-box information can be obtained
freely. In addition, as in the existing object detection network, if NMS is
applied to remove the duplicated bounding box, plausible bounding-box in-
formation can also be obtained. Figure 3.12 shows the result of Grad-CAM
and localization of the fire area using this method. The results of Grad-CAM
are shown in the middle of Figure 3.12; it is classified as fire by focusing
on the fire area and it is localized by a given specific thresholding value in
Figure 3.12 on the right of the second row.
Localization through Grad-CAM has the advantage that it can be ob-
tained without further training, but the performance of the result is poor,
as shown in the first row of Figure 3.12. To improve the localization per-
formance, the object detection method mentioned before should be applied.
Here, we localize the fire area using Faster R-CNN and YOLO v3. To train
the two networks, we used the data provided by DeepQuest AI, which include
bounding-box information and are categorized as small and large fire areas.
Figure 3.13 shows examples of the data. The Still dataset was used to pro-
vide test images for fire detection using the two networks, and the results are
shown in Table 3.7.
As shown in Table 3.7, neither network performs well in fire detection.
In particular, in the case of YOLO v3, the precision is high but the recall
rate is low, which means that the fire detection performance is poor. In the
case of Faster R-CNN, the recall is high but the precision is low, so it finds
fire areas well, but it can be seen that it even finds fire areas in the non-fire
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Figure 3.12: Input image (left), Grad-CAM (middle), and bounding boxes
(right).
Still images
Method Fire Not fire Recall Precision
YOLO v3 1,072 4,275 0.642 0.777
Faster R-CNN 1,491 3,118 0.893 0.504
Table 3.7: Fire detection results from YOLO v3 and Faster R-CNN.
images. In the case of YOLO v3, the problem is that the detection perfor-
mance itself needs to be increased, but for Faster R-CNN, the disadvantages
can be compensated by using the fire detection network proposed above.
By first classifying the image through the fire detection network and lo-
calizing the image classified as a fire image using Faster R-CNN, its dis-
advantages can be compensated. As shown in Table 3.8, the precision of
Faster R-CNN increases and the recall decreases slightly when fire detection
proceeds in two steps.
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Figure 3.13: DeepQuest AI data: Large fire (left), small fire (right).
Still Images
Method Fire Not fire Recall Precision
YOLO v3 1,061 4,573 0.635 0.992
Faster R-CNN 1,464 4,560 0.877 0.985
Table 3.8: Two-step fire detection results (fire detection network and then
YOLO v3 or Faster R-CNN).
3.3.2 Fire localization results
The average precision (AP) proposed by PASCAL VOC [11] in 2010 is used
as a metric to evaluate this localization. AP is calculated using Intersection
over Union (IoU), precision, and recall. IoU is a measurement for determining
the overlap between two areas. It requires a ground-truth bounding box and
a predicted bounding box. IoU is given by the overlapping area between
the predicted bounding box and the ground-truth bounding box divided by
the area of union between them; Figure 3.14 illustrates the IoU between
a ground-truth bounding box (in green) and a detected bounding box (in
red). TP and FP are calculated by a specific IoU value and probability, and
and precision and recall are calculated as in the equation introduced in the
previous classification metrics. Based on the precision and recall, the AP is
calculated in the same way as 3.3.3.
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where ρ(r̃) is the measured precision at recall r̃.
Figure 3.15 shows the precision × recall curve for AP50 values of two fire
localization networks. We tested 90 validated images of the FireNet dataset
and calculated precision and recall based on the IoU value of 0.5. According
to 3.3.3, the area under the curve becomes the AP value. Figure 3.16
shows examples of the localization results of the two models for the Still
image dataset; the blue boxes are misclassified and the green is properly
classified. YOLO v3 is often unable to ascertain the fire area compared to
Faster R-CNN.
Table 3.9 shows the results of AP measurement based on various IoUs,
similar to existing object detection methods. In Table 3.9, AP is calculated
by the average of AP50 to AP95 in five steps, as used in the COCO metric, and
APlarge is the AP except for the small fire area. Grad-CAM shows reasonable
results only in AP10 because the bounding results are not combined into
one but divided into several, as shown in the right figure of the first row of
Figure 3.12. As mentioned earlier, the results of Faster R-CNN show higher
performance than YOLO v3 in all AP metrics.
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Figure 3.15: AP50 results of YOLO v3 (left) and Faster R-CNN (right).
AP10 AP50 AP75 AP AP
large
Grad-CAM 13.18 3.64 0.03 1.06 1.645
YOLO v3 40.22 39.33 23.14 22.32 29.51
Faster R-CNN 50.17 49.57 33.66 30.68 46.58
Table 3.9: AP results according to changes in IoU.
3.4 Conclusion
In this chapter, we have proposed a fire detection network and confirmed that
it is superior to existing networks from various datasets. Through additional
experiments, it was found that good prediction results were obtained even
when attacked in various environments. Moreover, the fire detection perfor-
mance of the localization model was improved by using the fire detection
model before the localization model.
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Figure 3.16: Examples of the localization results of YOLO v3 and Faster




Deep Learning for Fire Images
In this chapter, we propose a fire segmentation network using deep learn-
ing and compare it with existing binary segmentation networks and image-
processing algorithms for the FiSmo dataset and Corsican Fire Database.
We will also analyze why it works better than existing networks using deep
learning.
4.1 Related work
Celik et al. [64] proposed a fire detection algorithm based on components of
the YCbCr color space for classifying flame pixels. In this method, to separate
the luminance and the color difference, the RGB color space is converted to
the YCbCr color space using 4.1.1. In addition, 4.1.2 was defined to separate
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Here, Y is luminance, Cb and Cr denote chrominance, τ is a constant
determined by analysis of ROC (receiver operating characteristics), and a
pixel fulfilling F (x, y) = 1 is defined as a flame pixel.
F (x, y) =

1 if Y > Ymean, Cb < Cbmean ,
Cr > Crmean , |Cr − Cb| > τ
0 otherwise
(4.1.2)
Because flames vary considerably depending on the type of material to
be burned, the surrounding environment, and the characteristics of the cam-
era, there are many problems with detecting flame areas using only color
information. To cope with these problems, Tuba et al. [54] achieved higher














1 if Cb ≤ Thb, Cr ≥ Thr
0 otherwise
(4.1.5)
This color model has a fast fire detection speed, but still has the disad-
vantages that the false detection rate is high when there is an object of a
color similar to a flame and that there is a limit affected by the illumination
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of the camera and the environment.
Töreyin et al. [55] proposed a conventional fire detection algorithm based
on image processing, which uses the frequency of flames and a method us-
ing flame movements. Although there are differences in the material of the
flame and the wind, the color or brightness of a flame image pixel varies at
a frequency of about 10 Hz. Fire is detected through wavelet transformation
using the frequency of the flame, or flicker. In addition, Yamagishi et al. [60]
proposed a method using the Hue, Saturation, and Value (HSV) color space,
and Kim et al. [24] proposed an algorithm for using an infrared image to
detect the flame area.
As mentioned before, since AlexNet, studies on deep-learning architecture
have been actively conducted, and methods using deep learning have been
applied to various fields. For the image segmentation task, attempts have
been made to apply the architecture of the existing deep-learning model [16];
however, the geometric information of the image is lost as it passes through
the fully connected layer.
To address these problems, Long et al. [31] proposed a deep-learning
model based on FCN without a fully connected layer. This led to the cre-
ation of a model composed entirely of the convolution. FCN improves the
effectiveness of semantic image segmentation by preserving geometric infor-
mation. However, the prediction of FCN is fragmented according to the size
of the object, and the region detail of the object cannot be effectively ex-
pressed. In 2015, Noh et al. [38] solved this problem by using deconvolution
for the upsampling method.
In 2015, Ronneberger et al. proposed U-Net [45] by integrating a skip
connection into the deconvolutional FCN model. U-Net was examined based
on warping error, rand error, and pixel error index in the electron microscopy
(EM) segmentation challenge using FCN, skip connection, and feature con-
catenation, and outperformed the previous best methods.
FusionNet [41] was proposed in 2016 by Quan et al. and is a model for
binary segmentation in EM images. The model was an improved network
developed from U-Net based on FCN, and used encoding and decoding to re-
duce the amount of computation. It also compensated for the disadvantages
of U-Net by using residual blocks and summation-based skip connections. Fu-
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sionNet outperformed existing segmentation methods, including U-Net, for
the ISBI2012 EM segmentation challenge data.
Drozdzal et al. [10] proposed the FC-ResNet model for medical images
that addresses the task of image segmentation using short skip connection,
long skip connect, and various concepts of bottleneck block. In 2018, they
developed the model and proposed FCN+FC-ResNet [9] by combining FCN
and FC-ResNet. They confirmed excellent performance of their model for
EM, liver lesion, and prostate datasets.
In 2019, Yuan et al. [61] proposed a deep smoke segmentation model for
detecting smoke areas that divide into a coarse path and a fine path. The
first path extracts the global context information of smoke and the second
path obtains its fine spatial details. They achieved better performance than
recently published segmentation methods for smoke datasets.
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4.2 Proposed architecture
Block type Ingredients Size of feature maps
inputs 640× 640× 3
entrance conv convolution 640× 640× 64
downscaling1
conv+res+conv +merge 640× 640× 64
+conv(stride-2) 320× 320× 64
downscaling2
conv+res+conv +merge 320× 320× 128
+conv(stride-2) 160× 160× 128
downscaling3
conv+res+conv +merge 160× 160× 256
+conv(stride-2) 80× 80× 256
downscaling4
conv+res+conv +merge 80× 80× 512
+conv(stride-2) 40× 40× 512
bridge
conv+res 40× 40× 1024
+conv+merge 40× 40× 512
upscaling4
deconv+conv+res 80× 80× 512
+conv+merge 80× 80× 256
upscaling3
deconv+conv+res 160× 160× 256
+conv+merge 160× 160× 128
upscaling2
deconv+conv+res 320× 320× 128
+conv+merge 320× 320× 64
upscaling1
deconv+conv+res 640× 640× 64
+conv+merge 640× 640× 64
exit conv convolution 640× 640× 1
Table 4.1: Summary of proposed architecture.
In our proposed network, we set the input and output image size to 640×640,
similarly to FusionNet. However, unlike FusionNet, this network deploys both
the entrance and exit convolutions as it can adjust the number of feature
maps. In addition, we designed the middle skip connection to compensate
for errors that may occur in the existing architecture. We also modified Fu-
sionNet to increase the ensemble effect using the middle skip connection, as
the residual block is referred to as the ensemble system by Veit et al. [56].
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Figure 4.1: Proposed architecture.
In our network, the convolution and deconvolution filter sizes are unified to
3×3 and all the activation functions use the ReLU. The activation functions
and batch normalization are performed in all blocks. A detailed description
of the proposed architecture is divided into the encoder part and the decoder
part.
The encoder part is a process of extracting features and proceeds as fol-
lows. After the input image is inserted into the entrance convolution, the
result is used as three inputs: the next convolution block, the middle skip
connection, and the long skip connection. The result obtained from the fea-
ture map passing through the convolution block, residual block, and con-
volution block (hereafter denoted as Conv+Res+Conv block) is then added
to the feature map extracted from the entrance convolution. This addition
process is defined as the middle skip connection.
Subsequently, without utilizing max pooling, as used in FusionNet, this
study reduces the size of the feature map through stride-2 convolution. The
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obtained feature map is deployed as three inputs as in the previous step. This
method is repeated until the width and height of the feature map become
40× 40.
The decoder part is the process of restoring the features extracted from
the encoder to the original image size and proceeds as follows. The result of
the encoder part passes through the Conv+Res+Conv block with the middle
skip connection (bridge) and then the size of the feature map is expanded to
80× 80 using deconvolution. The expanded feature map is used as the input
for the next convolution and middle skip connection. The feature map passed
through the Conv+Res+Conv block is combined with the middle skip con-
nection and the above-mentioned feature map of the long skip connection.
We input the result obtained from the deconvolution of the feature map
into the convolution block and the middle skip connection again. This pro-
cess is repeated until the width and height of the feature map are 640× 640,
the size of the original image. Finally, we integrate all the feature maps of
the convolution block, middle skip connection, and long skip connection; the
result becomes depth 1 through the exit convolution.
A more detailed description of the architecture is given in Figure 4.1
and Table 4.1. In Figure 4.1, the green block is the convolution block, the
purple block is the residual block, the blue block is the stride-2 convolution
block, and the red block is the deconvolution block. Similarly to FusionNet,
the residual block is composed of three convolution blocks and the short skip
connection.
4.2.1 Comparison with FusionNet
The architecture proposed in this chapter is similar to FusionNet. However,
the entrance convolution, exit convolution, and middle skip connection are
added in this network. The entrance convolution is designed to match the
output shape of Conv+Res+Conv equally to the middle skip connection. The
exit convolution is designed so that the depth of the final output image is 1.
Lastly, the reason for suggesting the middle skip connection is as follows.
Here, FusionNet and the proposed middle skip connection effect can be
expressed as 4.2.1 as shown in Figure 4.2.
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xL + f(g(xL),W ) Proposed method
(4.2.1)
According to [17], denoting the loss function as E , we can obtain the



















f(g(xL),W )) Proposed method
(4.2.2)
As the term f(g(xL),W ) of FusionNet in 4.2.2 has the activation func-
tion as ReLU, ∂
∂xL
f(g(xL),W ) can be zero. However, as mentioned in [17], in
general the term of ∂
∂xL
f(g(xL),W ) in the proposed method in 4.2.2 cannot
be always −1 for all samples in a mini-batch. This shows that the method
proposed in this chapter can more effectively avoid vanishing gradients com-
pared to FusionNet.
4.3 Experimental results
In this section, we conducted various experiments with the FiSmo dataset
and Corsican Fire Database to verify our proposed model. Figure 4.3 shows
examples of the FiSmo dataset and Corsican Fire Database, and we explain
the data in detail in the next subsections. The data used for the experiment
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were divided into 80% and 20% for the training and test data, respectively.
When training, the mean square error (MSE) and Adam optimizer were
used as the loss function and optimizer, respectively. The epoch and batch
size were set to 100 and 2, respectively.
Figure 4.3: FiSmo dataset and Corsican Fire Database examples.
Before comparing the ground-truth image and predicted image, the binary
process regards a predicted value greater than 0.5 as a fire with label “1”, and
a value less than 0.5 as background with label “0”. To confirm the similarity
between the ground-truth image and the predicted result image, the IoU
mentioned in the localization was deployed as an evaluation metric.
We also compared the proposed model with FusionNet, FCN+FC-ResNet,
Color YCbCr feature algorithm, and Deep Smoke. Through experimentation,
it was confirmed that Deep Smoke resulted in a generally smooth prediction
form, and Color YCbCr resulted in generally fragmented results.
4.3.1 Experimental results using FiSmo dataset
The FiSmo dataset, consisting of image and video data, was made by Caz-
zolato et al. in 2017. It is composed of four categories: Flickr-FireSmoke,
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Flickr-Fire, BoWFire, and SmokeBlock. Each dataset is composed as fol-
lows: the Flickr-FireSmoke dataset contains 5556 images classified as fire
and smoke; Flickr-Fire is composed of 2000 images, 1000 labeled as “fire”
and the remainder labeled as “not fire”; The BoWFire dataset consists of
226 images, 119 labeled as “fire” and 107 labeled as “not fire”; and Smoke-
Block is composed of 1666 images, 832 labeled as “smoke” and 834 labeled
as “not smoke”.
The image data required in this study are the fire image and its segmen-
tation mask image that is divided in to fire and background. In this study,
we use only the BoWFire dataset, as it provides the fire image and its seg-
mentation mask image. Therefore, 118 data with fire and segmentation mask
pairs were used in the BoWFire subset, except for one image in which the
ground-truth image is unclear.
As the dataset is small, to increase the training effect, we performed data
augmentation wherein only the left and right symmetry may be modified
without having a significant effect, as shown in Figure 4.4. As a result, the
total number of data used for training and testing was 236.
Figure 4.4: Example of FiSmo image augmentation.
The training parameters are as follows: The total iteration number ob-
tained is approximately 18,000. The learning rate is 10−2 by 1000 iterations,
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10−3 by 3000 iterations, 10−4 by 5000 iterations, 10−5 by 10,000 iterations,
5×10−6 by 15,000 iterations, and 10−6 beyond. The results obtained through
this method are presented subsequently.
The first row of Figure 4.5 shows the results for the fire097.png image.
In FusionNet and Color YCbCr, as indicated by the yellow arrow in the lower
left, an orange lane was misclassified as fire because of its color. Furthermore,
in the FCN+FC-ResNet, as indicated by the red circle in the upper right,
some details were lost. However, using the proposed architecture, the fire
area stands out distinctly.
The second row in Figure 4.5 is the result for the fire104.png image.
In FCN+FC-ResNet and Color YCbCr, an orange lane at the bottom center
of the image was misclassified as fire because of its color. In FusionNet, as
indicated by the red circle in the same position, it is also misclassified due to
color. The proposed method can accurately identify the fire area, unlike the
other methods.
The third row of Figure 4.5 is the result for the fire105.png image. Ex-
cept for the FCN+FC ResNet, the fire area was classified well. Unlike other
models, our network even classified the pillars in the middle of the fire.
The fourth row in Figure 4.5 is the result for the fire106.png image. In
FusionNet and Color YCbCr, as indicated by the red circle in the middle,
some details were lost. Furthermore, the FCN+FC-ResNet has considerable
misclassification of fire segmentation. The proposed method can accurately
identify the fire area, unlike the other methods.
The fifth row of Figure 4.5 is the result for the fire112.png image. As
indicated by the yellow arrow, FusionNet misclassified the orange object.
The sixth row of Figure 4.5 is the result for the fire115.png image. As
indicated by the yellow arrow, FusionNet and FCN+FC-ResNet have the
disadvantage of classifying the building near the fire as fire. The proposed
method can accurately identify the fire area, unlike the other methods. The
area marked with a yellow circle is a false positive that is not visible in the
ground-truth image, but is recognizable as fire in the input image.
The average values of the IoU obtained for the entire FiSmo dataset are
shown in Table 4.2. Through this, it was found that the proposed method
outperforms the other methods for the FiSmo dataset.
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Input image GT image FusionNet FCN+FC-ResNet Deep Smoke Color YCbCr Proposed method
Figure 4.5: FiSmo image results. The order of the figure is 97, 104, 105, 106,
112, 115.
4.3.2 Experimental results using Corsican Fire Database
The Corsican Fire Database, created by Toulouse et al., consists of fire im-
ages shot outdoors in 2017. The dataset consists of images of forest that have
been reported in Corsica. their includes RGB images, near-infrared images,
and their corresponding ground-truth images, which are black-and-white im-
ages with the fire segmented regions created by experts. All the images and
their corresponding template images are in .png format.
This dataset consists of 595 images, of which more than 90 have near-
infrared spectrum images. The dataset also contains five 540-frame videos
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YCbCr Color feature 0.47071706
Deep Smoke 0.59600632
Proposed method 0.79145361
Table 4.2: Comparison of results with other methods – FiSmo dataset.
shot from a fixed direction, and it also contains the near-infrared spectrum
images.
In this study, segmentation was performed using RGB fire images gener-
ated in various places; thus, the video image data taken in a fixed direction
and near-infrared spectrum images were excluded. Therefore, the number of
training and test data is 595. The total iteration number obtained is approx-
imately 47,000. The learning rate scheduling for training is as follows: 10−2
by 1000 iterations, 10−3 by 3000 iterations, 10−4 by 5000 iterations, 10−5 by
15,000 iterations, 5×10−6 by 20,000 iterations, and 10−6 beyond. The results
obtained through this method are as follows.
The first row of Figure 4.6 is the result for the 408 rgb.png image. For
FusionNet, FCN+FC-ResNet, Deep Smoke, and YCbCr, some misclassified
results can be identified around the fire. However, this problem is solved by
using the proposed model.
The second row of Figure 4.6 is the result for the 414 rgb.png image.
For YCbCr, it is not properly classified. However, the proposed architecture
yields better classification results.
The third and sixth rows of Figure 4.6 are the results for the 422 rgb.png
and 493 rgb.png images, respectively. For FusionNet and FCN+FC-ResNet,
as indicated by the red circle, some details were lost or smoke was incorrectly
classified as fire.
The fourth and fifth rows of Figure 4.6 are the results for the 423 rgb.png
and 434 rgb.png images, respectively. For FusionNet and FCN+FC-ResNet,
as indicated by the red circle, the fireman’s fire suit was misclassified as fire
because of its color. However, the model we proposed classified the area, not
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the fire.
The average values of the IoU for the Corsican Fire Database are shown
in Table 4.3. Through this, it was found that the proposed method outper-
formed the other methods for the Corsican Fire Database.
Input image GT image FusionNet FCN+FC-ResNet Deep Smoke Color YCbCr Proposed method
Figure 4.6: Corsican Fire Database image results. The order of the figure is
408, 414, 422, 423, 434, 493.
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YCbCr Color Feature 0.42878885
Deep Smoke 0.76479557
Proposed method 0.90020717
Table 4.3: Comparison of results with other methods – Corsican Fire
Database.
4.4 Conclusion
In this chapter, we proposed a new deep-learning architecture based on Fu-
sionNet, which demonstrates excellent performance in the existing semantic
image segmentation model. The proposed model, however, is more powerful,
as it incorporates the novel concept of entrance convolution, exit convolu-
tion, and middle skip connection into the structure of FusionNet. In our
experiments with the FiSmo and Corsican datasets, we confirmed that our




Segmentation for Fire Images
In this chapter, we propose a lightweight version of the semantic fire image
segmentation model proposed in the previous chapter. We also introduce
various compression methods and explain how to make the model lighter.
5.1 Related work
In 2016, Iandola et al. [21] proposed a version of SqueezeNet with similar
performance but fewer parameters. The smaller the model, the easier it is
to adapt to non-heavy devices such as mobile or embedded devices. The
researchers replaced the 3 × 3 filter with a 1 × 1 filter, as it reduced the
parameters by nine times. They also proposed Fire modules that use two
different types of filters in the same layer. They compressed the classification
model size by 510 times, and the performance is close to that of the original
network.
MobileNet V1 [18] and V2 [32] were proposed in 2017 and 2018, respec-
tively. The first version proposed an efficient model for mobile and embedded
vision applications in image classification and object detection tasks. To build
a lightweight network, it replaced convolutions with depthwise separable con-
volutions. The second version proposed an inverted residual module with a
linear bottleneck. This module takes a low-dimensional compressed represen-
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tation as input, expands it first to a higher dimension, passes it through a
depthwise convolution filter, and then projects it back to a low-dimensional
representation via linear convolution. It provides a highly efficient mobile-
oriented model that can be used as a base for many visual recognition tasks,
such as classification and segmentation.
5.2 Squeezed Fire Binary Segmentation Net-
works(SFBSNet)
In this section, we explain the details of our proposed model and its im-
plementation, and how to reduce the parameters to apply it to embedded
devices. We reduced the depth of the feature map and replaced the regular
convolution with depthwise convolution to reduce the training parameters of
the network proposed in the previous chapter. A detailed description of how
to reduce the parameters is in the following section.
5.2.1 SFBSNet architecture
Feature map visualization is a powerful tool for understanding neural net-
works and examining how they work properly. Before performing feature map
visualization following the method in [62], FusionNet, Base model proposed
in the previous chapter, and our network are trained sufficiently from the
scratch for Corsican datasets. Each row of Figure 5.1 shows the mean of
feature map activation values without zeros for the layer at the end of each
downscaling block. The number of mean values close to zero is high at the
end layer of each downscaling block in FusionNet, and the ratio of the second
downscaling block in particular is too high. In Base model, the ratio is much
lower than FusionNet at the second layer, but it is still high at third layer. It
can be interpreted that Base model has unnecessary parameters. The third
row of Figure 5.1 shows that our network has a lower ratio of values close
to zero than Base model and FusionNet.
Figure 5.2 shows the feature map visualizations from FusionNet (top
row), Base model (middle row), and our model (bottom row) proposed in this
chapter once training is complete. Our model shows all the feature maps, and
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Figure 5.1: Sorted mean values of feature map activation values without zeros
in the last layer of each downscaling block: FusionNet (1st row), Base model
(2nd row), ours (3rd row).
we selected only some of the feature maps in FusionNet and Base model as
there are so many of them. As mentioned earlier, FusionNet has a lot of zero
values in its feature maps (all black squares), and the shapes of the feature
maps are repetitive and they lack diversity. Base model is much more diverse
than FusionNet’s feature maps, and the number of black square featuremaps
is also reduced. Based on this visualization method, we can confirm that
reducing unnecessary filters not only reduces parameters but also contributes
to performance improvements in this task.
It also reduces parameters by replacing regular convolution with depth-
wise separable convolution. A depthwise separable convolution consists of a
depthwise convolution, performed independently over each channel, and a
pointwise convolution, projecting the output channel of the depthwise con-
volution onto a new channel space [8]. In Figure 5.3, the left operation
is a depthwise convolution and the following operation is a pointwise con-
volution. The proposed network using depthwise separable convolution has
fewer parameters and a much lighter model size than the model using regular
convolution and Base model, as shown in Table 5.1.
The proposed network (SFBSNet) has an encoding phase consisting of
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Input Image Ground Truth Mask Image
Layer - 3 Layer - 4 Layer - 5Layer - 1 Layer - 2
Layer - 1 Layer - 2 Layer - 3 Layer - 4 Layer - 5
Layer - 5Layer - 1 Layer - 2 Layer - 3 Layer - 4
Figure 5.2: Visualization of features at the last layer of each downscaling
block: FusionNet(top row), Base model (middle row), and Ours(bottom row).
four downscaling blocks and a bridge block, and a decoding phase consisting
of four upscaling blocks. Our model reduces the size of the feature map using
a convolution stride2 as Base model. The filter sizes of all the convolutions
and deconvolutions used in this network are unified to 3 × 3 except for the
1× 1 convolution block. Batch normalization and the activation function are
then performed through all the blocks. All the activation functions used in
this network are unified to the ReLU.
In our network, the CRC block is basically used for the encoding and
decoding phases, and the composition is as follows. The feature map passes
through the depthwise separable convolution, then through the residual block
consisting of three depthwise separable convolutions with the short skip con-
nection, and finally through the depthwise separable convolution. The depth
of the feature map in all CRC blocks is equal to 64.
52
CHAPTER 5. SQUEEZED SEMANTIC SEGMENTATION FOR FIRE
IMAGES
Figure 5.3: Description of depthwise separable convolution.
Networks Compression method Model size # of parameters
Base model - 712 MB 72.63 m
Proposed regular 1× 1 Conv 17 MB 1.69 m
Proposed separable Depth Sep Conv 2.9 MB 0.27 m
Table 5.1: Comparing SFBSNet to other networks by approaching model
compression method.
The encoding phase is composed as follows. First, the input image passes
through the entrance convolution block and CRC block. Next, the output
of the CRC block passes through the 1 × 1 convolution, and the depth of
the feature map changes from 64 to 32. After this, the size of the feature
map is reduced after passing through the stride-2 convolution. This process
is repeated until the size of the feature map is 40× 40. The final stage of the
encoding phase, Bridge, is as follows. The feature map of the downscaling
block of the last stage of the encoding phase passes through the CRC block
and 1 × 1 convolution in sequence, and a feature map with a depth of 32 is
output.
The decoding phase is composed as follows. The feature map, which is the
result of 1× 1 convolution, passes through the deconvolution block, and the
deconvolution result is concatenated with the long skip connection with the
previous feature map of the encoding phase. Next, this concatenated feature
map passes the CRC block again and, as before, passes through the 1 × 1
convolution; the depth of the feature map then changes from 64 to 32. This
process is repeated until the size of the feature map is 640 × 640, the same
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as the original input shape. After this, the feature map that passed through
the 1× 1 convolution and size of 640× 640 passes the exit convolution, and
its depth is 32 to 1.
The details of our proposed method are shown in Figure 5.4 and Ta-
ble 5.2. In Figure 5.4, the green block is the 3 × 3 depthwise separable
convolution, the purple block is the residual block, the yellow block is the
1×1 convolution, the blue block is the 3×3 depthwise separable convolution
























Figure 5.4: SFBSNet architecture.
5.2.2 Implementation details
We implement our network in Python and TensorFlow and train it with one
GPU. The image is resized to 640 × 640 for training, and we use an Adam
optimizer and mini-batch size of 2. The learning rate starts from 0.01 and is
divided by ten specific iterations, and the models are trained until loss can
be sufficiently converged. We train the network from scratch with pairs of
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Block type Ingredients Size of feature maps
inputs 640× 640× 3
entrance conv convolution 640× 640× 64
Downscaling-1
CRC block 640× 640× 64
Conv1 block 640× 640× 32
Conv str-2 320× 320× 32
Downscaling-2
CRC block 320× 320× 64
Conv1 block 320× 320× 32
Conv str-2 160× 160× 32
Downscaling-3
CRC block 160× 160× 64
Conv1 block 160× 160× 32
Conv str-2 80× 80× 32
Downscaling-4
CRC block 80× 80× 64
Conv1 block 80× 80× 32
Conv str-2 40× 40× 32
bridge
CRC block 40× 40× 64
Conv1 block 40× 40× 32
Upscaling-4
DeConv, concate 80× 80× 64
CRC block 80× 80× 64
Conv1 block 80× 80× 32
Upscaling-3
DeConv, concate 160× 160× 64
CRC block 160× 160× 64
Conv1 block 160× 160× 32
Upscaling-2
DeConv, concate 320× 320× 64
CRC block 320× 320× 64
Conv1 320× 320× 32
Upscaling-1
DeConv, concate 640× 640× 64
CRC block 640× 640× 64
Conv1 640× 640× 32
Output Conv 640× 640× 1
Table 5.2: Summary of proposed architecture.
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Method (input image size) Model size # of par FPS FPS(TX2)
Deep Smoke [61] (256×256) 165 MB 43.2 m 27 1
Proposed sep (256×256) 2.2 MB 0.20 m 40 5
FusionNet [41] (640×640) 791 MB 69.1 m 10 0.34
FCN+FC-ResNet [9] (512×512) 302 MB 26.3 m 12 0.73
YCbCr Color Feature [54] (None) - - 24 -
Proposed regular (640×640) 17 MB 1.69 m 14 0.67
Proposed sep (640×640) 2.9 MB 0.27 m 14 0.80
Table 5.3: Model specifications.
images each with the image and its label, compare the output with manual
segmentation, and use the mean-square-error loss function to back-propagate
to adjust the weights of the network.
5.3 Experiments
To verify that the network is also applicable to embedded devices, we use the
embedded device NVIDIA Jetson TX2 board. It is built around an NVIDIA
Pascal-family GPU and loaded with 8 GB of memory. The results illustrate
that the running of our network on the Jetson TX2 embedded system is near
real-time frame rates. Figure 5.5 shows the NVIDIA Jetson TX2 kit and
an example of the results.
Table 5.3 shows a comparison of model specifications between our meth-
ods and the others. As the Deep Smoke method takes an input size of
256× 256, our model is also reduced to the same size for equivalent compar-
ison. Our model shows overwhelmingly fewer parameters, a smaller model
size, and higher frames per second(FPS) than the other methods.
In this section, we verified the proposed architecture through extensive
experiments. Our experiments were performed on the FiSmo dataset and the
Corsican Fire Database under the same conditions as in the previous chap-
ter. As previously, 80% of the FiSmo dataset and Corsican Fire Database
were used as training data. We compared our networks against the Fusion-
Net [41], FCN+FC-ResNet [9], YCbCr Color Feature [54], and Deep Smoke
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models [61] for the FiSmo dataset and Corsican Fire Database. Here, it was
confirmed that the Deep Smoke method resulted in a generally smooth pre-
diction form, and the YCbCr Color Feature method resulted in generally
fragmented results as shown in Figure 5.6 and Figure 5.7, as mentioned in
the previous chapter. In addition, to further verify the validity of our model,
we conducted additional experiments on the Still dataset, which was different
from the training data.
As in the previous chapter, we used the IoU value as an evaluation metric
to verify the similarity between the prediction results and the correspond-
ing ground-truth images. As Table 5.4 shows, our model also has a higher






Read image data 
from camera
Figure 5.5: Experimental example in real life. Fire situation (left), Jetson
TX2 with camera (middle), and segmentation results (right).
Method FiSmo Corsican
FusionNet [41] 0.63653529 0.77014998
FCN+FC-ResNet [9] 0.66398529 0.85016260
YCbCr Color Feature [54] 0.47071706 0.42878885
Deep Smoke [61] 0.59600632 0.76479557
SFBSNet(proposed regular) 0.73005690 0.89348606
SFBSNet(proposed separable) 0.78375529 0.90698019
Table 5.4: Comparison of IoU metric results with other methods – FiSmo
dataset and Corsican Fire Database.
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5.3.1 Ablation study
This subsection presents the ablation study on FiSmo datasets. We show
the effectiveness of the addition and concatenation in our networks in Ta-
ble 5.5. We first included the addition operation to the input and output
features of the residual block in each downscaling and upscaling block. Our
network with addition in Table 5.5 shows that the IoU improves by 0.03
without addition. We then checked whether the concatenation in long skip
connections is effective. Earlier, when we replaced the concatenation oper-
ation with the addition operation, such as that implemented in FusionNet,
the IoU was lower than that of the proposed model. Lastly, when we removed
the concatenation, the IoU was still lower than that of the proposed model.
Method IoU Method IoU
w/ addition (middle skip) 0.75036249 con2add (long skip) 0.75192128
w/o concatenate 0.73622126 ours separable 0.78375529
Table 5.5: Ablation experiment for FiSmo dataset
5.3.2 Experiments on FiSmo dataset
In this case, training was conducted effectively by setting a learning rate
schedule of 10−2 for iterations [1, 500], 10−3 for iterations [501, 1500], 10−4
for iterations [1501, 2500], 10−5 for iterations [2501, 5000], 5 × 10−6 for it-
erations [5001, 7500], and 10−6 for higher iterations. The results obtained
through this method are as follows.
The first, second, fourth, and sixth rows of Figure 5.6 are the results
for the fire096.png, fire097.png, fire115.png, and fire118.png images, respec-
tively. FusionNet and FCN+FC-ResNet lost detailed information or had mis-
classified information, as indicated by the red circles. However, the proposed
method best captured the real fire area and minimized misclassification.
The third row of Figure 5.6 is the result for the fire112.png image. For
YCbCr, some details were lost, and FCN+FC-ResNet had too many misclas-
sification results in fire segmentation. However, the proposed architecture
yields better classification results.
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The fifth row of Figure 5.6 is the result for the fire117.png image. For
FusionNet and FCN+FC-ResNet, as indicated by the yellow arrow, the fire-
man’s fire suit was misclassified as fire because of its color. However, the
proposed method achieved the most similar images to the ground-truth im-
ages overall.
The average values of the IoU obtained using the FiSmo dataset are shown
in Table 5.4. Through this, it was found that the proposed method, at its
most effective, outperformed the other methods.
Input image GT image FusionNet FCN+FC-ResNet Deep SmokeColor YCbCr Proposed method
Figure 5.6: FiSmo image results. The order of the figure is 96, 97, 112, 115,
117, 118.
59
CHAPTER 5. SQUEEZED SEMANTIC SEGMENTATION FOR FIRE
IMAGES
5.3.3 Experiments on Corsican Fire Database
In this case, training on the Corsican Fire Database was conducted effectively
by setting a learning rate schedule as 10−2 for iterations [1, 1000], 10−3 for
iterations [1001, 3000], 10−4 for iterations [3001, 5000], 10−5 for iterations
[5001, 15000], 5 × 10−6 for iterations [15,001, 20,000], and 10−6 for higher
iterations. The results obtained through this method are as follows.
The first row of Figure 5.7 is the result for the 408 rgb.png image. Fu-
sionNet incorrectly classified the bright areas in the forest as fire, and YCbCr
missed the inside of the area of fire.
The second row of Figure 5.7 is the result for the 414 rgb.png image.
As we know from the result images, as indicated by the red circles, all the
methods used in the study recognized the outfit of a firefighter as the correct
flame result. However, the proposed method best captured the real fire area
and minimized misclassification.
The remaining rows of Figure 5.7 are the results for the 422 rgb.png,
423 rgb.png, 434 rgb.png, and 493 rgb.png images, respectively. From the
FusionNet results it can be observed that false classification results were
generated near the fire, and for FCN+FC-ResNet, there is a hole inside the
fire prediction area. However, the proposed architecture yields better classi-
fication results.
The average values of the IoU obtained using the Corsican Fire Database
are shown in Table 5.4. Through this, it was found that the proposed
method, at its most effective, outperformed the other methods.
5.3.4 Additional experiments on Still dataset
The experiment was also applied to the Still dataset used in fire detection,
which is a completely different type of data from the FiSmo dataset and
Corsican Fire Database. Before applying the model to the Still dataset, it
was trained using both of the previous datasets, and the default settings
were the same as before. As the FiSmo dataset and Corsican Fire Database
include ground-truth images, IoU metrics can be used to measure accuracy.
However, for the Still dataset the metric cannot be used because there are no
ground-truth images. Therefore, to evaluate the performance, it is necessary
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Input image GT image FusionNet FCN+FC-ResNet Deep SmokeColor YCbCr Proposed method
Figure 5.7: Corsican Fire Database image results. The order of the figure is
408, 414, 422, 423, 434, 493.
to check the prediction results of images in various environments. Figure 5.8
shows the prediction results for the Still dataset. Although the environment is
different from the training data, our model captures the area of fire properly,
except for the very small area indicated by the red circle.
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Figure 5.8: Results for the Still dataset.
5.4 Conclusion
In this chapter, we propose a powerful yet lightweight network for the binary
segmentation task for fire image data. The proposed model reduces features
at each stage compared to the existing binary segmentation methods, and
uses depthwise separable convolution instead of regular convolution to fur-
ther reduce variables as well as improve performance. Extensive experimental
results show that the proposed method is able to execute on an embedded
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device with good results. Based on these results, we can see that our model
not only works in an environment with less computing power but also shows
good performance. Therefore, we can expect the proposed model to be used
as a reliable aid for predicting fire areas when a fire accident occurs.
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Chapter 6
Conclusion and Future Works
In this thesis, we introduced various kinds of deep-learning models for image
classification, object detection, and segmentation, and proposed new net-
works for fire detection and segmentation. First, we proposed a new fire
detection model by combining Res2Net and ResNet blocks, which showed
higher performance than the existing methods. In addition, to secure the
validity of the proposed fire detection model, the area influencing the classi-
fication criteria of the model was confirmed using Grad-CAM. Moreover, the
insufficient fire detection performance of the localization model of the fire
area was improved by supplementing it with the proposed network. Second,
we proposed a fire image segmentation network and its compression model,
both of which performed better than the existing methods. In particular, the
compression model is much lighter than the existing method, so it is fast and
can be easily applied to embedded devices. We propose to continue with this
study and in the future will propose a model for fire detection, localization,
and segmentation in one network.
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(2007, 11). Fire detection using smoke and gas sensors. Fire Safety Jour-
nal 42, 507–515.
[7] Daniel Chino, Letricia Avalhais, Jose Rodrigues Jr, and Agma Traina
(2015, 08). BoWFire: Detection of Fire in Still Images by Integrating
Pixel Color and Texture Analysis. pp. 95–102.
[8] François Chollet (2017, July). Xception: Deep Learning with Depthwise
Separable Convolutions. In 2017 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), pp. 1800–1807.
65
BIBLIOGRAPHY
[9] Michal Drozdzal, Gabriel Chartrand, Eugene Vorontsov, Mahsa Shakeri,
Lisa Di Jorio, An Tang, Adriana Romero, Yoshua Bengio, Chris Pal, and
Samuel Kadoury (2018). Learning normalized inputs for iterative esti-
mation in medical image segmentation. Medical Image Analysis 44, 1 –
13.
[10] Michal Drozdzal, Eugene Vorontsov, Gabriel Chartrand, Samuel
Kadoury, and Chris Pal (2016). The Importance of Skip Connections in
Biomedical Image Segmentation. CoRR abs/1608.04117.
[11] Mark Everingham, Luc Van Gool, Christopher K. I. Williams, John M.
Winn, and Andrew Zisserman (2009). The Pascal Visual Object Classes
(VOC) Challenge. International Journal of Computer Vision 88, 303–338.
[12] Cheng-Yang Fu, Wei Liu, Ananth Ranga, Ambrish Tyagi, and Alexan-
der C. Berg (2017). DSSD : Deconvolutional Single Shot Detector.
CoRR abs/1701.06659.
[13] Shanghua Gao, Ming-Ming Cheng, Kai Zhao, Xinyu Zhang, Ming-Hsuan
Yang, and Philip H. S. Torr (2019). Res2Net: A New Multi-scale Backbone
Architecture. CoRR abs/1904.01169.
[14] Ross Girshick (2015). Fast R-CNN. In 2015 IEEE International Con-
ference on Computer Vision (ICCV), pp. 1440–1448.
[15] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra Malik (2014).
Rich Feature Hierarchies for Accurate Object Detection and Semantic Seg-
mentation. In 2014 IEEE Conference on Computer Vision and Pattern
Recognition, pp. 580–587.
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최근 딥 러닝은 다양한 분야에서 가장 중요하고 강력한 주제이다. 딥러닝
은 이미지 분류에서 뛰어난 성능을 보였으며, 이후 컴퓨터 비전의 이지미에서
객체 감지 및 시맨틱 분할에도 적용되었다. 본 논문에서는 뛰어난 성능을 가
진 딥 러닝을 사용하여 화재 이미지 감지 및 분할 작업에 적합한 네트워크를
제안한다. 또한 딥러닝 압축 기법을 사용하여 화재 이미지 분할 딥러닝 모델
에 적용하여 소규모 네트워크를 제안하였고 이를 임베디드 장치에 적용했다.
여러가지 광범위한 실험을 통해 화재감지와 화재 이미지 분할에서 기존의 기
법보다 좋다는 점을 보였다.
주요어휘: 이미지 시맨틱 분할, 객체 감지, 딥 러닝, 화재 이미지, 딥러닝 압축
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