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a b s t r a c t
Wepropose a binary classifier based on the single hidden layer feedforward neural network
(SLFN) using radial basis functions (RBFs) and sigmoid functions in the hidden layer. We
use a modified attribute-class correlation measure to determine the weights of attributes
in the networks. Moreover, we propose new weights called as influence weights to utilize
in the weights connecting the input layer and the hidden layer nodes (hidden weights)
of the network with sigmoid hidden nodes. These weights are calculated as the sum of
conditional probabilities of attribute values given class labels. Our learning procedure
of the networks is based on the extreme learning machines; in which the parameters
of the hidden nodes are first calculated and then the weights connecting the hidden
nodes and output nodes (output weights) are found. The results of the networks with the
proposed weights on some benchmark data sets show improvements over those of the
conventional networks.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Over the past two decades, single hidden layer feedforward neural networks (SLFNs) have become an interesting topic
of research. There are two main variations for SLFNs, those with additive hidden nodes and those with radial basis function
(RBF) hidden nodes [1]. Using both nonlinear transfer functions provides the power of nonlinearity for the networks.
Radial basis function networks, first introduced in the neural network domain by Broomhead and Lowe [2], represent
a specific class of SLFNs in which the linearly weighted structure of the networks allows for easy and fast training using
linear optimization techniques. In such networks, the parameters in the hidden layer (known as hidden parameters) can
often be pre-fixed. RBF networks have been proved capable of universal approximation [3,4]. Moreover, the total number
of candidate basis functions involved in an RBF network model is not very large and does not increase when the number of
input variables increases [5]. Due to these attractive properties, RBF networks have become a widely used network model
in many areas such as function approximation [2,4] and classification and pattern recognition [6–9].
After selection of the number of the hidden nodes and basis functions in the RBF network, there are generally three types
of parameters that need to be determined: (1) the position of the RBF centers, (2) the values of RBF widths, and (3) the
connecting weights between the hidden layer and the output layer neurons (output weights). These parameters can be
determined by performing either a combined procedure or separate procedures [5].
In combined approaches [5], all the three types of parameters are simultaneously determined by performing appropriate
nonlinear optimization methods. Unlike combined learning approaches, the separate procedures include two phases of
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learning [9–12]. In the first phase, the hidden parameters, including the centers and the widths, are determined, and in
the next phase, the output weights are calculated.
For the learning of the output weights in an RBF network, as well as for the learning of an SLFN with sigmoid hidden
nodes, error back propagation (EBP) is the most cited algorithm [11]. The main drawbacks of the EBP algorithm are its slow
training and unreliability in its convergence due toweight initialization [13]. Although, the training time for an RBF network
with the EBP learning algorithm is shorter than that for a multi-layer perceptron network, this time is still rather long and
the efficiency of the algorithm depends on the choice of initial values [12].
Recently, Huang et al., [14], proposed a new fast algorithm for training SLFNs, known as the extreme learning machine
(ELM), that can tackle some of the shortcomings of the EBP algorithm.
In the ELM algorithm, the weights and biases between the input and the hidden layer nodes are randomly assigned.
The only unknown parameters that need to be determined are the output linear weights which are assigned through the
least-square method [15,16].
The ELM is fast in classification tasks and also generates a high performance generalization compared with most of the
existing methods such as backpropagation (BP) networks and support vector machine (SVM), reported in [14]. Moreover,
the experimental results in [14] show that the standard deviations of the results obtained by the ELM algorithm are less
than those of other methods. Here, our procedure for training the networks is the same as the theory of the ELM algorithm
with a strong emphasis on attribute weighting and the hidden weights of the SLFNs.
The novelty of this work is two-fold. First, we use attribute weighting in the networks which uses an attribute-class
correlation measure. The attribute-class correlation measure used in this work is a modification of the theory described
in [17] which is originally used for attribute ranking.
Second, we introduce influence weights to utilize in the hidden weights of the SLFNs with sigmoid kernels in the
hidden layer. The influence weights are calculated from the conditional probabilities of the attributes given class labels.
These weights have a similar form to the influence weights proposed by Quinn et al. [18] which are directly used for data
classification.
The paper is structured as follows. Sections 2 and 3 give a brief review on extreme learningmachines and an RBF network,
respectively. In Section 4, we propose influence weights and attribute weighting to improve the network performance
which follows by the network learning procedure in Section 5. The experimental results and comparison of the proposed
approaches with the existing methods, including the RBF network and the SLFN with sigmoid hidden nodes, are reported in
Section 6. We conclude the paper in Section 7 followed by a few directions for future work.
2. Extreme learning machines
This brief outline of the ELM algorithm is based on that in [14]. In the ELM, the parameters of hidden nodes, such as
weights and biases between the input and the hidden layer nodes, are randomly assigned. Therefore, the only parameters
which need to be determined are the output weights.
Let us assume a data set S = {(xs, ys)|s = 1, . . . ,N} of N arbitrary distinct samples, where xs is an n-dimensional
vector of decision-making attributes, xs = [xs1, xs2, . . . , xsn]T , and ys is the desired output corresponding to the input
xs, ys = [ys1, ys2, . . . , ysm]T , then the output of an SLFN, withN additive nodes, can be mathematically modeled as:
N
j=1
αjhj(xs)+ α0 =
N
j=1
αjh(wj.xs + bj)+ α0 =ys s = 1, . . . ,N (1)
where wj = [w1j, w2j, . . . , wnj]T and bj are the learning parameters of the j-th hidden node, αj, j = 1, . . . ,N is the weight
vector connecting the j-th hidden node to the output nodes, α0 is the bias vector to the output layer, h is the hidden node
activation function andwj.xs denotes the inner product of vectorswj and xs in Rn.
If an SLFN withN hidden nodes can approximate these N samples with zero error, meaning thatNs=1 ∥ys −ys∥ = 0, it
then implies that there exist αj,wj and bj such that:
Hα = Y (2)
where
H =
1 h1(x1) · · · hN(x1)... · · · ...
1 h1(xN) · · · hN(xN)
 ,
α = [α0, α1, . . . , αN ]T
and
Y = [y1, y2, . . . , yN ]T .
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The system (2) is a linear system with respect to the output weights of the network, so they can be estimated as:
α = HĎY (3)
where HĎ is the Moore–Penrose generalized inverse [14,15] of the hidden layer output matrix H.
For a typical binary classification problem, if the desired output is coded as ‘‘1’’ for samples from class 1 and ‘‘−1’’ for
samples from class 2, the classifier determines the class label of the input vector x as
Cˆ(x) = sign(y) = sign N
j=1
αjhj(x)+ α0

(4)
where the scalery is the network output corresponding the input vector x.
3. Radial basis function networks
An RBF network is a standard three-layer feed-forward neural network: an input layer with n nodes, a hidden layer withN nodes, and an output layer with m nodes. When an RBF network is used for binary classification, in which m is equal to
1, the inputs consist of decision-making attributes and the only output is a class where the input example either belongs or
does not.
The N nodes of the hidden layer are activated by a radially symmetric basis function, h(xs) = h(∥xs − c∥), where
∥ · ∥ indicates the Euclidean norm. Each node j of the hidden layer consists of its own center cj. In function h(xs), the
Euclidean distance between the input signal xs and the center of the neuron, both of the same order, is first evaluated,
then an activation function – known as a radial basis function (RBF) – is applied, which can be defined in several ways [19].
Here, a multiquadratic(MQ) function is used in the hidden nodes which is of the form:
h(∥xs − cj∥) =

∥xs − cj∥2 + σ 2j . (5)
The function (5) utilizes a width scaling parameter σj, also called a shape parameter. The shape parameter is used to control
the domain of influence of the RBF. This parameter plays a crucial role in the RBF and the network performance.
The outputs of the hidden activations are linearly combined to provide the output of the network.
N
j=1
αj

∥xs − cj∥2 + σ 2j + α0 =ys s = 1, . . . ,N. (6)
Among all the parameters of an RBF network are the selection of number of hidden nodes, the selection of the basis
functions, techniques for the selection of centers for the basis function, and the supervised learning technique for learning
the output weights. In the training of the RBF network, after the number of hidden nodes is determined, parameters such as
centers, widths, and output weights are tuned using the training samples. Schwenker et al. [9] categorize the RBF network
parameter training into two types, namely two-phase and three-phase learning methods.
In the two-phase learning, the position of the centers and the widths of the RBFs are determined first. The next phase is
to find the output weights after the hidden parameters are determined. These weights can be found by linear optimization
using any linear least-squares methods [16,20]. The two-phase learning of RBF networks allows the learning phases to be
carried out independently as long as the learning sequence is mentioned [12].
In the three-phase learning [9], after finding all three parameters of the network by using two-phase learning, the whole
parameters are simultaneously adjusted through a further optimization procedure.
4. Proposed methods for improving SLFNs classifier
There are a number of parameters the values of which can greatly influence the performance of SLFNs. We propose
techniques to improve the network performance in two ways for classification purposes. First, we introduce weights for
attributes based on amodification of attribute-class correlationmeasure introduced in [17]. Second, we introduce influence
weights and utilize them in the hidden weights of the SLFNs while considering sigmoid kernels in the hidden layer.
4.1. Attribute-class correlation measure
The idea of the weights for attributes is based on that in [17]. The work of [17] uses a combination of class separability
measure and attribute-class correlation measure for attribute ranking, while in this work we calculate an attribute-class
correlation measure for each attribute and use it for attribute weighting.
This correlation directly links attributes with class labels. If the class labels of two samples are different, the variations of
attributes in the two samples are considered to be the affecting factor for the variation of class labels and should beweighted
S. Seifollahi et al. / Computers and Mathematics with Applications 64 (2012) 128–136 131
positively. If the class labels are the same, the variations in the attributes are irrelevant in deciding the classes and should
be weighted negatively.
The correlation between the i-th attribute and the class labels in the data set is given as:
Λi =

s≠l
|xsi − xli| × g(ys − yl), (7)
where xsi and xli are the i-th attributes of the s-th sample and the l-th sample, respectively. ys and yl are the class labels of
the s-th sample and the l-th sample, respectively. For any y,
g(y) =

1 if |y| > 0
−1 if |y| = 0.
A large value of Λi shows that there is a close correlation between class labels and the i-th attribute, which indicates the
importance of attribute i in classifying the samples, and vice versa. If we denote ϑi for the weights of attributes, then the
weights of the attributes are found by the following procedure.
1. CalculateΛi as
Λi =
 Λimax(Λi)−min(Λi)
 ,
where max(Λi) and min(Λi) are the maximum and minimum of allΛi, respectively.
2. SortΛi in a descending order, i.e. suppose 0 ≤ Λ1 ≤ Λ2 ≤ · · · ≤ Λn (without loss of generality) whereΛi corresponds
to the i-th attribute. Initialize ϵ and λ0 with a small positive numbers and set i = 1 and λ1 = λ0.
3. Calculate the weight of i-th attribute as
ϑi = ϵ ifΛi = 0
ϑi = λi × Λi
Λn
otherwise.
4. Set i = i+1. If i > n stop, otherwise calculate λi = λi+ 1−λ0n and go back to 3 to calculate theweight of the i-th attribute.
4.2. The hidden weights in the ELM algorithm
The hidden weights in the ELM algorithm are set as random numbers, however these weights play important roles in the
performance of the networks and different initial weights produce different results. We set these weights using conditional
probabilities of the data set. We refer to these weights as influence weights.
For binary data classification, influence weights are defined using conditional probabilities of the attribute values
concerning class labels and given as:
ξi =
N
s=1

Pr(xsi|1)− Pr(xsi| − 1)

i = 1, . . . , n (8)
where 1 and−1 are the class labels and Pr(·|·) denotes for the conditional probability.
For the ELM with sigmoid activation functions, the hidden weights are considered as follows:
wij = νξ i, i = 1, 2, . . . , n j = 1, 2, . . . ,N (9)
where ν is a positive random number. ξ i is the absolute of normalized ξi and given as
ξ i =
 ξimax(ξi)−min(ξi)
 ,
where max(ξi) and min(ξi) are the maximum and minimum of all ξi, respectively.
The conditional probabilities described in (8), first introduced by Quinn et al. [18] and called influence weights, have
been used directly for data classification. However, here, we used them for calculating the hidden weights described in (9).
These weights can also be extended for multi-classification purposes (see [18] for more details).
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5. Network learning
For the learning process in the SLFN with sigmoid kernels in the hidden layer, we consider the ELM algorithm, meaning
that the hidden parameters including the hiddenweights and the biases are first decided, then the only unknown parameter,
i.e., the output weights, are found by the least-square method using the Moore–Penrose generalized inverse formulated as
in Eq. (3).
The learning process for the network with RBF kernels, in this work, is based on a static learning algorithm that modifies
the parameters of hidden nodes given a fixed number of basis functions. Therefore, finding the optimal number of hidden
nodes is not the main concern of this paper. We consider the two-phase learning algorithm for training the network
parameters. First the hidden parameters including widths and centers are decided, then the bias and the output weights, αj,
in the second phase of learning, are directly calculated by the least-square method using the Moore–Penrose generalized
inverse formulated as in Eq. (3). This learning procedure of the RBF network is equivalent to the ELM algorithm proposed
by Huang et al. for SLFNs [14] with RBFs in the hidden layer. In fact the learning procedure of both networks are similar to
each other in which the hidden parameters of the networks are first decided then the output weights are determined.
The components of RBF centers can be randomly initialized or determined based on cluster analysis approaches such
as hierarchical clustering, k-means [21], or Kohonen’s self organizing maps [22] by using training samples. Here, we use
agglomerative hierarchical clustering to create RBF centers. Hierarchical clustering typically starts with singleton clusters
and merges clusters, while the k-means method divides a mountain of data into smaller piles.
To find the RBF widths, the distance between j-th center, cj, and its nearest center is used as the j-th width [23]:
σj = γ min{∥cj − ck∥ : k = 1, . . . ,N, k ≠ j} (10)
where γ has to be set heuristically (the suggested value is γ = 1.5 [23]).
If we consider attribute weighting in the network with RBF kernel, the weighted Euclidean distance of j-th RBF can be
written in the form:
rsj =

n
i=1
ϑi(xsi − cji)2
1/2
, (11)
where rsj denotes for theweighted distance between s-th sample xs and j-th center cj andϑi is theweight of the i-th attribute
in the distance. Therefore, the basis functions, MQs, can be written in the following form:
hj(xs) =

r2sj + σ 2j j = 1, . . . ,N. (12)
By considering the weights for attributes in the network with sigmoid functions, the output of the hidden nodes can be
written in the following form:
hj(xs) = 11+ exp(−wijϑixsi − bj) j = 1, . . . ,
N. (13)
In summary, by normalizing the data set into [0 1], the steps of the learning process for the network classifier are as
follows:
1. Given a training data set S = {(xs, ys)|s = 1, . . . ,N}, and a number of hidden nodesN , do steps 2 to 5.
2. For the network with sigmoid function, discretize the continuous attributes to the binary case and find the conditional
probabilities on the discretized data set; then, determine the hidden weights of the network using influence weights as
given in (9).
3. For the RBF network, select the centers of the RBFs using the data set and calculate the widths of RBFs.
4. Calculate the attribute weights as given in (11) and (13), and then calculate the hiddenmatrix using the original data set.
5. Apply the Moore–Penrose generalized inverse to find the output weights of the network as in (3).
In step 2 of the above learning procedure, we use the discretized data set to find the conditional probabilities. Different
discretization methods can be used, however we apply the simplest case which is the mean of the attribute values. The
discretized data set is just used to find conditional probabilities. In the other steps, we use the original attribute values. There
are several ways to calculate the Moore–Penrose generalized inverse of a matrix in step 5, including orthogonal projection
method, orthogonalization method, iterative method, and singular value decomposition (SVD) [15]. The SVD can always be
used to calculate the Moore–Penrose generalized inverse of hidden matrix [24].
6. Experiments
For the RBF network, we considered the two-phase learning algorithm. In other words, the hidden parameters including
centers and widths were first calculated; then, the output weights were found by the least square method using the
Moore–Penrose generalized inverse. The learning procedure here is the same as the ELM algorithm, in which the hidden
parameters are first decided and then the output weights are found.
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Table 1
Characteristics of the experimental data sets.
Data set # Records # Attributes
Haberman’s survival (Haberman) 306 3
Liver disorders (Liver) 345 6
Statlog heart (Heart) 270 13
Statlog Australian credit approval (Australian) 690 14
Congressional voting records (Voting) 435 16
Ionosphere 351 34
Table 2
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs; Haberman data set.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 74.97 73.87 74.77 74.37 74.37
10 74.40 74.97 74.43 75.07 73.70
15 74.13 75.17 74.77 74.67 74.90
20 74.47 74.60 75.20 74.47 74.43
25 73.07 74.10 73.70 74.00 74.70
30 72.10 74.67 73.50 74.20 74.57
35 71.67 73.97 72.90 74.20 74.53
40 70.90 74.07 72.63 74.10 74.63
Average 73.21 74.43 73.99 74.39 74.48
6.1. Settings
All experiments, including RBF networks and SLFNs with sigmoid functions in the hidden layer, were carried out with
8 networks consisting ofN nodes in the hidden layer whereN started from 5 and increased by a step equal to 5. For each
network, we ran 20 trials and then the average accuracy and mean squared error (MSE) over the 20 runs are calculated.
The accuracy of the networks in each run was calculated using 10-fold cross validation with random orders of data records,
i.e. each fold contained 10% of the data set randomly selected (without replacement).
For the hidden weights, (9), the parameter ν was set as u/N , where u is a random number uniformly distributed from
[0 1]. In the networks with the sigmoid hidden nodes, the bias vectors were set as uniformly random numbers distributed
from [0 1]. The parameter λ0 and ϵ, in step 2 given in Section 4.1, were set as 0.01 and 0.001, respectively.
6.2. Data collections
We carried out experiments using six benchmark data sets (Haberman, Liver, Heart, Australian, Voting and Ionosphere)
taken from the UCI repository of machine learning databases [25], which current data mining approaches have often used
for their analyses. Another reason for selecting these data sets were that conventional approaches have analyzed themwith
variable success. Table 1 shows the characteristics of the data sets used.
6.3. Results and discussion
In the following tables and figure, ‘‘RBF’’ represents the conventional RBF network and ‘‘RBF-AW’’ stands for the RBF
network using attribute weighting. ‘‘SIG’’ stands for the network with sigmoid activation functions and uniformly random
numbers distributed from [0 1] as the hidden weights. ‘‘SIG-IN’’ and ‘‘SIG-AIN’’ represent the networks with sigmoid
functions using influence weights and both weights (attribute weighting and influence weights), respectively. The first
column of the tables shows the number of nodes used in the hidden layer and the subsequent columns show the average
accuracies (in percentage) of the 20 independent runs. In each run, we use 10-fold cross validation method in partitioning
training and test data sets to have more reliable results.
Table 2 reports the average accuracy results on the Haberman data set. The proposed methods, ‘‘RBF-AW’’ and ‘‘SIG-AIN’’
outperform the existing networks, improving almost 1% and 0.5% on the averages. In particular, when the number of nodes
is greater than 20, the accuracy results fall down rapidly for the case of ‘‘RBF’’. These results are also confirmed in Fig. 1
which shows the MSEs of the methods. Moreover, the variations of the results obtained by the proposed methods are less
than those of others.
Table 3 reports the average accuracy results on the Liver data set. The network ‘‘RBF-AW’’ outperforms all other cases,
in particular improving by more than 2% compared to the ‘‘RBF’’ network and also more stable results. The method ‘‘SIG’’
performs better than ‘‘SIG-IN’’ and ‘‘SIG-AIN’’, however, the results are very close to each other, and even whenN = 5, it is
in opposite. Fig. 1 includes the MSEs of the methods on the Liver data set which confirms the accuracy results of Table 3.
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Fig. 1. Average MSE results of 20 runs for different data sets.
Table 3
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs; Liver data set.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 59.56 65.79 63.94 65.15 66.79
10 66.35 71.74 71.12 70.68 70.68
15 72.38 72.21 72.03 72.09 72.15
20 70.44 73.15 72.29 71.53 71.32
25 71.94 72.03 72.24 70.68 70.12
30 71.71 72.26 71.62 71.24 70.53
35 71.82 72.06 71.59 71.79 70.91
40 69.62 71.26 71.50 71.21 70.24
Average 69.23 71.31 70.79 70.55 70.34
Table 4 reports the average accuracy results on the Heart data set. The proposed methods outperform ‘‘RBF’’ and ‘‘SIG’’
networks in most cases. Fig. 1 also shows the MSEs of the methods on the Heart data set. The results of the MSE analysis are
in line with the accuracy results shown in Table 4.
Table 5 shows the average accuracy results on the Australian data set which indicates that the proposed methods
outperform the ‘‘RBF’’ and ‘‘SIG’’ networks overall. The MSEs calculated on the Australian data set are shown in Fig. 1.
Table 6 shows the average accuracy results on the Voting data set which indicates that the ‘‘RBF-AW’’ and ‘‘SIG-AIN’’
networks outperform all other networks overall, improving almost 1% and 2.5% on the averages of ‘‘RBF’’ and ‘‘SIG’’ networks.
Fig. 1 shows the MSEs calculated on the Voting data set.
Table 7 shows the average accuracy results on the Ionosphere data set which indicates that the proposed methods
outperform the ‘‘RBF’’ and ‘‘SIG’’ networks in all cases, improving almost 3.5% and 10% on the averages, respectively. Fig. 1
includes the results of the MSE analysis on the Ionosphere data set.
According to the results of the tables and figures, in general, the proposed methods (‘‘RBF-AW’’ and ‘‘SIG-AIN’’)
outperform the conventional networks (‘‘RBF’’ and ‘‘SIG’’). This shows that the proposed attribute weighting and influence
weights cause the networks to be more accurate and stable. In addition, by increasing the number of nodes (up to a certain
threshold, i.e., 20 in our experiments) in the hidden layer, the network accuracy increases; however, this number depends
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Table 4
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs; Heart data set.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 79.74 83.11 77.67 79.78 83.63
10 83.00 84.30 80.22 83.26 84.37
15 83.07 84.15 80.33 83.37 83.41
20 82.85 84.19 80.89 82.81 83.04
25 82.89 83.07 82.15 82.63 82.96
30 81.74 82.78 80.74 82.52 82.59
35 80.63 81.70 81.33 82.07 81.93
40 81.81 80.89 81.37 81.37 81.41
Average 81.97 83.02 80.59 82.23 82.92
Table 5
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs; Australian data.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 80.07 85.5 81.63 84.28 85.46
10 85.90 85.85 84.31 85.51 85.62
15 85.88 86.18 85.26 85.94 86.63
20 85.93 85.76 85.93 86.26 86.56
25 85.85 86.07 85.91 86.07 86.74
30 85.88 86.28 86.07 86.13 86.79
35 86.10 86.15 86.10 85.94 86.24
40 86.37 86.25 85.97 86.07 86.26
Average 85.25 86.01 85.15 85.78 86.29
Table 6
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs on the Voting data set.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 90.31 91.29 84.64 83.12 91.48
10 93.60 93.88 90.33 89.45 93.43
15 94.07 94.19 90.24 93.43 94.05
20 93.93 94.86 92.81 94.24 94.29
25 93.50 95.36 92.98 93.71 94.40
30 93.90 95.36 93.07 93.69 94.71
35 94.29 95.55 93.40 93.71 94.81
40 94.45 95.57 93.98 93.55 94.76
Average 93.51 94.51 91.43 91.86 93.99
Table 7
The accuracy results of the networks with 10-fold cross validation
averaged over 20 runs; Ionosphere data set.
# Nodes RBF RBF-AW SIG SIG-IN SIG-AIN
5 71.00 87.82 70.74 81.41 86.94
10 82.06 89.24 73.21 84.15 86.79
15 87.62 89.32 76.15 86.09 87.47
20 90.24 90.56 78.32 86.71 87.29
25 90.88 91.76 78.97 87.35 87.62
30 90.65 90.71 80.32 86.91 87.44
35 90.88 91.03 80.32 87.09 87.18
40 90.18 91.21 80.15 86.74 87.47
Average 86.69 90.21 77.27 85.81 87.28
on different parameters, such as data dimensionality and distribution. From one example to another, this number may vary.
Finding the optimal number of hidden nodes still remains a challenging problem and is not the focus of this paper.
7. Conclusions
In this paper, we proposed a binary classifier based on single hidden layer feedforward neural networks (SLFNs).We used
a modification of attribute-class correlation measure, originally proposed for attribute ranking, for attribute weighting in
both types of networks, the networks with RBF and sigmoid hidden nodes. We also used the influence weights, calculated
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by summing up the conditional probabilities of attributes given class labels, as the network hidden weights with sigmoid
kernels.
We carried out a number of experiments on six different data sets obtained from the UCI repository. The numerical
results and graphs show that the proposed methods have positive effects on the networks, in particular in the sigmoid case.
Moreover, the results with the proposed methods are more stable than those of the conventional networks.
The results show, in general, the positive effects of the proposed methods on the networks. Moreover, by increasing
the number of hidden nodes to some threshold, the network results become more accurate. If the number of hidden nodes
increases beyond a certain threshold, the network performance degrades because of network complexity and overlapping.
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