Mounting evidence indicates a role in perceptual decoding of speech for the dorsal auditory stream connecting between temporal auditory and frontal-parietal articulatory areas. The activation time course in auditory, somatosensory and motor regions during speech processing is seldom taken into account in models of speech perception. We critically review the literature with a focus on temporal information, and contrast between three alternative models of auditory-motor speech processing: parallel, hierarchical, and interactive. We argue that electrophysiological and transcranial magnetic stimulation studies support the interactive model. The findings reveal that auditory and somatomotor areas are engaged almost simultaneously, before 100 ms. There is also evidence of early interactions between auditory and motor areas. We propose a new interactive model of auditory-motor speech perception in which auditory and articulatory somatomotor areas are connected from early stages of speech processing. We also discuss how attention and other factors can affect the timing and strength of auditory-motor interactions and propose directions for future research.
Dorsal auditory stream for speech processing
Functional neuroimaging research has led to significant advances in our understanding of the functional organization of neural networks underlying speech perception and production in humans. The classic Wernicke-Lichtheim lesion-based neuroanatomical model of speech processing postulated a route for speech repetition from a posterior auditory center to an anterior articulatory center (Lichtheim, 1885; Wernicke, 1974) . Modern neurophysiological research in primates led to the formulation of dual models of perception postulating, for auditory processing (Rauschecker & Tian, 2000) , a dorsal stream important for sound localization from posterior superior temporal auditory to inferior parietal somatosensory and frontal motor areas, and a ventral stream important for auditory object recognition. In the context of speech processing, the dorsal auditory route has been suggested to provide essential auditory feedback for articulation (Houde & Jordan, 2002; Tourville, Reilly, & Guenther, 2008) . More recent research on the human dorsal stream, especially using transcranial magnetic stimulation (TMS) to disrupt neural processing temporarily, has also uncovered an important modulatory role of articulatory motor areas in speech perception (D'Ausilio et al., 2009; Meister et al., 2007; Möttönen & Watkins, 2009; Smalle, Rogers, & Möttönen, 2015) . Such motor influences on speech perception have generally been integrated in neuroanatomical dual-stream models of speech perception as either direct or indirect recurrent feedback from fronto-parietal to superior temporal cortex (Hickok, Houde, & Rong, 2011; Rauschecker & Scott, 2009) .
Despite the mounting evidence indicating a role for a dorsal auditory stream in speech processing, the issue of somatomotor influences on speech perception and their neural mediation remains at the center of significant controversy. Some authors have questioned whether somatomotor systems participate in speech perception under ecologically valid conditions, in light of research suggesting that motor influences are observed specifically in conditions involving perception of sublexical, noisy, distorted or unfamiliar speech signals (Hickok & Poeppel, 2007) . Under these circumstances, decoding speech involves phonological processes that rely on auditory-memory and somatomotor systems. On the other hand, other authors have suggested that somatomotor systems are universally involved in speech perception (Pulvermuller & Fadiga, 2010; Skipper, Devlin, & Lametti, 2017) . We contend that considering the neural dynamics of the auditory dorsal stream, i.e., the temporal course of activation of auditory and motor areas under various tasks, is critical for resolving the neural mechanisms underlying sensorimotor speech perception. However, temporal information, although essential to constructing computational models (for example, of speech production, Guenther, Ghosh, & Tourville, 2006; Houde & Nagarajan, 2011) , is seldom incorporated in neuroanatomical models of speech perception.
In this review, we first present three possible types of neurodynamic models of auditory-motor speech processing in the dorsal stream: a parallel, a hierarchical, and an interactive model. We review studies that have used magnetoencephalography (MEG), electroencephalography (EEG) and electrocorticography (ECoG) to investigate the time course of speech processing in auditory and motor areas and the interactions between these areas. Then, we review TMS studies of how speech is represented in the motor areas and how motor areas contribute to performance in speech perception tasks. We also review studies that have used TMS in combination with EEG/MEG to investigate how disruptions in the motor areas affect the time course of speech processing in the auditory areas. Finally, we evaluate the neurodynamic models in light of the reviewed studies and propose an updated version of the interactive model that is consistent with current neurophysiological evidence.
2. Neurodynamic models of auditory-motor speech processing Fig. 1 presents three schematized neurodynamic models of auditorymotor speech processing: a parallel, a hierarchical and an interactive model. The neurodynamic models make different predictions regarding the time course and influence of the motor system on early (acousticphonetic), intermediate (phonemic) and late (response selection), phases of speech perception. The neurodynamic models also predict different levels of involvement of dorsal and ventral auditory streams in mediating motor influences on speech perception, and they are linked to several prominent neuroanatomical models.
In a parallel model of auditory-motor speech processing, the auditory and motor systems are active independently and have different functions. In this type of model, the auditory system is solely responsible for speech perception and the motor system is responsible for response selection. Therefore, it is predicted that there are no significant influences of motor areas on perceptual processing. Auditorymotor functional connections are active during the late response selection phase but not during prior phases of acoustic-phonetic feature extraction and phonemic category mapping. This model is consistent with the notion that the motor system is not involved in speech perception per se, rather activation of motor areas during speech perception tasks reflects processes strictly related to response selection and bias (Hickok, 2010; Venezia et al., 2012) .
In a hierarchical model of auditory-motor speech processing, input from auditory areas flows forward into motor areas where it is transformed from an auditory to an articulatory form, and is subsequently fed back into auditory areas. In this type of model, the motor feedback is suggested to serve as an error prediction signal that influences the selection of auditory categories for decision making and action. The neuroanatomical model of speech processing proposed by Rauschecker and Scott (2009) , consisting of forward-mapping and inverse-mapping loops between auditory and motor areas, can be seen as consistent with a hierarchical architecture. In the Rauschecker and Scott (2009) model, auditory information is mapped onto articulatory representations via an antero-ventral stream connecting auditory areas in the middle superior temporal cortex (STC) with motor areas in the posterior inferior frontal cortex (IFC), and an efference copy is transmitted to somatosensory areas in the supramarginal gyrus (SMG) of the inferior parietal cortex (IPC). The IPC also receives information from auditory areas in the posterior STC via a dorsal stream that is primarily responsible for articulation, such that the IPC serves as a pivot where auditory and articulatory information can be compared and influence the selection of phonemic categories. This version of the hierarchical model postulates a dominant role in phonemic categorization for motor areas targeted by the ventral auditory stream, with feedback routed to auditory areas via the dorsal auditory stream. In a hierarchical model of auditory-motor speech processing, the onset of activation of motor areas is predicted to follow the onset of activation in auditory areas, and to coincide with the phases of phonemic category mapping and response selection.
In an interactive model of auditory-motor speech processing, auditory and motor areas are activated in concert and there can be several phases of activation and interaction between the areas. This type of model emphasizes an intimate relationship between auditory, somatosensory, and motor processing, whereby auditory areas support speech production and somatomotor areas modulate speech (and auditory) perception. In an interactive model, the activation of articulatory somatosensory and motor areas is predicted to occur proximally in time with that of auditory areas during speech perception tasks. The neuroanatomical model of speech processing proposed by Hickok and colleagues (Hickok & Poeppel, 2007; Hickok et al., 2011) can be seen as Fig. 1 . Three schematic models of auditory-motor speech processing. Parallel, hierarchical, and interactive models are depicted that vary in the timing of activity and functional connectivity of the auditory and motor systems. The approximate progression of speech processing is indicated on the time line at the bottom. In the parallel model, the auditory cortex is responsible for acoustic-phonetic feature extraction and mapping to phonemic categories, and the motor cortex is responsible for response selection. Auditorymotor functional connections are active during the late response selection phase. In the hierarchical model, input from auditory areas flows forward into motor areas where it is transformed from an auditory to an articulatory form, and is subsequently fed back into auditory areas. Motor influences on speech perception occur during the phonemic categorization and response selection phases. In the interactive model, auditory and motor processing are intimately related and motor influences can occur at all phases of speech perception. Auditory and motor bi-directional interactions can occur early and with several iterations. Importantly, auditory-motor interactions in speech perception are hypothesized to vary with attention and stimulus predictability, such that context-dependent or mixed models of auditory-motor relations are possible. See text for further details.
consistent with an interactive framework in that it postulates direct motor influences on perception via the dorsal auditory stream. The boundary area in the left Sylvian fissure between the temporal and parietal lobes in the dorsal auditory stream (termed Spt) is suggested to play a bi-directional role in auditory-motor transformations, such that auditory-motor interactions can be mediated by short feed-forward and feed-back loops within the dorsal auditory stream. Nevertheless a point of distinction is that Hickok's model postulates that somatomotor influences on speech perception are limited to phonological tasks (e.g., identification/discrimination of sublexical or unfamiliar segments of speech), whereas the interactive auditory-motor model of speech perception proposed here is open to the possibility of broader somatomotor influences on speech perception.
Importantly, as elaborated upon in the final section of the paper, we hypothesize that auditory-motor interactions in speech perception vary with attention and linguistic context, and also between individuals, such that context-dependent or mixed models of auditory-motor relationships are possible.
EEG, MEG and ECoG studies on neural dynamics of speech processing in the auditory cortex
Speech is a complex highly variable acoustic signal. For example, context, speech rate and the shape of the speaker's vocal tract influence the acoustic features of speech sounds. During speech perception, the acoustic-phonetic features of acoustically variable speech sounds are extracted and mapped onto phonemic categories. Consequently, speech sounds (especially consonants) are perceived categorically (Liberman et al., 1957) . Categorical speech perception can be investigated using an acoustic continuum between two phonemes. Fig. 2A presents typical results in a single subject from a 2-alternative forced choice identification of an 8-step continuum between 'ba' and 'da', created by gradually changing the onset frequencies of the first and second formants. The results demonstrate a sharp category boundary between the syllables, indicating that perception does not change gradually along the acoustic continuum. The discrimination performance (Fig. 2B) is predicted from the identification performance: Sounds that belong to different phonemic categories are discriminated more accurately than sounds that belong to the same phonemic category, even when the acoustic distance between the sound pairs within and across category is equal. The ability to extract acoustic-phonetic features and to categorize speech sounds into phonemic categories is essential for speech perception and comprehension, because phonemes are the smallest linguistically meaningful units. For example, the words 'bay' and 'day' have different meanings in English. It is clear that speech sounds are processed partly by the same auditory mechanisms as other sounds and partly by mechanisms that are specialized for speech. Functional brain imaging studies have consistently shown that the middle STC in the vicinity of primary auditory cortex plays a special role in acousticphonetic and phonemic processing of speech (DeWitt & Rauschecker, 2012; Binder et al., 2000; Liebenthal et al., 2005 Liebenthal et al., , 2014 Möttönen et al., 2006; Humphries et al., 2014) .
MEG and EEG studies have provided evidence that the time window from 50 to 230 ms is critical for (pre-lexical) speech processing in the auditory areas in the middle STC. The neural responses to speech sounds differ from those to non-speech sounds as early as 50-100 ms after speech sound onset (Kuriki & Murase, 1989; Parviainen, Helenius, & Salmelin, 2005; Gootjes et al., 1999) . The neural responses in this early time window were found to represent the acoustic-phonetic features of speech sounds (Obleser, Lahiri, & Eulitz, 2003 , 2004 Obleser, Scott, & Eulitz, 2006) . A recent ECoG study found evidence that phonetic features of speech sounds are encoded in the STC at 150 ms after Typical performance of a single participant in an identification task. Eight equidistant tokens from a 'ba'-'da' acoustic continuum were presented and the participant pressed one of two buttons to indicate whether she heard 'ba' or 'da'. The data demonstrate a steep change in the perceived category between tokens 3 and 5. (B) Typical performance of a single participant in a discrimination task. Pairs of stimuli were presented and the participant responded whether the sounds were 'same' or 'different'. The proportion of 'different' responses was highest to the across-category pair with prototypical tokens (3&5) and lower to across-category pairs with a non-prototypical token (2&4 and 4&6). This participant gave no 'different' responses to within-category pairs (1&3 and 6&8). (C) TMS-induced disruption of the lip motor cortex reduced the slope of the category boundary in a ba-da identification task (N = 20, p < .05), suggesting that the perception of phonemic categories was affected. (D) TMS-induced disruption of the lip motor cortex reduced the ability to discriminate between ba and da categories (N = 18, p < .01). See Smalle et al. (2015) for further details.
the stimulus onset, but found no evidence for neural representations of single phonemes (Mesgarani et al., 2014) . Numerous studies have investigated phonemic processing by comparing implicit mismatch responses to phonemic and non-phonemic changes in speech sounds sequences, and found that responses to changes in phonemic category typically peak around 150-200 ms after sound onset (Vihla, Lounasmaa, & Salmelin, 2000; Sharma & Dorman, 1999; Naatanen et al., 1997; Phillips et al., 2000) . However, differences between phonemic and nonphonemic MMN responses could reflect differences not only in phonemic, but also in acoustic properties of the stimuli (Maiste et al., 1995; Sharma et al., 1993) , and in familiarity and ability to categorize the stimuli (Aaltonen et al., 1997; Naatanen et al., 1997; Winkler et al., 1999) . In an EEG study comparing responses to acoustically-matched phonemic and nonphonemic continua during an explicit identification task, differences were observed at 180-230 ms in temporal cortex when subjects were unfamiliar with the stimuli, but there were no differences in the responses after subjects trained to classify the stimuli into two discrete categories (Liebenthal et al., 2010) . These results support a role for neural processing in the 200 ms time range in phonemic (and more generally auditory) categorization. In sum, according to the electrophysiological studies, the extraction of acoustic-phonetic features of speech sounds starts at 50-100 ms, whereas phonemic processing starts later, approximately 150 ms from the sound onset (see also Salmelin, 2007) . Liebenthal et al. (2013) combined fMRI with EEG to study phonological processing with high spatiotemporal resolution. Ambiguous duplex syllables were presented dichotically at varying interaural synchronies to participants, who performed syllable and chirp identification tasks. This paradigm allowed separation of phonological processing from auditory processing. The authors found that the dorsal auditory stream was engaged early during phonemic processing. Early activations were found in the posterior STC bilaterally (80-90 ms) and in the IPC and ventral central sulcus (95-230 ms) in the left hemisphere. These areas were re-activated in the left hemisphere after 300 ms, possibly reflecting maintenance of categorical representations for response selection. The early activation of somatomotor areas concurrently with auditory areas, and earlier left lateralization of the somatomotor areas, was suggested to be consistent with the existence of direct functional feedback loops in the auditory dorsal stream mediating somatomotor influences on phonemic perception. Alho et al. (2012) used MEG to track neural activity during passive listening to clear and noisy syllables ('pa' and 'ta') and found that they activate the left premotor cortex (PMC) as early as 100 ms after syllable onset. Interestingly, the strength of this early activity in the left PMC was positively correlated with participants' ability to categorize syllables in noise, in agreement with the idea that the left PMC contributes to phonemic categorization. A similar positive correlation was found in the left posterior IFC and STC later, 200 ms after sounds onset. The authors also found that the neuronal oscillations in the left STC and the left PMC were synchronized 60-80 ms after syllable onset and that this neural synchrony was enhanced during listening to noisy syllables relative to clear syllables (Alho et al., 2014) . Furthermore, the strength of the STC to PMC synchrony correlated with participants' ability to categorize noisy syllables (90-110 ms). Similar positive correlations with behavior were also found with directional synchrony from PMC to IPC (90-120 ms) and from PMC to the primary motor cortex (120-140 ms).
EEG, MEG and ECoG studies on neural dynamics of auditorymotor speech processing
In their recent MEG study, Alho et al. (2016) measured neuronal adaptation to investigate phoneme category representations. They found such representations in the left posterior IFC that were activated 115-140 ms after syllable onset. The left posterior IFC was functionally connected with posterior STC areas in this time range, and the degree of phoneme category selectivity in posterior IFC correlated positively with the behavioral ability to categorize speech stimuli, implicating the auditory dorsal stream in phonemic categorization. Interestingly, the categorical representations in posterior IFC were found when participants discriminated the auditory syllables and were absent when participants watched a silent film and ignored the auditory syllables. In the ignore condition, the neuronal adaptation in the left middle and posterior STC was sensitive to acoustic-phonetic features of the speech sounds at a longer latency (> 300 ms), consistent with the notion that attention modulates auditory-motor interactions in speech perception.
The findings of ECoG studies are in line with the early motor activations found in MEG/EEG studies. Cheung et al. (2016) found that the average onset of the activation in the somatomotor cortex was approximately 100 ms after the onset of the auditory syllables, shortly after the onset of the activation in the STC. The activity peaked simultaneously in the superior part of the ventral somatomotor cortex and in the STC, whereas the peak of the inferior part of the ventral somatomotor cortex activity was slightly later. The majority of the electrodes in the somatomotor cortex showed simultaneous or lagging activation compared to STC, but some somatomotor electrodes showed leading activation compared to STC. Intriguingly, the responses to auditory speech in the sensorimotor regions were organized along their acoustic features, as in the STC. These findings are in disagreement with a large number of studies that have demonstrated mapping of speech sounds onto the motor representations of articulators (e.g., lips and tongue) based on their articulatory features (Möttönen & Watkins, 2009; Fadiga, 2002; Pulvermuller et al., 2006; D'Ausilio et al., 2009 ; see Section 5 below). Future research is needed on how speech is represented in the motor system. Cogan et al. (2014) measured ECoG activity bilaterally during speech articulation tasks. They found activity related to articulation bilaterally in the electrodes over SMG, PMC, IFC and somatomotor areas (i.e., along the dorsal stream). 92% of the electrodes activated during articulation showed activity also during passive listening to speech and with the same latency as the auditory sites, providing evidence of early auditory-motor transformations.
The role of motor areas in speech perception: evidence from TMS studies
What is the role of the motor areas in speech perception? According to the central claim of the Motor Theory of Speech Perception the listener simulates the speaker's intended articulatory movements during speech perception (Liberman, Cooper, Shankweiler, & StuddertKennedy, 1967; Liberman & Mattingly, 1985) . Although many other claims of this theory have proven to be too radical, the idea of inverse modeling has survived and the motor system is presently assumed to represent speech signals as the movements of the articulators. In order to test this idea experimentally, it is crucial to determine (1) whether the articulatory motor system is activated during speech perception, (2) whether these activations are articulator-specific, and (3) whether motor areas contribute to how speech is perceived. TMS provides efficient tools to address all of these questions (for reviews, Murakami, Ugawa, & Ziemann, 2013; Möttönen & Watkins, 2012; Möttönen et al., 2014a) .
The pioneering TMS studies measured amplitudes of motor-evoked potentials (MEPs) from lip and tongue muscles and showed that they are enhanced during listening to speech (Fadiga, 2002; Watkins, Strafella, & Paus, 2003) . These studies provided evidence that the excitability of the articulatory motor cortex is enhanced during passive listening to clear continuous speech without background noise, showing that the motor cortex is involved in speech processing in ecologically valid conditions (see also, Murakami, Restle, & Ziemann, 2011; Murakami et al., 2015) . Importantly, some MEP studies have also demonstrated articulator-specificity, i.e., that listening to lip-and tonguearticulated speech sounds enhances motor excitability of tongue and lip representations, respectively (Fadiga, 2002; Nuttall et al., 2016) . In these MEP studies TMS pulses were delivered 100 ms after the syllable/ phoneme onset, providing evidence that the motor excitability is enhanced during early processing of speech sounds (see also, Roy et al., 2008) , in agreement with MEG, EEG and ECoG studies reviewed above.
The MEP studies do not, however, address the fundamental question of whether the motor activations are epiphenomenal or whether the motor cortex contributes to speech perception. Several studies have used repetitive TMS to disrupt regions in the primary motor or premotor cortex that are involved in speech production and have shown that these disruptions temporarily impair participants' ability to categorize and discriminate speech sounds (Möttönen & Watkins, 2009; Sato, Tremblay, & Gracco, 2009; Meister et al., 1997; Krieger-Redwood et al., 2013; Rogers et al., 2014; Smalle et al., 2015) . For example, TMSinduced disruption of the lip representation in the left primary motor cortex made the category boundary between 'ba' and 'da' shallower and impaired discrimination of syllables from different phonological categories (Möttönen & Watkins, 2009 ). This effect was also articulatorspecific, since TMS-induced disruption of the lip representation had no effect on categorical perception of speech sounds that do not involve lips in their articulation. In addition to off-line repetitive TMS that disrupts functioning of the motor cortex, many studies have used dualpulse on-line TMS to prime the articulator representations in the motor cortex. These studies have consistently shown that priming of the lip and tongue representations facilitates identification of lip-and tonguearticulated syllables, respectively (D'Ausilio et al., 2009; Bartoli et al., 2015) . These findings have been recently replicated by measuring reaction times in a word-to-picture-matching task (instead of syllable identification), which suggests that the articulatory motor system contributes to comprehension of speech (Schomers et al., 2015) .
The early TMS studies demonstrating changes in task performance (e.g., Möttönen & Watkins, 2009; Meister et al., 1997; D'Ausio et al., 2009 ) did not, however, provide conclusive evidence of whether TMSinduced motor modulation affected perception of speech sounds or postperceptual processes (e.g., response bias), as pointed out by Hickok (2010) and Venezia et al. (2012) . This is a critical question which dissociates the interactive and hierarchical models from the parallel model (see Section 1). In order to address this question, Smalle et al. (2015) used a modified experimental paradigm that allowed calculation of sensitivity (i.e., d′) and response bias. The results showed that the TMS-induced disruption of the lip motor cortex reduced the slope of the 'ba'-'da' category boundary in the identification task, replicating the earlier finding by Möttönen and Watkins (2009) . Moreover, the TMSinduced disruption of the lip motor cortex reduced d' in the discrimination task (Fig. 2C and D) , but had no effect on the response bias. These findings support the idea that the articulatory motor cortex contributes to perception of speech sounds. Rogers et al. (2014) used an AXB discrimination task that is not sensitive to response bias and showed that performance in this task dropped to a chance level 20-35 min after continuous theta-burst TMS over the lip motor cortex. Importantly, this impairment was articulator-specific, i.e., discrimination performance was impaired only for across-category pairs that included lip-articulated syllables, as in the study by Möttönen and Watkins (2009) . Furthermore, discrimination of within-category pairs was unaffected in all studies (Möttönen & Watkins, 2009; Rogers et al., 2014; Smalle et al., 2015) . Together, these TMS studies provide evidence that the articulatory motor cortex contributes to the ability to perceive subtle differences between speech sounds that belong to different phonemic categories. These findings are in agreement with interactive and hierarchical models, but in disagreement with the parallel model.
The combination of TMS with EEG and MEG provides a tool to investigate causal interactions between motor and auditory systems with a high temporal accuracy. Möttönen, Dutton, and Watkins et al. (2013) , Möttönen, van de Ven, and Watkins (2014b) have used this technique to measure how TMS-induced disruptions in the articulatory motor cortex modulate the time course of speech processing in the auditory cortex. The results from a combined TMS and EEG study showed that automatic auditory discrimination of speech sounds (i.e., mismatch negativity responses) at a latency of 170-210 ms was impaired when the articulatory motor cortex was disrupted (Möttönen et al., 2013) . This indicates that auditory and motor cortices interact during speech processing even when the speech sounds are outside the focus of attention. Interestingly, the modulations were not specific to the articulatory features of speech sounds. A later combined TMS and MEG study showed that focusing attention on the speech sounds modulated auditory-motor interactions (Möttönen et al., 2013 (Möttönen et al., , 2014b . TMS-induced disruption of the left lip motor cortex specifically modulated the processing of lip-articulated 'ba' syllables in the left STC at 60-100 ms after syllable onset when the sounds were attended. The later modulations in the STC (> 170 ms) were bilateral, not modulated by attention, and unspecific to articulatory features of speech sounds (Möttönen et al., 2014b ). These studies demonstrate that the articulatory motor cortex modulates early stages of speech processing in the auditory system, providing support for the interactive model. The studies also suggest that although auditory-motor interactions are automatic, attention can modulate their timing and specificity.
In summary, TMS studies have shown that the motor cortex is activated in an articulator-specific manner and that the contributions of the motor cortex to speech perception tasks are articulator-specific (Fadiga, 2002; D'Ausilio et al., 2009; Möttönen & Watkins, 2009 ). These findings are in line with the idea that the speech signals are transformed into articulatory movements during speech perception. They further imply that the motor system processes the articulatory features of speech sounds, complementing the processing of acoustic features in the auditory system. Although many neuroimaging studies also support this idea (e.g., Pulvermuller et al., 2006) , this may not necessarily be the only way the motor system processes speech signals. Cheung et al. (2016) have provided evidence that the early activations of the motor system during passive listening to speech are organized along acoustic features of speech sounds similar to the organization in the auditory system. This suggests that the role of the motor cortex may not be limited to processing based on articulatory features, rather it may also contribute to processing based on acoustic features together with the auditory system. Furthermore, there is evidence that auditorymotor interactions are not strictly articulator-specific when speech signals are outside the focus of attention (Möttönen et al., 2013 (Möttönen et al., , 2014b . Further studies are needed to investigate the representation of speech signals in the motor system and the factors that modulate it. We propose that the motor system can play multiple roles in speech processing, and that attention importantly modulates motor contributions and auditory-motor interactions in speech perception.
An updated interactive model of auditory-motor speech processing
In the strong form of a parallel model of auditory-somatomotor speech processing, it is assumed that the somatomotor cortex is activated well after the auditory cortex and that it contributes strictly to response selection and maintenance. This model fails to account for activations of somatomotor areas during the early and intermediate (< 200 ms) phases of speech processing (e.g., Fadiga, 2002; Alho et al., 2012; Cheung et al., 2016; Cogan et al., 2014; Liebenthal et al., 2014) and the contributions of the articulatory motor areas to speech perception and speech processing in the auditory areas (e.g., Möttönen et al., 2013 Möttönen et al., , 2014b Smalle et al., 2015) .
In hierarchical and interactive models of auditory-motor speech processing, it is assumed that neural representations of both graded and categorical properties of speech sounds exist within the same general auditory cortex region, but are activated at different time phases, consistent with the existence of feedforward and feedback processes in this region. In the earlier time phase (< 200 ms), feedback from discrete somatomotor representations of speech may serve to narrow the range of possible sound inputs and activate categorical phonemic representations in the auditory cortex. In the later time phase (> 200 ms) feedback from somatomotor cortex may reflect processes related to response selection and maintenance. A key difference between the two models is that somatomotor influences are expected earlier (< 100 ms) and with multiple iterations in the interactive model. That is, the interactive model allows for somatomotor influences not only on phonemic perception, but also on acoustic-phonetic processing.
The electrophysiological and TMS results reviewed here, showing activation of somatomotor areas, and interactions between somatomotor and auditory areas, well within 100 ms of speech sound onset in the time period associated primarily with auditory processes such as acoustic-phonetic feature extraction, are most consistent with an interactive auditory-somatomotor model of speech processing. Based on the current evidence, we propose a new interactive model in which auditory and motor systems interact with each other at both acousticphonetic and phonemic stages of speech processing. In this model, the motor cortex modulates speech processing in the auditory system, and plays a primary role in speech perception. Attention and other factors can affect the timing and strength of auditory-motor interactions (see Section 7).
In an interactive model of auditory-motor processing, somatomotor influences on speech perception must be mediated via relatively direct and bidirectional connections between somatosensory, motor, and auditory areas. In the monkey (Petrides & Pandya, 1984 Seltzer & Pandya, 1978) and more recently in the human (Frey et al., 2008; Makris et al., 2009) , the anterior part of the IPC encompassing somatosensory cortex was demonstrated to have strong reciprocal connections with ventral premotor (and ventrolateral prefrontal) areas controlling orofacial musculature via the superior longitudinal fasciculus, and with the auditory posterior STC via the middle longitudinal fasciculus. These anatomical connections could form the basis for a functional phonological loop mediating sensorimotor influences on speech perception.
Factors affecting auditory-motor interactions and directions for future studies
The interactions between auditory and motor systems are likely to be sensitive to attention, context and other factors. More research is needed to advance our knowledge on how these factors affect the timing and strength of auditory-motor interactions.
Based on the current literature, the early (< 150 ms) auditorymotor interactions can be modulated by the direction of attention. In all studies that found early motor activations, attention was directed to the speech input (e.g., Alho et al., 2012 Alho et al., , 2014 Cheung et al., 2016; Liebenthal et al., 2014) . In studies in which attention was directed away from speech sounds the auditory-motor interactions started later (> 150 ms) (Möttönen et al., 2013 (Möttönen et al., , 2014b . These results indicate that auditory-motor interactions are not dependent on attention, but attention can modulate the timing (and possibly specificity and strength) of auditory-motor interactions (Möttönen et al., 2014b) . We have proposed above (see Section 5) that attention may also influence how speech is represented in the motor system.
According to a popular view the brain generates predictions on what is going to happen in the sensory environment (Friston, 2005) . This type of predictive coding is also likely to be important for speech processing, since speech signals are often highly predictable. The motor system plays an essential role in predictive coding during speech production (Guenther et al., 2006; Hickok et al., 2011; Rauschecker & Scott, 2009) . It is plausible that during processing of predictable speech signals the articulatory motor cortex is involved in generating predictions, which modulate speech processing in the auditory cortex (Daikoku & Möttönen, submitted for publication; Davis & Johnsrude, 2007) . In addition to predictive coding, the articulatory motor system may also be involved in generating temporal predictions, i.e., when the speech signal is going to contain salient information. It has been proposed that this type of predictive timing relies on coupling of low-frequency oscillations to speech signals (for a review, Giraud & Poeppel, 2012) . Recent evidence suggests that the articulatory motor cortex is involved in controlling coupling of low-frequency oscillations with speech signals in superior temporal cortex (Park et al., 2015) . More research is needed on the role of auditory-motor interactions in predictive coding and timing during speech processing. It is plausible that during processing of predictable speech signals the influence of the articulatory motor system on auditory cortex may even precede the incoming speech signal.
The articulatory motor system has been proposed to play a compensatory role whereby the level of background noise increases the recruitment of motor areas in speech processing (Wilson, 2009) . There is some evidence that the excitability of the articulatory motor cortex increases when there is background noise or the speech signal is distorted (Murakami et al., 2011; Nuttall et al., 2016) . There is also some evidence that the level of background noise increases the strength of auditory-motor interactions (Alho et al., 2014) . It should be, however, noted that the articulatory motor cortex is activated and interacts with the auditory cortex during speech processing even in the absence of background noise (Fadiga, 2002; Watkins et al., 2003; Möttönen et al., 2013 Möttönen et al., , 2014b . Moreover, there is recent evidence that the activity of the articulatory motor system during listening to spoken sentences is not increased in noisy conditions, suggesting that its recruitment is not necessarily compensatory (Panouilleres, Boyles, Chesters, Watkins, & Möttönen, 2017) . Whether the timing of auditory-motor interactions is affected by noise should be investigated in future studies.
There are likely to be individual differences in the strength of auditory-motor interactions during speech processing. For example, speech perception and comprehension has been shown to be relatively unimpaired in some patients with motor speech production problems (e.g., Bishop, Brown, & Robson, 1990; Rogalsky et al., 2011) , suggesting that in these patients speech perception does not rely critically on the integrity of the articulatory motor system. The ability of the auditory system to categorize speech sounds without support from the articulatory motor system has been also demonstrated in studies in nonhuman animals (e.g., Kuhl & Miller, 1975 . These findings, while showing that the articulatory motor system is not as critical for speech perception as the auditory system, do not negate the position offered in this paper. In our interactive model, the articulatory motor system modulates speech processing in the healthy human brain. The auditory system can, however, process speech signals independently in the absence of modulatory input from the articulatory motor system. An interesting line for future research would be to investigate how the auditory-motor networks adapt to malfunction of the motor system. It is also important to investigate how aging affects auditory-motor speech processing, since these mechanisms have been studied in young adults almost exclusively.
Conclusion
We reviewed neurophysiological evidence on the time course of speech processing in auditory and somatomotor areas in order to contrast three neurodynamic models of auditory-motor speech processing: parallel, hierarchical and interactive. EEG, MEG and ECoG studies have provided evidence that somatomotor areas are activated during the early stages of speech processing (before 100 ms), simultaneously with the auditory areas. Moreover, TMS studies have shown that disruptions in the articulatory motor areas impair speech perception and modulate early and intermediate processing of speech sounds in the auditory areas. These findings support the interactive model in which auditory and motor systems interact at both acoustic and phonemic stages of speech processing. Our interactive model of auditory-motor speech perception expands the role of the motor system in speech perception, beyond strictly phonological tasks as postulated in earlier models (Hickok et al., 2011) . Attention and context can affect the strength and timing of auditory-motor interactions. While the auditory areas can function independently of the motor areas, for example, when the articulatory motor system is damaged, the reviewed evidence suggests that in healthy individuals, speech perception relies on both auditory and motor areas and interactions between them across multiple speech perception tasks. Nevertheless, different from models that emphasize a ubiquitous role for the motor areas (Pulvermuller & Fadiga, 2010; Skipper et al., 2017) , our interactive model emphasizes the primary role of auditory areas and postulates a strictly modulatory role for the motor areas in speech perception.
Statement of significance
We review neurophysiological evidence on the time course of speech processing in auditory and somatomotor areas in order to contrast three neurodynamic models of auditory-motor speech processing: parallel, hierarchical and interactive. We conclude that findings support the interactive model. Our interactive model of auditory-motor speech perception expands the role of the motor system in speech perception beyond strictly phonological tasks as postulated in earlier models (Hickok et al., 2011) . Nevertheless, different from models that emphasize a ubiquitous role for the motor areas (Pulvermuller & Fadiga, 2010; Skipper et al., 2017) , our interactive model emphasizes the primary role of auditory areas and postulates a strictly modulatory role for the motor areas in speech perception.
