In many judicial systems -including the United States courts of appeals, the European Court of Justice, the UK Supreme Court and the Supreme Court of Canada -a subset of judges is selected from the entire judicial body for each case in order to hear the arguments and decide the judgment. Ideally, the subset selected is representative, i.e., the decision of the subset would match what the decision of the entire judicial body would have been had they all weighed in on the case. Further, the process should be fair in that all judges should have similar workloads, and the selection process should not allow for certain judge's opinions to be silenced or amplified via case assignments. Lastly, in order to be practical and trustworthy, the process should also be interpretable, easy to use, and (if algorithmic) computationally efficient. In this paper, we propose an algorithmic method for the judicial subset selection problem that satisfies all of the above criteria. The method satisfies fairness by design, and we prove that it has optimal representativeness asymptotically for a large range of parameters and under noisy information models about judge opinions -something no existing methods can provably achieve. We then assess the benefits of our approach empirically by counterfactually comparing against the current practice and recent alternative algorithmic approaches using cases from the United States courts of appeals database.
INTRODUCTION
Judicial subsets are used by courts around the world including the US Courts of Appeals, the Supreme Court of Canada and the UK Supreme Court [18] . For each case, a subset of judges is selected from the entire judicial body to decide the outcome. In such judicial systems, there are two common ways through which a subset is chosen: direct selection and random selection.
In direct selection (DirectSelection), the president of the court or another judicial officer decides who is to form the subset. A variety of judicial systems apply the direct selection method [1] , including the UK Supreme Court [6] , the Appellate Division of the Supreme Court of South Africa, and the Supreme Court of Canada [17] . This process is largely opaque and has been shown to result in widely varying workloads [14] , i.e., judges are selected at vastly different rates. In addition to workload concerns, such a process could mask potentially biased human decisions in which certain judge opinions are suppressed or reinforced via the number of cases to which they are assigned [24] .
In random selection (Random), judges are selected uniformly at random. Court systems that use random selection include the United States federal appellate courts [5] . Random selection is robust to manipulation in the composition of the committee, hence avoiding some of the pitfalls of direct selection. However, it is well understood that random assignment may not select representative subsets -i.e., the collective view of the subset may not reflect the collective view of the entire judicial body [16] .
In order to maintain the justice in such legal systems, given the set of judges , one requires a process that selects a subset ⊆ which satisfies the following criteria: 1
• (Representative) The majority decision that the subset comes to for a given case is the same as the majority decision the set would have reached, had they all weighed in on the case. • (Fair) Each judge is selected with the same probability, i.e., the workload is balanced, and all opinions are equally heard. • (Interpretable) The process is explainable and transparent in order to be trustworthy and gain legitimacy as an important step in the judicial system.
• (Efficient) If the process is algorithmic, it should be computationally efficient, i.e., the running time of the process should be polynomial in | | and | |.
DirectSelection may not satisfy the notion of fairness above (indeed, in practice, it does not appear to be fair [14] ) and it is neither transparent nor interpretable as decisions are made by individuals without a need for justification. While Random is efficient, fair, and interpretable, the selected subsets may not be representative [16] . 2 
Our Contribution
Formally, the judicial subset selection problem can be stated as follows: Given a set of judges and a desired odd number ∈ [ ], a subset of judges are selected in a manner that satisfies the criteria outlined above. We propose an interpretable and efficient algorithm for the judicial subset selection problem. The algorithm is fair by design, and we prove that it is asymptotically representative.
As in prior work [16] , our approach assumes a given initial ranking of judges by likelihood of opinion (based on their previous judgments). Informally speaking, we use this ranking to split judges into (roughly) equally-sized buckets, and a subset is formed by uniformly at random selecting one judge from each bucket. 3 One can observe that all judges have (up to tie-breaking) equal likelihood of being selected for a panel, and hence satisfies the notion of fairness above. Additionally, the process is interpretable in that it is conceptually simple, and can be made transparent by making the ranking and/or bucket division publicly available. Furthermore, the process is efficient (with running time ( 2 )); see Theorem 2 for a formal statement.
To formally define what it means to be representative, let judge have an (unknown) opinion ∈ {−1, +1}. Given a subset ⊆ of odd size, define Maj( ) ∈ {−1, +1} to be the majority opinion of , i.e., Maj(
is the indicator function. The goal is to select a subset ⊆ of size such that Pr[Maj( ) = Maj( )] is maximized subject to Pr[ ∈ ] = 1 for all ∈ in an efficient manner. We show that our approach asymptotically attains the optimal representativeness if is bounded away from 1 2 by a constant where is the number of judges with opinion -1 (Theorem 4). We also show the robustness of our algorithm by proving the asymptotical optimality even when the provided ranking is noisy (Theorem 8). With respect to being representative, no existing approaches were asymptotically optimal nor robust to noise.
Additionally, we show how one could extend our algorithm to satisfy additional "group constraints" which may be desirable, and a potential reason why the direct selection method continues to be popular in practice. E.g., one could constrain the process to always select at least one senior judge, at least one female judge, and/or only experts in a particular legal domain (see Theorem 9) .
We evaluate our algorithm empirically by evaluating the approach counterfactually against existing judicial subset selection approaches using data from the US Court of Appeals (see Section 4) . Our empirical results show that our algorithm has a comparable or better performance with respect to representativeness and fairness than existing approaches, and is dramatically more efficient than other state-of-the-art algorithmic approaches, making it useful in practice.
RELATED WORK
The judicial subset selection problem has appeared in many different judicial systems. There are currently 179 judges on 13 United States courts of appeals [3] . For example, New Jersey's Appellate Division consists of approximately 32 judges, divided into multiple groups. For every case, a subset of 2 or 3 judges from a designated group is selected to make the judgment [12] . The Court of Justice of the European Union selects 3, 5 or 15 judges (the entire Court) to deal with the case, depending on the importance and complexity of the case [10] . Most cases are dealt with by 5 judges, and it is very rare for the whole Court to hear the case. The Supreme Court of Canada selects 3 of 9 judges for each case [22] . The UK Supreme Court selects 3-9 judges from the whole court [14] .
Hence, the judicial subset selection problem is widespread. An explicitly stated concern of the courts in selecting a subset is that the majority opinion of the selected subset should be representative of the opinion of the entire court [20, 25] . In addition, the workload of judges tends is known to be high. British judges may work over 60 hours a week [21] and often work on weekends [8] , and this workload pressure has been found to negatively affect their judicial judgments [19] . Thus, balancing the workload is also an important concern, which is often not satisfied in practice, in particular when the subsets are directly selected [14] . Unequal workload also raises potential concerns about the robustness against manipulation of the judicial system if certain judges are unfairly over-or under-selected to hear cases.
Chilton and Levy [5] collected data and provided evidence of unfairness in the federal courts of appeals. Samaha [23] discussed the benefits of using an algorithmic assignment instead, including achieving workload balance and preventing any manipulation of the representativeness of the selected subset. We compare our approach against the direct selection method by using a logistic regression model (LR) based on real court data generated by direct selection processes in order to simulate these human-made decisions. To fit our own model, we follow the approach from [14] .
To the best of our knowledge, Hasday [16] proposed the first algorithmic approach for the judicial subset selection problem, called Rankorder. They were the first to suggest that we can leverage a ranking of judges according to their prior opinions in making judicial subset selections, and we use this same assumption in this work. They showed that Rankorder performs much better than Random with respect to representativeness; however, their method violates workload balance for most parameter ranges and is neither efficient nor interpretable. Recently, Hasday et al. [15] proposed another algorithmic approach (HPS) that always satisfies workload balance and is similarly representative; however, this method is not interpretable and even less efficient than their previous approach.
ALGORITHMS AND MAIN THEOREMS
It has been argued that the opinions of judges are roughly predictable based on their opinions in past cases (see also [2, 15, 16] ). Hence, for a given case, we could rank judges according to their predicted opinion. For our algorithm, we will assume we are given some such ranking .
is monotone (increasing/decreasing).
We first assume the given ranking is exact to state our algorithm. In Section 3.4, we will discuss some noisy settings in which is not exact. Without loss of generality, let ∈ [ ] be such that such that 1 = · · · = = −1 and +1 = · · · = = +1.
Algorithm for |
For ease of presentation, first consider the case where | . The algorithm works by splitting the judges into different buckets according to the ranking, and uniformly at random selecting one judge from each bucket.
. 3 Uniformly select a judge from each bucket and form a subset .
Observe that each judge belongs to a unique bucket that contains judges. Hence, each judge is selected with probability exactly 1/ which implies that Bucket satisfies the fairness criterion. Moreover, the running time of Bucket is only ( ) which is efficient. Finally, we have the following theorem that analyzes the representativeness of Bucket.
if is odd and is 1 if is even.
if is odd and is
This indicates that Bucket always succeeds if a case is not "too controversial," i.e., as long as is not too close to 1 2 : If is odd and | − 1 2 | ≥ 1 2 , then Bucket always succeeds, and if is even and 1 2 − 1 ≤ ≤ 1 2 , Bucket also succeeds. 4 In practice, is usually odd so that there is no risk of an evenly divided court [14, 16] .
Proof of Theorem 2 for odd 5 . By symmetry, we only need to prove the statement for ≥ /2, in which Maj( ) = −1. We discuss the following two cases:
Case ≥ 2 + 2 . Since = , there are at least ( +1)/2 judges among 1 = {1, 2, . . . , }. By Line 2 of Bucket, 1 contains at least ( + 1)/2 buckets. Thus, at least ( + 1)/2 judges of opinion -1 are selected in Line 3. Then we have Maj( ) = Maj( ) = −1 which implies that the representativeness is 1.
Similarly, by Line 2, the subset contains ( − 1)/2 judges from 1 = {1, . . . , ( − )/2} and ( − 1)/2 judges from 2 = {1 + ( + )/2, . . . , }. By the range of , consists of ( − 1)/2 judges of opinion -1 from 1 and ( − 1)/2 judges of opinion 1 from 2. It implies that Maj( ) is determined by the opinion of the judge selected from
This completes the proof.
Remark 3. Note that Bucket also satisfies the coherence property proposed by [15] , which means that if a subset is impossible to be selected by an algorithm, then there must exist an equal or more representative subset that may be selected by the algorithm. For instance, consider = 9, = 3 and subset = (1, 3, 7) that cannot be selected by Bucket. Note that subset ′ = (1, 4, 7) is more representative than since
Since ′ may be selected by Bucket, this example satisfies coherence.
Asymptotic Representative Optimality
Bucket asymptotically attains the optimal representativeness for a large range of parameters. = for some constant ≥ 1, and = for some constant satisfying | − 1 2 | ≥ , then Bucket is asymptotically representative as → ∞. Furthermore, for any fixed ratio , Bucket is asymptotically representative as → ∞.
By this theorem, if
is fixed and is far enough away from 1 2 , then Bucket is asymptotically representative as → ∞. The intuition is that Bucket always selects more judges of opinion Maj( ) in this setting. The result that Bucket is asymptotically representative as → ∞ matches the intuition that a subset of larger size is more representative. The proof can be found in the Arxiv version.
Algorithm for General ,
We extend Algorithm 1 by removing the assumption that | . In general, let > 0 and =≤ ≤ − 1 be the integers such that = + . To handle nonzero , a natural idea is to first delete judges such that the number of remaining judges is divisible by . Then we apply Algorithm 1 over the remaining judges. We delete judges by recursion; see Algorithm 2 for details. Similar to Theorem 2, we can prove that Algorithm 2 is representative, fair and efficient. Due to the space limit, we defer the analysis to the Arxiv version. 
where each bucket contains judges of the ℓ-th smallest index for ( − 1) + 1 ≤ ℓ ≤ . 5 Uniformly select a judge from each bucket. Output as the collection of selected judges.
The performance of Algorithm 2 can be summarized by the following theorems.
Theorem 5. (Analysis of Bucket if is odd) Assume is odd. Algorithm 2 satisfies the following properties:
(1) Each judge is selected with probability .
(2) Let = ⌊︁
. 6 For a fixed integer ∈ [ ], we have (a) If ≤ + ( − − )/2 or ≥ − + ( + + )/2, the representativeness of Algorithm 2 is always 1.
}︂ .
(3) The running time is ( 2 ) and the storage space is ( ).
Theorem 6. (Analysis of Bucket if is even) Assume is even. Algorithm 2 satisfies the following properties:
6 If = 0, we define = 0.
. For a fixed integer ∈ [ ], we have (a) If ≤ + ( − 2 − )/2 or > /2, the representativeness of Algorithm 2 is always 1.
Remark 7. Recall that in Footnote 2, we give an example showing that the selected subset of Random may not be representative. Here, we compare the representativeness of Bucket and Random by the same example.
Suppose 1 = 2 = 3 = 4 = −1 and 5 = 6 = 7 = +1 and = 3. We have Maj( ) = −1. By Algorithm 2, we first uniformly delete a judge and then partition the remaining judges into three buckets. With probability 4/7, the deleted judge is from { 1, 2, 3, 4}. Without loss of generality, suppose we delete 1. Then by Line 4 of Algorithm 2, we partition the remaining judges into three buckets ( 2, 3), ( 4, 5) and ( 6, 7). By Line 5 of Algorithm 2, Maj( ) = −1 = Maj( ) if and only if 4 is selected from the second bucket whose probability is 1/2. With probability 3/7, the deleted judge is from { 5, 6, 7}. Without loss of generality, suppose we delete 7. Then by Line 4 of Algorithm 2, we partition the remaining judges into three buckets ( 1, 2), ( 3, 4) and ( 5, 6). By Line 5 of Algorithm 2, Maj( ) = −1 = Maj( ) always holds since contains two judges of opinion -1. Overall, the representativeness of Bucket is
This is higher than 63% that is the representativeness of Random. Hence, Bucket may outperform Random with respect to representativeness.
Noisy Ranking Models
In practice, we are unlikely to know the exact ranking. While this does not affect the algorithm itself -we can always apply it to any given ranking -it could affect the representativeness of the selected subsets. Here we prove that Bucket is in fact robust to noisy rankings. In the two noisy models we consider below, we assume there are only two types of judges with opinions drawn from different distributions. This is motivated by empirical findings suggesting that liberal and conservative judges have different voting patterns [13] . Without loss of generality, suppose the first judges of a given ranking = (1, . . . , ) belong to type-1 and the remaining − judges belong to type-2.
Binary noisy model. Assume that a type-1 judge has probability of expressing opinion 1, for some ∈ (0, 0.5), and a type-2 judge has probability 1 − of expressing opinion 1. Truncated normal noisy model. Assume that type-1 judges have mean probability of expressing opinion 1, for some ∈ (0, 0.5), and type-2 judges have mean probability 1 − of expressing opinion 1. However, the distributions for different judges withing a given type are not i.i.d. Instead, the -th type-1 judge has probability ∼ ( , , 0, 1) of expressing opinion 1 where ( , , 0, 1) is a truncated normal distribution with mean and standard deviation restricted to lie in [0, 1] [4] . Similarly, the -th type-2 judge has probability ∼ (1 − , , 0, 1) of expressing opinion 1.
Theorem 8. (Asymptotic optimality of Bucket under noisy models) Given a set of judges under either the binary or truncated normal noisy models and constant > 0, if = for some constant ≥ 1, and = for some constant satisfying | − 1 2 | ≥ , then Bucket is asymptotically representative as → ∞.
The proof can be found in the Arxiv version.
Extension to "Group Constraints"
We demonstrate the flexibility of Bucket by proposing an extension that can satisfy additional constraints which may be necessary in practice, e.g., if subsets should not consist solely of junior judges, have representation across gender, and/or contain judges with a certain legal specialty. For instance, we consider the requirement that each subset contains at least one senior judge: Let ⊆ be the collection of senior judges. Then, we would require that a selected subset satisfies | ∩ | ≥ 1. To attain this, we can separately run Bucket on and the remaining judges ( ∖ ); see Algorithm 3.
Algorithm 3: ConBucket( , )
1 Let ← | | and ← ⌊ ⌋.
Analysis. Observe that Algorithm 3 selects at least one senior judge, and hence satisfies the desired constraint. In Line 2 of Algorithm 3, = 0 means that | | < . To ensure the constraint is satisfied, at least one judge in must be selected with probability at least 1 , which is larger than . Hence, it is often impossible to satisfy fairness and the group constraint simultaneously. In this case, Algorithm 3 instead balances fairness within each group: each judge in is selected with probability exactly 1 | | and each judge in ∖ is selected with probability exactly −1 −| | . However, if there are enough senior judges (i.e., | | ≥ , then we default to Line 3 of Algorithm 3. In this case, we can satisfy the constraint while attaining fairness, and achieves asymptotical optimality (even under noisy models). Fairness. We measure fairness using the Gini index [7] between subgroups , ⊆ . Given the workload : ∪ → Z ≥0 of each judge:
As the workload is more balanced, the value of Gini( , ) decreases; if each judge participates in the same number of cases , then Gini( , ) = 0. We consider three instantiations of this metric in the empirical results: 1) Gini when = = , which is exactly the Gini index [11] ; 2) Gini where is the collection of senior judges and = ∖ , representing the workload difference introduced by seniority; 3) Gini where is the collection of female judges and = ∖ , representing the workload difference introduced across binary-coded gender.
Algorithms and Baselines
We consider the following algorithms and baselines.
• Data: We select US courts [9] as a baseline in which each subset usually consists of 3 judges. For each case, the selected subset is exactly the same as in the dataset. • LR: A logistic regression model that simulates the direct selection method for USA courts; we follow the methodology from [14] . • Random: Uniformly random select a subset of size (Used in practice, see, e.g., [3, 5] ). • Rankorder: Roughly speaking, given a ranking, select a subset of size with an average rank of ( + 1)/2 (proposed by [16, Section II]). • HPS: Roughly speaking, given a score for each judge (e.g., Equation (2)), construct a pool of subsets of size such that the number of appearances for each judge is the same and the difference of the average score between and each subset in the pool is small, and uniformly random select a subset from the pool (proposed by [15] ). Circuit   1  2  3  4  5  6  7  8  9  10 11 12  # cases  93 119 62 65 132 89 335 208 160 110 89 78  # judges  19 26 29 20 26 33 17  27  62  28 37 11  # senior judges 11 10 14 6  8  17  5  14  31  15 22 0  # female judges 2  5  6  4  4  6  4  2  12  3  6  2  Table 1 : Case and judicial body information from US court data during 2000-2004, from dataset [9] used in our empirical results. (1)) of our algorithms and existing methods for each US circuit, measured over 2000-2004. Gini, Gini and Gini represent the Gini index of the entire body, between senior and non-senior judges, and between female and male judges respectively. "NA" is because there is no senior judge in the 12th court.
• Bucket: Our algorithm is proposed in Algorithm 2, which divides all judges into buckets and uniformly random selects one from each bucket. • ConBucket : The algorithm is proposed in Algorithm 3. We consider the requirement that each subset has at least one senior judge. • ConBucket : The algorithm is proposed in Algorithm 3. We consider the requirement that each subset has at least one female judge.
Experimental Setup
Judge opinion model. We consider data from the US Courts of Appeals (available at [9] ), which includes 12 appellate courts. According to [13] , the 2nd, 3rd and 6th circuits apply direct selection. Random assignment has been applied to the 4th since 2000, the 5th and 8th since 2004, and the 10th since 1998. The remaining courts use random selection in the entire range available in the dataset. We consider the fiveyear window (2000) (2001) (2002) (2003) (2004) and cases that select three judges. Tables 1 and 2 summarize some of the statistics for the courts during this time period.
To use our (and other state-of-the-art) algorithmic approaches, we rely on a ranking . To construct such a ranking for each appellate court, we compute the probability for each judge as follows: = # cases that judge votes +1 # cases that judge participates in .
We rank judges by increasing order of . This ranking is used in Rankorder, Bucket, ConBucket and ConBucket . For each case, we generate the judge opinions by letting = 1 with probability .
Evaluation. In a simulation with respect to a specified court, we generate all judge opinions for each case where opinions are used for all algorithms. For each case, we generate a selected subset by each algorithm. We measure the performance with respect to representativeness for each algorithm based on selected subsets and generated judge opinions.
Since not all judges appear in all five years, for each year , we compute cases and the collection of judges in that year and subsequently compute Gini ( ) , Gini ( ) and Gini ( ) by Equation (1). We report Gini := 1 5 ∑︀ Gini ( ) across the appropriate groups ( , ). We run 1000 repetitions, and report the mean and standard error.
Empirical Results
Representativeness and Fairness: All algorithmic approaches perform similarly on this dataset; see the Arxiv version. This is due, in part, to the fact that there is low variance across the 's, and hence the gap between Random and an optimal method is minimal. The empirical results of workload balance are depicted in Table 3 . All algorithmic approaches perform similarly, and significantly better than direct selection methods: Data and LR.
Group Constraints: In Table 1 , we observe that metrics Gini, Gini and Gini of ConBucket (ConBucket ) are almost the same as Bucket when the number of senior (female) judges is at least one-third of the court size. This enables us to apply ConBucket (ConBucket ) when needed, without violating workload balance or sacrificing the representativeness. However, if the number of senior (or female) judges is much smaller than one-third of the court size, the Gini metric of ConBucket (ConBucket ) becomes larger as the group must be assigned a disproportionate caseload to satisfy the given constraints.
Interpretability and Efficiancy: Our approaches benefit from simplicity and interpretability as compared to the other algorithmic methods and from transparency as compared to direct selection methods. The asymptotic running time for the algorithms is ( ) for Rankorder and HPS, and ( 2 ) for Bucket, ConBucket and ConBucket . Note that Random runs in ( ) time, making our approach the only efficient algorithm. Furthermore, the clock time of Rankorder and HLP is at least 1000x that of Bucket and ConBucket, with the extent of the improvement depending on the exact parameters. 7 
CONCLUSION AND DISCUSSION
In this paper, we investigate the judicial subset selection problem and propose an interpretable and efficient new algorithmic approach. Our method satisfies fairness in that the workload is balanced and all judge opinions are equally likely to be heard, and is asymptotically representative (under mild conditions).
A crucial direction for future work would be to develop accurate and appropriate methods for generating the ranking of 7 Approx 30 minutes to find subsets with Rankorder and more than 3 hours for HLP, while Bucket only needs 10 −4 seconds. judges based on opinions. All existing algorithmic approaches rely on such rankings; while we are the first to provide an approach that is robust to noisy rankings under some noise models, generalizing these results and understanding the extent to which one can produce reliable rankings in practice (ideally via robust, interpretable and transparent processes) is crucial in order for any algorithmic approach to work.
