Abstract. Consider the affine variational inequality problem. It is shown that the distance to the solution set from a feasible point near the solution set can be bounded by the norm of a natural residual at that point. This bound is then used to prove linear convergence of a matrix splitting algorithm for solving the symmetric case of the problem. This latter result improves upon a recent result of Luo and Tseng that further assumes the problem to be monotone.
( 1.1) find an x* 6X satisfying (x-x*,Mx*+q)>_O Vx6X.
The problem (1.1) is well known in optimization and contains as special cases linear (and quadratic) programming, bimatrix games, etc. (see Cottle and Dantzig [COD68] ).
When X is the nonnegative orthant in n, it is called the linear complementarity problem (LCP). We will not attempt to survey the literature on this problem, which is vast. Expository articles on the subject include [COD68] Let X* denote the set of solutions of the affine variational inequality problem (1.1), which we assume from here on to be nonempty. It is well known (and not difficult to see from the convexity of X) that X* is precisely the set of fixed points of the nonlinear mapping x -[x-Mx-q]+, where [.] + denotes the orthogonal projection onto X, i.e., Ix] + arg minzex IIx-zll and I1" denotes the usual Euclidean norm in n. In other words, we have (1.2) X*-(x* en x,_[x,_Mx,_q]+ }.
(Our notation for the projection operator is nonstandard but has the advantage of iterative algorithms and can be used to estimate the amount of error allowable in an inexact computation of the iterates (see [Pan86b] ). Recently the authors [LuT90] showed that one such bound, based on the norm of the natural residual function (1.3) IIx-Ix-Mxis also useful for analyzing the rate of convergence of iterative algorithms for solving (1.1). In particular, they showed that, for the problem of minimizing a certain convex essentially smooth function over a polyhedral set, a bound analogous to the above can be used as the basis for proving the linear convergence of a number of well-known iterative algorithms (applied to solve this problem).
The contribution of this paper is twofold: (i) we show that the error bound (1.3) holds locally for the affine variational inequality problem (1.1) for general M, thus extending a result of [LuT90, 2] This paper proceeds as follows. In 2, we prove that an error bound based on (1.3) holds for all points in X near X*. In 3, we consider the special case of (1.1)
where M is symmetric and we use the bound of 2 to prove the linear convergence of matrix splitting algorithms using regular Q-splitting, applied to solve this problem.
Finally, in 4, we give our conclusion and discuss possible extensions.
We adopt the following notations throughout. For any x E R n and y E n, we denote by Ix, y) the Euclidean inner product of x with y. For any x n, we denote by Ilxll the usual Euclidean norm of x, i.e., Ilxll-v/ix, is no x* X* for which I is active at x*.
For each r, consider the following linear system in x, z, and A:
The above system is consistent since, by I(xr) I and (2. 
By symmetry, we also have
and thus f(x) f(y). Since the above choice of x and y was arbitrary, then f(y) f (x) for all x X, y XI.
Since each X is connected, it follows from (3.10) that each Ci is the union of a finite collection of nonempty Xi's. Let C1, C2,..., Ct denote the connected components of X*, where t is some positive integer. By Lemma 3.1 (b), the Ci's are properly separated from one another.
Since yr E X* for all r and, by (3.13) and (3.15), yT-yr+l __, 0, 2, where the first inequality follows from (3.5) with z set to yr, the equality follows from C M-B (cf. (3.3) ), the third inequality follows from (3.14), and the last inequality follows from (3.8). For convenience, let 3 denote the scalar constant on the right-hand side of (3.18). Then we obtain from (3.16) that f(x+) f f(+)_ I() {x + y, ( where the second equality follows from (3.2), the first inequality follows from (3.18), and the last inequality follows from (3.14). Let 4 denote the scalar constant on the right-hand side of (3.19). Then (3.11) and (3.19) yield f(x+) f llx + A(f(x)-f(x+l)) w .
Upon rearranging terms, we find that
On the other hand, we have from (a.17) and the Net that f() is monotonically decreasing with r (el. (a.ll)) that I() R I for all r, so the above relation implies that {f(xr)} converges at least linearly (in the root sense) to f. By (3.11), {xr} also converges at least linearly (in the root sense). Since d(xr,X*) 0 (cf. (3.15) ), the point to which {x r } converges is an element of X*. Note that we can allow the matrix splitting (B, C) to vary from iteration to iteration, provided that the eigenvalues of the symmetric part of B C are bounded away from zero and that IIBII is bounded.
Also note that because f is not convex, the point to which the iterates converge need not be an optimal solution of (3.1). (Finding such an optimal solution is certainly desirable.) On the other hand, it is easily seen from Lemma 3.1(c) and the fact that the f value of the iterates are monotonically decreasing that local convergence to an optimal solution holds. In other words, if the initial iterate (namely, x) is sufficiently close to the optimal solution set of (3.1), then the point to which the iterates converge is an optimal solution of (3.1).
4. Concluding remarks. In this paper, we have shown that a certain error bound holds locally for the affine variational inequality problem. By using this bound, we are able to prove the linear convergence of matrix splitting algorithms using regular Q-splitting for the symmetric case of the problem.
There are a number of open questions raised by our work. The first question concerns whether the error bound studied here holds globally. (see [CPV89] ), the set of solutions for the former does not need to coincide with the set of stationary points for the latter.) It would also be worthwhile to find other problem classes for which the error bound studied here holds. Then, we can be hopeful of proving linear convergence results for these other problems.
