Abstract. In this paper, we consider the H older continuity, local linearity, linear independence and interpolation problem of the M-band scaling function with its lter having vanishing moments two and minimal length, and explicit construction of wavelets. Especially we nd some new properties which is not true when M = 2, such as local linearity, local linear dependence, di erentiability at adjoint M-adic points and interpolation problem at integer knots.
where fc k g is a sequence with nite length and satisfying P k2Z c k = M, and k is the Then H(z) is uniquely determined by the scaling function and conversely for an H(z) there exists a unique solution of (1) with 2 
M-BAND SCALING FUNCTION
For a scaling function , let closed subspaces V j ; j 2 Z; of square integrable function space L 2 be spanned by fM j=2 (M j ?k) ; k 2 Zg. Then fV j g j2Z is a multiresolution by elementary wavelet theory (see BDS] for example), i.e., it satis es the following conditions:
(i) V j V j+1 for all j 2 Z, and f 2 V j if and only if f (M ) 2 V j+1 for all j 2 Z;
(ii) j2Z V j is dense in the square integrable function space L 2 and \ j2Z V j = f0g; (iii) there exists a function in V 0 such that f ( ? k); k 2 Zg is an orthonormal basis of V 0 .
De ne the wavelet space W j ; j 2 Z; by the complement spaces of V j in V j+1 . Then we have the following wavelet decompostion L 2 = j2Z W j = V k + j k W j :
The wavelet theory when M = 2 can be found in many books on wavelets(for example D] , M]). The wavelet theory for general M 3 is also developed early. Auscher( A]) considered the construction of M-band wavelets in his thesis. Welland and Lundberg ( WL] ) constructed M-band wavelets with arbitrary high index of smoothness. Heller ( H] ), independently Bi, Dai and the rst author ( BDS] ), considered the design of lter with vanishing moments N and nite length. Bi, Dai and the rst author ( BDS] ) studied the asympotic behaviour of regularity of the scaling functions with their lter having vanishing moments N and minimal length as N tends to in nity for all M 3. Similar problem was also considered by Heller and Well in HW] for M = 3; 4. From the asympotic behaviour, we get that the regularity of that class of scaling functions is about C ln N when M is odd. It inspired Shi and the rst author ( SS] ) to construct another class of scaling functions with their lter having vanishing moments N and with their regularity at least CN for some positive number C independent of N. For Then it is proved ( D] ) that a lter G with vanishing moments two and minimal length can be written as G(z) = 2 H(z)z k for some integer k when M = 2. The scaling function 2 corresponding to the lter z is related to 2 . In particular 0 2 (x) = 2 (3?x). Daubechies and Lagarais ( DL] ) considered the H older continuity of 2 . Pollen ( P] ) studied the di erentiability of 2 at dyadic points. 
Observe that = 9 when M = 11. Hence the lter with vanishing moments two and minimal length has rational coe cients. For M = 2, we have not seen examples of compactly supported orthonormal scaling function except Haar scaling function such that its lter has rational coe cients to our knowledge.
Obviously M is supported in 0; 2+ Proposition 3. For 0 x 1, we have
and for x 2 1 M?1 ; 1], we have 8 > < > :
Using the rst two formulas in (5) for k times, we get Propsotion 4. Let i 2 f0; 1g for all 1 i k. Then we have 
where C is a constant independent of x and k. 
Proof. At rst we prove the rst part. In particular we will prove that M (x 0 + y) is a linear function of y when y is su cient small. By Proposition 2 and 3, we can assume that l = 0; 1 2 f0; 1g without loss of generality. Let i 0 2 be the minimal index such that Theorem 5. Let . Let k be the integer such that y 2 (M ?k?1 ; M ?k ) and let i 2 f0; 1; ; M ? 1g; 1 i k ? 1, be chosen that
Then by Proposition 4 and (6) we get Let 0 i 2 f0; 1; ; M ? 1g; 1 i k ? 1; be chosen that
Similarly there exists a constant C independent of x and y such that
If i = 0 i holds for all 1 i k ? 1, then the result follows from the inequality
Then the matter reduces to the case i 6 = 0 i for some 1 i k ? 1. In this case, we have
When 1 2, we have
Thus it su ces to prove the result when 1 = 0 or 1. By Proposition 4, we get 
Linear Independence
We say that a nonzero compactly supported distribution is locally linearly independent if for every open set O the statement we say that is locally linearly dependent. If the statement P k2Z d k (x ?k) = 0 holds for all real x implies d k = 0 for all k 2 Z, then we say that is globally linearly independent.
In DHS], we constructed examples of solutions of the re nement equations (1) when M = 3, which are globally linearly independent, but locally linearly dependent. To our surprise, we will show that M is locally linearly dependent when M 3. When M = 2, it is proved that local and global linear independence of compactly supported solutions of re nement equations are equivalent to each other.
Theorem 6. Let (z) is (H 0 (z) ; ; H M?1 (z)). Furthermore it is easy to check that U(z ?1 )U(z) T = I, where U(z) T denotes the transpose of U(z) and I is the unit matrix.
Then Theorem 9 follows from the fact that f M ( ? k); k 2 Zg is an orthonormal basis of V 0 by complicated but usual computation.
