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Многомерные статистические методы – раздел математической статистики, 
содержащий методы анализа случайного вектора по его выборке. При этом мно-
жественный регрессионный анализ обычно изучают в эконометрике. 
 
1. Корреляционный анализ 
 
Корреляционный анализ - метод, позволяющий обнаружить зависимость 
между несколькими случайными величинами. 
 
1.1. Корреляционный анализ количественных переменных  
 

















1 5 1 3 
2 2 8 2 
6 3 6 4 
4 2 12 1 
5 3 9 1 
6 4 2 5 
7 4 0 6 
8 5 0 4 
9 4 3 4 
10 2 15 2 
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Ставится задача: по этим данным установить, есть ли зависимость между слу-
чайными величинами 1X  – оценка на экзамене, 2X  – число пропусков занятий, 
3X  – число двоек в семестре для случайно выбранного (любого) студента. 












. Тогда  1
5
1 , ... , , ... ,
3
n Nx x x
 




 – полученные в наблюдениях значе-
ния вектора X

. N = 10. 
Определение:  
cov( , ) ( )( )i j i i j j i j i jX X M X MX X MX MX X MX MX= − − = −  
 – ковариация случайных величин iX  и jX . 









ρ =                                 (1) 
– коэффициент корреляции случайных величин iX  и jX . 
(cov( , ))i jXK X X=  – ковариационная и ( ( , ))i jXR X X= ρ  корреляционная мат-




, независимы ( , ) 0i j i jX X X X− ⇒ ρ = , 
, зависимы ( , ) 0i j i jX X X X− ⇐ ρ ≠ . 
 Если бы мы могли установить, что 1 2( , ) 0X Xρ ≠ , то доказали бы зависи-
мость оценки на экзамене и числа пропусков. Но совместное распределение слу-
чайных величин 1X , 2X , 3X , нужное для вычисления (1), нам неизвестно, и 
встаёт задача оценки  коэффициента корреляции по экспериментальным данным. 
Теорема: несмещённой и состоятельной оценкой ковариации случайных ве-
личин является статистика 
        
1




X X x x x x




,                (2) 
где 
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= ∑ . 
Значит, оценка ковариационной матрицы имеет вид: 
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Если ввести матрицу объект-свойство: 
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   = =   
   





и вектор 1 (1...1)T=

, то  






K z z z z
N N
 = − −  

 ⌢
.                                          (3) 
Пример 1.1 (продолжение): 











12 1 2( , ) 0,904 0X Xρ = ρ = − <
⌢ ⌢
. Отрицательный знак, характерный для обратной 
зависимости, кажется правдоподобным для оценки на экзамене и числа пропус-
ков. Поскольку / / 1ρ ≤
⌢
 всегда, то у 12ρ
⌢
 большая абсолютная величина. Что, уже 
доказана зависимость? Нет, это ведь оценка не равна нулю! Необходимо прове-
рить гипотезу об истинном коэффициенте корреляции. 
                                      0 12
: 0H ρ =  
                                       1 12
: 0H ρ ≠ . 
{ }0 0(данных против ) получить наши данныеSL H P H= =  
2 2
2







= − Φ 









0,00032SL =  
Вывод: SL мал (<0,01), данные имеют высокую значимость против 0H . 0H  от-
вергаем, теперь зависимость можно считать доказанной. 
13 0,629ρ =
⌢
. Положительный знак выглядит странно! Может быть это связано 
с тем, что величины 1X  и 3X   сильно зависят от третьей величины 2X ? Чтобы 
найти коэффициент корреляции между 1X  и 3X  , "очищенный" от влияния 2X , 
заменим 1X  и 3X  на  
                          1 1 1 2( ),X X M X X= −ɶ                                    (4) 
так как именно функция регрессии является наилучшим предиктором 1X  по 2X
, то есть отражает зависимость 1X  от 2X , и если её вычесть, то 1Xɶ  не будет кор-
релирована с 2X : 
                    1 2 1 2 1 2
cov( , )X X MX X MX MX= − =ɶ ɶ ɶ  
                          
1 2 2 1 2
1 1 2 2
( )
( ( )) 0.
MX X M X M X X
MX M M X X MX
 = − − 
 − − = 
   
Аналогично 3 3 3 2( )X X M X X= −ɶ . 
Определение: частным коэффициентом корреляции случайных величин iX , 
jX  при исключении влияния случайной величины kX  называется величина, 
определяемая формулой 
                                    
( )









Если функции регрессии в формуле (4) считать линейными, т. е.  
                 
( ) ( )1
2
1 2 12 2 2 1
X
X
M X X X MX MX
σ
= ρ − +
σ
, 
 то получим 
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ρ − ρ ρ
ρ =
− ρ − ρ
. 
Доказательство:  




2 2 2 2 2
12 1 2 12 122






σ − ρ + ρ σ = σ − ρ
σ σ
. 
Аналогично преобразуется числитель. 
 
Замечание: частный коэффициент корреляции для произвольного числа всех 











 , где RijA   –  алгебраическое дополнение элемента ijρ  в 
определителе ( )det XR  . Алгебраическое дополнение проще выразить через 
( )det XR   и элемент обратной матрицы. 
Проверка гипотез о частном коэффициенте корреляции: 
                              H0: ( )12 3... 0rρ =  
                              H1: ( )12 3... 0rρ ≠ , 












 = − Φ
 − ρ 
⌢
⌢ . 
Пример 1.1 (продолжение): 
( ) 0, 326.13 2 = −ρ
⌢  Знак изменился на более правдоподобный, правда,   






  = − =
  −  
 – велик, частный коэффициент кор-





1 1 12 2 2 1
X
X










                    
число число
детей комнат



























Необходимо найти оценку корреляционной и ковариационной матрицы. 






































5 5 9 12 11 1
5 6 12 162 3X
K
      
= − =      












   




 – оценка корреляционной матрицы. 
Определение: корреляция, которая есть следствие влияния одной или более 
других переменных, называется ложной корреляцией. 
Пример 1.3: пусть L – число жертв пожара,  F – число пожарных, участвую-
щих в тушении пожара. Если собрать данные, то  ( , )L Fρ⌢  будет больше нуля и 
значима! Значит ли это, что чем больше послать пожарных на тушение, тем 
больше будет жертв? Ясно, что L и F  зависят от третьей величины S – размера 
пожара, что вызывает между ними положительную ложную корреляцию:  
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 Пример 1.1 (продолжение): оценка на экзамене и число двоек в семестре  
находятся в ложной положительной корреляции. 











Иногда ложная корреляция может замаскировать (свести к 0) имеющуюся 
корреляцию: О – число обрывов нити ткацкого станка, К – качество ткани, Н – 
число наладок станка. К и Н могут показаться не коррелированными: 










Множественный коэффициент корреляции 
 
Пусть целью исследования является мера зависимости одной величины (обо-





Множественным (сводным) коэффициентом корреляции величины 1X с 
остальными 2 ,..., rX X  называется величина 









 ,                                   (4.1) 
где 1cov( , ), 2, ...,k ka X X k r= = , (.)K  – ковариационная матрица величин 2 ,..., rX X
. 





R  : 









.                                         (4.2) 
 
Если в этом выражении заменить корреляционную матрицу её оценкой, по-
лучим оценку множественного коэффициента корреляции. 
Пример 1.1 (продолжение) 
Оценка множественного коэффициента корреляции оценки на экзамене с чис-
лом пропусков занятий и числом двоек в семестре. 
     
1
6.151  6.663 1.393


















8374ρ = . 
Оценка множественного коэффициента корреляции совпадает с коэффици-
ентом детерминации  2R  в регрессионном анализе КЛММР, если 1X  рассмат-
ривать как зависимую переменную, а  2 ,..., rX X  как независимые переменные 
(факторы): 




О попарной независимости всех компонент случайного вектора (крите-
рий Уилкса – Бартлетта) 
 




R I=  – единичная матрица (признаки попарно не коррели-
рованы). 
H1: Признаки попарно коррелированы. 









( ) { }
( )
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  γ = Γ ≥ γ = → ∞ ≈ χ ≥ γ = 
  Γ χ
= − Φ γ
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Некоторые показатели трудно измерить в каких-то единицах, например, 
 X – целеустремлённость работника. Единственное, что можно сделать, так это  
ранжировать, т.е. выстроить в порядке возрастания показателя X все  N наблюде-
ний. Пусть n
Xr  – ранг (место) n-го объекта при ранжировании по показателю X. 
Аналогично производится ранжирование по показателю Y, и если между пе-
ременными X и Y имеется прямая зависимость, то  n
Xr и  
n
Yr должны быть близкими 
(оба малыми или оба большими). 
Определение: коэффициент ранговой корреляции Спирмена – 






















  –                                         (5) 
играет ту же роль, что и коэффициент корреляции Пирсона ( , )X Yρ⌢ . 
Пример 1.4: при приеме на работу новички проходили письменный тест и со-
беседование (остались заметки, позволившие проранжировать новичков по ито-
гам собеседования). Через год работы новички были еще раз проранжированы 
по трудовым успехам. 
Результаты ранжирования новичков. 
Показатель 
Новичок 
И С П А З В Р К 
Трудовые успехи 1 2 3 4 5 6 7 8 
Письменный тест 6 2 7 4 1 5 3 8 
Собеседование 1 4 2 3 6 5 8 7 
 
На следующий год решили для отбора новичков оставить что-то одно. Ясно, 
следует оставить то, что имеет большую корреляцию с трудовыми успехами. 
15 
( ) ( ) ( )
6
, 1 25 0 16 0 16 1 16 0 0,119
8 64 1
s Т у П тρ = − + + + + + + + =−
⌢
. 
( ), 0,881s Т у Сρ =
⌢
, 0,0039SL = . Оставляем собеседование. 
Уровень значимости данных можно приближённо находить по той же фор-
муле, что и для коэффициента корреляции Пирсона (хорошо применима при N > 
10). 
 
Коэффициент конкордации (согласованности) нескольких порядковых 
переменных 
Пример 1.5: пусть K экспертов проранжировали N объектов каждый по-от-
дельности. n
kr  – ранг n-го объекта у k-го эксперта. 
Результаты ранжирования. 
 r1 … rK 
1 11r   
1
Kr  
…    
N 1




Возникает задача проверки совокупной согласованности этих K ранжировок 
(переменных), чтобы при ее наличии выявить некоторое единое упорядочение, 
или задача выявления некомпетентного эксперта по степени несвязности его ран-
жировки с остальными. 
Определение: М. Кендалл предложил оценивать конкордацию K ранжировок 
коэффициентом конкордации  
                












K N N = =
+ 
= − −  
∑ ∑
⌢
.                    (6) 
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Свойства коэффициента конкордации: 
1. 0 1w≤ ≤⌢ . 
2. 1w = ⇔⌢ все K ранжировок совпадают. 
Проверка гипотезы об истинном коэффициенте конкордации: 
H0: ( ) 0w K = , т. е. нет никакой согласованности, 
H1: ( ) 0w K > . 
( ) ( ){ } ( ) ( )











SL P W K w K H
K N W K





= ≥ = ≈
− ≈ χ





Точное распределение статистики ( )W K
⌢
 
 –  [6]: 
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Распределение коэффициента конкордации Кендалла 
 
P { K2(N3 – N) ( )W K
⌢
 /12 ≥ s } = Qw 
N=3 
K=3 K=5 K=6 K=7 K=8 K=9 K=10 
s Qw s Qw s Qw s Qw s Qw s Qw s Qw 
6 0,528 14 0,367 18 0,252 24 0,237 26 0,236 32 0,187 32 0,222 
8 361 18 182 24 184 26 192 32 149 38 154 42 135 
14 194 24 124 26 142 32 112 38 120 42 107 50 092 
18 028 26 093 32 072 38 085 42 079 50 069 56 066 
K=4 32 039 38 052 42 051 50 047 56 048 62 046 
s Qw 38 0,024 42 0,029 50 0,027 56 0,030 62 0,031 71 0,026 
8 0,431 42 0085 50 012 56 016 72 0099 78 010 86 012 
14 273 50 0008 54 0081 62 0084 78 0048 86 0060 96 0075 
18 125   56 0055 72 0036 86 0024 98 0029 104 0034 
24 069   62 0017 78 0012 98 0009 104 0013 122 0013 
26 042   72 0,0001 96 0,0003   114 0,0007 126 0,0008 




K=3 K=4 K=5 K=6 K=3 
s Qw s Qw s Qw s Qw s Qw 
19 0,342 32 0,200 41 0,210 46 0,218 46 0,213 
21 300 36 158 43 162 52 163 50 163 
25 207 40 105 51 107 62 108 56 096 
27 175 46 068 57 075 68 073 60 063 
29 148 50 052 61 055 74 056 62 056 
33 0,075 54 0,033 67 0,034 80 0,037 66 0,038 
35 054 62 012 81 012 100 010 74 015 
37 033 66 0062 85 0067 108 0061 78 0053 
41 017 70 0027 93 0023 118 0028 82 0028 
45 0017 74 0009 101 0014 128 0009 86 0009 




Пример 1.4 (продолжение): 
3K =  , 8N = ,  ( )3 0,497w =⌢ . 
( )271 3 7 0,497 0,165SL χ≈ − Φ ⋅ ⋅ = ⇒Совокупного согласия нет. 
Замечание: можно показать, что среднее значение коэффициента корреляции 
Спирмена между всеми парами переменных 











.                                            (7) 
 
Если ранжировки согласованные, то итоговое ранжирование можно сделать 
на основании средних рангов объектов nr  (фактически по сумме мест). 
Пример 1.6: при разработке квалиметрической методики экспертами  ранжи-
ровались показатели из дерева свойств. Цель – приписать им коэффициенты ве-
сомости 0, 1n n
n
v v≥ =∑ . 











.                         (8) 
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1.3. Корреляционный анализ категоризованных переменных 
 
Переменная (признак) называется категоризованной, если ее возможные зна-
чения описываются конечным числом состояний или градаций (категорий, уров-
ней). Например, пол индивидуума (женский, мужской), социальное положение 
(рабочий, служащий, учащийся, безработный). 
Иногда количественные признаки превращают  в категоризованные. Напри-
мер, возраст: детство (0 – 10 лет), юность (11 – 30 лет), зрелость (30 – 60 лет), 
старость (60 – 80 лет), долголетие (от 80 лет). 
Категоризованные переменные могут встречаться вперемежку с количествен-
ными в таблице “объект-свойство”. 
 
Пример 1.7: таблица объект-свойство 
 





1 139 Ж 63 учащийся Д 
2 181 М 100 рабочий З 
3 ⋮ М ⋮ рабочий Ю 
4  Ж  безработный З 
5  М  служащий З 
6  М  рабочий Ю 
7  Ж  безработный С 
8  М  безработный До 
 
Ясно, что работать с категоризованными переменными так же, как с количе-
ственными, нельзя. Например, какой смысл был бы у 2x ? Поэтому, при корреля-
ционном анализе нескольких  категоризованных переменных данные преобразу-
ются к виду многовходовой таблицы сопряженности признаков. 
                Двухвходовая таблица сопряженности между x2  и  x4 
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x2i\x4j У Р Б С .i ij
j
n n=∑  
Ж 1 0 2 0 3 
М 0 3 1 1 5 
. j ij
i
n n=∑  1 3 3 1 8 = N 
 
В ячейках таблицы сопряженности стоят числа nij объектов (из общего числа 
N обследованных), у которых значение первого признака на уровне i-й градации, 
второго – на уровне j-й градации. 
Показатель степени тесноты  статистической связи двух категоризованных пе-
ременных (вместо коэффициента корреляции Спирмена) выбирают так, чтобы 
эта характеристика принимала тем большее значение, чем больше анализируе-
мая ситуация отличается от независимости исследуемых переменных. 
 
Критерий независимости двух случайных величии 
 
Пусть ξ  и η – дискретные случайные величины, 
1x  , 2x , …, rx  – возможные значения величины ξ , 
1y , 2y , …, y c  – возможные значения величины η. 
Проведено N  наблюдений, 
ijν  – случайные числа в ячейках таблицы сопря-
жённости. 
Проверяется гипотеза: 
H0: ξ  и η независимы (вероятность наблюдению попасть в ячейку ij 
( ) ( ){ } ( ) ( )i j i j i jP x y P x P y p pξ = ∩ η = = ξ = η = = ) . 
H1: ξ  и η зависимы, ( ) ( ){ }i j i jP x y p pξ = ∩ η = ≠ , т. е. другое распределение. 
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SL P H h H h
χ
− ⋅ −= ≥ ≈ − Φ . 

























, то число независимых пара-
метров равно (r – 1) + (c – 1) и число степеней свободы распределения χ2  
 ( ) ( ) ( )1 2 1 1r c r c r c⋅ − − + − = − ⋅ − .                                                        
 









=  − − 
,  
где 2h  – значение статистики из критерия 2χ ,  
r  – количество категорий одной переменной, 
c  – количество категорий другой переменной. 
Свойства: 
1. 0 1V≤ ≤ , 
2. 0V = ⇒строгая статистическая независимость, 




Пример 1.7 (продолжение): 















∑ ∑ ,                                    (9) 
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2 22 2 2 2 2 2
2 13 2311 12 14 21 22 24
1. .1 .2 .3 .4 2. .1 .2 .3 .4
1 1
8 1
n nn n n n n n
h
n n n n n n n n n n
    
= + + + + + + + − =    
    
 
1 1 0 4 0 1 0 9 1 1
8 1 5,16
3 1 3 3 1 5 1 3 3 1
    = + + + + + + + − =         
, 
( )2131 5,16 0,161SL χ⋅= − Φ = . 






 = = ⋅ 
 – довольно большое значение, которое, однако, не гаран-
тирует зависимости! 
Если таблица трех- или более входовая, то уровень значимости рассчитыва-
ется аналогично. Например, пол, социальное положение, возраст. r = 2, c = 4, s = 
5.  
( )2311 41,3 0,102SL χ= − Φ =  – уровень значимости данных против гипотезы не-
зависимости всех трех величин. Такое значение интерпретируется: "данные со-
гласуются с этой гипотезой". 
 
Переменная множественного отклика 
 
Пример 1.8 (развитие 1.7): опрашиваемых попросили указать любимые 







При обработке в Statistica ответы помещают в соседние 3 столбца: 
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Var7, Var8, Var9 – переменная множественного отклика (набор (set) множе-
ственного отклика). 
Важно, чтобы одинаковые метки (слова) имели одинаковые числовые коды. 
Для этого лучше начинать с кодов, а затем связывать с метками (через Apply 
To...). 
Изучим связь между полом и любимыми напитками. Statistics→Basic Statis-
tics and tables→ Multiple Response Tables Specify tables (select variables). Set 1 – 
Var1, Set 2 – (Var7 – Var9) →OK→Codes All →OK. 
Ignore multiple identical responses означает, что, например, ответ пиво/пиво/ 
воспринимается как пиво/      /. 
 Можно посмотреть характеристики самой переменной: Frequency tables. 
                              
19 – столько всего было ответов. 
4/19 =0,2105. Значит, из всех упоминаний 21,05% – пиво. 
4/8 = 0,5. Значит, у 50% опрошенных упоминалось пиво. 
 
Summary: Review summary tables  – таблица сопряженности. 
24 
                       
 
Выбирая в Options Percentage of..., Totals/percentages based on number of re-
spondents, Totals/percentages based on number of responses, можно в таблице со-
пряжённости получить ещё и разнообразные проценты. 
Например, какой процент женщин пьёт кофе? 2/3 даёт 66.67%. Сколько кофе 
выпивается женщинами? 50%. Сколько процентов из выпитого женщинами со-
ставляет кофе? 28.57%.  
Interaction plots of frequencies – наглядное изображение таблицы сопряжённо-
сти. 
Interaction Plot: VAR1 x VAR7






























1.4. Упражнения и лабораторный практикум 
 
Упражнение 1.1.  
Доказать теорему (2), используя формулу 
             
( ) 2 cov( , )i j i j i jD X X DX DX X X+ = + +  
и формулу несмещенной и состоятельной оценки дисперсии.  
 
Упражнение 1.2. 
Проверить формулы для оценки ковариационной матрицы (векторную и через 
матрицу объект-свойство (3)). 
 
Упражнение 1.3. 
По данным примера 1.1 в MathCAD найти оценки ковариационной и корреля-
ционной матриц, множественный коэффициент корреляции. Применить крите-
рий Уилкса – Бартлетта. 
 
Упражнение 1.4. 
По данным примера 1.2 проверить гипотезу о коэффициенте корреляции. Ка-








Вывести формулу (4.2). 
 
Упражнение 1.4в. 




Повторить в Statistica примеры 1.1 и 1.2. 
Корреляционная матрица: Statistics ->  Basic Statistics and Tables-> Correlation 
Matrices -> One variable list…Options: Display r, p-levels, and N’s. 
Частные коэффициенты корреляции: Advanced, Partial correlations, в левый 
столбец – пара переменных, в правый – исключаемые влияния. 
Множественный коэффициент корреляции и тест Уилкса – Бартлетта: Statis-
tics ->  Multivariate Exploratory Techniques -> Principal Components & Classification 
Analysis, Variables,  Ok,  Descriptives Tab, Correlation matrix Inverse. Здесь же ло-
гарифм определителя оценки корреляционной матрицы. Подтвердить результат 
для множественного коэффициента корреляции через коэффициент детермина-




Подобрать данные для корреляционного анализа 3 – 4 количественных пере-
менных (10 – 15 наблюдений), содержащие ложную корреляцию. Например, рас-
полагаемый личный доход, цена и спрос на некоторый продукт (Доугерти К. Вве-
дение в эконометрику. М.: Инфра – М, 2001. с. 52). Оценить корреляционную 
матрицу, полные и частные коэффициенты корреляции, значимость их отличий 
от нуля, множественный коэффициент корреляции.  Выявить ложные корреля-
ции или маскировку ложной корреляцией должной. Для этого обратить особое 
внимание на возможное изменение знака и значимости при переходе к частным 
коэффициентам корреляции. Объяснить механизм ложной корреляции, проил-
люстрировать возникновение ложной корреляции диаграммой, подобной при-
меру 1.3, сделать выводы. Проверить критерием Уилкса – Бартлетта гипотезу о 




Быстрая походка, особенно в пожилом возрасте, спасает от фатальных сердеч-
ных заболеваний. Люди, которые медленно ходят, почти втрое чаще могут уме-
реть от заболеваний сердца, чем те, кто передвигается споро, живо. К такому вы-
воду пришла группа французских ученых, результаты исследования которыми 3 
тыс мужчин и женщин с помощью видеокамер, фиксирующих скорость, поме-
стил Британский медицинский журнал. 



















Рассмотреть случай полного согласия, полного отсутствия согласия. 
Получить результаты примера 1.4 (продолжение). 
 
Упражнение 1.8. 
6 экспертов ранжировали 4 объекта. w^ = 0.444. Согласованны ли мнения экс-
пертов? Найти точный и приближенный уровни значимости. 
 
Упражнение 1.9. 
Повторить в Statistica пример 1.4:  
1) получить матрицу коэффициентов корреляции Спирмена с уровнями значи-
мости. Nonparametrics -> Correlations (Spearman, Kendall tau, gamma); 
2) получить коэффициент конкордации с уровнем значимости.  Nonparametrics -
> Comparing multiple dep. samples (variables). Данные должны быть предвари-
тельно транспонированы (Data -> Transpose); 




Проверить свойства весов (8): min значение, сумму. Найти веса, используя 
данные примера 1.4. 
 
Упражнение 1.12. 
Вывести формулу (9) для статистики h2 при оценке гипотетических вероятно-
стей по данным. 
 
Упражнение 1.13. 
Утверждается, что результат действия лекарства зависит от способа его при-
менения (A, B, C). Так ли это? 
 
Исход \ Способ A B C 
Благоприятный  11 17 16 




Повторить в Statistica    пример 1.7:   
1. Statistics→Basic Statistics and tables→Tables and Banner→Analysis: Cross 
tabulation tables→Specify tables.  
2. Выбрать, например, x2  в List 1 и x4 в List 2. 
3. Выбрать Use all integer codes… . 
4. Review summary tables→Ok→Summary Frequency tables. 
5. В Options выбрать Expected frequencies и нужные статистики. 
6. На экране появится таблица сопряженности. 
7. Нажать Detailed two-way tables. 
8. Появится статистика 2χ , SL и коэффициент сопряженности Крамера. 
9.  Добавить переменную «возраст».  
a. Найти SL и коэффициент сопряжённости Крамера для «социальное поло-
жение – возраст».  
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b. Провести анализ, включая исследование зависимостей различных пар пе-
ременных в различных категориях третьей переменной, описать суть вы-
явленных зависимостей. Проверить значимость выводов (данных). В 
частности, рассмотреть ситуацию в категории людей зрелого возраста. 
c.  Проверка гипотезы о независимости всех факторов. Найти SL. Почему 
d.f. = 31? 
  
Упражнение 1.15. 
Повторить в Statistica  пример 1.8. Получить таблицы частот и сопряженно-
сти, график взаимодействий. Выбирая в Options Percentage of..., Totals/percent-
ages based on number of respondents, Totals/percentages based on number of re-
sponses, получить еще и разнообразные проценты. Истолковать проценты, свя-
занные с соком: 33.33%, 20%, 25%, 50%, 14.29%, 8.33%,10.53%. 
 
Упражнение 1.16. 
Подобрать данные 2-х  категоризованных переменных, одна из которых мно-
жественного отклика. Получить таблицу частот, сопряженности, график взаимо-
действий. Выбирая в Options Percentage of..., Totals/percentages based on number 
of respondents, Totals/percentages based on number of responses, получить и истол-
ковать еще и разнообразные проценты (подобно процентам, связанным с соком 
в лекционном примере). По возможности проверить значимость выводов (дан-
ных).  
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2. Распознавание образов 
 
 Пример 2.1: вы написали букву П и со сканировали ее. В компьютере прояви-
лась картинка 
                                                     
Вы запускаете программу распознавания текста. Она видит  
(1,1,1, 0.5, 0,1, 0.5, 0,1)Tx =  – информативные признаки (образ). 
Могло со сканироваться 
                                                      
x′ – другой образ, но тоже буквы П. То есть это образы из класса образов буквы 
П. 
Задача распознавания: по образу x

 выработать оценку y
⌢
 номера класса обра-
зов, к которому  x

 принадлежит. 
Пример 2.1 (продолжение): желательно выработать 16y =⌢  – номер прообраза 
(буквы П) в алфавите. Программа могла ошибиться (решить, что это буква О) и  
выработать 15y =⌢ . 
 
2.1. Распознавание образов с известными априорными вероятностями 
 
Пусть p1,  p2, …, pq, …,  pQ – априорные вероятности предъявления (появления) 
классов 1, 2, …, q, …, Q, { }qp P Y q= =   известны. 
Известны также ( ) ( )
X
p x Y q p x q= =    – условные плотности распределения 
наблюдаемой величины X

 при условии, что был предъявлен класс Y q= . 
Именно различие этих функций делает возможным распознавание. 
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Так как класс предъявляется случайный, наблюдаемая величина X

 случайна, 
то и оценка, вырабатываемая по ней, тоже случайна, Y
⌢
. 
Правильному решению очевидно соответствует Y Y=
⌢
. 
Желательно { } maxP Y Y p= = →⌢ .                                                      (10) 
Определение: оптимальная модель распознавания (оптимальное решающее 
правило): 
1. Пространство значений Ω  величины X

 разбивается на Q непересекаю-
щихся частей 1A , 2A , …, QA . 
2. Объявляется класс Y q=
⌢
 при попадании X

 в область 
qA . 
3. Границы между областями 
qA  выбираются так, чтобы вероятность правиль-
ного решения была максимальной (10). 
Найдем области 
qA . 




P Y k Y q P X A q p x q dxα = = = = ∈ = ∫
⌢  
. 
Полная вероятность правильного распознавания:  





p P Y Y P Y q P Y Y Y q p
= =
= = = = = = = α∑ ∑
⌢ ⌢
,  




p p p x q dx p p x q dx= = →∑ ∑∫ ∫
   
. 
Очевидно, под интегрирование каждого выражения ( )qp p x q  нужно отвести 
те места или точки области Ω , где эта подынтегральная функция больше всех 
других (при других q′): 
                         
( ) ( ){ }
1
: maxq q l
l Q
A x p p x q p p x l
≤ ≤
= =   .                                             
 
 
Пример 2.2: графическое изображение областей. X  - скалярная, 




Очевидно, построенное решающее правило можно переформулировать: 
если наблюдалось 0X x=
 
, то  





y p p x q
≤ ≤
= ⌢ .                                     (11) 
 
Распознавание в модели Фишера 

















тивных признаков для класса q является нормальным с математическим ожида-
нием qMX a=
 
 и ковариационной матрицей ( )( )Tq qXK K M X a X a= = − −
  
, оди-




класс от класса отличается центром.   
       ( )
( ) ( )








p x q x a K x a
K
−= − − −
π









Решающее правило (11) будет иметь вид 
( ) ( ) ( )
1




y p p x q p K
−  = = + π −   
⌢
 







x a K x a
p x K x x K a
−
− −
− −  − = − + + 

   
   
 
( ) ( ) ( ){1 1 11 1 argmax ln
2 2
T T T
q q q q
q
q
a K x a K a a K x p− − −
+ − = + −











                                   
( )arg max q
q
y g x= ⌢ ,                                                 (12) 
где ( ) ( )Tqq qg x A x b= +
 
 – линейная классифицирующая функция, в которой 
                
1q qA K a−=
 









2.2. Дискриминантный анализ (классификация с обучающими выборками) 
 
По имеющемуся образу (или наблюдению) требуется определить номер 
класса реализаций, к которому он принадлежит.  Считаем справедливой модель 
Фишера, но теперь , ,qqp a K

 не знаем.  
Мы сможем оценить эти параметры, если имеются наблюдений, про которые 
известно, к какому классу они принадлежат (обучающие выборки): 

































. Оценку ковариационной матрицы можно получить по 
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Заменяя , ,qqp a K

 в решающем правиле (12) этими оценками, получаем «под-
становочное» решающее правило. Можно классифицировать новое наблюдение, 
не входившее в обучающие выборки. 
 
Пример 2.3: имеются данные по 7 предприятиям машиностроительного ком-
плекса: 
x1 – фондоотдача основных производственных фондов, руб, 
x2 – затраты на рубль произведённой продукции, коп, 
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x3 – затраты сырья и материалов на один рубль продукции, коп, 
y – код группы успешности. 
 
n x1 x2 x3 y 
1 0,5 94 8,5 1 
2 0,67 75,4 8,79 1 
3 1,2 93,8 6,95 2 
4 0,68 85,2 9,1 1 
5 1,52 81,5 4,95 2 
6 1,46 86,5 4,7 2 
7 0,55 98,8 8,47 1 
 
Необходимо классифицировать новое (8-е) предприятие, имеющее следую-
щие показатели: 



















      
      = + + =      








































1 860,98b = − . 
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                   1 1 2 3
( ) 725,1 7,7 69,4 860,98g x x x x= + + −
,
 








2 ( )g x

, находим: 8 8
1 2( ) ( )g x g x>
 
, значит, относим 8-е наблюдение 
к 1-му классу. 




2.3. Автоматическая классификация (кластер-анализ) 
 
Допустим, что у нас нет ни априорных вероятностей p1,  p2, …, pq, …,  pQ  по-
явления образов классов, ни информации о распределении вектора наблюдений 
внутри классов ( )p x q . Нет и обучающих выборок. Исходная информация о 
классифицируемых объектах представлена в виде матрицы "объект – свойство": 















   
   = =   







jx значение -го признака на -м обследованном объекте.j n−   
Задача классификации состоит в том, чтобы всю анализируемую совокуп-
ность N объектов разбить на сравнительно небольшое число Q (заранее извест-
ное или нет) однородных, в определенном смысле, групп или классов. 
Полученные в результате разбиения классы называют также кластерами, так-
сонами. 
 
Пример 2.4: разбиение объектов на кластеры. 
 
          Q = 3,  N = 7,  r = 2. 
{ }1 1 6 7 2 3, , , ,S x x x S S=    – кластеры. 
x2        x5       
x4 
   
x1      
x6      x7 
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Ясно, что классификация производится на основании расстояния ( , )m nd x x
 
, 
близкие относим к одному классу, далекие – к  разным. В качестве расстояния 
выбирают обычное евклидово расстояние 





( )22 21 1 1 2 2 2( , ) ( ) ... ( )m n m n m n m nWE r r rd x x w x x w x x w x x= − + − + + −  , 
 
0 1, 1i iw w≤ ≤ =∑ . 
Веса выбираются пропорционально степени важности компоненты xi  для от-
несения объекта к тому или иному классу. 
Процедуры, в которых элементы выборки поступают на классификацию по 
одному – последовательные, а в которых выборка вся сразу – параллельные. 
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Некоторые конкретные алгоритмы 
1.  Простой последовательный (должен быть задан радиус классов d0). Блок-
схема алгоритма:  
Берется первый 
элемент, 
q – номер 
класса, 
объект xn  объ-
является ядром 













новый объект n 









вый класс,  
n-й объект не 




2. Алгоритм K-средних (параллельный), число классов Q должно быть задано. 
 m = 0 (номер разбиения).  Строим каким-либо образом начальное разби-
ение 1
0 0 0( ,..., )
QS S S= . 
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 Пусть уже построено m-е разбиение 1( ,..., )Qm m mS S S= . Вычислим в каж-













 Строим минимально-дистанционное разбиение, порождаемое набором 
{ }qme  , по формулам:  
                   
1
1
: ( , )arg min
q n n q
m m
q Q








то есть каждый элемент относим к тому классу, к центру которого он 
ближе. 
 1 1m mS S m m+ ≠ ⇒ = + ,  1 *, stopm m mS S S S+ = ⇒ = . 
Замечания: 
1. Можно показать, что для любого начального разбиения S0 алгоритм через 
конечное число шагов заканчивает работу. 
2. В ряде случаев начальное разбиение S0 задается как минимально-дистанци-
онное, порожденное некоторым набором точек 1
1 1( ,..., )
Qe e− −
 
, в качестве которых, 





 или первые Q наблюдений. Результат классификаций зависит от вы-
бора S0, поэтому для проверки устойчивости результата рекомендуется варьиро-
вать выбор. 
3. Если из априорных сведений нельзя сразу выбрать число классов Q, его 
находят путем перебора. 
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2.4. Упражнения и лабораторный практикум 
 
Упражнение 2.1.  
Ваш друг ежедневно заходит в игровой салон (с вероятностью 0,85), где иг-
рает в компьютерные игры, играя "до отказа", или заходит в клуб (с вероятно-
стью 0,15), где беседует с друзьями. В салоне в среднем проводит 1 час, в клубе 
3 часа со стандартным отклонением 1 час. Сегодня он затратил 2,5 часа. Где он 
был? Построить области А1 и А2. 
 
Упражнение 2.2.  
Показать, что решающее правило максимальной апостериорной вероятности 
(называть класс, гипотеза о котором имеет максимальную апостериорную веро-
ятность при наблюдаемом 0x

) эквивалентно правилу (11). Найти апостериорные 
вероятности в упражнении 2.1. 
 
Упражнение 2.3.  
Повторить в Statistica пример 2.3.  
Multivariate Exploratory Techniques ->Discriminant Analysis -> Variables... 
Grouping...  Independent...  Codes(1-2)...  ->. 
Найти оценки средних и ковариационной матрицы: Advanced options (Step-
wise analysis). Descriptive Tab. 
 Получить выражение для линейной классифицирующей функции 2-й группы, 
классифицировать 8-е наблюдение, вычислив значения линейных классифици-
рующих функций.  
Классифицировать все наблюдения и сравнить классификацию обучающих 
наблюдений с фактической. Проверить гипотезу о неразличимости классов. Clas-
sification Tab -> Classification functions... -> Classification of cases (будут расклас-






Для распознавания предъявляется изделие с контролируемым размером a1 или 
a2  (a1 > a2). Априорные вероятности предъявления – p1 и p2 соответственно. Для 
распознавания проводится N независимых измерений изделия прибором с по-
грешностью σ. Указать классы образов. Построить оптимальное решающее пра-
вило распознавания (указать A1 и A2). Найти вероятности ошибок α12 и α21 и пол-
ную вероятность ошибки распознавания. Можно ли применить построенное пра-
вило к проверке партий готовых изделий с номиналами a1 – годная, и  a2 – брак? 
Можно ли N-кратным измерением одного изделия принять решение о том, взято 
оно из партии с номиналом a1 или a2? 
 
Упражнение 2.5. 
Расклассифицировать 6 последовательных наблюдений, d0 = 2. 
 { }: 4,3,1,6,2,0nx . А в обратном порядке? 
 
Упражнение 2.6. 
Запрограммировать в MathCAD простой последовательный алгоритм и повто-
рить упражнение 2.5. 
 
Упражнение 2.7.  
Алгоритмом K-средних расклассифицировать наблюдения из предыдущего 
упражнения в 2 класса.  
 
Упражнение 2.8.  
Повторить в Statistica предыдущее упражнение, методами дисперсионного 
анализа проверить гипотезу о существенности различий между центрами клас-
сов (каков SL?). 
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Statistics → Multivariate Exploratory Techniques→ Cluster Analysis→ K-Means 
Clustering →Initial cluster centers →Choose the first N (Number of clusters) observa-
tions →Members of each cluster & distances →Analysis of variance. 
 
Упражнение 2.9.  
Методом K-средних произвести классификацию 7 предприятий   машиностро-
ительного комплекса из примера 2.3 по трём переменным –  X1 , X2 ,  X3  в 2 класса.  
 Проверить значимость данных по каждой переменной для классификации. 
Какая самая значимая, каков SL? Сравнить это с Graph of means.  Стандартизи-
ровать данные. Сравнить итоговую классификацию с кодами «успешности», сде-
лать экономические выводы. Что изменилось? Почему? Попробовать разбить 
данные на 3 – 4 класса, проверить значимость.  Построить 3D – график наблюде-
ний, повернуть его наглядно, обвести полученные кластеры. Истолковать ре-
зультаты. 
Graphs → 3D XYZ Graphs → Scatterplots. → VAR 1, 2, 3 → Options1 → Display 
Options → Case labels → Case names  → OK → Polygon (рисовать). 
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3. Отбор наиболее информативных показателей  
 и снижение размерности пространства признаков 
 
В практической статистической работе число признаков r, регистрируемых на 
каждом из N объектов (стран, городов, семей и т. п.), очень велико (порядка 100). 
Имеющиеся многомерные наблюдения ( 1, ..., )nx n N= , занимающие большой 















 с числом r r′ <<  без существенной потери информации. 
Предпосылки к этому: дублирование информации, доставляемой сильно вза-
имосвязанными признаками, не информативность признаков, мало меняющихся 
от объекта к объекту. 
Цели: 
1) визуализация исходных данных (если 1, 2 или 3r′ = ), 
2) классификация объектов пойдет легче, если признаков будет меньше 
 ( , а неr r′ ), 
3) использование if  в качестве предикторов (регрессоров) вместо ix  дает 
свои преимущества. 
 
3.1. Метод главных компонент 
 
Здесь пока нет цели уменьшить число новых переменных, т.е.  r r′ = . Просто 
лучше бы if  были не коррелированы (т. е. каждая из них была бы самоценной). 
Этого можно достичь. 
Будем считать переменные центрованными (т. е. 0iMX = ). Переход от исход-
ных переменных 
iX
ɶ  к центрованным осуществляется так: i i iX X X= −ɶ ɶ . 
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K diag≠ , то есть переменные iX  
– зависимые случайные величины. 
Найдём новые переменные 'iX   – линейные комбинации старых: 
' 1X P X−=
 
, 
которые будут некоррелированными 
                                               X
K diag′ = . 
Какова матрица 1P− ? 
Теорема (о сингулярном разложении симметричной матрицы): 
                                               T
X




Λ =  λ 
 – матрица из собственных значений, 
1
0 0( , ..., )
rS e e=    – матрица из ортонормированных собственных векторов мат-
рицы 
X
K  , т. е. 0 0
i i
iX






                                                 1 TS S− = .                                                (14) 
Следствие: 
' 'T T T T
X
S K S S MXX S MX XΛ = = =
   
 , где ' TX S X=
 
, то есть  
                                           X
K ′ = Λ                                                      (15) 
и значит новые компоненты не коррелированы. Т. о. 1 TP S− = . 
Если потребовать "сверхновых" компонент :
X
X K I′′′′ =

,  то  переход к ним                       




′′ ′= Λ ⋅
 
                                                (16) 
Определение: координаты X ′

– главные компоненты, X F′′ =
 
 – нормирован-
ные главные компоненты (главные факторы). 
1
2A S= ⋅ Λ  называется матрицей 
нагрузок главных факторов на исходные признаки. 







Свойства главных компонент 
 
1. 1 1 10 0MF MA X A MX A− − −= = = =
   
, т. е. главные факторы центрованные, и так 
как  1iDF = , нормированные. 
2. 
1 1





DX SpK Sp S S Sp S S Sp
= =
= = Λ = Λ = Λ = λ∑ ∑ , 
 
 т. е. суммарная дисперсия совокупности признаков равна сумме собственных 
чисел, и о первых r′  главных компонентах с наибольшими собственными чис-

















3. Теорема Терстоуна. 
                                                 
T
X
K AA= .                                                 (17) 
4. 
1 1

















, где z –  матрица объект центрированное свойство, и ра-
ботают с ней вместо 
X
K  . 










1 4 5 1 
2 3 2 5 
… … … … 
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30 2 5 4 
ixɶ  3 3,4 3 
 
Тогда матрица объект – центрированное свойство 










, и пусть  















Находя собственные значения и собственные векторы, получим 









































   







                             
1 1 2 3
2 1 2 3




X F F F
X F F F
X F F F
= ⋅ + ⋅ + ⋅
 = − ⋅ + ⋅ + ⋅




Какие же исходные признаки Xi должны быть привлечены в выработку назва-
ния j- го главного фактора. Очевидно те, на которые Fj сильно влияет. Должны 
быть привлечены Xi с max ija . 
 Обозначим это множество исходных признаков, на которые сильно влияет Fj 
 































 –  коэффициент информативности названия для j-го главного фак-
тора. 
Пример 3.1(продолжение):  






K = = > . 
Следовательно, название F1 можно связать только с X3 и назвать F1  алгебраиче-
скими способностями. 







λ + λ + λ
 дисперсии всех переменных.  
Интересно найти значения главных факторов nf

 для каждого n-го объекта (с 
nx

 – набором переменных): 
             
1 1 1, т.е. ; ( )n n T
F
F A X f A x Z Z A− − −= = =
  
. 
Значения факторов 30 учеников: 
 f1 f2 f3 
1 -1,03 1 0,54 
2 0,99 0 -0,36 
… … … … 
30 0,07 -1 1,9 
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, то собственные значения iλ  будут другие. Ясно,  i
i
rλ =∑ , 
и 
ija  имеет смысл коэффициента корреляции i-го стандартизированного при-
знака с j-м фактором. Работать с корреляционной матрицей следует, если пере-
менные имеют различные единицы измерения, шкалы. 
 
Статистическая проверка надежности решения методом главных ком-
понент 
 





чия от I). Если все исходные признаки окажутся попарно некоррелированными, 
то все iλ  будут около единицы, главные факторы станут похожи на исходные 
признаки, и смысла в методе главных компонент не будет. Это проверка по кри-
терию Уилкса – Бартлетта. 
 
Пример 3.1(продолжение):  





⋅ +γ = − − 
⌢
, 




γ = − −  = 13,9. 
SL(γ) = 0,003 – данные значимы против независимости исходных признаков. 
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3.2. Факторный анализ 
 
Метод возник в исследованиях по психологии в 1900-х годах.  
Рассмотрим успеваемость произвольно взятого ученика по r предметам: 













Предположим, что успеваемость по этим предметам определяется небольшим 
числом  r′скрытых факторов (способностей): F1 – общая одарённость, F2 – гума-
нитарная одарённость и т. п., так что  




i ij j i
j
X q F U i r
′
=
= + =∑ ,                                   (18) 
где 
ijq  –  нагрузка (вклад) j-го фактора на i-й признак (отметку). Причём считаем, 
что 
ijq  – одинаковые для всех учеников и связаны с сутью Xi и Fj, а разные успехи 
определяются разными значениями Fj у разных учеников; 
iU  –  случайная ошибка (либо измерения отметки i, либо специфичность i-й пе-
ременной, т. е. не описываемые этими факторами вклады). 
Задачи факторного анализа: 
1)  выявить и интерпретировать латентные (скрытые) общие факторы (т. е. 
оценить число r′и нагрузки 
ijq ). 
2)  найти оценки этих факторов для отдельных индивидуумов. 
Предположения: 
1. Xi – центрованы, 0iMX = . 
2. Вектор ошибок 




не зависит от факторов Fj , состоит из вза-
имно независимых компонент, подчиняющихся r-мерному нормальному распре-






K MUU V= =
 
 диагональная. 
3. Факторы Fj – некоррелированные случайные величины с 0jMF = .    1jDF =




Запишем (18) в векторной форме: X QF U= +
  




( )( ) ( )( )T T T T T
X
K MXX M QF U QF U M QF U F Q U= = + + = + + =
        
 
( )T T TQ MFF Q MUU= +
   
, 
                                                 
T
X
K QQ V= + .                                               (19) 
Отсюда 2 2
1 1
( ) ( )
r r
T
i ii ij ji ii ij ii i iiX
j j
DX K q q v q v h v
′ ′
= =
= = + = + = +∑ ∑ , 
2
ih – общность (communality), часть дисперсии, обусловленная общими факто-
рами. vii – характерность Xi переменной. 
Таким образом, если известна ковариационная матрица переменных, то 
нахождение нагрузок факторов на признаки – это вопрос решения уравнения (19) 
относительно Q и V. Это решение не единственно, и для его определения исполь-
зуют различные подходы: 
1. Главные компоненты. Считаем собственные числа упорядоченными в по-
рядке убывания. 








































2. Редуцированная матрица. 
По теореме Терстоуна T
X
K AA= , и решение этого уравнения легко находится 




K V QQ− = , то есть по диагонали матрицы слева нужно подставить общ-
ности, которые можно оценить так: 
a) 2
  
max ( )  i ijXj i
h K
≠
=  , 
b) hi2 равно множественному коэффициенту корреляции Xi относительно 
остальных Xj. 
Замечание: обычно ковариационная матрица неизвестна, поэтому ее заме-
няют оценкой, полученной по N наблюдениям. 













Оценка значений факторов в каждом наблюдении 
 
Метод Бартлетта: считая нагрузки универсальными и уже найденными ве-
личинами, полагаем, что показатели отдельного объекта (наблюдения) опреде-
ляются значениями его факторов. И их (его факторы) можно найти путем регрес-
сионного анализа.  





i j ij i
j
x f q u i r
′
=
= + =∑ .   
Применяя ОМНК, получаем решение: 
                                      
11 1n T T n
OMHKf Q V Q Q V x
−− − =  
⌢ 
. 
 Практически матрицы Q и V в этом выражении заменяют оценочными значе-
ниями, найденными раньше. 
Пример 3.2: по данным примера 3.1 на основе корреляционной матрицы про-
вести факторный анализ, выделив один важнейший скрытый фактор.  
 
Решение в MathCAD. 
                                     
 

















 – оценка корреляционной матрицы. 
 
1. Главные компоненты. 
 
: ( )C eigenvals R=  ,    ( )1 0,368 1,632TC = , 
: ( ( ))CS reverse sort C= , 
( )1,632 1 0,368TCS =  – упорядоченные собственные числа. 
: 1,... ,3i = . 
: ( , )i iV eigenvec R CS= , 






 = − 
 
 
 – матрица из собственных векторов. 






 = − 
 
 
 – матрица нагрузок метода главных компонент. 
Усекаем ее, оставляя один важнейший фактор: 






 = − 
 
 
– матрица нагрузок факторного анализа. Единственный фактор 
следует интерпретировать как алгебраические – анти литературные способности. 







 =  
 
 
 – по диагонали – характерности.  
1 1 1: ( )T TFactor Scores Coeff Q V Q Q V− − −= , 
(0 0,553 0,553)Factor Scores Coeff = −  – коэффициенты для подсчета зна-
чения скрытого фактора для объекта по его переменным. В частности, для пер-
вого ученика  
1
1: 1,6 , 1 1,99
2
f Factor Scores Coeff f
 
 = = − 
 − 
. Большое отрицательное 
значение фактора алгебраических – анти литературных способностей. 
 

















. По диагонали общности  2
  





Далее решаем уравнение TRr QQ= . 




















Как уже отмечалось, решение уравнения (19) не единственно. В частности, 
если Q решение, то и 1Q QB−=ɶ , где B ортогональная матрица – тоже решение. 
Оно соответствует другим факторам, связанным со старыми формулой   
                                                                   F BF=
 ɶ
 .                                                    (20) 
 Так как B – ортогональная матрица, (20) означает поворот системы коорди-
нат. Можно подобрать B так, чтобы в Qɶ нагрузки факторов были большими для 
одних признаков и близкими к нулю для других (процедура ВАРИМАКС). Это 
облегчит интерпретацию новых факторов. 
Пример 3.3: пусть для пяти признаков x1 – x5 получены нагрузки (матрица Q) 
как на рисунке. 
 
q32 = 0.8 ;  q22 = - 0.8. f2 – способность к x3 и анти- к x2. f1 – способность к x3 и x2. 




ɶ . Тогда интерпре-
тация облегчится, 
1f
ɶ  имеет большую нагрузку на признак x2 и близкую к нулю 
на признак x3. 2fɶ  – наоборот. То есть 1fɶ  – способность к x2, 2fɶ  – способность к 
x3. После вращения можно оценить значения новых факторов для всех наблюде-
ний, как и прежде.  
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3.3. Упражнения и лабораторный практикум 
 
Упражнение 3.1.  
Доказать формулы  (13) – (17). 
 
Упражнение 3.2.  
Применить критерий Уилкса – Бартлетта  в примере 3.1.  
 
Упражнение 3.3.  
Применить анализ главных компонент к данным примера 1.1.  
Statistica: Statistics, Multivariate Exploratory Techniques, Principal Components & 
Classification Analysis, все переменные выбрать в первый столбец, Advanced про-
верить, что анализ базируется на корреляционной матрице и делится на (N-1) , 
OK. 
Eigenvalues  смотрим собственные числа, Scree plot –осыпь. 
Factor coordinates of the variables – матрица нагрузок. Plot var. factor coordi-
nates, 2D – соответствующий график, factor coordinates of cases и график – значе-
ния главных компонент (ненормированных!) для наблюдений. 
Variables Tab, Contributions of variables – доли (относительно соответствую-
щего лямбда) квадратов нагрузок – удобно набрать в сумме 
 >= 0,75, указать коэффициент информативности; сформулировать соответству-
ющую интерпретацию (названия) главных компонент (с оглядкой на знаки!). 
Cases Tab, Factor score coefficients – матрица (AT)-1 –для расчёта нормирован-
ных факторов для каждого наблюдения. Factor scores – значения этих факторов 
(проверить, скопировав матрицу нагрузок в MathCAD, исходные данные стан-
дартизировать!). Охарактеризовать нескольких учеников в терминах факторов, с 
подтверждением в терминах исходных переменных. Построить 3D график 
наблюдений в пространстве факторов.  
Descriptives Tab, Correlation matrix Inverse. Видим логарифм определителя 




Повторить в MathCAD результаты метода главных компонент, полученные с 
применением Statistica в упражнении 3.3. 
 
Упражнение 3.5.  
Проанализировать методом главных компонент свои данные (4 – 6 количе-
ственных переменных в 15 – 20 наблюдениях). Например: вкус (желание) к про-
дукту питания (по 5-балльной шкале). X1 – у девочек до 15 лет, X2 – у женщин 
после 20 лет,  X3 , X4 – аналогично у мужчин. Наблюдения (продукты) – кофе, 
шоколад, сыр и т. д.  
 
Упражнение 3.6.  
Доказать формулу  (20). 
 
Упражнение 3.7.  
Повторить пример 3.2 в Statistica, построив файл матричного формата для кор-
реляционной матрицы (Statistica: Help, Working with Spreadsheets, Understanding 
Spreadsheets, Matrix Spreadsheets, Matrix File Format). 
 
 VAR1 VAR2 VAR3 
VAR1  1,000 0,000 0,000 
VAR2  0,000 1,000 -0,632 
VAR3  0,000 -0,632 1,000 
MEANS  3,000 4,000 3,000 
ST.DEV.  2,000 2,000 2,000 
NO.CASES 30,000   
MATRIX  1,000   
 
 Прокрутив вверху Max. number of factors, выбрать = 1. Method: Principal com-




Упражнение 3.8.  
Провести факторный анализ данных примера 1.1. Выделить 2 фактора. Обсу-
дить communalities. Использовать вращение факторов для облегчения их интер-
претации. Дать факторам названия с указанием коэффициентов информативно-
сти. Указать оценки факторов для всех объектов. Сравнить с результатами ана-
лиза главных компонент. 
 
Упражнение 3.9. 
В результате наблюдения за экологической обстановкой в семи городах с раз-
личным уровнем техногенной нагрузки на окружающую среду получены дан-
ные: 
 X1 X2 X3 X4 
1 0,14 0,005 1,6 0,02 
2 0,1 0,004 1,2 0,04 
3 0,25 0,005 2,4 0,05 
4 0,27 0,01 1,7 0,04 
5 0,22 0,07 3 0,08 
6 0,16 0,012 1,8 0,06 
7 0,21 0,03 1,1 0,04 
 
 
X1 – средняя концентрация загрязняющих веществ в атмосферном воздухе 
(мг/м3), пыль, 
X2 – то же, сернистый ангидрит, 
X3 – то же, окись углерода, 
X4 – то же, двуокись азота. 




Используя те же данные, что и в упражнении 3.5, провести факторный анализ, 
применив вращение факторов для облегчения их интерпретации. Указать оценки 
факторов для всех объектов. 
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4. Многомерное шкалирование 
 
Иногда исходная информация об объектах 1, 2, …, N бывает задана в форме 
матрицы их попарных сравнений 









 γ =  
 γ γ 
 
mnγ  могут иметь смысл: 
1. Евклидово расстояние между объектами m и n в некотором r-мерном при-
знаковом пространстве: 
            
2
1
( ) ( ) ( )
r
mn m n m n T m n
k k
k
x x x x x x
=
γ = − = − −∑
   
.                 (21)
 
2. Рейтинговые оценки различий объектов. Экспертам предлагается шкала с 
некоторым числом делений (до 7 – 10), позволяющая оценивать каждую пару 
объектов по степени их сходства; 0 – полное сходство, 10 – абсолютное различие. 
 
Пример 4.1: различия 5 государств (Армения, Беларусь, Россия, Таджикистан, 
Литва) с учетом их экономического и политического положения, полученные 
экспертами:  
                                
0 10 9 3 7
10 0 1 5 2
9 1 0 4 6
3 5 4 0 8
7 2 6 8 0


















Задача многомерного шкалирования: по матрице γ  восстановить неизвестную 
размерность признакового пространства и приписать каждому n-у  объекту век-
тор nx

 этих признаков таким образом, чтобы вычисленные по формуле (21) по-
парные евклидовы расстояния по возможности совпали с исходной матрицей γ . 
(То есть задача сугубо обратная). 
 
4.1. Метрическое многомерное шкалирование 
 
Разработано У. Торгерсоном  в 1950-е годы. 
Будем считать векторы nx

 центрованными. Очевидно, расстояния между век-
торами центрованными nx

 и не центрованными 
nx
ɶ  одинаковы. 
                                      
mn mnγ = γɶ .                                              (22) 
Так как расстояния между векторами не меняются при ортогональном преоб-
разовании, то nx

определены с точностью до поворота системы координат. 
Введем матрицу 
[ ] ( ) , гдеmn mn mT nN NB b b x x× = = ⋅  . 
Она связана с матрицей γ: 
      
2 2 2 2
2
1 1 1 1
2
mn mn mn mn mn
m n m n
b
N N N
 = −γ + γ + γ − γ 
 

















 матрица объект – центрированное свойство, то  легко про-
верить, что 









 , обозначим TK Z Z′ = .  Из связи матриц K′  и B вытекают 
следствия: 
1) В неотрицательно определена, 
2) rank B = rank K′= r, 
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3) ненулевые (первые r) собственных чисел матрицы B совпадают с собствен-
ными числами матрицы K′ . 
Чтобы найти Z в (24), используем сингулярное разложение: 










×= Λ , или 






n N k r
= λ
= =




–  k-й  собственный вектор матрицы B.  
Замечание: если мы хотим представить имеющиеся данные в пространстве за-
данной (< r) размерности r′ , то можно показать, что, взяв только первые r′  ко-
ординат в формуле (25), мы обеспечим максимальное приближение их геометри-
ческой структуры. При r′  = 2 или 3 возможно наглядное представление. 
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Пример 4.2: сведения об обороте капитала, прибыли, количестве работников 










МАН 11,8 429,6 63,4 
СЕБ 1,5 88,8 10,1 
Даниска 2 124,6 11,5 
Нокиа 3,1 -17,1 26,8 








′ = , затем считаем 
по формулам (21) – (25):  
 
                      
0 3,66 3,43 3,67
3,66 0 0,258 0,967
3,43 0,258 0 1,08








                         




− − − 






1 2 3 4 1
2,67
0,98




























Таким образом, координаты объектов (стимулов) в двумерном шкальном про-
странстве: 













  −   . 
 






=  − 

  и т. д. 
 
Интерпретация шкал. Судя по расположению фирм, x1 можно назвать осью 
размера (малости) фирмы, x2 – эффективностью деятельности. 
Кстати, расстояния по новым координатам 
2 2
1 1 2 2( ) ( )
mn m n m n mn




4.2. Неметрическое многомерное шкалирование 
 
Применяется для обработки экспертных зачастую ранговых (порядковых) 
данных. 






То есть имеется 10 расстояний (отличий и т.п.), измеренных 
неизвестно в каких единицах, и можно их только упорядочить: 
 
. 
Ранги 1, 2, 3, …, 10. 
Основная проблема в том, чтобы расстояния в шкальном пространстве между 
объектами монотонно соответствовали рангам:   
                    mn klранг ранг
mn kl
x xγ γ< ⇔ γ < γ  . 
 
Обычно используется итерационный алгоритм: 
1) по 
рангγ  находят первоначальную оценку шкальных координат (стартовую 
конфигурацию) { }nранг xγ →  . Иногда ее выбирают случайной; 
2) находят расстояния mn
xγ  и сопоставляют их с
mn
рангγ . Если нарушена монотон-
ность, подправляют; 




















. Если необходимый минимум достигнут, то делается 
переход к п. 5, иначе –  к п. 4;  
4) находят новые координаты (наискорейший спуск с определенным шагом), 











5) финальная конфигурация в шкальном пространстве { }nx . 
 Если шкалировать в одномерное пространство, то финальная конфигурация 
сразу дает веса объектов – понятий (после сдвига и нормировки). 
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4.3. Шкалирование индивидуальных различий экспертов 
 
Иногда целью исследования является установление особенностей (индивиду-
альных различий) экспертов, доставляющих матрицы попарных сравнений объ-
ектов. 
Обозначим: mn
sγ  – матрица расстояний между всеми парами объектов, пред-
ставленная s-м экспертом. Предполагается, что 
     
2
1
( ) ( ) ( )
r
mn s m n m n T s m n
s k k k
k
w x x x x W x x
=
γ = − = − −∑
   
, 
где 
1 2diag( , ,..., )
s s s s
rW w w w=  – матрица весов, которые невольно использует (вно-
сит) s-й эксперт при оценивании различий между объектами по разным показа-
телям. Замечательно, что мы еще не знаем (и эксперт сам не осознает), сколько 
этих показателей, каков их смысл, а теперь еще пытаемся выделить предпочте-
ния по ним! 
Следовательно, предполагается, что есть общая объективная конфигурация 
{ }nx Z⇒ ,
 
а различия между sγ определяются различием матриц sW . 
Процедура:  
1) по sγ вычисляется Bs (23), 







= ∑  и старто-
вая конфигурация Z0, 
















4.4. Анализ предпочтений 
 
Здесь каждый из S экспертов представляет ранжировку N объектов по пред-
почтению относительно какой-либо цели. n
sr – ранг (место, 1 – наилучшее) n-го 
объекта у s-го эксперта. 
Модель (взвешенная евклидова): 






n s n s
s k k k
k
r a w x o
=
= + −∑  ,                                   (26) 
ok
s – k-я координата "идеальной" точки для s-го эксперта, и чем ближе к ней по-
казатели n-го объекта, тем объект предпочтительнее; wks – веса, характеризую-
щие важность координаты k для эксперта s; a0 – некоторая константа. 
Анализ делится на две части: внутренний и внешний. Во внутреннем анализе 
решается задача оценки координат { }nx
 
объектов обычными методами много-
мерного шкалирования. Например, можно по n
sr построить 
nm n m
s s sr rγ = − , затем 
s Bγ → γ → →  – финальную конфигурацию. 
Во внешнем анализе, считая { }nx
 
известными, проводим оценку параметров 
модели (26) каждого эксперта: идеальную точку и веса. Для этого используем 
регрессионный анализ:  






n s n s n s s s
s k k k k k k k
k
r a w x w x o w o
=
= + − + =∑
⌣
 





s s n s n




= β + β + µ∑ ∑ . 
Найдем оценки  0, , ,
s s s sW o aβ µ →
⌢ ⌢ ⌢⌢  ⌢











 – координаты иде-
альной точки s-го эксперта).  
 
Пример 4.3: 2 эксперта ранжировали 6 областей Беларуси по условиям орга-
низации сельскохозяйственного производства: 
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n Область r1n r2n 
1 Брестская 2 1 
2 Витебская 4 3 
3 Гомельская 6 6 
4 Гродненская 3 4 
5 Минская 1 2 






1 1 3 0
1 3 5 2 0














3 1 2 0
1 1 4 2 0










 ,     
1 2Σγ = γ + γ . 









γ = −∑ , получим нужную матрицу Σγ , сохраним в файле с рас-
ширением .smx. 










. На этом внутренний анализ завершен. 
Внешний анализ для первого эксперта. В Statistica выбираем r1 зависимой пе-
ременной, x1, x2, x12, x22 – независимыми; получим: 
  
           
1 1 1 1 1
0 1 2 1 26,3, 1,92, 3,7, 3,3, 1,4.β = β = β = µ = − µ = −















=  − 
⌢
. Так как веса отрицательны, 
точка 1o
⌢
 фактически является «антиидеальной» для первого эксперта. 
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. Ясно, почему он счи-
тает лучшей Брестскую область. 
Если использовать вектор средних рангов (в случае согласованности экспер-




4.5. Упражнения и лабораторный практикум 
 
Упражнение 4.1.  
Доказать формулы (22) – (23). 
 
Упражнение 4.2.  
Доказать формулы (24) – (25). 
 
Упражнение 4.3.  
Получить результаты примера 4.2 (фирмы МАН, СЕБ, Даниска, Нокиа). 
1. Предварительно построить файл матричных данных для расстояний между 
объектами: 
а. нормируем raw – данные, поделив каждое данное на выборочное сред-
нее соответствующей переменной (пометить столбец, правый клик – 
Statistics of Block Data - Block Columns – Means. После последнего case 
появится строка со средним. Пометить столбец, правый клик – Var Spec. 
= V?/ (вставить соотв. среднее). 
б. с помощью процедуры Cluster Analysis –Joining – Variables – Var1-3 – 
Cluster – Cases (rows) – Distance measure – Euclid – OK – Advanced – 
Matrix. File – Save As ... сохраним матрицу расстояний. 
2. Используя сохранённую матрицу расстояний, провести многомерное шка-
лирование. Multivariate Exploratory Techniques. Multidimensional Scaling. 
Variables: 4. Number of dimensions: 2. Summary: Final configuration. Graph 
final configuration, 2D. 
 
Упражнение 4.4.  
Провести неметрическое шкалирование данных примера 4.1. 
Матрицу расстояний проще всего ввести в нужном формате, редактируя:  – Ma-
trix. File – Save As ... сохраним матрицу расстояний (см. 1. б). Интерпретировать 
шкалы (возможно лучше с поворотом). 
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Упражнение 4.5.  
Повторить в MathCAD пример 4.2. Убедиться в точном восстановлении рас-
стояний по финальной конфигурации. 
 
Упражнение 4.6.  
2 эксперта сравнивали 4-х людей. 1-й высокий и полный, 2-й высокий худой, 
3-й низкорослый полный, 4-й низкорослый худой. Матрицы попарных сравне-


























Выполнить в MathCAD шкалирование индивидуальных различий экспертов. 
 По средней матрице скалярных произведений получить стартовую конфигу-
рацию, с помощью функции Minimize() получить финальную конфигурацию, ин-
терпретировать шкалы и найти весовые коэффициенты, характеризующие инди-
видуальные различия экспертов. 
Упражнение 4.7.  
Повторить пример 4.3.  
1. Внутренний анализ. В процедуре Cluster Analysis, Joining, Distance measure – 
Manhattan (City-block) получить среднюю матрицу расстояний и сохранить ее. 
Многомерным шкалированием получить финальную конфигурацию. Дать ин-
терпретацию шкал. 
2. Внешний анализ в рамках взвешенной евклидовой модели провести для каж-
дого эксперта. Advanced Linear/Nonlinear Models, Fixed Nonlinear Regression. 
Найти оценки коэффициентов параболической функции двух полученных пере-
менных. Вычислить оценки координат идеальной точки и весов и с их помощью 
объяснить ранжировку каждого эксперта. Как правильнее было бы назвать точку 
у 1-го эксперта? 
Считая мнения экспертов согласованными, найти "объективно" идеальную 
точку и веса. 
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5. Расчётно-графическая работа 
 
Индивидуальная расчётно-графическая работа состоит из 6 заданий. Отчёт 
по каждому заданию высылается преподавателю по e-mail отдельным файлом к 
объявленному сроку. В теме сообщения и имени файла обязательно указать но-
мер группы, свою фамилию и номер задания. Формат файла – MS Word. Подо-
бранные собственные исходные данные должны быть приведены полностью в 
виде доступном для электронной обработки (с целью проверки). Пункты отчёта 
должны содержать ответы на все вопросы задания (наименование и значение). 
Расчёты по собственным данным должны быть подтверждены таблицами из Sta-
tistica или страницами из MathCAD, которые  вставляются в виде рисунков.  
 
Задание № 1.  
 
Для 12 промышленных предприятий собраны данные (см. свой вариант).  Пер-
вая строка –  производительность труда (т/ч), вторая – уровень травматизма 
(число случаев на 1000 работников), третья – средний возраст работников (лет), 
четвёртая – энерговооружённость (КВт/100 работающих). 
1. Оценить коэффициент корреляции производительности труда и уровня трав-
матизма, значимость его отличия от нуля (sl) (о1, о2).  
2. Оценить частный коэффициент корреляции производительности труда и 
уровня травматизма, значимость его отличия от нуля при исключении влия-
ния энерговооружённости труда (о3, о4). Объяснить механизм ложной кор-
реляции, проиллюстрировать возникновение ложной корреляции диаграм-
мой, подобной примеру 1.3 из пособия, сделать выводы. 
3.   Оценить частный коэффициент корреляции производительности труда и 
уровня травматизма, значимость его отличия от нуля при исключении влия-
ния среднего возраста и энерговооружённости труда (о5, о6).  
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4. Оценить множественный коэффициент корреляции производительности 
труда со всеми остальными переменными (о7). Подтвердить результат с по-
мощью регрессионного анализа. 
5. Проверить критерием Уилкса – Бартлетта гипотезу о попарной независимо-
сти производительности труда, уровня травматизма, среднего возраста. Ука-
зать sl (о8). 
Форма ответа: о1, о2, о3, о4, о5, о6, о7, о8. 
 
Вариант 1 
          
132 132 133 133 135 132 134 132 131 131 135 132 
64 66 68 66 68 65 69 67 67 67 69 66 
64 51 35 55 36 53 26 39 51 58 37 55 
300 420 650 510 790 410 730 480 360 390 890 370 
Вариант 2 
          
106 108 106 107 106 105 105 107 107 105 106 107 
62 62 63 63 64 61 63 62 64 61 63 63 
33 51 43 38 56 49 44 54 39 62 51 32 
580 750 660 740 640 390 560 610 750 400 600 720 
Вариант 3 
          
70 69 68 70 69 71 70 71 67 69 69 68 
53 51 49 50 52 51 52 51 51 51 50 51 
43 44 55 33 33 38 30 27 61 58 38 45 
800 600 320 640 620 810 700 810 370 490 470 390 
Вариант 4 
          
16 15 16 17 16 16 14 16 15 17 16 16 
57 56 57 57 58 57 56 56 55 55 57 55 
43 41 41 29 49 53 58 37 35 51 46 31 
680 570 660 810 680 640 410 630 450 660 650 600 
Вариант 5 
          
112 110 111 114 112 112 113 112 113 113 111 110 
7 5 5 7 8 5 5 7 5 5 4 6 
48 40 37 34 38 53 44 52 31 39 39 35 
690 360 440 850 700 600 600 610 710 660 300 360 
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Вариант 6 
          
83 83 81 84 81 85 84 82 81 82 83 81 
37 36 37 37 37 37 37 36 37 36 37 35 
45 48 44 25 49 41 32 30 34 57 52 55 
650 630 490 790 470 840 750 520 440 440 630 330 
Вариант 7 
          
27 25 27 26 28 25 29 27 29 26 27 26 
75 76 77 73 75 75 76 74 76 75 74 74 
34 52 53 62 31 51 51 49 30 42 54 34 
620 390 740 320 690 350 870 470 890 480 520 430 
Вариант 8 
          
60 58 59 59 59 58 60 61 58 57 60 59 
13 12 15 15 13 14 14 15 14 13 13 14 
34 52 47 30 30 39 32 25 52 53 47 30 
660 420 690 660 570 540 660 870 540 410 650 680 
Вариант 9 
          
133 135 136 136 134 134 134 135 135 135 135 135 
51 53 53 52 53 51 50 52 50 53 52 53 
58 47 43 47 30 44 56 57 54 56 45 51 
330 580 740 710 520 330 400 490 430 590 560 660 
Вариант 10 
          
4 6 6 6 6 4 7 6 4 6 5 6 
55 59 58 56 56 56 57 56 54 59 54 55 
45 28 45 47 43 33 33 52 36 46 57 38 
420 780 810 680 670 450 770 730 350 810 490 580 
Вариант 11 
          
56 57 57 56 55 55 55 54 57 54 56 54 
53 53 55 56 53 52 54 51 53 52 54 52 
56 29 45 47 48 51 46 51 33 48 46 51 
690 800 820 850 570 510 560 300 770 350 710 390 
Вариант 12 
          
129 129 128 129 128 128 130 127 129 128 129 128 
77 79 77 76 76 76 77 76 77 77 75 76 
44 45 56 38 56 43 49 33 54 32 30 31 
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780 890 680 660 600 570 870 450 740 680 690 630 
Вариант 13 
          
87 88 88 88 88 85 86 87 89 86 86 85 
48 46 47 47 49 46 47 48 48 47 45 46 
49 48 54 49 34 34 30 50 28 50 43 58 
650 740 700 790 900 420 530 650 880 530 370 330 
Вариант 14 
          
113 111 113 110 109 110 113 112 112 111 111 112 
59 55 57 55 56 56 57 59 59 55 55 59 
45 35 35 61 34 44 32 29 39 54 38 47 
890 480 830 360 390 490 790 790 840 460 440 830 
Вариант 15 
          
140 140 139 140 138 138 137 138 138 138 138 140 
66 67 66 68 65 66 66 67 67 64 64 68 
47 45 43 32 51 38 48 40 45 44 34 42 
630 810 620 820 440 520 320 540 500 420 380 840 
Вариант 16 
          
42 41 40 44 43 42 43 41 45 44 43 43 
14 15 13 15 14 15 14 15 15 17 13 13 
44 31 45 40 38 45 42 59 48 47 54 58 
560 530 310 820 720 660 640 530 860 880 650 550 
Вариант 17 
          
106 102 104 102 103 103 103 105 105 105 105 104 
80 78 79 77 80 77 78 79 79 79 80 79 
26 50 56 60 41 53 40 54 44 29 42 39 
870 380 580 320 570 380 430 780 700 770 810 600 
Вариант 18 
          
79 81 82 80 81 79 80 79 79 82 81 81 
11 12 11 10 12 10 11 10 10 11 12 11 
58 42 34 54 31 32 33 37 55 26 29 43 
590 870 890 610 840 500 640 510 480 850 790 710 
Вариант 19 
          
19 19 18 18 20 20 19 19 19 18 18 18 
62 61 61 60 63 62 64 63 63 60 60 60 
77 
47 29 49 40 46 51 43 50 44 44 35 32 
680 570 500 470 820 820 780 680 660 420 440 440 
Вариант 20 
          
66 66 68 65 65 66 69 68 66 68 68 65 
49 50 53 50 50 49 52 52 52 51 53 50 
42 60 37 57 38 36 37 34 48 35 36 41 
460 440 820 330 330 350 880 830 540 700 870 300 
Вариант 21 
          
30 29 32 33 32 30 31 31 33 31 31 29 
44 41 42 43 45 41 42 42 43 41 45 41 
36 43 50 42 24 41 55 51 52 32 28 45 
610 310 760 880 840 430 590 550 810 560 740 350 
Вариант 22 
          
137 136 135 138 138 135 137 139 136 138 138 136 
39 38 39 41 41 39 41 39 40 42 42 38 
36 49 57 38 42 44 54 36 38 26 30 36 
610 390 350 850 750 360 710 800 460 820 880 430 
Вариант 23 
          
147 145 147 146 144 148 144 144 144 144 146 145 
43 42 43 43 43 43 42 41 41 42 44 41 
55 43 45 42 41 47 58 48 47 45 44 57 
670 420 760 680 410 880 420 330 320 350 640 430 
Вариант 24 
          
64 65 64 67 64 67 65 65 66 67 66 65 
13 12 15 14 15 15 13 14 14 17 14 14 
39 37 52 41 53 43 57 57 56 45 41 57 
310 330 450 730 380 820 430 490 670 870 530 440 
Вариант 25 
          
79 77 80 79 76 78 77 77 77 79 79 77 
59 57 59 58 58 59 58 58 58 58 59 59 
36 55 25 50 57 51 49 35 35 31 47 57 




Задание № 2.  
 
1. Подобрать данные для корреляционного анализа 3 – 4-х ординальных пе-
ременных (10 – 15 наблюдений).  
2. Оценить коэффициенты корреляции Спирмена, найти значимости их от-
личий от нуля. Сделать выводы, дать результатам содержательное объяс-
нение. Рассчитать среднее (арифметическое) по всем парам значение ко-
эффициента корреляции Спирмена. 
3. Оценить коэффициент конкордации Кендалла, найти значимость отличия 
от нуля.  
4. Проверить формулу связи коэффициента конкордации и среднего коэффи-
циента корреляции Спирмена. 
5. Считая ранжировки согласованными, вывести итоговое упорядочение.  
 
Задание № 3.  
 
1. Подобрать данные для корреляционного анализа 3 – 4 х категоризован-
ных переменных (10 – 15 наблюдений). Например: группа крови, знак зо-
диака, черты характера.  
2. Получить таблицу сопряжённости какой-либо пары переменных, прове-
рить гипотезу их независимости, найти коэффициент сопряжённости Кра-
мера. 
3. Добавить третью переменную. Исследовать зависимость пары перемен-
ных в различных категориях третьей переменной, описать суть выявлен-
ных зависимостей. Проверить значимость выводов (найти sl). 






Задание № 4.  
 
1. Подобрать данные (8 – 15 наблюдений) для дискриминантного анализа  
по 2 – 4 признакам  в 2 – 3 класса.  
2. Указать смысл классов. 
3. Найти оценки центров классов, ковариационной матрицы и априорных 
вероятностей.  
4. Классифицировать новое наблюдение, вычислив значения линейных 
классифицирующих функций. Дать содержательную интерпретацию, по-
чему новое наблюдение попало в соответствующий класс. 
5. Классифицировать все наблюдения (в STATISTICA: … Classification of 
cases), сравнить классификацию обучающих наблюдений с фактической, 
ещё раз подтвердить классификацию нового наблюдения. 
6. Проверить гипотезу о неразличимости классов (указать sl). 
 
Задание № 5.  
 
1. Подобрать данные для кластерного анализа: 10 – 15 наблюдений (3 – 4 
мерных).  
2. Методом K-средних расклассифицировать наблюдения в 2 класса, ука-
зать состав классов, проверить гипотезу существенности различий между 
центрами классов по каждой переменной, для самой значимой указать sl. 
Сравнить это с Plot of means. 
3. Стандартизировать данные и привести их полностью. Методом K-
средних расклассифицировать наблюдения в 2 класса, указать состав клас-
сов, проверить гипотезу существенности различий между центрами классов 
по каждой переменной, для самой значимой указать sl. Построить 3D график 
пронумерованных наблюдений, указать на нём полученные классы. 




Задание № 6.  
 
5. Провести факторный анализ данных из задания № 1 на основе корреляци-
онной матрицы, выделив методом главных компонент 2 фактора. 
6. Найти нагрузки факторов на производительность труда (о1, о2). 
7. Дать факторам названия и рассчитать коэффициенты информативности 
(о3, о4) на основе 2-х переменных.  
8. Найти общность энерговооружённости и характерность уровня травма-
тизма (о5, о6). 
9. Указать оценки факторов для пятого предприятия (о7, о8).  
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