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Wir behandeln das Problem, eine stetige Funktion f im Interval1 [O, I] mit 
einer erweiterten Klasse von Exponentialsummen gleichmlfiig zu approximieren. 
Die Klasse V,‘(S) besteht dabei aus allen reellwertigen Lasungen von homogenen, 
linearen Differentialgleichungen -ter Ordnung mit konstanten Koeffizienten, bei 
denen das charakteristische Polynom nur Nullstellen in einer Menge 5’ der 
komplexen Zahlen besitzt. Wir geben eincn sehr kurzen Beweis dafiir, daD jede 
solche Summe n-ter Ordnung hiichstens II - 1 Nullstellen in 10, I] besitzt, wenn 
die Frequenzen im Streifen T = {A E @: 1 Im h 1 .._ q} liegen. Bei Beschrsnkung 
auf T* = {A E @: 0 < Im A < L c n} I%Bt sich eine MinimallGsung notwendig 
und hinreichend charakterisieren durch eine Alternante der LBnge n f k + 1 
und die MinimallGsung ist eindeutig bestimmt, falls die Frequenzen im Innern von 
T* liegen. 
1. DEFINITION 
Es bezeichne C[O, I] den Raum der auf dem Interval1 [0, I] stetigen, 
reellwertigen Funktionen, norm&t durch die Tschbeyscheff-Norm 
lifil = max{lf‘(r)l: 0 G, t Y: 11 fg C[O, 11, 
und D = djdt den fiir differenzierbare Funktionen erklgrten Ableitungs- 
operator. Fiir c =: (cl ,..., c,) E [w” betrachten wir den Polynomoperator 
P,(c; D) :z D" + clDn.ml ~tm ... + c,m,D mr L',, . (1.1) 
Sind A, ,..., A, E C die Nullstellen des charakteristischen Polynoms P,(c; A), 
h E QZ, die wir mit A,(c) bezeichnen wollen, 
A,(c) : := {A E c : P,(c; A) = 01, 
so M3t sich (1.1) schreiben als 
P,(c; D) = fl (D - A,). 
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Die lineare homogene Differentialgleichung 
P,(c; D) y(t) =- 0 t E [O, I] (1.2) 
ist eindeutig l&bar bei Vorgabe eines beliebigen Vektors h (b, ,..., 6,) c: WT1 
der Anfangswerte mit 
Diese Losung y(b, c) 7 y(b, c; r) nennen wir Exponentialsumme. Sic ist 
von der Ordnung n, wenn sie eine Differentialgleichung der Form (1.2) 
n-ter, aber keine Differentialgleichung niederer Ordnung erftillt. Zu einer 
Spektralmenge S C @ und n E N definieren wir 
I’,L’(S) : == { y,(b, c): b. c E BP, A.(c) C S} 
und 
als unsere Approximationsfamilie. Offensichtlich bilden die Raume V,,‘(S) 
eine aufsteigende Folge V,,‘(S) C I’r’(S) C .‘. C C’,>‘(S) C ‘.. . Fur die Elemente 
aus V,‘(S) erhalten wird die explizite Darstellung 
Dabei sind 11, bzw. ,& und w, reelle Zahlen und P,, bzw. Q” und R, reelle 
Polynome vom Grade m, bzw. 1~1~. ,, . /L I , . , I; 1’ =-= 1, ) s. Weiter mu13 fur 
die Ordnung k gelten 
Zum Beweis beachte man, da13 sich J,, schreiben 133 als 
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wobei hl+, = pV + iw, gesetzt ist. ~1~ ist somit Lijsung der Differentialglei- 
chung k-ter Ordnung 
fI (D - h,)“‘U+1 fi ((D - h,+,)(D - X,.,))“‘~-~+‘y(t) = 0. 
Umgekehrt ist jede Lijsung mit reellen Anfangswerten in der Form (1.4) 
ausdriickbar. 
Braess [l-3] beschrdnkte sich bei seinen Untersuchungen zur Exponential- 
approximation auf V,r(R), d.h. Summen der Form 
I’(f) = t P,(f) r@. U-1 
Dabei heiBt 1 der Grad der Exponentialsumme. 
Es sei SC @ und n E /V fest. Die Approximationsaufgabe besteht darin, 
zu einer Funktion f E C[O, I] ein Element y,, E V,‘(S) zu suchen, so daB gilt 
IPf- Y, II -i lif- Yfl i, fur alle y, E V,‘(S), 
d.h. y. ist Minimallijsung bei der Approximation bzgl. V,‘(S) mit der 
Abweichung 
h(f) : = inf{l:.f - Y, 11: y, E V,‘(S)}. 
Nach Kammler [6] ist die Existenz einer Minimalliisung genau dann gegeben, 
wenn die Spektralmenge S C c abgeschlossen ist. 
2. EIGENSCHAFTEN VON EXPONENTIALSUMMEN 
Neben der stetigen Differenzierbarheit der durch das Anfangswertproblem 
(1.2) und (1.3) detinierten Abbildung 
interessiert die Maximalzahl der Nullstellen einer Exponentialsumme. 
Besitzt das charakteristische Polynom der definierenden Difierentialgleichung 
nur reelle Nullstellen, so ist bekannt, da0 jede Summe aus V,‘(R) hijchstens 
n - I Nullstellen besitzt: Polya-SzegB [12], Meinardus [9]. Wir zeigen auf 
einfache Weise, da13 diese Aussage richtig bleibt, wenn wir die Spektralmenge 
S C @ geeignet wahlen. Zunachst zwei Hilfssatze: 
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LEMMA I. Es sei h E IR. q,, E C’[O, 1] reellrz.ertig. Besitzt cp,) in [0, 1 ] 
m ‘> 1 Nullstellen, so besitzt 
in diesem Interval1 mindestens m - 1 Nullstellrn 
Beweis. P6lya-SzegG [12, Kap V, Aufg. 181. Dieses Lemma 183t sich 
verallgemeinern, wobei dann such komplexe Werte von h zugelassen sind. 
Der Beweis gelingt mit einem auf Meinardus [IO] zurtickgehenden Trick, 
den dieser benutzte, um eine Schranke fiir die Anzahl der Nullstellen einer 
Kosinussumme zu bestimmen. Hajek [5] benutzte eine andere Methode. 
LEMMA 2. 155 sei ‘1 f @. h _ /3 t- ~OJ mit 0 w 7 7. Weiter sei <P,~ F 
P[O, 1] reelhr~ertig. Besitzt rp,, im Interval1 [O. I] m .a 2 Nullstrlien, so besifzt 
91 - (D .-- h)(D ~ X) lp,) 
dort mindestens m ~ 2 iliullstellen. 
Beweis. Wir defnieren die Hilfsfunktion 
Da die Funktion .r(wt) im Interval1 [0, I] nullstellenfrei ist. hat nach Voraus- 
setzung such die Funktion r~Q~~,,(t),‘s(wt) in [0, I] m Nullstellen, nsmlich die 
gleichen wie q,). Wir betrachten die Funktion 
y .s(lLJt) c -yprp,)(f) - 2&,(t) .‘~ &,(t) -I lJy,,(f)] 
~~-. .s(wt) e “‘((II -- /3)’ + ~0”) ~f,Jt). 
Nach dem Satz von Rolle hat 4(t) mindestens m - 2 Nullstellen in [0, I], 
und da epfits(wl) in diesem Interval1 keine Nullstelle besitzt, gilt die Behaup- 
tung such fiir 
SATZ 1. Eine Spektrulmenge T C c sei gegeben durch 
T:={~E@: IIrnXl (7~). 
Dann besitzt jede Exponentialsumme aus V,‘(T) hiichstens n -- 1 Nullstellen 
oder verschwindet identisch. 
APPROXIMATION MIT EXPONENTIALSUMMEN 285 
Beweis. Wir beweisen durch vollsttindige Induktion. Die Behauptung ist 
sicher richtig fiir n =: 1 und IZ =; 2. Nehmen wir an, sie sei richtig fiir alle 
1 <k<n. 
Sei nun y, E V,‘(T)\ V,‘-,(T), d.h. yn ist Liisung einer Differentialgleichung 
(D7& $- c,D”-l + ... t c, ,D or- c,))‘(t) =- 0. Dies ist gquivalent zu 
(D - h,)(D - h2) .‘. (D - A,,) y(t) = 0, wobei die ,I, (11 = I,..., 17) ent- 
sprechend ihrer Vielfachheit die Wurzeln des charakteristischen Polynoms 
sind. Wir nehmen an, JJ~ habe m Nullstellen in [0, I] und untzrscheiden 
folgende F%lle: 
(a) Es gibt eine relle Wurzel, die wir oBdA mit h, bezeichnen. Dann hat 
nach Lemma 1 (D - X,) y,(t) mindestens nl - I Nullstellen. Andererseits ist 
(D - h,) yn(t) E vLdl(r), besitzt also nach Induktionsannahme hijchstens 
IZ - 2 Nullstellen in [0, I]. Aus m - I cY II - 2 ergibt sich damit m 1 tz - I. 
(b) Alle Wurzeln sind paarweise konjugiert komplex. Dann hat nach 
Lemma 2 (D - h,)(f) - &)JJ,,(I) mindestens m - 2 Nuilstellen. Wegen 
(D - &)(a’ - x,) y,(t) E V,T_,( T) erhalten wir nach Induktionsannahme 
Ill - 2 :< n - 3. 
Somit ist such in diesem Fall nz 5.; II - 1 und unser Satz vollst&idig 
bewiesen, 
Wie die Funktion y2(f) = sin rt E VZr(@) zeigt, kann die Spektralmenge T 
nicht vergrBBert werden. 
1st ~,~(b, c) E V,‘(C) fest vorgegeben, so bezeichnen wir die reelle Tangen- 
tialmannigfaltigkeit, die von sgmtlichcn Ableitungen von y,Jb, c) nach den 
Parametern 6, und C, (IJ = I,..., n) aufgespannt wird, mit Wn7(h, c) und ihre 
Dimension mit ci(b, c), d.h. 
u/,,‘(b, c) M3t sich nach Kammler [7] andererseits angeben gem&l! 
LEMMA 3. 1st yJb, c) G 1 ,‘(@) tine E.uponentiolslnnrrIc der Ordnung k, 
SO gilt d(b, c) = n -t k und die Trrngential~~ant~igfrrltigkeit W,r(b, c) l@t 
sich bcschreiben durrh 
W,‘(b, c) = {h: Q,(b, c; D) P,(c; D)h(t) = 0, 0 .+ t ::: I]. 
Dabei ist P,(c; D) gemi@ (1.1) der die Exponentiulsumme dejinierendc Operator 
und 
pn(b’ ” D, := 
1, k 0, 
(D _ j,) ._. (D _ A,), k ,I 1, 
der Operator niedrigster Ordnung, der y,(b, c) annulliert. 
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Eine direkte Folgerung aus Satz 1 und Lemma 3 ist das folgende 
LEMMA 4. Die Funk tionenfumilie V,‘( T) orfiillt die Haursche Bcdingung 
lokal, d.h. fiir b, c E iw” tnit A,(c) C T geniigt der lineare Raum W,‘(b, c) der 
Haarschen Bedingung. 
3. CHARAKTERNERUNG VON MINIMALL~SUNGEN 
Die folgenden Charakterisierungsstitze sind ijbertragungen der %tze 1 I, 
13 und 14 von Meinardus und Schwedt [l I], die allerdings von einer offenen 
Parametermenge ausgehen. Unsere Parametermenge sei gegeben durch 
T* := {h E @: 0 < 1 Im h j ,; L <: T}. (3.1) 
Die Funktionen aus Vn’(T*) sind auf einer offenen Obermenge von TX, 
n5mlich @, nach dem Parameter stetig differenzierbar. Liegen alle Nullstellen 
des charakteristischen Polynoms im lnnern von T”, so gibt es zu jedem Param- 
eter c und h E iw” eln t,, > 0 mit c E th E T* fiir all t E [0, t,,]. Nach Collatz 
und Krabs [4] erhalten wir damit 
SAT2 2. Eine hinreichende und im Full, daJ die Frequenzen von y,(b, c) im 
lnnern von T* liegen, such notwndige Bedingung dafiir, daJ y,Jb, c) E V,‘(T*) 
Minimalliisung an f E C[O, I] beziiglich V,‘(T*) ist, ist die Eyistenz einer 
Alternante der Liingr n + k --~ 1, d.h. es gibt n I- k I 1 Punkte 
fiir v = 0, I,..., n +- k. Liegcn alle Frcquenzcn im lnnrrn van TV, so ist dir 
Minimalliisung eindeutig bestimmt. 
SATZ 3. Existieren n ( k ml- 1 Punkre t,. in der Anordnung (3.2) mit 
,fiir v - I,..., n + k, so gilt fiir die n//ininlalub~veicllung die Abschiitzung 
P 1' ,,,,,,(f) 2 miniif - yT1(b, c; t,)i: 0 :. v :: n kj. 
APPROXIMATION MIT EXPONENTIALSLJMMEN 287 
Bemerkung. Die Aussagen der S;itze bleiben richtig, wenn die Spektral- 
menge T* ersetzt wird durch eine in @ abgeschlossene Teilmenge von T*, 
die noch innere Punkte enthglt. 
Auf die Bedingung der inneren Punkte kann man nicht verzichten, wie 
folgendes Beispiel verdeutlicht 
Beispiel. Es besteht V71’({O}) aus allen Polynomen hiichstens (n - I)-ten 
Grades mit reellen Koeffizienten. Die Approximation bzgl. V,‘((O)) ist also 
ein lineares Problem. Nach dem Alternanten-Satz von TschebyschefTexistiert 
zu einer Minimallasung y E V,‘({Oj) eine Alternante der Lgnge n f- I. Diese 
LZnge stimmt mit der in Satz 2 angegebenen nur dann iiberein, wenn y die 
Nullfunktion ist, d.h. /i :z 0. 
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