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Abstract
Self-assembled quantum dots can act as an interface between single spins and photons.
They combine the flexibility and scalability of semiconductor systems with near-perfect two
level systems, emitting highly coherent single photons. In potential quantum information
processing architectures based upon optical networks, quantum dots permit light-matter
coupling between matter qubits and photonic links. Single trapped charge carriers in
quantum dots can be addressed optically, generating spin-photon entanglement between
the matter qubits and ‘flying’ photon qubits, a key first step in creation of a network.
Such an optically linked network of spins in quantum dots has yet to be realized.
The semiconductor environment presents a key challenge; it broadens the spectrum of
the emitted light, which reduces the fidelity of schemes based upon photon exchange or
interference. In addition, these quantum dots are subject to hyperfine coupling to a bath of
> 105 nuclear spins. While this presents an opportunity to study the physics of a central
spin in a spin bath, it degrades the spin coherence of a trapped electron or hole. The
suggested gate operations to generate entanglement, and the spin measurements to verify
a created state, rely upon photon detection. Thus a second limitation occurs due to low
efficiency of detectors and photon collection probability. Recent developments in detector
technology have enabled us to bring generation and verification of entangled states with
quantum dots into the realm of possibility.
This dissertation begins with a detailed study of the interaction of a single electron
spin with the solid state environment of the quantum dot, analysing the intensity noise of
scattered light under resonant excitation to uncover the timescales and relative amplitudes
of identified noise sources. A technique for rapid characterization of samples is presented,
focusing in particular upon comparison of spectral broadening of the optical transitions
relevant to a spin-photon interface.
Having identified the extent of environmental factors acting upon the quantum dots,
we turn to a demonstration of photon-mediated entanglement between two distant elec-
tron spins using a probabilistic scheme. We are able to generate entangled states at 7 kHz,
the fastest yet reported for photon-mediated protocols. The average state fidelity of the
created Bell states is 63.5 ± 3.0 %., violating the classical limit by over 4 standard devia-
tions of the mean. In addition, we demonstrate full optical phase tuning of the Bell state
|Ψ〉 = 1√
2
(|↑〉 |↓〉+ eiφ |↓〉 |↑〉). This is a proof of principle experiment, and sets a fidelity
benchmark upon which gains can be made by mitigation of environmental dynamics.
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Chapter1
Introduction
The longstanding dream of a new paradigm in technology, where quantum mechanical
effects are harnessed to enhance current capabilities or permit entirely new approaches
to communication and computation, has resulted in an ongoing search for physical sys-
tems that meet strict requirements. It is necessary for any physical representation of an
abstract ‘qubit’, that is to say a bit of a quantum computer, to be sufficiently isolated
from decoherence through interaction with the environment. However, a qubit must also
couple strongly enough to specific channels that it can be controlled and measured by
classical technology [1]. Thus far there are numerous avenues of enquiry regarding poten-
tial physical systems that can contain or represent qubits [2], or present enhanced sensing
capabilities, including but not limited to: trapped ions and atoms [3], defect centres in
both bulk and nano-sized diamond [4–6], single dopant atoms in silicon [7], a range of
superconducting qubit architectures [8], single photons [9], metallic gate-defined quantum
dots [10], and the system of interest in this work, single self-assembled quantum dots in
GaAs.
Self-assembled quantum dots combine the flexibility and scalability of semiconductor
systems with all optical access and control. The optical properties are ‘atom-like’, where
emission is spectrally narrow or highly coherent, much like that of an ideal two-level
system [11]. In addition, these quantum dots can be processed into diode structures to
allow discrete charge control and electrical tuning of energy levels [12], and as such single
charge carriers can be trapped. These charge carriers can be addressed optically due to
their position as the ground state in allowed dipole transitions. In an applied magnetic
field, the charge carriers can have well-defined spins that can be optically pumped and
measured [13, 14]. More recently, all-optical coherent control of a trapped single electron
spin has been demonstrated [15], permitting detailed study of the coherence properties of
the electron spin [16, 17]. In general, this type of quantum dot is a promising light-matter
interface for use in quantum optical networks [18], and many steps have been made in this
direction including entanglement of ground state spins with emitted photons [19–21].
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Applications in quantum networks of more than one matter qubit require the pho-
tonic ‘flying-qubits’ to be spectrally consistent, and the coherence of the spins themselves
fundamentally limits the timescale available for any computational operations. However,
the trapped spins and the optically excited states in InGaAs quantum dots are necessar-
ily subject to the solid-state environment. The spectra of quantum dots are known to
wander [22], which if more than one emitter is in use is detrimental to protocols relying
upon mutual indistinguishability. Likewise, all of the atoms (N ∼ 105) in a quantum dot
have non-zero nuclear spin and as such a single trapped charge is sitting in a fluctuating
magnetic field due to the hyperfine interaction [23]. The effects of this are observed in the
coherence of the electron spin [24] as well as in the emitted resonance fluorescence [25].
In this dissertation, we study the impact of the solid-state environment through the
signature it leaves in resonance fluorescence. In doing so we wish to elucidate some of
the mechanisms by which the environment influences our spins and optical transitions,
and also quantify the impact such that comparisons can be made between samples. A
technique based upon photon statistics provides a rapid and robust way of doing so, so
as to identify samples with the minimal spectral diffusion of those available to us. With
knowledge of these limitations, we demonstrate that it is possible to create an entangled
state of distant electron spins in single quantum dots. We use a single photon detection
method which permits tuning of the precise state we create, and we generate an entangled
state with the fastest rate reported thus far.
To this end, in Chapter 2 we present a detailed study of the semiconductor environ-
ment of our quantum dots and in particular the interaction of the nuclear spin bath with
a single trapped electron spin. This study utilises the technique of resonance fluorescence
to perform noise spectroscopy. A useful method of magnetic and electric field noise dif-
ferentiation is presented, and in addition a model of the noise amplitudes allows us to
quantify the environmental magnetic and electric fields operating on the single electron
system. In particular, we find evidence for electron-dependent dynamics of the nuclear
spin bath. This work is presented in publication in Reference [26].
In Chapter 3, a method for rapid characterization of the dominant electric field noise
is developed and applied. We use a model of spectral diffusion applied to photon counting
statistics in resonance fluorescence. The model is useful in comparing systems and we are
able to identify particular interesting cases such as clear spectral switching. This work is
published in Reference [27].
A first demonstration of entanglement between electron spins confined to distant semi-
conductor quantum dots is presented in Chapter 4. We assess whether the quantum dots
meet basic requirements, and outline the experimental protocol. We present two-electron
spin correlations measured along two orthogonal axes, and show the distribution of entan-
glement between two spins with a repetition rate of ≈ 7 kHz. The single-photon detection
protocol we use allows for phase tuning of the state, and thus in Chapter 5 we discuss
the impact of environmental noise on our scheme, how we monitor the phase, and achieve
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phase stability. We are able to present entangled states with fully tunable phase.
For the remainder of this introduction, we outline key ideas and sample details to form
a necessary background for the remainder of the work. The concept of entanglement,
its potential uses, and to date experimental realizations are discussed in Section 1.1. In
Section 1.2 we give a description of quantum dots, and introduce the excitonic species
we are interested in, as well as the sample design. In Section 1.3 we outline a simple
theoretical picture of resonance fluorescence, as it is particularly useful for the discussion
of the model in Chapter 2 and a necessary spectroscopic tool throughout. The introductory
material is finished by an outline of the basic methods used to access photonic, electrical,
and magnetic field control of the quantum dot in a bath cryostat at 4.2 K.
1.1 Quantum entanglement
A key resource in quantum computation is the presence of quantum entanglement between
separate components. In general, an entangled state of two or more qubits is one which
cannot be separated simply into a product state [28]. An implication of this is that
even if two qubits are separated in a space-like manner, a measurement of one qubit
necessarily determines the outcome of a measurement upon the other. Initially, this was
taken to suggest that quantum mechanics could not be a complete description of reality;
famously, Einstein, Podolsky and Rosen suggested that there must exist ‘hidden variables’
that predetermine the state of every qubit, such that the states are ‘real’ in the sense of
existing prior to a measurement. Therefore, any information regarding the state must be
held local to the qubit itself [29]. Entangled states violate this concept of local realism by
allowing the observation of a distant qubit to set the state of a nearby qubit, where prior
information regarding this observable is not available independently of this other system.
Bell demonstrated that local hidden variable theories were incompatible with the predicted
statistical outcomes of measurements in a universe run on quantum mechanics [30], the
result of which is often termed ‘Bell’s inequality’. If Bell’s inequality is satisfied, it cannot
be said that local realism is violated. This was reformulated by Clauser-Horne-Shimony-
Holt [31], and indeed many other such tests used in experiments exist.
In a real, local universe, locality is imposed by requiring the result of a measurement of
one system to be independent of a system with which it cannot classically communicate.
Realism permits measurements with two non-commuting observables that repeatedly re-
turn the same results, suggesting that the system has some ‘real’ underlying value of a
parameter. In quantum mechanics, one cannot measure a qubit with two incompatible op-
erators in this way; eigenstates of these operators are not simultaneous and measurement
of one observable will project the state into a superposition of eigenstates of the other
operator. As a simple example, if one measures a photon’s polarization in a ‘vertical-
horizontal’ basis the photon is now in a superposition from the perspective of a ‘diagonal’
polarization measurement. Realism, however, argues that there is a polarization of the
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photon that exists for all time, where the measurement does not generate ‘collapse’ of the
wave-function onto an eigenstate of the measurement operator.
In this work, we aim to create maximally entangled states of two qubits as a starting
point for more complex entangled networks. Maximally entangled states are those where,
having undergone a partial trace over the density matrix for one component, the remaining
density operator is proportional to the identity. In other words, there are no parts of the
state for which the qubits are independent of each other and can be written as additional
components with their own ‘private’ coherences. The maximally entangled states for two
qubits, here called A and B, are the Bell states and are written:
|Ψ〉+ =
1√
2
(|1〉A |0〉B + |0〉A |1〉B) , (1.1a)
|Ψ〉− =
1√
2
(|1〉A |0〉B − |0〉A |1〉B) , (1.1b)
|Φ〉+ =
1√
2
(|0〉A |0〉B + |1〉A |1〉B) , (1.1c)
|Φ〉− =
1√
2
(|0〉A |0〉B − |1〉A |1〉B) . (1.1d)
In Chapters 4 and 5 of this work we shall demonstrate generation of the states Ψ+ and
Ψ− where our two qubits are the electron spins trapped in quantum dots.
1.1.1 Entangled states as a resource in computation, communication
and metrology
Initial experiments focused upon whether or not quantum mechanics is a good description
of reality, that is, whether Bell’s inequality could be violated. Alain Aspect et al. [32]
provided a demonstration of the invalidity of hidden-variable theories with polarization-
entangled photons. The measurement operators could be switched during the time of flight
of the photons to ensure the state was not predetermined, and measurement occured at
points with sufficient separation that information could not be communicated classically
between them while the measurement was being performed.
There are loopholes in such experiments including locality (the two systems are never
space-like separated which could theoretically permit information transfer between them),
and detection (discarding events that are not detected may allow selection of a biased
subset which violate the inequalities, when all events taken together do not). These
two could not be simultaneously closed until the demonstration of distant entanglement
between two electron spins in nitrogen-vacancy defects in diamond [33]. In particular, this
closed the detection loophole because the method for obtaining entanglement satisfied the
so-called ‘event-ready’ requirement of Bell, whereby some signal is available that tells the
observer for which trials a Bell state was successfully created, and therefore which trials
can be fairly discarded with no biasing of the results [34]. Additionally, there exists a
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cycling transition which enables the spin to be read out in a ‘single-shot’ fashion with
high detection efficiency [35].
Following these experiments, it is generally accepted that quantum entanglement is
‘real’ and we turn instead to the question of how it can be used as a resource in future
technologies. Entanglement is fundamental to quantum computation [36], and underpins
the quantum computing algorithms that are known to allow a speed-up of computation
time over their classical counterparts [37, 38]. For example, one of the most famous of these
is Shor’s algorithm for factoring numbers [39], which if realized would enable decryption
of currently secure communications. In addition, it may be possible to make computation
robust against local single-qubit errors by using entanglement, as the information is en-
coded in the entangled state distributed over several qubits rather than at an individual
site [40, 41].
Entanglement may also play a useful role in quantum communication [42, 43], although
the famous BB84 protocol [44] does not rely upon entanglement but simply upon the
inability to measure two incompatible observables and the collapse of the wave-function
upon measurement. However, it is possible to increase the security of very similar protocols
by creating entangled states between the two communicating parties [45]. For example,
the security of a channel can be ascertained by checking for the presence of the shared
Bell states; any eavesdropper destroys the state and alerts the users to their presence [46].
Such protocols have already been implemented experimentally [47–49].
The measurement and distribution of Bell states has important consequences for an-
other use of entanglement: quantum teleportation [50]. Quantum mechanics does not
allow a quantum state to be cloned [51], and state cloning would permit direct violation of
universal principles. For example, cloning would allow incompatible observables to be mea-
sured simultaneously by observing each on a different identical copy of the state. In fact,
it would also allow for super-luminal communication, were one of the constituent qubits of
a Bell state (qubit ‘B’) to be cloned multiple times. Following a measurement of the qubit
‘A’, ‘B’ could be completely determined, which gives information about the measurement
basis used on qubit A through its action on the total entangled state. Consequently, infor-
mation regarding the choice of measurement is transmitted faster than the speed of light.
It is undoubtedly a disappointment to science fiction authors (and their fans) everywhere
that quantum mechanics forbids such work-arounds of the universal speed limit.
Quantum teleportation in reality is a way of sending a quantum state from here to over
there through a classical channel. An entangled state is distributed between sender and
receiver, and the sender measures the qubit to be transferred and the local component
of the Bell state together, determining the maximally entangled state these two qubits
represent. Classical communication of this information allows the receiver to transform the
qubit they hold into the original qubit. There are two main challenges of such protocols:
the sender has the challenge of determining which Bell state is present with complete
certainty in a single measurement, which we are not going to tackle here. The other
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challenge, that of how to produce and distribute an entangled state, we will focus upon in
the latter half of this work as it is generally applicable to a wide range of applications.
In addition to quantum communication and information processing there is also the
possibility of improved metrology [52]. For example, the input into a Mach-Zehnder in-
terferometer of an entangled state of light allows the Heisenberg limit of uncertainty to
be reached in phase estimation [53, 54]. A natural extension is improving estimates of
atomic transition frequencies within optical clocks [55, 56]. With entangled states of light
it is also possible to improve the resolution of optical imaging and lithography beyond
the apparent Rayleigh diffraction limit [57–59]. However, here we focus specifically upon
building networks of entangled nodes.
1.1.2 Experimental generation of entangled states
The first demonstrations of entangled states were photonic, where polarization-entangled
photons can be produced during atomic decay cascades [60], or in photon down-conversion
processes [61]. Generating bright sources of entangled photons has been a recent area of
much research; in InGaAs quantum dots the decay of the biexciton creates polarization-
entanglement [62–64]. Alternatively, ambiguity regarding the time bin in which photons
are created produces time-bin entanglement [65]. The advantage of an atom-like entangled
photon source is that only one excitation can be achieved at a time and therefore the
emission is anti-bunched; they are a good source of single entangled photon pairs.
While photons are very good ‘flying qubits’, being rather weakly interacting with the
environment, they are difficult to store for long periods of time and do not directly interact
with each other. Quantum states cannot be stored in photons to be manipulated when
it is convenient. It appears that some use of matter qubits is necessary to have quantum
memories. There are methods to enact computation entirely with the use of photons
via linear optics, with phase shifters and beam-splitters between a number of modes,
relying finally upon the detection of a large number of photons [9]. However, it has been
shown to require five orders of magnitude more components than a matter-based processor
performing the same protocol [66].
The requirements of a quantum computer were stated by DiVincenzo as: a well-
defined and scalable qubit register, where states can be reliably prepared and projectively-
measured. There must be an accurate, universal set of gate operations and in addition,
the decoherence time of the qubits must be much longer than the gate operations [1].
In general these are well met by trapped ions and atoms in optical lattices [3, 67] under
optical control. In addition, single trapped ions and atoms are isolated from their envi-
ronment and so maintain the coherence of the quantum state over the time of many qubit
operations. Entanglement can be created between adjacent ions in a trap, for example,
by using shared motional excitations in the harmonic potential to mediate a CNOT op-
eration [68–70]. Such a phononic link enabled the first demonstration of entangled states
of matter [71]. Shor’s algorithm was originally demonstrated using magnetic resonance of
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the nuclei of an organic iron complex [72], but ion-trap technologies have advanced and
factorization of 15 was demonstrated with a total of eleven qubits very recently [73].
Likewise, controlled interactions between adjacent gate-defined semiconductor quan-
tum dots, with qubits defined as singlet and triplet states of the electrons shared between
the dots [74], have allowed entanglement of two adjacent double quantum dot systems [75].
The states are relatively weakly coupled with the environment so that decoherence times
can be extended to hundreds of nanoseconds with Hahn-echo pulse sequences. However,
the material in use is GaAs in which it is difficult to avoid the impact of nuclear spins.
The influence of nuclear spins on our self-assembled quantum dots will be discussed in
Chapter 2.
Such direct interaction entanglement operations work well, and forms of quantum com-
puting based upon large two-dimensional arrays of nearest-neighbour interacting qubits
have been envisaged [76]. However, it is a practical challenge to place very large numbers
of qubits adjacent to each other and obtain all qubits functioning perfectly. Therefore,
the concept of optical networks is attractive because it provides great flexibility in qubit
arrangement [18].
In an optical network matter qubits sit at nodes, which store quantum information
and permit manipulation and measurement of states. Optical interconnects are created
between the nodes, not merely functioning as classical communication links, but rather
transmitting quantum information. In this way, instead of a series of small quantum
processors each performing small scale computation, there can be one large quantum
processor distributed over many sites. An example system in which this could be carried
out is an array of ion traps each containing a few ions [77]. A challenge of optical networks
is how to reliably distribute entanglement between nodes where collection of photons from
single emitters is limited by the effective numerical aperature of the collection optics, and
photons are absorbed by fibres and other optical elements.
One approach relies upon cavity QED, where a single atom interacts strongly with a
specific photonic mode of a cavity. The mode leaks out and is then able to enter with-
out reflection another cavity, and may be mapped directly onto the same mode present
there [78, 79]. By combining strong light-matter interaction with spin-photon entangle-
ment between an atom in the cavity and a photon [80], the atoms within two cavities
can be deterministically entangled [81], constituting a demonstration of the basic building
blocks of a quantum network.
Cavity systems may be difficult to scale due to their size in current iterations, and the
schemes rely upon strong cavity coupling to the atom-like system in order to be deter-
ministic. In this work, we shall explore the implementation of an alternative approach,
that of probabilistic entanglement generation [82] where detection of one or more photons
creates the state, thus heralding its existence. However, to distribute entanglement across
a network requires more than one probabilistic step, or in other words one must wait for
more entanglement heralds to arrive. In the meantime, it must be possible to have stored
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the state created in the previous step. Therefore, such schemes require the memory at the
nodes to be longer than the time interval between the pairwise entanglement-generation
events. In general this time is limited by photon-collection efficiency, and is further in-
creased by schemes which do not scatter the state-projecting photons with unit probability
as is the case in the work presented here. Increasing the entanglement generation rate is
essential to making such schemes a viable option, as an entangled network must be gener-
ated must faster than the created state decoheres. By relying upon interference of photons
from separate systems, we also require that the photons emitted by all components are
spectrally narrow and therefore can well overlapped at all times in order to generate en-
tangled states with high fidelity.
To create an entangled state of two spins, we require the key ingredients of generation
of highly indistinguishable photons from two separate systems, spin initialization and
read-out, and a well as a method of coherent spin rotation in order that the entangled
state can be verifed. In quantum dots the tools of spin initialization and read-out are
provided by the optical transitions of the singly charged exciton species X1− and X1+,
which additionally permit entanglement of the state of an emitted photon and the ground
state spin [19–21]. However despite having been studied for over 15 years, entanglement
was only recently achieved for hole spins in QDs [83]. For the quantum dot community,
a critical limiting factor in generation of an entangled state and subsequent verification
is that in the configuration required for coherent spin rotation we do not have access to
single-shot read-out of the spins. This has prevented us so far from achieving a verified
entangled state because the rate at which confirmed events could be generated would be
impractically slow. Now, we have single-photon detectors with efficiencies exceeding 80 %
due to new superconducting nanowire technology. In a protocol based upon single-photon
heralding, two additional photons must be detected to verify the state; one from each
spin. Therefore, with an example increase of a factor 4 in the photon detection efficiency
afforded by these detectors we should gain a factor of 64 increase in the rate of verified
entangled state production.
With the tools to achieve entanglement generation now available, we attempt to entan-
gle two electron spins in two separate quantum dots in this dissertation. Another critical
limitation is due to the quantum dot placement in a solid state system. Quantum dots are
well known to emit high rates of single photons but it has long been apparent that they
suffer from significant spectral wandering [22], which degrades the indistinguishability of
photons so critical for the fidelity of any entangled state. In addition, they are subject to
the nuclear spin bath inherent to InGaAs, which creates a fluctuating effective magnetic
field. The challenges of working in a complex solid state environment must be recognized
and mitigated if we are to understand what limits the fidelity of a spin-spin entangled
state of two electrons and improve it to reach a useful value.
We shall examine the impact of the solid state environment on quantum dots, paying
particular attention to the electron spin and X1− species necessary for entanglement gen-
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eration. In addition, we present a method to compare the spectral diffusion that occurs
within different samples, which can act as feedback in growth and in choice of samples. We
aim to demonstrate an entangled state of two electron spins, where we use knowledge of
the environment dynamics to inform the details of how the experiment must be performed.
In addition, obtaining quantitative knowledge of the noise processes impacting our sample
and therefore entangled state will allow us to set a fidelity benchmark; improvements to
the solid state environment with regards these measured parameters should increase the
fidelity of our created state.
To this end, we now turn to an introduction of the basic semiconductor properties of
quantum dots, the devices that have been developed to permit charge control and energy
level tuning, and the energy levels under magnetic field that allow optical spin control,
read-out and initialization.
1.2 Self-assembled quantum dots
1.2.1 Energy levels, selection rules and excitons in quantum dots
Self-assembled InGaAs quantum dots (QDs) form as islands of InxGa1−xAs on a GaAs
substrate. During molecular-beam-epitaxy (MBE) growth of InAs onto GaAs, the lattice
mismatch is initially accommodated by the new layers, but at a point of ≈ 1.5 monolayers,
collections of In-rich alloy assemble in an energy-minimizing step [84]. This is called the
Stranski-Krastonov growth mode and its use is not unique to InGaAs; it is the growth
method for a whole range of III-V semiconductor quantum dots to very high quality,
ideally free of crystal defects.
The resulting QDs are described as ‘lens-shaped’ being approximately 20 nm in diam-
eter and 5 nm along the growth axis. Confinement of carriers is created by the reduced
band gap within the quantum dot as compared to the surrounding GaAs crystal. However,
before expanding upon the details of the single carrier states within a quantum dot it is
useful to look at the underlying semiconductor physics of the material.
In InGaAs it is necessary to take account of spin-orbit coupling of the electron; there
is an additional term in the electronic Hamiltonian of the form Hso ≈ λsoL ·S. Therefore,
L and S are no longer good quantum numbers, instead we must describe the system in
terms of total angular momentum J, where J2 = (L + S)2. The lowest energy states are
found around the Γ point (k = 0), where there is a direct band gap. Here, the valence
band state closest in energy to the band gap has J = 3/2, while the J = 1/2 states lie lower
in energy as Hso = -λso/2. This is band is termed ‘split-off’ by the spin-orbit interaction.
In the case of the valence band, the two projections of J = 3/2 are termed ‘heavy’
(|mj | = 3/2) or ‘light’ (|mj | = 1/2) due to the curvatures of the bands around the Γ point.
The inherent strain in quantum dots also modifies the band structure, such that the light
and heavy-hole bands are further split from each other even at k = 0. The precise details
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of the strain and vertical confinement alters the contribution to the final hole states from
light holes. In the type of quantum dots considered here, the holes are of predominantly
heavy-hole character, as this is the band lying closest to the Fermi energy and strain is
sufficient to prevent a strong admixture of the other hole types [85]. A schematic of the
band structure under strain around the Γ point is illustrated in Figure 1.1(a). As a result
of the dominant |j = 3/2,mj = ±3/2〉 contribution to the hole states, the discussion of the
optically active species in these quantum dots is focused upon holes with wave-functions
of p-type character, inherited from the atomic orbitals. However, we must note that in
this form of quantum dot the admixture of holes has a small contribution of light hole
character (< 5 %) which has important consequences for the behaviour of these quantum
dots under resonant excitation. Meanwhile, the lowest energy conduction band has J =
1/2 (S = 1/2, L = 0), thus the electrons have s-type character [86].
J = 1/2
Conduction band
Valence band J = 3/2
J = 1/2
heavy holes, |mj| = 3/2
light holes, |mj| = 1/2
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bright excitons
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Δmj = -1 Δmj = +1
Δmj = -2 Δmj = +2
a b
p p
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s s
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Figure 1.1: The band structure of strained InGaAs and neutral excitons in quantum
dots. (a) The band structure of strained InGaAs around the Γ point, as expected in
quantum dots. The conduction band is of entirely J = 1/2 character, while the valence
band consists of J = 3/2 and J = 1/2, although the J = 1/2 component is removed from
the valence band edge by the spin-orbit energy. Heavy holes and light holes create the
J = 3/2 band, where heavy holes dominate due to their lower energy under strain. (b)
Neutral excitons in a quantum dot. The optical dipole selection rules result in two bright
excitons, where the heavy-hole band dominates the character of holes in general.
The band structure of the underlying zincblende crystal structure (alloy of InxGa1−xAs)
provides the atomic symmetries that determine the selection rules of optical transitions. In
the presence of spin-orbit coupling the typical selection rules for electric-dipole transitions
are: ∆J = 0, ±1, ∆l = ±1, and ∆mj = 0, ±1. It is clear that transitions of electrons
between the valence band where J = 3/2 and the conduction band J = 1/2 are allowed,
since ∆J = 1.
It is quantum confinement which lies at the origin of the discrete nature of the energy
levels found in quantum dots. Carrier wave-functions are localised to the quantum dot,
somewhat like those of individual atoms, but here they are built up as linear combinations
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of the underlying atomic contributions. The precise spatial arrangement of these wave-
functions is dependent upon the confining potential, but in general they are somewhat
like very spatially large atomic wave-functions spanning the quantum dot. The small
size of these quantum dots means that the energy levels are separated by ∼ 10 meV,
corresponding to kBT where T ∼ 100 K. Therefore, provided the quantum dots reside at
low temperatures, we now have a series of discrete energy levels analogous to that of atoms,
where we label the lowest discrete energy level as the ‘s-shell’ and so forth. Similar to the
basic atomic picture, shell filling is subject to Pauli’s exclusion principle; for example,
electrons can only occupy the first s-shell in a spin singlet. Likewise, the heavy-holes can
only occupy the s-shell of the valence band in a pseudo-spin singlet.
The underlying solid-state nature is inherited by the discrete energy levels of the quan-
tum dot. J remains a good quantum number to use in describing the behaviour of electrons
and holes in these confined systems. Optical excitation results in a trapped electron-hole
pair, an exciton. The ‘bright’ excitons are those for which optical excitation and recom-
bination is permitted by the electric dipole selection rules. A bright neutral exciton (X0)
is formed by excitation of an electron-hole pair such that the total angular momentum
change is ± 1, which is true for the cases of mej = -1/2(1/2) and mhj = +3/2(-3/2). If one
of the two carriers has mj of opposite sign however, then the exciton is termed ‘dark’ as
it cannot recombine in, or be directly formed by, an electric dipole transition. The bright
and dark excitons are illustrated in Figure 1.1(b) for clarity.
The Coulomb interaction between the electrons and holes becomes a perturbation to
these energy levels. In particular, the exchange interaction is crucial to an understanding
of excitonic energy levels. The exchange interaction occurs because overall fermionic wave-
functions are required to be antisymmetric by Pauli’s exclusion principle. As a result, there
is an effective interaction between, for example, and the electron spin Se and hole overall
angular momentum Jh. For a quantum dot with any structural asymmetry in the in-plane
direction [87], the exchange interaction couples the two circularly polarized bright exciton
states (|mhj ,mej〉), |32 ,−12〉 and |−32 , 12〉) into two exchange-energy split, linear combina-
tions [88]. This is called the fine-structure splitting, and typical values of ≈ 30 µeV [89]
are easily resolvable with resonant spectroscopy. The ability to discriminate the energy of
photons emitted in a biexciton cascade means that fine-structure splitting is detrimental
to schemes aiming to produce otherwise indistinguishable polarization-entangled photons
from quantum dots [90]. However, significant progress can be made through careful growth
control of the asymmetry and in-plane electric and magnetic field tuning of the effective
confinement potential [63].
In summary, self-assembled quantum dots provide a discrete energy spectrum of elec-
tron and holes states much like that of atoms. However, the underlying solid-state nature
is expressed through the details of the optical selection rules. We now turn to a discussion
of a very useful initial characterization technique, photoluminescence, and the method of
energy-level tuning through electric fields that is essential to the work presented here.
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1.2.2 Photoluminescence, charge tuning and quantum-confined Stark
effect of quantum dots
Photoluminescence is generated by the recombination of electrons and holes with associ-
ated photonic emission. Typically, the electrons and holes are generated by non-resonant
excitation, that is, excitation at an energy above the band gap of GaAs. Alternatively,
excitation can be performed into the ‘wetting layer’ of the sample; this is a residual two-
dimensional layer of InGaAs left behind when the quantum dots are grown, which emits
at ≈ 870 nm, blue-shifted from the QDs themselves. The photo-created carriers rapidly
lose energy through non-radiative processes in less than 50 ps [91] and relax to the lowest
available energy levels, populating the quantum dot. Subsequently the carriers recombine,
emitting photonic signatures of each excitonic species [92].
Figure 1.2(a) presents a typical photoluminescence spectrum of a single quantum dot
emission at ≈ 10 K. This emission was imaged by a 1200 g/mm grating spectrometer
(Acton) with a liquid N2-cooled CCD following excitation with an above band-gap laser
source (at 785 nm). The neutral exciton emission is labelled, as well as the X1− and X2−
species, where each is associated with a different electron number occupying the quantum
dot prior to electron-hole pair capture, see Figure 1.2(b). The species-dependence upon
the externally applied gate voltage indicates that these samples are charge-tunable; there
is in fact a controlled vertical electrical field along the direction of the growth axis. In
Figure 1.2(c) we present a schematic of the structure. The Fermi energy is pinned to
the n+-doped layer of the back contact. The quantum-dot layer is sandwiched between
intrinsic GaAs layers, where an additional AlGaAs blocking barrier acts to prevent current
flow in the forward direction. On the top surface of the sample a transparent metallic gate
forms a Schottky contact, and allows a voltage to be applied, where the consequent band-
bending is illustrated.
An increase in gate voltage brings the discrete quantum-dot levels below the Fermi
energy of the back contact. The addition of electrons to a quantum dot is prevented by
the confinement energy, with the additional perturbation of the Coulomb energy present
for more than one carrier in a quantum dot. The gate voltage tunes the energy levels to
overcome these contributions. This allows in-tunnelling of electrons from the Fermi sea.
As a consequence, there is a sequential increase in the number of electrons resident in the
QD achievable by applying larger gate voltages. In Figure 1.2(a) as the gate voltage is
increased from 100 to 600 mV it becomes most likely that the ground state of the QD is
single electron occupation. Electron-hole recombination energy is red-shifted due to the
Coulomb interaction present in the X1− species, where attractive electron-hole interaction
dominates the additional repulsive interaction between the two electrons [93]. This type
of structure allows us to select an excitonic species with which to work [12, 94]. In these
particular samples there is weak coupling to the back contact due to a relatively long
tunnel barrier of 35 nm, which means that the case of no electron occupying the quantum
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Figure 1.2: Charge tuning of a quantum dot in a diode structure. (a) Photoluminescence
spectra of a quantum dot recorded on a spectrometer as the applied gate voltage, or electric
field, across a device is swept. The charging steps from X0 to X2− are indicated as the
Coulomb blockade is overcome to allow more electrons to tunnel in to the dot. (b) The
excitons for which the emission lines are described in figure (a). (c)The basic form of a
Schottky diode device incorporating a QD layer.
dot persists long past the gate voltage at which it becomes possible to add an electron
to the ground state. In samples with a shorter tunnel barrier the charge steps are more
distinct [12], but for our purposes it is important to maintain long spin lifetimes afforded
by weak coupling to the Fermi sea.
In addition to charge tuning, the applied electric field is essential to a small wavelength
tuning through the quantum-confined Stark effect [95]: the electron-hole pair forms a
dipole p which has an energy associated with applied electric fields F , ∆EStark = −p ·F .
This energy is given by:
E = E0 − p0 · F − βF 2, (1.2)
where E0 is the zero-field energy, p0 is the inherent electric dipole of an exciton, and β
is the polarizability, or effectively how much the exciton can be spatially separated by
increasing the electric field. This is not a strong effect within the confined environment of
the QDs under discussion here, but it results in a strong parabolic dependence in larger
quantum-well structures [96]. The quantum-dot states of interest here undergo primarily
linear energy shifts with gate voltage (as evident in Figure 1.2(a)). The ability to tune
energy levels is critical in the remaining work of this dissertation. However, the large
dipole moment also results in sensitivity to stray electric fields due to trapped charges in
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the surrounding solid-state matrix, resulting in unwanted spectral diffusion. This is a key
topic of study in chapters 2 and 3.
1.2.3 Single trapped electrons in quantum dots
In this work we shall resonantly address the X1− species, treating it independently of
the other possible quantum dot states. We select the correct applied gate voltage and
typically remain in this region. In this way, we are able to work with single trapped
electrons, the spins of which will be used as matter qubits in Chapters 4 and 5. To form
a background for this discussion, we now outline the optical transitions incorporating the
single-electron ground state, and how these are subject to externally applied magnetic
fields. This also forms the basis of the discussion surrounding the solid-state environment
sensing of Chapter 2.
In Figure 1.3(a) we present the energy levels of a quantum dot in the case of a single
trapped electron subject to an externally applied magnetic field along the growth axis,
known as the Faraday geometry. This lifts the degeneracy of two possible X1− transitions.
In the ideal case, the ground state now consists of a well-defined electron spin with a
typical spin relaxation time of 30 ms at 2T [97]. Only vertical transitions are permitted
by the optical selection rules, with ∆mj = ± 1, corresponding to a circular polarization
of light.
A map of the resonantly excited emission at 2 T externally applied field is shown
in Figure 1.3(b), where the two circularly-polarized transitions are highlighted by dotted
lines. The map is of excitation frequency as a function of gate voltage, and where the peaks
in signal should occur when the laser frequency coincides with that of the transition, as
expected for resonance fluorescence (see Section 1.3). The combination of excited and
ground state splitting is ≈ 23 GHz T−1. In the centre of the plateau the emission vanishes
as the spin population is shelved in the ground state that is not resonant with the driving
laser. This is a method of spin initialization also known as optical spin pumping. It
occurs through a diagonal transition (e.g. |⇑↓↑〉z → |↓〉z), which is forbidden by the
selection rules, but nonetheless they have a rate γ  Γ associated with a small component
of light-hole states in the overall hole state admixture. This relaxes the optical selection
rules and enables spin pumping [14], with a spin pumping time of a few microseconds [97].
Therefore, the transition is much like a cycling transition, with many photons scattered
before a spin flip event. The arrangement permits single-shot readout of the spin state if
the photon collection efficiency is sufficiently high [98].
Away from the centre of the plateau the gate voltage is such that the electron en-
ergy levels are brought into the ‘cotunnelling’ regime: coupling to the Fermi sea in the
back contact thermalizes the spin and prevents effective spin pumping [99], resulting in a
recovery of the signal.
In order to have a suitable basic component for quantum information, we need to
have a qubit that can be initialized, controlled and read out [1]. In general, we wish
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Figure 1.3: Ground and excited states of single trapped electrons. (a) The energy levels
of a single trapped electron and the first optically excited states in Faraday geometry. Two
circularly polarized electric-dipole transitions are available, and slow diagonal transitions
may occur with a rate γ as permitted by a small admixture of light hole character into the
excitonic states. (b) A map of resonantly driven fluorescence from the states indicated in
(a), where the centre of the plateau vanishes due to spin-pumping into the undriven ground
state, and is enabled at the extremes by the spin-randomization process of co-tunneling.
(c) The energy levels of a single trapped electron and the first optically excited states
in Voigt geometry. All four transitions are allowed by electric-dipole optical selection
rules, where vertical and diagonal transitions have opposite polarization. (d) A map of
resonantly driven fluorescence from the states indicated in (c), where all four transitions
are apparent, but spin pumping is evident in the central region.
to have full and fast control over our electron spin, and having only a forbidden optical
transition available for spin pumping reduces the repetition rate at which we can operate.
Also, the proposed scheme to perform fast optical coherent rotation of an electron spin
requires a λ-scheme with two strong optical transitions [100]. By applying the magnetic
field in the plane of the sample, known as the Voigt geometry, the new spin eigenstates
for the adjusted Hamiltonian are linear combinations of the previous electron spin ground
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states. All four transitions are now equally permissible, as illustrated in Figure 1.3(c).
The map of resonant emission in Figure 1.3(d) shows the four transitions at 4T, where the
ground-state splitting is 6.25 GHz T−1 and the excited-state splitting is close to 0.5 GHz
T−1.
In Chapter 4 we use the X1− in the Voigt geometry to access this spin qubit. The
presence of optically allowed diagonal transitions results in rapid (sub-10 ns) optical spin
pumping, and allows coherent spin rotation [16, 101, 102]. In general, the origin of all
of this functionality is the λ-scheme that can be created by selecting one excited state
between the two ground states. λ-schemes are a key component in schemes for the phys-
ical implementation of quantum information operations, as they allow a spin-photon in-
terface [19, 20]; in the Voigt geometry we obtain many of the ingredients of an optical
quantum network mode. We will, however, lose the ability to read out our electron spin in
a near single-shot manner, which reduces the rate at which we can both create and then
verify entangled states of spins.
1.2.4 Device design and heterostructures
Beyond simple self-assembly, the properties of the QDs are carefully tuned. For example,
a capping layer of GaAs is grown on top of the QDs and the temperature of post-growth
annealing alters the alloying and strain at the dot-capping layer interface [103]. This
allows the as-grown wavelength of emission at ≈ 1200 nm to be tuned down to below 1000
nm, where photon detectors are readily available. We note that in addition to quantum
dots a spectrally-broad higher energy emission occurs at ≈ 870 nm. This is due to the
presence of a residual wetting layer, which behaves as a 2D quantum well, but does not
have significant impact in our work as we study quantum dots under resonant excitation.
Within the growth process a number of different layers are also included to improve
device properties and produce the structure indicated in Figure 1.2(c). Not only do these
layers give us electrical tuning, they also assist in the improvement of the photon out-
coupling efficiency. The high refractive index of GaAs (∼ 3.5) results in much of the
emission being totally internally reflected rather than reaching the collection optics. Our
complete sample heterostructure is illustrated in Figure 1.4(a). The QDs are incorporated
into a Schottky diode structure with a 35-nm tunnel barrier between the QD layer and an
n+-doped layer. The diode heterostructure is grown above a distributed Bragg reflector
to maximize our photon outcoupling efficiency. Further enhancement of photon collection
is obtained by the presence of a super-hemispherical solid immersion lens (SIL) placed
directly on the semi-transparent Titanium Schottky contact on the surface of the sample.
For the sample and SIL combination used in Chapters 2 and 3 we estimate a photon
outcoupling efficiency > 10 % for QDs with emission wavelengths around 970-980 nm,
although this is achieved only when the SIL sits flush with the sample.
In Figure 1.4(b) the sample is shown incorporated into a device, where an etch down to
the n-doped back contact with subsequent deposition of AuGeNi alloy is used to provide an
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Figure 1.4: The full sample structure of quantum dot devices used in this dissertation.
(a) The heterostructure layers grown via Molecular Beam Epitaxy at the Sheffield Centre
for III-V Technologies by M. Hugues and E. Clarke. (b) The heterostructure incorpo-
rated into a final device by post-growth processing, inclusive of a AuGeNi Ohmic contact
and transparent Ti Schottky contact on which is mounted a Zr superhemispherical Solid
Immersion Lens (SIL).
Ohmic contact. The semi-transparent Titanium Schottky contact is deposited via e-beam
evaporation to an estimated thickness of 6 nm.
With this background regarding the structure and behaviour of quantum dots outlined,
we finally introduce a description of light-matter interactions in systems such as quantum
dots. That is, those which can be considered to have discrete energy levels connected by
strong electric dipole transitions. In particular, we wish to describe the theory underpin-
ning resonance fluorescence, before focusing upon the practical implementations of this in
the laboratory.
1.3 Resonance fluorescence in theory and in practice
A description of resonance fluorescence (RF), the light scattered from one or more tran-
sitions excited on or close to the resonant condition, is fundamental to understanding
light-matter interactions in general. The spectrum of resonance fluorescence was first
given by Mollow in 1969 [104], and numerous properties have since been demonstrated ex-
perimentally including the Mollow triplet [105], or spectral evidence of Rabi oscillations,
single-photon emission evidenced by anti-bunching [106], highly coherent elastically scat-
tered photons [11, 107] and most recently, the quadrature-squeezed nature of the emitted
light [108]. Resonantly-scattered photons have many potential applications including the
‘flying qubits’ connecting a quantum network, where single photon-single matter qubit co-
herent interactions enable the faithful transfer of information between nodes [18, 81, 109].
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1.3.1 Two and four-level systems interacting with light
Much of this work calls upon an understanding of resonance fluorescence and an appropri-
ate theoretical description is outlined here, following a number of standard textbooks [110–
113]. As the work is carried out on a negatively charged exciton (X1−) in the presence of
a magnetic field, we are specifically interested in the generalization of the two-level model
to incorporate four levels with non-radiative relaxation processes. This description is used
in chapter 2 to describe the X1− under small fluctuating magnetic fields.
Two-level system A two-level system interacting with a single-frequency (ωlaser)
light field illustrated in Figure 1.5(a), where the ground and excited states are labelled 1
and 2. The interaction Hamiltonian in the dipole approximation is:
Hˆint = −dˆ ·E(t). (1.3)
Here the electric field E(r, t) at the position of the system determines the energy of a
dipole, where the dipole operator is dˆ = qrˆ for charge q, with a dipole formed along
vector r. Taking a semiclassical description where the optical field is not quantized and is
described as a sinusoidally oscillating electric field E(t) = E0cos(ωlasert), the Hamiltonian
can be rewritten in terms of the projection operators of the system:
Hˆint = −~ΩR [|2〉 〈1|+ |1〉 〈2|] cos(ωlasert) (1.4)
where the Rabi frequency ΩR is given by ΩR =
eE0
~ 〈2| r ·  |1〉 and in the interaction
representation this becomes [113]:
Hˆint = −~ΩR
2
[
e−iδtσ12 + eiδtσ21
]
(1.5)
where the projection operators are rewritten as:
σij = |i〉 〈j| such that |i〉 〈j| |l〉 = |i〉 δjl (1.6)
Here we use the rotating wave approximation, which assumes that a component of the
Hamiltonian rotating at the sum of the atomic and laser frequencies may be neglected.
This is due to its rapid oscillation resulting in an effective averaging to zero in any measure-
ment, or equivalently it represents non-energy conserving transitions in a fully quantized
picture [110].
It is useful to work with the density matrix formalism to describe the populations and
coherences of a system, where a density matrix, ρ, in general represents a weighted sum
over pure states Ψ, each occupied with probability PΨ:
ρ =
∑
Ψ
PΨ |Ψ〉 〈Ψ| (1.7)
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and the density matrix elements in terms of a chosen basis {i, j} are given by:
ρij = 〈i| ρ |j〉 . (1.8)
The time evolution of the density matrix is described by the Von Neumann equation:
dρ
dt
= − i
~
[H, ρ] + L(ρ) (1.9)
where the Lindblad superoperator, L(ρ), includes the irreversible dynamics. In the case
of a two-level system this includes the spontaneous emission from the excited state, which
occurs with a decay rate 1/T1 (T1 being the excited state lifetime). It also includes a pure
dephasing rate γp, which is phenomenologically introduced by supplementing the lifetime
to gain a dephasing time T2:
1
T2
=
1
2T1
+ γp. (1.10)
For the excited state of a neutral exciton, potential excited state pure dephasing is avail-
able due to an elastic-scattering interaction with phonons on a timescale shorter than the
radiative lifetime. However, it has been shown that the transitions in quantum dots are
in general highly coherent, with slow pure dephasing under resonant excitation [11]. In
Chapter 2 we discuss slow dephasing processes, where these are treated as stationary dur-
ing the radiative dynamics of the quantum dot states. Thus, we here make the assumption
T2 ∼ 2T1. A simple expression for the relaxation can be written in terms of a relaxation
matrix of elements [113]:
Γnm = 〈n|Γ |m〉 = γnδnm (1.11)
of which Γ11 = Γ12 = Γ21 = 0 and Γ22 =
1
T1
. In a simplified form the relaxation term
appears as an anti-commutator between the density and relaxation matrices, L(ρ) =
−12 {Γ, ρ }. The expression for the Lindblad term in the equation of motion can then
be written as a matrix:
L(ρ) ≡
(
0 ρ12T1
ρ21
T1
2ρ22
T1
)
. (1.12)
A substitution of T1 with T2 in the coherence terms introduces pure dephasing. Substitu-
tion of equations 1.5 and 1.12 into the Von Neumann equation 1.9 gives the density matrix
equations of motion, or the optical Bloch equations of a two-level system:
˙˜ρ22 =
iΩ
2
(ρ˜12 − ρ˜21)− ρ˜22
T1
(1.13)
˙˜ρ12 =
iΩ
2
(ρ˜22 − ρ˜11)− ρ˜12
(
1
T1
− iδ
)
(1.14)
here δ is the detuning between the driving laser and the resonance, and this is written
in a frame rotating at ωlaser with respect to the lab frame. These equations include the
population decay due to radiative relaxation, and the decay in the coherences also due to
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relaxation. The equations also allow for a coherent driving between ground and excited
states due to the excitation field.
ωlaser
Γrad
δ
Γrad
ΓGS
1
2
1 2
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a b
Figure 1.5: Energy levels in two and four-level description of resonance fluorescence.
(a)A simple two-level system, driven by an excitation field at ωlaser, with detuning δ. The
rate of radiative decay is denoted Γrad. (b)The four-level system is initially modelled as
two two-level systems coupled only by relaxation between their ground states with rate
ΓGS . Essentially, this represents an X
1− system in Faraday geometry. The effect of Voigt
geometry is included in the detailed model introduced in Chapter 2.
Four-level system A generalization is made to the four-level system illustrated in
Figure 1.5(b) with the interaction Hamiltonian:
Hˆint = −~ΩR
2
[
e−iδt (σ13 + σ24) + eiδt (σ31 + σ42)
]
. (1.15)
Here the projection operators are the same as before, and the terms just describe two
independent, uncoupled and identical two-level systems as the diagonal transitions are
not permitted. It should be noted that the transitions have identical detunings with
respect to the excitation field because denoting two transitions at this point is in essence
a bookkeeping exercise; in Chapter 2 a magnetic field is included which relaxes the strict
selection rules and mixes the energy levels, permitting more interesting behaviour. It
remains to add the generalised population relaxation through the Lindblad term:
dρ
dt
= − i
~
[H, ρ] +
∑
m
L(ρ, Lm) (1.16)
The operator for each of the four levels (m = 1,2,3,4) can be written L(ρ, Lm) = LmρL†m−
1
2 {L†mLm, ρ }. In the absence of pure dephasing the spontaneous emission must be in-
cluded as before, but now the spin relaxation in the ground state, for example due to
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spin-orbit coupling [97, 114], must be taken into account. The resulting terms are:
L1 = (ΓGS)
1
2σ12, (1.17a)
L2 = (ΓGS)
1
2σ21, (1.17b)
L3 = (Γrad)
1
2σ13, (1.17c)
L4 = (Γrad)
1
2σ24. (1.17d)
Γrad = (2piT1)
−1 and the radiative lifetime of states can be measured as detailed in Sec-
tion 4.3.
1.3.2 Scattered light intensity and correlations of resonance fluorescence
Experimentally, we are not observing populations and coherences of the QD energy levels
but the intensity and correlations of light scattered by them. The intensity is proportional
to the first-order correlation of the field at a single time,
I(t) ∝
∫ t
o
〈E+(t)E−(t)〉dt (1.18)
where the field is expressed in terms of positive and negative components, which are
directly related to the raising and lowering operators for electromagnetic modes. The
source-field expression [111], which simply states that the far-field radiation emitted by a
dipole is proportional to the dipole itself, allows us to make the replacement E+(r, t) ∝
1
rσ−(t− r/c). The raising operator for the field goes with the atomic lowering operator as
would be expected, and vice versa. Here σ+ = |2〉 〈1| so,
σ+(t)σ−(t) = |2〉 〈2| ⇒ 〈σ+σ−〉 = ρ˜22 (1.19)
for the two-level system. Therefore, the intensity of scattered RF on timescales much
longer than the excited-state lifetime is simply the steady-state excited-state population,
which requires that the density matrix is not evolving, ˙˜ρ = 0. The resulting solution of
the optical Bloch equations gives the emission rate from a two-level system as the product
of the decay rate and the excited state population:
ΓRF = ρ22 × 1
T1
=
1
T1
× 1
2
Ω2
(T1T2)−1 + 2δ2 + Ω2
. (1.20)
The Lorentzian dependence with respect to laser detuning is power broadened [112]. How-
ever, the rate of fluorescent emission does not continue to increase with power, as it satu-
rates at Γmax = 1/2T1. This is expected for a single emitter when the rate at which the
excited state can be populated is balanced by the spontaneous emission rate.
Throughout this dissertation the saturation parameter s will be used, where s = 1 for
excitation powers that result in half the maximum RF intensity, corresponding to a Rabi
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frequency Ω2 = 1/T1T2. The parameter s can be found by fitting the scattered intensity
as a function of power at zero detuning to:
ΓRF =
1
2T1
× s
s+ 1
(1.21)
In this work we do not consider the short-time population dynamics of the two-level
or four-level system, and the inherently linked spectral properties of emitted light, rather
the interest here is in the steady-state solutions alone.
Second-order correlations of resonance fluorescence In Chapter 2 we study the
autocorrelation of resonance fluorescence on timescales much longer than the population
dynamics. There, we shall work in a regime of steady-state population where the Hamil-
tonian is permitted to change on a ‘shot-by-shot’ basis.
The autocorrelation, or second-order correlation of resonance fluorescence, is defined
in terms of the measured electric field and once more the source-field expression directly
relates this to the atomic dipole lowering and raising operators:
g(2)(τ) =
〈E−(t)E−(t+ τ)E+(t)E+(t+ τ)〉
〈E−(t)E+(t)〉2 (1.22)
=
〈σ−(t)σ−(t+ τ)σ+(t)σ+(t+ τ)〉
〈σ−(t)σ+(t)〉2 (1.23)
It is clear that the normalization is given by the steady state value of the excited popu-
lation. The full expression for the dynamics of the system on a timescale comparable to
the radiative lifetime is omitted here for simplicity. In the case of τ = 0 it is simple to see
that g(2)(0) = 0. This is known as antibunching and is a characteristic of photon emission
by atomic systems long observed in QDs which confirms their two-level nature [115]; it is
also therefore crucial to identifying single-photon emitters, as detailed in Section 4.3.
A measurement of the second-order correlation of a stream of emitted photons is equiv-
alent to measuring the probability of photon detection, given a prior photon detection.
In other words, the first detection at time t = 0 conditions the population to lie initially
in the ground state. The probability of some later photon emission at time τ is directly
proportional to the excited-state population ρ22(τ). Over time, photon emission becomes
uncorrelated as the current state of the system becomes independent of prior dynamics of
a system [116], so that:
g(2)(τ →∞) = 1 or g(2)(τ  τc) = 1, (1.24)
where τc is the coherence time of the system.
38
1.3.3 A resonance fluorescence microscope
Access to light resonantly scattered by single quantum dots is key to the experimental
work presented in this dissertation. Therefore, we outline the basic experimental set-up
of a microscope in combination with a cryostat.
Figure 1.6(a) presents a schematic of the generalized experimental set-up including the
optically accessible magnetic bath cryostat. The sample is positioned at the bottom of the
insert, bathed in low pressure Helium gas, itself surrounded by liquid Helium at 4.2 K. At
this temperature carriers occupy the lowest available energy levels, and the contribution of
the phonon sideband to photonic emission is limited to ≈ 15 % [117]. The electrical gates
on the sample are accessed by wires leading to room temperature at the top of the insert,
and additionally the sample position can be controlled by piezo-driven stages (Attocube)
with three axes available. In addition, a superconducting magnet allows a fixed-direction
magnetic field to be applied along the direction of the insert at the position of the sample.
X
Y
Z
B 4.2K
a b
T:R 90:10
λ/4 λ/2
λ/2
polpol
λ/2
pol pol λ/2
λ/2
pol
λ/4
imaging camera
to sample optical rotation
excitation
resonant
excitation
collection
fibre
excitation
fibre
to detectors
X
Z
Y
B
X
Z
Y
Faraday geometry Voigt geometry
c
PD
Figure 1.6: A cryogenic resonance fluorescence experimental set-up. (a) A Helium bath
cryostat, inclusive of a fixed superconducting magnet, contains a sample at 4.2K. The
sample is positioned within the magnetic field area on stick-slip piezo driven stages, and
the microscope is mounted above the cryostat except the objective lens which sits near the
sample. (b) A complete multi-purpose resonance fluorescence microscope. Two excitation
inputs allow for resonant excitation simultaneous with coherent optical spin rotation. (c)
Faraday and Voigt geometry sample mounting in a fixed-direction external magnetic field.
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Optical access is provided by the top-mounted microscope, where the 0.5 NA aspheric
objective lens is held within the insert close to the sample. The microscope is in a con-
focal configuration, where spatial mode rejection at the end of the light-collection fibre
in concert with the objective allows us to collect light from the refraction-limited spot
of ∼ 1 µm diameter. Consequently we ensure that the density of quantum dots on the
sample falls within this range, in order to perform single quantum dot experiments. The
microscope is fibre-coupled, such that excitation light can be prepared elsewhere, and the
collected photons are directed towards the detector of choice, whether a spectrometer or
single photon detector. A beam-splitter with 90 % transmission is used to direct photons
collected from the quantum dot to the collection fibre, while allowing the excitation to be
coupled in along the same path.
Details of the microscope configuration used to measure resonance fluorescence, and
perform optical control of the quantum dots, are included in Figure 1.6(b). The microscope
is operated in the dark-field configuration [118] where the crossed polarization of excitation
and collection is used to reject laser background and enable only the resonantly scattered
photons to be collected. The microscope is operated in a confocal manner, and as such
the modes of excitation and collection can be well matched, which assists in background
rejection. The total best achieved signal-to-background ratio of resonance fluorescence to
1000:1 for particularly bright emitters, where 100:1 is found under everyday operation.
We note that polarization-based suppression of the laser background is highly sensitive to
laboratory temperature and mechanical stability of the microscope, hence the variability
in these quoted figures.
Each input is preceded by a polarizer to permit dark-field operation, and in addi-
tion a half waveplate to ensure the polarization of the incoming light is matched to the
polarizer axis. In combination with polarization-maintaining fibres the input intensity
is maintained by active feedback control. The error signal is provided by a microscope-
mounted photodiode (PD) and is actioned by acoustic optical modulators (AOMs), where
the intensity in the first-order diffraction beam is adjusted by the output of a PID control
box (Stanford SIM960). The two inputs included on this microscope configuration allow
simultaneous resonant driving and read-out, with optical spin rotation by far off-resonant
pulses (see Chapter 4). The necessary circular polarization of the optical spin rotation
pulses is acheived using the quarter waveplate prior to the cryostat window.
The collection fibre is directed towards the detection set-up of interest. This may be,
as in the case of Chapters 2 and 3, directly a single photon-counting detector. However,
in the work we describe in Chapters 4 and 5 this is a more complicated filtering set-up
prior to the detectors. Analysing photoluminescence (Section 1.2.2) simply requires the
output to be coupled into a spectrometer.
Finally, in Figure 1.6(c) we indicate the arrangement whereby Voigt geometry is
achieved in a fixed-field cryostat. A custom sample mount with inclusive mirror is posi-
tioned on the piezo-stages, offset to allow coupling of the collection mode onto the surface
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of the sample.
The experimental set-up described here provides a versatile basis for a wide range of
resonant quantum-dot studies. A fibre-coupled microscope allows for flexibility in exper-
iment positioning, and to some extent allows us to ‘plug and play’ with both excitation
sources and the precise downstream processing of our collected photons. We will see that
this is particularly important in the case of entanglement generation, where we must as-
semble a large ‘machine’ from many parts, of which only one is the microscope-cryostat
component.
41
Chapter2
The solid-state environment of a quantum
dot
Optical transitions in single quantum dots have been established as model two-level sys-
tems in the solid state; individual QDs emit single photons [115] and highly coherent
elastic scattering has demonstrated the absence of pure dephasing of the optical transi-
tions at low temperature [11]. Photons emitted from a QD under resonant excitation can
be highly indistinguishable shot-to-shot [119, 120]. In addition a single trapped electron
with a quantization axis defined by an external magnetic field is a potential spin qubit;
both optical pumping of spin population [14] and coherent optical rotation of a single
spin have been demonstrated [15]. Combined with the ability to resolve spin population
through resonance fluorescence [13], and indeed entangle the state of a single spin with a
single photon [19, 20], the X1− species in InGaAs QDs shows great promise in quantum
communication and information processing applications.
However the key requirements for entanglement, namely indistinguishability between
photons emitted by two separate QDs and maintaining electron spin coherence, are chal-
lenging. A high degree of indistinguishability (81% wavepacket overlap) was originally
demonstrated between photons emitted from the same QD in response to non-resonant ex-
citation [121], and resonant excitation has increased this indistinguishability to 97% [120].
However, the spectra of fluorescence from QDs have long been recognised to suffer spectral
diffusion [22], and as such even if two QDs are found with the same resonant frequency, the
time-dependent relative detuning will result in a reduction of two-photon indistinguisha-
bility. This has been found to be only 18% with non-resonant pulsed excitation [122],
increased to 39% with excitation resonant with the p-shell of a QD [123] and further to
82% [124] under resonant excitation. It is thought that non-resonant excitation results
in excess, unwanted carrier creation in the vicinity of a QD and increased spectral dif-
fusion due to noisy electric fields. In general, spectral diffusion is not apparent on short
timescales for a single QD [125], but it is the longest timescales that are important when
42
one wishes to consistently generate indistinguishable photons from two separate QDs.
Using coherent optical rotation the spin coherence of electrons can be measured di-
rectly; a Ramsey interference experiment reveals a typical electron spin dephasing time
T∗2 ≈ 2 ns, and with a Hahn spin echo pulse sequence the coherence time T2 is extended
to few µs timescales [16]. The hyperfine interaction of the electron with the bath of non-
zero nuclear spins present in an InGaAs QD is the most likely limiting factor [126]; this
‘central spin’ problem is complex. The imprint of ground state spin dephasing is also seen
in the reduced coherence of Raman scattered photons [127], and the spectrum of scattered
resonance fluorescence is sensitive to the presence of a nuclear spin bath [128].
With a view to understanding how the solid state environment affects the behaviour of
a QD, and in particular the X1− system that is so important as our spin-photon interface,
this chapter explores intensity correlations within time-resolved resonance fluorescence.
This approach does not directly probe the nuclear spin bath or charging of the sample but
instead uses the effect of the resulting ‘noisy’ fields upon the optical transition.
This chapter first describes the interaction between a single electron and a bath of
nuclear spins from a theoretical point of view and reviews recent literature, in particular
focusing on the evolution of the nuclear spins in Section 2.1. In Section 2.2 the signature
of noisy electric and magnetic fields in resonance fluorescence is discussed, and this is
applied in Section 2.3 to identify the origins and timescales of each contribution to the
noise of three QDs from the main sample discussed in this dissertation, ‘Chef 2’. Magnetic
field noise is clearly distinguished through an additional two-laser excitation experiment.
A four-level optical Bloch equation model is applied in Section 2.4 to quantify the noise
and distinguish the effects of power broadening from QD-to-QD variation. Furthermore,
Section 2.5 studies the power dependence of the nuclear spin bath dynamics, determining
that in the absence of applied magnetic field the presence of an electron spin has a signifi-
cant impact upon the correlation times observed. Finally, the properties of another sample
are surveyed, demonstrating the utility of RF intensity autocorrelation measurements as
a rapid characterization technique.
The main results detailed in this Chapter are published in Ref. [26].
2.1 Electron spin-nuclear spin interactions and nuclear spin
dynamics
2.1.1 The hyperfine interaction
The interaction of an electron or hole spin with a single nuclear spin is composed of three
terms [129]: the Fermi contact hyperfine interaction of form Hˆ
fc
hyp ∼ δ (r) S·I, a direct mag-
netic dipole-dipole coupling between the two spins of form Hˆ
dip
hyp ∼ (3 (n · S) (n · I)− S · I) /r3,
and a spin-orbit term representing the interaction of the nuclear spin with the carrier’s
orbital angular momentum which therefore takes the form Hˆ
SO
hyp ∼ L ·I/r3. I is the nuclear
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spin and S and L represent the carrier spin and orbital angular momentum respectively.
Here r is the vector pointing from each nucleus to the electron and n = r/|r|. The spin-
orbit interaction of the electron alone is inherent to the energy levels of a quantum dot
and was discussed in Section 1.2.
The relative contributions of these terms differ between electrons and holes due to the
wavefunction symmetry; the s-type electrons can experience an isotropic Fermi contact
interaction, whereas the p-type holes are free of the Fermi contact interaction as the
wavefunction vanishes at each of the lattice sites. The dipole-dipole coupling dominates in
the hole spin case, however it is found to be an order of magnitude weaker than the Fermi
contact interaction for conduction band electrons [130–132]. A more detailed discussion
of the hole spin case is undertaken in Section 2.6.2.
The Fermi contact interaction of the electron spin with the nuclear bath can be written
as [133, 134]:
Hˆ
fc
hyp =
νo
2
∑
j
Aj |ψ (rj)|2
(
Iˆjz σˆ
e
z +
Iˆj+σˆ
e− + Iˆ
j
−σˆe+
2
)
(2.1)
where the sum is over all nuclei that can interact with the electron, νo is the volume of
the unit cell and the magnitude of the electron wavefunction at each of the lattice sites rj
is given by |ψ (rj)|2. Aj is the hyperfine coupling constant for each nucleus, and is found
to be 40-50 µeV for InGaAs dots [135]. The operators σˆ+ and σˆ− are raising and lowering
operators for the electron spin (σˆe+ =
∣∣mez+1〉 〈mez|), in general represented by Pauli spin
operators σˆx, σˆy, σˆz. The spin of each nucleus is similarly represented by the Iˆ operators.
2.1.2 Mean field approach to nuclear spin bath
The interaction of a single electron with around 105 nuclear spins is represented in a first
approximation as a single effective magnetic field, the Overhauser field BN [23]:
BN =
νo
∑
j A
j |ψ (rj)|2〈Ij〉
geµB
. (2.2)
This is the sum of the effective field due to the mean nuclear spin at each site. The total
field acting upon an electron is then B = Bz + BN where Bz is an externally applied
field. Were the nuclei uniformly polarized BN
max would be equivalent to several Tesla
of externally applied field. For example, assuming a uniformly distributed wavefunction,
|ψ (rj)|2 = 1√N and an InxGaxAs QD where x = 0.5, BN = 6.5 T.
The electron spin similarly exerts an effective magnetic field upon each nucleus: this
field is then referred to as the Knight field and the time averaged value is given by
BKj = fe
νoA
j
gNµN
|ψ (rj)|2〈Sˆe〉. (2.3)
Here the time-averaged electron spin is the origin of the field, and the filling factor fe
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allows for the dot to be unoccupied. The maximum measured local effective field acting
on a single nucleus is 30 Gauss (3 × 10−3 T) for a QD with an estimated 30 % electron
spin polarization in a time-averaged measurement [136]. It is reduced compared to the
maximum Overhauser field as it is the effect of a single particle rather than a collection.
Due to the wavefunction variation over the dot it is inherently spatially inhomogeneous.
In the absence of a magnetic field there is no preferred polarization of the nuclear
spins, such that 〈BN〉 = 0. However, the operators representing the nuclear spins along
each orthogonal axis do not commute; they cannot be simultaneously determined to be
exactly zero such that fluctuations of the Overhauser field, σB =
√
〈BN2〉 − 〈BN〉2, have
a non-zero value. In a typical instantaneous Overhauser field at 0T external magnetic
field, the electron spin precesses on a timescale ∼ 100ns, where the corresponding nuclear
spin precession in the equivalent Knight field is ∼ 1µs. Therefore, the dynamics of the
Overhauser field are expected to be much slower than an electron spin precession. The
electron can therefore be treated as though in each measurement attempt it is precessing
in a fixed Overhauser field, this is called the frozen fluctuation model and in this work
we follow the picture developed in Ref. [126] that describes the magnitude and direction
of the Overhauser field as random, with a value drawn from a 3-dimensional Gaussian
probability distribution:
W (BN) =
1(
2piσ2B
)3/2 exp
[
−1
2
(
BN
σB
)2]
(2.4)
The standard deviation of the Overhauser field is the unknown parameter; previous work
on hyperfine effects at zero field performed by my colleagues Jack Hansom, Carsten Schulte
and Claire Le Gall suggests σB ≈ 20mT [128], Ref [137] suggests 10 mT, and a rough
estimate based upon the theory presented in Ref [126] suggests σB ∼ 40 mT.
2.1.3 Nuclear spin bath dynamics
Through the Overhauser field, the dynamics of the collection of nuclear spins are evidenced
directly in the electron Zeeman splitting. There are several competing mechanisms that
influence how this nuclear spin bath evolves:
• The Knight field due to the electron generates an effective magnetic field acting on
each nucleus as discussed above. The inhomogeneity of the Knight field means that
the nuclei do not evolve in a concerted way, and an estimate for the evolution time is
TK ∼ 1 µs [126]. We note that this applies for the case of a fully polarized electron
spin exerting the maximum possible Knight field on the nuclei.
• Direct transfer of the spin angular momentum from the electron to a single nuclear
spin allowed by the second term of the Hamiltonian 2.1, called a ‘flip-flop’ process.
If a particular electron spin population is optically pumped with circularly polarized
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light, for example, this leads to a continual transfer of a spin polarization to the
nuclear spins and consequent polarization of the entire bath, which is detectable as
an Overhauser shift in the optical transitions [138].
• The nuclei interact amongst themselves via direct dipole-dipole interaction [23] which
may be described as a fluctuating field (BL ≈ 0.15 mT) at each nucleus around which
the lattice site spin can precess with Td ∼ 100 µs, or equivalently νdd ∼ 1 kHz.
• Inter-nuclear spin flip-flop processes that require energy conservation and scale as
1/r3 where r is the inter-nuclear separation [134].
• Nuclear quadrupole coupling to the electric field gradients inherent to a strained
InGaAs dot [139]. The resulting effective magnetic field acting on the nuclei is site-
dependent, but overall this ‘quadrupole field’ BQ is of order 100 mT, or νQ ∼ 1-10
MHz. Therefore, it can dominate over the Knight field subject to the precise details
of the strain in the quantum dot.
Due to incommensurate electron and nuclear Zeeman energies, electron-nuclear spin
exchange should be suppressed by an external magnetic field. However, any process that
reduces the interaction time of the electron and nuclear spins, or effectively broadens
the electron energy levels, allows the flip-flop process to occur. For example, this can
be thermal broadening, increased tunnelling of an electron with a back contact, or in
the case of the electron being present only in the excitonic species such as the X+, a
decrease of the exciton’s radiative lifetime [140]. It is also clear that any electron-mediated
nuclear spin polarization can become quite complicated; the polarization of nuclear spins
leads to an Overhauser field acting to suppress the flip-flop processes that brought it into
existence [141, 142].
The inter-nuclear flip-flop processes allow spin diffusion away from a point of high
nuclear polarization, and were this the dominant process it would not be possible to
polarize the nuclear spins of a single dot. It has however been shown that the dipole-
dipole interaction could be quenched in small externally applied fields of 1mT [143] and
the initial observations of nuclear polarization even in the absence of an externally applied
magnetic field were attributed to the electron Knight field acting on the nuclei [136].
However, it has since been determined that the nuclear polarization can be maintained for
timescales exceeding an hour in the absence of a trapped electron, and that the presence
of an electron can actually lead to depolarization [144]. This indicates that nuclear spin
diffusion via the dipole-dipole interaction is suppressed, even in the absence of a Knight
field, and the culprit is likely to be the nuclear quadrupole effect.
Nuclear quadrupole effects A self-assembled quantum dot is inherently strained
due to the lattice mismatch of ∼ 7% between InAs and GaAs which drives the growth.
Partial strain relaxation and random alloying result in inhomogeneous electric fields within
the dot [145] that couple to quadrupole electric moments of the prolate-shaped nuclei for
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I>1/2 (where we have IIn = 9/2, IGa = 3/2 and IAs = 3/2). This creates an additional
term in the Hamiltonian of nuclear spins [146]:
HˆQ =
~ωQ
2
(
Iˆ
′2
z −
I (I + 1)
3
)
, (2.5)
where I
′
z is the nuclear spin projection along the electric field gradient at the lattice site,
where the electric field gradient changes across the dot and is not necessarily coincident
with the growth axis or an external magnetic field. The electric field gradient can be
considered a local quantization axis where the |m′z| values sit on a ladder of unevenly
spaced energies due to the term I
′2
z . The spacing of the ladder also depends upon the
specific electric field gradient at that lattice site through ωQ, and the nuclear spin I of
the species involved. Nuclear dipole-dipole spin flips are energetically forbidden due to
the anharmonic ladder even if they conserve spin, unless the spin transitions happen
to be equal in energy. Matched energies arises in a number of possible cases: the overall
populations of eachm
′
z state is maintained, as two nuclei simply swap the value of their spin
projection with ∆m
′
z = 1; the energy spacing of two completely different m
′
z transitions
happens to match [146]; there is a transfer of spin between two local nuclear spins where
m
′
z = ± 1/2. By limiting the number of such scenarios, quadrupolar coupling suppresses
nuclear spin diffusion through the QD.
A typical value for the effective magnetic field due to the quadrupolar coupling,
BQ =
~ωQ
gNµN
, is 100 mT or equivalently nuclear spin precession at 1-10MHz [147]. The
strain profile and elemental composition are not homogeneous, thus the dipolar coupling
is strongly suppressed leading to a well-maintained nuclear spin polarization [148]. The
mismatch between the dot and its surroundings reduces the spin out-diffusion that can oc-
cur in particular. This is demonstrated by the cycles of polarization and allowed diffusion
leading to gradual polarization of the entire dot in Ref. [144]. Even at high magnetic fields
this perturbation remains significant and the spectra of nuclear spins does not become
perfectly harmonic or independent of the local environment of an individual nucleus [146].
The interplay of different processes in nuclear spin dynamics is complex and subject
to variation dependent on external magnetic field, the specific geometry of a dot, and the
presence of an electron spin. In the general case, an electron spin is subject to the total
of the Overhauser and externally applied fields. The Overhauser field itself is due to the
sum of all nuclei, which precess in any external magnetic field but also are subject to the
quadrupolar coupling to electric field gradients, dipolar coupling amongst themselves, and
hyperfine coupling to the spin of an electron if it is present. A power-dependent study of
potential Overhauser field dynamics in Section 2.5 attempts to shed further light on the
competition between processes contributing within the quantum dots studied here.
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Figure 2.1: Fluctuations in time-resolved resonance fluorescence (RF) from QD A, driven
below saturation at s = 0.28. White bars indicate the expected distribution of counts for
shot noise alone.
2.2 Sensitivity of a quantum dot transition to electric and
magnetic field fluctuations
The interaction of quantum dot resonances with electric and magnetic fields was outlined
in Section 1.2, where they act as external control parameters to tune resonances and
define spin quantization axes. However, uncontrolled fields are at the heart of reduced
photon quality and spin coherence in quantum dots. Figure 2.1 displays time-resolved
resonance fluorescence for a single quantum dot, QD A, driven far below saturation, s
= 0.28. The mean count rate decreases with increasing detuning of the laser from the
resonant condition as expected, but the noise of the fluorescence is far greater than the
white bars that indicate the expected shot noise, σ =
√
N where N is the number of
counts in a time bin. This kind of signal is typical for resonance fluorescence from an
InGaAs quantum dot [149]. Additionally, the QD absorption linewidth depends upon the
rate of scanning across a resonance [22]. Both of these effects are associated with spectral
diffusion; the aim of this chapter is to identify the processes that contribute to this noisy
fluorescence in more detail. The optical transitions of quantum dots have been previously
used as a local charge sensor [150–152] and here this is extended to also include noisy
magnetic fields.
In this work the system of interest is the X1− species. In addition to providing optical
access to a potential spin qubit the transition serves as a fluctuation sensor that can
distinguish electric and magnetic fields.
The impact of a noisy electric field on QD excitons is illustrated in Figure 2.2, where
charge traps, either local or at an interface within the sample heterostructure, are envi-
sioned as potential field sources [151, 153], Fig 2.2(a). The large permanent dipole [154] of
the QD exciton renders the transition frequency of both the X1− and the X0 sensitive to
the parallel component of this field [Ez(t)]. Any instability in the local electric field leads
to a time-dependent linear Stark shift, thus the local electric field strength is reflected in
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the instantaneous resonance frequency of the QD transition, Fig. 2.2(b). The result of a
spectral measurement of absorption over a much longer timescale than the fluctuations is
a broadened profile approaching a Gaussian, rather than a Lorentzian.
We therefore use a Gaussian distribution of resonant frequencies to model the reso-
nance fluorescence intensity ‘jitter’ in the QD absorption, Figure 2.2(b). A single narrow-
linewidth laser is represented in two cases by the red arrows. The resultant resonance
fluorescence samples a range of resonance conditions; a laser at the centre of the distri-
bution will yield a higher mean intensity with a lower distribution of values than is the
case for a more detuned laser. This is generally true for linear shifts of the resonant fre-
quency, and the sensitivity to a sub-linewidth change is approximately the derivative of
the underlying absorption profile. It does not vanish at the resonance, however, since the
spectral wandering is large enough to render this first-order approximation inappropriate.
The amplitude of the fluctuations is given by the range of possible values sampled over by
a fixed excitation laser, and is presented in Figure 2.2(e).
This behaviour is in contrast to that seen in response to magnetic fields: the Zeeman
splitting of both the spin ground state and unpaired hole in the excited state creates
a four-level system for an X1−. In contrast, the resonance of the X0 will undergo a
shift dependent upon which of the two excitons is addressed [88, 155] which will appear
qualitatively similar to a Stark shift of the resonant frequency.
Figure 2.2(c) illustrates the effect of a noisy sub-linewidth Zeeman splitting on the X1−
absorption profile. The single laser drives a four-level system, where the quantization axis
direction shifts from Faraday-like to Voigt-like; consequently the selection rules are not
fixed [128]. Figure 2.2(d) illustrates a series of absorption profiles for different Overhauser
fields drawn from a Gaussian distribution, representing the absorption probability at a
series of points in time. Therefore, a laser driving on the zero-field resonant frequency will
result in resonance fluorescence with more fluctuations than at an off-resonant point in
contrast to the case of electric-field fluctuations. This difference in sensitivity to electric
and magnetic fields enables the sources of noise in RF to be distinguished by plotting
the detuning dependence, and is indicated in the contrast between Figures 2.2(e) and (f).
This technique was used in Ref. [25] to make a similar identification of noise sources.
We note also that these figures display the results of optical Bloch equation simulations
for a four-level system, where Gaussian distributions of the Overhauser field (σB = 25 mT)
and resonant frequency (σE = 250 MHz) are applied to a system with radiative lifetime
T1 = 700 ps. Figures 2.2(e),(f) are derived from the width of intensity distributions at a
single laser frequency as indicated in Figures 2.2(b),(d), and can be recovered directly in
experiments as bunching amplitudes in the autocorrelation of the resonance fluorescence,
as we discuss below.
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Figure 2.2: Sensitivity of the X1− transitions to noisy electric and magnetic fields. a) The
optical transition is sensitive to linear Stark shifts due to electric field components aligned
with the optical dipole. b) A ‘jitter plot’ of a Lorentzian absorption lineshape where
the resonant frequency is dispersed by a Gaussian distribution, as a model of electric-
field induced spectral diffusion. c) The X1− becomes a four-level system in the effective
magnetic field resulting from the Overhauser field of the nuclear spins. d) This ‘jitter
plot’ shows the absorption calculated where multiple Overhauser fields are sampled from
an isotropic Gaussian distribution, with field capable of producing only a sub-linewidth
splitting of the absorption. e) The expected amplitude of fluorescence fluctuations due to a
noisy electric field is derived from the distribution of intensities sampled when driving with
a narrow-linewidth laser in b), and is minimised when driving at the central frequency.
f) In contrast, a noisy sub-linewidth splitting of the electron spin ground state results in
maximum fluorescence fluctuations at the resonant frequency.
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2.3 Resonance fluorescence fluctuation spectroscopy
To extract fluorescence dynamics over a wide range of timescales we record a time-trace of
the fluorescence on a single detector and calculate the intensity autocorrelation function
g(2)(τ), where the variable τ specifies the time delay between photodetections. This is not
the same as a typical g(2)(τ) measurement as we do not use two separate detectors, and
are thus prohibited from recording the very small τ dynamics due to the dead time of the
detector (∼ 50 ns). Obtaining and analyzing the autocorrelation of a fluorescence signal is
a well-known spectroscopy technique used to study conformational changes of molecules,
molecular binding in solution and to quantify molecular diffusion dynamics [156–158], for
example. In the autocorrelation function the shot noise limit corresponds to g(2)(τ) = 1,
where the detection of a photon is uncorrelated with any other detection. Super-Poissonian
statistics are associated with chaotic light; the correlation between photons will result in
bunching, that is, g(2)(τ) >1. In general, at times greater than the coherence time, τc, the
autocorrelation reaches unity. The timescales over which the autocorrelation amplitudes
decay reflect the rates of the processes at the origin of intensity fluctuations.
We make use of the setup introduced in the introduction to this dissertation; resonance
fluorescence (RF) is collected by means of a confocal microscope in a dark-field configura-
tion [11] and detected by a single photon counting avalanche photodiode (APD). Here we
work with no externally applied field. Frequency- and power-stabilized lasers resonantly
excite single QDs in continuous-wave mode with linear polarization. Photon arrival times
are registered by a time-to-digital converter (quTau) with a timing resolution of 162 ps
where data is rebinned in post-processing. A laser frequency is chosen such that the QD
is excited in the centre of the X1− charge plateau; the resonance is tuned with respect to
the laser through the gate voltage on the diode structure.
Three example photon detection time traces from QD A were displayed in Figure 2.1
for excitation on resonance and detunings of ∆ = 310 MHz and ∆ = 720 MHz, where
the natural linewidth of the transition, Γ, is 270 MHz in linear frequency. The excitation
power corresponds to s = 0.28, where s = 1 corresponds to I/Isat = 1/2. Fig. 2.3 displays
the corresponding autocorrelations where in total ∼ 107 time-tagged detection events were
acquired for each measurement, lasting 100 − 200 s, dependent upon the laser detuning.
The autocorrelation is not calculated for timescales as short as the radiative lifetime of
the quantum dot due to the single-detector nature of the experiment, thus the single-
photon nature of QD resonance fluorescence typically evidenced by g(2) (τ = 0) = 0 will
not apparent here. Instead, there is a prominent bunching g(2) (τ)>1 indicative of intensity
noise. On timescales approaching 1 s or above, g(2) (τ) decays to 1. Here, the very long-
time behaviour is not explored, and in general has been found to be noisy and subject to
day-by-day change [25].
Fits of the experimental autocorrelations to a sum of exponential decays, shown as
dark grey lines in Fig. 2.3, reveal a set of distinct correlation times. In the case of simple
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Figure 2.3: Resonance fluorescence autocorrelations for QD A driven at three detunings,
at s = 0.28 (corresponding to the data of Figure 2.1. Multi-exponential fits to the data
are also displayed.
telegraph noise a single exponential decay is expected [159] and a set of correlation times
indicates several fluctuation processes are present: for QD A we resolve six timescales
ranging from about 10 µs to 1 s in the fit. Detailed data on timescales and amplitudes
of the individual correlation decays for both QD A and QD B are presented in Fig. 2.4.
QD B exhibits very similar timescales to QD A suggesting that the underlying processes
are common to this sample. Six exponential decays were consistently found for the data
of both QDs at all detunings.
For both QDs, amplitudes (left column) corresponding to correlation times (right col-
umn) of ∼ 1 ms and longer are clearly reduced on resonance. In contrast, the shortest
correlation time amplitudes are maximal on resonance. We compare this detuning depen-
dence with the discussion of noise amplitudes around Fig. 2.2, and discern that electric
field fluctuations make the dominant contribution to noise on timescales of 1 ms and
longer. We label these timescales τ3 − τ6. In contrast, the detuning dependence of the τ1
process points to magnetic field fluctuations as source of noise. However, the large number
of noise sources present for both QDs can give rise to dependencies between fit parameters
and make a direct identification challenging. The correlation amplitudes corresponding
to τ2 (∼ 30 - 300 µs) highlight the ambiguity in this approach: the detuning dependence
does not fit into a single category, suggesting contributions from both noise sources. Sim-
ilarly, we cannot exclude the presence of electric field noise in the fastest decay (10 µs)
in this measurement, while Overhauser field fluctuations could also be contributing to
longer-correlation decays.
There are two notable differences between QD A and QD B. The first is easily explained
in terms of power broadening as QD B is driven at s = 0.92, resulting in a somewhat
smoother and broader decay amplitude profile with respect to detuning than in the case
of the weakly driven QD A. The second is that the amplitudes themselves are reduced
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Figure 2.4: Detuning-dependent bunching decay amplitudes. a) The results of multi-
exponential fits to detuning-dependent data at a laser power corresponding to s = 0.28 for
QD A. The left-hand column indicates the amplitudes of each component, and the right
the associated time constant. b) Similarly obtained results for QD B driven at s = 0.92.
for QD B. There are several possible explanations: this could be a manifestation of the
power broadening of the resonance which leads to reduced sensitivity as the detuning
fluctuates. It could also be that QD B has a somewhat smaller Stark shift (260 MHz/mV)
than QD A (340 MHz/mV) and is inherently not as sensitive to electric field fluctuations.
Finally, QD B may be subject to reduced electric field fluctuations simply due to being
in a slightly different location on the sample. An attempt to distinguish these effects and
make quantitative statements about the local electric field is pursued in Section 2.4.
The timescales we associate with electric field processes here are relatively slow in
comparison to the case of non-resonant excitation, where timescales ranging from tens of
picoseconds [160] to a few microseconds [161] have been measured, and are attributable to
a variety of carrier trapping and escape processes that are activated by the non-resonant
excitation. However, the slow noise we uncover is in good agreement with other work using
solely resonant excitation [25] where the addition of non-resonant excitation produces the
faster electric field noise processes on top of what is measured here. In general, this
indicates that using RF as a weak probe of QDs is a good way to study the electrostatic
environment in an ‘undriven’ regime.
A single exponential decay with correlation time τc is indicative of a single relax-
ation process [161], where the corresponding power spectrum (directly related via the
Wiener-Khinchin theorem) is a single Lorentzian peak with a width that is proportional
to 1/τprocess [159]; such Lorentzian power spectra have been identified in Ref. [25]. In
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our data we are able to consistently extract between 4 and 6 exponential decays, which
suggests this is the number of distinct processes contributing to noise. It is possible to
model the electric field fluctuations by a Gaussian distribution of local electric fields; this
is a good description for the effect of noise upon photon counting statistics as discussed in
Ref. [27], also discussed in Chapter 3, and used below in Section 2.4. However, a Gaussian
distribution is consistent with a larger number of electric field values, and not obviously in
keeping with a small number of processes. One picture is that a relatively small number
of independently fluctuating charge traps, N, can be occupied or unoccupied leading to 2N
possible electric field values at the position of the dot. In addition, single decay timescales
in the autocorrelation may be associated with many similar charge traps rather than single
locations, potentially increasing N.
In our model of autocorrelation bunching amplitudes, however, we choose not to focus
upon individual noise processes, but to represent them by the total amplitude alone. The
effects at different timescales are considered to be independent of each other.
Background subtraction Systematic errors were accounted for by taking reference
measurements of laser photon streams at comparable count rates, and subtraction of the
corresponding autocorrelation from that of the QD RF. Figure 2.5 shows the treatment
of data for two examples. This background data is taken with the QD transition detuned
from the resonant laser and the polarization suppression is relaxed to gain the same photon
count rates. While APD afterpulsing appears to have a pronounced effect at time delays up
to about 1 µs, small corrections resulting from the subtractions are visible for time delays
as large as 100 µs, rendering it necessary to take into account background for all data. The
longer time correlations are likely due to intensity fluctuations of the laser coupled into
the microscope. Thus, the autocorrelation function depends sensitively on experimental
settings, such as APD count rate or laser power stabilization, and changes when equipment
is exchanged. For this reason, the reference measurement of the laser autocorrelation was
measured systematically to replicate experimental conditions as closely as possible.
2.3.1 Unambiguous discrimination of magnetic field noise
In order to discriminate the noise sources unambiguously it is possible to isolate magnetic
field noise in the QD fluorescence using two-color excitation. The concept is illustrated
in Fig. 2.6(a). Two lasers of equal power drive the QD transition at equal and opposite
detuning from resonance. Linear Stark shifts due to changes in the ambient electric field
(right) cause opposite changes in intensity of resonance fluorescence at each frequency.
Magnetic field noise (left), however, changes the splitting of the resonance and affects
absorption equally at both laser frequencies (c.f. white arrows).
Figure 2.6(b) presents a resonance fluorescence time trace for excitation of QD A
with a single laser (top) at a detuning ∆ ∼ 250 MHz, which yields half the fluorescence
intensity compared to excitation on resonance. The bottom time trace corresponds to
excitation with two lasers at detunings ±∆. The total laser power incident on the sample
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Figure 2.5: Subtraction of systematic background from QD RF autocorrelations
a)(red)The autocorrelation for background only at a count rate equal to the mean flu-
orescence of QD A, with the raw data in blue (left hand axis), and corrected data in
turquoise (right hand axis) b)The same process for QD B where the higher count rate was
taken into account when recording the background.
corresponds to s ≈ 0.1 in the single-laser case. In Fig. 2.6(c) the autocorrelation for
the two-laser excitation demonstrates a reduction of slow (τ > 500 µs or longer) decay
processes by up to two orders of magnitude in amplitude, while noise with short correlation
times remains.
The suppression of electric field-related noise in the fluorescence exposes the magnetic
field fluctuations, revealing two distinct decays of τN1 = 6 µs and τN2 = 40 µs with similar
amplitudes, where the subscript N tentatively specifies the origin as nuclear spin noise. In
comparison to the single-laser experiment, the amplitudes are similar to those extracted for
these timescales, but the ambiguous contribution of electric field noise has been removed.
The next fastest correlation decay happens on a 1.5 ms timescale and is reduced by a
factor of 50 in comparison to single laser excitation, consistent with residual electric field
fluctuations, evident since the placement of the lasers at equal and opposite detuning with
respect to a wandering transition cannot be perfectly accurate. The timescales τN are
discussed in more detail in Section 2.5.
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Figure 2.6: Unambiguous discrimination of magnetic field noise. a) Comparison of
driving a QD with two lasers equally detuned from a central resonance frequency; a sub-
linewidth splitting as induced by a magnetic field should result in intensity noise as indi-
cated by the white arrows (left), where a Stark shift of the central frequency is rendered
ineffectual (right) b) Time-resolved resonance fluorescence from the case of a transition
driven at a detuning with a single laser, and with two equally detuned lasers. The driv-
ing power is maintained to avoid power broadening effects, and white bars indicate the
expected standard deviation of the signal where shot noise only is apparent. c) Autocor-
relations of the data in part (b), with fits which confirm that the slow noise processes (τ
> 500 µs or longer) are reduced by two orders of magnitude by two-laser excitation.
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2.4 A quantitative model of electric- and magnetic-field fluc-
tuations
Magnetic and electric field correlation times for QDs in our device are well separated (up
to ≈ 100 µs for nuclear spin bath fluctuations, beyond 1 ms for electric fields) so that
electric field fluctuations can be considered frozen on the timescale of Overhauser field
evolution. Here we employ this separation to quantify noise and distinguish the effect
of power broadening, different Stark shifts and local effective field fluctuations for three
individual QDs.
The model We first calculate the time-averaged effect of a nuclear spin bath with
isotropic distribution function on the excited state populations. This results in underlying
absorption profile with respect to detuning for a single value of the electric field. The
parameters of this four-level model, first shown in the introduction to this work, are
reintroduced in Figure 2.7(a), where a small magnetic field Zeeman splits both the ground
and excited states. In this model the excited-state splitting, governed by the hyperfine
interaction of the nuclear spins with an unpaired hole, is neglected as it is an order of
magnitude smaller than the ground-state splitting. As a reference, the ground states
are the eigenstates in Faraday geometry, where ms = ±1/2 as |↑〉 = |1〉 and |↓〉 = |2〉.
In this situation diagonal transitions are forbidden, where light hole-heavy hole mixing
is neglected here. However, due to changes in the Overhauser field vector the electron
ground state spin quantization axis shifts over time and hence the selection rules are not
fixed. In general, the instantaneous eigenstates will be superpositions of the spin states
|↑〉 and |↓〉, allowing diagonal transitions for most Overhauser field configurations.
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Figure 2.7: Model of X1− interacting with the Overhauser field. a) The four-level system
resulting from the X1− interaction with the Overhauser field in the absence of external
magnetic field. Γrad is the radiative decay rate, Ω represents the optical driving frequency,
or power, and ΓGS is the ground state electron spin relaxation rate. b) The Overhauser
field can be represented by components perpendicular and parallel to the growth axis, or
equivalently the optical excitation axis, and is assumed to be isotropic in zero magnetic
field.
Figure 2.7(b) describes the Overhauser field as components parallel and perpendicular
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to the QD growth axis. In addition to the dipole term of the Hamiltonian describing the
interaction of the four-level system with light, there is the interaction with the Overhauser
field, BN :
HˆHF =
1
2
µBge
−→
BN · −→σ
=
1
2
µBge
(
B‖(σ11 − σ22) +B⊥(eiθσ21 + e−iθσ12)
)
,
(2.6)
where we define the projection operators σij = |i〉 〈j|, with i, j = 1. . . 4 corresponding to
one of the four levels of X1−. The angle θ is indicated in Fig. 2.7(b). The second term
produces a mixing between the two Faraday-geometry spin eigenstates, and this allows
the otherwise forbidden diagonal transitions to occur. In essence, it is the Voigt geometry
contribution to the overall Hamiltonian.
For the Overhauser field vector we choose an isotropic Gaussian distribution (equa-
tion 2.4). A numerical integration over this distribution is used, and the resultant average
lineshape is a starting point for the model of electric field fluctuations.
The sub-linewidth ground state splitting results in a broadened absorption lineshape as
indicated in Figure 2.8. For the two-level system the curve represents the expected power-
broadened Lorentzian. Interestingly, in the case of the X1− level structure, the lineshape
is still very much indistinguishable from a Lorentzian, albeit broadened. The absorption
profile is not obviously split as 25mT corresponds to ∼ 200 MHz, which compares to the
radiative linewidth ≈ 220 MHz and the absorption is integrated over a range of values of
Bnuc from zero to the extremes of the distribution. The amplitude of both curves have
been scaled to unity here, while in actual fact, the intensity is reduced in the four-level
case, partially due to spin pumping of population away from the ground state momentarily
addressed by resonant excitation. This becomes possible as the Overhauser field creates a
Voigt-like geometry [128]. In general the apparent lineshape for a single frozen fluctuation
of the Overhauser field is a complex interplay of detuning and selection rules.
Our experimental data contain several processes on different timescales associated with
electric field fluctuations, however we are able to characterize the combined noise averaged
over full measurement times with a single field distribution function [27]. In this case it is
the sum of noise amplitudes that we are concerned with and therefore a model which treats
dynamics on multiple timescales is not required. We assume that during the measurement
time of 100—200 s the full range of possible electric field values is explored. The transition
frequency distribution P (∆δ) is represented by a Gaussian distribution about a central
resonant frequency:
P (∆δ) =
1√
2piσ2E
exp
[
− 1
2
(∆δ
σE
)2]
. (2.7)
Here ∆δ is the change in detuning due to the Stark shift of the instanteous resonant
frequency relative to the central (mean) resonant frequency. In other words, P (∆δ) is
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Figure 2.8: Absorption lineshape of two and four-level systems, resulting from calcula-
tions where in the four-level case absorption is integrated over the results from Overhauser
fields with σB = 25 mT. A radiative lifetime T1 = 0.7 ns is assumed.
the probability distribution of momentary shifts in detuning compared to the measured
value, which is extracted from time-averaged absorption measurements of the quantum dot
spectrum. The distribution has a standard deviation, σE , corresponding to a full-width at
half-maximum ∆FWHM =
√
8 ln 2 σE . The width of this distribution indicates the relative
contribution of electric field noise to the resulting spectral linewidth.
Intensity autocorrelations The intensity autocorrelation of a time-binned signal
written as {x1, x2, . . . , xN} with mean 〈I(t)〉 = x¯ has a zero time delay amplitude given
by:
g(2)(0) =
1
N
∑
i x
2
i
x¯2
. (2.8)
This can be written directly in terms of the variance σ2 and the mean as
g(2)(0)− 1 = σ
2
x¯2
. (2.9)
We therefore may relate the variance of our entire signal time trace to the full amplitude
of the bunching in the autocorrelation, and likewise make this comparison between the
variance found from the model and the experimental bunching amplitudes.
Parameters required by the model The sensitivity to electric and Overhauser
field fluctuations is determined by the underlying Lorentzian absorption spectrum of a QD
transition. The radiative lifetime T1 gives directly the natural linewidth of the transition,
the linewidth is broadened under excitation, ΓFWHM = (2piT1)
−1√1 + s. Consequently,
the sensitivity to both electric and magnetic field noise drops as the QD transition is
saturated. To model the bunching amplitudes for a particular QD it is necessary to
measure both the radiative lifetime and saturation behaviour of every QD.
The excited state lifetime T1 is measured under pulsed resonant excitation, using an
electro-optic modulator with 10 GHz bandwidth driven by voltage pulses with sub-50 ps
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rise and fall times. QD resonance fluorescence detection times are recorded in bins of 162
ps width with respect to a trigger signal derived from the pulsed voltage source. Data
for QDs A, B and C are plotted in Fig. 2.9, together with single-exponential fit functions.
The error is the standard error in the mean for independent fits to decay curves under
repeated measurement.
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Figure 2.9: Radiative lifetimes of QD A, B and C, measured using weak, pulsed resonant
excitation.
A short lifetime translates to a broad natural linewidth Γ = (2piT1)
−1 and consequently
a smaller sensitivity to noise in general. For QD C we measure T1 = (735±5) ps, yielding
a greater overall sensitivity to noise than both QD A and QD B.
2.4.1 Application of the model to electric-field-related bunching ampli-
tudes
In Figure 2.10 the model is applied to the autocorrelation amplitudes. The total amplitude
is taken at a time delay where the dominant contributions due to nuclear field fluctuations
have decayed (τ ∼ 200 µs for QD A), and the noise due to the electric field occurs on all
longer timescales. The known values of radiative lifetime and saturation power were used
to inform the model, and a series of simulated amplitudes across the entire detuning range
for each power were compared to those measured, taking a least-squares approach. The
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free parameters are ∆FWHM representing the full-width-half-maximum of the Stark-shift-
induced detuning distribution function (equation 2.7) and the standard deviation of the
Overhauser field distribution (equation 2.4), σB.
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Figure 2.10: Fit of four-level electric field noise model to total electric field bunching
amplitudes. The parameters for each dot are represented in the figure and discussed in
the text.
In Fig. 2.10(a) this fluctuation amplitude for QD A (data as circles) is described us-
ing the time-averaged model (curve). The simulation is in agreement with the data for
an Overhauser field with standard deviation σB= (22±2) mT and an electric field noise
broadening ∆FWHM = (205±7) MHz. Taking into account the measured Stark shift for this
QD we arrive at an electric field fluctuation distribution with a FWHM of (3.2±0.1)103
V/m. For QD B we extract σB = (25±2) mT and ∆EFWHM = (3.5±0.2)103 V/m, which
corresponds to a transition frequency broadening of (168±11) MHz [Fig. 2.10(b)]. As a
final example, driving QD C at close to saturation (S = 0.86) we find that ∆FWHM =
(147±5) MHz, or equivalently ∆EFWHM of (2.3± 0.1)103 V/m. The Overhauser distribu-
tion is σB= (24± 2) mT. The electric field noise in all cases corresponds to sub-radiative
linewidth distributions (see Figure 2.9) and as such this sample is relatively ‘clean’ when
compared to the sample studied in Section 2.6.1, for example.
While this model does not include the fluctuation processes of nuclear spins explicitly,
it is possible to obtain a characteristic Overhauser field distribution through its impact on
the underlying level structure. It is notable that the distribution of values amongst QDs is
remarkably small. This is expected because the QDs have similar resonant frequencies (λ
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≈ 969nm), and therefore geometries, which fixes the number of nuclear spins interacting
with the electron wavefunction. The values of 22-25 mT are consistent with those expected
theoretically [126, 137, 162] and measured experimentally [163], where estimates range
from 10–50 mT. In particular the values are in close agreement with that recovered in
Ref. [164] from a measurement of electron spin dephasing.
The electric field distributions seen by QD A and QD B appear to be quite similar,
indicating that the difference in autocorrelation amplitude was due primarily to the dif-
ferent Stark shifts and the power dependence. In fact, QD B is experiencing a marginally
larger local electric field distribution but is simply less sensitive. However, the fit to the
model suggests that QD C genuinely experiences reduced electrical noise. This is to be
expected if the origin of the noise is external charge traps; the precise field distribution
then depends upon an individual quantum dot’s position [25, 152].
It is interesting that a Gaussian distribution, typically a good description for the
overall effect of a large number of contributing processes, is suitable here. Many studies
have localized a few charge traps, for example forming in the GaAs/AlGaAs capping
layer/blocking barrier interface [151]. However, where N traps can be unoccupied or
occupied, this gives 2N local electric field configurations, so it is not inconceivable that
relatively few charges are described by a Gaussian distribution. We must also not discount
the possibility that the gates and associated wires leading from the voltage source, and
the voltage source itself, could deliver a small amount of electrical noise, although we note
that a strong 20 ms timescale that would be expected with 50 Hz noise, for example, is
not found in the autocorrelations.
Taken in conjunction with the evidence from Section 2.3 which reveals a number of
similar timescales for each QD on this sample, we suggest distinct classes of charging
processes with signature timescales, i.e. that the noise correlation times are a global
sample property. However, the noise amplitude for a single QD is a local property and
while some samples may in general have fewer charge traps than others due to details of
growth, it must be determined on a QD by QD basis. This will be explored in more detail
in the next Chapter.
This model does not attempt to precisely locate individual charge traps, as previous
work has done. Rather, it distinguishes the effect of power broadening and local noisy
electric fields of different magnitudes, while confirming that the inherent Overhauser field
magnitudes are consistent, both between QDs and with extant literature.
It is important to note that this model was only applied when QDs were driven below
their saturation power; the presence of significant power broadening renders the model less
sensitive and more speculative. Instead in the next section we focus upon the power depen-
dent dynamics of the fastest timescales. The short timescale bunching in autocorrelations
of resonance fluorescence is a direct probe of the changing electron Zeeman energies, and
as such it reveals the dynamics of the Overhauser field which have direct consequences for
the electron spin coherence.
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2.5 Power dependence of nuclear-spin correlation times
QD B has the advantage of a relatively small Stark shift and also a longer radiative lifetime,
leading to greater overall sensitivity to noise but a reduced sensitivity to the electric field.
For this reason it is used to study the power dependence of the two magnetic field timescales
identified in Section 2.3.1. QD B is driven resonantly where the laser powers are varied
from a tenth to twice the saturation power, and the resulting autocorrelations are displayed
in Figure 2.11(a).
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Figure 2.11: Power dependence of nuclear spin correlation times. a) Near-resonantly
driven QD B autocorrelations under varied optical power, where the effect of power broad-
ening is apparent. The detuning is an estimate based on an absorption profile extracted
from count rates averaged over ¿ 100s, where all values are sufficiently close to the central
peak that detuning is not the dominant factor in autocorrelation variation. b) Fits reveal
that timescales associated with Overhauser field fluctuations slow down as the driving
power is reduced, data for QD C is also included and follows the same trend. The dot-
ted line represents a phenomenological model of Overhauser field fluctuations due to the
Knight field of the electron, which becomes motionally narrowed at higher power, and
reduced as the ground state electron population is depleted.
The autocorrelation amplitude decreases markedly as a consequence of power broaden-
ing, as expected. However, it is notable that the short time dynamics, previously confirmed
to be associated with magnetic field fluctuations (see Section 2.3.1), slow down with in-
creasing excitation power. Figure 2.11(b) summarizes the power dependence of the fast
timescales for QD B (filled circles). For reference we provide an additional set of data
for QD C (light filled squares). Taking QD B data in particular, the correlation times
increase from τN1 = (2.5±0.5) µs at s = 0.09 to τN1 = (11±1) µs at s = 1.8. Similarly, τN2
increases from (13±2) µs to (47±8) µs in the same range. In fact, the ratio of correlation
times is approximately constant in our measurements, giving τN2/τN1 ∼ 4.5 in this case.
QD C shows qualitatively the same behavior.
The correlation times measured here can be compared to the established model of
nuclear spin dynamics in QDs and their effect on spin dephasing as introduced in Ref. [126].
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This measurement technique is sensitive only to the dynamics of the Overhauser field itself,
evidenced through the resulting ground state Zeeman splitting of the electron. The power
dependence suggests that the nuclear spin dynamics are dependent upon the ground state
electron spin, as might be expected for singly charged dots [144]. The nuclear dipole-dipole
interactions, which act upon a timescale of Tdip ∼ 100 µs, could be associated with the
second timescale τN2. However, it is possible to exclude direct dipolar coupling of nuclear
spins; not only is it a local interaction that depends only weakly on the dynamics of an
electron spin, it is a relatively weak interaction and many studies suggest that strain and
the resultant effective quadrupole field are capable of suppressing it [144, 148, 165].
The nuclear spins’ precession in the Knight field, TK∆ '
√
NT∆, resulting in TK∆ ∼
1 µs for N = 105 is similar to τN1 at low power. We suggest the fastest timescale, τN1 is
due to the effect of the Knight field. Thus a tentative explanation of the τN1 behaviour is
possible: first it is noted that the Knight field is present where the QD is in the ground
state. The field is negligible in the excited state as the electrons form a spin singlet and the
heavy hole has a much weaker hyperfine interaction. Consequently, the rate of Overhauser
field change γN1 = 1/τN1 should decrease in line with the optical saturation and reduction
in ground state population ρg. Furthermore, the Knight field is affected by the electron
spin lifetime, where electron spin flip rates comparable to, or faster than, the nuclear
precession rate in the Knight field result in a motional averaging, which suppresses the
effect of the Knight field.
The electron spin-flip rate is a combination of spin-flip cotunnelling processes which
are negligible (1/γcot > 100 ms
−1) for this device at the centre of the X1− plateau [97],
and the spin-flip Raman transitions allowed at 0T by Overhauser field configurations that
produce an effective Voigt geometry. Spin pumping via this channel occurs on average
after three optical cycles in 0T [128]:
γsp =
s
2 (1 + s) T1
× 1
3
, (2.10)
which corresponds to tens of nanoseconds spin lifetime at low excitation power, and shorter
as power is increased. This dominates over cotunnelling effects, and is combined with the
Knight field in a phenomenological model for these Overhauser field dynamics:
γN1 ≈ γK
γK + γsp + γcot
· γkρg, (2.11)
where γK = 1/TK∆ is the rate of change of Overhauser field due to the Knight field in the
absence of motional averaging, and γN1 is reduced by the presence of electron spin flips
with rate γsp. The value TK∆ '
√
NT∆ ∼ 200ns provides reasonable agreement with the
data as plotted as a dashed line in Figure 2.11(b). TK∆ ∼ 200 ns suggests that N ∼ 5 x
104.
It is important to note that the expected Knight field of  10 mT is relatively weak
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compared to the effective field due of quadrupolar coupling BQ ∼ 100 mT, and that conse-
quently in an externally applied field it is quadrupolar effects that dominate the dynamics
of the Overhauser field [17] as a dominant perturbation to the precession around Bext.
However, in the absence of an externally applied field each nucleus can be considered to
have a quantization axis determined by a heirarchy of BQ and then the Knight field [24].
The timescale is power dependent and these results suggest that the electron spin polar-
ization remains relevant to the Overhauser field behaviour at low fields, even if high field
behaviour is independent of the Knight field.
Concerning the origin of τN2, it also increases with power, indicating again that the
process permitting nuclear spin bath fluctuations is likely dependent upon ground state
spin population, and that optical pumping and ground state depopulation results in a
quenching of the process responsible. A possible mechanism is indirect nuclear-nuclear
spin flips through a mediating electron [144, 166, 167].
2.6 Further discussion
2.6.1 Identification of noisy samples
In Figure 2.12 we investigate a completely different sample; here the wafer was designed to
have a 720 nm sacrificial AlGaAs layer etched out beneath the usual heterostructure, and
above a DBR layer, such that a new surface is exposed 155 nm below the quantum dot
layer. When etched to produce a gap with n = 1, this could potentially result in increased
out-coupling of photons into a collection mode. Several QDs were investigated and this is
a good example of RF autocorrelations in use as a rapid characterisation technique.
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Figure 2.12: Autocorrelations from an alternative sample, with an ‘airgap’ etched 155nm
beneath the QD layer. a) Autocorrelations from QD 1 indicate strong bunching due
to processes on timescales associated with electric field noise, and detuning dependence
confirms this interpretation. b) Similar data from QD 2 which presents strong bunching
due to ‘slow’ noise processes.
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Figure 2.12(a) displays autocorrelations from ‘QD 1’ driven below saturation power.
The total autocorrelation amplitude is markedly higher than for any dot from the sample
used in the rest of this chapter, and the dominant decays of 100 µs to 1 ms have been
previously identifed with electric field noise. The point corresponding to -408mV gate
voltage is approximately resonant. The fit to data at -408 mV is best achieved with four
timescales: τ1 ≈ 7 µs, τ2 ≈ 200 µs, τ3 ≈ 900 µs, and τ4 ≈ 4 ms. It is important to note that
of the total bunching amplitude of 0.74, 0.62 (or 84 %) is associated with timescales longer
than 100 µs. The bunching amplitude is significantly reduced on resonance, which agrees
with the interpretation of the dominant timescales as primarily due to electric fields.
Figure 2.12(b) presents data from another QD (‘QD 2’) from this underetched sample,
driven resonantly. The bunching is even more pronounced, and the multi-exponential fit
reveals the presence of two dominant decay components at 200 µs and 1300 µs, and a
weaker decay at ≈ 50 µs. As such, it broadly agrees with the data for QD 1; in general
this sample (from a survey of several dots) appears to have much larger bunching on
‘slow’ timescales associated with electric field noise, possibly due to an increased number
of trapped charges on the etched surface that has been exposed within 155 nm of the
QDs. While the top surface of the sample remains 140 nm from the QDs, this is created
in an MBE grown process and is less likely to be subject to the same level of defects as
the bottom surface, as the etching process was found to be somewhat inconsistent and
had a tendency to leave residual structures. Having insufficient sample pieces available,
it was not possible to directly compare the sample with and without the etching process,
however, the amplitude of short timescale autocorrelations here are far above anything
seen in any MBE-grown sample we have tested. It is reasonable that the etching process
is responsible for a severe reduction in quality of the quantum dot emission.
2.6.2 Comparison to quantum dot hole spin behaviour
It would be remiss in any discussion of the implications of this solid state environment
for the electron spin behaviour to completely neglect the impact on a trapped hole spin.
We previously mentioned that the predominantly p-type wave-functions of the holes are
insensitive to the contact hyperfine interaction by virtue of having zero amplitude at the
nucleus. Instead, they must interact with nuclear spins through a dipole-dipole hyperfine
interaction, where the magnetic dipole moment of a purely heavy-hole state is along the±z,
resulting in an Ising-like interaction. This means that holes of pure heavy-hole character
interact only with the z component of the fluctuating Overhauser field. Measurements of
the nuclear spin induced Zeeman splitting place the hole-nuclear interaction at 10 % of
the electron-nuclear spin bath coupling [130–132]. It is for this reason that the excited
state splitting of the X1− due to nuclear spins was neglected in our model by way of a
simplifying approximation.
It is expected that an in-plane magnetic field suppresses the weak anistropic coupling
to the Overhauser field, and the hole spin T∗2 should be extended beyond that seen for
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an electron spin. We note that a typical electron spin T∗2 measured for our samples is
1.9 ns [17]. Initial experiments placed the T∗2 of the hole at ≈ 100ns [168], although in
more recent work T∗2 was measured above 460 ns without recourse to nuclear spin bath
polarization [169].
Heavy hole character might be dominant but it is not complete, and the mixing with
light-hole states and the split off spin-orbit band results in an interaction that is no longer
perfectly anisotropic. Such problems could be solved by altering the geometry of quantum
dots to force more heavy-hole dominance. It is key however, that holes have an electric
field sensitivity in their g-factor due to their spin-orbit coupling [170], which results in
hole spin dephasing due to electric field noise in samples. In combination with the poorer
quality samples typical available for hole spins this was a strong limitation of the hole T∗2,
but high-quality device growth has enabled this to be overcome [169].
Coherent optical control of the hole spin has been demonstrated, and in particular a
spin-echo experiment has initially suggested that the T2 of a hole is ∼ 1 µs [171], although
it is important to note that in this experiment the measured T∗2 was only 2.3 ns indicating
perhaps that this sample was suffering extensively from charge noise. Coherence times
extended beyond the microsecond regime have yet to be demonstrated for hole spins.
However, there is great reason to be optimistic if indeed charge noise is the limitation;
the timescales of electric field noise indicated here could easily be filtered by appropriate
spin-echo or dynamical decoupling schemes.
2.6.3 Summary
In this chapter the timescales and relative amplitudes of noise processes evident in QD
resonance fluorescence have been explored through a relatively simple technique that not
only can be used for rapid characterization of new samples, but allows for more detailed
study. On the basis of these measurements we are able to identify samples which contain
the ‘cleanest’ QDs. The electric field noise characteristics are extrinsic and vary QD-by-
QD, but more pronounced differences are found between samples. The ‘Chef 2’ sample
that is the chief focus of this chapter has a relatively small contribution from electric
field noise (compared to other available samples) and thus is used in further work in
this dissertation. In the next chapter we introduce a rapid characterization method that
focuses upon quantifying the spectral diffusion resulting from slow noise.
In contrast, the Overhauser field is an intrinsic and unavoidable aspect of this type
of QD. A change in the Overhauser field affects the effective Zeeman splitting of the
electron and hence its coherence. In this Chapter the dynamics of the Overhauser field
in zero applied magnetic field are shown to be power-dependent and this is evidence
that the central electron spin has a direct impact. The perturbation of the Overhauser
field is reduced with increasing excitation power, and possible mechanisms are considered,
including the motionally-averaged Knight field of the electron as well as electron-mediated
indirect nuclear-nuclear interactions.
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However, recent work at non-zero applied magnetic field has demonstrated that the
dominant mechanism in Overhauser field evolution becomes the nuclear quadrupolar cou-
pling to inhomogeneous electric field gradients present in these strained QDs. This results
in a ‘hard limit’ to the extension of spin coherence through spin echo or dynamical decou-
pling of T2 ∼ 1 µs in these QDs [17], which could only be significantly overcome by the
use of unstrained QDs.
In conclusion, the processes governing Overhauser field evolution are complex and
dependent upon a number of conditions, where the quadrupolar coupling, electron spin
Knight field and nuclear dipole-dipole coupling act as successively smaller perturbations
to the evolution of a nuclear spin bath in an external magnetic field. In Section 2.5 we
attempted to identify the origin of magnetic field noise components; further work could
include systematic measurements away from the centre of the X1− plateau, where the
co-tunneling rate is increased. Here the electron spin flip rate γsp should become large
enough to destroy the effect of the Knight field, as such the power dependence of the
nuclear spin correlation times would be expected to vanish. Additionally, by examining
whether the power-dependent processes are dominated by the combination of an externally
applied magnetic field Bext and the quadrupolar coupling it would be possible to confirm
the relative importance of the Knight field.
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After a long, hard microsecond Felix the electron relaxes in a nuclear spin bath
Chapter3
Photon counting statistics: a technique for
rapid QD characterization
In the previous chapter the timescales of the noise seen in resonance fluorescence were
surveyed, and relative contributions of local electric fields and the nuclear Overhauser
field could be assigned. In particular, whilst the Overhauser field is reasonably consis-
tent between QDs, there is variation even upon the same sample in terms of electric
field noise. Consequently, quantifiying the noise using a rapid characterization method
is highly desirable. In this chapter we present such a method based upon single-photon
counting statistics, and their deviation from the expected Poisson distribution. This work
is published in Reference [27].
First, we lay theoretical foundations and discuss how environment noise impacts upon
photon counting statistics. It is demonstrated that the model developed fits well to exam-
ple QD data. We use this method to quantify the spectral diffusion for QD C, which was
studied in the previous chapter, enabling a direct comparison of the two approaches and
delineating some of the limitations of this model. Following this a survey of further QDs
under changing excitation power and position on the sample is undertaken.
3.1 Diffused Poisson distribution model
Photons scattered by a single emitter display sub-Poissonian intensity statistics, resulting
in the well-known antibunching dip in the intensity autocorrelation [106] on the timescale
of the radiative lifetime T1. On timescales much greater than T1 photons from an ideal
two-level system simply follow Poisson statistics characterised by a mean rate of photon
emission and a variance equal to the mean, which corresponds to the long-timescale au-
tocorrelation g(2)(τ) = 1 typical of coherent light [116]. The probability distribution of
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Poisson statistics is simply given by:
P (kbin) =
mkbine−m
kbin!
, (3.1)
for a mean number of m photons per measurement time bin. In other words, this is the
probability distribution of kbin detections per bin, and in general is a peaked function,
where the maximum point shifts to increased kbin as m increases.
For a simple two-level system the mean value m is linked to the excited state population
and as such depends upon the detuning of the driving field from the transition, as well
as the power with which the transition is being driven. Overall, when considering QD
fluorescence we may describe the mean counts per bin m as determined by the collection
and detection efficiency ηdetection, the duration of a detection bin tbin and the excited state
population:
m(s,∆) = ηdetection × tbin × 1
2T1
s
1 + s+ 2(2pi∆)2T1T2
, (3.2)
where the final factor is the rate of QD photon emission, as determined by the excited state
population and the radiative lifetime T1 (see Introduction, Section 1.3.2). ∆ is the detun-
ing from resonance and T2 is the coherence time of the two-level system. The saturation
parameter s is linked to the Rabi frequency Ω by s = Ω2T1T2, and experimentally s = 1
when the scattered intensity is equal to half the maximum value. As a shorthand notation
we define the amplitude a(s) to denote the mean counts on resonance a(s) = m(s,∆ = 0).
Thus,
a(s) = ηdetection × tbin × 1
2T1
s
1 + s
, (3.3)
provides a simple link to experimental data. As a result the mean counts to be used in
equation 3.1 are detuning and excitation-power dependent.
This concept is illustrated in Figure 3.1. In panel (a) the absorption lineshape of an
ideal QD is shown for three distinct values of the detuning relative to the laser frequency.
When a laser of fixed power drives the QD transition, the mean fluorescence intensity de-
creases with laser detuning, |∆|. Each situation results in a different Poisson distribution.
The photon counting intensity histograms arising from these three situations are displayed
in the right hand side of the panel using the same colour code.
For a semiconductor QD, the presence of electric field noise in the environment results
in a time-dependent detuning between the resonant excitation laser and the QD’s instan-
taneous resonance frequency thereby modifying the photon emission rate. To model the
spectral diffusion, we take a weighted sum of the probability distributions over a range of
permitted detunings, and the photon counting histograms P(kbin) from equation 3.1 can
be modified to:
P (kbin) =
∑
∆
W (∆)
m(s,∆)kbine−m(s,∆)
kbin!
. (3.4)
W(∆) is the weighting function given to the contribution at each detuning. W(∆) describes
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the probability of a particular environmentally-induced resonance shift in an instantaneous
measurement, or equivalently a shift in detuning. Chapter 2 modelled the time-dependent
resonant frequencies with a Gaussian distribution to good effect, and we therefore return
to that assumption here. For sufficiently long measurement times the distribution is
fully sampled and we may express the weighting function as the continuous probability
distribution:
W (∆) = exp
[
−1
2
(
∆− δaverage
∆diffusion
)2
8ln2
]
. (3.5)
The Gaussian distribution is centred on δaverage to describe the effect of spectral diffu-
sion when setting the laser at a finite average detuning from the QD resonance. The mag-
nitude of the spectral diffusion is described by the full-width-at-half-maximum ∆diffusion of
the Gaussian distribution, this is directly comparable to the description used in the discus-
sion surrounding autocorrelation bunching amplitudes, except in that case the detuning
is taken as a fixed parameter that is measured relative to a time-averaged absorption line-
shape. Here, the detuning is a parameter in the model, although it is informed by the
known gate voltage and Stark shift of the QD.
To illustrate the effect of spectral wandering typically observed in our samples, we show
in Figure 3.1(b) a theoretical plot derived from the equations above. We have chosen the
physically representative parameters T1 = 0.65 ns, ∆diffusion = 250 MHz and amplitude
a = 100 counts per bin (which corresponds to a mean count rate on resonance of 1 MHz
being binned to tbin = 100 µs). The driving power is assumed to be equivalent to the
saturation power such that s = 1. In the case of δaverage = 0, the peak of the distribution
displayed in the left hand side of Figure 3.1(b) is lower than the value of 100 expected
for a pure Poisson distribution. To the right, three histograms are reproduced in the
conventional form for specific detunings: 220 MHz (dark blue), 120 MHz (green-blue), 40
MHz (yellow). Histograms can be double-peaked (e.g. around 120 MHz detuning here) and
may generally appear to be bi-modal, but we note this is a natural consequence of taking
a sum of Poisson distributions sampling over a non-linear function such as a Lorentzian.
Small count rates where the laser is positioned at high detuning values naturally give rise
to histograms with high amplitude and small variance collecting around low kbin, while
high count rates are associated with broad distributions. At the intermediate detuning
value the laser is driving the transition at approximately half a linewidth detuning from
resonance, where the variation in mean count rate is greatest with respect to small shifts
in the resonant frequency. Therefore, the contributions to the mean histogram from the
high and low detuning cases are more equally distributed at this point.
The model predicts a unique histogram for each combination of parameters (∆diffusion,
δaverage, a) and next we establish how the model relates to experimental data. The model
must be informed by the radiative lifetime of each dot, T1, which is measured under pulsed
excitation, and the saturation parameter s is obtained by a power dependent measurement
of the resonance fluorescence count rate. Records of time-resolved RF containing of order
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107 detection events are used to obtain low-noise histograms, which corresponds to about
10–100s data acquisition time. The time traces are binned to 0.1 –1ms, where the limit in
timing resolution is given by the count rate; it is not possible to bin on arbitrarily short
times as the histograms tend in the limit of infinite sampling rate to bars centred around
kbin = 0, not suitable for a good fitting to the model. The minimum bin time determines
the bandwidth, or the fastest fluctuations that are accounted for in the model. Increasing
the acquisition time improves the signal to noise ratio of the histogram in general but does
not permit ever reducing bin times. Additionally, increased acquisition time allows us to
capture slower fluctuations.
With the theoretical framework laid out it is important to analyse how well it can be
applied in practice.
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Figure 3.1: Influence of spectral diffusion on resonant photon counting statistics. (a)
The QD optical transition frequency shifts as a consequence of local electric field noise
such that a laser of fixed frequency drives the transition with a time-dependent detuning.
Here we show the absorption lineshape at three points in time. Right panel: intensity
histograms corresponding to the three detunings depicted on the left (same colour code).
The cumulative histogram (yellow shaded) strongly deviates from the ideal Poissonian
distribution. (b) Calculation of full counting statistics histograms for a Gaussian diffusion
distribution with a full-width-half-maximum equal to the natural linewidth of 250 MHz.
The excitation detuning denotes the average detuning of the laser from the QD resonance.
The saturation parameter is s=1, the average count rate on resonance would correspond
to 100 counts per bin in the absence of environmental effects. Right panel: Linecuts from
the calculation for three detunings, 220 MHz (dark blue), 120 MHz (green-blue), 40 MHz
(yellow).
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3.2 Application of the model to quantum-dot histograms
Figure 3.2 displays a histogram of resonance fluorescence from the X1− species of QD
G, where the data is represented by filled circles. QD G is on ‘Sample 2’; ‘Sample 1’
dots were presented in the previous chapter as QD A, B and C, and both samples are
taken from the same wafer (‘Chef 2’), thus they were grown under the same conditions
with identical sample structure. The QD was driven at s = 1.7 for an acquisition time
of nearly 50s, where the data was then placed in 100 µs bins. The mean counts from
the 100 µs binned data are 34 counts/bin, with σ = 15.9, which is clearly much larger
than the expected value for Possion statistics alone, σ =
√
µ = 5.8, suggesting that indeed
significant spectral diffusion is present. The data is then arranged in as a histogram, which
is here termed c(kbin), according to counts per bin, kbin. The total number of 100 µs bins
in the measurement time is N = 500921, and this is used to normalise the histogram so that
the total area is unity, or P(kbin) = c(kbin)/N, in other words the probability distribution
for kbin counts in 100 µs bins. The error in the value of c itself is assumed to follow a
Poisson distribution, such that the error bars of the normalized histogram values are found
as σ =
√
c/N .
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Figure 3.2: Fitting quantum dot resonance fluorescence histograms using full counting
statistics. Photon counting histogram of resonance fluorescence intensity for the charged
exciton transition (X11−) of QD G at finite detuning, s = 1.7, acquisition time of 50 s
and bin size of 100 µs. Data is shown as filled circles, a least-squares fit according the
model as blue-green line. The yellow line maps out the expected histogram at the same
detuning, but in the absence of spectral diffusion. Fit parameters: amplitude a = 55.3,
detuning δaverage = 148 MHz, Gaussian diffusion width ∆diffusion = 364 MHz. Inset: same
data and fit on linear scale. Bottom: residual of fit.
The inset to Figure 3.2 shows the histogram on a linear scale, and the double peak
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due to spectral diffusion is clear. A least-squares fit to the model of full counting statistics
in the presence of spectral diffusion is displayed as a blue curve, with fit parameters a
= 55.3, average detuning δaverage = 148 MHz and diffusion width ∆diffusion = 364 MHz.
The parameter a gives us a measure of the expected counts from this quantum dot in the
absence of electrical noise; this quantum dot would be expected to emit at 0.55 MHz on
resonance at this power, were spectral diffusion removed. In other words, a is a measure
of the photon rate scattered from the quantum dot under resonant excitation by a narrow-
linewidth laser in the ideal case of no averaging over instances of off-resonant excitation
due to spectral diffusion. Below the plot is a summary of the residuals for this model and
data, in terms of the error at each data point.
The square of the deviations between the data and model at each point is calculated,
and summed over the entire histogram. A three-dimensional grid of this data is represented
in Figure 3.3, where all three parameters are allowed to vary broadly and the minimum
deviation is represented as blue. In this 3D space a single minimum exists; a plane cutting
through at the minimum as detuning is varied, for example, is projected on to the left-hand
wall and illustrates the 2D amplitude-diffusion variation, with the resulting minimum as
a well-localised point in this plane. This single minimum confirms that the experimental
data can be associated with a unique set of parameters, where we give an example of a
single detuning point but note that the model works well for a range of detunings and
powers. Additionally, we note that the detuning parameter discovered is close to what is
expected given the known gate voltage and Stark shift of the transition.
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Figure 3.3: Fitting quantum dot resonance fluorescence histograms using full counting
statistics - errors. Calculation of least-squares error using the data from Figure 3.2 in
the parameter space of amplitude, detuning and diffusion. The sidewalls show projections
of plane cuts through the global error minimum. The actual location of the planes in
the parameter space is indicated by the shaded squares. The model error has a single
well-defined minimum.
In our analysis we aim primarily to keep the model as simple as possible. However,
the attentive reader will have noticed that we have omitted a broadening mechanism with
comparable amplitude, namely the nuclear Overhauser field. In the next section we explore
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the limitations of this model through comparison to the more detailed description from
Chapter 2.
3.2.1 Limitations of photon-counting analysis
In Chapter 2 QD C was studied; here in Figure 3.4 we present three typical histograms
for this QD. The X1− species was excited close to saturation, s = 0.85, where the size of
the bins is 200 µs. The natural linewidth of this quantum dot is 216 MHz. Each of the
histograms represents a different detuning, with detuning decreasing from Figure 3.4(a)
down to Figure 3.4(c). In addition to the data and model fit, distributions for the same
detuning and excitation power, but in the absence of spectral diffusion, ∆diffusion = 0 are
presented. As expected, the deviation from the Poisson distribution is largest at δ = -89
MHz, or close to half a linewidth detuning from resonance, as this is the point at which
spectral shifts result in the largest change in intensity; it is the point of highest sensitivity.
In general, the model (solid lines in Figure 3.4) is a good description of the data, although
we note that the spectral diffusion as given by ∆diff is different in order to achieve a good
fit for each example in the figure.
To investigate this further, we extract the diffusion width ∆diffusion for each detuning
probed [Figure 3.5]. Values less than 100 MHz are typical for the QD C X1− resonance at
this driving power. The detuning dependence in Figure 3.5 indicates that diffusion width
obtained from this model is reduced on resonance, which is in contrast to the physically
reasonable expectation that ∆diffusion is independent of detuning. We have seen that for
an X1− the underlying absorption lineshape is modified by a sub-linewidth splitting due
to the Overhauser field. As a consequence of this magnetic broadening, the underlying
absorption lineshape is effectively a broader Lorentzian, leading to a reduced senstivity
when ∆ = 0, compared to T1 and power-broadened form of the lineshape considered in
equation 3.2. However, the model here does not account for this reduction in sensitivity,
and instead it effectively calculates that there is simply less electric field noise at this point.
The grey background in the figure indicates a calculation of the absorption lineshape
expected with a typical ∆diffusion ≈ 80 MHz, which results in a FWHM of 320 MHz,
broadened from the expected value of 290 MHz for a two-level system driven at this
excitation power.
Regarding the treatment of data from this quantum dot in Chapter 2, the effective
diffusion width extracted from the model of autocorrelation amplitudes was 147 MHz,
which is significantly larger than the values uncovered by fitting to the model here, and
confirms that there is a systematic underestimate. This underestimate is well understood
and as the Overhauser field is consistent between quantum dots it remains reasonable to
draw comparisons between quantum dots based upon the spectral diffusion extracted by
this model.
With the knowledge of a systematic under-estimate for the X1− species, we turn to
X0. Figure 3.6(a) presents typical histograms for one transition of the X0 species of QD
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aFigure 3.4: Signatures of electric field fluctuations in photon counting histograms of QD
C X1− with varied detuning. Data are presented as filled circles, fits as solid lines and
Poisson distributions corresponding to the same power (s = 0.85) and mean count rates
are represented as filled grey curves. The time bin size is tbin = 200 µs and detuning, δ,
decreases from (a) down to (c). The spectral diffusion widths are also given in each figure
as ∆.
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Figure 3.5: Summary of spectral diffusion width for QD C X1−. The data is a summary
of all detunings measured, including the histograms displayed in Figure 3.4. The grey
background is the absorption that would result from the power-broadened Lorentzian
being additionally broadened by the spectral diffusion on resonance, resulting in a typical
FWHM of 320 MHz.
C where the bin time was 500 µs at s = 0.8. Figure 3.6(b) summarises the extracted
diffusion widths for both tbin = 500 µs and 200 µs. In general there does not appear
to be any systematic diffusion width dependence in this case. There is no mechanism
for a sub-linewidth splitting which would result in the detuning dependence seen in the
case of the X1−, as we are addressing only one of the neutral excitons. Neutral excitons
in an asymmetric quantum dot such as this are expected to couple quadratically, with a
minimum at zero field, to magnetic fields such as the Overhauser field [88]. Therefore,
we expect that an underlying Overhauser field produces a small amount of broadening on
the absorption lineshape. As a result, the extracted spectral diffusion for X0 might be
expected to be physically representative of the sample noise at this particular applied gate
voltage.
It is also important to note the systematic errors that may occur due to the time
resolution fixed by the bin size. For example, in this case the autocorrelation modelling
accounted for electric field noise that could act on timescales as short as 50 µs whilst the
photon counting statistics account for data in 200 µs time bins where any faster noise
is averaged out. In reality, an absorption is further broadened by these faster processes,
contributing further to an underestimate of ∆diffusion if they are thus excluded from the
photon counting statistics.
To examine this further, Figure 3.6(b) records the extracted diffusion widths from the
same data, where the length of the time bin was varied from 500 µs to 200 µs. In this
case, there is little difference between the two repeats of fitting, suggesting that a timescale
lying between 200 µs and 500 µs is not a dominant source of spectral diffusion and tbin
is not a limitation of the fit. Therefore this particular limitation is not relevant to this
quantum dot.
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Figure 3.6: Summary of spectral diffusion width for QD C X0. (a) A set of exemplary
histograms for the transition at s = 0.8, where tbin = 500 µs. (b) Summary of spectral
diffusion widths with respect to detuning for the X0 species; both tbin = 500 µs and 200
µs are displayed.
Confirmation of this is provided by turning to the autocorrelation amplitudes: Fig-
ure 3.7 summarises the three shortest timescale classes and their dependence on detuning
for this QD. Referring to the technique introduced in Chapter 2, only the timescale of
∼ 10 µs is associated with Overhauser field fluctuations. However, a significant electric
field timescale does not appear below 500 µs, which is in agreement with the invariance
of diffusion width with respect to tbin seen in Figure 3.6(b). We note that very similar
electric field timescales are found for the X0 bunching.
In conclusion, the model presented here may be applied to quantum dots with the
recognition that there is a systematic but well understood underestimate of the spectral
diffusion in the case of X1−, and to a lesser extent for X0. The primary origin of this
underestimate is the nuclear Overhauser field which notably is very similar between quan-
tum dots, as discussed in the previous chapter. In light of this, the technique provides a
useful comparison mechanism which is key to selection of suitable quantum dots because
the underestimate may reasonably be expected to be consistent, even if it cannot provide
a perfect absolute value of the extent of spectral diffusion in each case. For the quantum
dot ‘QD C’ all electric field timescales were captured, but it is necessary to take care that
this is the case if this technique is to be applied to other systems.
Having discussed the technique in more detail, including the impact of chosen time
bins, and the potential impact of underlying Overhauser field fluctuations, we now turn
to a comparison of the behaviour of a number of quantum dots.
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Figure 3.7: Identification of noise timescales for QD C. A summary of the main classes
of bunching timescale with their detuning-dependent amplitudes, indicating that electric
field noise only occurs on timescales slower than ≈ 500 µs near this QD.
3.3 Survey of photon counting statistics
3.3.1 Power dependence of spectral diffusion
In Figure 3.8 we detail QD Q, found on the same sample as QD C. Example autocorrela-
tions at close to resonant driving for the lowest power, s = 0.2, are given in Figure 3.8(a).
The data clearly demonstrate the dominant timescales of intensity noise in the 1 –10 ms
range. These autocorrelation amplitudes were found to have a strong detuning dependence
that lead to identification as electric field noise. Consequently, a tbin of 100 µs is adequate
to capture electric field fluctuations in their entirety. Photon counting histograms for
the X1− species were analysed at a range of driving powers and the diffusion widths are
presented in Figure 3.8(b). The diffusion width ∆diffusion suggests systematic detuning
dependence as expected for the X1− species, however the large variation in values due
to the limited resolution of the fitting technique means this is inconclusive. Rather, we
focus on power dependence of the mean (Figure 3.8(c)) and note that there is a very small
change in measured ∆diffusion as driving power is increased.
The apparent change in ∆diffusion over nearly a factor of 20 in power is only 15 MHz, and
as such is barely significant above the error in the mean value for each point. Exploration
of power dependence of spectral diffusion in the literature focuses upon the effect of non-
resonant excitation; an increased power has been shown to change the local environment
to create different timescales and amplitudes of electric field noise. The resulting spectral
diffusion creates broadening beyond the linewidth found under resonant excitation [25,
172]. Additionally, it has been found that a reduction in energy of non-resonant excitation
results in a reduction of spectral diffusion [173], which also suggests that the excitation
of carriers in the local QD environment is associated with electric field noise. However,
in the case of resonant excitation we probe the environment more weakly, and it is not
continually populated by photoexcited carriers. The processes allowing carrier escape from
traps are therefore likely to be thermally activated, rather than resonantly addressed by
a narrow linewidth laser. Whether there is a change in the electronic environment with
resonant driving power and why this would occur is not clear and would require a more
in-depth study.
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Figure 3.8: Electric field noise in QD Q. (a) Autocorrelation data for QD Q at s = 0.2,
for a range of detunings. Bunching decays are around ∼ 1 ms, indicating that very slow
noise processes with strong electric field detuning dependence are dominant. (b) Results
of fitting to histograms with tbin = 100 µs for a range of powers, where the mean spectral
diffusion widths are indicated by lines, and each line is labelled with the power. (c) The
mean spectral diffusion width ∆diffusion as a function of power.
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3.3.2 Comparison of QDs
In Figure 3.9 we summarize some of the parameters extracted by this method for three
QDs: QD C, QD G and QD Q. It is clear that systematic variations due to power and
detuning are small compared to the variation between QDs. In particular we note that
the X0 and X1− species of QD C are very similar in apparent diffusion width extracted,
as expected when the external electric field noise dominates rather than the Overhauser
field. The sample of QD G was being operated in the regime where a small current was
flowing across the diode (due to a slightly damaged area of the sample), which could lead
to anomalous local electric field behaviour and hence the significantly enhanced spectral
diffusion with a mean ∆diffusion = 355 MHz. QDs C and Q are found on the same sample,
and have similar behaviour although it is clear that in general Q is a ‘noisier’ dot. This
has informed us as to the quality of QDs we can expect, and how we can compare them.
QDs C and Q are some of our best quality QDs, being found on the lowest-noise sample
we have yet available, where it appears that ∆diffusion ≈ 100 –150 MHz is a typical value
and lies well below the radiative linewidth of the QDs. QD G is an example of a QD on
the same sample where the local environment happens to be poor.
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Figure 3.9: Comparison of spectral diffusion widths for three QDs. Spectral diffusion
widths extracted from the histogram model are displayed as a function of detuning, with
both species of QD C present. The mean values in MHz are given by the numbered lines.
3.3.3 Spectral switching
The discussion of spectral diffusion has focused so far on continuous spectral shifts which
can be described by a single (Gaussian) probability distribution. Discontinuous spectral
jumps due to a single local charging event have been observed [151, 152, 174]. ‘Blinking’
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due to the trapping of population in dark states is also known [149, 175, 176], often for
samples with a large number of defects or high QD density, and commonly in ungated
devices. Blinking denotes the temporary inability of an emitter to scatter photons and
is a major issue for colloidal QDs [177]. In contrast, a spectral jump shifts the emitter’s
resonance with respect to a resonant laser, resulting in a modified scattering rate. Such
events can be seen in resonance fluorescence counting statistics. Figure 3.10 presents
histogram data for the X1− transition of QD P (yellow curve). Applying the model with
a single Gaussian probability distribution for the detuning (c.f. equation 3.5) yields good
agreement to part of the data. This fit is shown as a blue shaded area in the main figure.
In the panel below, the residual to the data (blue circles) highlights a second mode of
the detuning probability distribution is needed to obtain a fit for the full data set. The
histogram due to the second mode is shown as a yellow line with shading in the residuals
plot. On the right-hand side of Fig. 3.10 the physical process is explained in a sketch. The
local electric field switches discontinuously between two values and consequently the QD
resonance frequency jumps between two values. The exciting laser is blue-detuned with
respect to the two resonance frequencies here. The mode closer to the laser is populated
with high probability (96—97%). A spectral jump into the second mode reduces the
fluorescence intensity; it shows up on the histogram as a distribution with lower typical
kbin. By tuning the excitation laser to lower frequencies we observe the dominant mode
moving through a maximum in intensity before weakening. At these lower frequencies a
spectral jump brings the QD closer to resonance with the excitation, such that we observe
the less-likely second mode at higher counts in the histogram, or in other words the small
hump in the residuals shifts to the higher kbin.
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Figure 3.10: Identifying spectral jumps through the photon statistics. LHS: Intensity
histogram for the X1− transition of QD P (s = 0.8, δaverage = 70MHz, ∆diffusion = 70MHz).
Applying full counting statistics reveals a bimodal detuning probability distribution. The
data is shown as yellow stepped curve with yellow shading; the blue curve with blue
shading shows a fit to the dominant of the distribution modes. Bottom, the residual (data
as blue circles) reveals the second weaker mode. RHS: Sketch of the physical process.
The QD resonance switches discontinuously between two frequencies. Relative frequency
denotes the detuning between laser and the QD resonance in the dominant distribution
mode. The fit from the left-hand side puts the probability to be in the brighter (darker)
mode to 0.965 (0.035).
3.4 Conclusion
We have demonstrated that it is possible to use the photon counting statistics of QD
resonance fluorescence, in combination with a simple model of spectral diffusion based
upon a Gaussian distribution of possible local electric field values, to characterize a QD
sample. We note that previous work has used a Lorentzian probability distribution for
spectral diffusion [168], but this does not give good results in our case. The long tails
of the Lorentzian give rise to contributions from Poisson distributions with small means,
significantly overestimating the histogram amplitudes at small kbin.
Whilst this model does not accurately capture all the aspects of the QD environ-
ment, in particular the Overhauser field fluctuations, it is possible to distinguish the local
environments of different QDs on the same sample. Incorporating the Overhauser field
fluctuations would give more accurate physical parameters in situations where the nuclear
spin physics plays an important role. However, the simple Gaussian diffusion model can
reproduce intensity fluctuations correctly, primarily due to the dominance of electric field
noise for the timing resolution of the present measurements. The nuclear spin baths in
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QDs of similar wavelengths would be expected to be quite similar as they are intrinsic
to this type of QDs. Local charge traps, on the other hand, are likely subject to more
variation and a method of comparing QDs becomes useful. Whilst some of the differences
may arise due to the difference in Stark shift coefficient between QDs rather than actual
difference in the local electric field fluctuations, in practical circumstances we are most
interested in the actual magnitude of spectral shift of a QD resonance however it occurs.
As to the origin of these electric field fluctuations, the electric field noise occurs de-
spite the absence of non-resonant excitation, suggesting we are not dealing with photoex-
cited carriers being captured, or photoactivated escape of charges from traps. A possible
mechanism is a group of charge traps that forms directly above each QD in the interface
between the capping layer and blocking barrier, due to propagation of the strain field from
the QD [151]. This would mean that every QD would have such a collection of charge
traps and be subject to unavoidable electric field noise, although the precise quantity can
vary QD-by-QD. There is also the possibility that growth can be contaminated by carbon
dopants [178], which may be the origin of some samples being notably worse than those
presented here.
Whilst the electric field fluctuations appear in general unavoidable and we must seek
a QD with the smallest contribution from these processes, it is possible to actively sta-
bilize the resonant frequency of a QD by lock-in detection of the filtered-out phonon
sideband [117] and active feedback on the applied gate voltage which, for example, re-
sulted in a reduction of the spectral diffusion width from ≈ 150 MHz to 20 MHz. In this
dissertation the technique will not be used due to practical considerations, but in principle
it is a powerful technique to minimise the effect of spectral diffusion.
The measurement technique gives reliable results for moderate sample sizes (107 de-
tection events, ∼ 10 s acquisition time) with easily accessible timing resolution (100 µs
is possible with our data acquisition cards). In contrast to direct spectral measurements
of spectral diffusion [172] the frequency selectivity of resonance fluorescence allows us to
quantify spectral diffusion below the radiative linewidth, with a resolution of ≈ 20 MHz
or 0.1 µeV. The simplicity of the model makes it widely applicable; in this case it has
enabled us to identify our best samples with which we proceed for the remainder of this
dissertation.
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Chapter4
An entangled state of two electron spins
Having considered in the introduction to this dissertation the why of producing entangled
states of matter, and also why we would wish to attempt this in a solid-state environment
with carriers trapped in quantum dots, we now turn to the how. Prior to this point we
have considered the impact of the solid-state environment on the behaviour of the quantum
dot as evidenced in the scattered photon statistics. The solid-state environment exerts a
large influence on both the photon spectral purity and the spin coherence. It has been
anticipated that high performance with regards to both of these properties is necessary
if quantum dots are to be utilised in quantum optical networks, along with the usual
requirement of being able to perform unitary operations and high-fidelity read-out on our
qubits [1]. While there are soli-state effects that appear unfavourable in comparison to
more isolated systems such as trapped atoms, we wish to investigate whether entangled
states can be generated between two quantum dots and how the limitations dictated by the
environment become apparent. Indeed, having quantified the impact of the environment,
we may tailor our protocols to circumvent its effects.
In this Chapter, we demonstrate that electron spins in quantum dots can be entan-
gled in spite of a reduction in apparent emitter ‘quality’ as compared to atomic, ionic,
superconducting or diamond-defect systems. We begin by surveying photon-mediated en-
tanglement schemes, and then discuss the scheme to be implemented in this work including
the requirements it will place upon our system. Following this we assess the suitability
of the chosen quantum dots. We then describe the experimental set up used to generate
entanglement, control and measure electron spins, and also quantify the quality of our
control sequence. Finally, we extract three-photon correlations that unambiguously con-
firm creation of an entangled state, and quantify the fidelity of the state in comparison to
the ideal case.
The demonstration of spin-spin entanglement was a complex experiment jointly per-
formed by several key team members, including postdoctoral researchers Claire Le Gall
and Clemens Matthiesen. In the preparation for the experiment, three PhD students each
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focused upon a different aspect: Robert Stockill on optical spin rotation and generation
of pulse sequences, Lukas Huthmacher on data acquisition and data analysis, and I fo-
cused upon arranging the optics necessary for this experiment, inclusive of a stabilised
interferometer with phase control and the photon filtering set-up.
4.1 Photon-mediated entanglement schemes
In Section 1.1.2 the advantages of quantum optical networks were introduced, where pho-
tonic links are used to distribute quantum information between matter qubits sitting at
the nodes. One approach to producing an entangled state distributed across the nodes
is to directly send photons from one node to another, where the matter qubits within
the nodes are placed within optical cavities in order that they interact strongly with a
photonic mode [78–81]. However, this can be challenging to implement, for example the
electrodes of ion traps can be difficult to incorporate into the geometry required by such
a cavity. There has been recent development of micro-pillar cavities with photonic modes
which can be coupled to quantum-dot transitions [179, 180] where in addition it is now
possible to tune the transitions electrically [181].
However, we are not yet in a position of combining strong coupling to photonic modes
of a cavity with the control [15], initialization [14], and readout [13] of our spin qubits in
the way that is available for self-assembled QDs embedded in the more simple structures
introduced in Section 1.2.2. The quality of these structures is such that, in concert with
Stark-shift tuning of the resonances, otherwise non-resonant systems can be carefully
matched to then generate highly indistinguishable photons [182]. We therefore turn to
probabilistic entanglement schemes where detection of one or more photons projects the
system into an entangled state. Such schemes are robust against losses in the photonic
channels that result in decaying fidelity of communication for the direct node-to-node
schemes [82, 183].
There are two main types of probabilistic entanglement scheme [184], where both
involve as a first step the generation of entanglement between the state of the matter
qubit and an emitted photon.
In a Type I scheme a system initially with all population in a single ground state is
weakly excited, where there is a finite probability p of an inelastic scattering process and
a transition to another ground state concomitant with emission of a spectrally distinct
photon. Therefore, the state of the matter qubit is entangled with the occupancy of this
photonic mode. Simultaneous treatment of two systems in this manner, and subsequent
interference of the photonic mode on a 50:50 beam-splitter, erases the which-path infor-
mation regarding the origin of the photon. Detection of a single photon is then sufficient
to project the system into an entangled state of the two matter qubits, where there is an
inherent infidelity given by p due to our inability to distinguish such cases where both
systems emit a photon but only one can be detected, for which we would require perfect
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collection and detection efficiency and number-resolving detectors. As a result, p is chosen
to be deliberately low, thus limiting the entanglement generation rate. This scheme was
proposed by Cabrillo et al. [185], and is similarly proposed for use in the DLCZ protocol
which addresses how to entangle separate atomic ensembles and cascade the entangle-
ment out to further systems [82]. It is important to note that in this scheme the state
is inherently sensitive to optical phase, and therefore the positions of the matter qubits
with respect to each other and the beam-splitter must be well maintained. This scheme
has been successfully implemented in trapped ion systems [186] and with quantum-dot
heavy-hole spins [83].
A Type II scheme takes a similar form. However, the initial state of the matter qubit
is deterministically transferred to a superposition of two states which is entangled with a
property of the emitted photon such as polarization. The protocol was first described in
Ref. [187]. Following the generation of matter-photon entanglement between two systems,
the photons are interfered on a beam-splitter and loss of which-path information creates
a photonic Bell state correlated with a matter-qubit Bell state. Various implementations
then measure this photonic Bell state in order to project the matter qubits into an entan-
gled state, but rely in general upon two-photon detection events to project the systems
into a spin singlet. Such a scheme has been used to successfully generate entanglement
between ions and atoms in separate traps [77, 188, 189], and also most recently between
superconducting qubits [190].
In this way, the low probability of emitting a state-projecting photon in each attempt
is removed, and additionally the protocol does not require carefully maintained positioning
of the components. However, it does require that two photons are detected to successfully
project an entangled state, which is disadvantageous when the collection and detection
efficiency are low.
If we take pc to be our photon collection probability, and ηd to be detection efficiency,
the Type I entanglement probability per attempt is ppcηd if we assume that any polariza-
tion of the scattered mode can be collected. For Type II this becomes p2p2cη
2
d/2, where p =
1, due to the required two photon detection and the probability of the photons emerging
from the beam-splitter on to different detectors. Consequently, Type I is more likely to
produce an entangled state if p > pcηd/2, where an initial conservative estimate of pcηd for
our system based upon using superconducting nanowire single photon detectors (SNSPDs)
with detection efficiencies of ηd ≈ 80 % and a collection efficiency of 2 %, is 0.84 %.
As an alternative, a ‘double-heralding’ scheme relies upon the detection of a single
photon in the first instance, but then this is followed by a pi-rotation of the qubit at each
node and a second excitation, where detection of a second photon heralds an entangled
state with high fidelity [191]. The contribution to the state associated with two photon
scattering events in the first round, and the optical path-length sensitivity of the state,
are both removed. Such a protocol enabled high fidelity entanglement to be produced
between two electron spins localized in NV centres in diamond [192, 193], culminating in a
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‘loophole-free’ test of Bell’s inequality due to the space-like interval between the two qubits
and the availability of event-ready information [33]. In this case an estimated entangled
state fidelity of 92 % was achieved, but the requirement of two-photon detection events
reduced the probability of entanglement generation per attempt to 6.4 × 10−9.
Such schemes succeed in spite of lower entanglement generation probability, as they
merely require patience. However, confirming the presence of a Bell state also relies upon
detection of further photons to measure the state of the qubits. In systems such as the
NV centres, there exist cycling transitions that scatter many photons before decaying to a
dark state, allowing readout of a state generated by a single entanglement event with high
probability [194], which counteracts the effect of low generation probability. Our chosen
method of electron spin rotation in quantum dots requires that we work in the Voigt
geometry, where the near-single-shot read out available in Faraday geometry [98] cannot
be used. Therefore, with limitations on collection and detection efficiency we attempt to
implement a Type I single photon detection scheme, where we aim to demonstrate rapid
entanglement distribution between quantum dot nodes.
4.2 A single-photon detection scheme
In Figure 4.1 we outline the components of the scheme proposed by Cabrillo et al. [185]
where we define single spatial photonic modes as shown in Figure 4.1(a), and we label two
detectors 1 and 2. The matter qubits are labelled A and B, and in our implementation these
are the sites of two quantum dots. Figure 4.1(b) indicates the general three-level Λ-scheme
that is required for this protocol. The qubit is provided by the ground state electron spin
with a quantization axis defined by a magnetic field in Voigt geometry (ground states |↑〉
and |↓〉), where the excited state consists of an X1− species with a single unpaired hole
spin (↑↓⇓). The ground states are split in energy by the Larmor frequency, ωL, and the
branching ratio for decay of the excited state to each ground state is equal in this geometry.
A second excited state is available, but under sufficient magnetic field one Λ-scheme can
be isolated.
Before entanglement generation begins, the population of a single ground state spin
must be equal to unity. Weak, simultaneous excitation of both systems follows using a
pulse resonant with the transition between the initial spin state and the excited state. In
the figure, this frequency is labelled as ωl. This pulse is introduced via the first beam-
splitter in Figure 4.1(a), and the transition is driven so that an excited state is created
with probability   1. Following spontaneous decay at rate Γ/2 into the photon modes
at ωl and ωR with equal probability, each QD will now be in a superposition of spin states,
where the spin is entangled with the occupancy of the emitted photon modes. In this work
the inelastically scattered photons (from the higher energy transition of the Λ-scheme) are
frequently referred to as the ‘Raman’ or ‘blue’ photons while their elastically scattered
counterparts are therefore called the ‘red’ photons.
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Figure 4.1: Schematic of the single-photon detection scheme. (a) Outline of the Mach-
Zehnder interferometer, including the placement of the two qubits, A and B, and the
location of detectors. Following a first beam-splitter, where in this figure wavy lines reflect
flexibility with regards to spatial arrangement of the qubits following coupling of light in
to optical fibres after the first beam-splitter, and prior to the second. The frequencies
of excitation (ωl) and the state-projecting photon (ωR) are included. (b) The Λ-scheme
of a single QD, where an X1− species is used as the excited state and the single trapped
electron spin provides the qubit at a single node. The ground-state energy splitting, ωiL,
is indicated.
The states of the photonic modes and electron spins can be described during the process
as follows [82, 195], where we first assign projection operators to the spin i, σi, where:
σ+i = |↑〉 〈↓| (4.1a)
σ−i = |↓〉 〈↑| , (4.1b)
which ‘raise’ |↓〉 state to the final state |↑〉. There also exist operators Si which act on the
photonic mode at frequency ωR originating at each QD:
S+i = |1〉 〈0| (4.2a)
S−i = |0〉 〈1| . (4.2b)
We now define p as the probability of |↓〉 population being transferred to |↑〉. Following
an approach taken in Ref. [82], the spin-photon entanglement for a single QDi can be
represented as:
|QDi〉 =
(√
1− p+√peiφiS+i σ+i
)
|0〉i |↓〉i , (4.3)
where the case of repopulation of |↓〉 with emission of a photon at ωl has been included
as part of the first term. In other words we anticipate tracing over the occupation of
the photonic mode at ωl. It is also important to note that the spin operator inherits the
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phase of the incoming excitation pulse φi as this is a coherent excitation process [119].
More specifically, the excitation process creates coherence between the ↓ ground state and
the excited state, and the later detection of the inelastically scattered photon maps this
coherence on to the state of the ground state spins. In essence, this is the reason that
there is an interferometer, where the entire path length is crucial to the entangled state
phase. We discuss in more detail in the next chapter the implications of these phase terms
and the impact of the noisy environment thereon.
Therefore, the total state of both systems prior to the beam-splitter BS2 (|Ψ〉 =
|QDA〉 ⊗ |QDB〉) is expressed as:
|Ψ〉 =
[
(1− p) +
√
p (1− p)
(
eiφAS+Aσ
+
A + ie
iφBS+Bσ
+
B
)]
|0〉A |0〉B |↓〉A |↓〉B
+
[
pei(φA+φB)S+AS
+
Bσ
+
Aσ
+
B
]
|0〉A |0〉B |↓〉A |↓〉B . (4.4)
Here the first beam-splitter introduces a pi/2 phase shift between the excitation modes
addressing the two quantum dots. The photonic mode operators evolve prior to the
beam-splitter gaining some phase ξi. The modes directed towards detectors 1 and 2 are
represented by operators d1 and d2, and are written in terms of the incoming modes
as [196]:
S+A =
1√
2
(
id+1 + d
+
2
)
(4.5a)
S+B =
1√
2
(
d+1 + id
+
2
)
. (4.5b)
Therefore, the state after the beam-splitter can be written as:
|Ψ〉 = (1− p) |0〉A |0〉B |↓〉A |↓〉B
+
√
p (1− p) /2
[(
id+1 + d
+
2
)
eiφAeiξA |0〉1 |0〉2 |↑〉A |↓〉B
]
+ i
√
p (1− p) /2
[(
d+1 + id
+
2
)
eiφBeiξB |0〉1 |0〉2 |↓〉A |↑〉B
]
+ ip/
√
2ei(φA+φB)ei(ξA+ξB)
(
id+1 id
+
1 + id
+
2 id
+
2
) |0〉1 |0〉2 |e〉A |e〉B . (4.6)
The which-path information that gives information on the origin of the photon is now lost,
and we see that the photonic entangled state produced by a beam-splitter is at the heart
of the entanglement generation.
Finally, the detection of a single photon transfers the entanglement generated between
the photons onto the spins alone. The parts of equation 4.6 corresponding to detection of
a single photon in mode 1 or 2 can be singled out. Following a single photon detection in
mode 1 we now have the state:
|Ψ+〉 = 1√
2
(
|↑↓〉+ eiφi |↓↑〉
)
, (4.7)
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while detection of a single photon in mode 2 leads to the state:
|Ψ−〉 = 1√
2
(
|↑↓〉 − eiφi |↓↑〉
)
, (4.8)
where there is the introduction of an additional pi/2 phase difference between the two
due to the second beam-splitter resulting in a total pi phase difference between the states
associated with different detection modes. The state can be more generally written |Ψ〉 =
1√
2
(|↑↓〉+ eiθeiφi |↓↑〉), where θ ∈ {0,pi}. The importance of the phase φi will be discussed
more thoroughly in the next chapter. In reality the created states are not in fact pure
Bell states due to the final term in 4.6. In this term, the modes leading to each detector
can be occupied with two photons; detecting a single photon and being unable to detect
the presence of the other leads to the contribution in the overall mixed state of the form
|↑〉A |↑〉B with a relative probability p.
In the above discussion we assumed that the Λ-schemes were identical, and that pho-
tons at ωR are emitted by both systems. This indistinguishability of the emitted photons
is essential to create an entangled state with high fidelity [191]. Any possible knowledge
of where a photon originated adds a component to the final state that is not entangled,
and terms associated with knowledge of which QD emitted a photon,
|↑〉A ⊗
(√
p |↑〉B +
√
1− p |↓〉B
)
, (4.9)
|↑〉B ⊗
(√
p |↑〉A +
√
1− p |↓〉A
)
, (4.10)
must be added to the overall density operator of the mixed state, ρ =
∑
i piρi for prob-
ability pi of contribution ρi. Such contributions do not contain coherence between the
spatially separated spins.
Quantum dots suffer from a degree of spectral diffusion and variation in the nuclear
Overhauser field leading to a fluctuating ground state spin splitting ωiL. Our strategy
must be to find matching QDs with the minimum spectral diffusion available. A broad-
ened photon energy due to the ground state splitting appears as ωiR = ωl + ω
i
L. If the
detection time window is long enough, τdet = 2pi/(ω
A
L − ωBL ), the two photon modes can
be distinguished. If τdet  2pi/(ωAL − ωBL ), the spectral resolution is lost and the two
frequencies cannot be distinguished; which-path information regarding the origin of the
photon is not revealed and entanglement is possible [197].
However, a very short time detection window is detrimental to the rate of entangled
state production so there is a trade-off between this and state fidelity [198], as we shall see
in Section 4.5. We now turn to quantifying the indistinguishability of the photons from
our chosen QDs.
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4.3 Indistinguishable photons from two quantum dots
The which-path information regarding the photons after the beam-splitter must be min-
imised in order to produce the desired entangled state with good fidelity. We are con-
fronted with the dual challenge of identifying two quantum dots that contain Λ schemes
within Stark shift tuning range of each other, while not compromising on spectral quality.
In chapter 3 we identified a ‘good’ sample, upon two pieces of which we find our two
quantum dots.
Two quantum dots were chosen, where wavelengths were sufficiently close that a com-
bination of Stark-shift tuning along the X1− plateau and application of a magnetic field
create two identical Λ-systems. Gate voltages were chosen far from the edges of the charg-
ing plateau to maintain long electron spin T1 times on the order of milliseconds in the
absence of significant cotunnelling [97]. Figure 4.2 shows very similar radiative lifetimes as
measured by time-resolved detection following weak ( saturation) excitation pulses on
the red transition: (762(9) ps for QD A and 797(11) ps for QD B), thereby guaranteeing
overlap of the photon wavepackets in time.
Figure 4.2: Radiative lifetime measurements of QD A and QD B. Photons from the
‘blue’ transition are collected following weak excitation of the ‘red’ transition. The time-
resolved detection is presented normalized to the peak detected counts, and a fit to the
exponential decay reveals the radiative lifetime of the excited state: 762(9) ps for QD A
and 797(11) ps for QD B. The grey box bounds the window in which photon detection
events that contribute to the entanglement results are found, where this represents ≈ 51
% of collected photons.
Figure 4.3 shows the results of intensity correlation measurements on each quantum
dot independently, confirming the single-photon nature of the emission. The counts are
recorded during pulses applied to the red transition of the Λ-scheme, where data is collected
independently for each dot, and it is clear that g2(τ = 0) ≈ 0 for both. The counts here
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are detected from the blue transition, resulting in not only background-free emission, but
also a spin-blockaded process where emission of a second Raman photon cannot occur
until the ↓ spin population is reinitialised. There is near-perfect antibunching; this is not
limited by detector dark counts, which contribute at a rate of 1 Hz to the photons detected
during this weak pulse, or 1 in 3500 in normal operation.
a) Intensity autocorrelation
measurement for QD A,
g2(0) = 0.
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b) Intensity autocorrelation
measurement for QD B,
g2(0) = 0.08 %.
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Figure 4.3: Intensity autocorrelation measurements for QDs A and B. The quantum dots
are excited on the red transition by weak pulses of light, and correlations between those
emitted at the blue transition frequency are recorded here, for a total of three minutes.
The QDs display near-perfect single photon emission, where the measurement is limited
here by background counts only.
4.3.1 Ramsey interferometry
In order to match the ground-state splitting of the two quantum dots, essential to both the
indistinguishability of emitted photon frequencies and ensuring that the final entangled
state does not precess in the laboratory frame, we employ Ramsey interferometry [199]. A
coherent superposition of |↑〉 and |↓〉 is created by a pi/2 rotation of the spin and allowed
to evolve for a known time τ , before a second pi/2 rotation maps the acquired phase on to
the spin populations. The phase acquired is simply ωLτ .
Figure 4.4a illustrates the pulse sequence. The spin is initially prepared in the |↓〉 state
by a resonant laser driving the blue transition at ωR, and the spin is measured after rotation
by recording the number of photons scattered from a second pulse of this resonant laser.
Figure 4.4b illustrates the signal we record from this measurement pulse as a function of
inter-rotation delay, τ , for an example QD, ‘QD C’, where the externally applied field is
≈ 4 T. For reasons that will become clear during later discussion around the behaviour of
the Larmor frequency (see Chapter 5), we keep an additional weak pulse driving the red
transition at ωl. This does not impact upon our ability to measure a Larmor frequency as
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τπ/2 π/2
a) The optical pulse sequence used in Ramsey interferometry. The variable delay time
between two pi/2 rotation pulses is given by τ . The blue transition is driven during
the initial pulse, and spin read-out and reinitialization are performed using the blue
transition also. The weak driving pulse on the red transition remains to provide an
accurate measure of the Larmor frequency under conditions used in the running of
the entanglement experiment.
b) An example of a Ramsey
interferometry signal for QD
C. As the delay is increased,
the effect of dynamic nu-
clear spin polarization be-
comes evident as a departure
from sinusoidal oscillations.
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Figure 4.4: Ramsey interferometry of a single electron spin.
it means that we simply start with a density matrix where the population in the ↓ state
has been reduced to 90 %.
At short delays, the signal exhibits sinusoidal behaviour as expected. At longer delays
τ ∼ T ∗2 , the envelope of the signal is expected to decay exponentially as the spin precession
dephases; during the ∼ 1 s measurement time of each point ωL samples the full distribution
of the Overhauser field. However, in reality the signal from single electron spins in these
QDs exhibits a ‘saw-tooth’ profile at longer times. This behaviour, as well as hysteresis
dependent upon the direction of delay scanning, has been observed and explored in more
detail elsewhere [17, 200]. The behaviour is due to a nuclear spin polarization that occurs
within the measurement. Larmor frequency measurements are limited to short time delays
where we thus extract a mean value of ωL.
By fitting a sinusoidal curve to the short time delay signal, we are able to extract the
Larmor frequency of each QD. The dominant error is due to the fit; the assumption of
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a sinusoidal curve neglects the distortion produced by nuclear spin polarization, and also
very slow fluctuations in the readout signal due to electric field noise result in a changing
amplitude of the interference fringes. A typical error in the fit is 0.15 GHz.
In Figure 4.5 we present the Ramsey interferometry signal from QD A and QD B,
where small adjustments have been made to the externally applied magnetic field on QD
B in order to produce well-matched ground state energies. The spin splitting is set to 2pi
× (25.2 ± 0.1) GHz.
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Figure 4.5: Ramsey interferometry of QD A and QD B. Fine adjustment of the externally
applied magnetic field has been made to match the Larmor frequencies at 25.2 GHz, within
the error of fitting these curves at small time delays, τ .
4.3.2 Hong-Ou-Mandel interferometry
The ultimate test of photon indistinguishability is Hong-Ou-Mandel interferometry [201].
Photons incident on opposite ports of a beam-splitter will exit on the same port if they
overlap spatially, in time, central frequency, and linewidth. For an input state in modes a
and b, |1〉a |1〉b, the output state can then be written:
|Ψ〉BS =
1√
2
(|2〉1 |0〉2 + |0〉1 |2〉2) , (4.11)
for the output modes 1 and 2 [196]. It is therefore expected that if two well-aligned
modes are coincident upon a perfectly balanced beam-splitter, there will be no chance
of detecting the coincidence of a photon on each output port, provided the photons are
indistinguishable.
In Figure 4.6 the results of a Hong-Ou-Mandel (HOM) analysis of Raman-scattered
photon counts emitted during a weak pulse exciting the red transition are presented. The
lack of photon coincidences in the central peak is a signature of photon coalescence. The
counts in each pulse (red and blue bars) are noted. We only consider photons within a
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1.2ns window of the start of the pulse in order to stay within the joint two-QD inhomo-
geneous spin dephasing time, T ∗2,joint = T
∗
2,i/
√
2. Typically, one would perform a second
measurement where a photon mode is deliberately rotated in polarization by 90° in order
to render the photons distinguishable and thus act as a calibration.
Here, this is not possible due to the presence of gratings in the detection filtering set-
up which require prior polarization matching. We may alternatively compare the counts
in the zero-delay pulse to the outer peaks; these peaks represent interference between
completely time-distinguishable photons. However, there is the possibility of detecting
correlated photons from the same QD, therefore the mean counts in the side peaks are
multiplied by a factor of 0.5, or in other words the HOM visibility, VHOM , is estimated
as:
VHOM =
µ− 2 ∗ c
µ
, (4.12)
where µ is the mean count number in each side peak and c is the count number in the
zero-time delay peak.
Figure 4.6: Hong-Ou-Mandel indistinguishability measurement for photons scattered
from QD A and QD B. Photons scattered at ωR are collected during a 1.2 ns window
coincident with a weak excitation pulse applied to the red transition at ωl, where both
interferometer arms are open, such that both QDs contribute equally to the total counts.
The visibility measured is VHOM = 93.3 %, where the peaks representing the full detection
window are integrated over. The total coincidence counts integrated over the full 1.2 ns
correlation window are recorded in the figure.
For this data, we find VHOM = 93.3 %, which is comparable to the best results available
for this type of quantum dot [120, 182]. This can be achieved due to the relatively low
spectral diffusion, and good time overlap of the photon wavepackets. The contribution
to the emission from the phonon sideband is filtered by our grating and etalon set-up
and also does not contribute to a reduction in the photon indistinguishability. Figure 4.7
focuses upon the central peak from Figure 4.6; as the time between photon detection
events increases, the inhomogeneous dephasing (time-dependence of ground state splitting,
varying by ' 190 MHz between the two QDs) results in some distinguishability of the
photons. However, there is a compromise to be made; we cannot arbitrarily limit the
detection time window without drastically reducing our entanglement generation rate.
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Within our detection window as shown in Figure 4.2 as a grey box, we shall assign ≈ 50
% of the single photons emitted in the entanglement pulse to actual entanglement events.
We explore the impact of limiting the detection time difference between photons to
400 ps by selecting the centre of the peaks (blue bars in Figures 4.6 and 4.7), where now
VHOM,ps = 96.4%. The visibility saturates as the permitted time difference of photon
detection is reduced below 400 ps; we use this to place an upper bound on the reduction in
interference due to imperfect polarization control, beam-splitter imbalance and imperfect
interferometer alignment of 4%.
Figure 4.7: Zero time delay of HOM measurement, detail.
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4.4 An optical entanglement-generation machine
Prior to this point this dissertation has focused upon the suitability of quantum dots as
an experimental system and how adequate quantum dots can be identified. In addition
to a suitable sample and the basic requirement of indistinguishability of emitted photons,
the experimental set-up is demanding and requires a number of steps. It is necessary that:
• the Raman-scattered photons can be identified, in order that the state is projected
to a two-spin entangled state.
• a constant optical phase can be maintained throughout the entire system illustrated
in Figure 4.1.
• the state can be verified by measurement of each of the two spins.
• the electron spins in each quantum dot can be rotated independently.
The experimental set up is illustrated in Figure 4.8. In Fig. 4.8(a) the points of input for
optical entanglement generation, spin control and measurement are displayed. Quantum
dots are within the cryostat and microscope set-ups as described in Section 1.3.3. The
‘entanglement pulse’ weakly excites each QD, resulting in the Raman-scattered photons
which generate the entangled state upon detection; in this case they are at a higher energy
than the excitation laser. The entanglement pulse is directed to a first beam-splitter, BS1,
and the modes outgoing from the QDs are combined on the second beam-splitter (BS2)
prior to photon detection.
Following BS2, photons are filtered using the optics indicated in Figure 4.8b. Each
output has an identical set of downstream optics, including a 1200 groove/mm holographic
grating (Edmund Optics) which is used in the first instance to remove any unsuppressed
background from the detuned rotation pulse (see section 4.4.2). Our QD photons are
at 309703GHz (Raman, or inelastically scattered, photons) and 309728GHz (Elastically
scattered photons). The two frequencies can be distinguished by high finesse Fabry-Pe´rot
etalons (Manx Optics) with a FWHM of 5GHz and a free spectral range of 250 GHz. The
inelastically-scattered photons are transmitted and detected on the ‘T’ detectors, while
elastically-scattered photons are reflected and collected separately on the ‘R’ detectors.
The etalons permit photon detection at ωR with a background composed of negligible
counts from the other transition due to the high rejection at over 99 percent of the outside
band photons.
The optical pulse sequence is illustrated in Figure 4.9. The entanglement pulse on the
red transition generates the inital spin-photon entanglement for each quantum dot, and
inelastically-scattered photons from the blue transition then project an entangled state if
detected, indicated as Step 1. The read out of the QD spin populations is via a resonant
excitation of the blue transition (Step 3), which also serves to optically pump the spin
population prior to an entanglement pulse (Step 4). Any photons detected in the readout
window indicate the presence of spin ↑ population, where the quantum dot of origin is
distinguished by timing of the pulses. Finally, there are optional spin rotations in order
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Figure 4.8: The experimental realization of the Cabrillo scheme. a) The Mach-Zehnder
interferometer incorporating two QDs, QD A and B. Weak excitation pulses that create the
spin-photon entanglement are illustrated entering through BS1. Optical spin control and
read-out pulses are independently applied to each QD. (inset) The chosen Λ-scheme, with
the transition frequencies at which both QDs are matched. b) A filtering and detection
set-up downstream of BS2. A grating first removes the remaining spin rotation pulse
background. QD resonance fluorescence is filtered into transmission (T) or reflection (R)
via the high-finesse Fabry-Pe´rot etalon, and finally detected by SNSPDs.
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to measure the spin ↓ population (by first applying a pi-rotation), or to rotate the entire
state in order to measure along an orthogonal axis (Step 2). By repeatedly applying four
combinations of optical spin rotations, the diagonal terms of the density matrix can be
mapped out in the basis {↓A↓B, ↓A↑B, ↑A↓B, ↑A↑B}.
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2. 3.1.
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θ
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QD B
Entanglement Spin readout Spin
initialisation
Spin rotation
4n
Figure 4.9: An entanglement generation and confirmation pulse sequence. A short,
weak pulse is applied to the red transition to intiate spin-photon entanglement, which is
projected on to spin-spin entanglement upon detection of an inelastically scattered photon
from the blue transition. Optional spin rotation allows selection of the spin population
and direction to be measured. Read-out pulses resonant with the blue transitions are
applied to each QD, separated in time to allow the measurement to be distinguished, and
are followed by further pumping to ensure good spin initialization into ↓. The sequence is
repeated in four ways to allow measurement of all the spin combinations, and the entire
sequence is then repeated to obtain statistics and thus reconstruct a density matrix of the
created state.
In Figure 4.10 the practical arrangement of this pulse sequence is outlined. A pick-off
of a mode-locked laser (Coherent MIRA 900 pumped by Verdi V-5) with a repetition rate
of 76 MHz is detected by a 1.4 GHz bandwidth photodiode. This signal acts as a clock
for the experiment, via the arbitrary waveform generator illustrated. The signal is also
fed to a digital delay generator (Stanford DG645) and divided by 360 to produce a trigger
at 211 kHz. The AWG uses this to trigger a time-to-digital converter (qutools quTAU),
which is used to time-tag all photon detection events.
The entanglement pulse is supplied by electrical modulation of an amplitude EOM
(EOspace), where a tunable CW laser (Toptica TA pro) is fibre coupled into the input.
Likewise, the read-out pulses introduced through additional beam-splitters in the excita-
tion paths (Fig. 4.8(a)) are created by EOM modulation (Jenoptik) of a tunable CW input
(New Focus). Beam pick-offs allow the mean intensity to be monitored, which permits the
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Figure 4.10: Experimental arrangement of the pulse sequence. The mode-locked laser
acts as a clock for the experiment, to which the AWG is locked, and additionally provides
a trigger for the pulse sequence. The AWG provides the electrical modulation of the
lasers, via fast AOMs and EOMs, where amplifiers are required for some signals. The
mode-locked laser pulses are selected by AOMs where the signal from the AWG is further
modified by digital delay generators. This permits us to select 4/28 pulses, with tunability
of intensity for each pulse.
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operation of the EOMs to be controlled by stabilization boards (Photline). Consequently
the on/off ratios of the CW-derived pulses are ≈ 300:1.
Finally, optical spin rotation pulses are provided by the MIRA system. Pulses are
picked from the continuous train at 76 MHz as the first-order diffraction from acoustic
optical modulators (AA Optoelectronic) which operate at a frequency of 350 MHz. The
∼ 4 ps long pulses can be selected and amplitude modulated pulse-to-pulse. Overall the
effect is to pick 4 of every 28 pulses, and the repetition rate is hardware limited at this
point. The input signals to the AOMs are provided by digital delay generators triggered
by the AWG.
Photon detection utilises superconducting nanowire single photon detectors (SNSPDs,
Quantum Opus) with detection efficiencies of 80 % and a 50 ps timing resolution. However,
overall timing resolution is mainly limited by the time-to-digital converter setup, where
the bin size is 162 ps. One detector is at each of the ‘T and ‘R’ output ports of the
interferometer as illustrated in Figure 4.8(b).
Figure 4.11 illustrates time-tagged photons detected during the pulse sequence in Fig-
ure 4.9, as detected in transmission through the FP-etalons. Dotted lines mark the barrier
between each repetition with a different optical rotation pulse combination for each. The
read-out pulses measure population in the |↑〉 state only so application of a pi pulse here
allows readout of the |↓〉 population, which results, for example, in the contrast in counts
between the first two readout pulses for QD A and the final two. Figure 4.11b highlights a
single repetition where a pi pulse is applied to QD A directly after the entanglement pulse.
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4.4.1 Spin read-out
Read-out photons can be scattered at both red and blue frequencies, although the 20 ns
dead time removes one of the blue detectors from this role following detection of a state-
projecting photon. The equal branching ratio of the excited state results in spin pumping
with 2 photons scattered on average and a spin pumping time of < 10 ns. Figure 4.12
shows the proportion of photons found in the read-out pulse as compared to read-out and
re-initialization pulses combined for the case of QD A. Our detection window is limited to
7 ns due to the need to keep the pulse scheme short. In this 7 ns, we reach a steady state
of ≈ 70 % of total scattered photons occuring within our detection window. We choose the
lowest power that achieves this, or the onset of saturation at ≈ 0.05 µW, to maximise the
signal-to-noise ratio in our read-out. The 70% of total scattered photons corresponds to
1.4 photons per ↑ spin available to be measured. In this way we preserve read-out fidelity
from background signal, while maximising the rate at which our pulse sequence operates.
Figure 4.12: Optical spin read-out of a single quantum dot. Photons scattered from the
blue transition saturate as the power of the read-out laser is increased. The limit of ≈ 70
% is due to the 7 ns window during which read-out photons may be detected, and we set
the read-out power to the onset of saturation.
The figure also displays the proportion of counts from QD A that appear in the readout
window of QD B. These counts are composed of background and the driving of QD A under
imperfect EOM suppression of CW laser between pulses, but account for less than 2 %
of all the counts. A similar estimate is made by considering the identical case of QD B
readout.
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4.4.2 Optical spin rotation
Fast optical rotation of the electron spin is achieved using ∼ 4 ps pulses from the mode-
locked laser, highly detuned from the optical transitions, in this case close to 971 nm.
This process may be expressed as a stimulated Raman transition that coherently transfers
population from one ground state to another, with no intermediate population of the
excited state and therefore no loss of coherence due to spontaneous relaxation from this
state [15]. Alternatively, the optical Stark shift induced by the laser can be considered to
hybridise the ground states for a period during which the resultant superposition evolves
and effectively rotates the spin. In other words, for the duration of the pulse, the optical
Stark shift may overcome the external magnetic field, and the states as defined in Voigt
geometry are projected to the superpositions of eigenstates in the Faraday geometry, with
consequent time evolution. At the end of the pulse they fall into eigenstates of the Voigt
geometry once more, with spin rotation dependent upon time duration and power of the
pulse [102].
However, the spin rotation axis is not perfectly perpendicular to that defined by the
pulse rotation, as the external magnetic field contributes a perturbation. To compensate
for this we utilize composite pulses where, for example, a pi-rotation is broken into a pi/2-
rotation, a delay to allow near complete precession of the state around the axis defined by
the magnetic field, and a second pi/2-rotation [202, 203]. The delay is adjusted to produce
the maximum amplitude of the spin Rabi oscillations.
In Figure 4.13 we present optically-induced Rabi oscillations of an electron spin, where
spin population in the |↑〉 state is measured by a CW laser driving the blue transition.
The figure displays detected counts emitted at the lower energy of the Λ-scheme, and
is therefore resonant-background free. However, the linearly increasing background is
from the rotation pulses themselves and is accounted for as an addition to the otherwise
sinusoidal fit.
Once appropriate optical powers are found to allow full inversion of an electron spin
(‘pi-power’), the power of the spin rotation inputs is feedback-controlled through a second
set of AOMs (80 MHz frequency). Excess power is removed and placed in the first-order
diffracted beam.
4.4.3 Two-photon correlation measurements
Figure 4.14 presents the results of two-photon correlation analysis within the pulse se-
quence for each QD; the first photon occurs during the entanglement pulse on the blue
transition (a Raman-scattered photon), the second photon during the read-out pulse. The
bars indicate the probability with which a photon detected during the entanglement pulse
predicts the spin measurement proceeding directly after it; in a perfect pulse sequence,
the emission of a Raman photon must be correlated with spin ↑. Each was measured inde-
pendently so contributions from the other QD have no direct effect. The results indicate
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Figure 4.13: Optical electron spin rotation; Rabi oscillations. Counts are the scattered
photons detected from the lower energy transition, while the Λ-scheme is driven at the
higher energy. The power of the optical pulses applied by the mode-locked laser is varied,
and consequently the power at which a full inversion of the electron spin (‘pi-power’) can
be found.
that there is strong correlation between the expected result and that measured.
The bars are close to 100 % but do not demonstrate perfect fidelity for several possible
reasons. First, the read-out pulses are generated from a CW laser with EOMs, where the
region between pulses has suppression of the CW power limited by a maximum factor of ≈
300. In the region between the entanglement pulse and read-out pulses, this allows a small
percentage (∼ 0.5%) of the spins to be repumped to the initial state (↓), as a consequence
↑ is erroneously measured to be ↓. Additionally, by tuning the QDs away from resonance
with gate voltage, we measure a background averaging 0.77% of counts in the entanglement
pulse. This contributes ‘false heralds’ which are more likely to be associated with a ↓ spin
than ↑ due to the weak spin-pumping in the entanglement pulse. The background is a
combination of dark counts and residual resonant background from the driving of the blue
transition. Finally, imperfect spin rotation results in measurement of a larger ↓ population
than actually exists (when correlated with a Raman photon detection).
Therefore, we identify these limits primarily with any imperfection in the spin rota-
tions; checking two-photon correlations is a final step in ensuring the power settings for
these optical pulses are optimal. The values of 96.2 % and 97.3 % are limits in the read-out
fidelity for QD A and QD B respectively.
Thus far, we have explored the suitability of the quantum dots and outlined the exper-
imental protocol, along with the limitations arising from both of these sources. We now
present results that indicate the generation of a two-electron spin-entangled state.
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Figure 4.14: Two-photon correlations during the pulse sequence. Following detection of
a single photon scattered at the blue frequency during the entanglement pulse, the spin
population measured directly afterwards is recorded. If the read-out and spin rotation
pulses are correct, this should always be ↑. The fidelity of this process is 96.2 % and 97.3
% for QD A and B respectively.
4.5 Results of two-spin state measurement
4.5.1 Measurement in the population basis
Reconstructing the state created proceeds by identifying three-photon coincidences: first,
a photon is detected within 1.2 ns of the start of the entanglement pulse, signalling creation
of a state. Next, a photon detection in the readout window of QD A indicates a spin ↑
or ↓ population, dependent upon the preceding spin rotation. The final photon similarly
must arise from the readout window of QD B.
In Figure 4.15 the results of these correlations in the computational, or population
basis, are presented, where the components of the joint spin basis are {↓A↓B, ↓A↑B, ↑A↓B,
↑A↑B}. The state is thus written in terms of the spins defined in Figure 4.1(b), parallel
to the externally applied magnetic field. Measuring the normalized populations of the
different spin combinations constitutes a measurement of the diagonal terms in the joint
density matrix of the overall state.
The results can be compared to the two extreme cases of a randomly mixed state and
a maximally entangled state; in the former case all bars are expected to be equal height
as there should be no correlation between the spin populations. A maximally entangled
state of the form |Ψ〉 = 1√
2
(|↑↓〉+ ei(θ+φi) |↓↑〉) should present all population associated
with the ‘↓↑’ and ‘↑↓’ components of the basis, as indicted by the dash-outlined bars in
the figure.
In this measurement, the total population in the anti-correlated components ↑A↓B and
↓A↑B is ρ↑↓ + ρ↓↑ = 85.7 ± 3.8 %, where the error is given by the shot noise of the 603
108
050
100
150
200
250
300
350
N
o.
 o
f t
hr
ee
-p
ho
to
n 
ev
en
ts
## #" "# ""
0
0.1
0.2
0.3
0.4
0.5
0.6
Fr
ac
tio
n 
of
 th
re
e-
ph
ot
on
 e
ve
nt
s
;#",#" + ;"#,"# = 0.857'0.038
0.0464 0.418 0.439 0.0962
Figure 4.15: Population basis measurement of generated two-spin state. Following de-
tection of a state-projecting photon, the population of ↑ and ↓ spins for both quantum
dots is measured. The histogram records the number of occurrences, partitioned into
the diagonal terms of a joint spin density matrix. The anti-correlated spin populations,
expected in the case of a maximally entangled state, represent 85.7 ± 3.8 % of the events.
three-photon events.
The population in the ↑A↑B component is due to the inherent error of the entanglement
generation scheme. From a comparison of the maximum Raman counts available from
each QD in our pulse sequence (122.8 kHz and 85.3 kHz for A and B respectively), and
noting that we collect only 50 % of the photons in the entanglement pulse (Figure 4.2),
an entanglement event detection rate of 7 kHz corresponds to an average p = 0.07. The
contribution to the three-photon correlations from ↑↑ is entirely due to creation of this
component in the Cabrillo scheme and thus we expect a contribution of 7%. We note that
it is essential that the count rate arising from each quantum dot is identical, or there is
some which-path information available regarding an individual photon’s origin, as one QD
becomes a more likely source. For this reason, we must refer to the average value of p.
However, the two-photon correlations of Figure 4.14 indicate an infidelity of the spin
measurement for each quantum dot, primarily due to imperfect spin rotations, which
therefore impact the measurement of ↓ spin population. We make the assumption that
the probability of measuring the ↓ population correctly is 96.2% and 97.3% for QD A and
QD B respectively, where other smaller contributions are neglected. This would reduce
the central bars to 0.48 and 0.49. As to the origin of ↓↓ population following a Raman
photon detection, there are a number of possible explanations. A false herald where no
109
Raman emission process happens in either QD will result in such a measurement, and is
likely to happen ≈ 0.77 % of the time. In the case where a single QD emits a photon
with concurrent spin-flip, inadequate rotation of the population from ↑ results in a larger
than expected ↓ population, which on average would be expected to occur with 3.2 %
probability. The combination of these two processes may account for the population in
the ↓↓ state. Therefore, it seems that read-out infidelity accounts approximately for the
data, although we note that the precise balance of readout probabilities is sensitive to
rotation pulse powers and subject to some fluctuation during the measurement of all 603
events.
The computational basis measurement is sensitive only to the populations of the re-
sultant density matrix and therefore cannot be used to find the off-diagonal components
that demonstrate quantum coherence in the entangled state superposition. Rotating the
measurement basis to an orthogonal axis projects the phase of the Bell states into the
measurable diagonal terms of the resultant density matrix.
4.5.2 Measurement in an orthogonal basis
Following the entanglement generation pulse, the optical spin rotations are supplemented
by pi/2 (that is, a total of pi/2 or 3pi/2). This maps the state created onto orthogonal
eigenstates, and the coherences of the initial density matrix onto the population terms
in the rotated density matrix. Rotation pulses are applied directly after the detection
window for the state-projecting photon, to reduce the deleterious effect of inhomogeneous
spin dephasing upon the measured coherences. It is important to note, therefore, that the
spin rotations, and indeed spin measurements, are performed upon a two-spin state that
does not yet exist, as the state-projecting photon must travel ∼ 5 m (≈ 16 ns) prior to
detection. However, we may consider that the projection photon merely selects a subset
of the state in equation 4.6 and this does not affect any demonstration of entanglement in
this form.
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Figure 4.16: Two-photon correlations during the pulse sequence, measurement in rotated
basis. Results presented as in Figure 4.14, where an optical pi/2-rotation precedes the spin
measurement.
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Figure 4.16 gives the results of a two-photon correlation measurement for each QD in
the rotated basis. A formerly ↑ (↓) spin is now rotated to the superposition ∝ |↑〉 + |↓〉
(|↑〉 - |↓〉), such that a measurement of the spin following detection of an entanglement-
projecting photon yields ↑ and ↓ with equal probability. Similar to the computational
basis case, deviations are due to imperfect spin rotations, resulting in unequal weightings
of the ↑ and ↓ components of the superposition. However, we note that deviations are
small, and we take account of these errors when considering the final results.
Figure 4.17 presents the three-photon correlation measurements. The filled bars are
our results. The pale bars represent measurement of an ideal state with a perfect fidelity
compared to the Bell states, and the dashed outlines correspond to the values expected
for an entirely mixed state.
Results are presented for two possible Bell states; three-photon correlations are parti-
tioned according to whether the Raman photon was in the same output port as construc-
tive or destructive elastically-scattered photon interference. Therefore, since the phase of
a state is the sum of the contributions from the interferometer and the beam-splitter (θ
+ φi), the events assigned to the state Ψ+ are those that emerge on detector 1, where the
interferometer phase is φi = 0 (constructive interference on this output port) or those on
detector 2 where φi = pi. These results are shown in Figure 4.17a. The converse situation
gives us the events to be associated with Ψ−, Figure 4.17b. It is important to note that
the the Raman photons emerge randomly and are equally distributed between the two
output ports of the beam-splitter. This is because there is no Raman photon coherence
between the quantum dots, as the initial ground state of the two QD spins has no joint
coherence to be mapped onto a coherent photonic state.
Both outputs give the same results in the population basis, as the spins are necessarily
anti-correlated. However, by considering the rotation of a joint spin density matrix for an
ideal maximally entangled state, it is expected that the visibility, or contrast between cor-
related and anti-correlated spin populations, is negative for Ψ+ following a pi/2-rotation
of the joint density matrix, and positive for Ψ−. The results are at first glance somewhat
further from the ideal maximally entangled state than the measurements in the compu-
tational basis. Measurements in the population basis are susceptible to T1 processes,
whereas in the rotated basis it is T2 processes that degrade the apparent entangled state,
and in some sense it is in the coherences of a state where the truly quantum nature lies.
Therefore, we expect the measurement in the rotated basis to be more sensitive to de-
struction by uncontrolled environmental fields. In order to clarify the quality of the state
we have created, we next calculate the state fidelity.
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a) Measured two-spin correlations following detection of
a state-projecting photon on detector 1 (2) where the
interferometer phase was 0 (pi), corresponding to at-
tempted creation of the Ψ+ state. The visibility is -0.380
± 0.038.
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b) Measured two-spin correlations following detection of
a state-projecting photon on detector 1 (2) where the
interferometer phase was pi (0), corresponding to at-
tempted creation of the Ψ− state. The visibility is 0.357
± 0.038.
Figure 4.17: Measurement of entangled state creation in a rotated basis. Following
detection of a state-projecting photon, the population of spins is measured where a pi/2
rotation pulse is first applied, a measurement of the populations of ∝ |↑〉 + |↓〉 (|↑〉 - |↓〉).
The histogram records the number of occurrences, partitioned into the diagonal terms of
the rotated joint spin-density matrix. The visibility is dependent upon which Bell state
was created.
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4.5.3 Fidelity of created states
The fidelity is defined as
F = 〈Ψ| ρ |Ψ〉 (4.13)
for a measured density matrix ρ, compared to a desired state Ψ. For a general maximally
entangled state, the fidelity can be written in terms of a measurable density matrix as
F =
1
2
(ρ↓↑,↓↑ + ρ↑↓,↑↓ + 2Re{ρ↓↑,↑↓}) . (4.14)
The computational basis measurement directly provides ρ↓↑,↓↑ + ρ↑↓,↑↓ = 0.857± 0.038.
The coherences of the density matrix, or off-diagonal components, are available from the
measurement following a pi/2 rotation, where they are transferred to the diagonal terms.
The visibility in this basis is written as
V = ρ˜↓↑,↓↑ + ρ˜↑↓,↑↓ − ρ˜↓↓,↓↓ − ρ˜↑↑,↑↑, (4.15)
in terms of the rotated density matrix ρ˜. By applying Xpi/2 rotations for each spin to the
unrotated joint density matrix we identify that
V = 2Re{ρ↓↑,↑↓}+ 2Re{ρ↓↓,↑↑}, (4.16)
in the case where we rotate the spins such that they may evolve for the same time. In
other words, we do not wish the coherence ρ↓↑,↑↓ to evolve prior to our spin rotation and
subsequent measurement. The term ρ↓↓,↑↑ evolves rapidly at 2ωL in the laboratory frame
and therefore averages to zero over the course of any measurement, as the evolution at ≈
50 GHz would require timing resolution better than 20 ps and we are ultimately limited
to 50 ps by the detectors. While the term ρ↓↓,↑↑ can exist in any single measurement, we
are simply insensitive to it, and thus in our measured density matrix we may assume these
terms are zero.
In summary, the visibility of each state is given in Figure 4.17 and this can be directly
identified with ρ↓↑,↑↓ [188], leading to the fidelity via equation 4.14. For Ψ+ we measure
F = (64.0 ± 3.0) % and for Ψ− we measure (63.1 ± 3.0) %.
In the case of a classical mixed state no correlation exists between the two electron
spins, and any coherence between the two spins vanishes, resulting in a maximum fidelity
of a measurement of the density matrix, when compared to the maximally entangled state,
of 0.5. For Ψ+ we therefore violate the classical limit by 4.7 standard deviations of the
mean, and for Ψ− this figure is 4.3.
4.5.3.1 Limitations to state fidelity
The state fidelity reached is evidently less than the perfect value, where a combination
of experimental inaccuracies and the solid state environment are responsible. First, the
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single-photon detection scheme has an in-built error due to weak driving with probability
p; this reduces the overall fidelity to (1-p), a factor of 0.93 here. Next, considering the
distinguishability of the Raman photons, any possible knowledge of Raman photon origin
leads to components of the measured density matrix associated with the states given in
Equations 4.9 and 4.10. The two components of this form are weighted by (1-VHOM ) in a
total density matrix which reduces the total expected fidelity to F = 0.899 and the rotated
basis visibility to 0.87. The reduction of indistinguishability only impacts the coherence
terms and therefore the visibility as measured in the rotated basis alone.
Figure 4.16 suggests that the rotation to an orthogonal basis is imperfect; a correction
for this makes a negligible change to the fidelity, F = 0.896, where a 5% error in the
rotation is permitted. The expected visibility measured in the rotated basis would then
be 0.86. Similarly, we again account for the error due to the imperfect spin measurement
fidelity discussed in Section 4.4.3, where the lower bound for readout accuracy is 95 %,
leading to F = 0.85.
Thus far we have neglected inadequate spin initialization, where an estimate based
upon the remaining fluorescence at the end of the spin initialization pulse suggests that
electron spin population can be considered to be 98% ↓ upon beginning the pulse sequence.
If a QD spin population begins in the ↑ state, a subsequently detected photon must have
originated from the other QD, contributing further to the ↑↑ component of the state. This
may be responsible for the 9%, rather than 7%, population measured for ↑↑ in Figure 4.15,
and taking this into account reduces the expected fidelity to 0.83.
Finally, we consider the effect of the nuclear Overhauser field. Inhomogeneous electron
spin dephasing occurs within the time between emission of a Raman photon and the
projection of the time-dependent state coherences onto the spin populations. We estimate
the effect by taking a joint dephasing time of the two spins, T∗2,joint = 1.2 ns, and allowing
photons to be detected within this window from the start of the entanglement pulse, as
the optical rotation occurs directly afterwards. The Larmor precession frequencies of each
entangled state are assumed to be normally distributed about a mean value of zero. The
leads to a factor of 0.82 that acts to reduce the rotated basis visibility alone, resulting in a
final fidelity of 0.76, which remains in excess of our measurement. However, it is not easy
to take into account the effects of slow, QD-dependent drift in the Larmor frequencies,
which arises due to very slow electric field noise and is discussed in the next chapter.
Such drifts will result in not only increased photon distinguishability, but also precession
of the entangled state in the laboratory frame. Additionally, the stability of the state
created is sensitively dependent upon the phase φ. The origin of fluctuations and steps
taken to maintain stability of this phase are the topic of the next chapter. We anticipate
the results of the next chapter, where we find evidence that the fast electric field noise is
directly translated on to the phase of the entangled state, resulting in a further reduction
of fidelity.
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4.6 Discussion and conclusions
In Figure 4.18 we compare the fidelities achieved for optically mediated entanglement
schemes in current literature. The value obtained in this experiment for the Ψ+ state is
included, as well as results from Type I, Type II, and double-heralding schemes thus far
used exclusively to entangle electron spins within distant NV centres in diamond samples.
The references are given in the figure caption.
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a) Entangled state fidelity as a function of generation rate. The reported fidelity for a
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Figure 4.18: Comparison of results to current literature reports. The results presented
here are compared to other implementations of Type I schemes, Refs. 1 [83], 2 [190], and
3 [186], Type II schemes, Refs. 4 [77], 5 [189], and 6 [188] and double-heralding schemes
which have been used in NV centres in bulk diamond only, Refs. 7 [192], 8 [193], and
9 [33].
In Figure 4.18a the general trend is of a trade-off between fidelity and entanglement
generation rate. Applications of the double-heralding scheme [191] and Type II schemes
are slow due to the requirement of two-photon detection events in addition to spin readout,
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however there is no inherent limitation to the entanglement fidelity ‘built-in’ to the scheme.
On the other hand, single-photon detection schemes inherently permit faster entanglement
distribution but do so at the cost of an imperfect state.
The results obtained in this chapter are of comparable fidelity to other single-photon
detection schemes. The figure also includes a projection of the fidelity that would result
if p were reduced by driving the optical transition more weakly during the entanglement
pulse (red dashed line). Fidelity improves as the resulting generation rate decreases, false
heralds due to laser background from both cryostats combined can contribute 0.77 % of the
counts, but this necessarily decreases with p. Instead, the detector dark counts contribute
1 Hz of false heralds, negligible at the ≈ 7 kHz operating rate of this experiment, but
dominant as p is reduced. If other limitations upon fidelity such as inhomogeneous spin
dephasing and incorrect read-out events are not addressed, the maximum fidelity that
could have been achieved in this work is 65.9 %, with a sacrifice of generation rate to <
1 kHz. In the other direction, generation rate is limited to ≈ 25 kHz if F > 0.5 is to be
maintained.
To distinguish the effect of repetition rate from success probability, Figure 4.18b sum-
marizes the same references as reported in Figure 4.18a, but instead the probability of
success in each attempt is calculated. The division between single-photon and two-photon
detection schemes is more pronounced; displaying entanglement generation rate alone
concealed experiment-dependent factors such as the requirement of trap loading for ion
implementations. We are able to operate continuously at 10.8 MHz, limited as yet by
hardware rather than the capabilities of the quantum dots themselves. The total photon
detection probability inclusive of the sample out-coupling, microscope, filtering set-up,
and detector efficiency is 11.3 %, and only 4.1 % of the useful Raman-scattered photons
are coupled from the sample into the collection mode. Therefore, the total Raman photon
detection efficiency, pcηd, is 0.5 %. Combined with p = 0.07 for each quantum dot, this
takes a 10.8 MHz possible operating rate and reduces it to the ≈ 7 kHz we see here. The
implications of possible operation rate will be discussed more in the conclusion to this
dissertation.
It was necessary in the course of this work to measure the two-electron spin states
prior to detection of the state-projecting photon, and we note that the inhomogeneous
dephasing time currently limits the creation of a single, shot-by-shot stable entangled
state to a photon detection window of ≈ 1.2 ns, the joint spin T∗2. In order to circumvent
the electron spin inhomogeneous dephasing, one may apply a spin-echo sequence to the
quantum dots, as demonstrated in Ref. [17], where microseconds of spin coherence permits
a photon path length of hundreds of metres.
As an alternative, it has been suggested that the nuclear spins in a quantum dot
become locked in a coherent population trapping process [204], where this may provide a
route to extend the T∗2 if incorporated into these experiments. It is also possible to work
with hole spins where the T∗2 is extended > 20 ns [83]. The very best reported T∗2 of holes
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thus far reported is 460 ns, indicating that there may be large gains in a slightly different
choice of spin qubit [169]. Reference [169] argues that the variation in apparent T∗2 for
holes is likely due to the inconsistent amount of electrical field noise in each sample (due
to the electric-field sensitivity being rather dominant as discussed in Chapter 2), as well
as the differing profile of the quantum dot wave-functions, and as yet there is no definitive
answer for the final limitations of hole spin coherence.
In the conclusion to this dissertation we will turn to a more detailed discussion of the
advantages of quantum dots and their limitations, and the necessary developments that
would be required to realize quantum technologies in this context. This dissertation has
thus far neglected the entangled state phase stabilization and control. In the next chapter,
the ability of the operator of the ‘entangled state generation machine’ to choose and control
this phase is demonstrated, and a range of entangled states are created through optical
phase tuning.
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Chapter5
Entangled state control through optical
phase tuning
In the previous chapter a two-electron spin-entangled state was realized. However, the
scheme we adopt results in a mapping of the optical phase on to the spin-spin state [82,
185], therefore requiring the stabilization and control of the state as exercised through the
Mach-Zehnder interferometer. In this way it is possible to create states of the form Ψ =
1√
2
(|↑↓〉+ eiΦI |↓↑〉) where a choice regarding ΦI can be made and ‘programmed’ via the
physical control of optical phase.
This chapter addresses the form of the entangled state phase in terms of optical path
lengths and the resulting requirements with regard to stability and path-length matching
in the experiment. The phase is also sensitive to the ground state splitting of the Λ-
scheme, and here we explore in more detail the variation of the Larmor frequency due to
slow electric field noise. We detail how the active stabilization of the phase is achieved
in a fibre-based interferometer, and finally demonstrate that the phase of the entangled
state can be pre-determined by the operator of our ‘entanglement-generation machine’.
5.1 Phase of the entangled state: optical-path-length map-
ping to a spin state
In the previous Chapter, the phase of the state created by the ‘Cabrillo scheme’ is written
as:
Φe = (φB + ξB)− (φA + ξA) + θ (5.1)
where θ ∈ {0,pi} depends upon which side of the beam-splitter the inelastically scattered
photon emerges from. The phase of the excitation laser is φi prior to a quantum dot
where the first beam-splitter acts as a reference point, prior to the second beam-splitter
the phase accumulated by the photon emitted in a spin-flip scattering process is ξi.
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Figure 5.1: Schematic of phase origin in single-photon detection scheme. a) Outline
of the Mach-Zehnder interferometer including the time of flight of photons along each of
the four component paths. b) The Λ-scheme of a single quantum dot, reproduced to aid
discussion.
In Figure 5.1 the optical path travel times in the interferometer are defined, and the
general Λ-scheme is reproduced as a reference. The phase of the entangled state can be
expressed as:
Φe = ωl
(
tB1 − tA1
)
+ ωR
(
tB2 − tA2
)
(5.2)
where the values ∆ti = t
B
i − tAi are non-zero in the case of an interferometer with asym-
metric arms. We may restate the phase as:
Φe = ωl∆t1 + ωR∆t2. (5.3)
This raises three crucial points regarding the physical implementation of this scheme:
• The optical phase of the entire interferometer illustrated in Figure 5.1(a) is imprinted
on the entangled state phase, and only if it is constant is a single entangled state
created. Therefore we actively stabilize the path length of the interferometer. The
technique and limitations of the phase stabilisation are the topic of Section 5.2.
• The presence of any changing asymmetry in the arms will result in a phase drift
because the ‘before-qubit’ and ‘after-qubit’ paths are associated with separate op-
tical frequencies. In Equation 5.3 it is clear that even if the overall phase of the
interferometer is stabilised so that ∆t1 + ∆t2 = constant, it is possible that there is
some change δ∆t1 = −δ∆t2 which will result in a change in entangled state phase:
∆Φe = δ∆t2 (ωR − ωl) . (5.4)
The experimental results of the last chapter were found using QDs where ∆ω = ωR
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- ωl = 25 × 2pi GHz. As a result, the phase drift is 2pi × 8.3 × 10−3 /(100 µm)−1,
or 3°/(100 µm)−1 in terms of optical path length. We find a maximum unavoidable
phase drift of ≈ 4.5 ° when using our fibre-based interferometer primarily due to
the temperature-dependent refractive index of the optical fibres, which results in a
typical drift of 150 µm.
• The phase of the interferometer as apparent from interference of just the frequency
ωl is not the phase of the entangled state.
Regarding the third point, in our experiment the interference of the elastically-scattered
photons is the only way to measure entangled state phase. This is the interferometer phase
ΦI given by:
ΦI = ωl∆t1 + ωl∆t2. (5.5)
It is clearly not the same as the phase of the generated entangled state, Φe, where the
difference can be written:
∆Φ = Φe − ΦI (5.6)
= (ωR − ωl) ∆t2. (5.7)
Hence, the dephasing of the red and blue frequencies over the ‘post-qubit’ optical path
differences ∆t2 prohibits a direct prediction of the entangled state phase from the elas-
tically scattered photons; it is not possible for us to directly measure ∆t2 with sufficient
accuracy (a few tens of µm in length) to deduce the difference between the ‘measured’
phase and the ‘real’ phase of the state.
However, by correctly timing the pi/2 rotation pulses used to map the density matrix
coherence terms onto spin populations, we may unwind the phase difference and directly
identify the phase of the interferometer with that of the measured state. In order to achieve
rotation pulses with this timing, we set the delay of the interferometer to zero, as detailed
below. By deriving the pulses from a single pulsed source using a beam-splitter, and
then applying the pulses separately to each QD, we create a second larger interferometer
overlapping with the second half of the ‘entanglement’ Mach-Zehnder. We set the delay of
this second interferometer to zero by requiring maximal interference of the optical rotation
pulses at the outputs of BS2 (see Figure 5.2). A full 2pi phase difference ∆Φ is developed
if the offset from zero delay is 40 ps, or 1.2 cm in free space, so we must aim to match
the interferometer arms with an offset far below this value. Details of the delay matching
achieved are covered below in Section 5.2.3.2.
So far, we have considered the impact of the spatial arrangement of experimental
equipment and mechanical stability thereof. It is also necessary to consider the impact
of non-identical Λ-schemes, for as discussed in chapter 2, the electron ground state spin
splitting is susceptible to the variable nuclear Overhauser field.
Although the necessity of indistinguishable photons has been established as inherent
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to the erasure of which-path information, any difference in ωR between the two systems
also becomes apparent through the phase of the state. If we describe the difference in
the ground state energy splittings as δωLarmor, we find that the entangled state can be
restated:
Φe = ωl (∆t1) + ωR (∆t2) +
δωLarmor
2
(
tB2 + t
A
2
)
, (5.8)
where ωR represents the mean Raman photon frequency. We have gained a third term
which exposes the phase to variation due to path length and a time-dependent δωLarmor.
Regarding the variation in path length, the maximum variation in tB2 + t
A
2 was measured
to be ∼ 150 µm, which corresponds to ∆Φe/δωLarmor ≈ 5 × 10−13 × 2pi radians GHz−1.
As an example, if δωLarmor takes the physically reasonable value of 200 MHz and the path
changes by 150 µm, ∆Φe, the change in the state phase, is 3.6 × 10−11 degrees. In other
words, if the difference in ground state splittings is fixed during a measurement, changes
in the optical paths result in negligible dephasing.
However, the requirement of a fixed difference in ground state splittings (δωLarmor)
is more challenging. In the third term of equation 5.8, variation in δωLarmor limits the
maximum
(
tB2 + t
A
2
)
that is allowed if the state phase is to be maintained. In other words,
it acts to limit the distance over which entanglement can be distributed. Here, if δωLarmor
varies by 100 MHz from one entanglement attempt to the next, in order to maintain an
entangled state phase within 10° of the chosen value,
(
tB2 + t
A
2
)× c < 16 cm in free space.
In our experiment we work at > 5 m, which corresponds to a distribution of Φe across
0.83 × 2pi radians, or 300 degrees. By rotating the state with pi/2-rotation pulses directly
after the state-creating photon detection window, we seek to render ourselves blind to this
component of the phase by projecting state coherence terms onto spin populations before
they can dephase. To mitigate this effect entirely we would need to extend the T∗2 of
the spin qubit, or perform a Hahn-echo type control sequence to undo the random phase
accumulation in each state generation event.
It is also important to note, as we shall discuss in Section 5.4, that the Larmor fre-
quencies are not only susceptible to fast inhomogeneous dephasing, but that there is slow
drift between our two quantum dots due to the effect of slow charge noise.
5.1.1 Phase noise of the scattered photons and the entangled state
We now turn to the coherent properties of the light and its phase stability. For a simple
two-level system in these quantum dots the photons are coherently scattered with a de-
phasing time limited by the lifetime of the excited state, where additional excited state
pure dephasing can be neglected [11]. With a Λ-scheme the Raman-scattered photons have
a coherence limited by the ground state spin dephasing. Coherent excitation of a single
quantum dot from a initial ↓ state is projected to a coherence between the ground state
spins when a first Raman photon is detected. This coherence decays according to the T ∗2
value of a single electron or hole, such that interference with a second Raman-scattered
122
photon scattered a time τ later will have vanishing visbility as τ extends beyond the T ∗2 .
The decay of Raman photon coherence has been used to measure the T ∗2 value of a single
electron or hole [127].
While individual elastically scattered photons are coherent with an excitation laser,
there is a phase shift upon scattering that is detuning dependent. When photons scat-
tered from a single quantum dot are interfered with the excitation laser in a homodyning
experiment, the phase-locking is lost on the timescale of the spectral wandering [119]. For
the sample used here we expect timescales of electric field noise ranging from 500 µs to
seconds to cause a shift in relative laser-QD photon phase.
In this experiment we are interfering the elastically and inelastically scattered photons
from two separate quantum dots and therefore we must account for mutual dephasing.
If the elastically-scattered photons emitted by the two quantum dots were phase-locked
to the excitation laser, we would expect high visibility interference between these photon
modes after the quantum dots, with the only phase noise arising from path length drift of
the interferometer. However, the time-dependent detuning of the excitation laser from the
red transition of the quantum dots due to independent environmental noise sources (where
we must include the Overhauser field as it shifts the energy of the ground state spin, as
well as electric field noise) results in random relative phase shifts between the QDs. This
is at the heart of the reduction in visibility of elastically-scattered photon interference that
we measure below in Section 5.3.
We therefore add a term ∆φrandom(t) to the overall phase of the elastically-scattered
photons (the ‘interferometer phase’) here:
ΦI = ωl∆t1 + ωl∆t2 + ∆φrandom(t), (5.9)
It is important to recall that the phase of the elastically-scattered photons does not
represent the entangled state as given in equation 5.2, but rather is merely an indicator of
what the phase is. However, the impact of the random addition to the interferometer phase
remains on the entangled state. In equation 4.3, which represents the generation of spin-
photon entanglement by a single quantum dot prior to the beam-splitter, the state carries
the phase of the excitation laser in the coherence developed between the two terms [19]. A
time-dependent detuning applies the additional random phase term, ∆φrandom(t), as seen
above. In the case of a single spin-photon entangled state such phase terms are not seen
as they become a global phase. Here, however, we interfere the photonic modes from two
quantum dots and the phase in the spin-photon entangled state of each is mapped onto
the entangled spin state.
We may simply append the same random phase term to the entangled state as used
in the case of the elastically-scattered photons in equation 5.9:
Φe = ωl∆t1 + ωR∆t2 +
∆ωLarmor
2
(
tB2 + t
A
2
)
+ ∆φrandom(t). (5.10)
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This means that we expect the time-dependent detuning of the entanglement pulse from
the red transition of our Λ-schemes to result in fluctuating entangled state phase. The
processes responsible are uncontrolled electric fields, as well as the Overhauser field from
the nuclear spins, and therefore we expect the variation to occur on timescales from ∼ 1
µs to seconds.
In the experiment there is no initial coherence between the spins in two separate
quantum dots. Therefore, even if the T∗2 of both spins was extended we do not expect to
see interference between the Raman photons at the output of the second beam-splitter.
However, once an entangled state is created a coherence now exists between the quantum
dot spins, and a second weak scattering from the QDs allows this to be measured [83].
The interference of the elastically-photons at the output of the interferometer will be
particularly useful in what follows; it is examined about a net interferometer delay of zero
in order to find Φe. However, the reduction in visibility of the elastically scattered photons
also indicates the extent to which the noisy environment impacts upon the final entangled
state through the jitter on the red transition, and we discuss this in the conclusion to this
chapter.
From this discussion we have established the origin of the phase of our entangled state,
Φe and the mechanisms that can change it. In order to produce a controlled state, the
phase must be stabilized. In addition, we must perform spin rotations with the correct
timing offset to know the entangled state. Finally, we find limitations due to drifts in the
asymmetry of the interferometer, the inhomogeneous dephasing of the electron spin, and
the phase noise between the excitation laser and elastically scattered photons from each
quantum dot.
5.2 Phase-stabilization of a fibre-based interferometer
The interferometer stabilisation is achieved through phase monitoring and direct feedback,
the components indicated in Figure 5.2. First, there must be a phase reference that is
independent of quantum dot state preparation and read out. This is provided by a laser
tuned to 313171 GHz, or 958 nm, far from optical transitions of the quantum dots. The
phase reference is introduced at BS1 as indicated in Figure 5.2(a). It follows the path
of the entanglement excitation laser and the photons scattered from the QDs, impinging
finally on BS2. After BS2 all laser modes are incident on the downstream optics, where the
reference is filtered out by using the gratings G1 and G2 and directed to fibre collection
via a pick-off mirror, see Figure 5.2(b). There is an additional advantage to having a far-
detuned laser as a phase reference; the background suppression using crossed polarization
is highly chromatic leading to count rates of at least 5 MHz available from each cryostat
in normal operation.
124
fast 
entanglement 
pulse
phase reference
spin control 
read out and
initialization
Φ control
slow Φ control
a
QD within
cryostat and microscope
wavelength ﬁltering, detection
and phase stabilization control
BS1
BS2
T, transmission
R, reﬂection
S, stabilizer
to pulse counter
from cryostat A
from cryostat B
to identical 
ﬁltering
set up
b
pulse 
counter
subtractor
10HzPID PID
to phase EOM
fast Φ control to driven retroreﬂectorslow Φ control
c
309703 GHz
309728 GHz
Figure 5.2: Experimental phase stabilization and control. a) The Mach-Zehnder inter-
ferometer where the far-detuned CW phase reference laser is highlighted. The other com-
ponents of the experiment are included as a background. Phase stabilization is achieved
through a combination of ‘fast’ and ‘slow’ control, where both a fast phase EOM and a
retroreflector mounted on a piezo-driven stage participate in a PID-controlled feedback
loop. b) The post-BS2 filtering arrangement, inclusive of a pick-off mirror downstream of
the grating, that enables detection of the phase reference signal by APDs. c) The phase
stabilization feedback loop; APD counts are converted to a voltage signal, and subtracted
detection removes the impact of intensity noise. A 10 Hz low-pass filter is used prior to
the feedback control of the piezo-driven retroreflector, and the phase EOM is subject to a
second PID controller, operating at a bandwidth limited by the pulse counters.
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5.2.1 Homodyne measurement of phase noise
We elucidate the typical frequencies of noise and necessary bandwidth for phase stabiliza-
tion using the reference fringes detected by a fast photodiode (PD, Femto), Figure 5.3.
Figure 5.3a indicates the phase evolution of the entire interferometer, detected on a
single output of BS2. There is apparent phase drift at sub-Hz frequencies, and higher
frequency phase noise less than a full fringe height. The detection bandwidth is 10 kHz.
By blocking each arm of the interferometer we can also see noise contributions from laser
intensity and the PD detection. The intensities of the two arms are not equal because
input power to each cryostat cannot be adjusted to compensate for microscope-dependent
background suppression at this wavelength. However, the homodyne measurement enables
the signal to be amplified by the high intensity arm.
From a comparison of the fringe height and single arm intensities, the mode overlap
is nearly 100%. Specifically, for two detectors S1 and S2, the expected intensities in the
case of perfect spatial mode overlap are:
IS1 = I0
(
1 + α+ 2
√
α cosφ
)
(5.11a)
IS2 = I0
(
1 + α− 2√α cosφ) , (5.11b)
where φ is the relative phase of the two paths, I0 is the higher intensity and α is the factor
by which the other path intensity is reduced, Iweaker = αI0. In this example intensity is
proportional to voltage, I0 is 0.14 V and α = 0.86.
The maximum possible visibility with perfect mode overlap in an interferometer with
unbalanced arm intensities is given by:
Vmax =
2
√
α
1 + α
, (5.12)
which due to the very similar intensities here results in Vmax = 99.7%. The data here
indeed has an apparent fringe visibility of Vmax, within error of the photodiode measure-
ment.
Figure 5.3b displays the fast Fourier Transform (FFT) of the voltage signals in Fig-
ure 5.3a. There are three main features in the spectra: a 1/f-like behaviour both in the
case of interference and where each arm is taken separately; a white noise floor reached
at around 3 kHz; and finally, only in the case of interference between the arms, there is a
series of broad peaks between 10 Hz and 1kHz.
True phase noise is the difference between curves in the presence or absence of inter-
ference. It can therefore be identified as the peaks in the very low audio range. There
is a slow phase wander as well that is not illustrated on the FFT for convenience. The
background is a combination of detector electronics noise, and light intensity noise. It has
a 1/f2 spectrum at low frequencies, and at approximately 3 kHz it flattens to a white
noise spectrum. The 1/f2 spectrum is intensity noise of the reference laser input to the
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Figure 5.3: Two-cryostat Mach-Zehnder interference detected on a fast photodiode.
microscope.
Overall, this data suggests that any stabilization system must have a bandwidth of
up to 1 kHz to effectively remove phase noise. Additionally, long-term tracking of the
phase evolution indicates that the path length evolves through a maximum of ≈ 150
µm. Therefore, the stabilization must be able to remove audio-frequency noise while
compensating slow, relatively large shifts in the path length.
5.2.2 Characterisation of phase reference detection
The resonant background is suppressed at experiment run time, reducing the phase refer-
ence laser signal below the noise level of the photodiodes. APDs (Perkin Elmer) replace
PDs, and the electrical pulses (2.3 V pulse height with a width ≈ 16 ns) are converted to a
voltage by a home-built ‘pulse counter’. This pulse counter is based upon a peak detector
circuit and was built by our electrical technician Stephen Topliss.
In Figure 5.4 we display the responses in time and Fourier domains of three pulse
counters to an input photon rate of 2.5 MHz, where one arm of the interferometer is
blocked and we detect only on one APD. It is clear that pulse counter 6 (# 6) is noisy in
the time domain. Intensity fluctuations of the laser are apparent in the time domain at
low frequency, and turning to the FFT all pulse counters return the same low-frequency
spectrum, differing only in the low-frequency component/offset of the curve, due to differ-
ent D.C. offsets as a result of slightly different gains. The high-frequency spectra display
different noise floors as a consequence of the effective bandwidth of each. Regardless of
the precise origin of the noise floor, Counter # 4 has the lowest noise characteristics in
the frequency range of interest and so is used for the final stabilization setup. A typical
figure for the white-noise floor apparent at high frequencies is -80 dBW/Hz.
The impact of common-mode intensity noise can be reduced by taking the output of
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Figure 5.4: Response of pulse counters to single APD inputs. All tests were performed
with an arm of the interferometer blocked and the signal from a single APD receiving 2.5
MHz mean photon rate.
one detector and subtracting the other [205]. Attempting to stabilise at a single voltage
value without subtracted detection would result in a sensitivity to intensity noise in first
order as the interference fringe height wanders. If one chooses to stabilise at the centre of
the fringes in subtracted detection, the signal is sensitive to the wandering input intensity
in the derivative of the signal only. The two outputs of the beam-splitter are converted to
voltages by the pulse counter prior to subtraction. It is necessary in this scheme that the
signals are balanced, which is achieved with a near-perfect 50:50 beam-splitter.
5.2.3 Phase stabilisation performance
With all the components of an error signal detection in place and well characterised we
turn to the phase stabilization. Figure 5.5 illustrates the progression from a free-running
interferometer to a phase-stabilised configuration in both the time and Fourier domains.
The PID setpoint is 0 V with parameters chosen to narrow the distribution as much as
possible.
The error signal is split and one component is fed to a low-pass filter with a bandwidth
of ≈ 10 Hz. The low frequency signal is used to run a PID where actuation, or the ‘slow φ
control’ of Figure 5.2, is supplied by a retroreflector on a piezo-driven stage. This enables
the slow phase drift to be compensated for. The full bandwidth signal is an input to PID
control of a phase-EOM (EOSpace, bandwidth 40 GHz), which enables the ‘fast φ control’.
In Figure 5.5b the phase signal as the first slow stabilization system is implemented has
an average signal around zero and a reduction in the low frequency component of the
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spectrum. The central point of the fringe represents the greatest sensitivity to phase
noise, which results in a concurrent increase in some frequency components. However,
once the second fast stabilization is brought in, the power in the total noise spectrum is
reduced dramatically, by a factor of ≈ 260.
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Figure 5.5: Phase stabilization prior to an entanglement measurement.
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Figure 5.6: Phase stabilization of the Mach-Zehnder interferometer. A histogram of the
voltage signal from the interferometer mapped to phase angle, over the 30 s measurement
period. The broad peak is due to the interferometer phase evolving freely, and the FWHM
of the narrow, stabilized, peak is 6.8 °.
A useful figure of merit is the relative distribution of the phase when stabilised com-
pared to the full fringe height, which is shown in Figure 5.6. The full fringe height rep-
resents a phase change of 180°, and the full-width-half-maximum when the interferometer
is stabilised is 6.8°, or ≈ pi/25. The phase can be maintained in this distribution over a
period of hours.
129
5.2.3.1 Phase stabilisation at quantum dot frequencies
Figure 5.7 displays phase-stabilized unsuppressed background at the wavelength of QD
elastically-scattered photons. The data demonstrates that the phase ΦI can be freely
chosen. In the figure, four different phase-stabilisation points are displayed, at each of
which both outputs of BS2 are given. In Figure 5.7b, the distribution in phase of the
two extreme points is analysed; the apparent phase distribution during stabilization has a
full-width-half-maximum of 8 degrees, or better than pi/20. This data was taken with an
integration time of 1ms.
Practically, jumping to an alternative set-point ΦI is achieved by applying a step
change to a D.C. offset on the piezo stage. The PID system returns to a stable position
but several fringes of the phase reference have been skipped in the process, due to the
dephasing between the quantum dot frequencies and the far blue-detuned phase reference.
In order to produce a full 2pi phase shift between the reference and quantum dots, we
need to generate a jump of ≈ 87 µm, or 91 reference wavelengths. In practice, we wish
to tune by a maximum pi shift, or just 44 µm, far below the restrictions on interferometer
asymmetry and zero total delay.
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Figure 5.7: Phase stabilization at quantum dot frequencies.
5.2.3.2 Setting the zero-delay point of the interferometer
As discussed in Section 5.1, the phase of the entangled state is not directly that of the
interferometer at the lower energy quantum dot frequency. To compensate and effectively
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‘unwind’ this additional phase, the pi/2-rotation pulses must arrive at the QDs with the
same time delay that the entanglement pulses have. By setting the interferometer delay
to zero, a reference point for the rotation pulses is established, and a zero delay in arrival
time of the rotation pulses at BS2 corresponds to correct pulse timing.
The short resonant pulse used to generate entanglement (160 ps) passes through the
entire interferometer and allows the delay to be coarsely adjusted to zero. However, the
timing jitter of ≈ 160 ps in detection prevents the delay being set to zero with sufficient
accuracy of ∼ 1 ps.
We use a method similar to the technique of white light interferometry [206]: by
finding the point at which the interference fringes for all frequencies overlap, the position
of zero delay is found. Using the frequency resolution of the optical set-up we monitor the
interference of two different lasers passing through the interferometer (one at ν = 309728
GHz, transmitted by the Fabry-Pe´rot etalons, and one at ν+ ∆ν with ∆ν ∈ [15, 25 GHz],
reflected by the etalons). We use a slow piezo modulation (5 µm, 0.1 Hz) to generate
fringes. The normalised difference of the fringe magnitudes for two frequencies is expected
to follow the total delay as:
4
∣∣∣∣Sin(pi(d− d0)∆νc
)∣∣∣∣ . (5.13)
Here (d-d0) is the delay, d0 is the current position. The delay (d-do) is set manually using
the micrometer screw on a delay stage.
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a) Example of the normalised fringes, T1 - T2 and R1 - R2 in grey,
with the difference in blue. The two frequencies are on different
inputs of BS1 so the out of phase fringes here indicate the delay
is not zero (it would be if T2 - T1 fringes were used instead, for
example).
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Figure 5.8: Setting the zero delay path of the interferometer.
In Figure 5.8 the magnitude of fringe differences and the model are displayed. The
point where all frequency differences coincide (and the curve reaches zero) is the zero
delay. In this particular case the position of zero delay was at 6.2 mm for two frequency
differences but 6.8 mm for another, where a shift occurred due to backlash of the stage
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in this example, and care is taken to avoid this by checking that the interference fringes
overlap upon returning to the apparent zero. The maximum uncertainty in the zero delay
of 0.6 mm (2 ps) corresponds to 5 % of the distance over which Raman and elastically
scattered photons with ∆ν = 25 GHz dephase, suggesting that the largest possible shift
between measured phase and real entangled-state phase is 18°, but in true operation it is
likely to be much smaller. Thus we identify the phase of interferometer, as evidenced in
the interference of elastically scattered photons, with the phase of the entangled state.
5.3 Phase-controlled interference of elastically scattered pho-
tons
The effect of the phase stabilization can be seen upon the elastically-scattered photons
from the quantum dots. Measuring the interference of unsuppressed laser background
indicated that the mode overlap can be made near perfect for the quantum dot frequen-
cies (Figure 5.7), but the best test of phase stabilization is the realistic case where the
background is fully suppressed. In this case we detect at least 1 MHz on each of the phase
reference detectors from each cryostat, where typical operating fringes peak at 3-5 MHz.
The interference of QD photons is shown in Figure 5.9. This figure shows the counts
on all detectors from an excitation pulse resonant with the low energy transition of the
selected Λ-scheme. The counts are from an ≈ 1ns bin starting with the pulse, integrated
during 0.5 s. Interference is seen only for the elastically-scattered photons (detected on R1
and R2) because the Raman-scattered photons (detected on T1 and T2) follow the mutual
ground state spin coherence between the two quantum dots, which is not generated in this
experiment (as discussed in Section 5.1.1). Over the first 10 s there is some ‘wandering’
in the detuning of one of the dots, indicated by the reduction in counts on detectors T1
and T2. Thereafter, the fringes of a freely evolving interferometer are imprinted in the
quantum dot fluorescence.
In Table 5.1 we record the counts on all detectors for each QD and the background from
each arm of the interferometer. We estimate the average background contribution to our
state-projecting photons detected on T1 and T2 at 0.77 %. The difference in the number
of counts on each detector (from a single QD) is due to variations in coupling to the fibre
directly prior to each detector, a wavelength-dependent ratio of the beam-splitter at which
QD fluorescence is combined, and the efficiency of each detector. There is also a mismatch
in the rates detected at each frequency. This is largely due to the polarization of detection
in the microscope which in this case happens to be biased towards detecting the higher
energy transition here for both QDs. Here, the overall state-projecting Raman count
rates from each quantum dot are not being matched, but they must be in entanglement
generation to ensure which-path information is destroyed.
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Figure 5.9: Two QD elastically-scattered photon interference in the unstabilized in-
terferometer. Photons are detected during the 1 ns bin starting with the entanglement
pulse, integrating for 0.5 s. The detectors ‘T’ pick up the inelastically-scattered, inco-
herent photons and therefore no interference is seen. The ‘R’ detectors are exposed to
the elastically-scattered coherent photons, thus interference fringes for two light scattered
from two quantum dots is seen.
Detector
T1 T2 R1 R2
cryostat A arm only 2564 3338 164 300
cryostat A background 6 20 6 10
cryostat B arm only 1840 2672 370 986
cryostat B background 16 34 96 242
Visibility of interference 0.59 0.50
Table 5.1 – The average counts on each of the four detectors, for 1 ns of the
entanglement pulse, in Hz. The arms of the interferometer from each of the
cryostats, A and B, containing the QDs, are treated independently. The apparent
visibility of the interference between the two QD photon streams is also indicated.
It is notable that the elastically-scattered photon fringes do not appear to have a high
visibility even though the interferometer is aligned with near-perfect (> 98 %) mode over-
lap at all frequencies; the apparent visibilities during time periods in which the quantum
dots are resonant with the laser are also indicated in table 5.1. Using the detected count
rates from the independent interferometer arms, in the case of the near-perfect interfer-
ometer we expect a visibility of VR1 = 0.92 and VR2 = 0.85, using equation 5.12.
The elastically-scattered photons from each of the QDs are expected to interfere with
the laser background [119]; this interference is used in differential reflectivity and trans-
mission measurements [207], for example. The relative phase of the background depends
sensitively upon the detuning of the QD with respect to the laser and may have changed
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between the blocked-arm tests recorded in the table and the measurement of the interfer-
ence in Figure 5.9, but accounting for this only produces VR1 ≈ 88 % in the ‘worst-case’
scenario of the relative phase shifting by pi between measurements.
It is clear that VR1 is much higher than the experimentally observed visibility VR1 =
0.59. A first loss of visibility is due to the fraction of the scattered photons that can be
considered incoherent in contrast to an ideal two-level system. Even for weak driving of the
transition, scattering is not 100 % coherent as there is a second decay channel available to
decohere the excited state. Applying a 160 ps pulse to the red transition of the Λ-scheme,
where the average probability of causing a Raman photon emission with concurrent spin-
flip is p = 0.07, results in 87 % of the emission being coherent on average (following a
full density matrix calculation that we do not reproduce here). Accounting for incoherent
emission reduces the expected visibility VR1 to 0.8. A negligible reduction is present due
to remaining uncompensated mechanical noise. We note that the excitation pulse itself is
also spectrally broad. However, the coherence between the excitation at the two quantum
dots is maintained and this should not reduce the visibility of the elastically-scattered
photons.
For the remaining visibility loss, the fringes are being washed out by QD optical tran-
sition noise faster than the 0.5 s integration time. In Chapter 2 we explored the relative
timescales of environmental noise sources, and both electric and nuclear Overhauser field
are faster than 2 Hz. In Section 5.1.1 we discussed the implication of this environmental
noise for the interferometer phase ΦI, and the random phase ∆φrandom(t) given to the
elastically scattered fluorescence is likely to cause the reduction of fringe visibility here.
One might ask how much spectral diffusion is required to produce a reduction in fringe
visibility from ∼ 80 % to only 59 %. The phase of the scattered light is modelled as
that of a simple harmonic oscillator with respect to detuning, creating a pi/2 phase shift
between excitation and scattered light on resonance, and a pi phase shift movng across
the resonance. We make the assumption that the Overhauser field distribution at this
magnetic field results in a ∼ 50 MHz broadening of the spin ground state of each QD
independently (corresponding to a T∗2 = 2 ns). As a result, to reach the reduction in
fringe visibility seen would require the addition of a further ≈ 300 MHz spectral diffusion
acting upon each quantum dot. However, this neglects the destruction of fringe visibility
due to amplitude noise from the same sources, and including this in the simple model of
a 206 MHz radiative linewidth transition yields an estimate of 230 MHz average spectral
diffusion. This is physically reasonable in comparison to the values found for the same
sample in Chapter 2.
Figure 5.10a displays the counts on all detectors, where at 85 s the phase stabilization
is applied. The elastically-scattered counts (R1 and R2) appear reasonably constant, but
the phase of the fluorescence is highly sensitive to relative detuning of the QD and the
laser, resulting in phase noise. To illustrate this further, in figure 5.10c the interferometer
is phase stabilized and QD B is held at a constant gate voltage. A gate voltage sweep of 11
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Figure 5.10: The phase of quantum dot resonance fluorescence in a stabilized interfer-
ometer.
135
mV triangular wave at 105 mHz is applied to QD A, causing the lower energy resonance
to be swept across the entanglement laser frequency. As a result, the Raman-scattered
photons (T1 and T2) map the Lorentzian line shape of the resonance whilst R1 and R2
indicate that the relative phase of the light from the two quantum dots sweeps through pi.
Figure 5.10d folds this data to illuminate the time coincidence between the resonance and
a sharp relative phase change of QD fluorescence. In particular, the sensitivity to very
small detuning jitter poses a significant challenge to analysis of the three-photon events,
and indeed to the creation of a stable entangled state.
In Figure 5.10b the photon counts on R2 for the freely evolving and stabilized periods in
Figure 5.10a are presented in a histogram. The freely evolving fringes are approximately
330-700 in height, with the peak of the stabilized distribution centred around 620, or
approximately pi/3 radians. However, it is clear from the FWHM of nearly pi/3 that
despite active phase stabilization there is an unstable relative phase of light elastically-
scattered by the two QDs and this exceeds what should be seen from shot noise alone,
and the underlying mechanical stability of the interferometer. We shall be required to
filter our three-photon detection events based upon apparent phase as we do not actively
stabilize the quantum dot transitions here [117].
In summary, we are able to stabilize the interferometer to better than pi/20 at the
frequencies of interest, but the relative phase between the photons scattered from two
QDs drifts in reality. This is a very sensitive probe of the inherently noisy environment of
a quantum dot through its action on a single quantum dot transition.
5.4 Larmor frequency variation
We rely upon well-matched Λ-schemes to ensure a high fidelity of our entangled state as
it influences the indistinguishability of the state-projection photonic modes, the entangled
state phase, and any precession of the entangled state after a projection event. Frequent
checking of ωL for both QDs is a necessity, and we do so by performing Ramsey interfer-
ometry within the entanglement pulse sequence, where we utilise the components of the
compound pulses as the necessary pi/2 rotations. We ensure that a QD is resonant prior to
the measurement by maximising the Raman-scattered photons. The gate voltage required
varies due to very slow electric field noise processes in each QD. In QD A, the timescale of
such processes is many hours, whilst in QD B this change can occur after ∼ 20 minutes.
Figure 5.11 illustrates the Ramsey interferometry signal for another QD on which
we explore the Larmor frequency behaviour further, QD C. The data is taken on two
consecutive days. There is an apparent shift of ≈ 400 × 2pi MHz, equivalent to an external
magnetic field shift of ∆Bext = 7.6 mT. However, the external magnetic field has a high
stability and we thus seek an alternative explanation.
In Figure 5.12 the measured Larmor frequencies on Day 1 are summarised as a function
of applied gate voltage. In this case ωl = 309702.75 × 2pi GHz, and ∆ = ωR - ωl is 25
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Figure 5.11: Variation of Larmor frequencies: QD C Ramsey interferometry. (upper)
Repeats of Ramsey interferometry performed on QD C, on two consecutive days. (lower)
The residuals of the sinusoidal fits, illustrating a dephasing due to a shift in apparent
Larmor frequency by 400 × 2pi MHz.
× 2pi GHz. The Larmor frequency is a smooth function of gate voltage, implying that
there is detuning dependent polarization of the nuclear spins, which results in a shift of
the apparent Larmor frequency around that set by the external magnetic field.
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Figure 5.12: QD C Larmor frequency variation with gate voltage. An ideal absorption
lineshape is included in the background for reference.
A tentative explanation is provided by considering the phenomenon of ‘dragging’ [208],
whereby a QD resonance is locked to the excitation laser due to favourable polarization
of the nuclear spin bath that compensates for positive and negative detuning. In our
protocol, the driving power of the spin read-out laser at ωR is a factor of ∼ 10 above that
of the ωl laser. It is therefore likely to dominate any nuclear spin polarization processes,
and if an initial detuning between ωR and the addressed transition exists, the nuclear
spins polarize in order to compensate. Therefore the Larmor frequency is reduced as the
transition is pulled into resonance with an initially blue detuned laser. The change in ωL
is reduced at large detunings, where the nuclear spin polarization rate is suppressed.
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Figure 5.13: Investigation of Larmor frequency variation.
To further explore this phenomenon, Figure 5.13a presents data where the relative
laser detuning, ∆, is varied, but the frequency of the blue laser ωR is maintained. As ∆
is decreased the curve appears to shift and centre around a reduced Larmor frequency,
despite the constant blue wavelength. This indicates that the weaker red excitation may
also play a role in nuclear spin behaviour during the time for which the red transition is
driven by the ‘entanglement pulse’. Finally, figure 5.13b presents data from Day 1 and
Day 2 for QD C under the same ∆ conditions, where now we note that the curve shifts
along the gate voltage axis as the resonant frequency of the QD transitions varies under
slow electric field noise. However, the origin of the slight downwards shift despite identical
laser frequencies is unclear.
Practically, it is the slow variation in resonant frequency due to electric field noise that
results in a shifting Larmor frequency for both quantum dots. Fine adjustment of the gate
voltage applied to a sample must be made beyond simply maximising photon scattering
from the red transition; figure 5.12 also includes the absorption spectrum expected for
this QD with power broadening as expected for s = 0.2, which illustrates a shift of ωL
by up to 800 MHz across the linewidth of transition. The measured Larmor frequency is
highly sensitive to the detuning of a Λ-scheme from two driving laser frequencies, and as
such it is necessary to make repeated checks and adjustments of gate voltage to match the
two quantum dots during our measurement. The origin of this behaviour is thought to be
the ‘locking’ of the blue and red optical transitions to the driving laser due to underlying
polarization of the nuclear spin bath.
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5.5 Phase-controlled measurements: a tunable two-electron
spin-entangled state
Having explored how the phase of an entangled two-electron spin state is to be created
and maintained, we now turn to the three photon correlations under phase tuning. In
the previous chapter, we presented only the results where the phase was set to 0 or pi.
The phase of the state is found by examining the interference of the elastically-scattered
photons detected on R1 and R2, and indeed this allows us to ‘dial up’ the state we create
using the technique outlined in Section 5.2.3.1.
In Figure 5.14 we present the results of a two-spin measurement in the rotated basis
conditioned upon detection of a single state-projecting photon, where results are now
partitioned by which detector (D1 or D2) registered the photon during the entanglement
pulse, and are arranged according to the set phase of the interferometer. It is notable that,
for a single-phase set-point, the correlations display opposite behaviour to those where the
entanglement event was registered on the other detector. This is entirely a by-product of
the phase introduced to the photonic modes by the beam-splitters, and yet appears in the
state of two electron spins. In general, the trend in these results would be expected as an
outcome of this entanglement scheme; at pi/2 set point, for example, the visibilities vanish
as there is a term proportional to cos(φ) in the expression for the visibility.
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Figure 5.15: Summary of the phase-tunable entangled states. The visibility of the
correlations as a function of interferometer set phase, with a cos(φ) fit constrained to
V(φ=pi/2) = 0.
The results are summarized in Figure 5.15a, where the visibility of correlations, V, is
presented as a function of interferometer set phase. The dashed lines represent sinusoidal
fits under the constraint of passing through zero at pi/2, and the data roughly agrees with
the expected cos(φ) dependence. Taking the amplitudes of these fits to represent a ‘global’
visibility of the experiment, the resulting fidelity with respect to the full range of states
1√
2
(|↑↓〉+ eiφ |↓↑〉) is ≈ 62 % although we note that the fits are not within the error bars
of the individual points.
A reason for this is the phase noise introduced to the entangled state by both electric
field and nuclear Overhauser field acting upon the lower energy transition of the Λ scheme.
Evidence of this was found in the interference of the elastically scattered photons, see
for example Figure 5.10. In order to gain sufficient statistics, it became necessary to
allow a wide range of apparent phases to contribute to final results. Data was selected by
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examining the elastically-scattered RF interference and permitting events within apparent
phase ranges of different widths, where detailed data analysis is the work of my colleague
Lukas Huthmacher. The data presented here, and prior to this point, permitted a ± 10°
phase range.
Figure 5.15b presents the results where now the selection window is ± 20 degrees in
phase. As a result, the statistics are improved as there are simply more events that may
be included into each measurement run. Therefore, the results more closely follow the
expected Cosine curve of visibilities. Averaging over the local range of phase results in
a reduction in the overall amplitude of the curve. It is for this reason that the smaller
selection window of 10 degrees results in the highest measured fidelities at the extreme
points of 0 and pi phase.
5.6 Conclusions: phase tunable entanglement generation.
In this chapter we have demonstrated a method for control and tuning of the state gen-
erated by a single-photon detection technique. It has been possible not only to generate
entangled states of electron spins, but also to choose which state we create from the full
range of the general form 1√
2
(|↑↓〉+ eiφ |↓↑〉). While this does not provide access to all of
the maximally entangled states, the remaining are available through simple local opera-
tions, such as a pi-rotation pulse on the electron spin at QD A, which would take Ψ+ and
create Φ+, for example.
Such phase-tunable entangled states have previously been created [186], but this has
not been the case in self-assembled quantum dots [83], so a phase-stabilized fibre-based
interferometer represents a modest but useful addition to this body of work. This is also
the first demonstration where an optical interferometer has been used over macroscopic
distances; the prior demonstration utilised a single ion trap. Practically however, we
can study this technique in light of technologies where the quantum dots are unlikely to
be separated by several metres interconnected by optical fibres. We might envisage a
collection of ‘on-chip’ interferometers, for example, as our quantum network. Initial work
towards wave-guide-based interconnects in GaAs is in progress [209–211]. There the phase
shifts due to path length are likely to be small and easier to control.
It was also found in the course of this work that we clearly see a detuning-dependent
Larmor frequency. The precise explanation is not clear, however it appears that dynamic
nuclear spin polarization by the read-out laser on the blue transition of the Λ-scheme makes
a dominant contribution, with a secondary effect due to the weaker ‘entanglement’ laser
driving the red transition also taking place. The polarization occurs due to a detuning
that develops due to a change in the local electric field environment, where in particular
slow noise processes allow the nuclear spins to track the transition and keep it resonant
with the excitation.
Future work aims to improve the fidelity of the state we create. As discussed in the
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previous chapter and in the conclusion to this dissertation, a key reduction in fidelity is
due to the inhomogeneous spin dephasing, which could be improved by finding methods
to polarize the nuclear spin bath, or alternatively by turning to hole spins in samples with
a low contribution from electric field noise [169].
However, due to the marked sensitivity of fluorescence phase to small detunings, it
appears that electric field noise becomes a larger problem when the phase of the scat-
tered light is key to the protocol. We discussed the origin of the term in the entangled
state phase that represents random phase shifts of the scattered light, Equation 5.10, and
found evidence of this noise taking effect in Section 5.3. The interference visibility of the
elastically scattered photons would be reduced by 0.8 due to the presence of incoherent
emission, but the additional factor of ≈ 0.75 represents the total effect of all random phases
∆φrandom(t) introduced in equation 5.9, regardless of source. This is the same phase noise
term that acts in the entangled state phase and therefore the reduction in visibility of
the entangled state would be expected to be the same. Referring to the analysis of lim-
itations to state fidelity from the previous chapter, our final estimation of the entangled
state fidelity based upon known reductions was 0.76. If the factor of 0.75 attributable to
electric and Overhauser noise on the red transition is taken into account we reach a final
fidelity of 0.67, which approaches our measured value. While this is a simple estimate of
the origin of reductions to the fidelity, it suggests that a scheme insensitive to phase noise
could raise the fidelity above 75 %.
With this in mind, improvement of the phase stability in this scheme requires more
stable quantum dot resonances, or careful choice of only the very best examples. An
alternative is to use a two-photon detection scheme where optical phase does not impact
upon the state; it may be possible to improve photon collection efficiency through careful
structural modification of the GaAs surrounding a quantum dot, where recent approaches
include both microcavities and photonic trumpets [212]. In the previous chapter, we noted
the trade-off made in Type I and Type II detection schemes, where the gain in fidelity
made in a Type II scheme comes at a cost of slow entanglement generation. If limitations
to the rate of entanglement generation are overcome, however, the issue of phase stability
is side-stepped altogether.
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Chapter6
Conclusion
In the introduction to this work, we posed the question of what is the impact of the
inherent semiconductor environment on a single trapped electron and associated optical
transitions in a self-assembled quantum dot, and given these known limitations, can such
systems form the basic building blocks of a quantum computational technology?
It is possible to investigate the effect of the solid state environment in resonance fluores-
cence via the spectral fluctuations that result in intensity noise of resonance fluorescence.
Fluctuations were measured with timescales down to 1 µs. We were able to distinguish
electric and magnetic field contributions through the detuning dependence of the noise
amplitudes for the case of optical transitions of the X1− species. In particular we mea-
sured slowing dynamics of the Overhauser field with increased optical driving power. As
this system consists of a single electron interacting with a nuclear spin bath, we ascribe
a portion of this behaviour to the Knight field of the resident electron acting upon the
nuclear spins.
These measurements took place at zero applied magnetic field and focused on the spec-
tral signatures of the nuclear spin bath, and as such are different to direct measurements
of the spin coherence and dephasing [16, 17, 24]. However, they highlight the importance
of an electron-spin dependent process on the Overhauser field dynamics in the absence
of magnetic field. Beyond the quantization provided by an external magnetic field, there
is a hierarchy of contributions to the Hamiltonian describing each nuclear spin, of which
the quadrupolar coupling to electric field gradients is known to be dominant [17, 145].
Therefore, we suggest that the Knight field acts as an additional smaller perturbation to
the nuclear spin dynamics, becoming relevant when the external field does not provide the
dominant term.
A model of the fluctuation amplitudes provides good agreement with the data. The
model takes a four-level system representation of the X1− and allows electric field fluctu-
ations. As a result we may extract the underlying standard deviation of the Overhauser
field where we find values of 22-25 mT for the chosen QDs at zero applied magnetic field, in
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accord with the literature. The spectral broadening due to local electric field fluctuations
was typically 150-200 MHz for these QDs, and it is important to note that even on the
same sample there is some variation in electric field noise as it is due to factors outside of
the quantum dots themselves. For the latter half of this work we have chosen the sample
with the smallest spectral diffusion available, although noise amplitudes differ slight be-
tween QDs. This is indicative of a common source, perhaps a layer of defects above each
dot due to the strain it creates propagating to the GaAs-blocking barrier interface [25].
However, there were more marked differences when compared to other samples such as
those with exposed surfaces close to the QD layer, which demonstrates this technique’s
utility in sample comparison.
Further exploration of spectral diffusion was enabled by a simple model of photon
counting statistics. A systematic offset from the results obtained by the full noise spec-
troscopy model does exist but is a well understood consequence of the simplicity of the
model. The simplicity of the model, and the fact that the Overhauser field is consistent
between quantum dots, means that this technique has a place in the rapid characterization
of samples where the spectral wandering due to electric field noise is the critical parameter
of interest. It also permits us to compare quantum dots that may be in future used to
generate entanglement, where reduction of the spectral diffusion below that seen in the
sample here should result in an increase in entangled state fidelity.
Having identified a sample with spectral diffusion less than or comparable to the ra-
diative linewidth, we aimed to demonstrate the most basic step in building a quantum
network. Using the scheme described by Cabrillo et al. [185], two electron spins are en-
tangled by detection of a single photon, where the fidelity of both the Ψ+ and Ψ− states
violated the classical limit by over four standard deviations of the mean. The fidelity of
the entangled state is eroded by distinguishability of the photons, however we find that
the ‘best’ samples we identified produced clean enough photons (with two-QD Hong-Ou-
Mandel visibility of 93.3 %) that an entangled state could be generated. In addition, the
necessary optical phase control required by single photon detection schemes was achieved,
and as such we generated a full range of linear combinations of Ψ+ and Ψ−, where we note
that simple local operations on the single electron spins would produce the remaining Bell
states.
In order to demonstrate an entangled state it was necessary to perform a spin rotation
within 1.2 ns of the beginning of the ‘entanglement pulse’ from which the state-projecting
photons were selected. This is due to the inhomogeneous dephasing of the electron spins,
or the joint T∗2. If the rotation of the spin coherence terms in the density matrix were per-
formed later, we would expect the fidelity of the measured state compared to the desired
Bell state to have deteriorated further. A relatively simple extension (so far limited by
hardware) to this work is the implementation of a spin-echo sequence [16] within the entan-
glement protocol in order that we can measure the state after the state-projecting photon
has been detected. However, this presents an additional complication to any architecture
146
if the overall coherence of a system must be artifically maintained, and it would perhaps
be more useful in the long term to find methods of extending the T∗2 of our electron spins
beyond ≈ 2 ns. Current work is focusing upon manipulating the nuclear spins, creating
a more stable polarization using coherent population trapping methods [204]. This would
present a major step towards improving the fidelity of the Bell states.
It is possible that the use of hole spins presents a solution to problem presented by inho-
mogeneous dephasing, and indeed entangled states of hole spins have been generated [83],
where the single quantum dot hole T∗2 exceeded 22 ns. In high quality samples the T∗2
has exceeded 460 ns [169], and as such one would not need to select such a small portion
of the emitted state-projecting photons, as T∗2 far exceeds the radiative lifetime. How-
ever, whether the hole spin coherence time T2 may be extended beyond the microsecond
regime remains to be seen [171]. It is clear for both electron and hole spins the challenges
in increasing fidelity and coherence time of entangled states lies in engineering the envi-
ronment, whether through charge noise reduction, or careful modification of quantum dot
geometry to reduce the impact of strain which currently presents the hard limit to electron
spin coherence [17].
In this work we did not address Bell tests by making measurements of more than one
observable perpendicular to the population basis. As there is only one axis of rotation
available with this optical spin rotation technique, we would need to allow Larmor preces-
sion by an extra quarter of a period (10 ps) before performing the rotation. However, a
loophole-free Bell test requires space-like separation of the two qubit measurement events,
where microseconds of coherence provided by the addition of spin-echo sequences give
≈ 600 m maximum inter-qubit distance if creation of the state is to be possible (in the
best-case scenario of assuming that detection takes zero time). This presents the chal-
lenge of being able to randomly choose the measurement basis in a sufficiently short time
that it cannot have influenced the entangled state created, in order that the state can be
measured before it decoheres. It is not yet clear whether this is technically possible.
Here, the entanglement protocol chosen in fact calls not only for indistinguishable
photons, but also requires that these photons are phase stable. Phase variation is largest
on resonance. As such, the phase of the created state is highly susceptible the noisy solid
state environment of a quantum dot, and it is possible the impact of ≈ 230 MHz spectral
broadening reduced our state fidelity by at least 7 %. There are a number of potential
solutions. It may be necessary to simply find or grow higher quality quantum dot samples.
As an alternative, the resonance of the quantum dots could be actively stabilised using
feedback from the intensity of the phonon sideband [117]. Deliberately addressing the
optical transitions at a half-detuned point would reduce the phase sensitivity to electric
field noise but consequently increase intensity noise. Regardless of the exact solution, this
experiment demonstrates that a Bell state with fidelity of ≈ 63 % can be achieved with a
Type I protocol, for the known amount of electric field noise on this sample (≈ 200 MHz
linewidth broadening).
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It may however be better to use a two-photon detection scheme where the optical phase
is no longer relevant to the entangled state, provided our photon detection efficiency is
sufficient. An additional advantage of ‘Type II’ schemes is that the inherent error in the
created state due to a finite two-photon scattering probability is removed.
The challenge in using two-photon schemes is to maintain the entanglement generation
rate, and to be able to measure the state generated in an experiment or computation.
In regard to the latter, our quantum dots with a single λ-scheme do not permit single
shot read-out. Therefore, in a probabilistic entanglement generation scheme we not only
have the success probability to consider, but also the single shot probability of measuring
both spins, p2readout  1. This factor can be removed by having one spin coupled to
a cycling transition. For example, in a vertically stacked, coupled double quantum dot
arrangement one of the quantum dots acts to provide an ancillary spin-readout transition.
This transition is on resonance with a fixed driving laser dependent upon the spin state
of the other quantum dot [213]. It should then be in theory possible to verify every state
heralded by a single detected Raman photon, or indeed two photons if a Type II scheme
were being used.
In the conclusion to chapter 4 we highlighted that the entangled state generation rate
of ≈ 7 kHz is the fastest optically-mediated distribution to date. This is enabled by the
use of a single photon detection scheme, bright emitters in the form of our quantum dots,
and high efficiency single photon detectors. With an attempt rate of 10.8 MHz, driving at
p = 0.07, we conclude that the total product of photon collection and detection efficiency,
pcηd is 0.46 %. In a Type II, or two photon detection scheme, the expected generation rate
would therefore be reduced to 114 Hz allowing for p = 1 in this case. In our experiment,
we are able to generate and verify spin-spin entangled states at over 8 per minute; in
the case of a two photon experiment 114 Hz would be reduced by the factor 0.0052 to an
average of one event every 6.9 minutes.
All is not lost however; by considering the losses between the sample and the detector
we find that only 4.1 % of useful Raman-scattered photons are coupled from our sample
in to the collection mode. State-of-the-art electrically-tunable micropillar samples could
increase this to 52 % [181], raising pcηd to 5.9 %. Our single photon detection scheme would
be therefore able to operate at a minimum rate of ≈ 44 kHz and potentially verify a state
created every second, whilst the two-photon schemes would operate at 19 kHz. Placing
quantum dots in micropillar cavities not only increases the percentage of photons coupled
out but should also reduce the radiative lifetime by Purcell enhancement and permit faster
operation of the pulse sequence. In addition, it ensures that a higher percentage of photons
are emitted within the T∗2, again increasing the possible entanglement rate. Pushing the
collection efficiency further using photonic trumpets (although no method yet exists for
tuning the resonances of a quantum dot within them) it has been suggested that coupling
from the quantum dot to the collection optics could be as high as 95 % [212]. At this point,
it is our microscope, filtering set-up and detection that become the limiting factor, as the
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single-photon scheme would be expected to generate entangled states at 81.2 kHz, and the
two-photon scheme at 61.8 kHz. This highlights the crucial crossover in the scheme that
is more likely to succeed that occurs once the photon detection probabilty is increased;
the low driving probability of Type I schemes becomes a limitation.
It is important to ask what rate is required and whether we are close to reaching it.
In a simple picture, in order to create a network of entangled spins it must be possible
to generate pairwise entangled states faster than the states can decohere. With electron
spins so far this time is perhaps 2 µs if inhomogeneous dephasing is mitigated [17], re-
quiring an absolute minimum rate of 0.5 MHz. The attempt rate could be increased if
read-out steps were to be neglected, for example, and spin repumping within 2 × T1 ≈
750 ps would allow a fastest possible rate of operation ∼ 0.65 GHz (although we note
this neglects no doubt necessary additional steps to remove the spin dephasing). How-
ever, at our current operation rate of 10.8 MHz we would require a success probability
of 4.6 %, which in a two-photon scheme means pcηd is 0.3, and we are approaching the
realm of deterministic photon transfer between systems. A more subtle version of such
an optical network uses probabilistic connection between ‘communication qubits’ within
nodes, where these qubits then transfer entanglement to more suitable memory qubits
with longer decoherence times [214]. The optically-addressed electrons in quantum dots
make excellent communication qubits as they are coupled to strong optical dipole tran-
sitions, but as yet do not function as memory qubits. In diamond systems local nuclear
spins provide such a memory [215], but here the nuclear spin bath is too large. A recent
proposal capacitively couples self-assembled quantum dots as communication qubits to an
underlying set of gate-defined QD memory qubits [216].
Turning to the fidelity of the state we create it is clear that it is currently rather low,
although we know that it can be improved by looking for samples with lower spectral
diffusion and seeking to extend the T∗2 of the electron. Architectures that permit a greater
than 10 % error on the links generated between nodes have been envisaged [41] although
it is a challenge to implement this in extant experimental systems of this kind.
Finally, an alternative is to explore one way quantum computing [28, 217]. Networks
of entangled qubits represent a cluster state, and specific measurements of qubits project
the cluster into subsets. Single qubit operations are then able to create the required
state. Running a series of measurements followed by single qubit operations is equivalent
to running a program of the quantum computer. In particular, it has been proposed
that quantum dots as a source of photons entangled with electron spins could be used to
produce long streams of photons all participating in such cluster states [218], and a possible
extension could be to use an entangled pair of electron spins to produce a two-dimensional
cluster state.
In conclusion, quantum dots continue to show great promise as a light-matter interface
for networked quantum information, and we were able to demonstrate the baby step of
a two-electron ‘network’ where the impact of the solid state environment on the state we
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create is understood. Some of the key outstanding questions surrounding such quantum
dots are: whether the fundamental material and geometry be improved to obtain longer
spin coherence times in combination with spectral consistency; whether many quantum
dots can be grown that overlap spectrally or must QD-by-QD tuning always occur; finally,
whether quantum dots can be incorporated into devices that improve photon collection
efficiency while maintaining a low noise solid state environment. The possibility of us-
ing these quantum dots as communication nodes in hybrid quantum networks is also an
intriguing possibility.
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