Abstract. This paper puts forward an optimal and distributed fusion Kalman filter based on the Riccati equation, optimal and distributed fusion The Kalman filter has fewer calculated dimensions and less calculated amount than the centralized global optimal Kalman filter. Therefore, it has greater effect in the practice. Present the distributed local self-correcting Kalman filter at the same time. The simulation examples showed its validity.
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Local Optimal Kalman Filter
Augmented matrices equation (1) ( 5 ), with the assumptions 1 -3, the local optimal Kalman filter has the distributed local optimal Kalman filter ˆ( 
Weighted Distributed Fusion Kalman Filter
Theorem 2. With the assumptions 1-3, system (1)- (5) has the component weighted fusion Kalman filter:
If there is ˆ1,
is the L-th unbiased estimation of the random vector n xR  , the covariance matrix
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 is known, the weighted optimal fusion unbiased estimation in the linear minimum variance sense will be
where the optimal weighting coefficient is 
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Distributed Fusion Kalman Self-turning Filter
For the system whose model parameters and noise variance are partially unknown, first, identify the model parameters and noise variance with related methods, substitute the results into distributed local optimal Kalman filter. Then substitute the results into the weighted distributed fusion Kalman filter in order to get the distributed fusion self-turning Kalman filter. The i-th subsystem( sensors) local self-turning condition filter has the following steps:
Step 1. Use the recursion auxiliary variable alogrithm and the G-W-CLS algorithm to get model parameters and noise variance fusion valuations of 
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The three steps repeat at the t moment.
Simulation Examples
Consider the multi-sensor invariant linear discrete stochastic systems 
