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Abstract
Patterns of transcriptional activity along circular prokaryotic chromosomes such 
as Escherichia coli and Bacillus subtilis have previously been characterized 
through microarray-based analysis of gene expression. However, patterns 
across linear prokaryotic chromosomes are yet to be investigated. Given the 
different topological constraints (to circular DNA) imposed upon the linear 
chromosome the derived transcriptional patterns would be expected to be 
different. Here we explore transcriptional activity along the linear chromosome 
of Streptomyces coelicolor using expression data from 139 microarrays and 
genomic features.
Representing total chromosomal expression as a spatial series of transcript 
abundances we observe both short and long range periodicities of transcription 
along the S. coelicolor chromosome with data derived from different microarray 
technologies (spotted and ink jet in s/fu-synthesized). Application of the 
autocorrelation function confirmed these periodicities as significant both in two 
and single channel analyses and allowed further analysis of chromosomal 
properties: Codon adaptation index, GC content, secondary structure and gene 
length. Another signal processing technique, namely wavelet analysis, has 
aided the visualization of the periodic signals along the chromosome, identifying 
‘hot-spots’ of activity related to specific responses.
The ranges of periodicity we observe for the linear chromosome of S. coelicolor 
indicate a different chromosomal organization than circular chromosomes; the 
short periodicity of 5 genes we observe cannot be accounted for by the 
currently proposed E. coli and S. subtiiis models. We suggest a chromosome 
organization/transcriptional model that takes into consideration the 
transcriptional and genomic organization trends we observe.
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Chapter 1 Introduction
Previously genetic studies were limited to studying one gene at a time; a protein 
encoding gene was knocked out or in (amplified) and the subsequent mutant 
observed for a marked change in phenotype or its expression and suspected 
targets of the protein product were analysed using techniques such as Northern 
/Southern blotting, in situ hybridisation and PCR (Lockhart and Winzeler, 2000). 
This approach however suffers from the great limitation of not considering the 
environment represented by ‘other genes' in which the object of study is 
immersed. It is well established that genes cannot be considered as isolated 
entities but instead an integrated part of a complex system of interactions, 
including interactions between genes themselves. More recently, with the advent 
of microarray technology (multiple parallel hybridisations (can be thought of as 
large scale northern blots) that occur between a probe (immobilised sequence) 
and target (RNA/DNA samples of interest) on a slide/chip,see Section 1.4) has 
overcome this obstacle, giving an overview of the whole genome and the many 
mechanisms of gene expression regulation by enabling the analysis and 
comparison of many genes at the same time.
Microarray derived data can hold more information than we think. If wisely used, 
microarray outputs can help to solve new and different questions to those that 
the microarray experiments were originally designed for (e.g. differential 
expression between conditions such as mutant and Wild-type, see Section 1.4). 
For instance, it is reasonable to think that the relative positions of loci and the 
general organisation of the chromosome might play an important role in the 
regulation of gene expression; the combination of genome annotation(s) and 
gene expression data (such as that derived from microarrays) may shed light on 
this. This is an argument that in the case of the microorganism of this study 
seems to be particularly meaningful; the Streptomyces coeiicolor chromosome
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(as discussed in Section 1.1.2) is ‘biphasic’, is thought to have 
compartmentalisation of essential and non-essential genes, uncommonly linear, 
extraordinarily large (compared to other sequenced bacterial genomes to date) 
and GC rich (Bentley et al, 2002). The latter, still an enigmatic parameter behind 
which there may be an explanation of important biological significance.
Therefore, a deep investigation of a genomic spatial series (representing 
microarray or genomic sequence features sorted in a chromosomal order) can 
give an important insight into the organization of the S. coelicolor nucleoid and its 
plausible functionality. In fact, it is imaginable that an extraordinarily long (and 
linear) chromosome might have a sui generis topology that could not only reduce 
the size of it (the chromosome’s dimension in the cell), but be functional to other 
purposes regarding, for instance, transcriptional regulation or the horizontal 
transfer of genetic material. Hence, the results of this study could be of great 
interest to ‘wet-lab’ scientists for the practical implications that some results 
could lead to (e.g. better positioning of cassettes’ of genes (for genetic 
manipulation) into the chromosome such that their expression can be tested 
more uniformly). From a Bioinformatics point of view, the methodology employed 
in this project (i.e. signal processing analysis) is relatively new and it is not widely 
used or fully exploited on biological data. It is hoped for example that the work 
done in this study will give a new perspective to the analysis (perhaps even 
normalization) and interpretation of microarray data.
The following sections of this chapter provide the necessary background to 
appreciate and understand the aims of the work carried out in this project. In 
Section 1.1 a brief introduction to the morphological, physiological, genomic and 
chromosomal properties of streptomycetes is given to emphasise the complexity 
and singularity of the extraordinary genus of Streptomyces. In sections 1.2 and
1.3 bacterial chromosome topology and the effects of supercoiling on 
transcription regulation, the main concepts that under-pin the investigation of this 
work, are described respectively. Similarly, an overview of microarrays and the 
data they provide (as used throughout this thesis) is given in Section 1.4. Recent 
advances in understanding bacterial topology through the use of microarrays are 
briefly given in Section 1.5.
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1.1 Streptomycetes
The genus Streptomyces is a genus that belongs to the actinomycete family. 
Actinomycetes are a large and variegated group of gram positive bacteria with a 
high GC content that falls within the range of 63-78% (Hopwood, 1999). Most 
members are aerobic, generally non-motile and filamentous with the capability to 
form branched filaments that at the end of the growth phase give origin to the so 
called mycelium; it is this formation, in some ways analogous to the mycelium 
formed by the filamentous fungi that caused this group to be originally classified 
as fungi (Bentley et al, 2002; Hopwood, 1999; Kieser et al, 2000).
Actinomycetes are unique in their ability to produce many compounds that have 
pharmaceutically useful properties. From the genus Streptomyces, probably one 
of the most widely studied actinomycete, hundreds of naturally occurring 
antibiotics have been discovered (Kieser et al, 2000; Madigan et al, 1997). Their 
remarkable ability to produce antibiotics is probably due to the circumstance that 
they live in the soil, a very competitive and hostile environment. It has been 
estimated that they produce more than half of the world's antibiotics and are 
consequently invaluable in the medical field (Kieser et al, 2000; Madigan et al,
1997).
1.1.1 Life Cycle
As mentioned, the resemblances of this genus with fungi is echoed in their 
elaborate life cycle involving mycelial and spore formation (see Figure 1.1). The 
characteristic filamentous structures, hyphae, formed during vegetative growth 
grow by tip extension with septation occurring far from the apical end (Flardh, 
2003; Pogliano and Becker 2003). In streptomycetes this generates multi­
nucleoid elements, compartments of vegetative hyphae containing several copies 
of uncondensed chromosomes, because DNA replication takes place without 
cellular division (Flardh, 2003; Pogliano and Becker 2003).
12
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Figure 1.1 Life cycle of streptomycetes. Taken from http://microb0wiki.kenyon.edu
During growth on an agar surface (but not in a shaken submerged culture) a 
Streptomyces coelicolor colony will form branches that grow into the air to form a 
layer of white, fluffy aerial mycelium. After growth of an aerial hypha has stopped 
the formation of sporulation septa (FtsZ rings) that delimit unigenomic prespore 
compartments is observed (Schwedock ef al, 1997). Thus, sporulation requires a 
switch that enables different modes of septation and demands DNA 
condensation and accurate chromosome partitioning into prespore
compartments (McCormick et al, 1994). These unigenomic spores are dispersed 
by winds or animals to give rise to new colonising mycelia.
Aerial growth is accompanied by a change in the surface properties of hyphae. 
The surface of substrate hyphae is hydrophilic and has a smooth ultra structure, 
whereas aerial hyphae are covered with a layer that consists of a mosaic of 
parallel rods (Claessen et al, 2002, 2003, 2004). Because of this complex 
developmental life cycle streptomycetes can be considered one of the first 
attempts at ‘multicellularity’ in evolution (Chater and Losick, 1997); 
streptomycetes form highly structural multicellular colonies composed of 
physiologically distinct ‘tissues’, the hyphae, whose development is controlled by 
a complex system of intercellular communication (Miguelez et al, 2000).
13
Furthermore, this genus has evolved separated somatic and germ-line functions 
through distinct cell lineages: the substrate and the aerial mycelium.
As the substrate mycelium develops it grows attached to its substrate, forming 
an intricate network of hyphae that penetrates the medium, solubilising organic 
molecules by the action of extracellular hydrolytic enzymes. Such a filamentous 
morphology allows full utilisation of the solid materials in the soil (its natural 
environment) and enables the streptomycete to colonise solid substrates more 
efficiently than other non-motile, unicellular microorganisms. As the colony ages 
the depletion of nutrients triggers, from the surface of the colony, the origin of the 
aerial mycelium that grows (as discussed previously) and essentially has 
reproductive functions (Miguelez et al, 1994).
1.1.2 Streptomycetes’ chromosome 
1.1.2.1The linearity of chromosomes
Previously the distinction between prokaryotes and eukaryotes encompassed the 
chromosome; bacterial chromosomes were circular, whilst eukaryotes’ were 
linear. However, chromosome architecture (circular or linear), like poly_A tails on 
mRNA and introns (Casjens et al, 1998), can no longer be used to make this 
distinction: streptomycetes, as first demonstrated in S. Ilvidans (Lin et al, 1993), 
have a linear chromosome and are (now that the first fungus categorisation, as 
already discussed, has been quashed), bacterial. Indeed, most of the bacteria in 
the genus Streptomyces have been shown to have linear chromosomes and 
plasmids and in some cases have a linear chromosome co-existing with circular 
plasmids, a phenomenon also seen in Borrelia, Agrobacterium tumefaciens and 
Coxieila burnetii (Allardet et al, 1993; Willems et al, 1998). The occurrence of 
chromosome linearization in distantly related prokaryotes poses questions such 
as: what is the utility of such an adaptation? what are the mechanisms of 
formation and maintenance of linear replicons? how different is the status and 
dynamicity of its DNA topology compared to circular chromosomes? All these 
topics represent a very active and intriguing research field and it is hoped that 
the work of this project will aid the understanding /answering of these questions.
14
It has previously been speculated that a linear chromosome confers some 
advantages to exceptionally long chromosomes but the discovery that bacteria 
such as Solibacter usitatus (9.97Mb), Myxococcus xanthus (9.1Mb) and 
Trichodesmium erythraeum (7.8 Mb) have circular chromosomes does not 
support this hypothesis (Galpering, 2007). Furthermore, very recently, 
Saccharopoplyspora erythraea (8.2 Mb), a more closely related species to S. 
coelicolor and S. avermitilis (than the other aforementioned species), has 
surprisingly been found to have a circular chromosome (Oliynyk et al, 2007), 
contradicting earlier data (Reeves et al, 1998) from which the presence of a 
linear chromosome was suggested (Galperin, 2007).
There is some evidence that linearization may be due to integration of a linear 
phage genome into the circular DNA molecule (Volff and Altenbuchner, 2000). A 
very important insight to the subject comes from a recent study carried out by a 
Japanese group who deliberately linearized the E. coli chromosome using the 
telomeres and the telomerase of the A-like phage N15 (Cui et al., 2007). It is very 
interesting to notice that cells carrying an induced linear chromosome are able to 
live and in many aspects, they do not show significant differences with the wild- 
type (circular chromosome) cultures. The growth rate and cell morphology 
appear unchanged as well as the level of expression for the majority of genes. 
Surprisingly, bacteria with the induced linearized chromosome even carry some 
advantages over the ones containing a natural circular nucleoid. Indeed, E. coli 
strains with circular chromosomes affected by a deletion of the dif site in the 
terminus region show a remarkable slower growth rate than cells with a linear 
chromosome and carrying the same mutation. The dif site is the target of the 
XerCD site-specific recombinase that functions in the conversion of circular 
chromosome dimers to monomers allowing chromosome segregation before 
completion of cell division (Lesterlin et al, 2004). Furthermore, it has been 
suggested that at least in enteric bacteria the real replication terminus maps 
close to the dif, rather than to any Ter site. Ter sites would instead have the role 
to halt the replication forks originated during DNA break repair (Hendrickson and 
Lawrence, 2007). Therefore, because linear chromosome cells grow well even in 
presence of dif site abolition, this type of nucleoid might provide important 
advantages when resolving chromosome dimers and/or completing replication 
and segregation. It has yet to be observed whether this resistance to dif site
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deletion is valid for naturally occurring linear chromosomes and with exceptional 
size like S. coe//co/or (~8Mb in S. coelicolor as opposed to ~4Mb in E. coif).
Another important result of Cui and colleagues (2007) is the equal response in 
terms of growth rate that linear and circular chromosome cells give when 
temperature-sensitive mutants for gyrB and topolV are studied. A change in 
temperature in these strains affects the growth rate of linear genome cells in a 
similar way to that observed in circular genome cells. This is supporting the 
model of a bacterial genome organized into independent macro-domains, 
topologically constrained and independent from each other (Espeli and Marians, 
2004). Also, a linear chromosome would not present a particularly different 
topological status, although, I personally believe that having the termini free to 
rotate on their axis might have some implication to the topological status of the 
genome ends (for instance, less accumulation of positive supercoiling ahead of 
the transcription machinery (Tsao et al, 1989)).
In general, the linearity of the chromosome could actually confer to the micro­
organism a fast-mechanism of evolution represented by the tendency that the 
ends of the chromosome have to undergo genetic material rearrangement. 
Conversely, the maintenance of certain genes depend on their genome position 
and how distant they are from the termini (Choulet et al, 2006).
1.1.2.2 Implications of a linear chromosome
Although the linear chromosomes from the aforementioned microorganisms 
(Section 1.1.2.1) can exhibit significant differences in their overall size and 
organization, two types of linear chromosomes, based on their termini and data 
at this time, can be distinguished. One type of chromosomal termini incorporates 
the so-called invertron telomeres (see Figure 1.2) and exists in Streptomyces 
(VoiIf and Altenbuchner, 2000). A different type of termini, typical of the 
spirochete Borrelia (Ferdow and Barbour, 1989) have hairpin telomeres (see 
Figure 1.2), similar to the N15 E. coli phage (Rybchin & Svarchevsky, 1999) and 
certain eukaryotic viruses (Stuart et ai, 1992),
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Figure 1.2 The two types of bacterial telomeres. Linear replicons can terminate by covalently 
closed hairpin telomeres (above) or with proteins that bind and protect the 5’ ends (below).
As taken from http://www.sci.sdsu.edu/~smaloy/MicrobialGenetics/topics/chroms-genes- 
prots/chromosomes.html.
Both types of telomeres have the principal function of avoiding the first 
consequence of an open linear DNA structure: the digestion by 
intracellular exonucleases of the free and unprotected ends. Hairpin 
telomeres solve the ‘free ends’ problem with the formation of covalently 
closed hairpin loops owing to the presence of palindromic sequences. 
They are unusual among bacteria (Casjens, 1999) but reported in several 
other organisms including phages, viruses and mitochondria (Chaconas 
and Chen, 2005; Hinnebusch and Tilly, 1993; Kobryn and Chaconas,
2001). The formation of the hairpin loop occurs at the final stages of the 
replication (see Figure 1.3) process by means of a telomere resolvase 
which processes the dimer DNA and makes it covalently bound at the 
extremities; the resolvase breaks the phospho-diester backbones and 
rebinds the free end into hairpin telomeres (Kobryin and Chaconas, 2001).
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Figure 1.3 Pathway of replication for a linear chromosome with hairpin telomeres 
{Borrelia). As taken from Tourand and co-workers (2003): The replication starts from a central 
orgin and proceeds bidirectionally toward the ends. The intermediate molecule is believed to be a 
circular dimer of the two replicated DNA, covalently bound head-to-head (L’-L) and tail-to-tail (R- 
R’). Through the action of a resolvase the monomers are disjointed and hairpin telomeres are 
reformed (telomere resolution). At the end of the process the two DNA molecules have covalently 
closed hairpin ends. L and R labelled arrows at the ends of the linear DNA indicate the left and 
right inverted repeats respectively .
In streptomycetes the strategy adopted to protect the free ends of the 
linear chromosome is the recruitment and binding of specific proteins at 
the termini. Hence, linear plasmids and linear chromosomes of Streptomyces 
have invertron telomeres which have terminal proteins (Tpg and TAP) attached 
covalently to their 5’ DNA ends. Other than protecting the termini from digestion, 
these proteins are crucial for accomplishment of replication and maintenance of 
the linear form of streptomyces’ chromosomes. Indeed, it has been shown that
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TAP mutant survivors undergo, after circularization, amplification of sub- 
teiomeric regions (Bao and Cohen 2001, 2003; Hirochika and Sakaguchi 1982; 
Kinashi et al. 1987; Lin et al, 1993; Sakaguchi,1990; Yang et a/., 2001).
The linearization of the chromosome poses questions concerning the overall 
mechanism of replication. It is known that Streptomyces’ linear DMAs, 
chromosome and plasmids, replicate bidirectionally from a site located near the 
centre of the replicon (oriC) generating 3' single-stranded overhangs at the 
telomeres of about 250-320 nucleotides (Chang and Cohen, 1994). It has been 
described that an ‘end-patching’ mechanism is used to fill the gaps left by this 
replication strategy and the terminal proteins are primarily involved in the 
process. The overhanging single strands at the telomeres, due to the presence 
of palindromic sequences, are capable of forming stable secondary structures 
resistant to digestion (Huang et ai, 1998) and are presumed to be recognized by 
the terminal proteins. The terminal proteins form a complex with other proteins 
(Tpgs) priming the DNA synthesis that ‘patches’ the 3’ overhangs (Bao and 
Cohen, 2003).
1.1.2.3 Streptomyces, actinomycetes and their linear chromosomes
A striking feature of the mycelium forming genera of actinobacteria is their large 
linear chromosomes, providing nearly twice the coding capacity of E. coli and 
more open reading frames (ORFs) than the eukaryote Saccharomyces 
cerevisiae (yeast). Streptomyces coelicolor A3(2) has long been the model 
organism of researchers working in the field of Streptomyces genetics 
(Redenbach et al, 2000).
The application of pulse field gel electrophoresis (PFGE) to the chromosome of 
S. Ilvidans provided the first evidence that the chromosome of streptomycetes is 
actually a linear ~8Mb DNA molecule possessing defined ends (telomeres) (Lin 
and Chen, 1993); this has also been confirmed in S. coelicolor (Kieser and 
Hoopwood, 1992). Similarly, PFGE analysis of the genomes of other 
Streptomyces species suggested that they also have a ~8Mb linear chromosome
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with defined termini (Paradkar et al, 2003). Subsequent genome sequencing has 
confirmed this prediction (Bentley et al, 2002).
The linearity and large size of the Streptomyces' chromosomes are not restricted 
to the sole genus Streptomyces (as previously discussed in Section 1.1.2.1). 
However, other suborders of actinomycetes such as M. tuberculosis and C. 
giutamicum have circular and significantly smaller chromosomes than 
Streptomyces. As Mycobacterium and Corynebacterium do not show mycelium 
formation and sporulation it is thought that the linearity and the large dimension 
of the genome is directly correlated with a complex life cycle and morphological 
development, although more data is needed to corroborate this theory 
(Redenbach, 2000).
The chromosomal ends of S. coelicolor consist of terminal inverted repeats 
(TIRs) that range in size from 20 to 550 Kb (Leblond et al, 1996; Lezhava et al, 
1995; Pandza et al, 1997); several other species contain TIRs but these 
sequences are generally not conserved among streptomycetes (Huang et al, 
1998). The chromosome arms show a great plasticity, several derivatives of S. 
coelicolor A3(2) were found with TIRs of 1.06Mb (Weaver, 2004), whilst deletions 
and exchange of sequences between the arms and even with linear plasmids are 
well documented (Dittrich et al, 1991; Pandza et al, 1998). Recently, an unseen 
form of genomic plasticity for S. coelicolor has been reported: Widenbrant and 
co-workers (2007) have observed the spontaneous replacement of one 
chromosome end by the other.
As mentioned, the chromosomal ends are covalently bound to a protein known 
as terminal protein (TP). The TP gene from S. coelicolor maps to a gene located 
about 100 kb from the right end of the chromosome (Yang, 2002). TPs show 
structural characteristics that may be involved in the proposed telomere-telomere 
interactions necessary for the physical association of the two ends of the same 
chromosome to form a circular molecule and could provide an explanation for 
why the genetic mapping initially indicated that the chromosome was circular 
(Wang et a/,1999; Yang et al, 2001). In addition, the TPs also contain sequences 
predicted to be involved in anchoring the DNA to the membrane during 
chromosome replication and cell division (Bao et al, 2001).
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1.1.3 The genome sequence of streptomycetes
In July 2001 at the Sanger Institute in Cambridge the genome sequence of S. 
coelicolor vjas completed (Bentley et al, 2002). The strain M l45 was chosen for 
the sequencing because it is a prototrophic derivative of the wild type A3(2), the 
most genetically characterised streptomycete; the two plasmids of A3(2) have 
been sequenced separately as M l45 lacks both (Bentley et al, 2002). Since, 
other species of the genus Streptomyces (e.g. S. avermitilis (Ikeda, 2003), S. 
griseus, (Ohnishi et al, 2008), S. scabies (sequence is available at 
http://www.sanger.ac.uk/Projects/S_scabies/, but no publication to date) and 
soon S. rimosus (Petkovic et ai, 2006) and S. ambofaciens), have been 
sequenced giving the opportunity to compare and confirm relevant similarities 
and dissimilarities within the genus; as more actinomycetes are sequenced and 
the data released, genome level comparisons can be used to study genome 
organisation, protein complement, phylogeny, evolution and gene regulation 
(Paradkar, 2003).
By exploiting the GC-rich genome(s) (-68-74% GC) and highly biased codon 
usage of actinomycetes through software that allows the visualisation of GC 
content distribution (e.g. Frame plot in Artemis (Rutherford et al, 2000)) the 
prediction of ORFs within a given DNA sequence becomes possible. Indeed, 
when applied to the 8,667,507bp chromosome of S. coelicolor 7,825 genes, 
nearly twice that found in M. tuberculosis and E. coii, were predicted. This extra 
coding capacity comprises expanded protein families involved in regulation, 
transport and degradation of extra cellular nutrients. Certainly, 12.3% (965 
proteins) of the S. coelicoior genome is expected to be involved in regulation, 
including 65 sigma factors (a larger number than that found in any other 
prokaryote to date), 45 of which belonging to the ECF (ExtraCytoplasmic 
Function) subfamily of sigma factors involved in the regulation of 
extracytoplasmic functions and the cell’s response to external stimuli. 
Furthermore, an ‘abundance’ of two-component regulatory systems (a signal 
transduction mechanism consisting of a sensor and response regulator protein) 
and a group of 25 putative DNA binding proteins thought to be Streptomyces- 
specific have also been documented (Bentley et al, 2002). It is expected that this 
complexity of regulation involving many novel families of proteins is an
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adaptation driven by the highly competitive soil environment in which 
streptomycetes exist. Through application of high-throughput technologies, the - 
omics’ such as genomics, transcriptomics and/or proteomics understanding of 
such complex systems can be attempted, particularly when combined. The 
linearity of the chromosome with its own DNA topology and the genome 
sequence organisation could play a primary role in this composite system of 
interaction.
Though coding density across the chromosome of S. coelicolor is uniform it 
appears that genes are compartmentalised, forming a central ‘core’ containing 
essential genes and ‘arms’ consisting mostly of genes of non-essential or 
conditionally adaptive functions such as hydrolytic exo-enzymes and secondary 
metabolites (Figure 1.4). Sequence alignment has indicated that high-order 
synteny exists between the genome of the actinomycete M. tuberculosis and the 
core region of the S. coelicolor chromosome but not the arms. Other 
actinomycete comparisons (e.g. M. tuberculosis and C. diphtheriae) show 
syntenic regions spanning the entire genome. The lack of synteny between the 
arms of S. coelicolor and M. tuberculosis would suggest that the ‘arms’ of S. 
coelicolor could have been laterally acquired rather than lost, due to the 
necessity to adapt to an extreme competitive environment where the acquisition 
of more secondary metabolites is vital.
The regionalization of the S. coelicolor chromosome has been recently analysed 
through microarray data by Karoonuthaisiri and colleagues. (2005); this study 
showed how under non-limiting growth conditions genes included in the core 
region are more highly expressed than genes in the arms. Conversely, under 
stress conditions expression throughout the chromosome is observed. These 
results seem to confirm the ‘biphasic’ model depicted by Bentley and co-workers 
(2002) although the analysis of microarray data lacks correct statistical 
validation.
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Figure 1.4 Circular representation of the Streptomyces coelicolor linear chromosome.
Taken from Bentley et al, 2002. The core of the chromosome is indicated by a dark blue line 
around the perimeter of the chromosome, whilst the arms in light blue. The outer scale is 
numbered anticlockwise in megabases and indicates the measure of chromosome regions. 
Circles 1 and 2 (from the outside in), represent all genes (reverse and forward strand, 
respectively) colour-coded by function (black, energy metabolism; red, information transfer and 
secondary metabolism; dark green, surface associated; cyan, degradation of large molecules; 
magenta, degradation of small molecules; yellow, central or intermediary metabolism; pale blue, 
regulators; orange, conserved hypothetical; brown, pseudogenes; pale green, unknown; grey, 
miscellaneous); circle 3, selected 'essential' genes, colour coded as for circles 1 and 2; circle 4, 
selected 'non-essential' genes (red, secondary metabolism; pale blue, exoenzymes; dark blue, 
conservon; green, gas vesicle proteins); circle 5, mobile elements (brown, transposases; orange, 
putative laterally acquired genes); circle 6, G + C content; circle 7, GC skew (G - C/G + C), khaki 
indicates values >1, purple <1). The origin of replication (Ori) and terminal protein (blue circles) 
are also indicated.
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The reason why the genome sequence of S. coelicolor and other streptomycetes 
is so rich in GC content is still an object of debate. It is known that there is a 
positive correlation between the size of the genome and the GO/AT pattern 
strength (Allen et al, 2004; Bentley and Parkhill, 2004; Rocha and Danchin, 
2002), thus it could be tempting to associate an increase in GC content ratio to 
an increase in complexity and organization of microbial genomes. However, it 
has been speculated that the bias toward a GC richer genome would depend on 
a limited availability of A and T over G and C in the environment where the 
bacteria live (Rocha and Danchin, 2002). ‘Obligate parasites' might not have to 
deal with the limitation of A-T nucleotides that free-living bacteria could suffer. 
The high availability of A and T could cause the miss-incorporation of these 
nucleotides producing a bias towards an AT rich genome (Rocha and Danchin,
2002). However, the existence of bacteria that depend on their host for metabolic 
resources and having a high G+C content (e.g. Mycobacterium tuberculosis) 
makes this hypothesis arguable. Furthermore, CTP and GTP nucleotides are 
energetically more ‘expensive’ and in the context of microorganisms with limited 
metabolic capacities, mutation biases toward AT substitutions could be favoured 
(Rocha and Danchin, 2002). The AT richness of smaller genomes could also be 
related to the lack of many DNA repair systems existing in larger genomes and 
rich in GC content (Heddi etal, 1998; Ochman and Moran, 2001).
1.2 DNA topology
In the past the complexity and high level of organisation of the bacterial 
chromosome has certainly been underestimated. The nucleoid itself can be 
considered as an organelle, an independent entity capable of responding 
dynamically to environmental changes and modifying its topology to 
allow/disallow transcriptional activity and/or start replication events according to 
specific cell necessities (Travers and Muskhelishvili, 2005).
The circular chromosome of E. coli is not a single topological unit but is 
composed of independent supercoiled domains. This means that when a single
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domain relaxes its status the remaining chromosome can remain unaffected 
(Worcell, 1972). The compartmentalisation of the chromosome is made possible 
by a set of DNA binding proteins which constitute a barrier to any extensive 
supercoiling formations; according to this hypothesis these barriers are simply 
knots and tangles of the DNA at the base of super helical regions (see Figure 
1.5) (Higgins etal, 1996; Sinden and Pettijohn, 1981).
Figure 1.5 DNA topology of the bacterial chromosome. As taken from Thanbichier et al 
(2005). The bacterial chromosome is subdivided in independent super-coiled domains; for 
instance, the relaxation of one domain does not affect the topological status of the other 
domains. A set of DNA binding proteins (in red) constitutes a barrier to an extensive supercoiling 
formation.
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other than having the function of efficiently compacting a long molecule the 
supercoiling of DNA is strictly necessary to carry out vital cellular processes such 
as replication and transcription (Funnell,1986; Lim,2003; Postow etal, 2004). In 
fact, the energy contained in the torsional tension of the twisted DNA represents 
the driving force of separating the double strand, essential to any nucleic acid 
synthesis process. Moreover, the super-helicity of a sequence determines the 
activation energy required to make recombination processes faster and more 
efficient (Castell,1989) and even slight changes in the overall super-helicity of 
chromosomal DNA are lethal. Negative super-coiling along the chromosome of 
regions containing single strand DNA (ssDNA) is even responsible for an 
increased mutation rate (Schmidt, 2006) as these segments containing unpaired 
bases are thermodynamically unstable and subject to mutations (Lindahl,1993).
In particular, transcription and super-coiling are phenomena highly 
interconnected. As well as negative super-coiling permitting transcription the 
RNA polymerase during its movement along the template can generate positive 
super-coiling ahead of the transcriptional machinery and negative super-coiling 
behind it (Wu et al, 1988). In general this dynamic form of compaction is the 
result of the equilibrium between the activity of specific enzymes 
(topoisomerases) having opposite functions, such as DNA gyrase which 
introduces negative super-coiling and the topoisomease I and IV that relaxes the 
DNA, preventing excessive negative super-coiling (Tse-Dinh,1998).
The full comprehension of how the homeostatic packaging of the nucleiod takes 
place aids deep understanding of how a certain level of gene regulation occurs 
(Blott, 2006). It has already been shown that in E. coll induced relaxation of the 
DNA affects the expression of 306 genes (7% of the whole genome) which are 
not directly functionally related and widely dispersed all over the chromosome 
(Peter, 2004). A more recent work (Ye et al, 2007) shows even more clearly the 
dependence on DNA super-coiling that certain genes might have in specific 
organisms. In this (Ye et al, 2007) study the microorganism under investigation is 
Helicobater pylori, a bacterium with a small genome and a relatively simple 
system of transcriptional regulation. Yet, even though H. pylori contains fewer 
transcription factors than many other bacteria (Aim et ai, 1999) the organism is 
still capable of coordinating complex cellular processes. For example, the
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formation of its flagella involves a cascade and activation of 40 genes (Macnab,
2003), but a master regulator, with homology to the flhCD genes (found to be 
responsible for flagella formation in E. coli and othe bacteria), has never been 
found (Niehus et al, 2004). The aim of the study of Ye and co-workers (2007) 
was to examine the hypothesis that DNA super coiling contributes to H. pylori 
gene regulation and more importantly if it controls a specific set of genes in a 
specific interval of time, the temporal regulation of flagella gene expression. 
Surprisingly (to them (Ye et al, 2007), but not to the work of this study), many of 
the findings (from their work) were that the expression of flagella genes is in 
response to changes in DNA super-coiling; not only did it appear that a short 
spacer in the promoter region of a gene {flaA) was sensing the level of super­
coiling (and thus directing expression of the downstream gene) but the proximity 
of flagella associated genes to topoisomerase-coding genes could also play a 
key role.
1.3 Role of super-coiling in transcription regulation
Transcription initiation and indeed transcription is under tight rheostatic control (a 
regulatory process for which the output is continuously variable in contrast to an 
on-off switch; an analogue rather than digital response) achieved by a regulatory 
network that consists of the inter-dependent actions of various pathways that 
together are able to determine the topological status of promoter DNA which is 
susceptible to be recognized and used by the transcriptional machinery (as 
briefly described below) (Travers and Muskhelishvili, 2005). The main parts of 
these pathways are RNA polymerase, RNA-polymerase associated proteins, 
nucleoid-associated proteins, the polymerase regulator guanosine 3'- 
pyrophosphate 5-pyrophosphate (ppGpp) and superhelicity ‘sensors proteins', 
such as FIS (factors for inversion stimulation protein) and CRP (cAMP receptor 
protein) (Travers and Muskhelishvili, 2005). To understand the role that super­
coiling can have in transcriptional regulation it is necessary to have some 
understanding of transcription initiation; thus, for the reader, a brief introduction 
to transcription initiation is given along with a description of the effects of 
supercoiling.
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The process of transcription initiation is the stage where the enzyme RNA 
polymerase binds to DNA at a specific site called the promoter. In a simplistic 
view RNA polymerase is a multi-subunit protein comprising a large domain called 
the core enzyme and a smaller domain called the sigma factor (a factor); 
together they form the holoenzyme. It is the sigma factor that enables the RNA 
polymerase to recognise and bind tightly to DNA at the promoter. Straightaway 
two points of control (controlling the expression of a gene) exist here: that the 
sigma factor that enables recognition is abundant and the promoter is a suitable 
sequence (run of residues and/or conformation) to be recognised (e.g. in E. coli, 
the minimum length of residues that provide a suitable structure for binding is 12 
base pairs). There are four conserved elements in a bacterial promoter at which 
the polymerase or other DNA-binding proteins bind to initiate or regulate 
transcription: the startpoint, two 6bp sequences at around positions -1 0  and -35, 
and the space between the -10 and -35  sequences (optimal at 17bp) (Lewin, 
2000). Differences between the residues, positioning, and spacing of the 
sequences contained within promoters of different genes give differing 
efficiencies of transcription initiation and are also involved in their regulation. It is 
these differences that can determine the expression level of the gene. Other 
aspects of the DNA sequence to be transcribed can also affect the transcription 
rate and therefore the expression level (Lewin, 2000). The degree of supercoiling 
has also been shown to increase the efficiency of promoters as it presumably 
requires less energy to untwist the torsionally labile DNA strands (nucléation) at 
the -10 region to form the initiation open complex (Travers and Muskhelishvili,
1998). It is now known and well described that during the interaction between 
RNA polymerase and promoter and the formation of the open complex, DNA 
wraps around the core of the holoenzyme in a left-handed direction, forming a 
nucleosome-like structure (Rivetti et al, 1999). In this fashion the duplex is 
untwisted through negative supercoiling (Amouyal et al, 1987, Saucier et al, 
1972) and subsequently the strands are opened near to the transcription starting 
point. Remarkably, a portion of the wrapping DNA passes through a channel 
structure able to protect this section of the molecule, as shown in footprinting 
experiments (Craig et al 1995, Schickor et a/,1990. Rivetti et al, 1999). The local 
superhelicity (as opposed to global) at the promoter level is itself dependent 
upon (i.e. controlled by) toposiomerase activity and/or binding / constraint of 
nucleoid-associated proteins (McClellan et al, 1990, Zechiedrich et al,2000).
28
Hence, a lack of topoisomerase I has been shown to affect transcription (and 
thus bacterial growth) by preventing mRNA elongation through allowing RNA 
polymerase to form 'R-loops' (Baaklini et al, 2004, Lim et al, 2003; interestingly, 
this can be circumvented by a mutation in gyrase and/or removal of RNase 
(Baaklini et al, 2004).
In addition to the condensing and relaxing activities of the topoisomerases (as 
previously discussed), a set of DNA binding proteins play an important role in the 
determination and maintenance of supercoiling; members of this family are for 
instance HU, heat unstable nucleiod protein (Sagi, 2004) and H-NS, histone-like 
nucleoid structuring protein (Tupper, 1994). These proteins, according to the 
barrier model (discussed in Section 1.2) have been shown to bind DNA but also 
bend it and thereby compact the molecule in a sequence specific or non­
sequence specific manner (Azam, 1999). The number of these proteins varies 
among the bacteria. Hence, it seems plausible to think that every organism might 
have his own set of proteins and specific system of regulation of the nucleoid 
structure. S. coelicolor contains two different nucleoid-associated HU-like 
proteins (as annotated in ScoDB, http://streptomyces.org.uk/). The best 
characterised is the product of the gene SC05556 containing an N-terminus 
highly similar to many bacterial HU proteins and a C-terminus that appears to be 
similar to a DNA-binding domain of a homologue in M. tuberculosis and to the 
sigma factor hrdB (the house-keeping sigma factor of S. coelicolor) (ScoDB, 
http://streptomyces.org.uk/). In general, histone like proteins are small (in E. coli, 
90 amino acids (aa) (Hubscher et al, 1980), but in S. coelicolor the size of 
SC05556 protein is noticeably large (218 aa) and has a vast domain for which 
there is no clear function (our preliminary bioinformatic analysis). Recently 
McArthur and Bibb (2006) have provided supportive evidence that in S. 
coelicolor a program of transcriptional control mediated by the status of the 
chromatin is possible. Like similar studies carried out on eukaryotes, McArthur 
and Bibb (2006) were able to show that sensitivity to DNase I In vivo correlates 
with transcriptional activity (McArthur and Bibb, 2006), perhaps suggesting that 
the more accessible sequences are more likely to be transcribed (than the less 
accessible). Indeed, this is the initial hypothesis to investigate in this PhD project: 
that the relative mRNA intensity levels captured on a microarray (see Section
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1.4) reflect the spatial accessibility of the RNA polymerase to differentially 
supercoiled DNA allowing the DNA topology of the microorganism to be inferred.
It is also possible that transcription regulation can be indirectly affected by 
superhelicity via RNA / translational routes (changes in the production of a 
transcription factor that activates/represses transcription will certainly affect the 
transcription levels of the said transcription factor’s targets). During exponential 
growth ribosomal RNA (rRNA) and transfer RNA (tRNA) production in E. coli and 
related bacteria is strongly correlated with the growth rate, which in turn is 
determined by the availability of nutrients. However, it has been reported that the 
activity of stable RNA genes (tRNA or rRNA) are sensitive to levels of negative 
supercoiling with some induced at high levels and others at low levels of 
superhelicity (Peter et ai, 2004).
1..4 Microarray Technology
The hybridisation of two complementary nucleic acid strands to each other is the 
basic principle in obtaining gene expression levels. Microarray experiments 
expand upon traditional techniques such as Northern and Southern blotting (but 
do not replace other expression profiling techniques (Lockhart and Winzeler, 
2000)) by allowing the simultaneous hybridisation of an enormous quantity of 
single stranded nucleic acids (targets) in a solution to complementary sequences 
(probes, either gene-specific oligonucleotides, PCR products and/or full length 
cDNAs) arrayed and immobilised on a solid surface. In this way the expression 
of many genes can be studied in parallel.
The production of a single microarray experiment (defined for this project as one 
hybridisation/microarray slide) from which data can be extracted is an elaborate 
process involving many steps (some of which are depicted in Figure 1.6, a 
pictorial summary of a microarray experiment):
• Fabrication of the microarray (this is after design and 
production/purification of probes) by either spotting probes onto the slide (as
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performed for the majority of the data analysed in this study) using a spotting 
robot (see Appendix D) that deposits nucleic acid material (obtained from the 
well plate where the material is stored) and fixes it to the slide at particular 
positions (determined by the ‘gal’ file) or synthesising them directly on the slide 
(e.g. Affymetrix (www.affymetrix.com) or Agilent’s new IJISS (ink-jet in situ 
synthesised) arrays (www.agilent.com), as used in Chapter 6).
•  Hybridisation of target sample and/or reference sample (after growing 
cultures and extracting the RNA/DNA) to the microarray slide. This occurs at a 
warm temperature (usually in an oven), typically overnight to aid the 
complementation of nucleic acid strands. Excess sample material (material not 
hybridised) is washed off. Hybridisation can be of one (a must for Affymetrix 
slides, an option for Agilent slides) or two samples to the same slide. If two 
samples are hybridised to the same array (as the experiments used throughout 
this work) different fluorophores are used to label the samples: Cy3 (green) and 
Cy5 (red).
• Scanning the microarray in order to excite the dyes used (typically Cy3 
and/or Cy5) with a laser to capture intensity measurements.
• Feature extraction/spot checking with some computer software (e.g. 
Bluefuse (BlueGnome)) to determine the signal within the spot (enumeration of 
the fluorescence captured for that spot during the scanning process) and quality 
of the spot (mainly used to eradicate any dust and/or smears and such like 
effects on the array). From this step the raw data of a microarray experiment is 
obtained.
• Normalisation of the raw microarray data. This can be as little as 
transforming the data to generate a ratio of sample of interest/reference sample 
(a basic step used to cancel out some dye effects (the different dyes used in a 
two-colour experiment have different incorporation properties and excitation 
levels and therefore can introduce biases (Baldi and Hatfield, 2002))) or to 
include linear transformation of the data such as loess to handle ‘large’ effects on 
the array such as those caused by spatial effects, a propensity for an area of the 
array to have greater hybridisation than others.
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• Data analysis, the interpretation of the data, typically including differential 
expression analysis between conditions and/or time-points and clustering those 
genes found to be different between those conditions (prediction of régulons (a 
network of genes that are co-ordinately expressed and regulated)) (Knudsen, 
2002).
For a more in depth discussion of microarrays and their analysis the reader is 
pointed to (Knudsen, 2002).
The advantage of such large scale transcriptomic data derived from microarrays 
is that a ‘snap-shot’ of all transcriptional activity at a particular time and/or 
condition can be obtained. Typically multiple microarray experiments spanning 
multiple time points or conditions are collated into a gene expression matrix, 
where genes in the genome of interest are the rows and the conditions are the 
columns; a gene’s expression profile is then the values across that gene’s row. 
Most gene expression studies that make use of microarrays compare the 
columns of a gene’s expression profile, to find genes that are expressed 
differentially between a Wild-type (WT) and mutant strain or indeed, after a 
specific stress response has been induced. However, in the case of this project, 
where the whole genome is analysed, this allows gene expression profiles in the 
context of chromosomal position to be observed.
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Figure 1.6 Schematic of cDNA microarray fabrication and testing as sfiown in Duggan et al 
(1999). “PCR probes” are prepared and spotted onto a microarray slide; it will follow a 
competitive hybridization of “test” and “reference” labelled targets to the probes (left). After 
hybridisation, a laser scann of the slide detects the label colour emission of each spot (right). The 
combined images of spot emissions is analysed with proper software tools
1.5 Literature review
Due to the very cutting-edge nature of this work there are very few papers that 
have been published within the context of the research presented in this thesis. 
The related works (analysis into gene expression and/or genomic features (e.g. 
G+C content and Codon Adaptation index) across an entire bacterial 
genome/chromosome with the employment of signal processing tools) have 
been carried out in E. coli by Jeong and co-workers (2004), in B. subtilis by 
Carpentier and co-workers (2005) and a comprehensive genome analysis on 
several bacterial genomes by Allen and co-workers (2006). For the reader the 
works are summarised and commented upon here.
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In the work carried out on E. coli (Jeong et al, 2004), correlations in gene 
transcription (measured in large scale by microarray experiments) was studied 
systematically and put into the context of the genome sequence. Patterns in the 
transcriptional activity of E. coli were detected through the employment of signal 
processing tools such as Autocorrelation Functions and Wavelet Analysis (see 
Chapter 2 for a description of such methods). They (Jeong et ai, 2004) 
speculated that the presence of periodic patterns in gene transcription could be 
linked to the size of the supercoiled macro-domains (i.e. genes in the same 
macro-domain are supposed to have correlated levels of transcription). This idea 
was supported by the evidence that transcriptional patterns can be modulated 
pharmacologically (range of patterns can be reduced by the addition of 
norfloxacin, an inhibitor of DNA gyrase) and genetically (study on a DNA gyrase 
mutant). Moreover, the ranges of transcription appear to match the patterns of 
distribution of DNA gyrase on the bacterial chromosome (through a ChlP-on-chip 
(Chromatin Immuno-precipitation on a chip) study). The size of short ranges 
found were consistent with the finding of Postow and co-workers (2004) that 
estimates the average size of a macro-domain to be in the order of 10 Kb.
The work of Jeong and co-workers 2004), although providing experimental 
evidence of their speculations, perhaps suffers from the limited number of 
biological replicates and of a parallel genome sequence analysis to test the 
presence of genomic feature patterns co-linear with the expression-derived ones.
In the work of Carpentier and co-workers (2005), a high number of microarray 
experiments were studied (262 experimental conditions for B. subtiiis and 106 
experimental conditions for E. coli) to compute the correlations in expression 
(independently from conditions and strain) of all the possible inter-gene 
distances in the bacterial genomes. The correlations so obtained were analyzed 
with the use of the Autocorrelation Function and the patterns detected were used 
to model macro-domain sizes and the structure size of the circular bacterial 
nucleoid. They postulated that the nucleoid is structured in a solenoid form with 
two types of spirals: large DNA spirals (of 14 to 16 inter-gene length) lying on the 
surface of the nucleoid, uncoiled and actively transcribing and small DNA spirals 
in the inner part of the nucleoid, coiled and not transcribing. The results are
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consistent with observations obtained by microscopy (Nike et al, 2000, 
Zimmerman, 2003).
This (Carpentier et al, 2005) study confirms the possibility of using whole 
genome scale data (i.e. microarray data) to infer the organization and structure 
of the bacterial nucleoid. However, the modelling was limited to the investigation 
of the general structure of the circular bacterial chromosome and does not 
consider the peculiarity and diversity that each individual microorganism might 
have at the molecular level, especially if it carries a linear and extraordinarily 
long chromosome like S. coelicolor.
The extensive genome analysis performed by Allen and co-workers (2006) was 
carried out on a large number of microorganisms (135 bacterial and 16 archaeal) 
in order to examine the level of organization of the prokaryotic chromosome. The 
distribution of sequence-derived parameters (such as GC/AT, CAI and gene 
density) was studied using Wavelet Analysis (the method of which is discussed 
in Chapter 2). The results demonstrated that genome sequences and their 
derived parameters are not random and they show spatial patterns along the 
chromosome. An identified range (650 Kb) in E. coli sequence-derived patterns 
seemed to correspond to a periodic pattern detected in transcriptional activity 
(Jeong et al, 2004) suggesting a link between composition of the genome 
content (especially in term of GC/AT and CAI) and the intensity of transcription. 
Moreover, positive correlations were found between genome size, overall GC/AT 
content, presence of histone-like proteins and motility, indicating that the 
evolution of the nucleoid is subjected to constraints related either to the 
complexity of the genome or even to environmental conditions. Because of the 
variation of DNA ‘bendability’ given by GC/AT content (Pedersen et al, 2000) it 
was speculated that there is a coupling of information storage with chromosomal 
bending (Allen et al, 2006).
In the study of Allen and co-workers ir was presumed that at short-length scales 
(<10  Kb) the noise content of sequence-derived series is intrinsically high and 
therefore the detection of patterns is somewhat challenging. In our study on S. 
coelicolor genome it will be seen that patterns in G+C content are visible even at
35
short-lengths scale ( < 10 kb) through the application of the Autocorrelation 
function (as discussed in Chapter 2).
1.6 Summary
The sections of this chapter have described the background information that 
needs to be understood for this study, from the complex genetic background of 
Streptomyces (Section 1.1) to the current understanding of chromosome 
structure and it's analysis (Sections 1.2, 1.3 and 1.5 respectively). An overview 
of microarray technology and the intricacies of the derived data has also been 
described in Section 1.4 , The remaining chapters of this thesis describe the 
methods used (Chapter 2) and the main findings of the study (Chapters 4-8).
In this study, microarray data is exploited to gain insight into the organisation of 
the S. coelicolor chromosome in an attempt to reveal if there are regions of the 
genome differentially expressed under particular conditions (see Chapters 3 and 
8). Differences in periodic patterns to S. coelicolor and E. coli were found and 
caution was given to these patterns. In an attempt to determine if these peaks 
were in fact real (derived from biological phenomena) or artificial (produced by 
some technical artefact), genomic features of the S. coeiicolor chromosome 
(G+C content, codon Adaptation Index and secondary structure) were analysed 
(see Chapter 3). In addition, the effect of printing on the microarray-derived 
signal (Chapters 4 and 6), the difference between single channels of a 
microarray experiment (Chapter 5) and the size of genes (Chapter 7) were also 
investigated. Furthermore, the ‘quality’ of the signal, represented by the level of 
gene expression in relation to actual position of the loci on the nucleoid, is also 
analysed with advanced signal processing techniques (see Chapter 8).
Here it was found that gene expression is periodic across the chromosome of 
Streptomyces coelicolor and contains different ranges of periodicity that can vary 
from ‘small range’ of a few kilo-bases to medium and large ranges of several 
hundreds of kilo-bases. In an attempt to give an explanation to the observed 
periodicity and show how microarray data can be used to provide supportive 
evidence to chromosome structural studies the identified periodicity of
36
expression was related to the topology of the chromosome, similar to previous 
studies conducted for E. coli (Jeong, 2004) (see Chapter 8).
Finally, further work to be conducted to expand upon the main findings of the 
work carried out to date is provided in Chapter 9.
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Chapter 2 Materials and Methods
Within this chapter all of the materials and methods used throughout this thesis 
are documented.
2.1 Genome sequences
Annotated sequence files for genomic sequence feature calculations (Sections
2.4 - 2.6) and generation of a genomically sorted series (Section 2.2) were 
obtained for the Streptomyces coelicolor chromosome (not plasmids) (EMBL 
(http://www.ebi.ac.uk/embl/, Kanz et al, 2005 - accession number: AL645882 
version 2)), the Streptomyces avermitilis chromosome (not plasmids) 
(http://avermitilis.ls.kitasato-u.ac.jp/) and the Escherichia coii (MG1655) genome 
(Genbank (http://www.ncbi.nlm.nih.gov/Genbank/, Benson et ai, 2004 - 
accession number: NC_000913)).
2.2 Generation of a genomically sorted series
For each data set generated, be it microarray data (gene expression) (Section 
2.3), G+C content (Section 2.6), Codon Adaptation Index (Section 2.4) or 
secondary structure (Section 2.5), a single value was assigned to each gene 
annotated in the respective genome (either S. coelicolor, S. avermitilis or E. 
coli). For each genome analysed the gene annotation (name) follows a defined 
order, the order in which it appears in the chromosome/genome (e.g. 
SC00001, SC00002 and SC00003 in S. coeiicolor are the first, second and 
third genes (from left to right of the chromosome) respectively). Thus, the 
‘genomically ordered' series referred to throughout this work refers to a data set 
ordered by the gene annotation in the genome sequence files obtained 
(described in Section 2.1).
It is important to note that the majority of the work described in subsequent 
chapters refers to patterns by gene distances (e.g. gene five is separated from 
gene one by four genes), in the case of streptomycetes gene distance can be 
approximated (and thus used analogous) to kilobases (Kb), where each gene 
occurs every kilobase. The basis for this approximation can be seen in the
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frequency distribution of gene sizes across the S. coelicolor chromosome 
(Figure 2.1).
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Figure 2.1 Distribution of gene size in the S.coelicolor chromosome. Size of genes 
represented in nucleotides (nt). Core, left and right arm definitions of the S. coelicolor 
chromosome based on the annotation in Bentley at al (2002).
2.3 Microarray data
All of the experiments used in this work were based on a two-colour system 
such that a genomic (gDNA) reference from S. coelicolor M l45 was used and 
dyed with Cy5 (red) and the sample of interest (either Wild-type or mutant) with 
Cy3 (green). Using a genomic reference allows the semi-quantitation of 
amplitude or level of expression for a gene along with the observation of 
trajectory (whether a gene is transcriptionally up- or down-regulated or no­
change). For this study the genomic reference is ideal as this allows the 
averaging of data across platforms and experiments (as performed) and aids 
visualisation of hot-spots of transcriptional activity (as can be seen when using 
wavelet analysis, see Section 2.8).
The normalisation of spot (a probe on the microarray, discussed in Chapter 1 
Section 1.4) log2 cDNA/gDNA ratios on an array was conducted using a scaling 
factor, this meant either dividing the ratio by the median of all ratios on the 
entire array, known as Global Median normalisation, or by dividing the ratio by 
the median of all ratios within that probe’s own particular block on the array, 
known as block median normalisation. Using this scaling factor avoids the
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assumptions that loess (a normalisation strategy typically applied in microarray 
experiments) makes, that genes within the same channels (Cy3 and Cy5) have 
similar expression levels. The choice of normalisation applied was based on the 
needs of the experiment; where spatial effects such as a ‘drop effect’ were 
seen the block median normalisation was applied, otherwise global median 
normalisation was applied. The normalisation applied to a particular data set is 
detailed below. Table 1 details the normalisation applied and specific 
experimental conditions for experiments (arrays) used (and discussed in detail) 
in the study.
Experiment (array) Normalisation applied Experimental conditions
SCp19.52 Global median S. coelicolor M145 at tO of 
growth on a solid media.
SCo30.12 Global median S. coelicolor MT1110 at 16hrs 
of growth on a solid media 
(Mersinias, 2004).
SCo11.04 Block median S. coelicolor AabsA1A2 
MT1110 at 18hrs of growth on 
a solid media (Wahab, 2008).
SCo2.10 Block median S. coelicolor MT1110 at 18hrs 
of growth on a solid media 
(Wahab, 2008).
SCo2.42 Block median S. coelicolor AabsA1A2 
MT1110 at 18hrs of growth on 
a solid media (Wahab, 2008).
SCo2.45 Block median S. coelicolor AabsA1A2 
MT1110 at 23hrs of growth on 
a solid media (Wahab, 2008).
ge2v4.91.1 Global median S. coelicolor MT1110 at 16hrs 
of growth on a solid media 
(Mersinias, 2004).
ge2v4.91.2 Global median S. coelicolor MT1110 at 25hrs 
of growth on a solid media 
(Mersinias, 2004).
Table 2.2 Information for the experiments discussed in detaii in this work.
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Where analysis is conducted on a microarray gene expression data set 
constructed from 139 arrays it is the median (across the 139 experiments) log2 
expression ratio (sample/reference) for a gene that is used. The experiments 
used are:
• 49 experiments performed to compare Wild-type S. coelicolor (MT1110) 
to an AabsA1A2 deletion mutant on oligonucleotide-spotted microarrays. The 
49 experiments span 7 time points (18, 21, 22, 23, 24, 42 and 72 hours) in a S. 
coe//co/or growth curve when grown on a solid surface (R2YE). 21-42hrs four 
biological replicates of each strain are taken and two biological replicates at the 
remaining two time points (a third biological replicate for 72hrs is also used). 
More experiment details can be found in (Wahab, 2008).
• 24 experiments performed to compare Wild-type S. coelicolor (MT1110)
to an LabsA1A2 deletion mutant on PCR-spotted microarrays. The 24 
experiments span 7 time points (18, 21, 22, 23, 24, 42 and 72 hours) in a S. 
coelicolor growth curve when grown on a solid surface (ONA). 21-42hrs two 
biological replicates of each strain are taken and one biological replicate at the 
remaining two time points. More experiment details can be found in (Wahab, 
2008).
• 42 experiments performed to compare Wild-type S. coelicolor (M600) to
a AbldA deletion mutant on PCR-spotted microarrays. The 42 experiments 
span a time-course experiment (7 time-points collected, matched in each 
replicate and strain) for three biological replicates of each strain grown in a 
flask (liquid culture, minimal media). More experiment details can be found in 
(Hesketh et al, 2007). Experiments downloadable from ArrayExpress 
(http://www.ebi.ac.uk/arrayexpress/, overall time-course by Experiment 
accession ID E-MAXD-27).
• 24 experiments performed to compare Wild-type S. coelicolor (MT1110)
to phoP deletion mutant on oligonucleotide-spotted microarrays. The 24
experiments span a time-course experiment (6 time-points collected: 31, 38, 
42, 46, 60 and 81 hours of growth) in two biological replicates of each strain 
grown in Evans media in a fermenter. More details can be found in (Cattini, 
2007).
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2.4 Codon Adaptation Index (CAI)
Codon usage is the frequency at which codons appear in a given DNA/RNA 
sequence. The codon adaptation index is an index or ‘score’ that indicates the 
bias of a gene with regards to codon usage. The bias of a gene is measured by 
the difference between it’s codon frequencies and that of a defined background, 
typically the genome (the frequency at which codons appear in all coding 
sequences in the genome). To calculate the CAI for each gene in the S. 
coelicolor chromosome EMBOSS:cai (Rice et al, 2000, Sharp and Li, 1987) 
was used using default parameters and the entire genome as a background 
model. The output of this program is a CAI value for each gene in the S. 
coelicolor chromosome.
2.5 Secondary structure prediction
The simulation of secondary structure formation was calculated using RNAfold 
(Hofacker et al, 1994). Default parameters for DNA sequences (gene 
sequences as annotated in genome file and/or the specific Oligo/PCR probes 
(particular sections of the gene) printed onto the spotted microarrays used in 
this project) were used except for temperature, set at 63C to model structure of 
sequences at the typical hybridisation temperature used in a Streptomyces 
microarray experiment. The output of RNAfold (Hofacker et al, 1994) is a 
picture of the predicted folding and the respective minimum free energy (energy 
needed to create that secondary structure (the least energy meaning that the 
formation of that structure is favourable/more likely)) of that folding for each 
submitted sequence (gene or probe); a single value is thus assigned to each 
gene/probe. However, as the formation of secondary structures is dependent 
on sequence length (the longer a piece of DNA is the higher chance that that 
sequence forms a more stable structure as there are more bases to 
complement) the energy value obtained for a sequence was normalised by the 
method described in Ratushna and co-workers (2005) (energy value divided by 
length of the input sequence (either the respective gene length, 60 (Oligo 
probe) or length of the PCR probe) and multiplied by 851).
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2.6 GC content
Here, the G+C content is simply the count of G or C bases in an annotated 
(Section 2.1) gene’s sequence divided by the annotated length of that gene.
2.7 The Autocorrelation Function (AGP)
Autocorrelation is the correlation of a data set with itself, offset by n-values. 
Basically, the correlation between a pair of data that actually come from the 
same original series of values is calculated.
The equation for the autocorrelation function (ACF) is
ACF,=
x = \
Where k = 0,1,2,...,K, y% is the series value at the corresponding index, in this 
case the relative gene location on the genome, ÿ  is the mean over all N 
observations and K is the number of all the possible inter-gene distances on the 
genome, N - 1. For example, autocorrelation with an offset of 5 (k = 5) is a 
measure of correlation between the data set {yo, yi, y2, ys ... yn-s} and the data 
set {y4 , ys, ye, y?... yn}.
Through ACF analysis it is primarily possible to detect non-randomness and 
periodic patterns within a series. When the autocorrelation is used to identify 
periodicity the autocorrelation coefficients are usually plotted for many offsets 
(here inter-gene distances). If there is indeed periodicity in the series the ACF 
plot itself would show periodic patterns (Box and Jenkins, 1976). In this work 
periodic patterns of interest are identifiable through the application of 
confidence lines (confidence about the actuality of a pattern given by being 
outside of the confidence lines). These confidence lines are generated for each
2
plot based on the length (n) of the series by: +/- —j=. A more detailed
description of this can be found in Appendix A. The ACF plot is very useful for
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the estimation of very short periods but like the Fourier transform has the 
limitation of not localizing in space (or time) the periodicity (or frequency).
2.8 Wavelet analysis
Wavelet analysis is a signal processing tool for analyzing localized variations of 
both frequency (and obviously its inverse, the period) and power (i.e. the 
amplitude) within a time or a spatial series. Here we can assume the power to 
be the level of gene expression (or amount of G+C richness, as seen in 
Chapter 3 Section 3.3).
The great advantage of the wavelet transform is the possibility to produce plots 
showing exactly where the variations of periodicity and level of expression 
occur within the spatial series (the genomic distance along the chromosome). 
The limitation is the lack of resolution at very short range of periodicity (<10 
Kb), for the type of signals object of the study.
In more detail wavelet analysis is a family of mathematical transformations that 
reveal information about the strength and localisation of periodic patterns; this 
information is not apparent in the raw format of the signal.
In Fourier analysis the signal (a series of data) is broken up into its components 
represented by sine waves of different frequencies; similarly the wavelet 
transform consists of breaking up the signal into shifted and scaled versions of 
a basis function, the mother wavelets (Figures 2.3 and 2.4).
Fourier
■, > Transform \ ;
Signal Constituent sinusc»ds of different frequencies
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Figure 2.3 Decomposition of a signal into sinusoidal waves of different frequencies 
through Fourier Transform. As taken from
www.mathworks.com/access/helpdesk/help/techdoc/matlab.shtml.
Wav&let
■. ; Transform
Signal Constituent wa velets of different scales and positions
Figure 2.4 Decomposition of a signal into different wavelets through Wavelet analysis.
The different wavelets depicted are scaled and shifted versions of a basic wavelet, the mother 
wavelet. As taken from www.mathworks.com/access/helpdesk/help/techdoc/matlab.shtml.
The wavelet transform calculates the correlation between the signal and a 
scalable function shifted all along the time (or space in our case):
00
C{scale, position)  = J^/'(t)\|/(sca/c, jDosrfron,
where f(t) is the signal and ip is the wavelet function. The RNA expression level 
across the chromosome can be reconstructed from microarray output and 
considered as a specific kind of signal. Even genome sequence derived series 
of specific parameters, such as G+C% per CDS, can be subjected to wavelet 
transform.
The result of the transform is a set of many wavelet coefficients 0, which are a 
function of scale and position. The output from a wavelet transform provides a 
two dimensional representation where the strengths of different frequencies 
against a DNA sequence can be viewed (Figure 2.5).
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DNA sequence (bp)
Figure 2.5 The multi-resolution property of waveiets. The x and y axes represent Increasing 
values along the DNA sequence co-ordinates and frequency (or period) values respectively.
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Chapter 3 Detection of hidden periodicities in 
microarray signals and features of Streptomyces 
coelicolor
3.1 Microarray signals, Codon Adaptation Index, G+C content and CDS 
secondary structure periodicities in S. coelicolor
In an attempt to investigate whether there was periodicity of expression along 
the entire chromosome, the linear Streptomyces coelicolor chromosome was 
represented as a spatial series of transcript abundances (see Chapter 2 
sections 2.2 and 2.3). Figure 3.1 shows the transcriptional signal (as a log2 ratio 
between cDNA (RNA)/gDNA reference intensity of microarray features sorted 
by genomic position) across the chromosome when considering normalised 
expression data taken from a single array. It can be seen that periodic 
transcriptional activity across the chromosome is not obviously apparent from 
the raw signal (as depicted in Figure 3.1), suggesting the need for subjecting 
the data to more appropriate analyses (e.g. the autocorrelation function (ACF) 
and/or Wavelets). However, if an underlying periodicity is detected it is not 
expected to be due to spatial artefacts of the array (e.g. Balazsi et al, 2003) 
because probes on the arrays used in this analysis were printed randomly onto 
the slide (http://www.surrey.ac.uk/SBMS/Fgenomics) and the signal seen in 
Figure 3.1 is reconstructed from genes ordered by their chromosomal location. 
Still, the raw signal seen in Figure 4.1 is noisy, where the true biological output 
is perhaps obscured by random error such as cross-hybridisation, quality 
control exclusion of ‘bad’ spots, differential RNA degradation rates and even a 
basal level of transcription (‘leaky’ transcription).
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Figure 3.1 Levels of gene expression across the S. coelicolor chromosome.
y=log2(cDNA/gDNA) of genes measured from a single microarray experiment (array SCp19.52) 
plotted according to the relative position of the gene on the chromosome. Red line indicates a 
smoothed loess regression of the original signal (black lines).
Following previous analyses of chromosomal expression in Escherichia coli 
(Jeong et al, 2004) and Bacillus subtilis (Carpentier et al, 2005) ACF was 
applied to the microarray dataset as described in Chapter 2 Section 2.3. 
Autocorrelation has been shown to be successful in the analysis of 
chromosomal expression (Jeong et al, 2004) and is able to identify periodic 
components in noisy data. Characterisation of the transcriptional activity signal 
across the S. coelicolor chromosome, independent of array platform (PCR- or 
Oligo-based) and condition (time-point, strain, growth medium or stress) was 
achieved by calculating the ACF using the averaged expression across 139 
arrays (see Methods, Chapter 2 Section 2.3) as input. Figure 4.2 shows that, as 
expected, adjacent pairs of genes (inter-gene distance of 1) have higher 
correlation than any other pair of genes separated by an inter-gene distance of 
X, where x can take any integer value up to the size of the chromosome (8 Mb 
in this case).
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Figure 3.2 ACF analysis applied to a spatial series representing chromosomal expression 
in Streptomyces coelicolor. The median expression (log2 cDNA/gDNA) of each gene has 
been computed from 139 microarray experiments (as defined in Chapter 2 Section 2.3). log 
scale distance indicates the inter-gene distance between a pair of genes for which the ACF is
2
computed on a log scale. The dashed line indicates the confidence limits calculated by: +/-
with n representing the number of values in the series (Details shown in Appendix A (Box and 
Jenkins, 1976)).
Yet again, a general lower level of correlation between genes, whether or not 
they are in the same operon, is observed in S. coe//co/or than E. coli (Laing et 
al, 2006). The ACF of lag 1 in S. coelicolor is lower than the one in E. coli (not 
shown here) confirming Laing and co-worker results. Moreover, the short lags 
(inter-gene distances < 30), unlike the characteristic ACF plots of E. coli (Jeong 
et al, 2004) and B. subtilis (Carpentier et al, 2005), do not have an exponential 
decay of correlation; instead, there is a small decay and then an increased 
correlation around inter-gene distance of 4 is seen.
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The increase in ACF at lag 4 in Figure 3.2 indicates that the transcript 
abundance of a pair of genes separated by 4 genes i.e. gene 1 and gene 5, is 
similar, more so than genes with an inter-gene distance of 2 or 3 (lag 2 or 3). 
This is surprising as it is expected that as inter-gene distance becomes greater 
the similarity of expression is expected to be reduced due to pairs of genes 
most likely coming from different opérons (for the purpose of this work operon is 
given the common definition as being two or more genes that are co-transcribed 
to produce a single ‘polycistronic’ mRNA transcript). The average operon size of 
S. coelicolor is expected to be in the range of 3.26 genes (Laing, 2006), similar 
to E. coli (Zheng et al, 2006) meaning that a pair of genes with an inter-gene 
distance of 2 would predominantly involve genes in the same operon. Given the 
polarity of expression level in S. coelicolor opérons the reduced ACF compared 
to the ACF of inter-gene distance 1 value is not unexpected (Laing et al, 2006). 
Likewise, genes in large opérons (with an inter-gene distance of 3) would have 
less similar expression given the polarity model. The increase of transcript 
abundance correlation for a pair of genes separated by 4 genes, genes not 
likely to be in the same operon (using the predicted average size of opérons in 
S. coelicolor as a guide), is therefore of interest.
Furthermore, from Figure 3.2, a periodicity in transcript abundance correlation 
corresponding to genes separated by multiples of 4 is visible above the 
confidence limits (defined as described in Appendix A). This periodicity remains 
even when using a partial ACF function that removes the contribution of shorter 
lag autocorrelations from longer lags (data shown in Appendix B). 
Subsequently, a property of the S. coelicolor chromosome that instigates a 
similarity in transcript abundance every 5 Kb (corresponding approximately to 
inter-gene distance of 4) is expected. Here it is speculated that this property is 
likely to be related to the accessibility of the coding region by the RNA 
polymerase and/or the efficiency at which the region can be transcribed. It has 
been shown by Joen and colleagues (2005) (as discussed in Chapter 1 Section
1.5) that patterns in gene expression could be a consequence of differential 
accessibility to DNA caused by the topological status of the chromosome (i.e. 
the organized distribution of supercoiled macrodomains along the genome); 
Chip on Chip data in E. coli revealed that the distribution of DNA gyrase across
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the chromosome can match gene expression patterns revealed by microarray 
data (Joen et al, 2005).
Moreover, G+C content could affect transcriptional activity: transcription could 
become punctuated to relieve downstream torsional constraints (Laing et al, 
2006). The torsion created by supercoiling is expected to be great due to the 
high G+C content of the S. coelicolor chromosome (-72%). It may be that at 
around 5 Kb (inter-gene distance of -  4) the relief of supercoiling is possible, 
producing similar expression: genes close to this “relief site” would be more 
accessible and more likely to be transcribed. This is similar to the “solenoid 
model” as proposed by Carpentier et al (2005). In addition, promoter proximity, 
where the RNA polymerase has a higher chance of transcribing genes 
downstream of a promoter that is proximal to the end of the previously 
transcribed gene(s), may play a role. Because of the topology of the chromatin 
a promoter distant 5 Kb from the gene at the end of a transcription unit can find 
itself close enough to the just released polymerase. Indeed, according to the 
model shown in Figure 1.5 the bacterial chromosome is sub-divided into 
supercoiled domains and, in the case of the S. coelicolor nucleosome, the 
domains could be regularly spaced and approximately 5 Kb in size. This would 
mean that genes located relatively far in the genome sequence may find 
themselves spatially closer to each other when they are in nearby macro­
domains and as RNA polymerase finishes the transcription of one locus could 
easily 'diffuse' to the next promoter sequence in the neighbouring macro­
domain. This ‘diffusion’ model could help explain why adjacent genes are 
always the most correlated (even if they are not part of an operon) and why a 
periodic increase of correlation at regular inter-gene distances (which could 
match the most frequent size of the supercoiled domains) is observed. 
Certainly, it is evident in streptomycetes that genes needed in the same 
pathway to produce an antibiotic product co-exist along the chromosome in 
“antibiotic clusters” but do not belong to one entire operon (for example, the act, 
red and cda antibiotic clusters of S. coelicolor).
Still, a differential transcription rate along the chromosome can be determined 
by the high G+C content when it represents an impediment to the advancement 
of the RNA polymerase. The enzyme could slow down and in some cases fall
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off during the process of transcribing a particularly G+C rich sequence. This 
model would explain why CDSs with similar G+C% have correlated microarray 
intensities and hence transcription rates. The hypothesis is novel and will be 
discussed in more detail in the following discussions.
At this stage it is not possible to confirm/discount these models (G+C content 
constraints, topological constraints etc, as discussed previously) without 
examining other factors: intrinsic properties of the chromosome that may affect 
transcription; possible biological artefacts; possible technical artefacts such as 
differential hybridisation/labelling reactions arising from the probable formation 
of secondary structures in the target/probe sequences due to the high G+C 
composition of streptomycetes. Sequence-derived features of chromosomes 
(G+C-content, Codon adaptation index and gene density) have previously been 
explored by Allen and co-workers (2006) (as discussed in Chapter 1 Section
1.5) through the use of wavelet analysis, though only long range periodicities 
were examined due to the resolution limits of wavelet analysis. Here, as short- 
range periodicity appears to be most interesting (see Figure 3.2) a different 
analysis is needed. Furthermore, the work by Ratushna and co-workers (2005) 
found that secondary structure in RNA targets for microarray analysis can 
interfere with hybridisation reactions and, consequently, gene expression 
signals. Though this is not expected to be much of a problem in traditional 
differential expression analysis where a single gene is compared under different 
conditions, it may cause a problem in chromosomal or large, genome-scale, 
systems biology related analyses where genes are compared with each other 
within the same condition/chromosome without any ad hoc ‘normalisation’ 
strategy. Thus, intrinsic sequence properties are considered to be a factor that 
has the potential to produce spurious similarity/periodicity in signal intensity and 
hence, expression values. For these reasons the G+C content and codon 
adaptation index (cai) as exploited by Allen and co-workers (2006) (as 
discussed in Chapterl Section 1.5) and the stability of secondary structure as in 
Ratushna an co-workers (2005) were examined for S. coelicolor. Here, the 
novel application of the autocorrelation function to analyse intrinsic sequence 
properties across the chromosome of S. coelicolor (allowing the comparison 
with the expression-derived autocorrelation seen in Figure 3.2) is presented.
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Figure 3.3 shows the autocorrelation functions for G+C content, cai and stability 
of secondary structure of each gene.
10 100 1000 
lag (inter-gene distance)
10 100 1000 
lag (inter-gene distance)
10000
10 100 1000 
lag (inter-gene distance)
Figure 3.3 ACF plots of genomic features in S. coelicolor a) G+C content, b) stability of 
secondary structure and c) Codon adaptation index (cai).
From Figures 3.3a and 3.4 (in Section 3.2) it can be seen that the distribution of 
G+C content in coding regions is not random along the S. coelicolor 
chromosome and that the ACF pattern reflects, to some extent, the observed
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periodic patterns seen when using expression levels as input for ACF (Figure 
3.2) (Pearson correlation of 0.64). Hence, an influence of G+C content on the 
observed periodic patterns in expression (Figure 3.2) cannot be discounted with 
the available data. Though no clear short-range (<10 gene) periodicity of G+C 
content can be seen, the ACF value at lag 4 (periodicity of 5 inter-gene 
distance) is similar to that at lag 3, producing a 'plateau' indicating that the G+C 
content of genes distant from each other by 4 and 5 (respectively) is quite 
similar, where a perfect exponential decay (should be less similar in G+C 
content than lags 1 and 2) like that seen in E. coli is not observed (see 
Appendix C). Interestingly, the plateau region is more evident in the 'arms' of 
the chromosome rather than in the core (Figure 3.4 (in Section 3.2); only left 
arm shown), indicating that ranges of periodicity specifically within this region 
should be explored further. This is a subject for future studies; see “spatial 
distribution of G+C content” (Section 3.3).
Gene sequence similarity or equal dissimilarity with respect to G+C content at 
short range distances could possibly be due either to recurrent motifs along the 
chromosome or periodic codon usage bias. However, when the ACF was 
applied using gene-specific CAI-derived data (see Chapter 2 Section 2.4 for 
details of construction) a periodicity of 4 inter-gene length (Figure 3.3c) was not 
observed; nevertheless some other features can be observed in the CAI 
autocorrelation plot: there is still a resistance to the correlations' decay in the 
short range, principally around the lags 10-14, and general periodicity of mid 
and long ranges, in particular the inter-gene distances of around 80. Sequence 
properties, such as G+C content and CAI will be confronted with the outcomes 
of newly designed experiments (see Chapter 6) and could be of great aid in the 
interpretation of the final results of this project.
In Figure 3.3b the ACF analysis of the genomic series of CDS 'free energies' 
(see Chapter 2 Section 2.5 for details on construction) is presented. Even in this 
case (like CAI, discussed above), an evident short range periodicity is not 
observed and the the pattern does not depict a full exponential decay either. In 
any case the formation of secondary structures along the genomic order is not 
random and show significant (above the confidence lines) periodicities in the 
mid and long ranges (Figure 3.3b). Still, even though the secondary structure
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formation simulation takes into account general lab conditions (such as the 
hybridization temperature), the specific target/probe sequences used in a typical 
microarray experiment are not considered in the ACF analysis shown in Figure 
3.3b. In the next section (Section 3.2) the formation of secondary structures will 
be discussed in more detail and this aspect (specific target and probes 
sequences) properly evaluated.
3.2 The contribution of microarray probe/target secondary structures to 
observed microarray signal periodicities
Like the study of Ratushna and co-workers (2005) the susceptibility of targets 
(cDNA derived from mRNA extracted from a given sample) and probes (DNA 
fixed onto the microarray slide) of the microarray experiments used in this study 
to form stable secondary structures capable of negatively influencing 
hybridisation reactions have been tested. It is important to note that the free 
energy values used to produce the previously discussed plot in Figure 3.3b are 
derived from the whole coding sequence (CDS) for each gene. In this case the 
spontaneous formation of secondary structures is facilitated by a major 
presence of self complementarity in the whole gene sequence rather than just in 
a selected portion of them (e.g. probe sequence chosen for a microarray 
experiment). A probe is in fact designed to contain a section of the gene 
sequence that in addition to minimizing the occurrence of cross-hybridization, is 
meant to reduce to the least, during the process of annealing, the involvement 
of those portions of targets susceptible to secondary structure formation. 
Therefore, in order to make the study more comprehensive we extended the 
analysis using precisely the microarray probe sequences corresponding to each 
gene, as well as CDSs (as previously seen in Figure 3.3b in Section 3.1). Both 
PGR and oligonucleotide (Oligo) probe sequences (as both type of microarray 
designs are used in this project) were subjected to folding predictions (taking 
into consideration different experimental conditions such as temperature of 
array hybridisation) and the predicted values obtained, genomically ordered, 
were used as input for the ACF. As hypothesized the derived ACF plots 
(Figures 3.4 and 3.5) show more evident decaying patterns than the one 
presented using the whole CDS (Figure 3.3b in Section 3.1).
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Figure 3.4 ACF of PGR probe sequences’ secondary structure.
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Figure 3.5 ACF of oligonucleotide probe sequences’ secondary structure.
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The ACF plots of secondary structure relative to PCR and Oligo probes (Figures
3.4 and 3.5 respectively) do not suggest the occurrence of clear periodic 
formations of stable secondary structures along the S. coelicolor genome 
sequence, in particular in the short range and with specific regard to the lag of
4. Note that the ACF plot of secondary structures computed on oligonucleotide 
probes (Figure 3.5) shows a more evident decaying pattern (than PCR probes. 
Figure 3.4) due to the optimization of these probes against the formation of 
secondary structures.
Because of the denaturing conditions of the microarray experiments used in this 
project (the optimised S. coelicolor microarray experimental protocol involving 
heating the microarray slide from beneath to limit formation of secondary 
structures) and moreover, the optimization of the Oligo and PCR probe design, 
where melting temperatures (Tms) were limited in order to reduce the 
interference of targets forming secondary structures, it was hypothesized that 
secondary structure formation in both Oligo and PCR probes/targets would not 
generate periodic patterns similar to that observed when using expression as 
input. As expected, due to the high G+C content of the S. coelicolor 
chromosome, the simulations predict the occurrence of secondary structures 
(G+C base-pairing is strong and subsequently, sequences that comprise many 
Gs and Cs are likely to form stable secondary structures) but it does not appear 
to be significantly periodic along the chromosome, especially regarding the 
short inter-gene range of 4 (Figures 3.4 and 3.5). Despite this, there is anyhow 
a certain degree of positive correlation between ACF coefficients of mRNA 
abundance (expression) and ACFs of free energies (obviously, there is also a 
positive correlation between G+C content and free energy due to the base- 
pairing fundamentals briefly described previously); this correlation (PCR probe 
secondary structure versus expression: 0.587 and Oligo secondary structure 
versus expression 0.583) is lower than the one between expression and G+C 
content (0.64) suggesting that the G+C content distribution, if we assume it to 
be responsible for the ‘expression similarity’ at lag 4 (between gene 1 and 5) 
(Figure 3.2), does not produce these patterns through regular (periodic) 
formations of secondary structures but by way of another unknown mechanism.
57
Thus, in light of the evidence reported so far the periodicity found in 
chromosomal expression (Section 3.1, Figure 3.2) is unlikely to be attributable 
to the formation of unwanted stable structures in probes and/or target 
sequences. However, as the genomic analysis reveals, the non-random spatial 
distribution of G+C content across the chromosome could play an important role 
in the generation of a fluctuant signal, either affecting transcription rate and/or 
target labelling efficiency or by imposing physical and topological constraints 
that can be reflected in the overall transcription regulation process.
3.3 Spatial distribution of G+C content in the Streptomyces coelicolor 
genome
The preference for usage of G+C rich codons in S. coelicolor has been 
demonstrated (e.g., Wright and Bibb, 1984; Wu et al, 2005) and has been 
accounted for by the general intrinsic G+C richness of this genome; a more 
satisfactory reason for the high G+C content has never been provided to date. 
The non-random distribution of G+C content could be related to a non-random 
flexibility/rigidity of the chromosome. Allen and co-workers (2006) (discussed in 
Chapter 1 Section 1.5) have shown that periodic patterns of GC/AT strength in 
the genome sequence match some of the periodic patterns detected in the gene 
expression levels of E. coli, although the correspondence is only for large 
periodic patterns (650 Kb). These results could suggest that the composition of 
the genome sequence could be a function of DNA topology and/or related to 
‘sequence dependent’ transcription efficiency. For instance, it is conjectured 
that during transcription genes containing long series of G+C rich codons slow 
the RNA polymerase down and probably cause it to get stuck and drop off and 
consequently the transcription rate of the gene is affected (Laing et al, 2006); 
this would imply that genes with similar G+C content have similar transcription 
rates and hence similar transcript abundances. This model, other than 
explaining the observed correlation between G+C content and expression level 
derived ACF plots could also account for the polarity of operon transcript 
quantities in S. coelicolor (Laing et al, 2006).
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If we hypothesize that the composition of the genome sequence can strongly 
influence the supercoiling of the chromosome (Allen and co-workers (2004) 
found that patterns in genome sequence parameters indicating intrinsic 
curvature of DNA matches almost completely with pattern in GC/AT content) 
and, given the fact that DNA superhelical status affects somehow transcription 
(as discussed in Chapter 1 Section 1.3), then the spatial distribution of the G+C 
ratio should vary accordingly to the variation in transcription activity that 
different regions of the chromosome present. Particularly in S. coelicolor this 
distinction can be made knowing that essential and constitutively active genes 
are mainly placed in the central region of the genome (Bentley et al, 2002). By 
contrast, the arms of the chromosome contain genes that are activated only 
under specific circumstances and it is supposable that telomeres are prone to 
assume a specific DNA topology which in general inhibits transcription 
(Gartenberg and Wang, 1992). It is expected therefore that the G+C% spatial 
distribution in the arms is different than in the rest of the genome. The genomic 
series of G+C% per CDS relative to the left and right arms was subjected to 
ACF analysis and the resulting autocorrelations have been plotted in Figures 
3.6 and 3.7, respectively (the exact coordinates for the identification of left arm, 
core and right arm are taken from Bentley et al, 2002).
As anticipated, the G+C% ACF profile of the arms (Figures 3.6 and 3.7) reveal 
an accentuated periodicity relative to the one observed when the whole genome 
series is studied (Figure 3.3.a in Section 3.1); the outcome of ACF analysis of 
the core genes is not very dissimilar from the result obtained using the entire 
genome series (data not shown). However, even a sub-region (around the oriC 
replication origin) of the core was identified, revealing a pronounced periodicity; 
this will be considered later in the context of wavelet analysis.
Both of the chromosome ‘arms’ analyzed separately, and in particular the left 
one (Figure 3.6), exhibit a short range periodicity (lag of 4 and even larger lags) 
that is better matching the short periods detected in microarray signals than the 
G+C content ACF profile computed with the whole genome series. Short range 
periodicities though, are always more difficult to discern in series with a high 
number of entries due to the augmented noise that a long succession of values 
would accumulate. In fact, the right arm (Figure 3.7) is showing already a less
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evident short range periodicity (than the left) and is at least 1 Mb larger than the 
left arm. Nevertheless, it can be stated that the periodic distribution of G+C 
content in these regions of the chromosome is highly significant; medium and 
long range periodicities, although close to the confidence lines are clearly 
distinguishable. It has to be noticed that lags approaching the size of the series 
may have anyway less significant autocorrelations, due to the fact that datasets 
(coming from the same series), from which correlations are computed, reduce 
with the increase of the lag giving a less trustworthy estimation (see Appendix 
A).
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Figure 3.6 ACF of the G+C content of genes contained in the left arm of the S. coelicolor 
chromosome. The left arm genomic series contains 1,437 genes (as defined by Bentley at al, 
2002).
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Figure 3.7 ACF of the G+C content of genes contained in the right arm of the S. coelicolor 
chromosome. The right arm genomic series contains 1,988 genes (as defined by Bentley et al, 
2002).
In order to independently confirm the spatial distribution of G+C content and 
properly assess the localization of periodicity in the genomic series, a more 
suitable methodology such as Wavelet analysis (see Chapter 2 Section 2.8 for 
details of the method) has been employed (see Figure 3.8). Wavelet transform 
is a relatively recent signal processing tool used to decompose a signal in its 
frequency (periodic) components and giving back a time-frequency (or in our 
case we should say a space-period) representation of the original raw signal. 
This kind of analysis has the great advantage over a Fourier transform or ACF 
analysis to better resolve in time (in space domain in our case) the frequency 
components of the signal, identifying precisely (or in any case better than other 
methods such as Windowed Fourier Transform or Wigner distribution) where 
periodicities are located in the signal.
The spatial genomic series of G+C% per gene has been subjected to Wavelet 
transform and the outcome has been plotted in the form of a 2D-scalogram 
(Figure 3.8); the x-axis represents the linear distance of the chromosome in Kb
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whilst the y-axis represents the frequency content of the signal, plotted in log 
scale and converted into periodicity on the right axis for a better readability and 
interpretation of results. The range of periods the analysis focuses on is the 
same as that selected by Allen and co-workers (2006) where Wavelet transform 
was applied to sequence derived series relative to genomes of a group of 
bacteria; according to the authors a spatial series of this sort contains a high 
level of noise, hence short range periods (<100 Kb) are difficult to resolve in the 
space domain. Despite this, our ACF analysis performed on S. coelicolor has 
instead revealed the existence of periodicities and levels of correlations in the
short range significant against the noise (Figures 3.6 and 3.7)
Figure 3.8 2D-Sca!ogram displaying Wavelet transform applied to the spatial genomic 
series of G+C% per gene in S. coelicolor. x-axis represents linear distance along the 
chromosome expressed in kilobases, y-axis represents the frequency content of the signal 
converted to corresponding periodicity on the right side (periods are expressed in K bp).
62
In the 2D-scalogram of Figure 3.8 regions of the chromosome are colour coded 
according to their significance against the background; the software assesses 
the level of the background by shuffling the dataset a high number of times then 
the information contained in the signal is compared with the estimated noise. A 
colour gradient indicates the statistical significance of regions appreciably 
different from the background and showing a periodicity that could be more or 
less likely to occur by chance. Areas in the scalogram depicted in magenta are 
significant at the 95% confidence level (it means that only 5% of the randomized 
dataset could produce similar periodic peaks, AutoSignal v1.7, Systat Software, 
2003, http://www.systat.com/products/AutoSignal/).
The regions in the chromosome that present the most significant periodicity in
S. coelicolor are indeed (as indicated by the comparison of Figures 3.3a, 3.6 
and 3.7) identifiable in the arms and also in a central region near to the origin of 
replication. Wavelet analysis has been used previously to predict oriC and ter 
sites through the detection of GC and AT skew minima and maxima in bacterial 
genomes (Song et al, 2003). In the present study we discovered that there is a 
significant G+C% periodicity flanking the or/C locus (-4000 Kb) in Streptomyces 
avermitilis (when using the same analysis), where oriC is known to be in a more 
asymmetric position than in S. coelicolor (shifted 776 Kb to the right from the 
centre of chromosome (Ikeda et al, 2003)) (Figure 3.9), similar to that seen in S. 
coelicolor (Figure 3.8); in Figure 3.9 a region starting to the right of the 
chromosome centre exhibits significant periodicity, even though in S. avermitilis 
an obvious G+C-skew inversion is not observed (Ikeda et al, 2003). S. 
avermitilis also (like S. coelicolor) shows significant periods in the arms, 
although of different ranges, suggesting that differential distribution of G+C% at 
the ends could be a conserved characteristic of streptomycetes. Indeed, the 
same analysis carried out in E. coli (Figure 3.10) does not show a comparable 
compartmentalization of periodicity (noting that the E. coli chromosome is 
circular but due to the linear representation of it in Figure 3.10 a significant area 
(starting at 3600 Kb) is ‘broken in two’, giving the ‘illusion’ of 
compartmentalization like S. coe//co/or), possibly due to the circularity of its 
chromosome, but it does show the significant area to the ‘right’ of the origin of 
replication; this is a feature that could be conserved among most bacteria if we
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consider the phylogenetic distance that divides E. coli from S. coelicolor and S. 
avermitilis and even between S. coelicolor and S. avermitilis.
i
Figure 3.9 2D-Scalogram displaying Wavelet transform applied to the spatial genomic 
series of G+C% per gene in S. avermitilis. x-axis represents linear distance along the 
chromosome expressed in kilobases, y-axis represents the frequency content of the signal 
converted to corresponding periodicity (in Kbp) on the right side.
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Figure 3.10 2D-Scalogram displaying Wavelet transform applied to the spatial genomic 
series of G+C% per gene in E. coli. x-axis represents linear distance along the chromosome 
expressed in kilobases, y-axis represents the frequency content of the signal converted to 
corresponding periodicity (in kbp) on the right side.
In summary, we can conclude that the spatial distribution of G+C content in S. 
coelicolor is not random, the analysis revealing regions of the chromosome 
significantly periodic, in particular in concomitance with the arms and an area 
next to the origin of replication. The periodicity is detectable with different 
approaches. By means of localized ACF analysis it has been possible to identify 
short range periodicity (<100 Kb) of G+C% in the arms (which had not been 
addressed before and was not clear from the whole genome ACF (Figure 
3.3a)). Through the use of Wavelet transform medium and long range periods 
(>100 Kb) were confirmed to be significant at the level of the arms and sub- 
region of the core.
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It is a fascinating challenge trying to give a convincing interpretation to the 
regional organization of the G+C content only based on the information 
available at this time. The periodicity of the arms (Figures 3.6 -  3.8), discernible 
also in S. avermitilis (Figure 3.9), could be associated with the peculiar topology 
that an extraordinarily long and linear chromosome might have. The arms 
notoriously contain non essential genes generally not expressed in favourable 
conditions and only activated in exceptional situations; consequently, these 
parts of the genome should have the spontaneous tendency to be ‘silenced’ 
under most frequent conditions. Then, a way to make transcription of the arms 
generally suppressed could be to facilitate in these regions a high level of 
positive supercoiling. The distribution of the G+C content could 
thermodynamically guide the superhelical formation allowing the winding of the 
supercoils only in certain points, given the fact that G+C rich tracts are very rigid 
and would not easily twist everywhere randomly. In support of this hypothesis 
there is the evidence that the core appears to be more ‘AT-rich’ than the arms 
and hence likely to be more favoured to assume a relaxed or anyway different 
topological status that would facilitate transcription; the lowest levels of G+C% 
per CDS are all localized in the core region reaching even as low as 50-55%. 
Such points of minima are not measured in the arms (Figure 3.11). In order to 
make this information visible the raw signal represented by the genomic series 
of G+C% per CDS has been smoothed using a least squares polynomial fitting 
across a moving window within the data (Savitzky-Golay smoothing filter. 
Autosignal 1.7, Systat Software, 2003,
http://www.systat.com/products/AutoSignal/) to achieve a high level of 
smoothing without attenuating the extrema in the data; the smoothed values are 
superimposed onto the raw data in Figure 3.11.
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Figure 3.11 Smoothing of the G+C% per CDS genomic series using Savitzky-Golay 
procedure which performs a local polynomial regression. A moving window of three genes 
(average size of an operon in S. coe//co/or (Laing, 2006)) has been chosen. Blue dots represent 
the raw data and the smoothed values are drawn in yellow.
3.4 Summary
Here it has been shown through the use of the autocorrelation function that 
there are periodic patterns in the transcriptional signal derived from microarrays 
across the chromosome of S. coe//co/or (Figures 3.1 and 3.2). However, before 
a full biological interpretation to the cause of this periodicity can be given, 
further analysis into possible causes, artefacts generated by the genome 
sequence or by flaws of the adopted technology, need to be investigated. The 
foremost topics investigated and discussed within this chapter have been the 
‘artefacts of the chromosome’ or, more formally, genomic features/properties 
coded within the genomic sequence itself, namely codon adaptation index
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(Figure 3.3c), Secondary structure of the entire gene (Figure 3.3b) and/or 
portions (probes/targets) of the gene (Figures 3.4 and 3.5) and G+C content 
(Figures 3.3a and 3.6 -  3.11). From these analyses CAI and secondary 
structure (both of the entire gene and targets/probes for that gene) did not 
exhibit periodicities similar enough to that observed for microarray signals to 
warrant any causality and/or further (deeper) analysis. Of course, the analysis 
of codon usage may provide a different story (subject for future work) and/or 
both of these signals have their own dependencies on G+C content (as 
discussed previously). Thus, as G+C content was found to have similar 
periodicities to that of gene expression and that it can form the basis for 
secondary structure formation / codon adaptation, along with affecting RNA 
polymerase readthrough and torsional constraints, this feature was selected for 
further investigation (discussed in Section 3.3).
From the G+C content analysis conducted, the conclusion that the non-random 
G+C content periodic patterns (found to be significant with both ACF and 
Wavelet analyses) did or did not produce the observed expression periodicities 
could not be made. Yet, as will be seen, in the section discussing Wavelet 
analysis of ‘expression signals’ (Chapter 8), during vegetative growth conditions 
long range periodicity does not spatially match the G+C content periodic 
regions discussed in Section 3.3; in expression signals, the core region displays 
a significant long range periodicity that does not correspond entirely to G+C% 
pattern in the same area, seemingly indicating that this ‘expressional periodicity’ 
is unlikely to be determined by any kind of G+C content-based interference in 
microarray spot intensities and very likely to be generated only by the level of 
transcriptional activity. Conversely, this data (in Chapter 8) supports the validity 
of the speculation that in the core region, where G+C content distribution is less 
structured (and there is more A+T richness), transcription activity is favoured 
under general optimal conditions probably for a favourable chromosomal 
configuration, whereas in the arms it is suppressed due to a spontaneous and 
adverse super-helical state. Thus, the biological effect (as opposed to technical 
effect, such as differential hybridisation or dye incorporation rates) of G+C 
content, its’ ability to determine what is actually transcribed, cannot totally be 
discounted and should be the subject of future work.
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Ultimately, the effect of biological, intrinsic properties of the genome on 
microarray signals (i.e. biological factors being the cause of technical artefacts 
of a microarray that can then produce spurious periodic signals) does not, given 
the findings discussed in this chapter, appear to be major or the only source of 
periodicities. However, their overall contribution cannot be discounted without 
taking 'true' technical artefacts into consideration. Thus, technical issues such 
as pin-printing effects or dye properties of a microarray experiment are the next 
features that need to be investigated as the cause of periodic microarray 
(expression) signals; this is predominantly discussed in Chapter 4.
69
Chapter 4 Short range periodicity of gene expression: a 
pin effect’ distorting the microarray data or just an 
unfortunate coincidence?
What is indisputable from the analysis performed thus far is the existence of a 
periodicity in the signal produced by the genomically ordered expression ratios 
derived from S. coelicolor microarray experiments; however, since the very 
beginning of this project the task of unveiling and distinguishing the nature of 
the single components of the signal has been a very daunting task. The 
importance of doing so is justified, as mentioned earlier, by the fact that 
transcriptional activity might not be the only driving force of fluctuating patterns 
of array intensities; systematic errors can occur at any level of these complex 
protocols and, at the final stage, they could be hidden within the multitude of 
numbers representing the typical output of a microarray experiment. The 
detection of these sorts of artefacts is not always straightforward and the 
discovery and assessment of them requires deep observation of the data, 
review of the methodology employed, data processing with appropriate 
software tools and from the work presented further on in this thesis (Chapter 6), 
the subsequent decision of adopting a completely new microarray 
design/technology.
A possible source of systematic error within a spotted-microarray experiment 
(as those used in this project) could be constituted by imperfections in the 
printing protocol followed to transfer probes onto the microarray slide. With 
spotted microarrays (as opposed to in situ synthesised (IJISS) arrays produced 
by Agilent (www.agilent.com)) genetic material is obtained from a microtitre well 
plate and printed on to the array through the use of a pin held in a printing- 
head; as there are a restricted number of pins within a printing head (48 in the 
printing robot used to manufacture the arrays used in this project) a single pin 
will visit multiple wells (representing different genes) in each print-run, 
dependent on the number of probes in a single block or sub-grid on the array. It 
has been shown that probes that are printed by the same pin fluoresce at 
similar intensities and/or share similar characteristics (e.g. spot morpohology) 
(Yang et al, 2002) due to technical artefacts such as poor cleaning of the pin in
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between picking up different probes (i.e. some material of well a (gene a) 
remaining in the pin when picking up material of well b (gene b)) and irregular 
pin positioning (some pins higher then others in the printing head), to name a 
few. Thus, genes printed with the same pin could have similar ‘expression’ 
values largely for technical not biological reasons, affecting downstream 
analysis/interpretation. Again, this does not present problems for traditional 
differential expression analysis, as the same pin (and subsequently same 
technical issues) will be present; it becomes problematic for genome-scale 
analyses however.
Although the printing procedure used to manufacture the arrays used in this 
study was presumed to be carried out randomly, an attentive examination was 
conducted of the robotic methodology with which a systematic bias could have 
been introduced (see Appendix D for description of printing issues) by the way 
the 48 pin-loaded printing head sinks its pins into the wells of the microtitre 
plate and spots the probes on the surface slide. Through this analysis it was 
found that the probes in the well plates were not completely shuffled, but were 
often dispensed according to their SCO number in a sequential order (in 
particular Oligo microarray), in other words they are co-linear with the relative 
position occupied in the chromosome (however, in PCR microarrays there is 
less ordered deposition of probes because many of them were manufactured 
based on the Tm of products and not exclusively by SCO number).
It should be a task of the printing run to disrupt this order by spotting the probes 
spatially random onto the glass support, hence scattering any spatial effect 
when at a further stage we re-construct the genomic order of spot intensities. 
Unfortunately though, we discovered that in the spotted PCR and Oligo 
microarrays used in this study the random shuffling of the genomic order 
through printing is not completely achieved. In fact, going through the details of 
the printing steps we discovered that the slide layout is not completely 
randomized either and other than spatial effects the design fails to randomize 
an additional systematic bias: the correlation of all the spots printed by the 
same pin in the print head. As mentioned earlier, the position of the probes on 
the plate are to some extent ‘arranged’ genomically and the sinking of the 
printing head starts and proceeds at regular points in the multi-well plate, it is
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unavoidable that one particular pin prints a series of probes which are equally 
spaced in the plate (e.g. gene 1, gene 5, gene 9, gene 13 etc are all printed 
with the same pin) and therefore often equally spaced in the chromosome (see 
Appendix D). In this manner the spatial randomness of the printing is not 
combined with a randomization of what we have called a ‘pin effect’: features 
spotted by the same pin may show a certain degree of correlation regardless of 
what they contain and what random position they occupy on the slide. This pin 
effect can in part cancel the effectiveness and utility of spatial randomization of 
spot probes on the array; it should also be noted that all spots from one pin are 
necessarily contained within the same sub-grid of the array (the 48 sub-grids 
corresponding to the 48 pins, Appendix D)
We suspect that in some cases the effect of this type of printing of the spotted 
PCR and Oligo arrays can be extreme and easily noticed by observing the raw 
signal (microarray log2 cDNA/gDNA ratios without any normalization sorted as 
they are in the genome) coming from single experiments (Figure 4.1). In Figure
4.1 we show a signal derived from an Oligo array where the presence of 
deterministic components (rather than stochastic) appears to be evident; the 
discernment of regular spaced peaks and a visible periodicity which gives the 
impression to divide the signal in rather distinguishable ‘blocks’ of intensities. 
The artificiality of this sort of outcome is not less than suspicious and the pin 
effect is likely to be behind this distinctive periodic spatial expression profile.
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Figure 4.1 Visible periodic patterns from a raw signal (microarray features sorted 
genomically and not normalized) obtained from an Oligo array (Sco30.12). Extreme 
example of systematic error presence (marked pin effect) in a single microarray experiment; 
Io92 ratios (RNA/gDNA) intensities (x-axis) are plotted versus the genomic order (y-axis).
If we apply the ACF to the same data set as that used to generate Figure 4.1 
(see Figure 4.2) we obtain in this case an exceptional wave-like pattern with a 
clear memory effect (significant multiple periods which are generated by the 
summation of the preceding ones) that immediately suggests that it is unlikely 
that this pattern is attributable to transcriptional activity alone. Plus, in this case 
the lag of 4 is, surprisingly, higher than the correlation of adjacent genes (lag of 
1 ) and mid-range periods of ‘too evenly’ spaced peaks (two hundred inter-gene 
period generating multiple peaks of it) make this signal even more suspicious 
(Wavelet Analysis of this signal in Figure E.1 is shown in Appendix E). 
However, most of microarray experiments, both performed with PCR and Oligo 
platforms, do not present this extreme outcome. This unusual example is 
presented here to show the potential extent of pin printing effects on microarray 
outputs.
73
Autocorrelation
0 [)5 10 5 g
%  A
- 0.25 _  
0,01
 I -0.25
10000
Figure 4.2 ACF analysis of the signal derived from a microarray with highly accentuated 
pin printing effects. The ACF of the raw signal plotted in Figure 4.1.
The inspection of the printing method revealed that there is in fact a relationship 
between significant periods and occurrence of the most frequent lags printed by 
the same pin. The histogram in Figure 4.3 shows which inter-gene distances 
are printed most frequently by pin ‘T. As is evident from comparing the two 
graphs (ACF plot and the histogram, Figures 4.2 and 4.3 respectively) the most 
recurrent inter-gene distances printed by the same pin are falling in the first ‘bin’ 
(which contains the lag of 4 that is truly the most frequent printed lag but cannot 
be seen in Figure 4.3 because 20 unit sized bins were chosen for a more 
readable graph) and they are consistent with the highest significant 
autocorrelation coefficients depicted in the ACF plot (lags 1 to 20) of Figure 4.2. 
Even the second most represented pin printed lag in the histogram, ranging 
around 200 genes, seems to correspond with the mid-range period of 200 
hundred genes in the ACF plot.
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In brief, the analysis revealed that one specific pin tends to print genes 
regularly spaced from each other in relation to the genome position and this is a 
consequence of the order of probes in the wells of the microtitre plate; there are 
various inter-gene distances printed more frequently than others and the gap of 
4 genes appears to be the predominant one.
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Figure 4.3. Histogram of the lags printed by pin ‘V. The histogram shows the most frequent 
inter-gene distances (grouped by class of 20) represented in one block, hence printed by the 
same pin.
These findings make the interpretation of the overall results difficult for the 
reason that the most significant periodicity found, the lag of 4, does not only 
match a peculiar feature of the genome sequence (G+C content analysis, see 
Chapter 3) but also the recurrence of a possible systematic bias, the so called 
‘pin effect’. If the probes of genes distant from each other by four loci tend to be 
printed more frequently by the same pin, the periodicity in expression of this 
short range (and multiples of it) could originate from this technical issue.
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Despite this evidence, we were not convinced that the cause of periodicity was 
exclusively caused by flaws in the printing protocol.
The correlation introduced by the pin effect can in part be corrected through a 
specially designed normalization method. Exploiting the fact that each pin is 
responsible for the printing of an entire and unique block it is possible to ‘treat’ 
separately pin biased spots by simply taking the intensities from each block and 
normalizing them individually. The method adopted is a per block median 
normalization; we take the median of each block and we scale (divide) every 
feature in the array by its associated block median; in doing so we express 
every spot intensity on the array as block median units making them more 
comparable (see Figure 4.4) and (hopefully) clear from the pin effect. In order to 
specifically remove systematic errors a block median normalization is 
considered to be more suitable than a three-dimensional loess normalization 
(Wit and McClure, 2004), a method more appropriate for removing random 
errors that occur within the spatial area delimited by the block. In the case of a 
common reference design arrays (employed in this study), loess normalization 
is only possible when the spatial correction is performed three-dimensionally 
and preferably on single channel outputs (Wit and McClure, 2004). Microarray 
feature intensities are plotted in the space (x-y-z plot), according to the relative 
position occupied by the spots in the slide layout. If features are properly 
randomized on the slide surface, intensity points are assumed to be scattered 
around a flat plane. A loess (Locally weighted polynomial regression) smoothing 
method is aimed to correct, through subtraction of ‘smoothed surface’ values, 
eventual intensity gradients (spatial effects) visible in a perspective plot (Wit and 
McClure, 2004).
The block-median normalization was applied to the data to test whether the 
printing pin was a dominant factor in the observed expression periodicities 
across the S. coelicolor chromosome (seen in Figure 3.2). Like print-tip 20- 
loess (another normalization technique applied to microarrays, but not suitable 
for genomic reference channel-based microarray experiments) it assumes that 
probe intensities within the same block or sub-grid, thus printed by the same 
pin, are distributed around a central value (median), provided that at a genome- 
scale level the vast majority of genes would not change expression (which for
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most conditions holds true but cannot always be assumed) and randomization 
of the genomic order is implemented in each printing block. This assumption 
and technique is completely valid for differential expression analysis but again 
can cause problems in genome-scale analyses where genes are compared to 
each other and a printing design such as that employed in the study exists.
In Figure 4.5b it can be seen that when applying ACF to data that have been 
normalized using the block-median the peaks of correlations in the short range 
is reduced (but not cancelled) compared to the ACF on the raw signal (Figure 
4.5a); in fact, the normalization method effectively removes the different pin 
contributions to the intensities and makes the spot intensities of each block 
more similar to each other (Figure 4.4). Thus, from that observed in Figure 4.5b 
it could be assumed that spots in each block remain correlated merely because 
of their spatial vicinity on the microarray slide. Therefore we could infer that 
spatial effects alone may play an important role in the generation of expression 
signal periodicity. In particular, genes reciprocally distant four positions in the 
genome tend to be more frequently grouped in every block while instead 
contiguous genes (or distant two or three positions) are always printed in 
different blocks.
Still, gene spots are properly shuffled within each printing block, which means 
that even if there are recurrent inter-gene distances in them, probes for loci that 
are close in the chromosome are very unlikely to be similarly close (or very 
close) within the same printing block; they are in general very distant to each 
other (within the block) and never adjacent (adjoining spots show always a 
higher correlation regardless of what they contain (Knudsen, 2002)); we wonder 
if the random distances internal to the block are sufficient to minimize (or even 
annul) the correlations given by the spatial vicinity of spots on the array. This 
consideration makes debatable the speculation just above formulated that 
spatial effects solely determine periodic correlations and it is worthwhile to 
consider alternative explanations to clarify why correlations of spots intensities 
fluctuate once the genomic order of features is reconstructed.
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Figure 4.4 Box plots depicting the effects of normalisation on the logb cDNA/gDNA ratios 
of each printing block on a spotted oligonucleotide array (Sco11.04). a) Before 
normalisation (raw data), b) After application of block-median normalisation.
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Figure 4.5 ACF analysis of an extremely wavering signal before and after Block Median 
Normalisation (Sco11.04). a) Before normalisation, b) after block-median normalisation.
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4.1 Summary
In this chapter the effect of a non-random printing design (a technical artefact of 
microarray experiments) and its effect on detected periodic microarray signals 
has been investigated through the use of ACF and normalisation techniques. 
Yet, the study conducted on printed arrays (Oligo and PGR) does not enable us 
to establish with certainty whether spatial/pin effects are the major source of 
periodic signals; because removing completely these sort of systematic biases 
is not accomplishable, in order to rule out any doubts, we judged it necessary to 
employ an ad hoc improved design where a perfect randomization of spot 
locations is implemented and without the involvement of any sort of pin printing 
(see Chapter 6). However, if we were to assume that the correction through 
median block normalization works perfectly, making at least the pin/spatial 
effect negligible but having as a result only a reduction of periodic correlations, 
we could conclude that the pin effect is not the cause of non-expressional 
periodic patterns (with specific regard to the short range, lag of 4) and instead, 
the contribution of each pin to the spot intensities would only emphasize a pre­
existing correlation among gene features in a genome context. Therefore, the 
‘real’ source of periodicity could be attributable to reasons more related to the 
nature of the genomic sequence itself -  either through technical issues (e.g. 
dye incorporation, hybridisation properties etc) or biological (e.g. paucity in 
RNA polymerase readthrough occurring periodically due a period G+C content 
signal). It should be remembered that genome sequence derived signals 
(discussed in Chapter 3) have been found to show periodicity (G+C content 
across the genome) matching to a certain extent the patterns detected in 
microarray signals.
Evidence in support of a periodicity not explicable merely by printing artefacts 
comes from the individual analysis of cDNA (mRNA) and gDNA channels (see 
Chapter 5), and from a temporal study of gene expression where variation and 
dynamicity of the periodic patterns across the time is observed, characteristics 
certainly not imputable to a fixed and static event such as recurrent technical 
issues (Chapters 5 and 8).
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Chapter 5 Separate channel analysis
In previous chapters both biological (Chapter 3) and technical (Chapter 4) 
effects have been analysed and discussed; both of these effects are expected 
to affect both signal channels (genomic DNA (gDNA) and RNA) of a two-colour 
microarray experiment in a similar manner as they are subjected to the same 
processes (labelled with dyes, hybridised to the same array etc). Thus, if the 
observed periodicities seen in microarray signals (as seen in Figure 3.2 in 
Chapter 3) are due only to problems with the microarray technology (i.e. not 
due to any biological phenomenon), something that given the results of 
chapters 3 and 4 cannot be totally discounted yet, then both of the channels will 
exhibit the same periodicity. This is an especially pronounced hypothesis given 
that the two signal channels used throughout this project are gDNA and RNA, 
two signals that do not have any biological property resemblance with regards 
to transcriptional activity. Therefore the analysis of signal channels separately, 
as discussed in this chapter, can give an important insight into the phenomenon 
of signal periodicity and provide information regarding the real nature of 
fluctuating intensities.
The examination of the gDNA channel alone is after all a whole genomic 
hybridization study (expected to have equal intensity across the chromosome 
as it merely represents the presence/absence of genes in the given 
chromosome) and, if we assumed absence of spatial or printing interferences, 
what we observe is uniquely due to the differential/equal ability of targets to 
hybridize to their own probes, or ultimately, by the different capability of reverse 
transcriptase to incorporate the Cy-dye labelled nucleotides into each target. 
Regardless of the true explanation of the periodic occurrences, signal 
fluctuations could merely be a consequence of intrinsic properties of 
probes/targets sequences and, in the context of a chromosomal order, 
reflection of properties of the entire genomic sequence organization. At any 
rate, the independent investigation of the reference (gDNA) signal is a helpful 
inspection tool to asses the goodness (quality) of microarray experiments, 
helping one to detect systematic errors and their possible sources.
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By contrast, the use of the RNA channel as a single signal, (separate from the 
gDNA channel) for periodic component analysis is not as easily interpreted; it is 
in fact the result of the combined effects of differential transcript concentrations 
and the previously discussed hybridizations and/or labelling properties of 
targets/probes sequences. Knowing that, it seems unquestionable the 
importance of using the log2 ratio (log2(RNA)-log2(gDNA)) of the two channels 
on a single array to remove the non-expressional effects (component) from the 
RNA channel (revealed and measured by the gDNA channel intensities). For 
example, in spotted microarrays there is significant variability in spot size and 
morphology because of the pins themselves (discussed in Chapter 4), as both 
channels hybridise to the same spots the ratio of the two channels largely 
circumvents this problem. However, later in the discussion we will show that the 
gDNA signal in Oligo and PCR spotted arrays appear to be unable to effectively 
correct non-expressional biases.
5.1 The genomic DNA channel analysis
As gDNA targets in the sample to be hybridized are supposed to be equally and 
largely abundant, it was expected that the ACF plot of the genomic spatial 
series constructed with such targets’ intensities would not show any correlation 
patterns; a spatial series of this sort is comparable to a purely noisy signal 
(white noise). Therefore, as expected, when we apply the ACF to the signal 
generated by the hybridization of E. coli gDNA targets (Figure 5.1, data from 
Gene Expression Omnibus, http://www.ncbi.nlm.nih.gov/geo, series accession 
numbers are GSE1730 and GSE1735) we observe a distribution (a plot) of the 
autocorrelation coefficients very similar to one that we would obtain when we 
apply the ACF to a completely shuffled series (as shown in Figure A.1, 
Appendix A).
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Figure 5.1 ACF analysis of an £. coli gDNA channel.
For a better readability of the graph in Figure 5.1 we delimited the range values 
of the ordinate from the lowest to the highest coefficients observed; the 
rescaled plot is a magnification of the range of coefficient values falling within 
(or being very close to) the interval delimited by confidence lines; this area, as 
mentioned before (see Chapter 2 Section 2.7 and Appendix A), represents the 
noise range of the signal, the interval of values where ACF coefficients 
obtained from a series of randomised samples fall within. As is evident from 
Figure 5.1 the vast majority of the coefficients are within the confidence lines or 
very proximate to them; the only exception is represented by the lags of 1 and 2 
which are thought to be raised by the presence of gene duplications, besides 
having themselves a poorly significant correlation (ACF=0.10) (it is not a 
subject of discussion here). Moreover, and importantly, the ACF plot of the E. 
coli gDNA channel does not match its respective G+C content ACF plot (see 
Figure C.1 in Appendix C), suggesting that the G+C ratios found in E. coli may 
not affect target hybridizations (as the overall G+C content on E. coli is -50%  
this is not surprising).
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Figure 5.2 ACF analysis of the S. coe//co/or gDNA channel on array SCp19.52.
In the case of S. coelicolor however, the ACF applied to a gDNA channel 
genomically ordered (Figure 5.2, rescaled range limits of the observed 
coefficients as conducted for E. coli (Figure 5.1) showing more clearly the 
profile pattern around and within the noise range (dashed blue lines)) shows 
unexpected non random patterns resembling the overall periodic patterns 
detected through the analysis of the combined channels (log2 ratio analysis 
discussed in Chapter 3 Section 1 and shown in Figure 3.2); these findings lead 
to the first conclusion that non-expressional components of periodicity in the 
log2 RNA/gDNA ratio derived signal (Figure 3.2) are also observed in the 
reference (gDNA) channel analysis and are not effectively subtracted from the 
RNA signal which manifests a similar profile (see Figure 5.3, overlapped ACF 
of signal channels). As evident in Figure 5.2, despite the general low level of 
correlation, a signal that is expected to be flat (as was seen in E. coli gDNA 
channel, Figure 5.1) is actually very dissimilar to white noise and shows instead 
wave-like patterns. Thus, the information contained in this signal could indicate 
the incidence of a technical issue which repeatedly arises, for instance, during
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the experiment preparation (e.g. pin effect, see Chapter 4) or a fluctuation of 
the intensities that is a consequence of a non random (therefore predictable) 
bias emerging from the nature of the genome sequence itself.
If we were able to exclude printing effects with certainty, whatever would be the 
cause of this non-transcriptional periodicity (gDNA ACF, Figure 5.2), the 
biological significance of the phenomenon would be considerable and to some 
extent perhaps still linked to transcriptional processes (discussed further on). In 
fact, recurring labelling efficiencies or fluctuating hybridization rates, could be 
the manifestation of a functional distribution (biologically meaningful) of some 
genomic parameters such as G+C content or CAI (discussed in Chapter 3). In 
fact, the gDNA channel ACF coefficients for S. coelicolor (Figure 5.1) show a 
good correlation (0.57) with the respective G+C content ACF coefficients seen 
in Figure 3.3a (Chapter 3 Section 3.1). However, we have already seen that the 
mechanism through which the G+C content distribution would cause periodic 
signals is not clear thus far: the prediction of secondary structure analysis does 
not support the hypothesis of periodic formation of folded targets/probes (along 
the genome sequence) as the source of short/medium range periodicity 
observed in expression arrays (see Chapter 3 Section 3.2). Besides, Oligo 
arrays which are specifically designed to avoid the formation of stable 
structures (ACF of predicted free energies confirm the effective choice of Oligo 
probes/targets sequences to prevent the issue, previously seen in Figure 3.5) 
reveal signal periodicity consistent with the one detected from the PCR array 
signals (the latter being more susceptible to be affected by formation of stable 
structures) and in some cases even more pronounced.
At this stage of the discussion it should be more clear the reason why we chose 
a separate channels analysis approach. Throughout the course of this study we 
have understood that the signal is undoubtedly made of different components 
and splitting the channels can help us to identify the periodicities that are 
exclusively genomic sequence dependent, or at least non-transcriptionally due, 
from the ones that are very likely to arise as effects of transcriptional processes 
(similarly to a study on yeast (Balazsi et al, 2003) as each channel is treated 
like the output obtained with the Affymetrix GeneChip™ (www.affymetrix.com) 
platform where the sample hybridizations are not competitive and measured
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separately). The results and discussion of this analysis are given in the next 
section (Section 5.2).
5.2 The comparison of the two channels from S. coelicolor spotted 
microarrays
Through the observation of the overlapped ACF plots (Figure 5.3) it is possible 
to discern peaks of periodicities which are pertinent uniquely to one channel or 
the other. This sort of ‘discrepancy’ has an important meaning: it provides 
evidence that periodicity in transcriptional activity exists and can be 
independent from the one revealed by the genomic channel. It is evident that 
when the ACF profiles of the two channels’ signals are matching, it is debatable 
to state that periodicity is transcription-related (for reasons discussed 
previously); on the other hand, when the RNA ACF shows periodic patterns 
uncorrelated with the non-transcriptional peaks of the correspondent gDNA 
plot, it is plausible to hypothesize that the differential periodicity that emerges is 
caused by transcript abundances only. The graph in Figure 5.3 is constructed 
from a microarray experiment measuring global changes in expression during 
the exponential phase of Streptomyces (Wild type) growth (set of experiments 
in a time course (as briefly described in Chapter 2 Section 2.3), time point 18h, 
hybridised to the Oligo array SCo2.10); for clarity only a specific section of 
possible lags is given (from 10 to 1000 inter-gene distances) and the coefficient 
points are joined by lines in order to distinguish the profile patterns.
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Figure 5.3 Superimposition of cDNA and gDNA channels’ ACF. Both channels (cDNA and 
gDNA) from the same hybridisation experiment on Oligo array SCo2.10. Black line represents 
ACF of gDNA channel, red line the ACF of cDNA channel.
The behaviour of the two (red and black) lines seen in Figure 5.3 is comparable 
until lags mapping around 30 (log scale), after this point the RNA pattern starts 
to depict a different trajectory and trend, becoming more and more independent 
from the gDNA autocorrelation profile but restoring around 500 lag the 
correspondence with the non-expressional periodicity (periodicity seen in the 
gDNA (black line) ACF). In addition, differential peaks, though not significant 
(associated p-value calculated from the variance between the two ACFs of the 
window 100 to 200 lags is 0.48) can be distinguished, specifically in the region 
between lags 100 and 200, where the RNA signal seems to differ considerably 
from the genomic reference signal in the corresponding area. It is worthwhile to 
mention here that this type of discrepancy in patterns is reproducible: biological 
replicates show a gDNA signal that does not change while the RNA signal
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differs from the reference signal in a consistent manner. Hence, we can 
therefore infer that inconsistent profile patterns between the common reference 
(gDNA) and RNA ACFs are probably generated by transcription processes 
alone, considering that RNA targets share labelling and nucleic acid properties 
with their genomic counterparts (antagonist) and differ only in terms of 
concentrations, a direct consequence of transcriptional action. gDNA targets 
may also be different from RNA targets in term of size; the former are on 
average assumed to have equal lengths while in the latter, sizes may differ 
considerably; this type of disparity is assumed not to affect the autocorrelations 
and is not discussed here.
Distinguishable and distinct peaks in the RNA channels relative to the gDNA 
channel are very unlikely to emerge from events such as target degradations 
that are presumed to occur with random kinetics (Kennel, 2002) (i.e. the 
aspecific nature of ribonucleases (transcript selection) is random). In general, 
non predictable processes would not produce any new periodicity (by 
definition); they could only add noise to the underlying more predictable 
patterns, reducing the correlations but not changing the size of the periods. 
Nevertheless, if RNA degradation rates would be non-random and predicable 
across the genomic series, a role in the formation of patterns could not be 
excluded; degradation kinetics may be dependent on the length of the 
transcripts (Kennel, 2002) so the size of RNA (discussed in Chapter 7) could 
have a functional role in nuclease processes and transcripts that need to be 
degraded under a particular condition can be identified and/or half-lives 
calculated). However, the output of a microarray experiment (and thus the 
signal used in this project) represents the summation of synthesis and turnover 
of transcripts encompassing both degradation and synthesis and it is therefore 
not possible to separate them in this study.
Further important evidence that certain ranges of periodicity could be 
determined solely by transcriptional processes is the dynamic changes in 
periodicity shown by the RNA channel patterns (and indeed the respective log2 
RNA/gDNA ratios) across time whilst the genomic reference channel instead 
appears constant and reproducible (see Section 5.3); it is needless to address 
that only RNA channel intensities vary and contribute to significant changes of
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the ratio. In Sections 5.3 and 6.2 and Chapter 8 we will show that the variability 
in periodicity is temporally and spatially coherent with the biology of S. 
coelicolor.
5.3 Dynamic changes of RNA ACF patterns
As shown in Figure 5.4 the gDNA channel signals from two different 
microarrays are super-imposed and despite their independence (in terms of the 
microarray slide they are hybridised to) the correlation of the two 
autocorrelation profiles is positively strong (0.76). The patterns of the common 
reference channel are highly reproducible, with their profiles matching 
constantly across experiments. Instead, super-imposed RNA channel signals 
(such as that seen in Figure 5.5), measuring for instance the variation in gene 
expression at different stages of growth, show a variability that is in good 
accordance with what is expected to be noticed where large scale changes are 
known to take place (this knowledge can also be utilized to double-check which 
dataset represents the reference and it is very useful in the case of mixed-up of 
samples).
In the example shown in Figure 5.5 a mutant strain of S. coelicolor ^ or a global 
two-component regulatory system (AabsA1A2) was tested along a time course. 
Mutations in the absA1A2 locus lead to vast pleiotropic effects in the regulation 
of secondary metabolites: all four antibiotics known to be produced by S. 
coelicolor appear to be positively and negatively influenced by the activity of 
this two-component system regulator (Bibb, 2005). In the graph of Figure 5.5, 
for more clarity we compare only two time points of the whole set of 
experiments (samples were extracted for a total of seven time-points for this 
strain; A. Wahab, personal communication and Wahab, 2008): the RNA 
channel ACF plots corresponding to the eighteenth hour of mutant strain growth 
(depicted in black) highlights a peak around the lag of 50 that gradually 
diminishes across the time points till eventually disappearing in the other 
selected measurement corresponding to the 23 rd hour (red dotted line).
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Figure 5.4 Superimposition of two gDNA channels’ ACF. gDNA channels from two Oligo 
microarray slides SCo2.42 and SCo2.45. Black line represents ACF of array SCo2.42’s gDNA 
channel, red line the ACF of array SCo2.45’s gDNA channel.
These results (Figure 5.5), other than suggesting a possible negative regulation 
role of the mutant allele of absA1A2 (as expected and because the same peak 
decay is not seen when wild type data is analysed (comparison of Figures 5.3 
(red line) and 5.5 (black line))), principally provide evidence which supports the 
existence, in the signal derived from microarray experiments, of periodic 
components exclusively as a consequence of expressional change. On the 
other hand, the ACF plots generated from the respective gDNA (gDNA material 
hybridized to the same arrays of the above mentioned time points show 
consistency and no-variability (Figure 5.4).
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Figure 5.5 Superimposition of two time course cDNA channels’ ACF. cDNA channels from 
two Oligo microarray slides SCo2.42 (representing transcription at 18hours of growth) and 
SCo2.45 (representing transcription at 23hours of growth).. Black line represents ACF of array 
SCo2.42’s cDNA channel, red line the ACF of array SCo2.45’s cDNA channel.
5.4 Summary
In this chapter, the overlapping of the autocorrelation patterns, similar to 
previous work carried out on yeast where instead fourier spectrums where 
superimposed (Kluger et al, 2003) has been shown to help identify and 
distinguish the periods that are not caused by non-expressional sources 
(indicated in gDNA signal periodicity). Thus, through this technique it is possible 
to identify expressionally derived periodicity patterns in gene expression that 
seem to be variable in time following altered conditions, either genetic (e.g. 
gene knockout) or environmental (e.g. stress conditions). Genomic sequence 
driven or technically caused (systematic error) patterns do not show variability 
in time and (if not removed) can be still be used as background (or ‘mean of
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contrast’) to detect expressionally due patterns. Mutability in time and 
conditions is even more evident when we subject the signals to wavelet 
analysis (see Chapter 8) where regionalization of periodicities and signal 
intensity show consistency with the organization of the S. coelicolor 
chromosome and with the expected expressional change under certain 
environmental conditions. Importantly, with wavelet analysis it is possible to 
show where ranges of periodicities are exactly localized in the chromosome 
and how they can vary through time in terms of regionalization and absolute 
level of signal intensity (expression level). Whilst, due to the limitations of ACF, 
the work discussed in this chapter is only able to hint at expressional 
differences across time (or condition).
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Chapter 6 Independent assessment of periodicity of 
genomic DNA signais and gene expression through 
analysis of spatially randomly printed ink jet in situ- 
synthesised (iJiSS) arrays.
The results of the work performed previously (discussed in Chapters 3-5) with 
the utilisation of microarray data derived from spotted arrays (Oligo and PCR 
platforms) can be summarized in the following essential points:
1 ) Both Oligo and PCR array designs revealed ranges of periodicity in the 
signal which are consistent between them (Chapter 3).
2) There are ranges of periodicity which are persistent, in particular the lag 
of 4, which seems to be omnipresent (regardless of growth stage and 
conditions) even in the genomic DNA reference channel (Chapter 5).
3) Due to a clear presence of the lag of 4 in the reference channel ACF and 
a more dubious but still plausible presence of it in the G+C content ACF, 
we have hypothesized that genomic sequence properties are behind the 
manifestation (in one way or another (biological affect on transcription or 
by affect on the microarray experiment process) of periodic signals 
(Chapters 3 and 5). However, the formation of in silico predicted stable 
folded targets does not seem to be implicated in the generation of the 
wave-like signals (Chapter 3).
4) A systematic bias derived from the printing methodology employed 
(pin/block effects) is likely to contribute to the signal periodicity adding 
spurious components to the overall signal: among the spots within each 
printing block there are recurrent inter-gene distances (lags) and the lag 
of 4 genes appears to be the most frequent (Chapter 4).
5) Through the analysis of separate Cy-dye labelled channels we provided 
evidence of periodicity very likely to derive exclusively from 
transcriptional activity (Chapter 5).
The analysis conducted thus far does not allow us to exclude unequivocally the 
possibility that periodic patterns in microarray experiments are in part 
generated by systematic biases. Nevertheless, we have also collected
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evidence that indicates the existence of periodicities having transcriptional 
origin. Therefore, the subsequent step of this study (as discussed in this 
chapter) was the careful choice of an adequate experimental design intended to 
implement an appropriate randomization of Oligo probe locations and to avoid 
the use of pin-based printing technology; as elucidated before (Chapter 4 and 
Appendix D), systematic errors can originate from the failure of the printing 
methodology to correctly randomize the dispersion of probe spots onto the 
microarray slide surface.
6.1 Detection of periodicity in IJISS derived signals and comparison with 
Oligo/PCR platforms
To exclude once and for all the notion that the pin/block effects contribute to the 
generation of oscillating signals we decided to take advantage of a microarray 
technology that implements synthesis in situ of equally spaced (17bp spacing) 
60-mer probes on the slide support. With this platform (Agilent Technologies, 
Inc.; see www.agilent.com for more details on design) each gene is 
represented by multiple probes (number of multiple probes for a gene being 
proportional to the length of that gene) completely scattered on the whole 
surface of the glass support. Experiments were carried out with the improved 
microarray design and the same biological mRNA samples as those hybridised 
to the PCR and Oligo arrays for comparison.
Immediately, even with a simple comparison of the raw signals (without 
applying any signal processing tool) derived from an Oligo platform and the 
corresponding Agilent array experiment (the same labelled RNA extraction 
sample) clearly visible differences can be seen (Figure 6.1).
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Figure 6.1 Comparison of raw 1092 cDNA/gDNA ratios on Agilent and Oligo arrays. The
same RNA sample was hybridized on Oligo array SCo30.12 (light blue signal) and on a ‘high 
density’ Agilent array ge2v4.91.1 (yellow signal). Agilent RNA signal for a gene is the mean of 
the genes’ probes.
The two signals shown in Figure 6.1 have been scaled to make them more 
comparable (log2 ratios centred around zero) and no particular normalization 
method (spatial or pin effect) has been applied. The signal in the upper part of 
the plot (light blue) is derived from a pin-spotted Oligo array whilst the one 
below (yellow) was obtained from the new Agilent custom array; the latter 
signal (Agilent) appears to have a lower intensity and a more random plot than 
the signal from the Oligo array which, instead, seems to be less noisy and has 
clearly visible waves of intensities suggesting the presence of spatially 
correlated systematic errors (as discussed previously in Chapter 4). Already, at 
this first glance, we could speculate that Agilent array outputs appear to better 
represent a biological signal, showing a more stochastic pattern than the 
equivalent spotted array outputs.
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If we subject the new spatial series (derived from Agilent arrays) to 
autocorrelation analysis (as in Chapter 2 Section 2.7), a new and different ACF 
pattern (compared to the microarray signal ACFs in Chapters 3, 4 and 5) is 
displayed (Figure 6.2).
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Figure 6.2 ACF plot of an Agilent high density’ signal. The signal of the combined channels 
(log2 (cDNA/gDNA)) derived from a newly designed Agilent array (ge2v4.91.1, 105K probes). 
Gene ratios calculated from the mean ratio of that gene’s probes.
As shown in Figure 6.2 the ACF profile of the Agilent-derived data no longer 
shows the lag of 4 peak seen in previous ACF plots examined with the PCR 
and Oligo spotted expression arrays (e.g. Figure 3.2) and the pattern appears 
to decay more exponentially. Interestingly, the lags’ coefficients start from a 
higher level of correlation than that observed previously (Figure 3.2) and 
adjacent genes are by a large margin the most correlated (as would be 
expected, discussed previously (Chapter 3 Section 3.1)). In the mid and long 
range lags the signal presents again evident periodicity, although partially 
buried within the noise (the range delimited by the confidence lines). In the 
short range a resistance to the decay is observed around the lag of 10 (so
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moving the interest from the lag of 4 to this new period) and the lag of 13-14, 
possible consequences of small fluctuations of the signal, or definite oscillations 
of the signal but only limited to a certain area of the chromosome. One should 
recall that a small plateau at a inter-gene lag of around 10 was found in the 
G+C and CAI analysis of the whole genome (Chapter 3 Section 3.1) and a 
clear peak at lag of 10 had been found in specific areas of the chromosome, 
particularly in the arms (Figures 3.3a and (c); it should be noted here that G+C 
content and CAI are parameters that can be interdependent). In the mid range, 
peaks at inter-gene lags of approximately 80-90, around 160 and so on 
(indicating perpetuation of a 80-90 Kb size period wave) are objects of interest; 
they are somehow present in the previous analysis (hence they seem to be 
robust to a complete change of platform. Figure 3.2) but in the present case 
(the in situ synthesised arrays) are more distinct and could match some 
features revealed in the genome analysis, in particular the period around 80 
inter-gene distance highlighted in the CAI ACF (Figures 3.3a and c). Also 
noticed are periodic patterns in the long range; peaks around 600 and 900 and 
beyond 1000 inter-gene distance, although relatively close to the confidence 
lines (they are still significant considering that the autocorrelation coefficients 
always tend towards zero for large lags) they show a significant variability when 
general growth conditions are changed (following in the discussion).
The ACF applied to Agilent outputs (log2 ratios of the channels Figure 6.2, 
yellow signal) shows differences with the ACF profiles observed previously (e.g. 
Figure 3.2) but still presents periodicity. This finding is highly significant if we 
take into account that the design now employed is mainly intended to discard 
the possibility of spatial and/or printing effects that can be causative in the 
generation of spurious periodicity. We can now, with authority, affirm that the 
periodic patterns detected with the Agilent design are unquestionably not due to 
pin or spatial artefacts because of the non utilization of pin spotting in the 
preparation of slides (in situ synthesis of probes), and most of all, because of 
the proper randomization of the features on the microarray slide itself, making 
any sort of spatial effect non influential. However, some significant peaks seem 
to be correlated with genome sequence parameters such as G+C content and 
CAI; though according to Allen and co-workers (2006) there is an important but
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not fully understood association between intensity of (facilitation in) 
transcriptional activity and composition of the genome sequence.
As we have proceeded before for Oligo and PCR spotted/printed arrays 
(Chapter 5), in order to test if periodicity in Agilent designed arrays is related to 
transcriptional processes only, we examined the variability of periods as a 
function of time and growth conditions (Section 6.2) and a separate channels 
analysis will be discussed in the next section (Section 6.3).
6.2 Variability of periods as a function of time
Here RNA extracted from the same wild type strain but during a growth phase 
when significant changes in expression are expected was hybridized on the 
Agilent platform (the S. coelicolor strain is the same used for the experiment 
depicted in Figures 6.1 and 6.2).The ‘high density' array data (ge2v4.91.2) was 
used to produce a signal which was subjected to ACF analysis for comparison 
to RNA extracted at an earlier time point hybridized to array ge2v4.91.1 (as 
used in Figures 6.1 and 6.2). The ACF plots of the two different stages of 
growth phase were superimposed (Figure 6.3). Interestingly, in the later phase 
(Figure 6.3, red dots) the correlation of adjacent genes reduces in favour of an 
increase in auto-correlations at larger lags (previously buried in the noise as 
evident in Figure 6.2 and Figure 6.3, black dots, same platform and strain but 
earlier stage of growth) which are now clearly above the confidence lines. At 
the same time an augmentation and/or sharpening of some (previously 
existing) peaks is observed whilst others decrease and smooth down (Figure 
6.3); appearance of new peaks at different extents of periodicity, from short and 
medium till long ranges, is also observed. The increase in transcriptional 
activity between two points of the growth curve (Figure 6.3) introduces a proper 
apex in the neighbourhood of lag of 10 and immediately after, strengthening the 
interest towards this presumed range of periodicity. Also of great interest is the 
augmented peak of 80 Kb with the signal remodelling at the larger periods (the 
disappearing of the peak at 160 Kb and increase of a peak around 900 Kb, 
Figure 6.3).
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Figure 6.3 Superimposition of ACF plots of signais from two Agilent ‘high density’ 
arrays. The ACF profile of Figure 6.2 (black dots) is compared with the ACF profile of another 
Agilent experiment signal relative to an RNA sample extracted at a later stage of growth (red 
dots). The signals are the log2 ratio of both channels, log2(cDNA/gDNA) sorted genomically. 
RNA signal for a gene is the mean signal across that gene’s probes.
To summarize, at this stage of the analysis, the fundamental conclusions that 
can be drawn from the results obtained with Agilent arrays data can be outlined 
as follows:
1) A new and improved experimental design confirms that the signal 
(features sorted genomically) derived from microarray experiments is 
indeed non random and shows clear periodicity, although the whole ACF 
profile presents differences with the preceding ones observed (Oligo and 
PCR arrays. Chapter 3).
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2) The lag of 4 peak observed in Oligo and PCR microarray experiments is 
no longer observed with the new in situ synthesised arrays, suggesting 
the artificial origin of this period. Other short range periodic patterns 
(around lag of 10) are now of interest alongside medium (80 and 160 
lags) and long range patterns (600 and 900 lags).
3) Peaks of periodicity appear to be somehow correlated with genome 
sequence parameters (Chapter 3 Section 3.1), but are expected to still 
be associated with gene expression; an observed dynamic fluctuation of 
patterns (which also seem to be consistent with biological expectancies) 
suggests that some of the identified periodicities are based on changes 
in gene expression.
The observed disappearance of the ‘robust’ period of 5 genes (lag of 4) 
observed in ACF plots generated by PCR and Oligo spotted microarray 
experiments (Figure 3.2) when using the Agilent arrays (Figures 6.2 and 6.3) is 
a truly puzzling outcome of this project. The lag of 4 peak was previously 
shown to be correlated with genomic sequence features (Chapter 3 Section
3.1) but at the same time the possibility of being a consequence of systematic 
errors was not to be excluded (see Chapter 4). The fact that the peak is no 
longer visible in the Agilent data analysis could signify that the origin of this 
periodicity in Oligo and PCR printed arrays could be attributable to pin/spatial 
effects. In order to investigate how genomic sequence properties affect the 
signal of Agilent microarrays we have proceeded as we did with the printed 
arrays (Chapter 5); we performed the analysis of the reference (gDNA) channel 
separately and verified if the lag of 4 periodic component was completely lost 
from it as well (as well as the combined channel analysis); the results are 
presented and discussed in the following section (Section 6.3).
6.3 Separate Cy-dye channel analysis of IJISS derived data
As discussed in Chapter 5, examination of genomic channels with signal 
processing tools is an extremely useful approach to assess the ‘goodness’ 
(quality) of an experiment and unveil possible sources of error. If we assume a 
correct randomization of the probe positioning and inexistence of any
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systematic bias (or negligible effect of them) in the preparation of the Agilent 
microarray, whatever signal periodicities are detected could be merely a 
reflection of genome sequence properties. Variations in dye-labelling efficiency 
or hybridization rate are strictly correlated with the qualitative and quantitative 
composition of the base pair content of the genome. For example, as the Cy3 
or Cy5 dye used in two-colour microarray experiments labels the base cytosine, 
the amount of target labelling would be dependent upon the quantity of cytosine 
that a sequence contains; whilst S. coelicolor is on average G+C rich (-72%) 
foreign and/or acquired segments of DNA/genes are identified as well below 
this average, even A+T-rich, causing a disadvantage when it comes to labelling 
(compared to a G+C-rich 'native' sequence). Thus, although differences in 
labelling can be classed as a technical artefact the reasoning behind it is purely 
biological and could even reflect the disposition of the chromosome 
(accessibility) to the integration of foreign DNA. This is important and could 
have implications in the placing of gene cassettes or plasmids for ‘wet-lab’ 
experiments by increasing the efficiency of integration.
The AGP analysis of the signal derived from the Agilent microarray genomic 
DNA reference channel (Figure 6.4) is extremely significant for clarifying 
interpretations of the overall data and the full comprehension of the final results. 
Interestingly, the AGP graph in Figure 6.4 again, like that of Oligo and PGR 
genomic channel AGFs, (Figure 3.2) exhibits a peak at the lag of 4, even 
though the combined channel (log2 cDNA/gDNA) analysis did not reveal this 
output (Figure 6.2). The implications of this finding are straightforward and lead 
to an unquestionable conclusion: if periodic components of 5 inter-gene length 
(lag of 4) observed in the Oligo and PGR spotted/printed arrays are still 
somehow present in the Agilent arrays, then the pin-printing procedure adopted 
to prepare the PGR and Oligo arrays was not responsible (or at least not the 
only cause) for the formation of this short range period. The Agilent in situ 
synthesis procedure to locate probes fully random on the support is very 
unlikely to cause artificial periodicity and consequently, the constantly detected 
periodicity of 5 inter-genes is almost certainly attributable (by exclusion) to 
sequence dependent characteristics which affect in some way the spot 
intensities in a non random manner (for example, through a periodic variation of 
label-dye incorporation rates). We are even able to give statistical significance
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to the above conclusions; if we postulate that pin printing is the cause of 
periodicity then we have to assume also that genomic channel ACF plots are 
significantly different between the two microarray manufacturing systems; pin 
printing (Oligo/PCR) and in situ synthesis (Agilent). Hence, if we formulate the 
null hypothesis that “The ACF plots are not different and are correlated", 
assuming that the pin effect is not making the difference, it can be tested 
statistically.
The correlation of the two genomic channel AGFs (gDNA hybridised to Agilent 
and Oligo/PGR arrays) were measured and a p-value assigned. There is a 
clear positive correlation (0.75) and the p-value associated with it (approaching
1) is large enough to justify the acceptance of the null hypothesis: the two 
reference channel signals (pin printing and in situ synthesis) are similar enough 
such that the pin effect is very unlikely to cause any difference and 
subsequently cannot be the source of the observed short range periodicity (lag 
of 4). The fact that a periodicity of 5 genes (and even some other ranges of 
periods) no longer appears when we observe the logb ratio of the RNA and 
gDNA channels from the Agilent arrays (Figure 6.2) means that the RNA signal 
also manifests the same short periods and the two signals cancel each other 
out ( as seen in Figures 6.4 and 6.5). In the context of comparison and 
assessment of different microarray technologies this finding is also of some 
importance: the common reference (gDNA) in Agilent designed experiments 
seems to be able to effectively remove from the RNA signal the non- 
expressional periodic components detected and displayed by the genomic 
channel examination. According to our results the common reference of printed 
arrays (Oligo and PGR) was not capable of effectively removing genomic 
sequence biases (or still technical biases) from the RNA channel (discussed in 
Ghapter 4). Thus, even from this aspect, the Agilent microarray manufacturing 
technology appears to provide clear qualitative improvements to microarray 
data production in addition to giving the possibility to test simultaneously a 
much higher number of spot features (from the ca 8,000 features (Oligo) 
compared to 244,000 features (Agilent), at time of writing).
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Figure 6.4 ACF plot of the reference (gDNA) channel signal from an Agilent array. The
signal is constructed from the gDNA channel intensities of a complete randomized array 
platform (Agilent, ge2v4.91.1). gDNA signal for a gene is the mean signal across that gene’s 
probes.
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Figure 6.5 ACF plot of the RNA channel signal from an Agilent array. The signal is 
constructed from the cDNA channel intensities of a complete randomized array platform 
(Agilent, ge2v4.91.1 ). RNA signal for a gene is the mean signal across that gene’s probes.
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Despite a better quality of the Agilent reference channel, supported by the less 
periodic ACF pattern closer to the range of noise (confidence interval, dashed 
blue lines in Figure 6.4) than the previous analyzed genomic channels (e.g. 
Figure 5.2), a non-randomness of the S. coelicolor genomic channel signal is 
still apparent. Explanations for this finding, along with a suggested 
normalization approach aimed at clearing the periodic signal from a genome 
dependent bias is discussed further in the next chapter (Chapter 7).
As just mentioned, the RNA channel signal alone is expected to exhibit some of 
the periodicities shown in the reference channel plus some others exclusive to 
the series of mRNA levels (if there is extensive expression of the genome). 
Clearly, the ACF plot in Figure 6.5 generated by the RNA channel signal 
(alone) of the experiment examined in Figure 6.2 exhibits a remarkable 
periodicity and we observe pattern similarity and dissimilarity with its pertaining 
common reference channel (see Figure 6.6 for direct comparison). The peak at 
lag of 4 is still present Qustifying its cancellation in the combined channel 
analysis (Figure 6.2)) but interestingly lags 7, 8 and 9 (and even the 
immediately following lags) show spikes of correlations that are not present in 
the gDNA channel analysis; these highly significant peaks discerned in the 
RNA channel signal correspond to the small plateaus observed when the logb 
ratio is analyzed (Figure 6.2). Furthermore, there are also differential peaks in 
the mid and long range, in particular those detected in the area of 80-90 and 
around 1000 lags appear to be highly significant against the background level 
represented by the genomic reference signal (Figure 6.6).
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Figure 6.6 Superimposition of ACF plots of the Agilent single channels. The ACF profile of 
the signal derived from the cDNA channel of a ‘high density’ array (green dots) is plotted along 
with the ACF profile of the signal derived from the gDNA channel (red dots) of the same array 
(Agilent, ge2v4.91.1). A gene’s signal is calculated from the mean signal across all probes for 
that gene.
As conducted for the PCR and Oligo microarrays, the ACFs of the two channel 
signals from the Agilent microarray platform have been overlapped to better 
discern differences and similarities between them (Figure 6.6). In Figure 6.6 the 
red dots represent the non-expressional signal (gDNA channel) or what could 
even be defined as the background (or the negative control) of the signal 
whose properties and variations are to be evaluated, that is to say the mRNA 
ACF signal, depicted in the graph with green dots. The superimposition of the 
patterns is of a great help to discriminate dissimilarities between the two and in 
particular the emergence of significant peaks from the background level (not 
only from the range of noise, confidence lines).
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In the short range a comparability of the signal shape till the lag of 6 between 
the two channels can be noticed; as mentioned previously the peak at the lag of 
4 is present in both channels and the signals do not show a significant diversity 
in shape. Indeed, the variances from the means of the two signals are not 
significantly different (p=0.09) when the two signals oscillate. Interestingly 
though, in this short range (and even beyond, till the lag of 25-26) the 
autocorrelations of the expression channel (RNA) are significantly higher than 
the respective reference values (gDNA) (means of the ACF signal are 
significantly different, p=0.001), indicating that the RNA signal is much less 
noisy than the reference. This outcome implies that increases in 
autocorrelations could be a direct consequence of transcriptional activity. We 
could speculate here that transcriptional processes bring order and correlation 
(and self-similarity) in the levels of transcript abundances despite any possible 
contribution of technical or sequence dependent biases. In fact, in Figure 6.2 
the ACF of the combined channel signals (log2 ratios) shows a higher level of 
autocorrelation than the uncorrected RNA signal (RNA signal alone, without 
gDNA channel ‘correction’. Fig. 6.5), confirming that subtraction of the log? 
genomic reference from the logb RNA signal is successful as a ‘de-noising’ 
procedure. Paradoxically, if it is assumed that mechanisms of transcription 
occur without a precise order and organization then chaos and more noise 
would be brought to the underlying constitutive signal (revealed by gDNA 
channel periodicity) of which the RNA signal is partially made of. Thus the 
expression signal alone (RNA channel) would be likely to reveal even a lower 
general level of correlation and a possible disruption (or diminution) of the 
typical pattern profile at the short range (periodicity of 5 inter-genes distance 
(lag of 4)). Nevertheless, the Agilent experiment-derived signals indicate that 
dynamics of a hypothetical source producing non-expressional periodicity can 
in part be reflected, and to some extent emphasizedj_in the signal generated 
from the RNA channel, suggesting a biological meaning behind an apparent 
pure technical origin; this is discussed further in the next chapter (Chapter 7).
The overlaid plots (Figure 6.6), other than showing a disparity in terms of 
relative levels of correlations (particularly in the short rage), easily display 
(beyond the lag of 6) the incongruence of period patterns of the two signals 
(gDNA and cDNA (RNA)); the portion of the RNA signal starting at lags 7-9 and
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further ranges (lags 13-14, 16-18, 22) is evidently showing a divergent profile 
pattern from the one represented by the background level (the reference/gDNA 
signal). Approximately, further than the lag of 30, the two channel ACF profiles 
tend to converge to the noise range (confidence lines) and cover each other up. 
Flowever, as mentioned previously, significant peaks still emerge from the noise 
range (confidence lines) beyond this point (lag of 30) and more importantly, 
from the background level represented by the ACF of the genomic reference 
signal depicted in red in the overlaid plot. This contrast of the two separately 
processed signals emphasizes the emergence of periodicity peaks previously 
noticed around 80-90 and 900-1000 inter-gene spacings and even further; 
other than being significant against the noise, the sections of the RNA signal 
including the visible maxima, present significantly higher signal mean to the 
corresponding genomic level (80-90 p=0.01, 900-100 p=0.05)). Furthermore, 
the apexes of the RNA signal show significant z-score values computed using 
the overall signal mean (peak at lag=9, p<0.001, peak around 80-90 lag, 
p<0.001, peak around 900-1000 lag, p=0.052). Flence, these observed ranges 
warrant further/future investigation.
The main conclusions of the Agilent microarray single channel analysis can be 
summarized here:
1) The two channel ACF signals show remarkable differences and the 
gDNA reference channel autocorrelations are closer to the confidence 
lines (ACF limits of a shuffled series) than seen before, yet not 
completely ascribable as white noise (as expected, see E. coli analysis 
in Chapter 5).
2) Contrary to what had been observed with the combined channel analysis 
(Figure 6.2), the lag of 4 periodicity (5 inter-genes distance) is yet 
revealed in both channels' signals when they are studied individually; 
this result implies that pin/spatial effects are not exclusively responsible 
for this short range periodicity (or any other) and the genomic reference 
intensities are now capable to annul (at least much better than that seen 
in Oligo and PCR arrays (Chapter 5) ‘non-expression-due’ biases (David 
et al, 2006; Huber et al, 2006);
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3) The superimposition of RNA and reference (gDNA) signals helps to 
identify patterns/periodicities which are very likely to be caused uniquely 
by expression processes. Periods of 7-9 (14 and 16-18 lag peaks are 
possible ‘memory effects’ of the 7-9 lag period) and 22 inter-gene size 
appear to be significant in the short range. Periods of 80-90 inter-gene 
size in the mid range and 900-1000 inter-gene size in the long range 
(also showing memory effect) are significant against both noise 
(confidence limits) and background level (reference channel).
The reason why the reference signal reveals a periodicity of 5 inter-gene 
spacing (lag of 4) that is robust to platform and design changes is still not clear; 
as discussed earlier, explanations of the occurrence should be investigated into 
the nature of S. coelicolor genome sequence and its organization. For instance, 
G+C content distribution across the genome sequence has been shown in this 
work to be correlated with periodic microarray signals; though mechanisms 
explaining how G+C composition causes fluctuation of intensities are unclear 
and unsatisfactory (see Chapter 3). In the next chapter (Chapter 7) a new 
genome sequence parameter will be discussed in an attempt to find a more 
adequate model apt to describe the observed dynamics of periodic intensities.
6.4 Summary
In this chapter we have focused upon the use of an in situ synthesised 
microarray (Agilent 105k probes), an array design that does not include pin 
deposition, as input for ACF analysis to identify periodicity in the S. coelicolor 
chromosome. Aside from observing periodicities that are unique to this platform 
(as compared to Oligo and PCR printed arrays (seen in Chapters 3-5)), we 
have been able to find expression-due changes in the RNA channel (Section 
6.2) and found evidence that the ‘lag of 4’ peak in the periodicity seen in Oligo 
and PCR arrays (Chapters 3-5) are not only caused (if at all) by technical 
issues such as the pin effect (though the tendency of a pin to print genes 1 and 
5 will almost certainly enhance this peak). Nevertheless, there are still artefacts 
that need to be analysed before a final conclusion about the source of observed 
periodicities can be made, the analysis of gene length and its effect on 
periodicity is discussed in Chapter 7.
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Chapter 7 influence of gene length on microarray 
signals
According to the information available thus far, some periodic components of 
the signal reconstructed from microarray experiment data are likely to be 
attributable to properties inherent in the composition and arrangement of the S. 
coelicolor genome sequence. In previous sections a predominant role of 
systematic printing errors (Chapter 4) in the formation of fluctuating signals has 
been excluded (Chapter 6) and analysis of genomic sequence parameters was 
found to be correlated with microarray data generated signals (G+C content 
and CAI ACF) (Chapter 3).
The analysis of data obtained from the prediction of secondary structures in 
target/probe sequences does not indicate a definite periodic formation of stable 
folded cDNAs along the genome sequence of S. coelicolor (see Chapter 3 
Section 3.1). Flence, a more adequate model is needed to describe how an 
unusually G+C rich genome can determine the generation of a constitutive 
periodic signal in both channels of a two-dye microarray experiment.
Possible technical issues other than spatial/printing effects (discussed in 
Chapter 4) may cause recurrence of (periodic) errors that would contribute to 
the generation of a periodic pattern in microarray signals and make the 
transcriptional periodicity more difficult to be discerned. For instance, 
systematic biases in dye-label incorporation of nucleic acid microarray samples 
or non-random degradation of sample RNAs may add patterns to microarray 
derived signals. It is presumed by some authors that the degradation of 
transcripts occurs through events that follow random kinetics (e.g.. Kennel, 
2002) but, for example, the accessibility of an endonuclease can be limited by 
secondary (or even tertiary) structures that transcripts can form due to their 
nucleotidic content (Deutscher, 2006). Therefore, it cannot be excluded that the 
exceptional nature of the streptomycetes' genome sequence may have a 
repercussion even in this aspect of RNA metabolism.
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Most studies in the past established that there is no relationship between the 
length of RNA and its half-life, but the matter is still controversial; a recent study 
(Feng and Niu, 2007) revealed that in E. coli there is a negative correlation 
between the stability of transcripts and their lengths but not in B. subtilis, 
suggesting that micro-organisms could display a considerable diversity in 
processing of RNAs. It has to be considered that according to the protocol used 
here (University of Surrey) to generate microarray data, when RNA is collected, 
the ribonucleases are presumed to be inactivated and in general the total RNA 
is stabilized and protected from further (unnatural, degradation that does not 
occur within the cell) degradation (using RNAprotect Bacterial Reagent, 
Qiagen).
Even if RNA degradation processes are not affecting the general profile pattern 
of expression, lengths of transcripts can still influence target labelling, 
particularly when genomes with exceptionally high G+C content are studied. It 
is speculated that the Klenow fragment or the reverse transcriptase (jointly 
responsible for the synthesis of labelled double stranded DNA from mRNA) can 
have an altered efficiency in incorporating fluorescent nucleotides as a function 
of AT/GO ratio in the sequence. More specifically, when the enzyme moves 
through a consecutive series of codons rich in GO the machinery could slow 
down its process and struggle to proceed ahead, maybe in some cases the 
labelling could be interrupted (or the transcription itself giving origin to truncated 
elements). If what is just postulated is true and because the S. coelicolor 
genome sequence is ubiquitously high in GC%, it is plausible to think that it is 
more the length of genes rather than their relative base pair ratio that can affect 
the rate at which a gene is labelled (or even its actual transcription rate, 
assuming that the same principles are applicable to RNA polymerase). 
Therefore, genes with similar length and being comparable in terms of high GC 
content could have a similar labelling efficiency (or even a similar transcription 
yield) and as a result they could show correlated intensities; in the following 
analysis the length of CDSs will be the object of study to test this speculation.
Exploiting the fact that the Agilent high density arrays comprise for each gene 
tested a number of probes that is proportional to its length (each gene is 
subdivided into equally spaced (17bp) 60-mer sub-probes), it has been possible
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to evaluate whether the size of genes (i.e. numbers of unit probes per CDS) are 
correlated along the genomic order of S. coelicolor. The number of probes per 
gene on the Agilent arrays was counted and the obtained values sorted 
according to the relative genomic position occupied by the CDS. The spatial 
series so derived was then subjected to ACF analysis (see Figure 7.1).
Curiously, from the ACF plot in Figure 7.1 it is evident that the number of 
probes per gene does not follow a completely random distribution. More 
interestingly, the ACF profile pattern resembles the ACF patterns derived from 
microarray experiments (e.g. PCR/Oligo experiments in Figure 3.2). The plot in 
Figure 7.1 does not depict an exponential decaying pattern and a small ‘lag of 
4’ peak is surprisingly present, clearly visible together with a general wave-like 
pattern, although appearing partially buried in the noise. As the number of 
probes for a gene is proportional to the gene size it is possible to infer that the 
lengths of CDSs are not casually distributed along the genome order of S. 
coelicolor, this attribute of the chromosome organization could be biologically 
functional yet at the same time have indirect technical consequences affecting 
the intensities of microarray features. Furthermore, the exact size in base pairs 
of each gene had been computed using sequence data retrieved from 
GenBank (www.ncbi.nlm.nih.gov, Benson et al, 2005, see Chapter 2 Section
2.1) and the spatial series containing the correct CDS sizes was subjected to 
ACF analysis (see Figure 7.2); Figure 7.2 reveals exactly the same profile 
pattern shown in Figure 7.1. Therefore, it follows that the number of probes per 
gene is a good estimation of gene length and that the choice of subdividing the 
CDSs into 60-mer equally spaced probes (covering most of the sequence of 
each gene) is not affecting the auto-correlations found as a function of gene 
length.
110
LL
u
<
O00
kO
CM
O
O
CM
O
kO
O
O
O
UOO
O
O
o
o
1 1 1 1-----------------------
1 10 100 1000 10000
log scale distance
Figure 7.1 ACF analysis of the number of probes per CDS on the Agilent array.
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Figure 7.2 ACF of the accurate CDS' sizes in S. coelicolor.
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The aforementioned conjecture regarding the length of genes being the primary 
influence on microarray signals rather than just the G+C content alone seems 
to be corroborated by the parallel analysis of genome derived signals compared 
to microarray signals. In Figure 7.3 the ACF of gene length (expressed as the 
number of probes per CDS on the Agilent arrays) has been compared with the 
ACF of the gDNA signal (a signal that should be flat and thus (more so than the 
RNA channel) will reflect variance in signal due to possible technical issues) 
obtained from a single channel of an Agilent microarray; the coefficients plotted 
in red represent the reference channel signal while the black dots represent the 
gene length autocorrelations. It is evident from the overlaid graph in Figure 7.3 
that at least in the short range there is striking similarity between the two 
signals, indicating an important correlation between microarray spot intensities 
and the size of their associated CDSs.
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Figure 7.3 Comparison of ACFs for the number of probes per gene and a gDNA channel.
Both signals obtained from an Agilent array (gev4.91.1), black dots indicate gene length, red 
dots gDNA channel. A gene’s gDNA signal is the mean signal across that gene’s probes.
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In particular the lag of 4 periodicity in microarray signals, due to the high 
similarity of ACF profiles in the short range (lag 1-10, Figure 7.3), seems to be 
strongly associated with the length of CDSs (or at least the number of their 
probes on the high density Agilent array) and their relative order along the 
genomic sequence of S. coelicolor. Thus, it is now perhaps possible to propose 
that the ‘design robust’ peak at the lag of 4 (seen in Figure 3.2) is principally 
caused by genome sequence attributes (patterns in CDS length and, in a wider 
context, in G+C content) and that it is very likely that the concomitance of 
pin/spatial effects generating overlapping patterns made this outcome 
particularly pronounced; it could be an unfortunate coincidence that with the 
pin-printed arrays the same pin was spotting genes distant from each other by 
5 loci (corresponding to a lag of 4) in the same block, resulting in systematic 
errors capable of generating periodic patterns matching in parts the ones 
derived from genomic features (or at least not attributable to printing/spatial 
effects) and detected in the Agilent array single channel analysis.
Flere it has been found that the distribution of gene size in the context of 
genome order is not random, genes a certain distance apart have slightly 
correlated dimensions and intriguingly, the comparison with microarray signal 
analysis suggests that CDSs of similar size are correlated in terms of feature 
intensities on the arrays (the genomic channel at least. Figure 7.3). The results 
of this analysis show that G+C content and size of CDSs have similar ACF 
profile patterns (at least in the short range, both displaying the lag of 4 peak) 
which are in turn also similar to ACF signals derived from microarray 
experiments, with specific regard to single channel signals. All these findings 
support previously discussed conjectures that the length of genes combined 
with high G+C content can determine wave-like signals through a route that 
would not principally involve the formation of secondary structures, recalling 
that the analysis of secondary structures of target/probes did not predict 
periodic formation (Chapter 3 section 3.2). Indeed, Oligo arrays utilise probes 
that are optimized against cross-hybridization and single strand folding; in spite 
of this optimization, Oligo array signals presented a remarkable periodicity (see 
Chapter 4). These combined results promote the formulation of a more 
comprehensive explanation of the ‘constitutive’ or ‘platform-independent’ 
periodicity phenomenon seen in Figure 3.2 (Chapter 3 Section 3.1).
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If the hypothesis that the Klenow polymerase fragment and reverse 
transcriptase (or even the RNA polymerase itself (Laing et al, 2006)) 'struggles' 
to advance in a region particularly high in GC content is valid, it would follow 
that the efficiency of labelling would also depend on the length of targets (even 
with repeated random re-loading (Klenow) in gDNA labelling). Therefore, genes 
with similar size and G+C content would be presumed to have comparable 
intensities in the genomic DNA channel and if these parameters (length and 
G+C%) fluctuate along the genomic order of S. coelicolor, the same is 
expected to happen to the features' intensities. Indeed, the parallel analysis of 
expression and genome derived signals seem to confirm this outcome with the 
ACF of CDS lengths matching the ACF of genomic channel signals (Figure
7.3). Flowever, even if there is indisputably a link between the lengths of CDSs 
and spot intensities the ‘struggling enzyme’ model is not the only one fitting the 
data. In fact, in the case of the Agilent design where multiple probes are directly 
synthesized on the support covering extensively most of the coding region of 
each gene, these probes are not optimized against cross-hybridization 
(including probes termed as ‘sticky’ that tolerate mis-matches in the target and 
still produce an undiminished signal (Oxford Gene Technology, personal 
communication)) and nucleic acid folding (arrays developed based on first trials 
of high density IJISS arrays, new high density, experimentally optimized arrays 
are being developed at University of Surrey (at the time of writing), see Chapter 
8). Therefore, long CDSs are likely to contain more probes susceptible to these 
hybridization problems and the number of probes for a CDS (i.e. the size) could 
be correlated with the increase of imperfections and obstacles in hybridization 
(in other words, short genes could hybridize better than long ones). Simply for 
this reason we could have fluctuations in intensities correlated with gene 
lengths. Flowever, considering that the intensities on the oligonucleotide arrays 
generate oscillating signals even though measurements should not be affected 
by folded targets or cross-hybridizations (due to probe optimization), variations 
in labelling rate or concentrations (i.e. the ‘struggling enzyme’ model) are more 
plausible (believing that the pin effect discussed in Chapter 4 is not a major 
technical effect and may just be enhancing the periodicity caused by labelling 
rates/concentrations etc).
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Nevertheless, if we consider that among the 60-mer probes representing a 
CDS there are always some which have optimal characteristics (sequence and 
general conditions) to hybridize, the majority of the targets for a specific gene 
should be ‘anchored’ by them as the better performing probes would show 
higher intensities than the non-optimal probes for the same gene. It is then 
opportune to take the mean intensity of all probes for a specific CDS since 
targets, ideally, should hybridize in equal proportion to each gene probe. In 
reality this is not happening but taking the mean (rather than the median) would 
‘compensate’ for the lack of intensity of those probes complementary to 
portions of the target either poorly labelled or forming stable structures and 
more likely to hybridize with more suitable probes which conversely would show 
higher intensity. As a result, measures of each CDS abundance are expressed 
in ‘average intensity per 60-mer probe’. Hence, this approach operates itself as 
a normalization method against the effect that gene size would produce to the 
detected intensity on the Agilent array. Indeed, very long targets contain more 
labelled nucleotides which would give a higher fluorescent emission being 
equal to the concentrations of them; computing the mean of probe intensities 
relative to a CDS is equivalent to estimating its emission per unit size (in this 
case with a definition of 60-mers) correcting the bias introduced by the 
differential length of genes. This approach is valid if the total fluorescent 
emission of all probes relative to a CDS is assumed to be ‘conserved’ and 
cross-hybridization accountable as background noise and not being influential 
to this respect (to this type of analysis). As just mentioned, when there are 
probes not hybridizing with the target, some other ones for the same CDS, 
would do it, ‘catching’ most of them, even the ‘share’ of targets supposed (but 
unlikely) to anneal with non-optimal probes. Thus, whether or not all probes are 
optimal for hybridization, the summation of all probe intensities for a CDS is 
presumed to not change significantly and allows the use of the mean of gene- 
specific probe intensities as a good parameter to estimate the relative levels of 
targets from emission intensities. Icomment: Cross-hybridizations are 
presumed to occur randomly throughout the whole genome scale, it is 
imaginable that this would produce compensatory effects among the all similar 
probe sequences and contribute to the general background level; taking the 
mean of CDSs’ probes would also aid the smoothing down of such ‘random 
errors’ and should not significantly affect autocorrelations]
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Despite the above considerations (a gene represented by the mean signal 
intensity of probes as normalization against the ‘length effect’) a correlation and 
similarity between patterns of the ACF of gene lengths and the ACF of single 
channel signals, with specific regard to the gDNA reference were observed 
(Figure 7.3). This outcome suggests that there is still indeed an association 
between gene size and feature intensities and/or the average probe intensities 
per CDS does not correct for the increase of intensity due to gene size. 
Currently a new method of normalization aimed to improve the adjustment of 
the gene size effect, scaling each CDS with the median of all genes having 
similar length and/or G+C content is being tested (see Chapter 8). Once this 
normalization is shown to be effective at removing effectively these biases, if 
periodicity is still detected, then fluctuating signals would be very likely to be 
attributable solely to correlated concentrations of targets.
In order to make more comprehensive the analysis, the CDS length of different 
micro-organisms have been studied. In Figure 7.4 the ACF algorithm has been 
applied to the genomic series of E. coli gene sizes. The distribution of CDS 
lengths in E. coli appear to be much more random than in S. coelicolor and 
even adjacent loci, generally the most correlated, show a very low coefficient 
(acfi < 0.1). However, a hidden periodicity is barely noticeable beneath the 
range of noise (dashed lines). Moreover, these indistinct patterns do not seem 
to match the E. coli genomic channel signal analyzed in a previous chapter 
(Chapter 5, Figure 5.1) implying that the distribution of CDS size has no effect 
on E. coll microarray intensities: contrary to that observed in S. coelicolor, 
where both the reference channel signal and gene size distribution appear to 
be much more random and not cross-correlated (comparison of Figures 5.1 and
7.4).
Interestingly, when the analysis is extended to include Streptomyces avermitllis, 
a sequenced bacterium phylogenetically relatively close (compared to E. coli) to 
S. coelicolor (although quite distant within the Genus) containing a comparably 
high G+C content (70.7%) and a linear chromosome, the distribution and 
organization of CDS dimensions appear to be evident again (see Figure 7.5). 
As in S. coelicolor, auto-correlations are noticeably higher than in E. coli 
(comparison of Figures 7.4 and 7.5), despite the fact that the very long series
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derived from streptomycete chromosomes (at least double the size of the E. 
coli series) tend to add noise to the patterns, reducing the general level of auto­
correlations. Furthermore, S. avermitllis exhibits a short range pattern as much 
as S. coelicolor (comparison of Figures 7.2 and 7.5), where there is not an 
‘exponential decaying’ but a peak at the lag of 3 instead at 4 (although the latter 
is still higher than the lag of 2). Unfortunately, at the time of writing, it has not 
been possible to correlate this gene size analysis with experimental data as 
conducted with S. coelicolor due to the lack of availability of S. avermitllis 
microarray data. Nevertheless, speculatively, if short patterns in genomic 
sequence and microarray derived signals were observed in S. avermitllis, like 
that seen in S. coelicolor then the conservation of these properties of 
streptomycetes would indicate an important biological relevance concerning the 
organization of a large and linear chromosome and/or dynamics of 
transcriptional processes.
Significant long range peaks are also objects of interest, they are clearly visible 
in Figure 7.5 and represent another characteristic that, although more 
pronounced in S. avermitllis, may be consistent with that observed in S. 
coelicolor (Figure 7.2). The most distant apexes seen in Figure 7.5 could be 
accountable to gene duplication and/or internal genetic amplifications that 
frequently occur at the arms of these long linear streptomycete chromosomes. 
In the near future, as genome sequencing projects are completed, species 
more closely related to S. coelicolor (e.g. streptomycetes S. scabies, S. griseus 
and S. lividans) will be investigated and the results will be integrated with the 
present analysis.
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Figure 7.4 ACF analysis of CDS lengths along the E. coli genome.
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Figure 7.5 ACF analysis of CDS lengths along the S. avermitilis genome.
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7.1 Summary
In summary, the results of the study of CDS size distribution in the context of 
the genomic order discussed in this chapter give new important insights to the 
phenomenology of periodic signals generated from S. coelicolor microarray 
data and the main conclusions can be summarized in the following points;
a) The size of genes set in a genomic order vary in a non-random manner 
generating a clearly visible ACF periodic pattern even if it is in part 
buried in the noise (probably because of the huge dimension of the 
series which has the effect of increasing noise. The pattern could be 
more distinct and significant in specific regions of the series 
(chromosome)). The oscillation of autocorrelations implies that gene 
lengths can vary regularly along the genome, having correlated 
dimensions at specific inter-gene distances.
b) The pattern depicted by gene length autocorrelations matches the ones 
derived from microarray output signals (even the signal from the Agilent 
genomic reference channel) and to some extent the ACF profile of the 
G+C%; it can be postulated that the size of the CDS spatial order 
together with their GC composition are in some manner responsible for 
the formation of the ‘robust’ patterns in microarray signals (especially the 
lag of 4 peak which is detectable even when spatial/printing effects can 
be ruled out), although dynamics and mechanisms of the occurrence are 
still for discussion.
c) Interference by secondary structure formation in annealing and/or cross­
hybridization noise are unlikely to be causative of periodic signals 
(indicated by secondary structure prediction analysis and oligonucleotide 
arrays optimized against these issues); therefore labelling efficiency or 
the effective level of transcripts could be the origin of the detected 
fluctuations. A plausible model has been proposed that associates the 
periodicities of microarray signals and genome sequence parameters 
(G+C content and gene lengths): Klenow polymerase and reverse 
transcriptase enzymes (or even RNA polymerase) would struggle to 
make progress through G+C-rich sequences and labelling (or 
transcription) would be affected in a non-random fashion due to the
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distribution of gene size and G+C%; to test the hypothesis a non 
enzymatic labelling of targets has been planned for future work,
d) The analysis of S. avermitilis gene sizes suggests that long linear 
chromosomes within the streptomycete genus tend to have a more 
organized spatial distribution of gene locations on the basis of 
dimensions and G+C content; the same analysis conducted on the E. 
coli genome did not show such organization and therefore seems to 
corroborate this idea.
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Chapter 8 Wavelet analysis of gene expression
Methods such as ACF (applied throughout this work) and Fourier transform are 
successful in exploring the properties of signals and to discover whether they 
contain information or are mainly composed of noise. Although these tools are 
effective in discerning noisiness from frequency (periodicity) that carries useful 
information, they have the limitation of not being able to identify where different 
frequency components are located in the time or space domain. Wavelet 
Analysis (WA), a relatively recent tool widely used in signal processing, can 
overcome this obstacle offering the possibility to discriminate different frequency 
components and simultaneously locate their position in the time or space line 
(the latter being the case for this study). Flence, the employment of this method 
gives a further discernment regarding the presence of periodic patterns and 
more details regarding their prevalence along the chromosome in relation to 
growth conditions and/or developmental stage. However, due to the high level 
of noise contained in the signals from microarray derived expression data, the 
object of this study, the detection through WA of short range periodicities such 
as 5 inter-gene distances (i.e. the lag of 4) seen in previous chapters with ACF 
can be problematic and for this reason the discussion in this chapter will focus 
on medium and long range periods.
As an illustrative example of the usefulness of WA and how it can be used in 
the interpretation of expression data WA was performed on microarray signals 
obtained from a time course experiment originally designed to investigate the 
response of S. coelicolor to oxidative stress (hydrogen peroxide exposure) as a 
stress factor. The RNA was extracted from cultures before (time point 0) and 
after addition of hydrogen peroxide (time points 10, 20 and 45 minutes) in the 
medium and three biological replicates were available for each time point. The 
2D-scalogram in Figure 8.1 displays the results of WA of a microarray signal 
from the first time point (t=0), immediately before introduction of the stress 
agent. Interestingly, the first outcome of the algorithm is already in good 
accordance with previous studies (Karoonuthaisiri et al, 2005) and reflects what 
it is generally known about the organization of the S. coelicolor genome. At the 
first time point it can be assumed that the cell is in a vegetative state because 
no stress condition is taking place (hydrogen peroxide not yet added) and all
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nutrients are abundant in the medium, therefore it is expected that the region of 
the chromosome with the most significant periodicity and intensive 
transcriptional activity is the 'core'. Truthfully, the spectrogram in Figure 8.1 
shows a highly significant area (coloured in violet and blue whilst the noise is 
represented in red) in the central part of the chromosome; periods of a size that 
range between 80-90 Kb, 200-300 Kb, 500-600 Kb, 700-800 Kb and 900-1000 
Kb are discernible from within the range 3,000 to 6,000 Kb in the linear genomic 
distance. Furthermore, because even the amplitude of oscillations appear to be 
highly significant (blue and violet region) it can be affirmed that the region, other 
than showing periodicity, manifests also high levels of transcriptional activity.
By contrast, the arms of the chromosome do not reveal highly significant 
periodicities with high peaks of expression, hence, in agreement with favourable 
conditions of growth, WA reveals that transcriptional activity is concentrated in 
the core, yet is more organized in the region through manifestation of 
periodicity, probably reflecting rearrangement of chromosome topology. This 
analysis, other than confirming Karoonuthaisiri and co-workers (2005) findings 
of the core region being more expressed during vegetative state, is indeed 
assessing the same result more accurately and it has shown that increase in 
expression activity is accompanied with regular (periodic) fluctuations of 
intensities. The scalogram in Figure 8.1 and in the following figures (Figures 
8.2, 8.3, and 8.4 (Figure 8.5 is given for easier comparison between plots)) are 
derived from a single replicate but the three independent analyses of replicates 
show consistent outcomes (data not shown). Because replicates of each time 
points show reproducibility of patterns, the three time courses result highly 
consistent. Detected periodicities and power (amplitude of peaks) are 
statistically significant versus the noise, assessed by trials of randomized 
similarly sized data sets (data not shown).
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Figure 8.1 Wavelet analysis of a microarray signal from a time course experiment at time 
point t=0. PCR array (SCp19.67) data where no stress condition is induced. X-axis indicates 
linear distance in Kbs in the S. coelicolor chromosome, ordinate on the left indicates the 
frequency content of the signal, on the right the respective periods in Kb (or gene spacing, see 
Chapter 2 Section 2.2), both in log scale.
When microarray signals from the second time point (Figure 8.2, t=10, 10 
minutes after addition of the oxidative stress factor) are subjected to WA some 
changes (compared to t=0. Figure 8.1) are visible concerning the significant 
level of the largest peaks; in fact, the magnitude of periodicity, still detectable in 
the core, is reducing and the colour gradient does not show clearly a magenta 
area (significant against randomized set at 95% confident level). It can be 
affirmed that the general level of expression in the core is reduced and/or 
undergoing a gradual decrease.
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Figure 8.2 Wavelet analysis of a microarray signal from a time course experiment at time 
point t=10. PCR array (SCp19.68) data for RNA extracted from cultures ten minutes after 
addition of hydrogen peroxide where no stress condition is induced. X-axis indicates linear 
distance in Kbs in the S. coelicolor chromosome, ordinate on the left indicates the frequency 
content of the signal, on the right the respective periods in Kb, both in log scale.
As expected with this type of stress in S. coelicolor, the most significant 
changes in expression occur twenty minutes after the addition of the stress 
agent (t=20) revealing different ranges and spatial shifting of the most 
significant periodicity (Figure 8.3). At this stage the stress response appears to 
reach its culmination causing vast changes in the whole profile pattern of 
expression. Most notably, the core region is not the highest significant area of 
the chromosome; although it still shows periodicity, the largest peaks, and 
unlikely to arise by chance (blue and magenta area, 90-95% confidence levels), 
are located elsewhere, particularly in the right part of the chromosome. It is 
known from the whole genome sequencing of S. coelicolor (Bentley et al, 2002) 
that the ends of the chromosome principally contain secondary metabolite 
genes, or other ‘specialist’ genes for functions not involved in general vegetative 
growth and development but expressed in particular adverse environmental
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conditions. Hence, in good agreement with this prior knowledge, significant 
periodic peaks are identifiable in the arms of the chromosome, especially at the 
right end (blue-magenta) with a period range of 900-1000 Kb. Nevertheless, the 
area with the highest peak is located on the right side of the core, proximate to 
the right arm showing periods of approximately 90 Kbs and in between 200-300 
Kb. It could be conjectured that this sub-area of the core could be the ‘trigger’ of 
the signal change detected on the right arm. Intriguingly, a gene responsible for 
the response of the cell to oxidative stress (oxyR, SCO5033, 
http://streptomyces.org.uk) is situated upstream of this area (but is not an object 
of discussion here).
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Figure 8.3 Wavelet analysis of a microarray signal from a time course experiment at time 
point t=20. PCR array (SCp19.51) data for RNA extracted from cultures twenty minutes after 
addition of hydrogen peroxide where no stress condition is induced. X-axis indicates linear 
distance in Kbs in the S. coelicolor chromosome, ordinate on the left indicates the frequency 
content of the signal, on the right the respective periods in Kb, both in log scale.
The last time point of the time-series experiment (t=50) is 50 minutes after the 
addition of the stress agent to cultures and WA of the respective microarray
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signal is presented in the scalogram of Figure 8.4. After a certain length of time 
subjected to such stress conditions the cells adapt to the external stressor 
allowing restoration of the initial pattern of expression once equilibrium and a 
favourable environment is restored. Indeed, the WA reveals that the core region 
of the chromosome returns to showing the most significant periodicity with high 
peaks of expression, clearly indicating restoration to initial vegetative status of 
the cell. Certainly, The WA analysis profile of t=50 (Figure 8.4) corresponds so 
well to t=0 (Figure 8.1 ) that the two could be easily confused with each other.
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Figure 8.4 Wavelet analysis of a microarray signal from a time course experiment at time 
point t=50. PCR array (SCp19.52) data for RNA extracted from cultures fifty minutes after 
addition of hydrogen peroxide where no stress condition is induced. X-axis indicates linear 
distance in Kbs in the S. coelicolor chromosome, ordinate on the left indicates the frequency 
content of the signal, on the right the respective periods in Kb, both in log scale.
Once again, the results of WA are in good accordance with the biology of S. 
coelicolor reflecting with outstanding precision predictable scenarios when the 
system is subjected to certain conditions. Comparable results have also been 
observed in this study when WA was used to analyze spatial variation of
126
expression profile across the phases of bacterial growth; for example, when 
bacteria reach the stationary phase and nutrients are depleted, a ‘stress 
condition pattern’ is visible again showing accentuated periodicities in the arm 
regions of the S. coe//co/or chromosome (see Appendix F).
Figure 8.5 Wavelet 2D spectrograms of spatial series representing chromosomal 
expression of S. coelicolor at different time points before after Introduction of oxidative 
stress, a) time point 0 (t=0); initial vegetative state, no stress condition applied (as in Figure 
8.1); b) time point 10 min (t=10); ten minutes after the inoculation of the stress agent (hydrogen 
peroxide) (as in Figure 8.2); c) time point 20 min; highest stress response, significant changes 
from the initial status (as in Figure 8.3); d) time point 50 min; end of the stress response, 
restoration of the initial status (as in Figure 8.5).
In summary, the general outcome of the analysis discussed has important 
implications. Firstly, spatial patterns of expression were detected where they 
were expected to be observed yet showing variation across time and
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environmental conditions. These dynamic changes are always coherent with 
known aspects of S. coelicolor biology, regarding either the organization of the 
chromosome or the physiological status of the bacteria. Therefore, pattern 
variability itself provides strong evidence against the possibility that periodic 
microarray signals are explainable merely by technical issues (as discussed in 
previous chapters). Periodicity caused by systematic errors would never show 
such variability and especially when it seems to be in conformity with expected 
cell responses to environmental changes. Also, as mentioned, WA is able to 
better investigate than any other signal processing tool available the 'biphasic' 
organization of S. coelicolor, discerning with accuracy not only where the 
transcriptional activity is more intense but also where it is more structured and 
organized, exhibiting patterns that are unlikely to arise by chance. This method, 
because of its high resolution, could be useful to discover sub-regions of the 
chromosome which may have a specific role; like in the presented study, an 
area in the core next to the right arm was found highly significant and likely to 
be involved in the process of shifting transcription from the central part of the 
chromosome to the right end.
Patterns in transcriptional activity, regarding in particular the medium and larger 
range (periods ranging from 80 Kb to 1,000 Kb) could be a consequence of the 
topological status of the nucleoid; the accessibility of RNA polymerase, 
assuming that it is being limited by the level of supercoiled DNA, could not be 
equal across the genome if the level of supercoling and chromosome packaging 
is finely regulated (as could be indicated in Figures 8.1 -  8.5). Transcription 
patterns could originate from the homeostatic formation and regular distribution 
of supercoiled macro-domains that in a linear and extraordinarily large 
chromosome (like S. coelicolor) might play multiple important roles. Extensive 
supercoiling and nucleoid condensation, other than having the function of 
‘packing’ efficiently a long macromolecule reducing the space occupied by the 
nucleoid within the cell, could act as a general transcriptional regulator allowing 
or preventing vast regions of the chromosome from being accessible to RNA 
polymerase (as discussed in Chapter 1 Section 1.3). Alternatively, the induction 
of negative supercoling (or the passage from positive to negative super-helical 
constraints through expenditure of ATP energy) is another way through which 
transcription is facilitated: negative super-coiling makes energetically favourable
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the separation of the DNA strands as well as the accessibility of RNA 
polymerase to promoters. It is not a coincidence that the positions of genes in 
the genome are not random but clustered together on the basis of their function 
(a prime example being the antibiotic clusters (e.g. act, cda) of S. coelicolor). 
Thus, one potential way to negatively control the expression of a category of 
genes is to ‘shut ofT transcription of the region of the chromosome containing 
that class of genes through generation of a high level of positive super-coiling. 
Conversely, when the same group of genes have to be expressed quickly and 
efficiently (and altogether) a rapid change of the super-helical status would be 
necessary as a first step to ‘open up’ to transcription loci that otherwise would 
be permanently inaccessible. Such a model of regulation of transcription seems 
to fit the S. coelicolor system well, where the more pronounced G+C% 
periodicity of the arms could be associated with a higher tendency of forming 
super-coiled domains whilst the rest of the chromosome, the core (that in fact 
presents a less significant G+C% periodicity and is instead relatively AT-rich ), 
would be more ‘relaxed’ unless exceptional circumstances would take place 
(one type of super-coiling (negative) could be in fact more thermodynamically 
favoured than the other (Laoudj-Chenivesse et al, 2003) and less energy would 
be spent to change a ‘default’ topological configuration). In other words, the 
organized distribution of G+C content along the chromosome would be 
functional to DNA topology. The alternate choice of GC-rich or AT-rich codons 
would carry a second level of information: the series of triplets, other than 
coding a peptide sequence, could drive somehow the super-helical formation 
facilitating for example the bend of the duplex in certain regions rather than 
elsewhere due to a more flexibility of AT-rich sections (or vice versa, impeding 
the winding where the duplex is more rigid, due instead to high G+C content of 
the region). Moreover, it is also possible to speculate that linearity of the 
chromosome with its own thermodynamically favoured topology (for example, 
the ends more supercoiled than the centre) could represent the driving force 
that is directing the spatial organization of gene locations, either arranged 
according to their function, G+C% or even their size. Like genes that have to be 
constitutively expressed (therefore they have to be easily accessible) longer 
genes might be more likely to be co-located in areas prone to relaxation than 
others, where otherwise their transcriptional yield would be affected. 
Conversely, the AT/GC ratio composition of gene sequences could also
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determine or at least influence the level of superhelicity; the ends of the S. 
coelicolor chromosome are the regions that show plasticity and undergo events 
like amplifications or horizontal gene transfers, whilst the core tends to show 
conservation with rare genetic material rearrangements (e.g. the well known 
synteny between S. coelicolor and M. tuberculosis is predominant within the 
core region of S. coelicolor (Bentley et al, 2002). Obviously the central region of 
the genome has to be protected for the essentiality of the genes within, but the 
protection could also be extended to the maintenance of an important AT/GC 
ratio (or distribution of it) that would allow that portion of the chromosome to be 
more relaxed and/or liable to be transcribed, at least in favourable growth 
conditions (Pedersen et al, 2000). One way or another there may be a selective 
pressure towards the utilization of G+C-rich codons and, more importantly, the 
non random distribution of them along the chromosome; the same could be 
affirmed for the length of the genes and their distribution; although, the two 
parameters (G+C% content and CDS size) could be interdependent (genes with 
a reduced size could tend to have a higher G+C% than longer genes as the 
‘struggling’ of RNA polymerase (as discussed) would be less prevalent (than in 
large genes)). In any case it is a fact that the composition of the S. coelicolor 
genome presents a remarkable organization, noticeable at different levels 
(compartmentalization of genes by function, distribution of G+C content and 
even CAI or CDS sizes), that has evident repercussions in transcriptional 
processes, measured and evaluated here through genomic and expression- 
based microarray experiments.
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Chapter 9 Conclusions and future work
The findings of this analysis allow the assumption that there is periodicity both 
in the signal derived from microarray experiments and in the genome sequence 
derived series, such as GC content, CAI and base pairs (gene length) per gene. 
A periodic signal from a microarray experiment is not necessarily due solely by 
the level of expression, different sources of systematic errors could generate 
oscillatory patterns that could overlap and/or confound the periodicity caused by 
the expression.
A parallel aim of this project was to define a method of analysis by which it is 
possible to discern in the signal the components attributable to systematic 
errors and the ones due solely to transcriptional activity. For this reason 
microarray signals were compared with genome sequence signals in an attempt 
to find similarities and correlations between the two. In doing so it was possible 
to conjecture a biological and/or molecular explanation behind the oscillation of 
microarray intensities. A certain grade of correspondence has been observed 
between the autocorrelations of microarray signals and G+C content per gene, 
suggesting a role of genome sequence features in the generation of periodic 
microarray intensities. However, a further investigation of the genome did not 
indicate that formations of secondary structure in targets/probes sequences are 
causative of periodic signals. The mechanism by which a non-random GC% 
distribution could be the source of some signal patterns (in particular 5 genes 
spacing period) is not clear.
It was speculated that transcription and/or labelling could be affected by the 
struggle of the RNA polymerase/Klenow fragment while advancing in a highly 
G+C rich sequence. Therefore, genes of a similar size could show transcription 
levels and/or a labelling rate somewhat correlated to each other. The consistent 
periodicity found in the analysis of CDS lengths seems to support this 
hypothesis. Therefore, a non-enzymatic labelling of targets has been planned 
for future microarray experiments. In addition it is hoped that the Streptomyces 
group at University of Surrey will take advantage of a new (technology only 
been available for public use approximately 9 months (at time of writing),
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Illumina personal communciation) ‘expression capture’ technology fore fronted 
by Illumina (www.illumina.com). Their (Illumina) digital gene expression 
technology does not rely on labelling the RNA products themselves but uses 
fluorescently labelled bases (A, T, C and G) when sequencing the entire RNA 
sample. The technology does still rely on hybridisation of the RNA but, as 
discussed, secondary structure formation (that could affect hybridisation) does 
not appear periodic and thus a ‘clean’ view of Streptomyces’ periodicities 
(without the technical artefacts discussed in this work) could be obtained.
Through a new experimental design (effective randomization of in situ 
synthesized probes on high density (Agilent) arrays) we were able to 
demonstrate that periodicity of microarray signals is not solely due by printing 
artefacts, although it is capable of confounding and/or accentuating gene 
expression periodicity. Still, the high density arrays used did not comprise 
optimised probes (as dicussed), this first trial of high density arrays in 
Streptomyces purely consisted of taking sequences equally spaced in the 
chromosome. Whilst writing, the group at University of Surrey have been 
developing high density (105k) arrays (in collaboration with Oxford Gene 
Technology) that have experimentally optimised probes; from these arrays it is 
hoped that further evidence for ‘non pin-effect’ periodicities will be obtained.
With the superimposition of the RNA and gDNA ACF profiles it was possible 
(even with the old designs, oligo and PCR arrays) to distinguish peaks of 
periodicity attributable uniquely to transcript abundances. In particular, short 
and medium range peaks are visible only in the RNA signal ACF (Figure 6.6), 
and interestingly, they appear to match similar range periods detected when 
applying ACF to the CAI genomic series (Figure 3.3). For this reason, it is our 
intention to investigate further this genomic parameter (CAI and others related 
to it (e.g. codon usage)) in relationship to experimental data and different 
microorganisms’ genome analysis.
The results of this study appear to confirm the model of a bacterial chromosome 
subdivided in independent supercoiled macrodomains (Postow et al, 2004) and 
the role played by the supercoling in controlling transcriptional activity (Brian at 
al,2004). The different supercoiled status of the DNA could limite (or allow) the
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access of the RNA polymerase to transcribe. Therefore, patterns in transcription 
activity could reflect variation of RNA accessibility due by the topology and/or 
the size of macrodomains (Joeng at al, 2004).
If it is valid to estimate the size of chromosome macro-domains through the 
dimension of periodic patterns (Jeong et al, 2004) then we could hypothesize 
that in the S. coelicolor chromosome there exists 8-10 Kb and 15 Kb domains 
(Figure 6.6). Recently designed ChlP-on-chip (Chromatin immunoprécipitation 
on a chip) experimental data are currently being evaluated to test the 
predominant localization of the RNA polymerase and of a histone-like protein 
(SC05556, experiment in preparation at the time of writing). If the distribution 
patterns of RNA polymerase along the chromosome are comparable to the 
patterns detected using ‘expression arrays', then the presence of 
macrodomains and the estimation of their size would be validated.
The comparison of two techniques such as ACF and Wavelet made possible to 
attribute more significance to certain ranges of mid and long periodicity. For 
instance, a peak of approximately 80-90 Kb is detected with both Wavelet (Fig. 
8.1) and ACF (Fig. 6.3) analyses, indicating the validity of the approach chosen 
for discovering pattern in transcriptional activity. In future studies, the utilization 
of the two methods will be better integrated in order to provide a more detailed 
description of the signal; Wavelet can be used as a preliminary analysis capable 
to detect sections of the signal containing “more information” (less noisy) and to 
be subject to further analysis. In fact, the ACF analysis applied to selected 
portions of the spatial series could describe signal properties not always 
detectable by Wavelet analysis. In other words, this approach could overcome 
the resolution limit of Wavelet transform to detect “high frequency” components, 
i.e. short range periodicity. Indeed, even if some periodic patterns of 
transcriptional activity were previously found in bacteria (Jeong et al, 2004, 
Capertier et al, 2005), a novel finding of this study is the remarkable periodicity, 
especially in the short range (<18 Kb), presented by S. coelicolor. These 
particularly pronounced patterns in the short, medium or long range have not 
been described before in prokaryotes.
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Dynamic changes in periodicities detected by the use of Wavelets are important 
supportive evidence in favour of ‘real’ (biologically derived) periodic 
transcriptional activity. It is a near term objective to further exploit Wavelet 
analysis using new microarray datasets and genome sequence analyses. An 
example of this is the application of Wavelet analysis to a compilation of 
multiple experiments and conditions (as conducted for ACF analysis, seen in 
Figure 3.2) that would enable the graphic representation of general 
Streptomyces’ chromosome topology, the topology independent from stress (or 
growth) responses.
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Appendix A Autocorrelation function of the shuffled 
series of microarray data
The series studied in Chapter 3 Section 3.1, representing gene expression 
values (for each gene the median of relative spot intensities across 139 
experiments (Chapter 2 Section 2.3)) sorted in genomic order was subjected to 
ACF analysis (Figure 3.2). In order to test if it is the genomic order that 
determines the pattern detected in Figure 3.2, the same series values were 
completely randomized in respect to their positions and the new shuffled series 
subjected to ACF analysis (Figure A.1). In this case, the autocorrelations do not
2
depict any pattern and their values fall within the 95% confidence limits (+/- —j= , 
with n as number of entries in the series. Box, Jenkins, and Reinsel, 1970).
It is estimated that if the samples are large and the series completely random, 
the variance of the ACF equals the inverse of the sample size. Therefore, from
2
the standard error, confidence limits are computed by +/- —j=, (2 is
approximation of 1.96 and n is the sample size. Box, Jenkins, and Reinsel, 
1970).
Essentially, the significance of patterns and peaks is tested against the 
distribution and the pattern of a completely noisy signal (white noise): when an 
autocorrelation values fall within (or outside but very close to) the confidence 
limits is therefore very likely to occur by effect of the chance.
The ACF plot is essentially a tool for checking randomness in a data set and the 
analysis after shuffling gene positions shows clearly the random pattern of the 
generated series (Figure A.1). This outcome confirms that the spatial genomic 
order of genes is essential to determine the ACF pattern observed in Figure 3.2.
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Figure A.1 ACF analysis of a randomized series. The series generated using the median of 
139 experiments (shown and discussed in Chapter 3 Section 3.1) was randomized (shuffled). 
The dashed lines represent 95% confidence limits. After randomization of gene position the 
ACF plot shows a typical random pattern.
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Appendix B Partial Autocorrelation Function
The partial autocorrelation function (PACF) was applied to the spatial series 
obtained taking the median expression value of each gene across 139 
experiments (Chapter 2 Section 2.3) and sorting them according the genomic 
order (Figure B.1). The application of ACF does not remove from the computing 
of autocorrelations the contribution of correlations of previous lags. Significant 
peaks of autocorrelations could arise from the additive effect of previous, 
shorter lag coefficients in the series. The PACF remedies this drawback 
removing, from the computation of lag k, autocorrelations for lags 1, 2, ..., k -1 
(Box, Jenkins, and Reinsel, 1970, Brockwell, 2002).
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Figure B.1 Partial Autocorrelation function of the genomic series of median expression 
values obtained from 139 microarray experiments. ACF analysis of the same series is 
presented in Chapter 3 Section 3.1 The dashed lines represent the upper and lower confidence 
2
limits, +/— 1= ,  with n representing the number of entries in the series (Box and Jenkins, 1976).
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The PACF plot (Figure B.1) confirms the presence of a ‘non-decaying’ pattern of 
gene expression autocorrelations along the genomic order. The peak at lag of 4 
is still present along with subsequent mid and long range significant peaks 
(beyond the confidence limits). As expected, owing to the absence of a ‘memory 
effect’ caused by preceding lags, the range of periodicities detected with the 
application of PACF are less significant (closer to the confidence limits) than the 
ones observed with the ACF algorithm.
For the purpose of this study the actual level of significance of the detected 
peaks is not of primary importance; it is of more significance the detection of 
presence and robustness of periodicities across conditions and/or microarray 
platform employed.
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Appendix C Autocorrelation of £. coli G+C content
The entire genome sequence of Escherichia coii was retrieved (see Chapter 2 
Section 2.1) and the G+C% of each gene computed. The percentages so 
obtained were sorted genomically (as in Chapter 2 Section 2.2) and ACF was 
applied to the series. The ACF plot in Figure C.1 shows in the short range (lag < 
10 inter-gene distance) an exponential decaying pattern of autocorrelations but 
small increases of correlation are visible at lag 7 and 10. Weak periodic 
components in the mid and long range are detected, although partially buried in 
the noise range (confidence limits, dashed lines).
Therefore, the analysis of E. coii sequence reveals a more noisy distribution of 
G+C content (than S. coeiicoior); the overall ACF pattern is notably different 
from the S. coeiicoior ACF pattern (Figure 3.3a) and especially in the short 
range the absence in E. coii of a clear periodicity is evident.
However, the periodicity of G+C content in the short range in S. coeiicoior is 
very accentuated and more noticeable in specific portions of the genome (i.e. 
the arms. Figure 3.4). This sort of differentiation in the genome analysis of 
Escherichia coii is not possible due by the circularity of its chromosome, hence 
the absence of a definite genome compartmentalization (like in S. coeiicoior 
where arms and core of the genome are distinguishable and definable regions).
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Figure C.1 ACF analysis of G+C content genomic series of E. coli.
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Appendix D Printing issues of spotted arrays
Array printing is a process that involves the transfer of probes in solution to the 
surface of a glass slide support; a ‘printing head’ (a robotic part made of a set of 
pins, Figure D.1) iteratively visits a multi-welled plate (where the probes are 
contained) and after sinking the pins into the micro-solutions, spots the fluids 
onto the slide. An example of slide printing layout is presented in Figure D.2. 
Each sub-grid of spots (‘printing block’) on the array (containing 19x20 features 
on the oligonucleotide array used in this study) is printed by the same pin. Also, 
during the process, the same pin spots each probe randomly within the printing 
block. However, if in the multi-welled plate there is a desposition of probes that 
reflects the genomic order of gene, within each printing block it is possible to 
find probes for genes regularly distant from each other in the genome.
Figure D.1 A 4x4 pin printing head. The printing device transferring, by capillary action, fluids 
containing PCR/oligo probes to the microarray slide. As taken from 
http://www.surrey.ac.uk/SBMS/Fgenomics/Microarrays.
In Figure D.3 a schematic representation (layout) of the repeated visits of the 
printing head to the multi-welled plate is presented. The robotic device moves
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iteratively to each sub-section of the plate in an ordered sequence of steps. The 
size of the sub-sections (Figure D.3, sections delimited by black lines) depends 
on the number of pins in the printing head (Figure D.3b 12x4 pins, Figure D.3c 
4x4 pins); the numbering indicates the ordered sequence of access of the 
printing head to the plate (Figure D.3).
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Figure D.2. Array layout and grid map of an oligo-based microarray. As taken from 
www.surrey.ac.uk/SBMS/Fgenomics/Microarrays/.
It is obvious from the observation of the printing head visit layout (Figure D.3b 
and Figure D.3c) that a genomic ordering of the plate would cause the same pin 
to draw and print probes for genes equally spaced from each other in the 
genome. For example, in the case of a 12x4 pin printing head, probes of genes 
spaced twelve inter-gene positions (gene 1, gene 13, gene 25, ... ) would be 
printed in the same block.
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Figure D.3 The Layout of plate access of a printing head. A) 384-well plate; B) 12x4 pin 
printing head visit layout; C) 4x4 pin printing head visit layout. As taken from 
www.flychip.org.uk/protocols/robotic_spotting.
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Appendix E Detection of systematic errors with Wavelet 
Analysis
Issues regarding the existence and detection of systematic biases due to 
printing/spatial effects were discussed in Chapter 4; in some extreme cases the 
signal derived from microarray experiments can show an extreme periodic 
pattern, probably because of the concomitance of technical and biological 
sources of systematic errors (Figure 4.1, SCo30.12). The signal of Figure 4.1 
was subjected to Wavelet Analysis in order to inspect the properties and 
localization of the evident periodicity.
The 2D-scalogram in Figure E.1 confirms the uniform presence of periodicity 
throughout the entire signal. The ‘punctuation’ and regularity of small regions of 
periodicity suggests artificiality of the outcome and existence of a systematic 
bias.
Wavelet Analysis of an extremely wavering singnal (see 30.12)
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Figure E.1. The Wavelet Analysis of a signal that presents an accentuated periodicity for 
the presence of systematic biases.
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Appendix F Wavelet Analysis of a time series
111.11
142.86
166.67
333.33
Figure F.1. Wavelet Analysis of S. coeiicoior at 16hrs of growth. Range of periods on y axis 
(linear scale) focused upon is between 100 and 1000 gene spacing (approximate to kilobases 
(Chapter 1, section 1.2)).
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Figure F.2. Wavelet Analysis of S. coeiicoior at 24hrs of growth. Range of periods on y axis 
(linear scale) focused upon is between 100 and 1000 gene spacing (approximate to kilobases 
(Chapter 1, Section 1.2)
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Figure F.3. Wavelet Analysis of S. coeiicoior at 39hrs of growth. Range of periods on y axis 
(linear scale) focused upon is between 100 and 1000 gene spacing (approximate to kilobases 
(Chapter 1, Section 1.2)
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