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ABSTRACT 

Introductory statistics textbooks typically develop the 
concept of continuous random variables with a discussion of only 
the variables' probability distribution function and omit any 
discussion of the cumulative distribution function. The cumulative 
distribution function, however, is useful in developing the 
concepts of a normal distribution, the standard normal distribution 
and the probability of a continuous random variable falls within a 
specific range of values since the standard normal statistical 
table is derived from the cumulative distribution function. This 
paper develops a simple graphical relationship between a continuous 
random variables' cumulative distribution function and its 
probability distribution function that can be used as a pedagogical 
tool to more efficiently develop the undergraduate students' 
conceptual understanding of the topic. 
3 
Teachinq zntroductory statistics: A Graphical 

Relationship Between the Cumulative 

Distribution Function and the 

Probability Distribution Function 

Zntroduction 
In many undergraduate business and economic programs, 
economists often have the responsibility of teaching introductory 
statistics. As economists teaching statistics, we have found that 
many students have difficulty grasping the concept of probability 
distributions for continuous random var iables (CRV). We find the 
concept is best explained by first developing the graphical 
relationship between CRV's cumulative distribution function and its 
probabil i ty density function. This relationship plays an important 
role in developing the concepts of: 1) a normal distribution; 2) 
the standard normal distribution; and 3) how to determine the 
probability that a normally distributed CRV lies within a specific 
range of values. 
Textbooks developed for the Introduction to Business and 
Economic statistics textbook market, such as Keller and Warrack 
(1991), McClave and Dietrich (1991), and Weiss and Hasset (1991) 
avoid discussing the cumulative distribution function of a normally 
distributed CRV. In their textbooks, however, these authors use a 
standard normal statistical table that is derived from the 
cumulative distribution function. This approach is not uncommon. 
In our experience, this "sleight of hand" confuses all but the most 
sophisticated student. If a student becomes confused about the 
role of the density function in deriving probability values, then 
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the concepts used in developing sampling theory and the theory of 
statistical inference will leave the student bewildered. 
Not all textbooks developed for this market ignore the 
cumulative distribution function. Newbold (1991) develops the 
mathematical relationship between the density function and the 
cumulative distribution function and states that the standard 
normal statistical table is derived from the cumulative 
distribution function, however, he does not formally develop the 
relationship graphically. Daniel and Terrell (1992) is another text 
that at least mentions that the statistical table for the standard 
normal distribution is derived from the cumulative distribution 
function. This relationship is graphically developed by Thomas 
(1986) to complement his mathematical presentation. His textbook, 
however, is calculus based and targeted for the physical sciences. 
For this article we develop a complete, yet simple, graphical 
presentation of the relationship between the cumulative 
distribution function and the density function for a CRV that 
follows a normal distribution. We then introduce the standard 
normal distribution. 
Developinq the Graphical Relationship Between the Probability 
Density Function and Cumulative Distribution Function 
Assume X is a continuous random variable which follows a 
normal distribution: 
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The probability density function of X is defined mathematically as: 
2) 
The relationship between the variable's density function and its 
cumulative distribution function, denoted E!1xl, is mathematically 
defined as: 
It is clear that the probability density function is a derived 
function of the cumulative distribution function. A graphical 
presentation of this relationship is given in Figure 1. 
The mathematical relationship between a normally distributed 
CRV's cumulative distribution function and its probability density 
function allows us to find the probability that the CRV lies within 
a specific range of values. To continue our discussion, the 
following mathematical properties are now given: 
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and therefore, 
it follows that, 
In words, the probability that X takes on a value equal to or less 
than ~ is given by the cumulative distribution function. 
Assume we are interested in the probability of X taking on a 
value lying in a range between A and ~; P(ASX$B). A graphical 
solution to this problem is given in Figure 2. The standard 
textbook explanation is that the probability, P(A$X$B), is given by 
the area under the density function !!.DU from A to ~. As 
demonstrated in Figure 2, P(A<X$B) can also be shown graphically 
with the cumulative distribution function: P(ASX$Bl=F!(B)-F!lAl. 
Deriving the numerical solution, however, requires the use of 
integral calculus. For the introductory course, this procedure is 
avoided by invoking the property that any normal distribution can 
be transformed into a standard normal distribution, denoted 
Z-N(O.ll. The distribution of X can be transformed into a standard 
normal distribution by employing the formula: Z = (X-ul fa. 
Transforming the CRV X into CRV Z also transforms the variable's 
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density function and its cumulative distribution function as 
graphically shown in Figure 3. The student then derives the 
solution by using probability values generated by the cumulative 
distribution function, not the probability density function. 
A Graphical Linkaqe Between the Probability Density Function and 
the Cumulative Distribution Function 
students in introductory courses often fail to realize that 
the probability values found in the standard normal statistical 
table are generated by the cumulative distribution function. It is 
the cumulative distribution function of the CRV .z. and not the 
probability density function which generates the probabilities used 
to find the solution to P(ASXSBl. 
Assume X is a CRV following a normal distribution and the 
parameters of the distribution are defined as X-N(16,161. We are 
interested in the probability that X lies in a range from 12 to 20. 
The solution is found by transforming the distribution of X into a 
standard normal distribution: 
7) P(12~X~20) - P[(12-16)/4~Z~(20-16)/4] - P(-l~Z~l) - F (l)-Fz (­z 
The solution to the problem is stated in terms of the cumulative 
distributive function, not the probability density function. This 
is the most widely used approach in introductory statistics 
textbooks found in the business and economics curriculum. The 
formula linkage, however, is never made in most textbooks. A 
simple graphical example, like the one given in Figure 4, clearly 
demonstrates the relationship and therefore provides the student 
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with an intuitive understanding of the relationship between the two 
functions and their respective roles in generating probability 
values for a CRV lying within a specific range of values. 
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