Abstract. In spite of their many facets, the phenomena of autoimmunity and immunodeficiency seem to be related to each other through the subtle links connecting retroviral mutation and action to immune response and adaptation. In a previous work, we introduced a network model of how a set of interrelated genotypes (called a quasispecies, in the stationary state) and a set of interrelated idiotypes (an idiotypic network) interact. That model, which does not cover the case of a retroviral quasispecies, was instrumental for the study of quasispecies survival when confronting the immune system and led to the conclusion that, unlike what happens when a quasispecies is left to evolve by itself, letting genotypes mutate too infrequently leads to the destruction of the quasispecies. Here we extend that genotype-idiotype interaction model by the addition of a further parameter (ν) to account for the action of retroviruses (i.e., the destruction of idiotypes by genotypes). We give simulation results within a suitable parameter niche, highlighting the issues of quasispecies survival and of the onset of autoimmunity through the appearance of the so-called pathogenic idiotypes. Our main findings refer to how ν and λ, a parameter describing the rate at which idiotypes get stimulated, relate to each other. While for ν > λ the quasispecies survives at the expense of weakening the immune system significantly or even destroying it, for ν < λ the fittest genotypes of the quasispecies become mimicked inside the immune system as pathogenic idiotypes. The latter is in agreement with the current understanding of the HIV quasispecies.
Introduction
Since its introduction more than four decades ago, the term quasispecies has been used to refer to the stationary state of a set of interrelated genotypes that mutate frequently into one another without recombination [1, 2] . This mutational dynamics is based on fitnesses that do not depend on genotype abundance and has led the concept of a quasispecies to be used in the modeling of interacting complex entities such as prebiotic molecules and RNA viruses, for example [1] [2] [3] [4] [5] . With our recent introduction of new elements aiming to make the theory biologically more plausible [6] , it has become possible to analyze the quasispecies dynamics as a process taking place on a network of genotypes, clarifying key aspects not only of the dynamics itself but also of the quasispecies' eventual survival or demise. The most crucial element of this network-based formulation is a probability parameter, p, used not only to create the random graph that underlies all mutations but also to regulate the mutational dynamics itself. We have found, in conformity with the theory's basic assertions, that very low values of p practically guarantee the survival of the quasispecies and that, by contrast, progressively higher values of p (which let not only each genotype mutate into more of the others but also mutate more frequently) gradually lead the quasispecies to its destruction.
In a further recent work [7] , we demonstrated moreover that such a network of genotypes can be used to substitute for the isolated, essentially noninteracting antigens traditionally employed as external inputs to models of the immune system. Doing this lets the immune-system model in use be presented with a great variety of interrelated genotypes, much as occurs in the case of several viral infections, therefore elevating the modeling effort to a higher level of plausibility. In the model we use in [7] , the immune system is represented by a network as well, in the spirit of the idiotypic network introduced, interestingly, at about the same time as the notion of a quasispecies [8] . This is a network of idiotypes, that is, a network encompassing the great variety of immunestimulating receptors that are present not only in antigens but also in those elements of the immune system (such as molecules and cells) whose task is precisely to confront and eliminate antigens. This latter observation lies at the heart of the idiotypic-network theory of immunity: unlike its main contender, the antigen-centered theory of clonal selection [9, 10] , it postulates the existence of a complex dynamics of idiotypes even in the absence of antigens (that is, when the immune system is in its innate state). Owing to this fundamental distinction, important aspects of the idiotypic-network theory have found their way into several models of the immune system [11] [12] [13] .
Our own model of the immune system in [7] is similar to that of a quasispecies in [6] . It is based on another probability parameter, r, used both to create a random graph to underlie idiotype interactions and to regulate the inter-idiotype stimulations on which such interactions are based. The model becomes complete when the p-based network of genotypes and the r-based network of idiotypes are joined together to represent the interaction of the quasispecies with the immune system. This is achieved by creating further connections, now solely directed from genotypes toward idiotypes but still based on the probability r. Depending on two further parameters (the rates λ and µ, to be revisited later), the complete model allows for a dynamics of interactions in which genotypes both mutate into one another and stimulate the idiotypes while the latter stimulate one another. Stimulation in one direction entails recognition in the other, so whenever stimulation is being effected the stimulated idiotype reacts to reduce the stimulator's abundance. This, in turn, opens the way both for the quasispecies to be destroyed when the immune system has the upper hand and for the immune system to reorganize itself. Contrasting with the results for the isolated network of genotypes in [6] , now a minimum value of p exists below which the quasispecies no longer survives.
Here we extend the work reported in [7] by concentrating on two key aspects that we had left untouched. The first one is that of autoimmunity, that is, the biological condition in which the immune system turns against the body that it should be protecting. The onset of autoimmunity has been linked to how the immune system gets organized in early life, that is, during the initial transitions out of its innate state [14] . Notwithstanding this, that such a condition should be able to arise can be easily understood from the nature of idiotypic interactions: if stimulation by an external agent can trigger a reorganization of the immune system based essentially on the same stimulatory mechanisms, then a particularly aggressive strain of that agent can find itself mimicked inside the immune system. The mimicking entities are the so-called pathogenic idiotypes, which for about three decades (though often under different denominations) have been recognized as an important cause of autoimmune disease [15] [16] [17] , sometimes in connection to vaccine-related responses [18] . The second key aspect on which we concentrate is the interaction of the immune system with retroviruses [19] , that is, RNA viruses that take advantage of a cell's internal medium to turn RNA into a DNA precursor that eventually becomes part of the cell's own DNA. Depending on the case, this can lead to the cell's destruction and to the spread of the virus. This is the case of HIV when the cells in question are cells of the immune system.
As it stands, nothing prevents the model we introduced in [7] from giving rise to autoimmunity-related phenomena. That model, however, has no provisions for the explicit destruction of idiotypes by genotype action. Thus, handling HIVlike retroviruses requires appropriate modifications to the model (along with a new parameter, to be denoted by ν > 0). With these modifications in place, the model can also be expected to give rise to a wider variety of autoimmunity-related phenomena, since pathogenic idiotypes have been linked to mutated DNA containing genes that become pathogenic in the manner of a retrovirus but without any apparent connection to one. This is the case of the so-called endogenous retroviruses [20, 21] .
We proceed as follows. First we review our model of [7] in section 2, where we also introduce the ν-dependent modifications as well as new analytical results on a special case. Then we move to a presentation of results in section 3, followed by discussion in section 4 and conclusions in section 5.
Model
Each genotype or idiotype is represented by a length-L sequence of 0's and 1's. There are therefore 2 L distinct genotypes and 2 L distinct idiotypes. The genotype consisting of only 0's is the wild type (the fittest one, cf. section 2.2).
Network structure
Our network has 2 L+1 nodes, one for each of these entities. Its set of edges is based on a directed random graph D that depends on the probabilities p and r.
If nodes i and j are both genotypes, then an edge exists in D directed from i to j with probability p ij = p H ij , where H ij is the Hamming distance between the sequences defining i and j (i.e., the number of loci at which they differ). The existence of this edge, in the case of i = j, indicates that it is possible for i to mutate into j during replication, so as expected, for fixed p the connection probability between two distinct genotypes grows as they become more similar. For i = j, the mandatory self-loop at genotype i indicates that it is possible for i not to mutate at all.
If nodes i and j are both idiotypes, then an edge from i to j exists in D with probability r ij = r L−H ij , indicating when the edge does exist that it is possible for i to stimulate j as part of the idiotypic dynamics (this holds even if i and j are the same idiotype). Once again as expected (now from the nature of the stimulation between idiotypes, based as it is on molecular complementarity [12] ), for fixed r the connection probability between two idiotypes grows as they become less similar. If i and j are fully complementary (i.e., H ij = L), then the edge is mandatory.
Graph D contains further edges to account for the possibility of stimulation of an idiotype by a genotype. For i a genotype and j an idiotype, an edge exists from i to j with the same probability r ij as above, which is fully justified by the fact that stimulation continues to be based on the exact same complementarity principle.
Given a fixed instance of graph D (that is, a deterministic realization of D that may contain some of the nonmandatory edges but not others), we use I i to denote the set of in-neighbors of node i and O i to denote its set of out-neighbors. We partition the graph's set of 2 L+1 nodes into a set A containing the 2 L genotypes and a set B containing the 2 L idiotypes. Note that, by the definition of D, I i has a nonempty intersection with A but not with B if i ∈ A. Similarly, given i ∈ B it follows that O i has a nonempty intersection with B but not with A. The sets O i ∩ A and O i ∩ B for i ∈ A, and also I i ∩ A and I i ∩ B for i ∈ B, are all necessarily nonempty. We exemplify a D instance in figure 1 (here reproduced from [7] for the reader's benefit).
Network dynamics
Given an instance of random graph D, the network dynamics is described by a set of coupled differential equations, one for each of the nodes, each giving the rate at which An instance of random graph D for L = 2, with genotype set A = {a00, a01, a10, a11} and idiotype set B = {b00, b01, b10, b11}. Genotype a00 is the wild type. Solid edges are related to genotype mutation by similarity; dashed edges are related to idiotype stimulation by complementarity. This instance has no selfloops on set B. The mandatory self-loops on set A are not shown, nor are the mandatory edges entailed by full complementarity inside set B or from set A to set B. In-neighbor sets are I a00 = {a00, a01}, I a01 = {a01}, I a10 = {a01, a10}, I a11 = {a11}, I b00 = {a11, b01, b11}, I b01 = {a01, a10, b00, b10}, I b10 = {a01, b01}, and I b11 = {a00, a01, b00, b01}. Out-neighbor sets are
the corresponding genotype or idiotype's abundance varies with time. A first form of these equations refers to absolute abundances, X i for genotype or idiotype i. For i ∈ A (i.e., i is a genotype), the rate at which X i grows depends on the genotypes' fitnesses. We assume the fitness of genotype j to decay exponentially from that of the wild type, assumed to be 1, as a function of the number of loci at which the two genotypes differ. Denoting the fitness of genotype j by f j , we have f j = 2 −d j , where d j is the number of 1's in the sequence representing genotype j. The growth rate of X i also depends on the probability that genotype j ∈ I i mutates into genotype i, denoted by q ji and assumed proportional to p ji in such a way that k∈O j ∩A q jk = 1, and on the probability that genotype i stimulates idiotype j ∈ O i ∩ B, denoted by s ij and assumed proportional to r ij in such a way that k∈O i ∩B s ik = 1. Given the rate µ > 0 at which genotype abundances get reduced by the action of the idiotypes, we havė
Had the second summation been absent, this would be the well-known quasispecies equation [22] , written for the D instance at hand.
For i ∈ B (i.e., i is an idiotype), the growth rate of X i depends on the same stimulation probability s ji as above, where j is either an idiotype or a genotype. Denoting by λ > 0 the rate at which idiotypes proliferate in response to stimulation by genotypes or idiotypes, and by ν the rate at which idiotype abundances get reduced due to the stimulation by genotypes, we havė
For ν = 0, this is the equation that in [7] governs the growth of idiotype i's absolute abundances. For ν = λ, the evolution of X i gets decoupled from the influence of any genotype.
A more useful form of equations (1) and (2) can be obtained by considering relative, rather than absolute, abundances. Rewriting the two equations in these terms leads to the appearance of further terms that reflect the removal of genotypes as they mutate into other genotypes and of idiotypes as they stimulate (and consequently get recognized and then destroyed by) one another. For x i the relative abundance of genotype or idiotype i, we achieve this by letting
Denoting by x A the total relative abundance of genotypes,
where φ = k∈A f k x k and ψ = k∈B x k ℓ∈I k ∩A s ℓk . The equations for relative abundances are theṅ
for i ∈ B. Note that φ/ k∈A x k is the average genotype fitness. In a similar vein, in [7] we refer to ψ/ k∈B x k as the average idiotype proliferability. Setting ν = λ in equation (6) decouples idiotype evolution from direct genotype action, similarly to what happens in equation (2) . In fact, letting x B be the total relative abundance of idiotypes,
allows equation (6) to be rewritten aṡ
for ν = λ, where it also becomes clear that the decoupling can never be complete, since the idiotype population is continuously influenced by that of genotypes through the renormalizing effect of φ.
A special case
Equations (5) and (6) are in general intractable analytically, but assuming the deterministic variant of graph D in which all possible edges really do exist, and moreover that all genotype fitnesses are the same as the wild type's, leads to a special case that is amenable to analytical solution for x A (hence for x B ). These changes require that we set p = 1 and r = 1, which leads to q ij = r ij = 1/2 L for all meaningful pairings of i and j and also to ψ = x B , and moreover that we adopt f j = 1 for all j ∈ A, which leads to φ = x A . Combined, these simplifying assumptions allow equation (5) to be rewritten aṡ
where i ∈ A, and equation (6) aṡ
where i ∈ B.
Summing up equation (9) on i ∈ A and equation (10) on i ∈ B yields, respectively,
Using the fact that by definition x A + x B = 1 at all times, it is a simple matter to check that, as expected,ẋ A +ẋ B = 0 also at all times. For α = (1+2µ−λ)/γ and β = µ/γ, with γ = 1+µ−ν, we can rewrite equation (11) asẋ
In this equation, x 
These roots are finite real numbers if γ = 0 and α 2 −4β ≥ 0, that is, if ν = 1+µ and (1 − λ) 2 + 4µ(ν − λ) ≥ 0. This requires either λ ≤ 1 + 2µ − 2 √ µγ or λ ≥ 1 + 2µ + 2 √ µγ, provided γ > 0 in either case, that is, provided ν < 1 + µ. The latter also implies that β > 0, in which case both roots are nonzero and have the same sign. They are moreover positive if α > 0, that is, if λ < 1 + 2µ. If in addition ν ≤ λ, then x + A ≤ 1. Equation (13) can be used to obtain the value of x A in the limit as t → ∞. This depends on how x A (0), the value of x A at t = 0, relates to x It is important to note that our conclusion of x A = 0 as the limiting value whenever
In section 4, we return to this special case of a fully connected network (i.e., p = r = 1) and equally fit genotypes, and show that the analytical results obtained for this case can sometimes be used as quite reasonable approximations in more plausible scenarios. This is remarkable, since in general we have p, r ≪ 1 as well as genotype fitnesses that decay exponentially from that of the wild type.
Results
We begin by recognizing, as in [7] for the case of ν = 0, thatẊ i can be negative when X i = 0 in both equations (1) and (2), thus violating the implicit constraint that X i ≥ 0 at all times. We prevent this by rewriting those equations aṡ
respectively, where H(z) is the Heaviside step function, slightly modified to yield 1 if z > 0 and 0 otherwise. The consequence of this for equations (5) and (6) is that they get reformulated as well, becomingẋ
respectively, where ψ is now written as
and
The δ appearing in equations (17) through (20) is a small positive constant (we use δ = 10 −10 ) meant to prevent instabilities during numerical integration. It also affects the determination of the time step to be used in each iteration, as detailed in [7] .
Our results are given for L = 10 (hence 1 024 genotypes and 1 024 idiotypes) and appear in figures 2-9. In these figures we continue to explore the parameter niche that in [7] was found to yield informative results, now enriched by various possibilities for the new parameter, ν. Most results refer explicitly to the total relative abundance of genotypes, x A , either highlighting the evolution in time of the associated probability density (figures 3-5) or the behavior of the corresponding stationary-state expected value with respect to some parameter (all other figures, except figure 8). The results in figure 8 constitute the only exception and refer explicitly to the behavior of x B , the total relative abundance of idiotypes, aiming to highlight the appearance of pathogenic idiotypes.
As in section 2.3, we use x A (0) to denote the initial value of x A . All results come from time-stepping equations (17) and (18) through t = 20. This upper bound on t, though substantially lower than the one in [7] , was empirically found to allow a nearly stationary state to be reached in all cases. This lowering has been instrumental in allowing all our results to be obtained within a reasonable amount of time, since it has turned out that solving the equations for ν > 0 is substantially more time-consuming than for the ν = 0 scenarios of [7] . Such additional demand for computation time has also resulted in the adoption of substantially fewer D instances per parameter configuration in comparison to [7] . Error bars are then used in the figures whenever legible. Initial conditions were
The vast majority of our results come from using x A (0) = 0.1, along with a base set of parameter values that we perturb to obtain different scenarios. This base set consists of p = r = 0.1, λ = µ = 0.1, and ν = 0.1. Our choice of x A (0) = 0.1 for most cases comes from examining figure 2, where the stationary-state value of x A is plotted against x A (0) for the base set of parameters enlarged by three further values of ν (0.00, 0.05, and 0.2, the first of these providing a connection with the work in [7] ). It is clear from the figure that x A (0) = 0.1 is located right past a transition from the expected destruction to the expected survival of the quasispecies, therefore well positioned for a wide variety of behaviors to ensue. 
Discussion
In addition to its use in assisting with the choice of x A (0), figure 2 highlights one of the main roles played by the new parameter, ν, namely to provide ever increasing chances of quasispecies survival as it is itself increased. Not only this, but any combination of sufficiently high x A (0) and ν values seem to imply the complete shattering of the idiotypic network, since for such combinations the stationary-state value of x A tends to 1 and that of x B to 0. However, assigning nonzero values to ν has additional, more subtle consequences. We explore them in what follows.
All panels in figures 3-5 show the probability density of x A as t is varied from t = 0 through t = 20, in all cases having x A (0) = 0.1 and λ = µ = 0.1, the latter meaning that the rate of idiotype proliferation due to stimulation by both genotypes and idiotypes is the same as the rate of genotype removal as genotypes stimulate idiotypes. In other words, with λ = µ the immune system is as responsive in reorganizing itself when external stimulation by genotypes occurs as it is in removing those very genotypes. This seems like an ideal setting in which to investigate the effect of the new parameter, ν, since it is through this parameter that genotypes acquire the ability of destroying, in addition to stimulating, idiotypes. Each of the three figures differs from the other two in how the remaining parameters (p, r, and ν) are valued.
One trait that is common to all panels in these three figures, parameter values not withstanding, is that the probability density of x A does not depend on the particular instance of graph D in question up to about t = 2. That is, up to this time the density is sharply concentrated and reflects a strong decline in the value of x A relative to its initial value. Thereafter the structure of graph D begins to exert its influence and a much greater variety of behaviors is observed, including in all cases a fraction of D instances for which the quasispecies does not survive. Figure 3 has p = r = 0.1, meaning that on average a genotype can mutate into roughly as many genotypes as there are idiotypes that it can stimulate, this number being practically the same as the number of other idiotypes that on average an idiotype can stimulate (cf. [7] , section 2.6). It also means, in terms of the dynamics governing how the genotype and idiotype populations evolve, that the same underlying probability is used. The value of ν varies from ν = 0.05 in panel (a), to ν = 0.1 in panel (b), to ν = 0.2 in panel (c), each new value causing the ratio ν/λ to double (from 0.5, to 1, to 2). This ratio indicates how greater the rate of idiotype removal by genotypes is than the rate at which idiotypes proliferate by virtue of being stimulated. As noted in section 2.2, the middle ground represented by ν = λ in panel (b) entails a regime of idiotype evolution that does not directly depend on the genotype side of the network (though, conversely, idiotypes continue to drive the destruction of genotypes through the µ parameter). Figure 3 seems to indicate that increasing the ratio ν/λ facilitates the survival of the quasispecies by concentrating more probability mass at the higher values of x A . To see that this is indeed so, we resort to the additional data shown in figure 6 , where the stationary-state average of x A over all D instances is shown as a function of ν. Figure 6 covers all parameter values used in figure 3 , as well as two additional values of λ (0.05 and 0.15) and several values of ν in addition to the three values to which figures 3(a-c) correspond. The new data confirm the conclusion above, namely, that increasing the ratio ν/λ is beneficial to the quasispecies. This can be seen both by fixing λ (fixing one of the three plots in the figure 6) while ν is increased and by fixing ν while decreasing λ (moving from the bottommost plot to the topmost).
Both figure 4 and figure 5 have λ = µ = 0.1, as in figure 3 , but differ from that figure in that the p/r ratio increases by a factor of 10 from panel (a) (p = 0.01, r = 0.1) to panel (b) (p = r = 0.1), and once again by the same factor from panel (b) to panel (c) (p = 0.1, r = 0.01). They differ from each other in that ν = 0.05 in figure 4 and ν = 0.2 in figure 5 . For comparison's sake, therefore, they are both anchored in figure 3 , whose panels (a) and (c) are identical to figures 4(b) and 5(b), respectively.
Increasing the p/r ratio has consequences for the structure of graph D. Specifically, the genotypes into which any given genotype can mutate become on average more numerous than the idiotypes the genotype itself or an idiotype can stimulate. The increase also impacts the dynamics of mutation and stimulation, since the former becomes ever more likely than the latter. However, the meaning of this in terms of quasispecies survival is unclear in either figure 4 or figure 5 , despite the fact that, as noted earlier, some degree of survival certainly occurs and seems to take shape earlier for the higher value of ν (0.2 in figure 5 ) than for the lower value (0.05 in figure 4) .
The additional data in figure 7 provide important further insight, though. These data are averages of the stationary-state values of x A over the D instances used. They are given in three panels, (a) through (c), respectively for ν = 0.05 (as in figures 3(a) figure 3(b) ), and ν = 0.2 (as in figures 3(c) and 5). Thus, as in figure 3 , moving through the panels from (a) to (c) lets the ν/λ ratio double at each step, with ν = λ in panel (b). Each panel contains two plots against p, each plot for a different value of r (0.01 and 0.1). All three combinations of p and r values to which the panels of figures 3-5 correspond are present, as well as several others. In all three panels of figure 7 it is clear that increasing p beyond about 0.08 progressively leads to regimes in which it becomes ever harder for the quasispecies to survive. This, we note, is fully compatible with all theories of the quasispecies, including our own network-based theory in [6] . The quasispecies can also fail at the other extreme, that in which p is made very low (e.g., p = 0.01), but only insofar as ν < λ and provided, additionally, that the value of r is substantially higher than that of p.
This issue of very small p relative to r was already addressed in [7] and, in the specific case of p = 0.01 with r = 0.1, the wild type was found to, on average, have very restricted escape routes through mutation to evade the action of the idiotypes, a situation that ends almost always in the wild type's own dilution and hence the destruction of the quasispecies. As noted in [7] , this is to be contrasted with the case of the stand-alone quasispecies network of [6] , in which arbitrarily low values of p are practically a guarantee of quasispecies survival. In light of the additional information given in figure 7 , what figures 4 and 5 seem to be indicating is that the survival of the quasispecies becomes again possible for very low values of p when ν > 0, with ν = λ working as a threshold for the value of r to be at all relevant. That is, if the idiotype population can be depleted sufficiently strongly by the action of genotypes, then lowering p substantially is no impediment to quasispecies survival. We now turn to the issue of pathogenic idiotypes, that is, idiotypes whose sequence representation in our model is identical to that of a genotype of high fitness (the wild type or some other genotype whose Hamming distance to it is very small). We do so by first defining, for h ∈ {0, 1, . . . , L}, the set B(h) comprising those idiotypes whose Hamming distance to the wild type is h. Clearly,
, where we use |X| to denote the cardinality of set X. We study the rise of pathogenic idiotypes through x B(h) , which we define to be the average relative abundance of all idiotypes in B(h). That is,
The stationary-state value of x B(h) is shown in the three panels of figure 8 In order to interpret the data in figure 8 , first recall from equation (6) that, whenever ν = λ, and aside from the need to renormalize for relative abundances, idiotype evolution happens in a way that is decoupled from the dynamics of genotype mutation. When this is the case, every idiotype receives on average the same amount of stimulation (cf. equation (2) as well), so we expect it to contribute to the stationary-state x B as much as any other idiotype, that is, uniformly. We then expect x B(h) = (1 − x A )/2 L in the stationary state, regardless of the value of h or any of the dynamics-related parameters. All three panels in figure 8 contain a ν = λ = 0.1 plot that is indeed nearly flat. The value of x B(h) at which this happens can be estimated with the help of figure 7(b), where we find x A ≈ 0.46 for p = 0.01 and r = 0.1, and x A ≈ 0.25 for p = 0.1 with both r = 0.1 and r = 0.01. These yield x B(h) ≈ 5.3 × 10 −4 (which agrees with panel (a) of figure 8 ) and x B(h) ≈ 7.3 × 10 −4 (which agrees with panels (b) and (c)). A similar situation of flatness with respect to h occurs also for ν = 0.2, particularly so in panels (b) and (c) of the figure, those in which p ≥ r. Once again, in all three cases this nearly flat stationary-state x B (h) occurs at about the level given by (1 − x A )/2 L , where x A is the stationary-state relative abundance of genotypes read off figure 7(c) for the appropriate combination of p and r values. Clearly, this nearly flat behavior for ν > λ is the result of the strong pull exerted by genotypes on idiotypes, which tends to deplete the relative abundances of the latter. Moving to the other side of the ν = λ threshold reveals a different situation, though. This is exemplified in figure 8 for ν = 0.05, where idiotypes mimicking the wild type (i.e., with h = 0) do appear in nonnegligible concentrations regardless of how p and r relate to each other. This happens for the idiotype that is fully complementary to the wild type as well (i.e., with h = L), but at a much lower concentration. That a genotype as fit as the wild type should find in equation (14) . itself mimicked at a significant level of relative abundance amid the idiotypes when they are threatened with destruction by the genotypes only mildly (i.e., for ν < λ) indicates clearly that our model is rich enough to give rise to the appearance of the so-called pathogenic idiotypes.
We conclude the section with an examination of figure 9 , where we look at the special-case analytical results of section 2.3 as possible approximations of the general case. When we initially considered this possibility we found out that such could only be the case if the quasispecies were guaranteed to almost surely survive as well as be markedly more abundant than the idiotypes. We thus concentrate on the case of x A (0) = 0.14, with support from figure 2. Fixing p = r = 0.1 and µ = 0.1 as well, figure 9 suggests that the formula for x + A in equation (14) works reasonably well as an approximation of the stationary-state x A for a wide range of λ and ν values (all of which lead to x A (0) > x − A , so x A = x + A really is the expected limit in the special case, as discussed in section 2.3). This is especially true of the lower values of λ, but is in any case remarkable, since that equation is predicated upon p = r = 1 as well as a flat fitness landscape across all genotypes.
Conclusion
The genotype-idiotype interaction model analyzed in this paper generalizes our previous model in [7] through the rate parameter ν, which accounts for the possibility of idiotype removal by genotypes in the manner of retroviruses. The relationship between ν and λ, the rate of idiotype stimulation by both genotype and idiotype action, is crucial for the understanding of how the two populations can be expected to behave. Setting ν = λ, in particular, makes the idiotype population essentially independent of what may be happening on the genotype side. It also acts as a sort of threshold with respect to which the quasispecies can be expected to survive, more or less intensely, or even be destroyed.
For ν < λ but still nonzero, we have found that the quasispecies can survive at a moderate level of relative abundance even for very small values of p. This is in stark contrast with the case of ν = 0 studied in [7] , where we found that p values below a certain minimum imply the destruction of the quasipecies. So, in a way, setting ν to a value between 0 and λ seems to restore the survival abilities of the quasispecies to what they were in the absence of the idiotypic network [6] . Moving toward the other end of the spectrum, with ν > λ, affects quasispecies survival similarly, but now at high levels of relative abundance.
In addition to the issue of quasispecies survival (with the idiotype population following the complementary trend, either toward survival or destruction), we have found that the wild type, the fittest of all genotypes, can find itself mimicked amid the idiotypes more than any other genotype. It then seems that our model is capable of capturing some of the fundamental mechanisms underlying the appearance of pathogenic idiotypes. In fact, we have found that this holds only for ν < λ (with ν ≥ λ implying the dilution of the idiotype population nearly uniformly across all idiotypes). This, interestingly, is in good agreement with the discovery that autoimmune diseases can occur in HIV patients, but mainly after the HIV population has receded in response to early treatment by modern therapies [23] . That is, in terms of our model, mainly for those cases in which ν < λ and the genotype population, though possibly still exerting some pull on the idiotypes, is incapable of hampering their survival.
Thus, while our results suggest a network-theoretic framework to explain the appearance of pathogenic idiotypes, they also raise important further questions. For example: should the idiotypic network be allowed to evolve without any connections to the network of a certain quasispecies, and should it result in a configuration particularly capable of resisting that quasispecies' wild type, what would happen if the two networks were finally brought together? Would the wild type still be mimicked and possibly give rise to autoimmune disease? The relevant issue here is an alleged evolutionary trade-off, recently suggested in [24] , between the immune system's fitness to fight and its ability to keep autoimmunity curbed. All our results so far, both in the present work and in the previous one [7] , come from studying the dynamics of the entire network, comprising genotypes and idiotypes alike, but clearly from an evolutionary perspective it also makes sense to study the interaction of the network's two halves only after the idiotypic half has undergone evolution separately while interacting with different quasispecies. We believe our model, possibly enhanced by still further additions, may be able to provide some useful insight in such a scenario as well.
