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Abstract
Dimension theory lies at the heart of fractal geometry and concerns the rigorous
quantification of how large a subset of a metric space is. There are many notions
of dimension to consider, and part of the richness of the subject is in understanding
how these different notions fit together, as well as how their subtle differences give
rise to different behaviour. Here we survey a new approach in dimension theory,
which seeks to unify the study of individual dimensions by viewing them as different
facets of the same object. For example, given two notions of dimension, one may be
able to define a continuously parameterised family of dimensions which interpolates
between them. An understanding of this ‘interpolation function’ therefore contains
more information about a given object than the two dimensions considered in isolation.
We pay particular attention to two concrete examples of this, namely the Assouad
spectrum, which interpolates between the box and (quasi-)Assouad dimension, and the
intermediate dimensions, which interpolate between the Hausdorff and box dimensions.
Key words and phrases: dimension theory, Hausdorff dimension, box dimension,
Assouad dimension, Assouad spectrum, intermediate dimensions.
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1 Dimension theory and a new perspective
Roughly speaking, a fractal is an object which exhibits complexity on arbitrarily small
scales. Such objects are hard to analyse, and cannot be easily measured. Dimension theory
is the study of how to measure fractals, specifically aimed at quantifying how they fill up
space on small scales. This is done by developing precise mathematical formulations of
dimension and then developing techniques which can be used to compute these dimensions
in specific settings, such as, for sets invariant under a dynamical system or generated by a
random process, see Figure 1. There are many ways to define dimension which naturally
extend our intuitive idea that lines have dimension 1 and squares have dimension 2, etc.
The box dimension is a particularly natural and easily digested notion of dimension, which
comes from understanding how a coarse measure of size behaves as the resolution increases.
More precisely, given a bounded set F ⊆ Rd and a scale (resolution) r > 0, let Nr(F ) denote
the minimum number of sets of diameter r required to cover F , see Figure 2. This should
increase as r → 0 and it is natural to expect r ≈ r−δ for some δ > 0, which can be readily
interpreted as the ‘dimension’ of F . As such, the upper box dimension of F is defined by
dimBF = lim sup
r→0
logNr(F )
− log r .
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If the lim sup is replaced by lim inf, one gets the lower box dimension dimBF . However,
often the lim sup and lim inf agree, in which case we refer to the common value as the box
dimension, denoted by dimB F . Despite how convenient and natural this definition is, it
has some theoretical disadvantages, such as not being countably stable, see [6, page 40]. A
more sophisticated notion, which is similar in spirit, is the Hausdorff dimension. This can
be defined, for any set F ⊆ Rd, by
dimH F = inf
{
α > 0 : for all ε > 0 there exists a cover {Ui} of F
such that
∑
i
|Ui|α < ε
}
.
The key difference here is that sets with vastly different diameters are permitted in the
cover and their contribution to the ‘dimension’ is weighted according to their diameter, see
Figure 2. In particular, it is easily seen that the Hausdorff dimension is countably stable.
Both the Hausdorff and box dimension measure the size of the whole set, giving rise to an
“average dimension”. It is often the case that more extremal information is required, for
example in embedding theory, see [27]. The Assouad dimension is designed to capture this
information and is defined, for any set F ⊆ Rd, by
dimA F = inf
{
α > 0 : there exists a constant C > 0 such that,
for all 0 < r < R and x ∈ F we have
Nr
(
B(x,R) ∩ F ) ≤ C(R
r
)α }
.
The key point here is that one does not seek covers of the whole space, but only a small
ball, and the expected covering number is appropriately normalised, see Figure 2. One of
the joys of dimension theory is in understanding how these different notions of dimension
relate to each other and how they behave in different settings. It is a simple exercise to
demonstrate that
dimH F ≤ dimBF ≤ dimBF ≤ dimA F
for any bounded F ⊆ Rd, and that these inequalities can be strict inequalities or equalities
in any combination. Equality throughout can be interpreted as a manifestation of ‘strong
homogeneity’. For example, if F is Ahlfors-David regular then dimH F = dimB F = dimA F .
There are of course many other notions of dimension, each important in its own right and
motivated by particular questions or applications. We omit discussion of these, but other
examples include the packing, lower, quasi-Assouad, modified box, topological, Fourier,
among many others. We refer the reader to [2, 5, 6, 25, 27] for more background on
dimension theory, including a thorough investigation of the basic properties of the various
notions of dimension.
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Figure 1: Three fractals: a self-affine set (left), a random set generated by Mandelbrot
percolation (centre), and the self-similar Sierpin´ski triangle (right).
Figure 2: Left: an efficient covering of the self-affine set from Figure 1 by balls of the same
radius. Counting the number of balls required for such a cover as the radius tends to 0
gives rise to the box dimension. Centre: an efficient covering of the same set by balls of
arbitrarily varying radii. Understanding the weighted sum of diameters of the sets in such
a cover gives rise to the Hausdorff dimension. Right: an efficient covering of the same set
by smaller balls of the same radius. Counting the number of balls required for such a cover,
optimised over all larger balls and all pairs of scales, gives rise to the Assouad dimension.
The main purpose of this article is to motivate a new perspective in dimension theory.
Rather than view these notions of dimension in isolation, we should try to view them as dif-
ferent facets of the same object. This approach will give rise to a continuum of dimensions,
which fully describes the scaling structure of the space, both locally and globally. Moreover,
this will yield a more nuanced understanding of the individual notions of dimensions as well
as insight into the somewhat philosophical question of how to define dimension itself. This
sounds rather grand and ambitious, but by focusing our attention slightly and applying this
philosophy in particular settings, an interesting and workable theory has started to emerge.
More concretely, given dimensions dim and Dim which generally satisfy dimF ≤ DimF ,
we wish to introduce a parameterised family of dimensions dθ, with parameter θ ∈ [0, 1],
which (ideally) satisfies:
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• d0 = dim
• d1 = Dim
• dimF ≤ dθ(F ) ≤ DimF, for all θ ∈ (0, 1) and all reasonable sets F
• for a given F , dθ(F ) varies continuously in θ.
Moreover,
• the definition of dθ should be natural, sharing the philosophies of both dim and Dim
• dθ should give rise to a rich and workable theory.
The most important of these points are the final two. One can achieve the first four in any
number of trivial and meaningless ways, but the key idea is that the function θ 7→ dθ(F )
should be ripe with easily interpreted, meaningful, and nuanced information regarding the
set F . If this can be achieved then the rewards are likely to include:
• a better understanding of dim and Dim
• an explanation of one type of behaviour changing into another
• more information, leading to better applications
• a (large) new set of questions
• fun.
In the following subsections we describe two concrete examples of this philosophy in action.
1.1 The Assouad spectrum
The Assouad spectrum, introduced by Fraser and Yu in 2016 [15], aims to interpolate
between the upper box dimension and the Assouad dimension. The parameter θ ∈ (0, 1)
serves to fix the relationship between the two scales r < R used to define the Assouad
dimension, by setting R = rθ. As such, the Assouad spectrum of F ⊆ Rd is defined by
dimθA F = inf
{
α > 0 : there exists a constant C > 0 such that,
for all 0 < r < 1 and x ∈ F we have
Nr
(
B
(
x, rθ
) ∩ F ) ≤ C(rθ
r
)α }
.
At this point it might seem equally natural to bound the two scales away from each other by
considering all 0 < r ≤ R1/θ rather than fixing r = R1/θ. Rather than go into details here,
we simply observe that fixing the relationship between the scales is both easier to work with
and provides strictly more information than the alternative, see [11]. We also note that in
[15] the scales were denoted by R1/θ and R, rather than r and rθ. These two formulations
are clearly equivalent but the notation we use here seems a little less cumbersome. It was
established in [15] that dimθA F is:
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• continuous in θ ∈ (0, 1), see [15, Corollary 3.5]
• Lipschitz on any closed subinterval of (0, 1), see [15, Corollary 3.5]
• not necessarily monotonic (but often is), see [15, Proposition 3.7 and Section 8].
Moreover, we have the following general bounds, adapted from [15, Proposition 3.1].
Lemma 1.1. For any bounded set F ⊆ Rd,
dimBF ≤ dimθA F ≤ min
{
dimBF
1− θ , dimA F
}
.
Proof. Let s > dimBF , x ∈ F and r ∈ (0, 1). By definition there exists C > 0 depending
only on s such that
Nr
(
B
(
x, rθ
) ∩ F ) ≤ Nr(F ) ≤ Cr−s = C (rθ
r
)s/(1−θ)
which implies dimθA F ≤ s/(1 − θ) and since s > dimBF was arbitrary, the upper bound
follows, noting that dimθA F ≤ dimA F is trivial.
For the lower bound, we may assume dimBF > 0 and let 0 < t < dimBF < s. Covering
F with rθ-balls and then covering each of these rθ-balls with r-balls, we obtain
Nr(F ) ≤ Nrθ(F )
(
sup
x∈F
Nr
(
B
(
x, rθ
) ∩ F )) .
Again, by definition, there exist arbitrarily small r > 0 such that
sup
x∈F
Nr
(
B
(
x, rθ
) ∩ F ) ≥ Nr(F )
Nrθ(F )
≥ r
−t
r−sθ
=
(
rθ
r
) sθ−t
θ−1
which establishes dimθA F ≥ t−sθ1−θ and, since s and t can be made arbitrarily close to dimBF ,
the lower bound follows.
A useful consequence of Lemma 1.1 is that dimθA F → dimBF as θ → 0 for any bounded
F . However, dimθA F may not approach dimA F as θ → 1. In fact, it was proved in [11] that
dimθA F → dimqA F as θ → 1, where dimqA F is the quasi -Assouad dimension. In many
cases the quasi-Assouad dimension and Assouad dimension coincide and so the intended
interpolation is achieved. Moreover, the appearance of Assouad dimension in Lemma 1.1
may be replaced by the quasi-Assouad dimension.
Generally, one has dimqA F ≤ dimA F and if this inequality is strict, then the intended
interpolation is not achieved. However, an approach for “recovering” the interpolation was
outlined in [15]. Let φ : [0, 1] → [0, 1] be an increasing continuous function such that
φ(R) ≤ R for all R ∈ [0, 1]. The φ-Assouad dimension, introduced in [15], is defined by
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dimφA F = inf
{
α > 0 : there exists a constant C > 0 such that,
for all 0 < r ≤ φ(R) ≤ R ≤ 1 and x ∈ F we have
Nr
(
B(x,R) ∩ F ) ≤ C(R
r
)α }
.
The goal is now to identify precise conditions on φ which guarantee dimφA F = dimA F .
Resolution of this problem for a particular F gives precise information on how the Assouad
dimension of F can be witnessed and, moreover, completes the interpolation between the
upper box and Assouad dimension in a precise sense. Often dimθA F = dimA F for some
θ ∈ (0, 1), in which case the threshold for witnessing the Assoaud dimension is provided
by the function φ(R) = R1/θ. The φ-Assouad dimension has been considered in detail by
Garc´ıa, Hare, and Mendivil [18, 19] and Troscheit [29].
Various other dimension spectra are introduced in [15], including the lower spectrum,
which is the natural dual to the Assouad spectrum and lives in between the lower dimension
and the lower box dimension. This has been investigated, in conjunction with the Assouad
spectrum, by Chen, Wu and Chang [3, 4], Hare and Troscheit [20] and Fraser and Yu [16].
1.2 Intermediate dimensions
The intermediate dimensions, introduced by Falconer, Fraser and Kempton in 2018 [7] aim
to interpolate between the Hausdorff and box dimensions. The parameter θ ∈ (0, 1) serves
to restrict the discrepancy between the size of covering sets in the definition of the Hausdorff
dimension by insisting that |Ui| ≤ |Uj |θ for all i, j. As such, the θ-intermediate dimensions
of a bounded set F ⊆ Rd are defined by
dimθ F = inf
{
α > 0 : for all ε > 0 there exists a cover {Ui} of F
with |Ui| ≤ |Uj |θ for all i, j such that
∑
i
|Ui|α < ε
}
.
In fact, [7] considers upper and lower intermediate dimensions, but we restrict our attention
here to the lower version. It was proved in [7] that dimθ F is:
• continuous in θ ∈ (0, 1), see [7, Proposition 2.1]
• monotonically increasing
• bounded between the Hausdorff and lower box dimension, that is, for bounded F
dimH F ≤ dimθ F ≤ dimBF
• and satisfies appropriate versions of the mass distribution principle and Frostman’s
lemma, see [7, Propositions 2.2-2.3].
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Next we establish general lower bounds for the intermediate dimensions which involve the
Assouad dimension, see [7, Proposition 2.4]. In the proof we rely on the following mass
distribution principle, first proved in [7, Proposition 2.2]. The main difference between
Lemma 1.2 and the usual mass distribution principle, see [6, 4.2], is that a family of measures
{µr} is used instead of a single measure.
Lemma 1.2. Let F be a Borel subset of Rd, 0 ≤ θ ≤ 1 and s ≥ 0. Suppose that there are
numbers a, c, r0 > 0 such that for all 0 < r ≤ r0 we can find a Borel measure µr supported
by F with µr(F ) ≥ a, such that
µr(U) ≤ c|U |s (1.1)
for all Borel sets U ⊆ Rd with r ≤ |U | ≤ rθ. Then dimθ F ≥ s.
Proof. Let {Ui} be a cover of F such that r ≤ |Ui| ≤ rθ for all i. We may clearly assume
the Ui are Borel (even closed). Then
a ≤ µr(F ) ≤ µr
(⋃
i
Ui
)
≤
∑
i
µr(Ui) ≤ c
∑
i
|Ui|s,
so that
∑
i |Ui|s ≥ a/c > 0 for every admissible cover and therefore dimθ F ≥ s.
Lemma 1.3. For bounded F ⊆ Rd and θ ∈ (0, 1), we have
dimθ F ≥ dimA F − dimA F − dimBF
θ
.
Proof. Fix θ ∈ (0, 1) and assume that dimBF > 0, since otherwise there is nothing to prove.
Let
0 < s < dimBF ≤ dimA F < t <∞
and r ∈ (0, 1) be given. Since s < dimBF , there exists a constant C0 such that there
is an r-separated set of points in F of cardinality at least C0r
−s. Let µr be a uniformly
distributed probability measure supported on this set of points.
Let U ⊆ Rd be a Borel set with |U | = rγ for some γ ∈ [θ, 1]. Since dimA F < t, there
exists a constant C1 such that U intersects at most C1(r
γ/r)t points in the support of µr.
Therefore
µr(U) ≤ C1r(γ−1)tC−10 rs = C1C−10 |U |(γt−t+s)/γ ≤ C1C−10 |U |(θt−t+s)/θ,
which, using Lemma 1.2, implies that
dimθ F ≥ (θt− t+ s)/θ = t− t− s
θ
.
Letting t→ dimA F and s→ dimBF yields the desired result.
It follows from this lemma that if dimBF = dimA F , then dimθ F = dimBF = dimA F
for all θ ∈ (0, 1) and, moreover, that dimθ F → dimBF as θ → 1. In contrast, it was shown
in [7] that dimθ F does not necessarily approach dimH F as θ → 0.
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2 Examples
2.1 Countable sets
Fix p > 0, and let Fp = {n−p : n ∈ N}. It is straightforward to show that
dimH Fp = 0 < dimB Fp =
1
1 + p
< dimA Fp = 1.
Moreover, it was shown in [15, Corollary 6.4] that
dimθA Fp = min
{
1
(1 + p)(1− θ) , 1
}
and in [7, Proposition 3.1] that
dimθ Fp =
θ
θ + p
,
see Figure 3. Therefore these simple examples provide a clear exposition of dimension in-
terpolation in action, noting that genuine continuous interpolation between the dimensions
considered is achieved in each case.
Figure 3: Plots of dimθA Fp (red) and dimθ Fp (solid blue) as functions of θ for different
values of p. On the left, p = 4, in the centre p = 1, and on the right p = 1/10. For
reference, the general lower bounds from Lemma 1.3 for the intermediate dimensions are
shown as a dashed blue line. The general upper bounds from Lemma 1.1 for the Assouad
spectrum are achieved.
2.2 Self-affine sets
One of the most natural and important families of set which exhibit distinct Hausdorff, box
and Assouad dimensions are the self-affine carpets introduced by Bedford and McMullen
[1, 26]. These sets are constructed as follows. Divide the unit square [0, 1]2 into an m× n
grid, for integers n > m ≥ 2, and select a collection of N ≥ 2 rectangles formed by the grid.
Label the rectangles 1, . . . , N and, for each rectangle i, let Si denote the affine map which
maps [0, 1]2 onto i by first applying the map (x, y) 7→ (x/m, y/n) and then translating. The
Page 9 J. M. Fraser
Bedford-McMullen carpet is defined to be the unique non-empty compact set F satisfying
F =
N⋃
i=1
Si(F ),
see Figure 4. The fact that this formula defines such a set uniquely is a well-known result
in fractal geometry concerning iterated function systems, see [6, Chapter 9] for the details.
In order to state known dimension formulae for F , let M ∈ [1,m] denote the number of
distinct columns in the grid containing chosen rectangles i, Cj ∈ [1, n] denote the number
of chosen rectangles in the jth column for j ∈ {1, . . . ,M}, and Cmax = maxj Cj . Bedford
and McMullen independently computed the box and Hausdorff dimensions of F in 1984
[1, 26] and the Assouad dimension was computed by Mackay in 2011 [24]. The respective
formulae are
dimH F =
log
∑
j C
logm/ logn
j
logm
,
dimB F =
logM
logm
+
log(N/M)
log n
,
and
dimA F =
logM
logm
+
logCmax
log n
.
Note that if Cj < Cmax for some j, then the Hausdorff, box and Assouad dimensions are all
distinct. This is called the non-uniform fibres case and is the case of interest. In fact, in the
uniform fibres case, the three dimensions coincide. Therefore, from now on we restrict our
attention to the non-uniform fibres setting, where computation of the Assouad spectrum
and intermediate dimensions is relevant. It was recently proved in [16, Corollary 3.5] that,
for θ ∈ (0, logm/ log n],
dimθA F =
logM − θ log(N/Cmax)
(1− θ) logm +
log(N/M)− θ logCmax
(1− θ) log n
and for θ ∈ [logm/ log n, 1)
dimθA F = dimA F,
see Figure 4. In particular, a single phase transition occurs at θ = logm/ log n, and a short
calculation reveals that this is strictly greater than
1− dimBF
dimA F
which is where the single phase transition occurs in the general upper bound from Lemma
1.1. Therefore, the general upper bound for dimθA F is never achieved by a Bedford-
McMullen carpet in the non-uniform fibres setting.
The intermediate dimensions of F were considered in [7], where it was established that
dimθ F → dimH F as θ → 0. Recall that this ‘genuine interpolation’ is not satisfied for all
sets. A precise formula for dimθ F currently seems out of reach, but the following bounds
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were established in [7, Propositions 4.1 and 4.3], see Figure 4. For 0 < θ <
(
logm
2 logn
)2
we
have the upper bound
dimθ F ≤ dimH F +
2(logCmax) log
(
logn
logm
)
−(log n) log θ ,
which importantly establishes dimθ F → dimH F as θ → 0, but only improves on the trivial
bound of dimθ F ≤ dimB F for very small values of θ. For example, for the carpet considered
in Figure 4 this improvement is only achieved for θ smaller than around 10−13. Also, for
all θ ∈ (0, 1) we have the lower bound
dimθ F ≥ dimH F + θ logN − h
logm
,
where
h = −m− dimH F
∑
j
C
logm/ logn
j
((
logm
log n
− 1
)
logCj − dimH F logm
)
is the entropy of the McMullen measure. A short calculation shows that 0 < h ≤ logN
with h = logN if and only if F has uniform fibres. Therefore, in the non-uniform fibres
case we have dimH F < dimθ F for all θ ∈ (0, 1). This lower bound improves on the general
lower bound from Lemma 1.3 for the carpet considered in Figure 4 for θ ≤ 0.96. In the
absence of a precise formula, we ask the following questions.
Question 2.1. For F a Bedford-McMullen carpet with non-uniform fibres, is it true that
dimθ F < dimB F for all θ ∈ (0, 1)? Moreover, is it true that dimθ F is strictly increasing,
differentiable, or analytic?
Figure 4: Left: an example of a self-affine carpet F where n = 3, m = 2, N = 3, M = 2,
C1 = 2, C2 = 1 and Cmax = 2. Centre: a plot of dim
θ
A F (solid blue) as a function of θ.
For reference, the general upper and lower bounds for the Assouad spectrum from Lemma
1.1 are shown as dashed blue lines. Right: plots of the upper and lower bounds for dimθ F .
The phase transition in the lower bound comes from the bounds established in [7] switching
with the general bounds from Lemma 1.3.
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2.3 Self-similar sets and random sets
The examples discussed so far (the countable sets, and self-affine carpets with non-uniform
fibres) are particularly well-suited to the models of interpolation we discuss in this article.
In particular, the Hausdorff, box, and Assouad dimensions are all distinct, and the interme-
diate dimensions and Assouad spectrum achieve genuine interpolation between these three
dimensions. Recall that this is not always the case. Here we discuss two natural families
of sets, for which the desired interpolation is not achieved: self-similar sets with overlaps,
and Mandelbrot percolation.
We restrict our attention to self-similar sets in R, but interesting questions remain open
in higher dimensions. Let {Si}i be a finite collection of contracting orientation preserving
similarities mapping [0, 1] into itself. That is, for each i, there are constants ci ∈ (0, 1) and
ti ∈ [0, 1− ci] such that Si is given by Si(x) = cix+ ti. Similar to the setting of self-affine
carpets, there exists a unique non-empty compact set F ⊆ [0, 1] satisfying
F =
⋃
i
Si(F ).
Such sets F are known as self-similar, see [6, Chapter 9]. It is well-known that if there exists
a non-empty open set U ⊆ [0, 1] such that ∪iSi(U) ⊂ U and the sets Si(U) are pairwise
disjoint, then
dimH F = dimB F = dimA F = s
where s ∈ (0, 1] is the unique solution to Hutchinson’s formula ∑i csi = 1. In particular, this
‘separation condition’, known as the open set condition (OSC), guarantees that the pieces
Si(F ) do not overlap and thus the images of F under iterates of the defining maps directly
give rise to efficient covers of F , facilitating calculation of dimension. It also guarantees
sufficient homogeneity to ensure equality of the three dimensions we discuss. In particular,
self-similar sets satisfying the OSC are not interesting from our dimension interpolation
perspective. However, if the OSC fails, then the Assouad dimension can strictly exceed the
box dimension, see [9, 12]. On the other hand, the Hausdorff and box dimension always
coincide for self-similar sets, see [5, Corollary 3.3]. Thus, the natural object to consider
here is the Assouad spectrum. The following result was proved by Garc´ıa and Hare in 2017,
see [17, Corollary 3].
Theorem 2.2. Let F ⊆ R be a self-similar set. Then for all θ ∈ (0, 1)
dimθA F = dimB F.
In particular, this result implies that genuine interpolation between the box dimension
and the Assouad dimension is not achieved for self-similar sets in the line whose Assouad
dimension strictly exceeds its box dimension. It remains open whether this is true for
self-similar sets in higher dimensions.
Mandelbrot percolation is a natural random process giving rise to fractals which are
statistically self-similar, see [6, Section 15.2]. We begin with the unit cube M0 = [0, 1]
d, a
fixed integer m ≥ 2, and a probability p ∈ (0, 1). At the first step of the construction we
divide M0 into m
d (closed) cubes of side length m−1 and for each cube we independently
choose to ‘keep it’ with probability p, or ‘throw it away’ with probability (1 − p). We let
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M1 be the collection of kept cubes and we then repeat this process inside each kept cube
independently, denoting the collection of kept cubes at stage n by Mn. The limit set is then
defined by M = ∩nMn, see Figure 1 for an example with d = m = 2. It is well-known that
if p > m−d, then M is non-empty with positive probability. Moreover, if we condition on
M being non-empty, then
dimHM = dimBM = d+
log p
logm
∈ (0, d) (2.1)
almost surely. It was shown in [13, Theorem 5.1] that, conditioned on M being non-empty,
dimAM = d
almost surely, and therefore it is natural to consider the Assouad spectrum of M . However,
it was proved in [16, 28, 30] that, conditioned on M being non-empty, almost surely
dimθAM = dimBM (2.2)
for all θ ∈ (0, 1). Therefore, again we see that genuine interpolation between the box
dimension and Assouad dimension is not achieved by the Assouad spectrum for Mandelbrot
percolation. However, using the finer analysis introduced in [15] and discussed in Section
1.1, it is possible to observe the interpolation by considering dimφAM for different functions
φ. Troscheit proved the following dichotomy in [29].
Theorem 2.3. If
log(R/φ(R))
log | logR| → 0
as R→ 0, then, conditioned on M being non-empty, almost surely
dimφAM = d = dimAM.
Moreover, if
log(R/φ(R))
log | logR| → ∞
as R→ 0, then, conditioned on M being non-empty, almost surely
dimφAM = dimBM = d+
log p
logm
.
Note that this result implies (2.2) by considering φ(R) = R1/θ and (2.1) by considering
φ(R) = R. A similar dichotomy, with the same threshold on φ, was obtained in a different
random setting in [19]. The Assouad spectrum of random self-affine carpets was considered
in [14].
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3 Applications: bi-Lipschitz and bi-Ho¨lder distortion
A key aspect of this new perspective in dimension theory is in its applications. The idea is
that if we can interpolate between two given dimensions in a meaningful way, then we will
get strictly better information than when the dimensions are considered in isolation. This
better information should, in turn, yield stronger applications.
A common application of dimension theory is derived from the fact that dimensions
are often invariant, or approximately invariant in a quantifiable sense, under a family of
transformations. For example, the Hausdorff, box and Assouad dimensions are all invariant
under bi-Lipschitz maps and therefore provide useful invariants in the problem of classifi-
cation up to bi-Lipschitz image. The Assouad spectrum and intermediate dimensions are
also invariant under bi-Lipschitz maps and therefore provide a continuum of invariants in
the same context. Recall that an injective map f : X → Rd is bi-Lipschitz if there exists a
constant C ≥ 1 such that for all distinct x, y ∈ X
C−1|x− y| ≤ |f(x)− f(y)| ≤ C|x− y|. (3.1)
Here we assume that X is a bounded subset of Rd. In particular, for such f we have
dimθAX = dim
θ
A f(X) and dimθX = dimθ f(X)
for all θ ∈ (0, 1). This was proved for the Assouad spectrum in [15] and we prove it for the
intermediate dimensions here.
Lemma 3.1. For any bounded set X ⊆ Rd and bi-Lipschitz map f : X → Rd, we have
dimθX = dimθ f(X) for all θ ∈ (0, 1).
Proof. Let s > dimθX and ε > 0. It follows that there exists a cover {Ui} of X with
|Ui| ≤ |Uj |θ for all i, j such that
∑
i |Ui|s < ε. It follows that {f(Ui)} is a cover of f(X)
and that |f(Ui)| ≤ C|Ui| ≤ C|Uj |θ ≤ C1+θ|f(Uj)|θ for all i, j, where C is the constant from
(3.1). Let δ = infj |f(Uj)|. For all i such that δθ < |f(Ui)| ≤ C1+θδθ, cover the set f(Ui)
with balls of diameter δθ and replace the covering set f(Ui) by these balls. Note that we
can always do this with fewer than cdC
d(1+θ) balls where cd ≥ 1 is a constant depending
only on d. This yields an allowable cover {Vl} of f(X) and we have∑
l
|Vl|s ≤ cdCd(1+θ)
∑
i
Cs|Ui|s ≤ cdCd(1+θ)+sε
which proves dimθ f(X) ≤ dimθX by letting s → dimθX. The reverse inequality follows
by replacing f by f−1 in the above.
An immediate consequence of the bi-Lipschitz invariance of the Assouad spectrum is
that if F1 and F2 are Bedford-McMullen carpets associated with m1×n1 and m2×n2 grids,
respectively, and there exists a bi-Lipschitz map between F1 and F2, then
logm1
log n1
=
logm2
log n2
.
This is because this ratio corresponds to the phase transition in the spectrum, and is
therefore a bi-Lipschitz invariant. This is not at all surprising, but serves as a simple
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example of the spectrum yielding applications which are not immediate when considering
the dimensions in isolation. Classification of self-affine sets up to bi-Lipschitz equivalence
is an interesting problem, see [22].
Bi-Ho¨lder maps are a natural generalisation of bi-Lipschitz maps where more distortion
is allowed. We say an injective map f : X → Rd is (α, β)-Ho¨lder, or bi-Ho¨lder, for 0 < α ≤
1 ≤ β <∞ if there exists a constant C ≥ 1 such that for all distinct x, y ∈ X
C−1|x− y|β ≤ |f(x)− f(y)| ≤ C|x− y|α.
We note that being (1, 1)-Ho¨lder is the same as being bi-Lipschitz. Dimensions are typically
not preserved under bi-Ho¨lder maps, but one can often control the distortion. For example,
if dim is the Hausdorff, or upper or lower box dimension, and f is (α, β)-Ho¨lder, then
dimX
β
≤ dim f(X) ≤ dimX
α
, (3.2)
see [6, Proposition 3.3]. Notably, the Assouad dimension does not satisfy such bounds, see
[23, Proposition 1.2]. The Assouad spectrum, which is inherently more regular than the
Assouad dimension, can be controlled in this context but the control is more complicated
than (3.2). The following lemma is adapted from [15, Proposition 4.7].
Lemma 3.2. Suppose f : X → Rd is (α, β)-Ho¨lder. Then, for all θ ∈ (0, 1),
1− βθ/α
β(1− θ) dim
βθ/α
A X ≤ dimθA f(X) ≤
1− αθ/β
α(1− θ) dim
αθ/β
A X
where dim
βθ/α
A X is taken to equal 0 if βθ/α ≥ 1.
In order to motivate this result, we consider the winding problem. Given p ≥ 1, let
Sp = {x−p exp(ix) : 1 < x <∞}
which is a polynomially winding spiral with focal point at the origin. The winding problem
concerns quantifying how little distortion is required to map (0, 1) onto Sp. For example, if
x−p is replaced by e−cx for some c > 0, it is possible to map (0, 1) onto the corresponding
spiral via a bi-Lipschitz map, see [21]. However, this is not possible for the spirals Sp,
see [8]. Therefore, it is natural to consider bi-Ho¨lder winding functions, and attempt to
optimise the Ho¨lder exponents.
Here there is a possible application of dimension theory: if the dimensions of Sp can be
computed, and strictly exceed 1, then (3.2) (or similar) will directly lead to bounds on the
possible Ho¨lder exponents for winding functions f : (0, 1)→ Sp. However, since Sp can be
broken up into a countable collection of bi-Lipschitz curves, it follows that dimH Sp = 1.
Moreover, it was proved in [10] that dimB Sp = 1. In particular, we also have dimθ Sp = 1.
This does not follow from the countable decomposition since box dimension is not countably
stable. Therefore, neither the Hausdorff nor box dimensions give any information on the
Ho¨lder exponents. It was proved in [10] that dimA Sp = 2, but despite this being strictly
greater than dimA(0, 1) = 1, we also get no information from the Assouad dimension since
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the change in dimension cannot be controlled by the Ho¨lder exponents. It was proved in
[10] that
dimθA Sp = 1 +
θ
p(1− θ)
for 0 < θ < p1+p , and
dimθA Sp = 2
for p1+p ≤ θ < 1, see Figure 5. Therefore, since we do have some control on how the
Assouad spectrum distorts under bi-Ho¨lder maps, this dimension formula does yield non-
trivial information. Specifically, we get that if f : (0, 1) → Sp is an (α, β)-Ho¨lder map,
then
α ≤ pβ + β
p+ 2β
. (3.3)
This follows by applying the first inequality in Lemma 3.2 to f−1 for θ = αp/(βp+ β). In
particular, if β = 1, then α ≤ p+1p+2 < 1, which is a stronger, quantitative, analogue of the
fact that (0, 1) cannot be mapped to Sp via a bi-Lipschitz map.
It turns out that the bounds (3.3) are not sharp. The sharp relationship between α and
β is given by
α ≤ pβ
p+ β
,
see [10] and Figure 6. We note the amusing resemblance of this relationship to that of
Sobolev conjugates. Recall the Sobolev embedding theorem which says that, for 1 ≤ p < d,
one has
W 1,p(Rd) ⊂ Lq(Rd)
where q is defined by
p =
dq
d+ q
,
that is, q is the Sobolev conjugate of p.
Figure 5: Plots of dimθA F (solid blue) as a function of θ. On the left p = 2 and on the right
p = 10. For reference, the general upper and lower bounds for the Assouad spectrum from
Lemma 1.1 are shown as dashed blue lines.
Page 16 J. M. Fraser
Figure 6: Left: a plot of the upper bounds for α as a function of p where β = 1 is fixed. The
sharp upper bound is shown in blue and the upper bound given by the Assouad spectrum
is shown in red. Right: a plot of the upper bounds for α as a function of β where p = 2 is
fixed. The sharp upper bound is shown in blue and the upper bound given by the Assouad
spectrum is shown in red.
A further application of the Assouad spectrum in this context is that dimθA Sp, dis-
tinguishes spirals with different winding rates p. Note that this is not achieved by the
Hausdorff, box, or Assouad dimensions, since these (somewhat surprisingly) do not de-
pend on p. In particular, the Assouad spectrum shows that Sp and Sq are not bi-Lipschitz
equivalent for p 6= q.
4 Further remarks
We note that the Assouad spectrum of the spirals considered in the previous section exhibits
a single phase transition at pp+1 . Similar to the self-affine carpets, it is easy to see that this
phase transition occurs strictly to the right of the phase transition in the general upper
bound, provided p > 1, and therefore the general upper bound is not realised by these
spirals. This gives rise to a similar form for the spectrum of the carpets and the spectrum
of the spirals. We observe that this similarity goes a little deeper. In fact, in both cases we
have the formula
dimθAE = min
{
dimBE +
(1− ρ)θ
(1− θ)ρ (dimAE − dimBE) , dimAE
}
, (4.1)
where ρ is a constant which holds particular geometric significance for the object E. Specif-
ically, for carpets ρ = logmlogn , and for spirals ρ =
p
p+1 . Also note that ρ is the value of θ at
which the unique phase transition occurs. In both cases ρ captures some fundamental scal-
ing property of the set. For carpets, the kth level rectangles in the standard construction
of F are of size m−k × n−k and therefore ρ is the “logarithmic eccentricity”. For spirals,
the kth revolution, given by
{x−p exp(ix) : 1 + 2pi(k − 1) < x ≤ 1 + 2pik},
Page 17 J. M. Fraser
has diameter comparable to k−p, while the distance between the end points (or, outer
radius minus inner radius) is comparable to k−(p+1). These are fundamental measurements
considered in the winding problem, see [10], and measure how big the kth revolution is and
how tightly it is wound, respectively. Again the “logarithmic eccentricity” is
log (k−p)
log
(
k−(p+1)
) = p
p+ 1
= ρ.
We wonder if this is a coincidence, or whether it is reflective of a more general phenomenon.
It would be interesting to identify other natural classes of set for which this formula holds
for a particular choice of “fundamental ratio” ρ. Finally, we note that the Assouad spectrum
does not generally satisfy an equation of the form (4.1), see [11, 15, 16].
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