INTRODUCTION
Stochastic optimization problems pose unique challenges in how they are represented mathematically. These problems arise in a number of different communities, often in the context of problems that introduce specific computational characteristics. As a result, a number of contrasting notational styles have evolved, which complicate our ability to communicate research across communities. This is particularly problematic in the general area of multistage, stochastic optimization problems, where different communities have made significant algorithmic contributions, which have applications to a wide variety of problems.
The range of problems that can be modeled as stochastic, dynamic optimization problems is vast. Examples of major problem classes include:
• Optimization over Stochastic Graphs. This is a fundamental problem class that addresses the problem of managing a single entity in the presence of different forms of uncertainty with finite actions.
• Dynamic Resource Allocation Problems.
These include scheduling people and machines, routing vehicles, managing inventories, and investing in new facilities and technologies. These problems arise in supply chain management, personnel management, health care, military operations, agriculture, and energy.
• Demand Management. These problems include booking strategies for airlines, hotels, hospitals, vendor-managed inventories, and incentives to control the demand for energy.
• Management of Financial Portfolios.
These include how a portfolio should be spread over different investments to strike a balance between risk and return • R&D Portfolio Problems. These include how research and development portfolios should be managed to reach specific technological goals; what investment strategy to pursue to ensure that we will meet government targets for renewable energy in 30 years. These decisions need to be made in the presence of uncertainty about prices, climate, technology, and government policy.
• Pricing Problems. These include how products and services should be priced to maximize total revenue.
• Engineering Control Problems. These include how much CO 2 should we release into the atmosphere; what time window should one commit to for providing service; at what speed should you fly your aircraft and so on.
• Sensor Management Problems. These include how to manage a team of technicians collecting information about the presence of disease in the population, the concentration of pollution or radiation in the atmosphere, or the concentration of pollutants in the water.
These problems are hardly exhaustive, but hint at the range of applications and types of complexities that we might encounter. In all of these problems, we face the challenge of making decisions sequentially, in that we make a decision, and then observe information that we did not know when we made the first decision. We then get to make another decision, after which we see more information. The goal is to make decisions over time that achieve some objective.
There are several ways to model these problems, and different communities have evolved modeling and algorithmic strategies to deal with specific problem classes. For example, the simulation community typically uses myopic policies (rules that do not directly consider the impact of decisions now on the future), which might depend on one or more tunable parameters. For example, a (q, Q) inventory policy orders new product if the inventory falls below q, and places an order to bring the total inventory up to Q. In this case, q and Q are tunable parameters, which can be optimized to find the best policy, indirectly taking into account the impact of decisions now on the future.
The Markov decision process (MDP) community assumes that we can represent our system as being in a state s at time t. If we choose action a, then we let p(s |s, a) be the probability that we then land in state s . If C(s, a) is the contribution (reward) we earn if we choose action a when in state s, then we can find the best action by solving Bellman's optimality equation given by
where γ is a discount factor. We are assuming that we are maximizing total discounted contributions over an infinite horizon. The challenge is computing the value V(s) for each (discrete) state s. There are powerful algorithms for solving this problem, but they require enumerating the set of potential states. While there are many problems that can be solved with this strategy, the method breaks down when s consists of a vector of elements. This produces the well-known curse of dimensionality of dynamic programming.
Approximate dynamic programming (ADP) is both a modeling and algorithmic framework for solving stochastic optimization problems. Most of the literature has focused on the problem of approximating V(s) to overcome the problem of multidimensional state variables. In addition to the problem of multidimensional state variables, there are many problems with multidimensional random variables, and multidimensional decision variables (most commonly referred to as actions in the dynamic programming community, or controls in the engineering literature). These three challenges make up what have been called the three curses of dimensionality.
It is important in any presentation on dynamic programming to acknowledge the different communities that have contributed to the field. The challenge of making good decisions over time in the presence of uncertainty arises in a number of fields, and as a result it is not surprising to see similar ideas being developed under different notational systems and different vocabularies. These communities include:
• Although the roots of ADP can be traced to early work by Bellman [1] , the ideas evolved independently within different fields, notably the early work on training computers to play games [2, 3] and the work in control theory [4] [5] [6] . The work in computer science evolved under the name ''reinforcement learning,'' where the first published use of this term is in Ref. 7 (the roots of this work can be found in Minsky's Ph.D. dissertation [8] ; see also Ref. 9) . Reinforcement learning as a field did not really emerge until the 1980s with Barto et al. [10] , followed by numerous contributions by Sutton and Barto through the 1980s, eventually leading to their ground breaking book [11] . Work in control theory took place under a variety of names, including reinforcement learning, adaptive dynamic programming and (later) ADP, with important early contributions by Paul Werbos [4] [5] [6] 12] . The seminal book by Bertsekas and Tsitsiklis [13] introduced the term neurodynamic programming, but it appears that this term is being replaced with ADP (see for example, Ref. 14, Chapter 6).
While ADP in its various forms really accelerated in the 1990s in computer science and control theory, there was relatively little attention given to ADP in the operations research community until after 2000. One of the earliest papers in the operations research literature to explicitly use the term approximate dynamic programming is Ref. 15 , although others have done similar work under different names such as adaptive dynamic programming [16] [17] [18] . Methods for handling vector-valued decision variables in a formal way using the language of dynamic programming appear to have emerged quite late (see in particular, Ref. 19) , although other authors have used specialized techniques from math programming to solve multistage stochastic optimization problems. Pereira and Pinto [20] in particular, introduce the idea of using Benders cuts to overcome the curse of dimensionality in dynamic programming (see also Ref. 21, Chapter 11) . This idea has enjoyed a substantial literature (see Birge and Louveaux [22] , Higle and Sen [23] ), but these have evolved independently of the ADP community.
From this discussion, we feel that any discussion of ADP has to acknowledge the fundamental contributions made within computer science (under the umbrella of reinforcement learning) and control theory. The one dimension that these communities largely ignored was problems that involved high-dimensional decision variables, which are common in operations research. The first book to bridge the gap with mainstream operations research in a thorough way did not appear until Powell [21] .
MODELING A STOCHASTIC OPTIMIZATION PROBLEM
Before we can solve a problem, we have to model it. In this section, we review the five fundamental dimensions of a stochastic, dynamic systems, which include: (i) states, (ii) actions/decisions/controls, (iii) exogenous information/random variables, (iv) transition function, and (v) objective function. We use this presentation to review the different notational systems used by different communities.
States
It is with some surprise that we have found that few authors attempt to actually define a state variable. Powell [21] offers the following definition: Definition 2.1. A state variable is the minimally dimensioned function of history that is necessary and sufficient to compute the decision function, the transition function, and the contribution function.
This definition is familiar to researchers in control theory (in particular, in electrical engineering). The modifier ''minimally dimensioned'' is intended to restrict the state variable to all the information needed, but only the information needed, so that it is as compact as possible.
The MDP framework, used in both computer science and operations research, uses s for state, or S t for the random variable describing the state at time t. Control theorists use x. Most applications involve modeling a physical state (the status of a piece of equipment, the amount of products in different inventories), but many problems require modeling an information state (information used to make a decision), and for some applications, a belief state (when we are unsure about the actual state of our system).
Decisions/Actions/Controls
We might refer to action a (MDPs), control u or decision x. While it is easy to view these as different variable names for the same quantity, it is also the case that these communities tend to work on different types of problems. Although exceptions abound, in most cases a refers to a relatively small (that is, easy to enumerate) set of discrete actions; the control u is typically a low-dimensional (e.g., 1-10) continuous vector (density, pressure, velocity, acceleration, price); and the decision vector x in operations research is often very high-dimensional, with hundreds to tens of thousands of dimensions.
We defer until later the problem of determining how to make a decision, other than to say that we will ultimately look for a policy π , which is a rule (or function) for determining a decision using the information in the state variable S t . We might use π to represent this rule, or a function A π (S t ) to determine the action a t or X π (S t ) to determine the decision x t . We let be the set of all possible policies (or functions), which takes on different meanings as we give a policy structure in a specific setting.
Exogenous Information
We are typically interested in problems that are driven by some sort of exogenous information process. This might come from a physical system (observed prices or rainfall) or a probability distribution. These are modeled as random variables, but there is an important distinction between whether the underlying probability distribution is known or not.
While communities have standard notation for states and actions, we are unaware of any standard notation for exogenous information. The MDP community typically does not explicitly model exogenous information, preferring the more compact representation of the one-step transition function p(s |s, a). In control theory, we often see w t for random information. Given the preference of the applied probability community to use capital letters for random variables, we use W t as our generic notation for random information.
A separate modeling issue for discretetime models is the modeling of time. In a continuous-time model, W t would represent information arriving between t and t + dt. For discrete-time problems, there are many authors who would let W t be new information (about rainfall, changes in prices, new demands) arriving between t and t + 1, but this means that at time t, W t is random. We prefer the convention, widely used in the applied probability community, that W t represents information arriving between t − 1 and t. With this convention, any variable indexed by t is known at time t.
We let ω represent a sample path (W 1 , W 2 , . . .) where ω ∈ . To finish the formalism, we let F be the sigma-algebra on (the set of events), and let P be a probability measure on ( , F). Finally, because information evolves, over time, we let F t be the sigma-algebra generated by the variables (W 1 , . . . , W t ), which implies that F t ⊆ F t+1 is a sequence of filtrations. We can use this notation to express the dependence of state variables and decisions on information that has arrived prior to time t.
There are instances where it is useful to provide an explicit model of the history. For this purpose, we can define H t = The history of the process, consisting of all the information known through time t, = (W 1 , W 2 , . . . , W t ), H t = The set of all possible histories through time t, {H t (ω)|ω ∈ }, h t = A sample realization of a history,
In the stochastic programming community, it is common to model uncertainty through scenario trees, which represent the branching of outcomes as new information becomes available. Imagine all the outcomes ω ∈ (h t ), which correspond to a common history h t at time t. We can model this juncture as a node n ∈ N, where each node n captures a particular history at a point in time. All the outcomes that meet at node n follow a common path (corresponding to the history h t ). Rather than use an explicit model of time, the modeling of scenario trees typically refers to predecessor nodes and successor nodes. A decision made at node n of the tree has to depend on the information up to that juncture. This representation does not use the concept of a state variable, where outcomes with different histories can lead to the same state.
It is interesting to contrast the use of scenario trees in stochastic programming with state variables in dynamic programming. A node in a scenario tree corresponds to an entire history. Not surprisingly, scenario trees grow exponentially in size as the number of time periods increases. For this reason, there is a literature addressing the problem of generating scenario trees, which capture desirable properties with a minimum number of outcomes [24] [25] [26] . It is perhaps interesting that the stochastic programming community, which focuses primarily on problems with multidimensional decisions x t , views dynamic programming as a method that is limited to small problems (due to the ''curse of dimensionality'') when in fact scenario trees suffer from a similar curse of dimensionality when representing exogenous information processes.
In practice, scenario trees are used most often when the history of a process plays an important role. Although the history can be easily added to a state variable, the result is an extremely large state space where there may be a unique state for each sample path (which shares a common history). We note that scenario trees are generated prior to solving the problem, which means that this method of modeling uncertainty is unable to handle problems where the exogenous outcome depends on a prior decision. For example, we may be modeling random prices to determine the value of an asset. If we sell more, the prices may drop. For such problems, we cannot generate scenario trees in advance.
The Transition Function
There are different styles for modeling how the system evolves over time. The convention in operations research is to use systems of equations, such as
In the MDP community, the evolution of the system is described using the one-step transition matrix p (s |s, a) .
In the control theory community, it is common to define a function that maps state, action, new information to new state, as in
The function S M (·) goes under many names such as plant model (literally, the model of a physical production plant), plant equation, law of motion, transfer function, system dynamics, system model, transition law, and transition function. We use ''transition function,'' but adopt notation that captures the widely used term system model. Transition functions are typically straightforward to specify (with exceptions as we note below), although in many engineering applications, they can be quite complex. For this reason, it is common practice to specify the existence of a transition function when modeling a problem without actually writing out the details. This contrasts sharply with writing out systems of linear equations such as Equation (2), where all the details of the transition are fully specified.
It is often overlooked that the one-step transition matrix is actually an expectation, since it can be derived directly from the transition function as follows:
The problem with one-step transition matrices is that they tend to be extremely large, measuring the number of states times the number of states times the number of actions. One-step transition matrices have enjoyed a rich history in the literature for MDPs, where they have facilitated an elegant theory. But in practice, it is only an extremely narrow class of problems where they can actually be computed.
Objective Function
The final dimension of our model is the objective function. We might minimize a cost or maximize a contribution (or reward). Assuming that we are maximizing, we define C(S t , a t ) = Contribution received for being in state S t and taking action a t .
The contribution might be a random variable, which we would then write as C(S t , a t , W t+1 ). In many applications, we observe the next state S t+1 but do not explicitly observe W t+1 , in which case we may write the contribution as C(S t , a t , S t+1 ). In either case, C(S t , a t ) would be the expected contribution. The most common assumption is that we are maximizing total discounted rewards over a finite or infinite horizon, which we would write as
where γ is a discount factor. It is very common to let T → ∞ and solve for a steadystate policy, but for other problems, solving undiscounted, finite-horizon problems is the standard model. We note that we are assuming that our objective function can be written in the form of additive rewards. We let A π (S t ) be a function, parameterized in some way by π ∈ , that determines the action a t given the information in the state S t . Our goal is to find the best policy, which means solving
Solving this optimization problem directly, even for very simple problems, is computationally intractable. The breakthrough of dynamic programming is realizing that this problem can be solved using Bellman's optimality equation (see Ref. 27 for a modern and thorough discussion of this field), which can be written as
where S t+1 = S M (S t , a, W t+1 ). For steadystate problems, we let V t (S) = V t+1 (S) = V(S).If states are discrete (and there are not too many of them), the number of actions is not too large, and the expectation is easy to compute, then Equation (5) or (6) can be used to find the best action a for each state S, which gives us a lookup table representation of a policy. Unfortunately, only a small number of toy problems meet these criteria, which is what leads us to the field of ADP.
MAJOR PROBLEM CLASSES
ADP arises because of the computational difficulties in solving Bellman's equation. Now that we have our modeling framework in place, we can discuss more precisely about the nature of these complexities. There are three computational challenges that arise in the solution of Bellman's equation:
Finding the value function V(S) (or V t (S t ) for finite-horizon problems). 2. Computing the expectation. 3. Finding the best action.
The nature of these challenges arises from the characteristics of three variables: the state variable S t , the exogenous information variable W t , and the action a t /control u t /decision x t .
State variables can typically be divided between whether the state space is (i) discrete and easy to enumerate (up to thousands of states, but not millions), (ii) scalar and continuous, or (iii) a vector (whether it is discrete or continuous). Often, cases (ii) and (iii) are equivalent from a computational perspective, but scalar, continuous variables tend to offer special structure. The third case spans discrete vectors (how many cars of each model are in inventory), continuous vectors (how much money is invested in each investment choice), vectors of categorical attributes, and of course a mixture of all of these. There are many applications where the state variable is complicated by the need to retain some portion of the history of the process. When this happens, a common modeling strategy is to use scenario trees.
For the random vector W t , we are primarily interested in whether we can compute the expectation in Bellman's equation. Vectors of random variables may be easy if they are independent, and of course the problem is easiest when there are no autocorrelations linking observations over time. It is possible that the random information is simple, but we do not know the probability distribution. For example, the random variable may simply capture whether a person accepts a bid in an auction or not; the random variable is Bernoulli, but we do not know the probability distribution describing the person's behavior. It is also important to separate problems where W t is independent of all prior history; problems where W t depends on the state S t , and problems where W t depends on both the state S t and action x t .
For decisions, there may be a small number of discrete actions a, a single scalar decision, low-dimensional continuous vectors u, or high-dimensional continuous or discrete vectors x. For vector-valued actions, we typically need some sort of search algorithm such as a linear program or genetic algorithm to find x. The choice of algorithmic search strategy can have an impact on how we represent future events when making a decision.
The default way to handle any dynamic program is to discretize all the states and actions, and assume that we can compute expectations. When the number of states and actions is small enough to enumerate when discretized, and when we can compute expectations, we typically can solve Bellman's equation (Eq. 1) exactly using classical techniques [27] . If the state variable is a vector, discretizing it can produce an exponentially large number of states, a problem that is routinely referred to as the curse of dimensionality (a term coined by Bellman). The same problem arises with the information variable W and the action a/u/x. However, there are problems where W may be continuous, but where the expectation is still easy. There are other problems where the information may be fairly simple (e.g., the behavior of an opponent or the price of a stock), but where we do not know the distribution, and therefore, we cannot compute the expectation. Finally, there are problems where the decision variable is a vector, which makes it impossible to enumerate all the actions. When all three of these problems arise (vector-valued states, uncomputable expectation, and vector-valued decisions), we say that we have three curses of dimensionality.
TYPES OF POLICIES
The challenge of dynamic programming is finding a good rule for making decisions given a state. We refer to this rule as a policy. Policies come in a number of forms, and the precise form can play a major role in the design of an algorithm for finding a good policy. A policy is often denoted as π , which is a generic mapping from a state to an action. It is convenient to emphasize that this is really a function. If the action is a, we might designate the function as A π (S) for the action that we would take if we are in state S. If your action is x, we could use X π (S). We design our space of possible policies using π ∈ , but what this means computationally is very dependent on the nature of the policy (or decision function). Examples of policies include: 
This means finding the best assignment of resources now, without regard to the impact of these decisions on the future. We note that solving this problem may involve using a solver for linear, nonlinear, or integer programs, or using a heuristic search algorithm such as tabu search or genetic algorithms. . We could also optimize over a planning horizon T using
where point forecasts are used to make decisions over the horizon t, . . . , t + T.
We only use u t as our decision to implement right now. This strategy is also known as a receding horizon policy, or, in the control theory community, model-predictive control. Rolling horizon policies are mathematically equivalent to tree search, but are normally written in the context of multidimensional decision/control problems where a solver of some sort is used to solve the optimization problem.
Rolling Horizon Policies (Stochastic).
Classical rolling horizon policies use a point forecast of the future, but it is possible to use a stochastic model, which captures uncertainty in potential future events. This strategy is most popular in the stochastic programming community, which represents possible outcomes of future events as scenarios in a set t . An outcome ω ∈ t would be viewed as a set of potential events over time periods t, t + 1, . . . , t + T.
These problems have to be solved subject to constraints (known as nonanticipativity constraints in the stochastic programming community), which ensure that a decision x t does not see information that becomes available at time periods later than t . 9. Value Function Approximations. In this strategy, we use an approximation of the value function in Bellman's equation, where we would make a decision by solving
where V(S) is an approximation of the value of being in state S. The space of policies is the space of potential value function approximations.
Lookup tables are easy to visualize but require enumerating states and actions, so this is precisely the type of policy that is sensitive to curse of dimensionality issues. Finding the best parameters in a parameterized policy is a topic that has been widely studied in the literature known as simulation optimization [31] [32] [33] [34] where the techniques of stochastic search are used [35] . Rolling horizon policies have been viewed as a form of ADP (see Ref. 36 for a discussion of the relationship between ADP and model-predictive control), since they are in the same mathematical class as tree search algorithms and roll-out policies [30] .
ADP arises primarily when we are looking for a value function approximation that determines a decision using equations such as Equation (7). However, finding the best statistical model (policies of type 3 above) is also an important strategy in the ADP literature, where it is referred to as approximate policy optimization. This is particularly common in the control theory community where a policy is a neural network (literally, a statistical model). It can be argued that finding the best regression function (type 3) and finding the best value function (type 9) are mathematically equivalent (both produce functions that are determined by regression methods), but the computational issues are different. The problem of finding the best approximation of a policy is closest to policy iteration of dynamic programming, while finding the best value function approximation is closest to value iteration.
MODEL-FREE DYNAMIC PROGRAMMING
A topic that is very popular in computer science (in the reinforcement learning community) and engineering is a problem class that is referred to as model free. These applications arise in the context of more complex applications, but the term model free can take on different meetings in different settings. In a nutshell, model-free dynamic programming arises when we cannot compute a n t = max a (C(S n t , a)
There are three calculations implied in the solution of Equation (8): 1. computing S n t+1 = S M (S n t , a t , W t+1 (ω n )) using the transition function, 2. computing the expectation, and 3. computing the contribution function C(S n t , a).
There are many applications where we cannot compute some combination of these calculations. The most common are problems where we do not have an explicit transition function. Given the fact that many refer to this as the model, the lack of a model (transition function) resulted in algorithmic strategies, which address this dimension as model-free dynamic programming. These techniques apply equally to problems where we cannot compute the expectation, which can easily arise because observations are from an exogenous process where we do not know the underlying probability distribution. There are also problems where we do not have an explicit contribution (or reward or utility) function. These can arise when we are trying to mimic a human making decisions, where we do not know the precise utility function that guides the human.
The reinforcement learning community often requires a model-free framework since this community is frequently working on problems that involve mimicking human behavior. Model-free dynamic programming is so common, in fact, that authors feel that they have to explicitly state when an algorithm is model-based. The control theory community often encounters model-free applications when the physics of a particular problem (e.g., modeling a chemical plant) is simply too complex to represent as a mathematical model.
CLOSING REMARKS
The goal of this article was to outline a general strategy for modeling stochastic, dynamic problems. Designing effective policies is a difficult challenge, which requires taking advantage of the nature of a particular problem. ADP offers very general algorithmic framework for solving these problems. An introduction to this approach is given in Ref. 37 .
