We give an exposition of some of the basic results on singularities of plane algebraic curves, in terms of polynomials and formal power series.
of such singularities of plane curves, in terms of elementary commutative algebra. Although all the results described here are well-known, some of the arguments may be new.
In §1 we prove the weak Nullstellensatz, and show that an irreducible plane curve V (f ) ⊂ C 2 is smooth if and only if its coordinate ring C[X, Y ]/(f ) is integrally closed. In §2 we show that the formal power series ring
is a 2-dimensional factorial domain and establish the Weierstraß Division and Preparation Theorems. We also show that every square-free formal power series is equivalent to a polynomial after a formal change of coordinates. In we compute this for f a weighted homogeneous polynomial. In §5 we show that the codimension δ A of A in its integral closureĀ equals the codimension ideal, and so is generated by X − α, for some α ∈ C. Similarly M contains Y − β for some β ∈ C, and so M = (X − α, Y − β).
This theorem can be generalized as follows.
Let R be a domain in which the intersection of the maximal ideals is 0, and let M be a maximal ideal in R [X] . Then M ∩ R is a maximal ideal in R, and the intersection of all the maximal ideals of R[X] is 0.
In the above argument we replace γ by a maximal ideal n of R which does not contain dh, X − γ by a nonzero element of n and ρ by the projection of Hence the first coordinate of any point of V (f ) ∩ V (g) is a root of h, and for each such root α the number of points in V (f ) ∩ V (g) with first coordinate α is bounded by dim C C[X, Y ]/(X − α, f, g). Since X − α does not divide both f and g this dimension is finite, and so V (f ) ∩ V (g) is finite.
More precisely, let h = Π 
Since C[X, Y ]/(f, g) is finite dimensional and hence Artinian, it is the direct sum of its localizations at maximal ideals, by Theorem 8.7 of [AM] . Thus 
and so is principal if and only if there is some t ∈ C such that M C = (f, t). In this case the images of f and
Conversely, if f ∈ M 2 then f X and f Y are in M , by an easy application of the Leibniz formula for derivatives of products, so (3) ⇒ (2). Moreover if (2) holds and M is any maximal ideal containing f then f ∈ M 2 .
Hence M C/((f ) + (M C) 2 ) is 1-dimensional and so M C/(f ) is principal, by Nakayama's Lemma again. Therefore (2) ⇒ (1).
The equivalence of (3) and (4) is an immediate consequence of the Nullstellensatz.
Corollary. V (f ) is smooth if and only if
The equivalence (1) ≡ (2) goes through with little change if polynomial, and ζ n a primitive n th root of unity. Since X n −1 (and hence Φ n ) has distinct roots over any field of characteristic prime to n, the only primes dividing Res(Φ n , Φ n ) are divisors of n. If n = mq with q = p r and (m, p) = 1
, and so
The equivalence (2) ≡ (3) holds if C is replaced by any perfect field. (The latter hypothesis is necessary. Let K be a field of characteristic p > 0 with an element b which is not a p th power. Then
In higher dimensions, Zariski showed that an algebraic variety over a perfect field is nonsingular if and only if its local rings are regular. (The notions "regular" and "integrally closed" are equivalent in the 1-dimensional case).
See [Em75] for a streamlined account of Zariski's work. §2. Power series
The localization of the polynomial ring C[X, Y ] at O is too small to reflect the topology adequately. For instance, Y 2 − X 2 (X + 1) is irreducible in
2 ) in C{X, Y }, the ring of germs of holomorphic functions at the origin O ∈ C 2 . (This is the ring of power series which converge on some neighbourhood of O). From the algebraic point of view it is natural to pass to the completion of this ring with respect to powers of its maximal ideal, which is the formal power series ring
The ring C[[X 1 , . . . , X n ]] of formal power series in n variables is a local domain, with maximal ideal M = (X 1 , . . . , X n ), residue field C and field of fractions C((X 1 , . . . , X n )). It is complete and Hausdorff with respect to the
. Then the following are equivalent: 
, and so we may write 1 as a finite sum 1 = ΣX −nj r j for some r j ∈ I and n j ≥ 0. Clearing denominators, we see that X n ∈ I for n ≥ n X .
Similarly, Y n ∈ I for n ≥ n Y . Hence M n ⊂ I for n ≥ n X + n Y − 1, and so
, and is 0 if and only if f is a unit. If f = 0 its initial term is the sum of the terms of total degree ν(f ), i.e., the lowest nonzero homogeneous part of f . In particular, if I is prime and 0 = I = M then I is principal. Thus
If f, g ∈ R[X] are polynomials there are unique polynomials q and r with r of degree < n such that f = gq + r, by polynomial long division. This may be extended to formal power series over complete local rings, by the Weierstrass Division Theorem. (The following argument is due to Gersten [Ge83] ).
Theorem 7.
[WDT] Let A be a complete local ring with maximal ideal M , such that
and extend this to a metric on
] is complete with respect to this metric. Define A-linear functions
given by the terms of h of degree < n in Y , and write h = E(h)Y n +F (h). Let
] is a complete metric space T has an unique fixed point q. Then E(P − Dq) = 0, so r = P − Dq is a polynomial of degree < n.
, and holds more generally in any noetherian local ring A, by Corollary 10.20 of [AM] . See also the 3rd edition of [La] for a short self-contained proof due to Manin.
The Weierstrass Preparation Theorem is a direct consequence. If A is a complete local ring a polynomial Theorem 8.
[WPT] Let A be a complete local ring with maximal ideal M , such that
which are uniquely determined by f .
Proof. We may writef = Y nv , where n is maximal andv is a unit in Samuel has shown that square-free formal power series are equivalent to polynomials, up to a formal change of coordinates. Suppose that f ∈ M 2 , and let J = (f X , f Y ). Then J contains some power of M , by Theorem 16, and so M 2k+1 ≤ M J 2 for some k ≥ 1. Let P be a polynomial in the coset f +M J 2 . (For instance, we may truncate F after terms of degree at most 2k). Then
and such that α(f ) = P . We must solve the equation
The left hand side has the form 
is a 1-dimensional noetherian local ring without nilpotent elements. The uniform topology determined by powers of the maximal ideal is Hausdorff (hence metrizable), by Corollary 10.20 of [AM] , and A is complete with respect to this uniform structure. After a linear change of coordinates, if necessary, we may assume that f is a distinguished polynomial of degree n > 0 in Y , by the WPT.
Proof. Parts (1), (2) and (3) follow from Proposition II.3 of [Se' ]. Since A is also clearly free of rank n over C[ [X] ] the quotientĀ/A is a finitely generated torsion module and so is finite dimensional over C.
We shall consider the invariant δ A = dim CĀ /A in more detail in §5 below.
Since the prime ideal (X) becomes an n th power in C[[t]] the extension is totally ramified. In fact we may assume that t n = X, by the following theorem. LetẐ = lim ← − {: Z/mnZ → Z/nZ} be the profinite completion of Z.
, with Galois groupẐ acting through multiplication of X 1 n by n th roots of unity.
Proof. Let K be a finite extension of C((X)), of degree n. By Theorem 10 the integral closure of
, and (X) = (t) n in R.
Therefore X = t n u, where u is a unit. Since u is a power series with nonzero constant term it has an n th root in R, which is also a unit. Then t 1 = u 1/n t is another uniformizer for R, with X = t n 1 . Hence K/C((X)) is a Galois extension, with cyclic Galois group, acting on t 1 via multiplication by roots of unity. The theorem follows easily.
This underlies the method of "Puiseux expansions
irreducible monic polynomial of degree n in Y and ζ is a primitive n th root Proof. We construct the homogeneous parts of g = g m + g m+1 + . . . and h = h n + h n+1 + . . . recursively. It suffices to show that given k homogeneous of degree m + n + p for some p > 0 we can solve g m h n+p + g m+p h n = k for g m+p and h n+p . On making the substitution Y = XZ and dividing by Let x and y denote henceforth the images of X and Y in A.
Proof. The initial term of f is a product of linear terms, since it is a homogeneous polynomial in C[X, Y ]. Since f is irreducible the linear factors must all be equal, by Lemma 12, and so the initial term has the form (dX + eY ) n , where n = ν(f ) and d and e are not both 0. After a linear change of coordinates we may assume that the initial term is Y n . On applying the WPT we may then assume that
and f (y) = 0 inĀ we see easily that y
In particular, if f is a distinguished polynomial of degree n in Y and ν(f ) = n then (x, y)Ā = xĀ.
Let h(X 1/n ) = Σh k X k/n be a Puiseux series for f , and let I = {k | h k = 0}
be the set of indices corresponding to nonzero coefficients in h. Then hcfI is relatively prime to n, since [K : C((X))] = n. Let β(1) = min{k ∈ I | k ∈ nZ} and write β(1)/n = m 1 /n 1 where (m 1 , n 1 ) = 1. If n 1 = n then (m 1 , n 1 ) = (β(1), n) is the unique characteristic pair for f . If n 1 < n then n 1 divides n, and there are indices k ∈ I such that k/n cannot be expressed as a fraction with denominator n 1 . Let β(2) be the first such, and write n 1 β(2)/n = m 2 /n 2 , where (m 2 , n 2 ) = 1. Continuing in this way, after finitely many steps we obtain characteristic pairs (m 1 , n 1 ), . . . , (m g , n g ) such that m i−1 n i < m i for 1 < i ≤ g and n 1 . . . n g = n.
(Conversely, if a finite sequence
) satisfies m i−1 n i < m i for 1 < i ≤ g then it is the sequence of characteristic pairs associated to a series h ∈ C((X 1 n )), where n = n 1 . . . n g . The product of the Galois conjugates of y − h gives a series f ∈ C[[X, Y ]] corresponding to the Puiseux data. See also [Ku89] and pages 56-58 of [EN] ).
These pairs may be interpreted in terms of "higher ramification groups": let , with n = 12 and characteristic pairs (1,3), (3,2), (9,2)).
f i is square-free, with r irreducible factors. On applying Lemma 11 to each such factor we see that the homogenous part of f of lowest degree is a product of powers of linear terms. (These correspond to the tangent lines to the irreducible components of V (f ) at 0). The Puiseux data for f consists of the Puiseux data for the factors together with the
and let K i be the field of fractions of A(i), for 1 ≤ i ≤ r. The total ring of quotients of A is the localization K = A S , where
is the set of non-zerodivisors in A, and A embeds in K. 
mn Res(g, f ), and formation of resultants is compatible with change of 
Proof.
We may extend coefficients to a field containing R in which f splits into linear factors, and the result is then clear.
If R is a PID and N is a finitely generated torsion R-module let R (N )
Lemma 15. Let R be a PID and θ : R n → R n a monomorphism. Then
Proof. Since R is a PID we may apply elementary row operations, with composition E say, to reduce the matrix of θ to upper triangular form Eθ.
Since E is an automorphism of R n it induces an isomorphism R n /θ(R n ) ∼ = R n /Eθ(R n ), and det(E) is a unit in R. The result now follows by induction on n. 
n , and so (1) follows from
which is the highest power of X dividing Res(f, g).
If f and g are monic we have
(f, g), and (2) follows by a finite induction.
In particular, if f is a distinguished polynomial in Y then M (f ) is the highest power of X dividing disc(f ). (1) f is square-free;
(2) J(f ) contains a power of M ;
Otherwise we may assume that p is a distinguished polynomial of degree n > 0 in Y , by the WPT. Suppose first that
f Y ∈ (p) implies that g ∈ (p) and so f ∈ (p 2 ). In general, p factors into Galois-
, since p is irreducible in R. Applying the earlier argument to each p i we see that f is divisible by p 2 , and so (1) ⇒ (2).
The implications (2) ⇒ (3) ⇒ (1) and (2) ≡ (4) are clear.
In particular, if f is square-free then f n ∈ J(f ) for n sufficiently large.
In fact f 2 ∈ J(f ) for any square-free f , by a difficult result of Briançon and
If f is holomorphic the singularity of f at O is isolated if and only if Lemma 18. Let k ∈ K. Then k ∈ A if and only if τ (ky j ) ∈ S, for all 0 ≤ j < n.
Proof. The condition is clearly necessary, since {y i | 0 ≤ i ≤ n − 1} is a basis for A as an S-module. Assume that it holds, and let k = Σ j<n s j y j where s j ∈ S 0 for 0 ≤ j < n. Then s n−1 = τ (k), s n−2 = τ (y(k − s n−1 y n−1 )) and in general s n−i = τ (y i−1 (k − Σ n−i<j<n s j y j )), for all 0 < i < n. A finite induction on i shows that all the coefficients are in S, and so k ∈ A. When f is irreducible τ is closely related to the trace from K to S 0 .
Proof. If f is irreducible then K ∼ = C((t)), where t n = x, by Theorems 10
and 11, and we may identify tr K/S0 with the C((x))-linear homomorphism from C((t)) to C((x)) determined by tr(1) = n and tr(t i ) = 0 for 1 ≤ i < n. We shall show next that δ A may be expressed in terms of µ(f ) and r (the number of irreducible factors of f ).
Lemma 21. Let f ∈ C[[X, Y ]] be irreducible, and let
Proof. The monomorphism θ extends to an endomorphism ofĀ n , and gives rise to a commutative diagram
The "Snake Lemma" (Proposition 2.10 of [AM] ) gives an exact sequence 
The n × n matrix with (i, j) entry tr(
) is 0 above the secondary diagonal, and is 1 along that diagonal. Since The computation of the conductor is based on Proposition III.11 of [Se' ]. The next lemma is from [Ri71] . 
Quadratic transform is semi-local, in that it replaces the origin by a projective line, and separates the lines through the origin. If g is irreducible and has initial term (Y −λX) m (i.e., has tangent line Y −λX = 0) then g σ ≡ (Z −λ) m mod (X) and g σ determines the germ of a curve through (X, Z) = (0, λ). It fol-
, (with only factors having common tangents contributing to the double sum).
LetĨ(f σ , g σ ) denote the latter sum.
Proof. We may assume that
(Note that since f is square-free f X = 0 and ν(f X ) = n−1). This in turn equals (n−1) 
, so there is a canonical map fromṼ to V (f ). However it may not be possible to find such a "smooth model" which is also a plane curve.
For curves the singular set is finite, and the problem may also be considered locally. As observed above, resolution by quadratic transform is semi-local.
Thus after a quadratic transform of f centred at Y = 0 we may have to apply further quadratic transforms centred at Z = p i , where p i is the slope of a tangent to V (f ) at 0.
The local approach actually gives more information than normalization (passage to the integral closure). Assume that f is a distinguished poly-
where
− n(n − 1) and δ B = δ A − (n(n − 1))/2. Thus after finitely many such quadratic transforms (possibly followed by linear changes of coordinate) we obtain a nonsingular f ω . This process of resolution by quadratic transformations is canonical, and if f is irreducible the sequence of multiplici-
(It is conventional to truncate the sequence before the first "1"). The analogous invariant in the reducible case is somewhat more complex, as one must keep track of how the branches with common tangents interact. (See pages 502ff of [BK] ). N (V ) = E N ∪ V N , an edge joining vertices corresponding to components which meet, and weights i(e) = 1 + max{i | e has image 1 point ∈ X i } on each vertex e corresponding to a component of E N . (These weights are the negatives of the self-intersection numbers of the components e in X N ). An algorithm for determining the resolution graph for an irreducible f from its Puiseux data is given in [CS00] . Conversely, each of the multiplicity sequence, the resolution graph and the extended Puiseux data (i.e., including the linking numbers) determines the other sets of invariants (see pages 512ff of [BK] ). §7. Algebraic links If f is holomorphic the pair (S 3 , S 3 ∩ f −1 (0)) cut out by the sphere of radius centred at an isolated singular point P determines a fibred link L(f ) whose ambient isotopy type is independent of , for small [Mi] . In principle, topological invariants of such a link can be computed from the Puiseux data (or, equivalently, from the resolution graph Γ f ), and this has largely been done in [EN] . (In particular, if f and g are irreducible and relatively prime then lk 
for k large, by Theorem 17. Hence f k ψ ∈ H 1 f , and the function defined by
gives a well defined meromorphic connection on H 1 f . This is the local Gauß-Manin connection ∇ associated to f .
Brieskorn used the coherence theorem of Grauert to show that the Smodules H, H and H are finitely generated and of rank µ(f ), and that the local Gauß-Manin connection of an isolated singularity is always regular [Br70] . Moreover H is torsion free as an S-module [Se70] . Hence so are H 
and so the equation s∇(η) = 0 corresponds to the linear system
over S. The monodromy of this linear system is essentially the cohomological monodromy (with complex coefficients) of the Milnor fibration [Br70] . §9. The weighted homogeneous case
In this section we shall establish the results of Brieskorn and Sebastiani for the special case of weighted homogeneous polynomials.
Theorem 25. Let f be a square-free distinguished polynomial of degree n in Y which is weighted homogeneous of type (N ; a, b) . Then H ∼ = S µ(f ) , where
represent a basis for R/J(f ) as a C-vector space. We may choose functions
Applying a similar expansion to k(g) and iterating,
, and so R = SU + Im(δ). Hence H ∼ = Cok(δ) is generated by U as an S-module.
The ring R is a free S[[X]]-module with basis {1, . . . , Y n−1 }, and so every element g ∈ R is uniquely expressible as a sum g = Σ 0≤i Σ j=n−1 j=0
, where Σ denotes summation over indices (i, j) with 0 ≤ i < ∞, 0 ≤ q < n and 0 < i+q. Thus if H is not free of rank µ(f ) as an S-module there is a nontrivial linear N )X i Y j f ω. The monodromy is again diagonizable and its eigenvalues are roots of unity, and so it has finite order. However it is not immediately obvious how to choose monomials representing a C-basis for R/J(f ).
Since finite generation of Cok(δ) is invariant under change of coordinates and a power series f is weighted homogeneous up to change of coordinates if and only if f ∈ J(f ) [Re68, Sa71] , the above conclusions apply whenever f is a square-free distinguished polynomial in R such that f ∈ J(f ). Can a similar If f / ∈ (f X , f Y ) then establishing regularity of ∇ may be more difficult.
For if A ∈ R is such that A X = Xf X then d(AdY ) = df ∧ (−XdY ), so ω = AdY represents a class in H (i) it is S-linear in the first variable;
(ii)Ĥ(α, β) =Ĥ(β, α), for all α, β ∈ H ; (iii) (horizontal) s k ∂ sĤ (α, β) =Ĥ(s k ∇α, β), for all α, β ∈ H and k >> 0.
He shows that (H , ∇,Ĥ) is essentially equivalent to the intersection form on H 1 (F ; C) together with the monodromy automorphism h C , after localization away from the 1-eigenspace of the monodromy [Ba85] . The 1-eigenspace is trivial for any knot, and has dimension r − 1 if f has r irreducible factors [Du75] . Barlet's argument applies in all dimensions and does not require a resolution of the singularity in its application. On the other hand, it is not clear how to translate it into terms of local commutative algebra.
