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POINTWISE RATES OF CONVERGENCE FOR THE
OLIKER-PRUSSNER METHOD FOR THE
MONGE-AMPE`RE EQUATION
RICARDO H. NOCHETTO AND WUJUN ZHANG
Abstract. We study the Oliker-Prussner method exploiting its geo-
metric nature. We derive discrete stability and continuous dependence
estimates in the max-norm by using a discrete Alexandroff estimate and
the Brunn-Minkowski inequality. We show that the method is exact for
all convex quadratic polynomials provided the underlying set of nodes
is translation invariant within the domain; nodes still conform to the
domain boundary. This gives a suitable notion of operator consistency
which, combined with stability, leads to pointwise rates of convergence
for classical and non-classical solutions of the Monge-Ampe`re equation.
1. Introduction
We consider the fully nonlinear Monge-Ampe`re equation
detD2u = f in Ω(1.1a)
u = g on ∂Ω,(1.1b)
where Ω denotes a uniformly convex domain in Rd (d ≥ 2), f ∈ C(Ω) satisfies
0 < λF ≤ f(x) ≤ ΛF for all x ∈ Ω, and g ∈ C(∂Ω). Such an equation arises
in differential geometry, optimal mass transport and several fields of science
and engineering, and has received considerable attention in recent years.
In contrast to an extensive PDE literature [30, 10, 17], the numerical
approximation is still under development. Convergence to the viscosity so-
lution (see Definition 3.3), in the general framework of fully nonlinear elliptic
PDEs, is studied in the early works [3, 32, 33, 35] and hinges on operator
stability, consistency and monotonicity properties. A. Oberman et al. de-
signed several finite difference methods (wide stencil schemes) within this
framework [41, 27, 28, 5]. Benamou et. al. proposed recently a convergent
finite difference method, which reduces the stencil size, and showed that the
method is consistent for convex polynomials [4].
A geometric notion of generalized solution for the Monge-Ampe`re equa-
tion is the so called Alexandroff solution (see Definition 3.2). It hinges on the
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geometric interpretation of
∫
D detD
2u as the measure of the subdifferential
|∂u(D)| of a convex function u for any Borel set D. This notion of solution
is weaker than the viscosity solution. V. Oliker and L. Prussner developed
a discrete counterpart and proved convergence of the ensuing geometric nu-
merical method [43]. Even though this is a natural idea, the scheme has
defied analysis ever since its conception. The purpose of this paper is to fill
this gap upon deriving stability and decay rates in the max norm for the
scheme of [43].
Other methods do exist such as the vanishing moment method of X. Feng
and M. Neilan [25, 24, 26], the numerical moment method of X. Feng et al.
[23], the penalty method of S. Brenner et al. [7, 8], nonconforming elements
and quadratic elements by M. Neilan [38, 39], standard finite element meth-
ods by G. Awanou [2], least squares and augmented Lagrangian methods
of E. Dean and R. Glowinski [18, 19, 21, 20, 44], and the C1 finite element
method of K. Bo¨hmer [6]. Error estimates in H1(Ω) are established in [7, 8]
for solutions u with regularity H3 and above.
The Oliker-Prussner method reads as follows [43]. Let Nh be a set of
nodes with quasi-uniform spacing h and let Th be a subordinate mesh which
induces a computational domain Ωh ⊂ Ω. Let N0h ⊂ Ω denote the interior
nodes andN∂h ⊂ ∂Ω the boundary nodes. The discrete solution uh is a convex
nodal function defined on Nh satisfying uh(xi) = g(xi) for all xi ∈ N∂h and
(1.2) |∂uh(xi)| = fi ∀xi ∈ N0h,
where | · | denotes the d-dimensional Lebesgue measure, ∂uh(xi) is the
subdifferential of uh at xi (see (2.10)), and fi =
∫
Ω fφi is a suitable averaging
of f against the canonical hat basis functions {φi} over Th [43]. Our primary
goal in this paper is to establish a bound for the error u−uh in the L∞(Ωh)-
norm, which seems missing in the current literature for (1.2).
This endeavor entails developing suitable notions of stability, consistency,
and monotonicity within the max-norm framework. We now outline the
main ingredients. We first need to control the L∞-norm of a function v by
the size of its subdifferential. This is the celebrated Alexandroff estimate
[30], whose discrete counterpart for a nodal function vh is established in
[40]: if C−h (vh) is the (lower) contact set of nodes, namely xi ∈ Nh so that
vh(xi) = Γ(vh)(xi) with Γ(vh) the (lower) convex envelope of vh, then
(1.3) max
xi∈Nh
v−h (xi) ≤ C

 ∑
xi∈C−h (vh)
|∂vh(xi)|


1/d
,
where vh ≥ 0 on ∂Ω and v−h (x) = max{−vh(x), 0} is the negative part of
vh. Note that the constant C = C(d,Ω) is proportional to the diameter of
Ω and the nodal contact set is just a collection of nodes [40]. We also refer
to [32, 33, 34, 35] for discrete Alexandroff estimates similar to (1.3) and
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corresponding Alexandroff-Bakelman-Pucci maximum principles for general
fully nonlinear elliptic problems.
Our concept of stability in the max-norm and second ingredient is the
following discrete continuous dependence estimate, which is a refinement of
(1.3) and is derived in Section 4. If vh and wh are two nodal functions over
Nh and vh(xi) ≥ wh(xi) for all xi ∈ N∂h, then
max
xi∈Nh
(vh−wh)−(xi) ≤ C

 ∑
xi∈C−h (vh−wh)
(
|∂vh(xi)|1/d − |∂wh(xi)|1/d
)d
1/d
.
where C = C(d,Ω). The proof of such an estimate relies on a combinination
of two novel tools from analysis and geometry, namely the discrete Alexan-
droff estimate (1.3) and the Brunn-Minkowski inequality (see Lemma 4.2).
The above estimate will be instrumental to compare the discrete solution
uh with the nodal function Nhu associated with the exact solution u, which
is defined as Nhu(xi) = u(xi) for all xi ∈ Nh.
The third ingredient is operator consistency, which is a careful study of the
discrepancy between u and Nhu carried out in Section 5. We first show that
the discrete operator is exact for convex quadratic polynomials p satisfying
0 < λI ≤ D2p ≤ ΛI, namely
|∂Nhp(xi)| =
∫
Ω
φi(x) detD
2p(x)dx
at interior nodes xi ∈ N0h so that dist (xi, ∂Ωh) ≥ Rh with constant R =
R(λ,Λ), provided N0h is translation invariant. For u ∈ C2,α(Ω), we immedi-
ately deduce that the consistency error is of order O(hα) for 0 < α ≤ 1∣∣∣|∂Nhu(xi)| − ∫
Ω
φi(x) detD
2u(x)dx
∣∣∣ ≤ Chα|u|C2,α(Bi)
∫
Ω
φi(x)dx,
where Bi := BRh(xi) is a ball centered at xi with radius Rh. We can
also measure the consistency error in Sobolev norms. If u ∈ W sq (Ω) with
d
q + 2 < s ≤ 3, then we exploit the Sobolev embedding W sq (Ω) ⊂ C2,α(Ω)
with α = s−2−d/q and thus replace |u|C2,α(Bi) by |u|W sq (Bi). Since the set of
nodes Nh conforms to ∂Ω, its translation invariance structure breaks down
for nodes close to ∂Ω, and so do the consistency bounds which become
of order O(1). These nodes are handled differently via a discrete barrier
argument discussed in Section 6.1.
Combining the consistency and stability estimates, together with the non-
degeneracy assumption f ≥ λF > 0, we derive the following pointwise con-
vergence rate for C2,α-solutions in Section 6
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chα,
where the constant C = C(d,Ω, λ,Λ, λF )
(‖u ‖C2,α(Ω)+ |u|W 2∞(Ω)). We point
out that the C2,α-regularity assumption of u is a consequence of suitable
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assumptions on f . In fact, if 0 < λF ≤ f ≤ ΛF , then 0 < λ ≤ D2u ≤ Λ
for some constant λ,Λ, and if f ∈ Cα(Ω) and Ω is of class C2,α, then
u ∈ C2,α(Ω) [11], [30, Section 4.3]. We also stress that the discrete barrier
argument for nodes close to ∂Ω is responsible for the semi-norm |u|W 2
∞
(Ω) in
the error estimate.
In addition, we prove in Section 6 the following pointwise error estimate
for functions with W sq -regularity and
d
q + 2 < s ≤ 3
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chs−2,
where the constant C = C(d,Ω, λ,Λ, λF )
(|u|W sq (Ω) + |u|W 2∞(Ω)). This esti-
mate shows that the discrete method (1.2) exhibits first order accuracy in
the max-norm provided u ∈W 3q (Ω) with q > d. Since u ∈W 3q (Ω) ⊂ C2(Ω),
the above error estimate is still in the realm of classical solutions. However,
our results extend to solutions u ∈W 2,∞(Ω) \ C2(Ω) whose Hessian D2u is
discontinuous across a set S of (box) dimension n < d:
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chs−2 |u|W sq (Ω\S) + Ch
d−n
d |u|W 2
∞
(Ω).
The rest of this paper is organized as follows. In Section 2 we discuss our
notion of discrete convexity, a topic that has received considerable attention
recently, and explore properties of subdifferentials. In Section 3, we intro-
duce the Alexandroff and viscosity solution concepts for the Monge-Ampe`re
equation (1.1) as well as the geometric method (1.2). We prove stability
of (1.2) in Section 4 and consistency in Section 5. We conclude with three
rates of convergence depending on solution regularity in Section 6.
2. Discrete Convexity
Approximating convex solutions of the Monge-Ampe`re equation (1.1)
entails two essential difficulties: dealing with discrete convexity and the
fully nonlinear nature of (1.1). The former issue has been investigated in
[16, 13, 1, 42, 36], and [16] shows that convex piecewise linear functions
over a sequence of shape-regular meshes obtained by uniform refinement of
a fixed mesh may not be dense in the set of convex functions. In fact, the
Lagrange interpolant of a convex function may not even be convex. Several
notions of discrete convexity have been proposed in the literature: [13] deals
with convex function interpolation on given meshes; [1] introduces finite el-
ement functions with positive weak Hessian; [42] imposes positive second
order finite differences in all directions within a given stencil. In this pa-
per, we deal with nodal functions and say they are convex if they admit a
supporting hyperplane at every node. We make this explicit below.
2.1. Nodes and Meshes. In contrast to mesh-based methods, the dis-
cretization of (1.1) hinges on a collection of nodes Nh := N
0
h ∪N∂h so that
N
0
h := {xi}ni=1 ⊂ Ω, N∂h := {xi}Ni=n+1 ⊂ ∂Ω,
Rates of convergence for the Monge-Ampe`re equation 5
and a collection of simplices (or elements) T with nodes xi which form a
conforming mesh Th of Ω and determine the computational domain Ωh :=
∪T∈ThT ; since Ω is convex we infer that Ωh ⊂ Ω. For each element T ,
we denote by hT the diameter of T and by ρT the diameter of the largest
inscribed ball in T . For each node xi, we define the local spacing at xi as
hi := max{hT : xi ∈ T}.
We say that the nodal set Nh is quasi-uniform if there exist constants 0 <
γ ≤ 1 and h > 0 such that γh ≤ hi ≤ h for all 1 ≤ i ≤ n. We define the
shape-regularity constant of an element T to be σT :=
hT
ρT
and we say that
Nh is shape-regular if there exists σ > 0 such that σT ≤ σ for all elements
T . We will assume throughout that Nh is quasi-uniform and shape-regular.
We say that N0h is translation invariant if there is a basis {ej}dj=1 of Rd
with |ej | ≤ 1 for all 1 ≤ j ≤ d so that
(2.1) N0h =

xi = h
d∑
j=1
kjej : kj ∈ Z

 ∩ Ω.
For the boundary nodes N∂h we only require that
∂Ω ⊂ ∪xi∈N∂hBh/2(xi).
Obviously, a cartesian lattice with spacing
√
dh is translation invariant and
{ej}dj=1 are the canonical unit vectors in Rd.
We denote by {φi}ni=1 the canonical basis of piecewise linear functions
associated with N0h over Th. We say that {φi}ni=1 is translation invariant
provided that for all xi, xj ∈ N0h such that dist(xi, ∂Ωh), dist(xj , ∂Ωh) > h
and for all x ∈ Rd we have
φi(x+ xi) = φj(x+ xj).(2.2)
If N0h is translation invariant, then so is {φi}ni=1 for a suitable mesh Th. Since
the construction of such Th is obvious for d = 2, we now examine the case
d = 3. Take a node z ∈ N0h with dist(z, ∂Ωh) >
√
dh and consider the box
Q =
{
x ∈ Ω : x = z +
d∑
j=1
tjej , 0 ≤ tj ≤ 1
}
.
We would like to divide that box into a set of six disjoint tetrahedra {Ti}6i=1
such that ∪6i=1Ti = Q. To do so, we label the eight nodes of Q as follows:
v0 = z, v1 = z + e3, v2 = z + e1 + e3, v4 = z + e2, v3 = z + e1,
v5 = z + e2 + e3, v6 = z + e1 + e2 + e3, v7 = z + e1 + e2.
Let {Ti}6i=1 be the convex hulls of the given nodes
T1 = hull{v0, v1, v3, v4}, T2 = hull{v1, v2, v4, v5}, T3 = hull{v1, v2, v3, v4},
T4 = hull{v6, v2, v5, v7}, T5 = hull{v7, v4, v3, v2}, T6 = hull{v7, v4, v5, v2}.
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We realize that opposite faces are cut into two compatible triangles, e.g.
faces hull{v0, v1, v2, v3} and hull{v4, v5, v6, v7} are cut along the segments
hull{v1, v3} and hull{v5, v7}. Finally, for every node xi ∈ N0h, we build
Qi = Q − z + xi and corresponding six tetrahedra, and observe that this
construction yields a conforming mesh Th satisfying (2.2).
2.2. Convexity of Nodal Functions. We say that the nodal function
uh : Nh → R is convex if for all xi ∈ N0h there is a supporting hyperplane L
of uh, that is
L(xj) ≤ uh(xj) for all xj ∈ Nh and L(xi) = uh(xi).
We define the convex envelope of a nodal function uh to be
Γ(uh)(x) = sup
L affine
{L(x) : L(xi) ≤ uh(xi) ∀xi ∈ Nh} ∀x ∈ Ωh.(2.3)
If the nodal function uh is convex, then we have
uh(xi) = Γ(uh)(xi) for all xi ∈ N0h.(2.4)
We regard Γ(uh) as a natural convex extension of uh and call it the convex
interpolant of uh. On the other hand, given a continuous function u : Ω→ R
we denote by Nhu : Nh → R the nodal function associated with u:
(2.5) Nhu(xi) = u(xi) ∀xi ∈ Nh.
Since Γ(uh) is a piecewise linear function, it induces a mesh Th which
depends on uh and is in general different from the original mesh satisfying
(2.2); see Figure 2.1. Given a convex nodal function uh and a node xi ∈ N0h,
we define the set Ai(uh) of adjacent nodes (or adjacent set) of xi for uh as a
collection of nodes xj ∈ Nh closest to xi such that there exists a supporting
hyperplane L of uh at xi and L(xj) = uh(xj). The set Ai(uh) is the collection
of nodes in the star associated with xi in the mesh Th induced by Γ(uh).
The following example illustrates that such a star could be quite elongated
even for a cartesian lattice N0h, especially if the Hessian D
2u is degenerate
or nearly degenerate.
1
1
1
1
0
0
0
Figure 2.1. Anisotropic star at (0, 0) induced by the convex
envelope Γ(uh) of the nodal function uh(xi) = (xi · e)2 where
e = (1, 2). Note that Γ(uh)(x) = |x · e| in the star.
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Example 2.1 (anisotropic star). Let Ω = R2, Nh = Z
2 and h = 1. Let
u(x) = (x · e)2 where e = (1,m) for some integer m ≥ 1 and uh(xi) = u(xi)
for all xi ∈ Nh. Then the convex envelope Γ(uh) of uh induces an anisotropic
mesh Th; Figure 2.1 displays the star associated to the origin for m = 2.
The convex envelope Γ(uh) in such a star is Γ(uh)(x) = |x · e|.
Given a mesh Th with nodes Nh we denote by Ih(uh) the Lagrange inter-
polant Ih(uh) of uh over Th, namely the continuous piecewise linear function
that interpolates the nodal values of uh over Th. The following property is
helpful to check discrete convexity: given a mesh Th with nodes Nh and a
nodal function uh, Ih(uh) is convex if and only if it satisfies [40, Lemma 5.3]
[[∇Ih(uh)]]|F ≥ 0 for all faces F(2.6)
where F = T+ ∩ T− with T± ∈ Th, the jump is given by
(2.7) [[∇Ih(uh)]]|F := −n+F ·∇Ih(uh)|T+ − n−F ·∇Ih(uh)|T−
and n±F are the outer normal vectors of T± on face F . If Ih(uh) is convex,
then Ih(uh) = Γ(uh).
We finally let the (nodal lower) contact set of a nodal function uh be
C
−
h (uh) := {xi ∈ N0h : Γ(uh)(xi) = uh(xi)}.(2.8)
Note that if uh is convex, then C
−
h (uh) = N
0
h; otherwise, C
−
h (uh) ⊂ N0h.
2.3. Subdifferential. Let u : Ω → R be a convex function and x0 ∈ Ω.
The subdifferential of u at x0 is the set
∂u(x0) = {v ∈ Rd : u(x) ≥ u(x0) + v · (x− x0)}.(2.9)
Given a set S ⊂ Ω, we define
∂u(S) = ∪x∈S∂u(x).
Since u is a convex function, the subdifferential ∂u(x) is non-empty and
convex for all x ∈ Ω.
Similarly, we define the subdifferential of nodal function uh at node xi by
∂uh(xi) = {v ∈ Rd : uh(xj) ≥ uh(xi) + v · (xj − xi) ∀xj ∈ Nh}.(2.10)
If the nodal function uh is convex, then ∂uh(xi) is non-empty for all xi ∈ N0h.
The following lemma relates definitions (2.9) and (2.10).
Lemma 2.1 (discrete subdifferential). If uh is a convex nodal function, then
∂uh(xi) = ∂Γ(uh)(xi) for all xi ∈ N0h.
Proof. Obviously, if v ∈ ∂Γ(uh)(xi), that is,
Γ(uh)(x) ≥ Γ(uh)(xi) + v · (x− xi) ∀x ∈ Ω,
then v ∈ ∂uh(xi) thanks to (2.4).
Conversely, let Th be a mesh induced by the convex envelope Γ(uh), let
T ∈ Th be an element with vertices {xj}. If v ∈ ∂uh(xi), then uh(xj) ≥
uh(xi) + v · (xj − xi) for all xj ∈ Nh, whence again thanks to (2.4), we have
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Γ(uh)(xj) ≥ Γ(uh)(xi) + v · (xj − xi) for all vertices xj of T . Since Γ(uh) is
linear in T , we have Γ(uh)(x) ≥ Γ(uh)(xi) + v · (x− xi) for any x ∈ T . This
shows that v ∈ ∂Γ(uh)(xi) as well. 
Lemma 2.2 (subdifferential monotonicity). Let uh and vh be two convex
nodal functions. If uh(xi) ≤ vh(xi) and uh(xj) = vh(xj) for all j 6= i, then
∂vh(xi) ⊂ ∂uh(xi) and ∂uh(xj) ⊂ ∂vh(xj) for all j 6= i.
Proof. This follows directly from the definition of subdifferential (2.10). 
Given two compact sets A,B of Rd, their Minkowski sum is given by
(2.11) A+B := {v + w ∈ Rd : v ∈ A and w ∈ B}.
Lemma 2.3 (addition of subdifferentials). If uh and vh be two convex nodal
functions, then
∂wh(xi) + ∂vh(xi) ⊂ ∂(wh + vh)(xi) for all xi ∈ N0h.
Proof. We note that if w ∈ ∂wh(xi) and v ∈ ∂vh(xi), then
wh(xj) ≥ wh(xi) + w · (xj − xi) and vh(xj) ≥ vh(xi) + v · (xj − xi)
for all xj ∈ Nh. Adding both inequalities yields
wh(xj) + vh(xj) ≥ wh(xi) + vh(xi) + (w + v) · (xj − xi)
which implies w + v ∈ ∂(wh + vh). 
Computing the subdifferential ∂uh(xi) of a given convex nodal function
uh at xi ∈ N0h is a nontrivial task because it is nonlocal. In fact, Lemma
2.1 shows that it involves computing the convex envelope Γ(uh) of uh. The
following lemma, proved in [40, Lemma 5.4], characterizes ∂Γ(uh).
Lemma 2.4 (characterization of subdifferential). Let uh be a convex nodal
function and Th be the mesh induced by its convex envelope Γ(uh). Then the
subdifferential of uh at xi ∈ N0h is the convex hull of the constant gradients
∇Γ(uh)|T for all T ∈ Th which contain xi.
Figure 2.2 depicts the subdifferential ∂uh(xi) of the convex nodal function
uh at node xi for d = 2. Computing ∂uh(xi) is equivalent to finding a mesh
Th such that the jumps [[∇Ih(uh)]]|F of the Lagrange interpolant of Ih(uh)
on faces F are nonnegative.
Unfortunately, the notion of discrete convexity is not sufficiently robust
geometrically. Consider a pair of elements T± ∈ Th with common face
F = T+ ∩ T−, and assume [[∇Ih(uh)]]|F = 0. Increasing the values of uh at
the nodes opposite to F increases the jump, and thus preserves convexity of
Ih(uh) on Th, whereas decreasing the values of uh violates convexity on Th.
Lemma 2.5 (geometric stability). Let uh be a nodal function. If the convex
envelope Γ(uh) of uh has positive jumps on all faces of the induced mesh Th,
then Th is invariant under small nodal perturbations of uh.
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xi
T1
T2
T3
T4
T5 0
∇γh|T1
∇γh|T2
∇γh|T3
∇γh|T4
∇γh|T5
Figure 2.2. Star centered at node xi corresponding to the
mesh Th induced by the convex envelope γh = Γ(uh) of uh
and subdifferential ∂uh(xi) of the convex nodal function uh
at node xi such that 0 ∈ ∂uh(xi). The latter is the convex
hull of the constant element gradients ∇γh|Tj for 1 ≤ j ≤ 5.
Proof. Since the jumps [[∇Γ(uh)]]|F are continuous with respect to nodal
variations of uh, and they are positive, they remain positive under small
nodal perturbations. We then apply (2.6) to deduce the assertion. 
3. Solution and Approximation
There are two notions of weak solutions of (1.1): the Alexandroff solution
hinges on a geometric interpretation of (1.1) and the viscosity solution relies
on the comparison principle. We review these definitions now and discuss a
geometric approximation of (1.1) due to Oliker and Prussner [43].
3.1. Alexandroff Solution. To motivate this solution concept, suppose for
the moment that u ∈ C2(Ω) is a strictly convex function satisfying (1.1) in
a classical sense. The convexity and C2-regularity assumptions imply that
∂u(x) =∇u(x) and that the subdifferential, viewed as a map ∂u : Ω→ Rd,
is injective. Consequently, the change of variables y = ∇u(x) reveals that∫
D
f dx =
∫
D
detD2u(x) dx =
∫
∂u(D)
dy = |∂u(D)|
for all Borel sets D ⊂ Ω, where ∂u(D) = ∪x∈D∂u(x) and | · | is the d-
dimensional Lebesgue measure. Since ∂u is well-defined for non-smooth
convex functions, the above identity allows one to widen the class of admis-
sible solutions [30, Section 1.2].
Definition 3.1 (Monge-Ampe`re measure). We define the Monge-Ampe`re
measure associated with a convex function u ∈ C(Ω) as
Mu(D) = |∂u(D)|
for any Borel set D, where | · | denotes the d-dimensional Lebesgue measure.
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Definition 3.2 (Alexandroff solution). Let µ be a Borel measure defined in
Ω, an open and convex subset of Rd. We say a convex function u ∈ C(Ω) is
an Alexandroff solution to the Monge-Ampe`re equation
detD2u = µ
if the Monge-Ampe`re measure Mu associated with u equals µ.
The Alexandroff solution is closed under uniform convergence. This is
stated in the lemma below and its proof is given in [30, Lemma 1.2.3].
Lemma 3.1 (weak convergence of Monge-Ampe`re measures). If uk are con-
vex functions in Ω such that uk → u as k →∞ uniformly on compact subsets
of Ω, then the associated Monge-Ampe`re measures Muk tend to Mu weakly,
that is ∫
Ω
φ(x)dMuk(x)→
∫
Ω
φ(x)dMu(x) as k →∞,
for every φ continuous with compact support in Ω.
3.2. Viscosity Solution. This solution concept hinges on the comparison
principle.
Definition 3.3 (viscosity solution). Let u ∈ C(Ω) be a convex function
and f ∈ C(Ω), f ≥ 0. The function u is a viscosity sub-solution (super-
solution) of the Monge-Ampe`re equation in Ω if whenever a convex function
φ ∈ C2(Ω) and x0 ∈ Ω are such that (u − φ)(x) ≤ (≥)(u − φ)(x0) for all x
in a neighborhood of x0, then we must have
detD2φ(x0) ≥ (≤)f(x0).
If u ∈ C(Ω) is an Alexandroff solution with Mu = f and f ∈ C(Ω), then
u is a viscosity solution [30, Proposition 1.3.4]. Conversely, if f ∈ C(Ω)
and f > 0, then the viscosity solution is also the Alexandroff solution [30,
Proposition 1.7.1].
3.3. Examples of Weak Solutions. We show examples of Alexandroff
and viscosity solutions, which are not classical solutions, namely u /∈ C2(Ω).
Example 3.1 (Alexandroff solution). Let Ω = B1(0) ⊂ R2 and
u(x) = |x| − 1.
The function u(x) is an Alexandroff solution of the Monge-Ampe`re equation
detD2u = πδ(x=0),
where δ(x=0) is the Dirac measure at the origin; u is not a viscosity solution.
Example 3.2 (viscosity solution). Let Ω = B2(0) ⊂ R2 and [27]
u(x) =
{ 1
2 |x|2 in |x| ≤ 1,
1
2 |x|2 + 12
(|x| − 1)2 in 1 ≤ |x| ≤ 2.(3.1)
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The function u is a viscosity solution of the Monge-Ampe`re equation
detD2u(x) =
{
1 in |x| ≤ 1,
4− 2|x|−1 in 1 ≤ |x| ≤ 2.
We note that u ∈ C1,1(Ω) \ C2(Ω) and the Hessian of D2u exhibits a jump
discontinuity across ∂B1(0).
3.4. Oliker-Prussner Method. Following [43] we can approximate (1.1)
exploiting its geometric interpretation. Given a quasi-uniform and shape
regular nodal set Nh, corresponding conforming mesh Th and canonical basis
functions {φi}ni=1 associated with N0h, for any function f ≥ 0 we define the
nodal function fh : Nh → R to be
(3.2) fi :=
∫
ωi
f(x)φi(x)dx ∀xi ∈ N0h,
with ωi = supp (φi) being the star corresponding to xi.
The discretization of (1.1) reads as follows: we seek a convex nodal func-
tion uh satisfying
|∂uh(xi)| = fi ∀xi ∈ N0h.(3.3)
We refer to [43] for a proof of existence and uniqueness of (3.3) for d = 2.
Below we give a proof of existence for d ≥ 2 that ties the concepts developed
so far together. We observe that definition (3.2) is different from that in [43],
which replaces the functions φi by characteristic functions of disjoint sets
containing the nodes xi, and that {φi}ni=1 need not be translation invariant
for uh to exist. This property is instrumental later to derive consistency.
3.5. Existence: Discrete Perron’s Method. We construct a monotone
sequence {ukh}∞k=0 of convex nodal functions, namely
uk+1h (xi) ≥ ukh(xi) ∀xi ∈ N0h,
which converges to a solution of (3.3) as k →∞. For each k ≥ 0 there is a
mesh Tkh with nodes Nh but possibly different connectivity than T
j
h for j < k
and the property
Ikh(u
k
h) = Γ(u
k
h).
Therefore, the interpolant Ikh(u
k
h) of u
k
h over T
k
h is convex. We illustrate how
these meshes Tkh change with the iteration counter k.
Construction of uh. We first initialize the iteration. We assume that Ω is
contained in a ball BR(0) of radius R centered at the origin and d ≥ 2. We
consider the quadratic polynomial p(x) := Λ
1/d
2
(|x|2 − 2R2) with Λ > 0 to
be specified later. Then
detD2p(x) = Λ ∀x ∈ Ω, p(x) ≤ g(x) ∀x ∈ ∂Ω,
provided −Λ1/d2 R2 ≤ g(x) for all x ∈ ∂Ω. We define u0h = Nhp, namely
u0h(xi) := p(xi) ∀xi ∈ Nh.
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Let T0h be a Delaunay triangulation associated with Nh, which exists accord-
ing to [15, Theorem 2.3]. For such a mesh, the Lagrange interpolant of u0h
is convex [14, 15, 22], and thus coincides with the convex envelope of u0h:
I0h(u
0
h) = Γ(u
0
h).
We stress that T0h is in general different from the mesh Th used to set (3.2)
and (3.3). We assert that u0h is a subsolution of (3.3). To see this we need
to estimate the measure of the subdifferential |∂u0h(xi)| at every node xi ∈
N
0
h. Since T
0
h is shape-regular, the star ω
0
i of T
0
h around xi has a diameter
proportional to h and contains a ball Bαh(xi) of radius αh with α > 0
only dependent on shape regularity. Upon subtracting the affine function
L(x) = p(xi)+∇p(xi)·(x−xi) from p, we can assume that p and its gradient
vanish at x = xi without changing |∂u0h(xi)|. Since p(x) = Λ
1/d
2 |x− xi|2, we
see that p(x) ≥ Λ1/d2 α2h2 on ∂ω0i and we can apply the discrete Alexandroff
estimate (1.3) to u0h − Λ
1/d
2 α
2h2 on ω0i to deduce
|∂u0h(xi)|1/d ≥ Ch−1 sup
ωi
(
u0h −
Λ1/d
2
α2h2
)−
≥ CΛ1/dh,
whence
|∂u0h(xi)| ≥ CΛhd = CΛ|ω0i |.
Recalling from (3.2) that fi =
∫
ωi
fφi ≤ ΛF |ωi|, and realizing that |ωi| and
|ω0i | are comparable, we can choose Λ > 0 sufficiently large so that
(3.4) |∂u0h(xi)| ≥ fi ∀xi ∈ N0h.
Moreover, in view of u0h ≤ I0hg on ∂Ωh we infer that u0h is a subsolution of
(3.3), as asserted.
To construct the iterates uk+1h for k ≥ 0 we recall Lemma 2.2 (subdif-
ferential monotonicity): if the nodal value ukh(xi) increases, then |∂ukh(xi)|
decreases and |∂ukh(xj)| increases for all other nodes xj (j 6= i). With this
in mind, we first set the boundary values one at a time
u1h(xi) = g(xi) ∀xi ∈ N∂h,
which preserves (3.4) and the convexity of u1h. If a convex nodal function u
k
h
has been computed, we now describe how to construct uk+1h upon increasing
the internal nodal values ukh(xi) one at a time. Having determined u
k+1
h (xj)
for j < i, we thus define uk+1h (xi) to be the largest value so that
|∂uk+1h (xi)| = fi ∀xi ∈ N0h,
provided uk+1h (xj) = u
k
h(xj) for j > i, which in turn implies for j 6= i
|∂uk+1h (xj)| ≥ fj ∀xj ∈ N0h.
This is always doable because |∂uk+1h (xi)| decreases continuously with in-
creasing uk+1h (xi) until it vanishes, which corresponds to having a supporting
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hyperplane at xi that touches u
k+1
h at d+ 1 nodes distinct from xi and not
lying in one hyperplane. In addition, since fi ≥ 0 for all xi ∈ N0h, the in-
termediate iterates leading to uk+1h are always convex by definition. This
process creates a monotone sequence {ukh}k∈N of convex nodal functions,
namely uk+1h (xi) ≥ ukh(xi) for all xi ∈ N0h. Since this sequence has a uniform
upper bound, namely ukh(xi) ≤ maxxj∈N∂h g(xj) for all xi ∈ N
0
h and all k, as
a consequence of Corollary 4.4 (maximum principle) below, we deduce that
the sequence converges to a nodal function uh. Next, we show that the limit
uh satisfies (3.3).
Taking φ(x) in Lemma 3.1 (weak convergence of Monge-Ampe`re mea-
sures) as the hat function φi associated with xi ∈ N0h in definition (3.2), we
deduce that |∂ukh(xi)| converges and
|∂uh(xi)| =
∫
Ω
φi(x)dMuh(x)
= lim
k→∞
∫
Ω
φi(x)dMu
k
h(x) = lim
k→∞
|∂ukh(xi)| ≥ fi,
because Mukh is a sum of Dirac measures with mass |∂ukh(xi)| supported at
xi ∈ N0h. We argue by contradiction. If uh does not satisfy (3.3), then there
exists a node xi ∈ N0h such that |∂uh(xi)| > fi and there exists δ > 0 such
that increasing uh(xi) by δ, the subdifferential at xi equals fi. On the other
hand, given any ǫ > 0, there exists kǫ such that 0 ≤ uh(xj)− ukh(xj) ≤ ǫ for
all k ≥ kǫ, xj ∈ N0h. We define the auxiliary function u˜kh(xj) := uk+1h (xj) if
j < i, u˜kh(xj) := u
k
h(xj) if j > i and u˜
k
h(xi) := u
k
h(xi) + δ − ǫ. We note that
u˜kh(xj) + ǫ ≥ uh(xj) j 6= i, u˜kh(xi) + ǫ = ukh(xi) + δ ≤ uh(xi) + δ,
whence, applying Lemma 2.2 to u˜kh + ǫ and uh perturbed by δ at xi yields
|∂u˜kh(xi)| ≥ fi.
Therefore, since uk+1h (xi) is the largest value satisfying |∂uk+1h (xi)| = fi we
deduce uk+1h (xi) ≥ u˜kh(xi) ≥ uh(xi)+ δ− 2ǫ > uh(xi) provided that ǫ < δ/2.
This contradicts the fact that uk+1h (xi) ≤ uh(xi) and proves (3.3).
Computation of subdifferentials. Computing |∂ukh(xi)| is a key step of
the algorithm, which reduces to computing the constant gradients ∇Γ(ukh)|T
of the convex envelope Γ(ukh) of u
k
h for each element T of the induced mesh
T
k
h. Lemma 2.4 yields
|∂ukh(xi)| = measure of polygon with vertices {∇Γ(ukh)|T } and xi ∈ T .
During the iteration the underlying mesh Tkh changes, starting from the
Delaunay mesh T0h for Nh, first for d = 2 and next for d = 3. We describe
now how these changes occur and can be implemented.
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Case d = 2. We consider two triangles T1, T2 ∈ Tkh with vertices z1, z2, z4
and z2, z3, z4, namely they are the convex hulls
T1 = hull{z1, z2, z4}, T2 = hull{z2, z3, z4},
and
z1 = (h, 0), z2 = (0,−h), z3 = (−h, 0), z4 = (0, h).
For t ∈ [−1, 1], we consider the one-parameter convex nodal function
ukh(zi) = 0 i = 1, 2, 3, u
k
h(z4) = t,
and observe that its Lagrange interpolant Ikh(u
k
h) is convex for −1 ≤ t ≤ 0
and concave for 0 ≤ t ≤ 1; hence Γ(ukh) = Ikh(ukh) only for −1 ≤ t ≤ 0. The
constant gradients in Ti are t∇φ4 for i = 1, 2 and the jump on the edge
F1 = [z2, z4] is given by
[[∇Ikh(u
k
h)]]|F1 = −
t
h
.
We see that it is non-negative only for −1 ≤ t ≤ 0, which means that Ikh(ukh)
is convex according to (2.6). When t = 0 the function Ikh(u
k
h) is linear in
T1 ∪ T2 and for 0 ≤ t ≤ 1 we have to flip the edge F1 to F2 = [z1, z3] and
consider a new mesh Tk+1h upon replacing T1, T2 with the two new triangles
T3 = hull{z1, z2, z3}, T4 = hull{z1, z3, z4},
for which [[∇Ik+1h (u
k
h)]]|F2 = th ≥ 0 and Ik+1h (ukh) is convex. This example
reveals that the connectivity of the underlying mesh Tkh may change as we
increase nodal values ukh(xi). Since increasing u
k
h(xi) is equivalent to adding
a multiple of φki to u
k
h, we realize that changes are local and restricted to the
star ωki . They can be monitored on edges within ω
k
i by simply checking the
signs of jumps and flipping edges accordingly. Jumps on the boundary edges
of ωi increase, which is consistent with Lemma 2.2, and require no attention
whatsoever. We further see that the edge flipping process is similar to the
construction of Delaunay meshes for d = 2.
Case d = 3. The change of mesh connectivity is more complicated for
d = 3, but it is still local (within the star ωki ) and thus trackable [31]. To
describe this process, we consider the following setting with five nodes
z0 = (0, 0,−1), z1 = (1, 0, 0), z2 = (1, 1, 0), z3 = (0, 1, 0), z4 = (0, 0, 1),
and two configurations for the convex hull of {z0, z1, z2, z3, z4}; see Figure
3.1. The first configuration has two tetrahedra T1, T2 with one common face
F
T1 = hull{z0, z1, z2, z4} T2 = hull{z0, z2, z3, z4} F = hull{z0, z2, z4}.
The second configuration has three tetrahedra T ∗1 , T
∗
2 , T
∗
3 and three common
faces F ∗1 , F
∗
2 , F
∗
3
T ∗1 = hull{z4, z1, z2, z3}, T ∗2 = hull{z0, z1, z2, z3}, T ∗3 = hull{z0, z1, z3, z4},
F ∗1 = hull{z1, z2, z3}, F ∗2 = hull{z0, z1, z3}, F ∗3 = hull{z1, z3, z4},
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z0
z1
z2
z3
z4
(a)
z0
z1
z2
z3
z4
(b)
Figure 3.1. Two conforming partitions of the convex hull
of z0, z1, z2, z3, z4: the first configuration contains two tetra-
hedra T1 = hull{z0, z1, z2, z4} and T2 = hull{z0, z2, z3, z4},
whereas the second one consists of three tetrahedra T ∗1 =
hull{z4, z1, z2, z3}, T ∗2 = hull{z0, z1, z2, z3}, and T ∗3 =
hull{z0, z1, z3, z4}.
whence F ∗1 = T
∗
1 ∩ T ∗2 , F ∗2 = T ∗2 ∩ T ∗3 , F ∗3 = T ∗3 ∩ T ∗1 . We will see that per-
turbing the values of a convex nodal function ukh, one configuration switches
to the other to keep convexity of Ikh(u
k
h).
Case I. We first describe a transition from the first to the second config-
uration. Let ukh be the following nodal function
ukh(z0) = 0, u
k
h(z1) = u
k
h(z2) = u
k
h(z3) = 1, u
k
h(z4) = 2 + t.
A simple computation yields
∇Ikh(u
k
h)|T1 = (0, 0, 1) + (−1, 0, 1)
t
2
, ∇Ikh(u
k
h)|T2 = (0, 0, 1) + (0,−1, 1)
t
2
.
Since the unit normal vector to F is n|T1 = −n|T2 =
√
2
2 (−1, 1, 0), the jump
on F reads [[∇Ikh(u
k
h)]]|F = −
√
2
2 t according to (2.7), and changes sign as t
increases from −1 to 1. To preserve the convexity of Ikh(ukh) for −1 ≤ t < 0,
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we switch to the second configuration for 0 < t ≤ 1. We thus get gradients
∇Ikh(u
k
h)|T ∗1 = (0, 0, 1) + (0, 0, 1)t,
∇Ikh(u
k
h)|T ∗2 = (0, 0, 1),
∇Ikh(u
k
h)|T ∗3 = (0, 0, 1) + (−1,−1, 1)
t
2
,
unit normals
n1|F ∗
1
= (0, 0,−1), n2|F ∗
2
=
1√
3
(−1,−1, 1), n3|F ∗
3
=
1√
3
(1, 1, 1),
and jumps
[[∇Ikh(u
k
h)]]|F ∗1 = t, [[∇Ikh(ukh)]]|F ∗2 =
√
3
2
t, [[∇Ikh(u
k
h)]]|F ∗3 =
√
3
2
t.
Therefore, the function Ikh(u
k
h) is convex in T1∪T2 for t < 0 and T ∗1 ∪T ∗2 ∪T ∗3
for t > 0. The function Ikh(u
k
h) is linear for t = 0.
Case II. We next describe a transition from the second to the first con-
figuration upon increasing one nodal value. If
uh(z0) = 0, uh(z1) = uh(z2) = 2, uh(z3) = 2 + t, uh(z4) = 4,
then it is easy to check that
∇Ikh(u
k
h)|T ∗1 = (0, 0, 2) + (−1, 0,−1)t
∇Ikh(u
k
h)|T ∗2 = (0, 0, 2) + (−1, 0, 1)t
∇Ikh(u
k
h)|T ∗3 = (0, 0, 2) + (0, 1, 0)t
and
[[∇Ikh(u
k
h)]]|F ∗1 = −2t, [[∇Ikh(ukh)]]|F ∗2 = −
√
3t, [[∇Ikh(u
k
h)]]|F ∗3 = −
√
3t.
Therefore, Ikh(u
k
h) is convex in T
∗
1 ∪ T ∗2 ∪ T ∗3 for t < 0 but not for t > 0. On
the other hand, we see that
∇Ikh(u
k
h)|T1 = (0, 0, 2), ∇Ikh(ukh)|T2 = (0, 0, 2) + (−1, 1, 0)t,
and the jump of the interelement face F is
[[∇Ikh(u
k
h)]]|F =
√
2t,
whence Ikh(u
k
h) is convex in T1 ∪ T2 for t > 0. This concludes the discussion.
In the rest of the paper, we focus on estimating the rates of convergence.
Such an estimate relies on the stability and consistency of (3.3), which we
address in sections 4 and 5, respectively.
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4. Stability
Given two nodal functions vh and wh we control the L
∞-norm of (vh −
wh)
− in terms of the discrepancy of their subdifferential measures. This is
the content of Proposition 4.3 and its proof is the chief goal of this section.
This result hinges on two important estimates, the discrete Alexandroff es-
timate and the Brunn-Minkowski inequality, which we discuss next.
4.1. Discrete Alexandroff Estimate. The Alexandroff estimate for a
continuous piecewise affine function vh states that the L
∞-norm of vh is
controlled by the Lebesgue measure of its subdifferential. We refer to [40]
for a complete proof, and also to [32, 33, 34, 35] for similar estimates and
for discrete Alexandroff Bakelman Pucci estimates for general fully nonlinear
elliptic problems.
Lemma 4.1 (discrete Alexandroff estimate). Let vh be a nodal function and
vh(xi) ≥ 0 at all xj ∈ N∂h. Then
sup
Ω
v−h ≤ C

 ∑
xi∈C−h (vh)
|∂vh(xi)|


1/d
,(4.1)
where C = C(d,Ω) is proportional to the diameter of Ω and C−h (vh) is the
contact set defined in (2.8).
4.2. Brunn-Minkowski Inequality. The second main tool to prove Propo-
sition 4.3 is the celebrated Brunn-Minkowski inequality [29]. This inequality
relates the Lebesgue measures of compact subsets A,B of Euclidean space
R
d with that of their Minkowski sum A+B defined in (2.11).
Lemma 4.2 (Brunn-Minkowski inequality). Let A and B be two nonempty
compact subsets of Rd for d ≥ 1. Then the following inequality holds:
|A+B|1/d ≥ |A|1/d + |B|1/d.
Since (a+ b)t ≤ at+ bt for a, b ≥ 0 and 0 < t < 1, we deduce the following
immediate consequence of Lemma 4.2
(4.2) |A+B| ≥ |A|+ |B|.
4.3. Continuous Dependence. We now compare two arbitrary nodal func-
tions in terms of their subdifferentials. This is instrumental for the error
analysis.
Proposition 4.3 (continuous dependence). Let vh and wh be two nodal
functions associated with nodes Nh and vh ≥ wh at all xi ∈ N∂h. Then
sup(vh − wh)− ≤ C

 ∑
xi∈C−h (vh−wh)
(
|∂vh(xi)|1/d − |∂wh(xi)|1/d
)d
1/d
,
where C = C(d,Ω) is proportional to the diameter of Ω.
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Proof. Let vh, wh be two arbitrary nodal functions. We consider the convex
envelope Γ(vh −wh) defined in (2.3) and the nodal contact set C−h (vh −wh)
defined in (2.8). Lemma 4.1 (discrete Alexandroff estimate) yields
sup
Ω
(vh − wh)− ≤ C

 ∑
xi∈C−h (vh−wh)
|∂Γ(vh −wh)(xi)|


1/d
,(4.3)
whence we only need to estimate |∂Γ(vh−wh)(xi)| for all xi ∈ C−h (vh−wh).
For these nodes, we easily see that
∂Γ(vh − wh)(xi) ⊂ ∂(vh − wh)(xi).
Consequently, Lemma 2.3 (addition of subdifferentials) gives
∂wh(xi) + ∂Γ(vh −wh)(xi) ⊂ ∂vh(xi) ∀xi ∈ C−h (vh − wh).
Applying Lemma 4.2 (Brunn-Minkowski inequality), we obtain
|∂wh(xi)|1/d + |∂Γ(vh − wh)(xi)|1/d
≤ |∂wh(xi) + ∂Γ(vh − wh)(xi)|1/d ≤ |∂vh(xi)|1/d,
whence
|∂Γ(vh − wh)(xi)| ≤
(
|∂vh(xi)|1/d − |∂wh(xi)|1/d
)d
.
This inequality gives us the desired estimate for |∂Γ(vh − wh)(xi)|. In view
of (4.3), adding over all xi ∈ C−h (vh − wh) concludes the proof. 
A direct consequence of this stability result is the maximum principle for
nodal functions, which we state next.
Corollary 4.4 (discrete maximum principle). Let vh and wh be two nodal
functions associated with nodes Nh. If vh(xi) ≥ wh(xi) at all xi ∈ N∂h and
|∂vh(xi)| ≤ |∂wh(xi)| at all xi ∈ N0h, then
wh(xi) ≤ vh(xi) ∀xi ∈ Nh.
Proof. For any node xi ∈ C−h (vh −wh), we have
∂wh(xi) ⊂ ∂vh(xi).
Since |∂vh(xi)| ≤ |∂wh(xi)| for all xi ∈ N0h, we deduce |∂vh(xi)| = |∂wh(xi)|
for all xi ∈ C−h (vh − wh). Consequently, Proposition 4.3 (continuous depen-
dence) implies
sup(vh − wh)− = 0,
whence vh − wh ≥ 0. This completes the proof. 
Remark 4.1 (uniqueness). If two nodal functions uh and wh are both solu-
tions of (3.3), then by Corollary 4.4 (discrete maximum principle),
sup(uh − wh)− = 0 and sup(wh − uh)− = 0.
Hence, we infer that uh = wh at all nodes. This shows uniqueness.
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5. Consistency
In this section, we examine the consistency of the Oliker-Prussner method
(3.3). In general, this method is consistent in the sense that the right hand
side of the (3.3) can be written equivalently as
∑
xi∈Nh fiδxi and this con-
verges to f in measure. However, such a concept of convergence is too weak
to derive rates of convergence. Fortunately, we realize that if internal nodes
are translation invariant, then a reasonable notion of operator consistency
holds for any convex quadratic polynomial; see Lemma 5.3. Such property is
shown in [4, 37] for Cartesian nodes. In contrast, we give here an alternative
proof of consistency based on the geometric interpretation of subdifferentials
of convex quadratic polynomials in the interior of the domain, extend the
results to C2,α and W sp functions, and further investigate the consistency
error in the region close to the boundary.
Lemma 2.4 (characterization of subdifferential) states that the subdiffer-
ential of a convex nodal function ph at node xi ∈ N0h is the convex hull of
piecewise constant gradients of its convex envelope Γ(ph), which in turn is
determined by the nodal values ph(xj) in the adjacent set Ai(ph) of xi for
ph. The following lemma gives an estimate of the size of Ai(ph).
Lemma 5.1 (size of adjacent sets). Let the nodal set Nh be quasi-uniform
and shape-regular with constant σ. Let p be a C2 convex function defined in
Ω. If λI ≤ D2p ≤ ΛI in Ω for some constants λ,Λ > 0 and ph := Nhp is
the nodal function associated with p defined in (2.5), then the adjacent set
of nodes Ai(ph) at xi for ph satisfies
Ai(ph) ⊂ BRh(xi)
where R = Λλσ
2 and BRh(xi) is the ball centered at xi with radius Rh.
Proof. Let z be an adjacent node of xi such that
|z − xi| = max{|xj − xi| : xj ∈ Ai(ph)}.
Without loss of generality, we may assume that xi = 0, p(xi) = 0 and
∇p(xi) = 0 and set x0 = xi. Let ω0 be a star at x0 in mesh Th associated
with nodal set Nh. If z ∈ ω0, then the assertion is trivial because R ≥ 1.
If z /∈ ω0, then we may assume that there is a constant R ≥ 1 such that
R−1z ∈ T for some element T ⊂ ω0, which implies that |z| ≤ RhT and
R−1|z| ≥ ρT . If {xk}dk=0 are the vertices of simplex T , then we write
z = R
d∑
k=0
αkxk, αk ≥ 0,
d∑
k=0
αk = 1.
We next note that p(xk) ≤ 12Λh2T for all 1 ≤ k ≤ d because D2p ≤ ΛI and|xk| ≤ hT . Since z ∈ Ai(ph), there exists a supporting hyperplane L at x0
such that
L(z) = ph(z), L(xk) ≤ ph(xk) ≤ 1
2
Λh2T .
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Exploiting that L is linear yields
ph(z) = R
d∑
k=0
αkL(xk) ≤ 1
2
Λh2TR
On the other hand, since D2p ≥ λI and |z| ≥ RρT = RhTσ−1T , we have
ph(z) = p(z) ≥ λ
2
|z|2 ≥ λ
2
R2σ−2T h
2
T .
Combining the last two inequalities implies
R ≤ Λ
λ
σ2T ≤
Λ
λ
σ2.
This completes the proof. 
Lemma 5.1 (size of adjacent sets) shows that ∂uh(xi) does not depend on
values of uh on the boundary ∂Ω for nodes xi such that dist(xi, ∂Ωh) ≥ Rh.
We now consider nodes which are Rh away from ∂Ωh and gather several
properties of subdifferentials of convex quadratic polynomials.
Lemma 5.2 (properties of convex quadratic polynomials). Let p be a convex
quadratic polynomial such that λI ≤ D2p ≤ ΛI and ph := Nhp be the nodal
function defined in (2.5). If R = Λλσ
2, then the following properties hold:
• The subdifferential ∂ph(xi) is a non-empty set for all xi ∈ Nh.
• If the nodal set N0h is translation invariant and dist(xi, ∂Ωh) ≥ Rh for
xi ∈ N0h, then a uniform refinement Nh/2 of Nh satisfies
|∂ph(xi)| = 2d|∂ph
2
(xi)|.
• If the nodal set N0h is translation invariant and dist(xi, ∂Ωh) ≥ Rh and
dist(xj, ∂Ωh) ≥ Rh for xi, xj ∈ N0h, then Ai(ph) = (xi − xj) +Aj(ph) and
|∂ph(xi)| = |∂ph(xj)|.
Proof. Take xi = 0 for simplicity. To prove the first assertion, we just
observe that if L is the tangent plane touching p from below at 0, then L is
a lower supporting hyperplane of ph at 0. This implies that ∇L =∇p(0) is
in the subdifferential of ph at 0.
To prove the second assertion, we consider the auxiliary polynomial
qi(x) := p(x)−∇p(0) · x− p(0),
obtained by subtracting the tangent plane of p at 0. Since adding an
affine function does not change the measure of the subdifferential, we have
|∂ph(0)| = |∂qih(0)|. Using that qi is homogeneous of degree 2 yields
qi(x) = 4qi
(x
2
)
.
Since
4qih
2
(xj
2
)
= 4qi
(xj
2
)
= qi(xj) = q
i
h(xj) ≥ v · xj = 2v ·
xj
2
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for all xj ∈ N0h and v ∈ ∂qih(0), we deduce
∂qih(0) = 2∂q
i
h
2
(0),
whence |∂qih(0)| = 2d|∂qih
2
(0)| and the second assertion follows.
To prove the third assertion, we write qi(x) = (x − xi)tQ(x − xi) for a
suitable positive definite constant matrix Q. This implies
qi(x) = qj(x+ xj − xi) ∀x ∈ Rd
along with
Ai(q
i
h) = (xi − xj) +Aj(qjh), |∂qih(xi)| = |∂qjh(xj)|.
Since Ai(ph) = Ai(q
i
h) and ∂ph(xi) = ∂q
i
h(xi), this concludes the proof. 
Now we are ready to prove the consistency of (3.3).
Lemma 5.3 (consistency of the discrete Monge-Ampe`re measure). Let p
be a convex quadratic polynomial such that λI ≤ D2p ≤ ΛI and ph :=
Nhp be the corresponding convex nodal function defined in (2.5). Let N
0
h
be translation invariant and Th be a mesh with nodes Nh and translation
invariant basis of piecewise linear functions {φi}ni=1. Then
|∂ph(xi)| =
∫
Ω
φi(x) detD
2p(x)dx
for any point xi ∈ N0h such that dist(xi, ∂Ωh) ≥ Rh and R = Λλσ2.
Proof. We consider a sequence of uniform refinements Tk of Th and corre-
sponding nodes Nk with hk = 2
−kh for k ≥ 1. Let pk = Nhkp be the nodal
function of p associated with the set Nk and let γk = Γ(pk) be its convex en-
velope. Since φi is compactly supported in Ωh ⊂ Ω and γk → p uniformly as
k →∞, Lemma 3.1 (weak convergence of Monge-Ampe`re measures) yields∫
Ω
φi(x)dMγk(x)→
∫
Ω
φi(x)dMp(x) as k →∞,
or equivalently∑
xj∈Nk
φi(xj)|∂pk(xj)| →
∫
Ω
φi(x) detD
2p(x)dx as k →∞.
Therefore, we only need to prove∑
xj∈Nk
φi(xj)|∂pk(xj)| = |∂ph(xi)|,
which is independent of k. Since
∫
Ω φ
k
i = 2
−kd ∫
Ω φi and dist(xi, ∂Ωh) ≥ Rh,
Lemma 5.2 (properties of convex quadratic polynomials) leads to
|∂pk(xj)| = |∂pk(xi)| = |∂ph(xi)|
∫
Ω φ
k
i∫
Ω φi
∀ k ≥ 1,
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where {φkj } is the basis of hat functions over Tk. Consequently, we obtain∑
xj∈Nk
φi(xj)|∂pk(xj)| = |∂ph(xi)|∫
Ω φi
∑
xj∈Nk
φi(xj)
∫
Ω
φkj = |∂ph(xi)|
because
∫
Ω φ
k
i =
∫
Ω φ
k
j according to (2.2) and
∑
xj∈Nk φi(xj)φ
k
j = φi, or
equivalently φi ∈ span {φkj }xj∈Nk . This completes the proof. 
Since M = detD2p(x) is constant for all x ∈ Ω, Lemma 5.3 (consis-
tency of the discrete Monge-Ampe`re measure) implies that
∫
Ω φi(x)dx =
M−1|∂ph(xi)| for xi ∈ N0h is independent of the mesh Th supporting the
translation invariant basis {φi}ni=1, and so is the notion of consistency in
Lemma 5.3. This is critical because both Th and {φi}ni=1 might not be
unique. The following two local and quantitative consistency estimates of
Proposition 5.4 are a consequence of Lemma 5.3 for nodes away from ∂Ω.
Proposition 5.4 (interior consistency). Let N0h be a translation invariant
set of nodes, Th be a mesh with nodes Nh and translation invariant basis of
piecewise linear functions {φi}. Let u ∈ C2,α(Bi) be a convex function so
that λI ≤ D2u ≤ ΛI in the ball Bi := BRh(xi) centered at node xi ∈ N0h and
radius Rh with R = Λλσ
2. If xi ∈ N0h satisfies dist(xi, ∂Ωh) ≥ Rh, then∣∣∣∣|∂Nhu(xi)| −
∫
Ω
φi(x) detD
2u(x)dx
∣∣∣∣ ≤ Chα|u|C2,α(Bi)
∫
Ω
φi(x)dx,
where C = C(d, λ,Λ) and Nhu denotes the convex nodal function associated
with u defined in (2.5). If instead u ∈ W sq (Bi) with s − dq > 2, s ≤ 3, then
there is again C = C(d, λ,Λ) such that∣∣∣∣|∂Nhu(xi)| −
∫
Ω
φi(x) detD
2u(x)dx
∣∣∣∣ ≤ Chs−2− dq |u|W sq (Bi)
∫
Ω
φi(x)dx.
Proof. To prove the first estimate we only need to show the inequality
|∂Nhu(xi)| ≤
∫
Ω
φi(x) detD
2u(x)dx+ Chα|u|C2,α(Bi)
∫
Ω
φi(x)dx,
because the reverse inequality can be derived similarly.
Since u ∈ C2,α(Bi), we estimate u by a quadratic polynomial p so that
u(x) ≤ p(x) ∀x ∈ BRh(xi),
where p(xi) = u(xi),∇p(xi) =∇u(xi) andD
2p = D2u(xi)+Ch
α|u|C2,α(Bi)I
with universal constant C. If ph = Nhp, then Lemma 2.2 (subdifferential
monotonicity) yields
|∂Nhu(xi)| ≤ |∂ph(xi)|.
If φi is the hat function over Th associated with xi, it remains to show
|∂ph(xi)| ≤
∫
Ω
φi(x) detD
2u(x)dx+ Chα|u|C2,α(Bi)
∫
Ω
φi(x)dx.
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Since (λ+Chα)I ≤ D2p ≤ (Λ + Chα)I and
Λ + Chα
λ+ Chα
≤ Λ
λ
because Λ ≥ λ,
invoking Lemma 5.3 (consistency of the discrete Monge-Ampe`re measure),
we obtain
|∂ph(xi)| =
∫
Ω
φi(x) detD
2p(x)dx
because this holds for any mesh Th with nodes Nh and translation in-
variant basis {φi}ni=1 provided dist(xi, ∂Ωh) ≥ Rh. Recalling that u ∈
C2,α(Bi), we can write D
2p = D2u(x)+E(x) for all x ∈ Bi, where |E(x)| ≤
C|u|C2,α(Bi)hα. Writing detD2p = detD2u(x) det(I + E(x)D2u(x)−1) and
using Taylor expansion yields
|∂ph(xi)| ≤
∫
Ω
φi(x) detD
2u(x)dx+ Chα|u|C2,α(Bi)
∫
Ω
φi(x)dx,
and concludes the proof of the Ho¨lder estimate. Finally, if u ∈W sq (Bi) with
s − dq > 2, then we resort to the Sobolev embedding W sq (Bi) ⊂ C2,α(Bi)
with 0 < α = s− 2− d/q < 1 and apply the preceding Ho¨lder estimate. 
For nodes close to the boundary, we can no longer exploit the node trans-
lation invariance and we thus get an error of order 1. We express this fact
as follows.
Lemma 5.5 (boundary consistency). Let Th be a mesh with nodes Nh and
{φi} be a basis of piecewise linear hat functions over Th. Let u ∈ W 2∞(Bi)
be a convex function with λI ≤ D2u ≤ ΛI in the set Bi := BRh(xi)∩Ω with
R = Λλσ
2, and let Nhu be the convex nodal function associated with u. If
xi ∈ N0h is a node with dist(xi, ∂Ωh) ≤ Rh, then∣∣∣∣|∂Nhu(xi)| −
∫
Ω
φi(x) detD
2u(x)dx
∣∣∣∣ ≤ C|u|dW 2
∞
(Bi)
∫
Ω
φi(x)dx,
where the constant C = C(d, λ,Λ). This estimate is valid for any xi ∈ N0h.
Proof. We proceed as in Proposition 5.4 and only show
|∂Nhu(xi)| ≤
∫
Ω
φi(x) detD
2u(x)dx+ C|u|dW 2
∞
(Bi)
∫
Ω
φi(x)dx.
Since λI ≤ D2u ≤ ΛI, we have Ai(Nhu) ⊂ BRh(xi)∩Ω according to Lemma
5.1 (size of adjacent sets). The W 2∞-regularity assumption of u gives the
following estimate for the piecewise constant gradient of the convex envelope
Γ(Nhu) of Nhu over each element T of the mesh induced by Γ(Nhu), not
necessarily Th, and contained in BRh(xi)
∇Γ(Nhu)|T =∇u(xi) + vT , |vT | ≤ Ch|u|W 2
∞
(Bi).
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Applying Lemma 2.4 (characterization of subdifferential) we deduce that the
convex hull of all ∇Γ(Nhu)|T for T ∋ xi, whence ∂Nhu(xi), can be bounded
by a ball of radius Ch|u|W 2
∞
(Bi) centered at ∇u(xi). Hence, we arrive at
|∂Nhu(xi)| ≤ C|u|dW 2
∞
(Bi)
∫
Ω
φi(x)dx
≤
∫
Ω
φi(x) detD
2u(x)dx+ C|u|dW 2
∞
(Bi)
∫
Ω
φi(x)dx,
because detD2u(x) ≥ 0 a.e. x ∈ Ω. This completes the proof. 
6. Rates of convergence
Our goal in this section is to establish rates of convergence in the max-
norm for the approximation (3.3) of the Monge-Ampe`re equation (1.1). We
first deal with classical solutions u ∈ C2(Ω) and next with non-classical solu-
tions u ∈ C1,1(Ω)\C2(Ω). Interior error estimates result from combining the
stability and consistency estimates derived in Sections 4 and 5. Boundary
error estimates entail a different approach involving discrete barrier func-
tions, which we discuss next.
6.1. Discrete Barrier function. Since the consistency estimates of Propo-
sition 5.4 are valid in the interior, we need to treat the boundary layer
{x ∈ Ω : dist(x, ∂Ωh) ≤ Rh}
differently. We exploit that Nhu − uh = 0 on ∂Ωh together with the fact
that Nhu− uh cannot grow too fast from ∂Ωh. This is a consequence of the
next result.
Lemma 6.1 (discrete barrier). Let Ω be uniformly convex and N0h be trans-
lation invariant. Given a constant E > 0, for each node xi ∈ N0h with
dist(xi, ∂Ωh) ≤ Rh, R = Λλσ2, there exists a nodal function bih such that
|∂bih(xj)| ≥ E
∫
Ω φj(x) dx for all xj ∈ N0h, bih(xj) ≤ 0 at xj ∈ N∂h and
|bih(xi)| ≤ CRE1/dh,
provided that h is sufficiently small.
Proof. We proceed in three steps. We denote z = xi for convenience.
Step 1. We first construct a nodal function ph such that
|∂ph(xj)| ≥ E
∫
Ω
φj(x)dx ∀xj ∈ N0h.
Let z0 ∈ ∂Ω be such that |z − z0| = dist(z, ∂Ω). We introduce a coordinate
system with origin at z0 and z = (0, · · · , 0, |z− z0|) and the domain Ω lying
within the sphere Sr given by
x21 + x
2
2 + . . .+ x
2
d−1 + (xd − r)2 ≤ r2,
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where the radius r is a lower bound for the curvature of the boundary ∂Ω
which is strictly positive. Let p(x) be the convex quadratic polynomial
p(x) =
E1/d
2
{
x21 + x
2
2 + . . . + x
2
d−1 + (xd − r)2 − r2
}
,
which is ≤ 0 in Ω. We consider a extension N+h of the nodal set N0h to Rd
N
+
h =

z = h
d∑
j=1
kjej : kj ∈ Z


where {ej} is the basis spanning the translation invariant set N0h. Let p+h =
Nhp be the nodal function associated with p over N
+
h , namely p
+
h (xj) = p(xj)
for all xj ∈ N+h . Since N+h is translation invariant, Lemma 5.3 (consistency
of the discrete Monge-Ampe`re measure) yields
|∂p+h (xj)| =
∫
ωj
φj(x) detD
2p(x)dx = E
∫
ωj
φj(x)dx ∀xj ∈ N+h ,
where ωj = supp(φj). To define the nodal function ph on Nh, we set
ph(xj) := p
+
h (xj) ∀xj ∈ N0h.
To define ph at boundary nodes xj ∈ N∂h, which may not belong to N+h , we
regard the convex envelope Γ(p+h ) of p
+
h in R
d as a natural extension and we
assign ph(xj) := Γ(p
+
h )(xj) for all xj ∈ N∂h. In view of Lemma 2.1 (discrete
subdifferential), we realize that ∂ph(xj) = ∂Γ(p
+
h )(xj) for all xj ∈ N0h.
Step 2. We assert that
ph(xj) ≤ CE1/dh ∀xj ∈ Nh.
Since ph(xj) ≤ 0 for all xj ∈ N0h, we only need to show this for xj ∈ ∂Ω. For
each such node, due to the convexity of p+h , we have
ph(xj) = Γ(p
+
h )(xj) ≤ max{p+h (xk) : xk ∈ Aj(p+h )},
where Aj(p
+
h ) is the adjacent set of xj for p
+
h . By Lemma 5.1 (size of adjacent
sets), Aj(p
+
h ) is contained in a ball Bj = BRh(xj). We thus deduce
ph(xj) ≤ max{p+h (xk) : xk ∈ Ω+BRh(0)}.
Since Ω is contained in the ball Sr, we infer that
ph(xj) ≤ E1/d
{
(r +Rh)2 − r2} ≤ 3E1/drRh
for h sufficiently small.
Step 3. Finally, if we set
bih(x) := ph(x)− 3E1/drRh,
then we have bih(xj) ≤ 0 for all xj ∈ ∂N∂h. Moreover, we have
|bih(z)| = |p(z) − 3E1/drRh| ≤ CE1/drRh.
This completes the proof. 
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6.2. Rates of Convergence for Classical Solutions. We prove rates of
convergence for C2 classical solutions of (1.1), assuming either Ho¨lder or
Sobolev regularity of D2u. This is the content of Theorems 6.1 and 6.2.
Theorem 6.1 (rate of convergence for C2,α solutions). Let Ω be uniformly
convex and N0h be translation invariant. Let u be the convex solution of the
Monge-Ampe`re equation (1.1) with λI ≤ D2u ≤ ΛI in Ω and uh be the
solution of (3.3) with right-hand sides {fi}ni=1 defined over a mesh Th with
nodes Nh and translation invariant basis {φi}ni=1. If f(x) ≥ λF > 0 for all
x ∈ Ω and u ∈ C2,α(Ω), then
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chα
where the constant C = C(d,Ω, λ,Λ, λF )
(|u|C2,α(Ω) + |u|W 2∞(Ω)).
Proof. Let Th be the mesh with nodes Nh where we define the nodal values
fi according to (3.2), and let Nhu be the nodal function associated with u.
Lemma 5.1 (size of adjacent sets) gives Ai(Nhu) ⊂ BRh(xi) for all xi ∈ N0h.
Classical interpolation theory thus yields [9]
‖u− Γ(Nhu) ‖L∞(Ωh) ≤ Ch2|u|W 2∞(Ω).
Therefore, we only need to prove that |(Nhu−uh)(xi)| ≤ Chα for all xi ∈ N0h,
or equivalently the one-sided estimate
sup
xi∈Nh
(
Nhu− uh
)−
(xi) ≤ Chα(6.1)
because a corresponding inequality for (Nhu−uh)+ can be derived similarly.
Step 1 (boundary estimate). We first show that for all xi ∈ N0h such that
dist(xi, ∂Ωh) ≤ Rh with R = Λλσ2(
uh −Nhu
)
(xi) ≤ C|u|W 2
∞
(Bi)h.
Fix xi ∈ N0h and let bih be the discrete barrier defined in Lemma 6.1 (discrete
barrier) with free parameter E. We consider the nodal function uh + b
i
h,
which satisfies
∂uh(xj) + ∂b
i
h(xj) ⊂ ∂(uh + bih)(xj)
due to Lemma 2.3 (addition of subdifferentials). Applying (4.2), which is a
consequence of Lemma 4.2 (Brunn-Minkowski inequality), implies
|∂(uh + bih)(xj)| ≥ |∂uh(xj)|+ |∂bih(xj)|.
Since ∂uh(xj) = fj according to (3.3), invoking Lemma 6.1 (discrete barrier)
and Lemma 5.5 (boundary consistency) yields
|∂(uh + bih)(xj)| ≥ fj + E
∫
Ω
φj(x)dx ≥ |∂Nhu(xj)| ∀xj ∈ N0h,
provided E ≥ C|u|dW 2
∞
(Bj)
. Moreover, bih(xj) ≤ 0 and uh(xj) = Nhu(xj) =
g(xj) for all xj ∈ N∂h imply uh + bih ≤ Nhu on ∂Ωh, whence Corollary 4.4
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(discrete maximum principle) gives
uh(xj) + b
i
h(xj) ≤ Nhu(xj) for all xj ∈ N0h.
Finally, the estimate for bih(xi) of Lemma 6.1 (discrete barrier) yields
uh(xi)−Nhu(xi) ≤ −bih(xi) ≤ C|u|W 2
∞
(Bi)h.(6.2)
Step 2 (interior estimate). We intend to apply Proposition 4.3 (contin-
uous dependence) to the nodal function Nhu − uh for all nodes xi ∈ N0h
with dist(xi, ∂Ω) ≥ Rh, for which we need to compare subdifferentials and
verify boundary conditions. To deal with the former, we restate Propo-
sition 5.4 (interior consistency) with the help of (1.1a) and (3.3), namely∫
Ω φi(x) detD
2u(x)dx = fi = |∂uh(xi)|:
|∂Nhu(xi)| ≤ |∂uh(xi)|+ Chα|u|C2,α(Ω)
∫
Ω
φi(x)dx.
Setting ǫ := Chα|u|C2,α(Ω)
∫
Ω φi(x)dx, we readily see that
|∂Nhu(xi)|1/d − |∂uh(xi)|1/d ≤ (fi + ǫ)1/d − f1/di
for xi ∈ C−h (Nhu− uh). Since the function ψ(t) = t1/d is concave for t > 0,
we deduce that ψ(t+ ǫ)− ψ(t) ≤ d−1t1/d−1ǫ, whence
|∂Nhu(xi)|1/d − |∂uh(xi)|1/d ≤ Chα|u|C2,α(Ω)f1/d−1i
∫
Ω
φi(x)dx.
Exploiting now the lower bound of f , namely f(x) ≥ λF > 0 for all x ∈ Ω,
we estimate fi from below
fi =
∫
Ω
f(x)φi(x)dx ≥ λF
∫
Ω
φi(x)dx,
and insert this bound back into the preceding expression to obtain(
|∂Nhu(xi)|1/d − |∂uh(xi)|1/d
)d ≤ Cλ1−dF hαd|u|dC2,α(Ω)
∫
Ω
φi(x)dx.
In order to apply Proposition 4.3 (continuous dependence) to the nodal
function Nhu − uh it remains to check boundary conditions on the smaller
domain
Ω0h := {x ∈ Ω : dist(x, ∂Ωh) ≥ Rh},
where the above calculation is valid. Since
(
uh − Nhu
)
(xi) ≤ C|u|W 2
∞
(Bi)h
for xi ∈ N0h \ Ω0h, according to (6.2), Proposition 4.3 leads to
sup
xi∈Ω0h∩N0h
(
Nhu− uh + C|u|W 2
∞
(Bi)h
)−
(xi) ≤ Cλ1/d−1F |Ω|1/dhα|u|C2,α(Ω),
or equivalently to
(6.3)
(
uh −Nhu
)
(xi) ≤ C|u|W 2
∞
(Bi)h+ Cλ
1/d−1
F |Ω|1/dhα|u|C2,α(Ω)
for all xi ∈ Ω0h∩N0h. Combining (6.2) with (6.3) proves the desired estimate
(6.1) and concludes the proof. 
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Remark 6.1 (non-degeneracy). The lower bound λF in the non-degeneracy
assumption f(x) ≥ λF > 0 of Theorem 6.1 may be viewed as a stability
constant because λ
1/d−1
F blows up as λF → 0. If f vanishes somewhere, then
λF = 0 and we have a reduced convergence rate h
α/d because (fi + ǫ)
1/d −
f
1/d
i ≤ ǫ1/d for all fi ≥ 0.
Remark 6.2 (C2,α-regularity). It is worth observing that the assumptions
on u in Theorem 6.1 can be verified from assumptions on f . In fact, if
0 < λF ≤ f(x) ≤ ΛF , then 0 < λ ≤ D2u(x) ≤ Λ for some constants λ,Λ
[12], [30, Section 4.1]. Moreover, if f(x) ∈ Cα(Ω) and Ω is of class C2,α,
then u ∈ C2,α(Ω) [11], [30, Section 4.3].
Theorem 6.2 (rate of convergence for W sq solutions). Let Ω be uniformly
convex and N0h be translation invariant. Let u be the convex solution of the
Monge-Ampe`re equation (1.1) with λI ≤ D2u ≤ ΛI in Ω and uh be the
solution of (3.3) with right-hand side {fi}ni=1 defined in (3.2) over a mesh
Th with nodes Nh and translation invariant basis {φi}ni=1. If f(x) ≥ λF > 0
for all x ∈ Ω and u ∈W sq (Ω) with s > 2 + dq , s ≤ 3, d < q ≤ ∞, then
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chs−2
where the constant C = C(d,Ω, λ,Λ, λF )
(|u|W sq (Ω) + |u|W 2∞(Ω)).
Proof. We just employ the second estimate of Proposition 5.4 (interior con-
sistency) in Step 2 of the proof of Theorem 6.1 (rate of convergence for C2,α
solutions). The key difference is the estimate of the sum
S := h
s−2− d
q

 ∑
xi∈N0h
|u|dW sq (Bi)
∫
Ω
φi(x)dx


1
d
before applying Proposition 4.3 (continuous dependence); recall that Bi =
B(xi, Rh). To exploit the ℓ
q-summability of {|u|W sq (Bi)}xi∈N0h we utilize
Ho¨lder inequality with exponents t = q/d and t∗ = q/(q − d) to arrive
at
S ≤ hs−2− dq

 ∑
xi∈N0h
|u|qW sq (Bi)


1
q

 ∑
xi∈N0h
(∫
Ω
φi
) q
q−d


q−d
dq
.
We note that the balls Bi have a finite overlapping property. In fact, if
Bi ∩Bj 6= ∅, then dist(xi, xj) ≤ 2Rh and the box
(6.4) ωj :=
{
x = xj +
d∑
k=1
tek : −h
2
≤ t ≤ h
2
}
is contained in BCh(xi) where C = 2R +
1
2d. Since |BCh(xi)| ≤ Chd and
|ωj| ≥ chd, with c = c(σ), we deduce that balls BCh(xi) contain a fixed
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number of nodes xj and Bi overlaps with a fixed number of Bj’s. Hence
 ∑
xi∈N0h
(∫
Ω
φi
) q
q−d


q−d
dq
≤ C|Ω| q−ddq h dq ,
and we deduce that S ≤ Chs−2|u|W sq (Ω) to conclude the proof. 
We stress that Theorem 6.2 (rate of convergence for W sq solutions) pro-
vides a linear rate for solutions u ∈W 3q (Ω) with q > d, which is much weaker
than the requirement u ∈ W 3∞(Ω) of Theorem 6.1 (rate of convergence for
C2,α solutions) for a similar rate. We explore this further below.
6.3. Rates of Convergence for Piecewise Smooth Solutions. We now
study the case where the consistency error may be large in a small region,
for instance when the Hessian D2u jumps across a surface within Ω, but is
small otherwise. We therefore give up the assumption u ∈ C2(Ω). We exploit
the structure of the estimate in Proposition 4.3 (continuous dependence),
namely the fact that its right-hand side accumulates in ℓd.
Before stating our result, we introduce the Minkowski-Bouligand dimen-
sion of a subset ω of Ω. Given a translation invariant set of nodes Nh = {xi},
let {ωi}xi∈Nh be the translation invariant partition covering Ω defined in
(6.4). Let m(h) be the number of ωi’s required to cover ω. We define the
(Minkowski-Bouligand or box) dimension of ω to be
dimω := − lim
h→0
logm(h)
log h
.
For example, it is easy to check that ∂B1, the discontinuity set of D
2u in
example (3.1), is of dimension one. In addition, the solution u satisfies
u ∈ W 2∞(B2(0)) \ C2(B2(0)) and u ∈ C3(B1(0)), C3(B2(0) \ B1(0)). The
following theorem explores situations such as this one.
Theorem 6.3 (convergence rates for piecewise smooth Hessians). Let Ω
be uniformly convex and Nh be a translation invariant set of nodes. Let
u ∈W 2∞(Ω) be the convex solution of the Monge-Ampe`re equation (1.1) and
satisfy λI ≤ D2u ≤ ΛI in Ω. Let D2u be piecewise smooth in the sense that
D2u ∈ W sq (Ω \ ω) with s > 2 + d/q, s ≤ 3, d < q ≤ ∞, and let ω have box
dimension n < d. If f ≥ λF > 0 in Ω and uh is the solution of (3.3) with
right-hand side {fi}ni=1 defined in (3.2) over a mesh Th with nodes Nh and
translation invariant basis {φi}ni=1, then
‖u− Γ(uh) ‖L∞(Ωh) ≤ Chs−2 |u|W sq (Ω\ω) + Ch
d−n
d |u|W 2
∞
(Ω),
where the constant C = C(d,Ω, ω, λ,Λ, λF ).
Proof. We argue as in Theorems 6.1 and 6.2. Therefore, we first observe
that u ∈W 2∞(Ω) guarantees
|(Nhu− uh)(xi)| ≤ C|u|W 2
∞
(Ω)h
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for all xi ∈ N0h such that dist (xi, ∂Ωh) < Rh. We split the nodes xi ∈ N0h
such that dist (xi, ∂Ωh) ≥ Rh into two sets, those that are at distance Rh
to ω, denoted by N0h(ω), and the complement N
0
h(Ω \ ω).
In order to apply Proposition 4.3 (continuous dependence), we start with
the estimate
|∂Nhu(xi)|1/d − |∂uh(xi)|1/d ≤ (fi + ǫi)1/d − f1/di ≤ d−1λ1/d−1F δi
and δi = ǫi
( ∫
Ω φi
)1/d−1
, in conjunction with the expression of ǫi already
derived in the second estimate of Proposition 5.4 (interior consistency), to
arrive at
δi = Ch
s−2− d
q |u|W sq (Bi)
(∫
Ω
φi
) 1
d ∀xi ∈ N0h(Ω \ ω).
We next resort to the crude bound (fi + ǫi)
1/d − f1/di ≤ ǫ1/di , together with
the expression of ǫi derived in Lemma 5.5 (boundary consistency), to write
ǫi = C|u|W 2
∞
(Bi)
(∫
Ω
φi
) 1
d ∀xi ∈ N0h(ω).
We point out that Lemma 5.5 is valid for any xi ∈ N0h. Arguing as in
Theorem 6.2 (rate of convergence for W sq solutions), we thus obtain∑
xi∈N0h(Ω\ω)
δdi ≤ Ch(s−2)d |u|dW sq (Ω\ω),
as well as ∑
xi∈N0h(ω)
ǫdi ≤ C|u|dW 2
∞
(Ω)
∑
xi∈N0h(ω)
|ωi| ≤ Chd−n |u|dW 2
∞
(Ω)
because
∑
xi∈N0h(ω) |ωi| ≤ Cm(h)h
d ≤ hd−n with n being the box dimension
of ω. Applying now Proposition 4.3 (continuous dependence) to Nh(u)−uh
yields
sup
(
Nh(u)− uh
)− ≤ Chs−2 |u|W sq (Ω\ω) + Ch d−nd |u|W 2∞(Ω).
This is the asserted estimate. 
We conclude with a simple application of Theorem 6.3 (convergence rates
for piecewise smooth Hessians) to the example (3.1). Since d = 2, s = 3,
q =∞, and n = dim(∂B1) = 1, we deduce
‖u− Γ(uh) ‖L∞(Ωh) ≤ C(u)h1/2.
We point out that the singular set ω = ∂B1 need not be matched by either
the mesh Th associated with the translation invariant nodal set N
0
h or the
mesh induced by the convex envelope Γ(uh) of uh.
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