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Abstract
The quasistatic normal-compliance contact problem of isotropic homogeneous linear
visco-elastic bodies with Coulomb friction at small strains in Kelvin-Voigt rheology is con-
sidered. The discretization is made by a semi-implicit formula in time and the Symmetric
Galerkin Boundary Element Method (SGBEM) in space, assuming that the ratio of the
viscosity and elasticity moduli is a given relaxation-time coefficient. The obtained recur-
sive minimization problem, formulated only on the contact boundary, has a nonsmooth
cost function. If the normal compliance responds linearly and the 2D problems are consid-
ered, then the cost function is piecewise-quadratic, which after a certain transformation
gets the quadratic programming (QP) structure. However, it would lead to second-order
cone programming in 3D problems. Finally, several computational tests are presented
and analysed, with additional discussion on numerical stability and convergence of the
involved approximated Poincare´-Steklov operators.
Keywords: contact mechanics, tribology, evolution variational inequalities, numerical
approximation, boundary element method (BEM), mathematical programming, compu-
tational simulations.
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1 Introduction
Mathematically justified modelling and efficient numerical solution of unilateral contact prob-
lems with friction is very challenging. It is now well recognized that the combination of the
Coulomb friction with unilateral Signorini contact is very difficult and essentially there are
no satisfactory mathematical results (i.e. not only for small coefficient of friction or small
data or short time) available in the literature. On the other hand, in engineering a so-called
normal compliance is a well-accepted compromise (and sometimes considered even as a more
realistic variant) to the Signorini problem. This compliance concept is based on an idea of a
rough contact surface which is intimately related with the concept of friction resulting micro-
scopically from a certain asperity of the surface and which, when pressed by a normal force,
exhibits certain elastic response, macroscopically demonstrated as a certain interpenetration,
cf. [25, Sect. 11.4.2], [34, Sect. 4.10], [58, Chap. 5] or [52]. This normal-compliance concept is
also well amenable for existence analysis, cf. [3,26,43], and for analysis of convergence of numer-
ical approximation, although its algorithmic implementation might be more difficult because
(in contrast to the Signorini problem) does not lead directly to a quadratic-programming or a
2nd-order-cone-programming problem.
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When nonlinearities are restricted to the boundaries, small-strain concept is adopted, and
the material in the bulk is linear and homogeneous (so that the fundamental solutions of
the underlying operators are at disposal), the Boundary Element Method (BEM) can be an
efficient and very accurate alternative to the Finite Element Method (FEM) usually employed
in engineering computations, e.g. [13,21,22,25,27,29,31,58]. In this paper, we confine ourselves
to the mentioned situation in the bulk, so that all nonlinearities arising from the normal-
compliance model and the Coulomb friction will be indeed only on the boundary or interfaces
between the bodies. It should be noted that Coulomb friction can be reduced to the solution
of so-called Tresca friction, see [12,21] for which error estimates are available, see [17]. Also, it
is worthy of mention that we neglect inertia.
There exist several quite successful approaches for the solution of contact problems by
BEM, e.g. [5, 8, 15, 16, 33, 38] and references therein. In our present approach we develop a
new model, which uses normal compliance contact with visco-elastic behaviour of the bulk but
implemented so that the elasto-static boundary element (BE) approach is used in combination
with the quadratic programming (QP).
The paper is organized as follows. After formulation of the problem in Section 2, we made
the following steps towards devising an approximation and an efficient algorithm in Section 3:
• Discretization made by a semi-implicit formula in time (Sect. 3.1).
• Implementation of BEM, assuming the ratio of the viscosity and elasticity moduli is a
given relaxation-time coefficient (Sect. 3.2).
• The changes in energy formulation related to implementation by the Symmetric Galerkin
Boundary Element Method (SGBEM) (Sect. 3.3).
• A transformation of the nonsmooth incremental problems to get the quadratic program-
ming (QP) structure in 2D contact problems with linearly-responding normal compliance
(Sect. 3.4).
Let us emphasize that the method is robust in the sense that it avoids any nonconvex
minimization, and even the minimizers at each particular time level can be found in a finite
number of steps, and has a guaranteed numerical stability (a-priori estimates) for arbitrary
coefficient of friction and large data and long times, as shown in Appendix C. Most importantly,
involving a viscous rheology and the normal compliance ensures that the continuous friction
model has a unique solution, which was proved by Han et al. [19] (see also [7, 20, 49]) for the
Kelvin-Voigt rheology, used also here. It is worth mentioning that uniqueness results for linear
elastic solids are only available when assuming some bounds for contact problem parameters
[24, 26, 43]. In fact, any ‘enough dissipative’ rheology leading to a parabolic-type equation
(e.g.Jeffreys’ or the so-called 4-parameter solid) will serve similarly but the less dissipative
rheologies leading to a rather hyperbolic equation (like Maxwell’s, Boltzmann’s or Burgers’),
would not guarantee well-posedness of the model. Sometimes the former type of rheology is
referred to as solid-type and the latter as fluid-type, cf. [40].
Eventually, in Section 4, the algorithm exploiting the above constructed incremental QP
(solved here by a conjugate gradient based method) is tested in numerical simulations for
various types of contacts, including receding contact and conforming contact problems.
The paper also includes tree appendices. In Appendix A, we give some details of SGBEM
implementation for spatial discretization of a suitable system of Boundary Integral Equations
(BIE), in Appendix B, we present the block structure of the displacement-traction map for
interface variables, in Appendix C, we sketch some theoretical aspects of the model concerning
numerical stability and convergence of the numerical implementation.
2 Contact problem with friction at small strains
For the notational simplicity, only two bodies in contact will be considered. Let these bodies
occupy domains Ωη ⊂ Rd (η=A,B) with bounded Lipschitz boundaries ∂Ωη=Γ η, Figure 1.
Later, we will consider only d=2 but some parts allow also d=3. Let ~nη denote the unit
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Figure 1 Notation of two domains in contact and various parts of their boundaries.
outward normal vector defined a.e. at Γ η. For d=2, tη denotes the unit tangential (surface)
vector such that it defines anti-clockwise orientation of Γ η.
The contact zone ΓC is defined as the common part of Γ
A and Γ B, i.e. ΓC=Γ
A∩Γ B. Notice,
that this definition, adopted for the sake of formulation simplicity, covers just receding and
conforming contact types. Nevertheless, the present computational implementation covers also
the case of advancing contact. The Dirichlet and Neumann boundary conditions are defined
on the outer boundary parts, respectively, prescribing displacements as gηD = g
η
D(t) on Γ
η
D
and tractions as f ηN = f
η
N(t) on Γ
η
N at a current time t, cf. (2.2b,c) below. Of course, we
assume that Γ ηD and Γ
η
N are disjoint and relatively open parts of Γ
η, disjoint also with ΓC, and
Γ η=Γ
η
D∪Γ ηN∪Γ C . We also assume that the Dirichlet part is far from the contact boundary, i.e.
Γ
η
D∩Γ C=∅. The difference, i.e. a gap, on ΓC of (traces of) functions defined on ΩA and ΩB will
be denoted by [[·]] . In particular, the gap of displacements on the contact boundary ΓC means
[[u]] := uA|ΓC − uB|ΓC . Further, we will use the gap of the normal and tangential displacements[
u
]
n
:=
[
u
] ·~nB = −[u] ·~nA = −uB|ΓC·~nB − uA|ΓC·~nA, [u] t := [u] − [u] n~nB (2.1)
We also use the convention that the ‘dot’ will stand for the partial time derivative ∂
∂t
.
The classical formulation of the evolution boundary-value problem we will consider is the
following:
div ση = 0, ση = Dηe(.uη)+Cηe(uη), e(u) := 1
2
(∇u)>+1
2
∇u on Ωη, η = A,B, (2.2a)
uη = gηD(t) on Γ
η
D , (2.2b)
pη = f ηN(t) with the traction p
η := ση~nη on Γ ηN , (2.2c)
[[σ]]~nB = 0 and σn − γ′
(
[[u]]n
)
= 0 with σn := p
B·~nB,
|σt| ≤ −µσn with σt := pB − σn~nB,
|σt| < −µσn ⇒ [[
.
u]]t = 0,
|σt| = −µσn ⇒ ∃λ ≥ 0 : σt = λ[[
.
u]]t ,
 on ΓC; (2.2d)
with Cη (resp. Dη) the positive-definite symmetric 4th-order tensors of elastic (resp. viscous)
moduli on η-domain, µ > 0 a coefficient of friction and γ : R → R+ a decreasing smooth and
convex function describing the compression energy of the normal-compliance contact.
The normal and tangential components of the traction stress defined in (2.2c) are denoted
by σn and σt in (2.2d), respectively. The evolution boundary-value problem (2.2) is to hold for
a.a. time instances t ∈ [0, T ] with T a fixed time horizon. We will further consider an initial-
boundary-value problem by prescribing the initial conditions at time t=0 for the displacement:
uη(0, ·) = uη0 on Ωη, η = A,B. (2.2e)
It should be emphasized that the classical formulation (2.2) is rather formal in some aspects
and gain a sense only in a suitable weak formulation. In particular, the jump of stress vector
[[σ]]~nB is well defined only in the space H−1/2(ΓC;Rd), and is imposed to equal zero, in contrast
to σn which has a good meaning in the space L
2−2/d(ΓC) if γ′ is qualified as (2.3) below, being
equal to γ′([[u]]n). It should be noted that the jump of the stress tensor [[σ]] is quite difficult to
define and it is actually not needed in the formulation, additionally it does not have to vanish,
while the jump of the stress vector does.
As for the normal-compliance model, for some purposes of this paper, we can assume
that, for some 2 ≤ q < 2(d − 1)/(d − 2) for d≥3, otherwise 2≤q<∞, satisfying the follow-
ing growth/continuity conditions:
∃C∈R ∀u∈R : ∣∣γ′(u)∣∣ ≤ C|u|q−1, and (2.3a)
∀u, u˜∈R : ∣∣γ′(u)−γ′(u˜)∣∣ ≤ C(|u|q−2+ |u˜|q−2)∣∣u−u˜∣∣. (2.3b)
Typically, γ((0,+∞]) = 0 for unilateral contact and, e.g., γ(u) = K|u−|q satisfies (2.3) pro-
vided q≥2. If d=2, γ may have an arbitrary polynomial growth, which may imitate a finite
interpenetration. Let us remark that the finite interpenetration up the depth, say, uf<0, means
that limv↘uf γ(v) = ∞ and γ(v) = ∞ for v≤uf . This is a quite realistic replacement of the
Signorini contact, although any rigorous analysis for the evolutionary model does not seem to
be available yet. Anyhow, especially for an efficient implementation by QP, we will later confine
ourselves to a piecewise quadratic case, i.e. in particular q=2.
For lucidity, it is noteworthy that the evolution boundary-value problem (2.2a) with (2.2d),
when written in a weak formulation, takes the form of a doubly-nonlinear evolution governed
by a convex stored energy E and a nonsmooth convex potential of dissipative forces R(u; ·). In
the so-called Biot-equation form, it reads as the differential inclusion
∂.uR(u;
.
u) + ∂uE (gD(t);u) 3 F (t), (2.4)
for u := (uA, uB) and gD = (g
A
D, g
B
D), where the symbol ∂ refers to partial subdifferentials relying
on the convexity of R(u; ·) and E (gD; ·). It involves the functionals E , R, and F in the specific
form:
E (gD;u) := EB(gD;u) + EC(u) with EC(u) :=
∫
ΓC
γ
([
u
]
n
)
dΓ, (2.5a)
E
B
(gD;u) :=

∑
η=A,B
∫
Ωη
1
2
e(uη):Cη:e(uη) dΩ if uη|
Γ ηD
= gηD,
∞ else,
(2.5b)
R(u;
.
u) := R1(u;
.
u) +R2(
.
u) with R1(u;
.
u) :=
∫
ΓC
−µγ′([u]
n
)∣∣[ .u]
t
∣∣ dΓ, (2.5c)
R2(
.
u) :=
∑
η=A,B
∫
Ωη
1
2
e(
.
uη):Dη:e(.uη) dΩ, (2.5d)
〈
F (t), v
〉
:=
∑
η=A,B
∫
Γ ηN
f ηN(t)v
η dΓ ∀v = (vA, vB), vη∈H1(Ωη;Rd), η = A,B. (2.5e)
Note that in (2.5a) and (2.5b) we split E into the bulk part E
B
and the contact-boundary
part E
C
to be used later especially in Section 3.2, while in (2.5c) and (2.5d) we denoted the
split of the functional R according to the degree of homogeneity of its terms with respect
to the displacement rate (the subscript index). The dissipation rate reflects these different
homogeneity degrees, namely 〈R(u; .u), .u〉 = R1(u;
.
u) + 2R2(
.
u), as occurs in (2.10) below.
We intentionally do not want to write (2.2a-d) in terms of some shifted solution satisfying
the homogeneous Dirichlet conditions on Γ ηD because this (otherwise usual) procedure would
give rise a non-homogeneous right-hand side in the transformed equilibrium equation (2.2a)
and, thus, it would not be well suited with BEM for spatial discretization we want to use later.
The weak formulation of (2.4) is simple if
.
gD = 0, namely
∀a.a.t∈ [0, T ] ∀ u˜∈H1(ΩA∪ΩB;Rd), u˜|ΓD = 0 :〈
∂uE (gD;u(t))−F (t), u˜ − .u(t)
〉
+R(u(t); u˜) ≥ R(u(t); .u(t)). (2.6)
For a general case
.
gD 6= 0, like in [9], one should use the formulation as a system:
∀a.a.t∈ [0, T ] : ξ(t) + ζ(t) = F (t), and (2.7a)
∀ u˜∈H1(ΩA∪ΩB;Rd) : 〈ξ(t), u˜ − .u(t)〉+R(u(t); u˜) ≥ R(u(t); .u(t)), (2.7b)
∀ u˜∈H1(ΩA∪ΩB;Rd), u˜|ΓD = 0 :
〈
ζ(t), u˜−u(t)〉+ E (gD(t); u˜) ≥ E (gD(t);u(t)). (2.7c)
However, one of the advantages of BIE and BEM is that the Dirichlet conditions are ‘hidden’
into the stored-energy functional so that time-varying Dirichlet condition does not represent
any problem if ΓD is far from ΓC, cf. (3.17) and (3.19).
Here, when we want to write either the energy balance or (2.7) in a simpler form (2.6),
we use such shift only for testing (2.4). Let uD define a (suitably smooth) prolongation of the
boundary condition gD. Since Γ
η
D∩Γ C=∅ is assumed, we can always consider [[uD]] = 0 on ΓC
so that this transformation does not influence (2.2d) and then also the R1-term in (2.8) below.
Then, uz := u− uD has zero traces on ΓD and, in view of (2.4), satisfies
∂ .uR1(uz;
.
uz) +R
′
2(
.
uz+
.
uD) + ∂uE (gD(t);uz+uD) 3 F (t), (2.8)
where R ′2 stands for Gaˆteaux derivative. Now, testing (2.8) by
.
uz having zero traces on ΓD
becomes legal and renders
∑
η=A,B
(∫
Ωη
e(uηz + u
η
D):Cη:e(
.
uηz) dΩ
)
+
∫
ΓC
γ′
([
u
]
n
)([ .
u
]
n
− µ∣∣[ .u]
t
∣∣) dΓ
+
∑
η=A,B
(∫
Ωη
e(
.
uηz +
.
uηD):Dη:e(
.
uηz) dΩ
)
=
∑
η=A,B
∫
Γ ηN
f ηN ·
.
uηz dΓ, (2.9)
and by integrating it over the time interval [0;T ] with the initial conditions (2.2e) provides the
following energy balance, by substituting uz according to its definition,
E (gD(T );u(T )) +
∫ T
0
(
R1(u;
.
u) + 2R2(
.
u)
)
dt
= E (gD(0);u0) +
∫ T
0
(〈
F (t),
.
u−.uD〉+
∑
η=A,B
∫
Ωη
(
Cηe(uη) + Dηe(.uη)) :e(.uηD)dΩ)dt. (2.10)
This expresses energy conservation in terms of the original displacement u: the sum of the
energy stored in the system at time T and the energy dissipated during the time interval [0;T ]
due to friction and viscous processes equals the energy stored at the system at time 0 plus the
work made by the external boundary loadings gηD and f
η
N during the same time interval.
3 Numerical approximation and computer implementa-
tion
The numerical procedure devised for solving the above problem considers time and spatial
discretizations separately, as usual. The procedure is formulated in terms of the boundary
data only, with the spatial discretization carried out by SGBEM. We restrict generality of the
visco-elastic materials to homogeneous solids to allow for BEM-treatment, and further of the
normal-compliance response by assuming a quadratic one. Eventually we also confine ourselves
to 2D problems (i.e. d = 2) in order to facilitate an efficient implementation by SGBEM
combined with quadratic programming (QP); note that in 3D problems, the structure of the
linear constraints (3.21) and (3.23) below cannot be obtained, although efficient tools do exist
for this case, too, cf. Remark 3.2 below.
3.1 Semi-implicit discretization in time
For the sake of simplicity, the time-stepping scheme is initially defined by a fixed time step
size τ such that T/τ is integer. Yet, it should be remarked that in specific calculations mixing
stick/slip/jump regimes with typically very different time scale, a certain adaptivity is desirable
and here very simple (as the inertial term is neglected). The velocity is approximated by the
finite difference
.
u ≈ (uk−uk−1)/τ , where uk denotes the approximate solution at the discrete
time kτ . We discretise the differential inclusion (2.4) by the semi-implicit recursive scheme
∂.uR
(
uk−1;
uk−uk−1
τ
)
+ ∂uE (gD(kτ);u
k) 3 F (kτ), k = 1, ..., T/τ, u0 = u0. (3.1)
We consider τ>0 fixed thorough the whole section and thus, for notational simplicity, we will
not explicitly emphasize it when writing uk. Occurrence of R(uk−1; ·) rather than R(uk; ·), i.e.
the semi-implicit formula rather than fully-implicit one, brings a variational structure to the
incremental recursive problem (3.1) in the sense that (3.1) represents the first-order optimality
condition for the strictly convex nonsmooth functional
H k(u) := τR
(
uk−1;
u−uk−1
τ
)
+ E (gD(kτ);u)−
〈
F (kτ), u
〉
. (3.2)
Thus, we can take the unique minimizer of H k as the solution to (3.1).
An analogy to (2.10) can be obtained by making a test of (3.1) with the transformation by
shifting the solution by ukD := uD(kτ) into the form like (2.8). Like the test of (2.8) by
.
uz, we
now make a test by ukz−uk−1z at the time instant kτ , where ukz := uk − ukD. In view of (2.5), it
yields: ∫
ΓC
−µγ′([uk−1]
n
)·∣∣[uk−uk−1]
t
∣∣ dΓ
+
∑
η=A,B
1
τ
∫
Ωη
e(uη,kz −uη,k−1z + uη,kD −uη,k−1D ):Dη:e(uη,kz −uη,k−1z )dΩ
+
∑
η=A,B
∫
Ωη
e(uη,kz + u
η,k
D ):Cη:e(uη,kz −uη,k−1z )dΩ
+
∫
ΓC
γ′
([
uk
]
n
)· ([uk−uk−1]
n
)
dΓ =
∑
η=A,B
∫
Γ ηN
f ηN·(ukz−uk−1z ) dΓ. (3.3)
It provides the following energy estimate, returning back to the original uk:
R1(u
k−1;uk−uk−1) + 2
τ
R2(u
k−uk−1) + E (gD(kτ),uk) ≤ E (gD((k−1)τ),uk−1)
+
∑
η=A,B
∫
Ωη
(
Cηe
(
uη,k−1
)
+ Dηe
(
uη,k−uη,k−1
τ
))
:e(uη,kD −uη,k−1D ) dΩ
+
∑
η=A,B
1
2
∫
Ωη
e(uη,kD −uη,k−1D ):Cη:e(uη,kD −uη,k−1D ) dΩ +
〈
F (kτ), uk−uk−1〉. (3.4)
The above inequality is useful when we permit the variations of the time step parameter τ
between subsequent time steps providing a form of adaptivity in the algorithm: the inequality
is required to be satisfied as an approximation of equality with a given tolerance  – if the
difference is greater than , the time step is diminished, if the difference is much more less than
, the time step is enlarged, otherwise it is kept the same.
In the derivation of the inequality (3.4), the convexity of the functional E (t, ·) from (2.5a)
and (2.5b) has been used, which provides, e.g., the following relation for the pertinent boundary
term: ∫
ΓC
γ′
([
uk
]
n
)·[uk−uk−1]
n
dΓ ≥
∫
ΓC
γ
([
uk
]
n
)
dΓ −
∫
ΓC
γ
([
uk−1
]
n
)
dΓ. (3.5)
The residuum in (3.4) can serve for varying adaptively the time step τ>0 to keep this residuum
under a pre-selected tollerance. This, however, needs the energy conservation in the limit
problem, cf. Remark C.1 in the Appendix C.
3.2 Implementation of viscosity towards BIE
Now we make a slight restriction of generality by assuming that
Dη = χCη, χ > 0 given. (3.6)
In most materials (like metals) the relaxation time χ>0 is small comparing to outer-loading
time scale but we assume that it is rather large to affect the tangential contact with friction.
We assume χ to be the same for both subdomains; note that the potential (3.11) cannot
be formulated if χ would be different in each subdomain; anyhow, some considerations (and
computations) can be performed for non-potential problems, too, as suggested in [40, Sect.3.3].
This allows for using the simple trick from [45, Remark 6.2], which can be extended even for
more complex rheologies as shown in [40], which facilitates usage of standard static BIEs even
for quasi-static evolution problems.
The simple viscosity ansatz (3.6) is chosen in order to exploit the reformulation of the
viscoelastic problem in the bulk in terms of an recursive static elastic problem in the bulk,
similarly as in [40], which is solved by the conventional elastostatic SGBEM here. For this aim,
let us introduce a new variable v (a ‘fictitious’ displacement) at the time level k, as
vk := uk + χ
uk − uk−1
τ
. (3.7)
Realizing that
uk =
τ
τ+χ
vk +
χ
τ+χ
uk−1 and also
uk − uk−1
τ
=
vk − uk−1
τ+χ
(3.8)
and that, thanks to (3.6),
R ′2
(uk−uk−1
τ
)
+ ∂uEB(gD(kτ);u
k) = ∂uEB(g˜D(kτ); v
k) (3.9a)
with g˜D(kτ) := gD(kτ) +
χ
τ
(
gD(kτ)− gD((k−1)τ)
)
, (3.9b)
we can re-write (3.1) in terms of this new variable as:
∂ .uR1
(
uk−1; vk−uk−1)+ ∂uEB(g˜D(kτ); vk)
+ E ′
C
(τvk+χuk−1
τ + χ
)
3 F (kτ), k = 1, ..., T/τ ; (3.10)
here, we have also used thatR1(u
k−1; ·) is (positive) homogeneous of degree 1 so that ∂.uR1(uk−1; ·)
is homogeneous of degree 0 and the factor 1
τ+χ
from (3.8) disappears from theR1-term in (3.10).
The recursive scheme then involves also the first equality in (3.8) and starts with u0 = u0 as in
(3.1). It is important that all bulk integrals are now contained in the ‘static’ part E . The in-
clusion (3.10) has again the variational structure employing the convex, nonsmooth functional:
K k(v) =
∑
η=A,B
∫
Ωη
1
2
e(vη):Cη:e(vη) dΩ −
∑
η=A,B
∫
Γ ηN
f ηN·vηdΓ
+
∫
ΓC
(
τ+χ
τ
γ
([ τv+χuk−1
τ + χ
]
n
)
− µγ′([uk−1]
n
)∣∣[v − uk−1]
t
∣∣) dΓ (3.11)
where v = (vA, vB). Like before, (3.10) represents the 1st-order optimality condition for vk to
be a minimizer of K k(·) subject to the boundary condition vη,k = g˜ηD(kτ) for η = A,B.
The BIE-method used here is based on a formulation of the problem only on the contact
boundary ΓC. To this goal, we abbreviate the displacement and the fictitious displacement gaps
by
z :=
[
u
]
, zn :=
[
u
]
n
, zt :=
[
u
]
t
, and (3.12a)
w :=
[
v
]
, wn :=
[
v
]
n
, wt :=
[
v
]
t
. (3.12b)
Moreover, we define the linear mapping S : (gD, fN, w) 7→ v with v being the weak solution to
the Transmission Boundary Value Problem (TBVP):
div(Cηe(vη)) = 0 in Ωη, η = A,B, (3.13a)
v = gηD on Γ
η
D , η = A,B, (3.13b)
pη = f ηN with p
η = (Cηe(v))·~nη on Γ ηN , η = A,B, (3.13c)
[[v]] = w
pA + pB = 0
}
on ΓC. (3.13d)
Later in Section 3.3-3.4, we will solve (3.13) approximately by SGBEM, see Appendix A, using
the formulation for multi-domain problems in [54]. To this goal, it is desirable to replace all
bulk integrals in (3.10). The resulted recursive inclusion will be then formulated only on ΓC,
being written exclusively in terms of z and w only:
∂ .wR1
(
zk−1n ;w
k
t−zk−1t
)
+
[E
B
]′
w
(g˜D(kτ);w
k) + E ′
C
(τwkn+χzk−1n
τ + χ
)
3 F ′w(kτ), (3.14a)
zk =
τ
τ+χ
wk +
χ
τ+χ
zk−1, k = 1, ..., T/τ ; (3.14b)
for the recursion (3.14b), cf. (3.8). Of course, for k=1, we start with the initial condition
z0=[[u0]] , calculate w
1 from (3.14a), then z1 from (3.14b), and continue for k=2 etc.. In (3.14a),
we have used
R1(zn;
.
wt) = R1
([
u
]
n
;
[ .
v
]
t
)
:= R1(u,
.
v), E
B
(g˜D;w) := EB(g˜D;S(g˜D, fN, w)), (3.15a)
E
C
(wn) = EC(
[
v
]
n
) := E
C
(v), F(t, w) := 〈F (t), S(g˜D, fN, w)〉. (3.15b)
Note that R1 and EC depend only on the values on ΓC and thus the mapping S is not used in
the definition of R1 and EC . Note also that, in contrast to EB(g˜D; ·), the functional EB(g˜D; ·) is
smooth. The functional (3.11) can be written as a function of w as
Kk(w) :=
∫
ΓC
(
τ+χ
τ
γ
( τ
τ+χ
wn +
χ
τ+χ
zk−1n
)
− µγ′(zk−1n )∣∣wt − zk−1t ∣∣
− 1
2
pB (g˜D(kτ), fN(kτ), w) · w
)
dΓ −
∑
η=A,B
∫
Γ ηN
1
2
f ηN · vη (g˜D(kτ), fN(kτ), w) dΓ
+
∑
η=A,B
1
2
∫
Γ ηD
pη (g˜D(kτ), fN(kτ), w) · g˜ηD(kτ) dΓ (3.16)
where vη (g˜D(kτ), fN(kτ), w) and p
η (g˜D(kτ), fN(kτ), w) denote the displacement and traction,
respectively, resulting in TBVP (3.13) through the (generalized) Poincare´-Steklov operator P˜
which is described in Appendix B and whose representation is given by the relation (B.6).
In fact, the expressions
∫
ΓC
p·w dΓ and ∫
ΓD
p·g˜ηD dΓ are to be understood rather as (H−1/2, H1/2)-
dualities than Lebesgue integrals. We dare to keep this non-precise but more conventional
notation in engineering throughout this article.
Let us further realize that Kk(w) = K k(v) holds if v solves the boundary-value problem
(3.13). The optimality conditions for minimization of Kk represent a weak formulation of the
discrete problem (3.10). The advantage of (3.14a) in contrast to (3.10) is that the constraints
coming from the Dirichlet conditions (which prevent to write the weak formulation of the
original problem generally as in (2.6)) are eliminated. To be more specific:
∀ w˜∈H1/2(ΓC;Rd) : R1
(
zk−1n ; w˜t−zk−1t
)
+
〈
E ′
C
(τwkn+χzk−1n
τ + χ
)
, w˜n−wkn
〉
+
〈
pk, w˜−wk〉 ≥ R1(zk−1n ;wkt−zk−1t )+ 〈F ′w(kτ), w˜ − wk〉 (3.17)
with the traction pk being pη (g˜D(kτ), fN(kτ), w) from (3.16).
3.3 Spatial discretization and SGBEM
The role of the SGBEM in the present computational procedure is to provide a complete
boundary-value solution from the given boundary data to calculate the elastic strain energy in
these domains. Thus, at each time step and at each iteration of the minimization algorithm,
the SGBEM code calculates, in a similar way as in [54], unknown tractions p along ΓC∪ΓD and
unknown displacements v along ΓC ∪ ΓN, assuming the displacement gap w on ΓC to be known
from the used minimization procedure.
Here, we rely on the assumption that the material is homogeneous in each solid to allow
for BEM-treatment. Then, the present implementation of SGBEM, deduced from [54, 55], is
briefly described in Appendix A. In fact, the necessary SGBEM calculations are besad on the
solution of (A.3). The variables of the (modified) displacement v, the displacement gap w and
the traction p appearing in (3.16) are approximated as given by the formula (A.5), i.e.
vη(x) =
∑
n
Nηψn(x)v
η
n, w(x) =
∑
nC
NBψnC(x)wnC , p
η(x) =
∑
m
Nηϕm(x)p
η
m, (A.5)
with nodal variables gathered in respective vectors vη` , w` and p
η
` .
The SGBEM-approximation of Kk is the discretized energy from the equation (3.16) with
approximations (A.5), let us denote it by Kkh with h > 0 referring to the mesh-size of the BE
discretization of ΓC, is then ,
Kkh(w) :=
∫
ΓC
(
τ+χ
τ
γ
( τ
τ+χ
[wh]n +
χ
τ+χ
[wk−1h ]n
)
− µγ′(zk−1n,nC)∣∣∣[wh]t − [zk−1h ]n∣∣∣
− 1
2
pBh(g˜D(kτ), fN(kτ), wh) · wh
)
dΓ
−
∑
η=A,B
∫
Γ ηN
1
2
f ηN · vηh (g˜D(kτ), fN(kτ), wh) dΓ
+
∑
η=A,B
1
2
∫
Γ ηD
pηh(g˜D(kτ), fN(kτ), wh) · g˜ηD(kτ) dΓ, (3.18a)
with wh = wh(w) from (A.5), i.e. wh(x) =
∑
nC
NBψnC(x)wnC , (3.18b)
and with vηh (g˜D(kτ), fN(kτ), wh) and p
η
h (g˜D(kτ), fN(kτ), wh) obtained by the approximate (gen-
eralized) Poincare´-Steklov operator P˜h of Appendix B, also used in solution of contact problems
by BEM [32,33]. Here also, Γ B is the master surface for displacements, similarly as in [54], and
wk−1h ∈ Vh verifies the recursive formula analogous to (3.14b), i.e. zkh = ττ+χwkh + χτ+χzk−1h . The
BEM-version of (3.17) seeks wkh ∈ Vh (denoted here for notational simplicity without h) such
that
∀ w˜∈Vh : R1
(
zk−1n ; w˜t−zk−1t
)
+
〈
E ′
C
(τwkn+χzk−1n
τ + χ
)
, w˜n−wkn
〉
+
〈
pk, w˜−wk〉 ≥ R1(zk−1n ;wkt−zk−1t )+ 〈F ′w(kτ), w˜ − wk〉 (3.19a)
where Vh = {w ∈ W 1,∞(ΓC;Rd); w in the form (A.5)} ⊂ H1/2(ΓC;Rd) and pkh is defined by
pηh (g˜D(kτ), fN(kτ), wh) from (3.18). Of course, again we use the recursion (3.14b), which is
written in the terms of the spatial discretizations as
zk =
τ
τ + χ
wk +
χ
τ + χ
zk−1, (3.19b)
provided the initial condition u0 is assumed so that [[u0]] ∈ Vh for h > 0 sufficiently small (or it
is approximated by an element of the space Vh).
3.4 QP-minimization algorithm in 2-dimensional problems
Once all the boundary data are known, the energy of the state given by Kk in (3.16) can be
calculated. It is worth seeing how it can be carried out in the present implementation provided
we confine ourselves to the most common case of linearly-responding compliance on ΓC, i.e.
piecewise quadratic γ:
γ(g) =
kg
2
min(0, g)2, kg > 0 given. (3.20)
Further, except Remark 3.2, we confine ourselves to 2D problems where R1(u, ·) has, after
discretization, a polyhedral graph, and similarly also EC, with a help of (3.20), leads after
discretization to polyhedral constraints, see (3.23) below. All this will allow for usage of efficient
quadratic-programming (QP) algorithms.
First, let us re-consider the non-quadratic terms in Kk. A rather classical trick of handling
such unpleasant terms by displacing them into a position of constraints by additional variables;
Mosco-type transformation, although the original work [36] was designed rather for the opti-
mality conditions as variational inequalities, which works even for nonpotential problems. For
the rate-independent problems where the unpleasant terms are piecewise affine, it was used
in [44, Lemma 4] and then also in [46, Lemma 4]. Here we have also piecewise quadratic terms,
but they need only a simple modification to consider their square root to obtain again the
linear-constraint structure but then add the square power of these auxiliary variables into the
cost function. Let these additional auxiliary variables handling the piecewise linear and the
piecewise quadratic terms be denoted as α and β, respectively, and the following constraints
hold for w = (wt, wn) and (α, β):
α− wt ≥ −
[
uk−1
]
t
, α + wt ≥
[
uk−1
]
t
, (3.21a)
β ≥ 0, β + wn ≥ −χ
τ
[
uk−1
]
n
. (3.21b)
For the discretization, the approximation formulas for both auxiliary parameters α and β
given by the pertinent BE mesh should be considered. In what follows, the same mesh and
approximation as used in (A.5) for displacements on the boundary part Γ BC is considered. The
approximation formulas can be written in the form
α(x) =
∑
nC
NBψnC(x)αnC , β(x) =
∑
nC
NBψnC(x)βnC , (3.22)
where αnC , βnC are the nodal unknowns associated to the node x
B
nC
.
The restrictions (3.21) written for the discretization can be obtained as relations between
the nodal values, realizing that the right-hand side terms u˜k−1=[[uk−1]] can be expressed in
terms of hk−1 applying to them the transformation (3.8). If n runs through all nodes in the
possible contact zone ΓC with respect to the boundary Γ
B, the nodal relations read
αnC − wt,nC ≥ −u˜k−1t,nC , αnC + wt,nC ≥
[
u˜k−1nC
]
t
, (3.23a)
βnC ≥ 0, βnC + wn,nC ≥ −
χ
τ
[
u˜k−1nC
]
n
, (3.23b)
where in the nodal values at the node n subscript indices t and n are used to distinguish between
tangential and normal components, respectively.
Then, in terms of these new variables, Kkh from (3.18) takes the following form denoted by
K̂kh:
K̂kh(w,α,β) =
∫
ΓC
(
1
2
τkg
τ+χ
(∑
nC
NBψ,nC(x)βnC
)2
+ µkg
(∑
nC
NBψ,nC(x)β
k−1
nC
)(∑
nC
NBψ,nC(x)αnC
)
− 1
2
∑
nC
NBψnC(x)wnC ·
∑
r
NBϕr(x)p
B
r (g˜D,fN,w)
)
dΓ
+
∑
η=A,B
∫
ΓAD
1
2
∑
nD
Nηψ,nD
(x)w˜η,knD ·
∑
nD
Nηϕ,nD(x)p
η,k
nD
(g˜D,fN,w) dΓ
−
∑
η=A,B
∫
Γ ηN
1
2
∑
nN
Nηψ,nN
(x)vη,knN (g˜D,fN,w) ·
∑
nN
Nηϕ,nN(x)f
η,k
N nN
dΓ. (3.24)
where all the unknown data written as a function of w are obtained by the SGBEM code.
In minimization of the functional (3.24) with the restrictions (3.23), it may be useful to
reformulate the problem in such a way that the restrictions change to bound constraints. The
left-column and right-column restrictions in (3.23) provide linearly independent constraints
which can respectively be written in a matrix form as(
I I
I −I
)(
α
wt
)
≥
(
ξ1
ξ2
)
,
(
I 0
I −I
)(
β
wn
)
≥
(
0
ξ4
)
, (3.25)
with the identity matrix I and ξi corresponding to the right-hand sides in (3.23).
Both inequalities are defined by full rank matrices. Thus, the following relations hold:(
α
wt
)
=
1
2
(
I I
I −I
)(
y1
y2
)
, with
(
y1
y2
)
≥
(
ξ1
ξ2
)
(3.26a)
and (
β
wn
)
=
(
I 0
I −I
)(
y3
y4
)
, with
(
y3
y4
)
≥
(
0
ξ4
)
. (3.26b)
Thus, there is the same number of bound constraints as provided by the more general restric-
tions (3.23).
Then, the discretized functional (3.24) can be expressed in a general matrix form as
K˜kh(y) =
1
2
y>Akhy − (bkh)>y + ckh, y ≥ ξ. (3.27)
The bound ξ is in fact determined by the constraints applied on yj, j=1, 2, 3, 4 in (3.26). The
constrained minimum is denoted by yk.
The problem with standardly applied algorithms is that the matrix A might not necessarily
be calculated in an explicit way. The terms which arise from the integrals in the first brackets in
the right-hand side of (3.24) provide the energy and calculating the derivative with respect to
the unknown v they provide a projected traction Mp with M defined as in (A.8). The projected
traction can naturally be calculated from the SGBEM algorithm represented by the product Ay
in equation (3.27). Thus, each time the algorithm for minimization requires a matrix-by-vector
product, a linear system of SGBEM is solved. The influence matrices of SGBEM, however,
are calculated only once during the whole solution process, as they are the same for all the
iterations and time steps, considering only small displacements.
Remark 3.1 (Solving QP problems) There are various efficient numerical algorithms for
solving QP, see [11] for a survey. Here, we have used Conjugate Gradient (CG) based algorithms
with bound constraints [11]. The CG algorithm is not described explicitly as it can be found
together with all the necessary details of the constrained minimization, e.g., in reference [11] and
a scheme of the numerical implementation for a similar kind of minimization can also be found
in [56]. Additionally for larger problems preconditioning of CG methods is also necessary [11]
which together with a scalable algorithm can provide a robust solved for large problems [13,14].
Remark 3.2 (Second-order cone programming) If d ≥ 3, R1(z; ·) does not have a poly-
hedral graph as the tangent space is not one-dimensional and the friction can be anisotropic [37,
59] and QP cannot be used. Anyhow, such constraints are cones described by quadratic func-
tions, and fall into the class of the second-order cone programming (SOCP) for which efficient
algorithms are still at disposal, e.g. [2, 50].
4 Numerical examples
The numerical procedure for the solution of friction contact problems described above is tested
solving various sample problems. The BE code is based on the approach for treating multi-
domain problems derived in [54] which enables independent discretizations of solids on both
sides of the contact zone ΓC. The solution of the contact problem is left upon a QP code,
which uses standard algorithm of Modified Proportioning with Reduced Gradient Projections
(MPRGP) based on the schemes in [11].
4.1 Description of the contact layouts
In the examples presented, friction contact problems including typical receding and conforming
contacts with proportional and non-proportional loading are solved.
In the first example, the geometry and load arrangement correspond to a typical receding
contact problem. The plane strain problem layout is shown in Figure 2. The bottom block is
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ΓN
`
`f
a
L
b
f
Figure 2 Receding contact layout.
not plotted entirely as it has, in fact, a square cross-section. The dimensions used in the picture
are: L=160 mm, b=10 mm, a=200 mm, `=75 mm, `f=10 mm. The visco-elastic properties of
the blocks are E=4×103MPa, ν=0.35, and the relaxation-time parameter is χ=10−3s.
The contact is characterized by the friction coefficient and the normal compliance: the
Coulomb friction coefficient is µ=0.8, the normal stiffness is kg=4×105MPa mm−1.
In this example, three BE meshes are used, each with a particular time-step. The coarsest
spatial BE mesh is refined at the contact zone ΓC, at the short sides of the layer and in the area of
the applied load, whereas it is more or less uniform, with the typical element length `e=20 mm,
along the remaining part of the boundary. The smallest element length is `emin=4 mm in the
central part of ΓC for x1∈[80; 120]. The time-step is τ=1×10−3s in this coarsest mesh. This
discretization is denoted N=10 according to the number of elements in the uniform part of the
contact zone mesh. The refined meshes are denoted subsequently as N=20 and N=40: the
lengths of all the boundary elements and also the time steps are divided by two with respect
to the previous coarser discretization.
The vertical load f is applied incrementally in time-steps such that the maximum applied
pressure is fmax=0.5MPa. The bottom face of the bottom square block is fixed.
The layout of the plane strain problem in the second and the third examples is shown
in Figure 3. Geometrically, the problem is a conforming contact problem if ϕ=0 and g1=0.
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Figure 3 The layout for the second and the third examples: (a) geometry and (b) time de-
pendence of external loading.
Nevertheless, the prescribed load enables the lower block to slide if the frictional forces are
exceeded and then the upper block may detach partially or totally obtaining again receding
contact.
The load is applied non-proportionally according to the scheme shown in Figure 3. First, the
vertical load f2 or g2 is increasing in time-steps up to its maximum value, then the structure
relaxes for a while keeping the load constant. Notice that, the upper side of the punch is
prevented from horizontal moving in any case. Subsequently, the horizontal pushing g1 starts
increasing up to the maximum prescribed displacement. The tangential forces along the vertical
face loaded by g1 are kept zero so that prior to initializing the horizontal load both bottom and
left face of the bottom block are constrained equally by simple support conditions.
For the second example, the dimensions used in Figure 3 are: ab=200 mm, ap=100 mm,
`p=50 mm, h=300 mm, ϕ=0, wp=0 mm. The physical parameters are the same as in the previ-
ous example, with exceptions of Young modulus of the bottom block which is Eb=4E and the
friction coefficient which is µ=0.2.
The used BE mesh is uniform, with element length `e=5 mm, far from ΓC, and is refined
close to the end points of ΓC due to expected stress singularity at these points, where the
smallest element length is `emin=0.11 mm. There are 80 elements on each side of the contact
zone ΓC (i.e. in each solid A and B). The time-step τ=2.5×10−4s.
The vertical load is f2 and its maximum value is fmax=1MPa. Similarly, the maximum
prescribed horizontal displacement g1 is gmax=0.1 mm, which is still less then the minimum
element length `emin.
For the third example, the modified geometrical data are ap=25 mm, `p=80 mm, ϕ= arctan
1
2
,
wp=5 mm. A ‘nose’ of the punch (the point N in Figure 3) is introduced in order to eliminate
stress singularity at this point, see [10], which could lead to incision of the punch into the lower
block therein and prevent it even from partial sliding (slipping). This singularity may be rather
strong for higher friction coefficients when trying to slide the bottom block to the right, see [10]
for details. The angle of the punch domain at the nose is about 5◦. The physical parameters
are still kept the same with an exception of the friction coefficient µ and the relaxation-time
parameter χ. Both are varied to affect the behaviour of the system: µ varies between 0.2 and
1.1, χ may change from 0 to 0.01s.
The main features of the BE mesh used in the third example are: element length `e=20 mm
far from ΓC, and refined close to the end points of ΓC due to possible stress concentrations
at these points, where the smallest element length is `emin=0.25 mm. There are 46 elements
on each side of the contact zone ΓC whose lengths close to the endpoints are `emin and in the
central part of ΓC the maximal length is four times more. The initial time-step τ=1×10−3s.
The load is also applied in slightly different way, though following the same time scheme as
shown in 3(b). The vertical load now is g2 and its maximum value is gmax=0.02 mm. Similarly,
the maximum prescribed horizontal displacement g1 causing in all the cases detachment of the
blocks is gmax=0.21 mm, which is still less then the minimum element length `emin.
In this example, an adaptive algorithm based on the discrete energy inequality (3.4) is
verified. A parameter  is set and if the difference between the left-hand and right-hand sides is
greater than , the time step is multiplied by a half, if the difference is less than 0.1, the time
step is multiplied by two, otherwise it is kept the same. Simultaneously, a minimal time-step
length is set to τmin=10
−6s. In calculation,  is chosen in the interval form 64µJ to 1µJ.
The way of loading is the same as in the second example only the horizontal loading does
not stop until the two bodies separate (the dashed line in the right drawing of Figure 3).
4.2 Results for the receding contact
In this example we demonstrate how the solution of the contact problem converges. The graphs
in Figure 4 show only a part of the left half of the interface due to symmetry. As x1=0 mm
pertains to the left edge of the bottom block, the value of x1=100 mm is exactly the midpoint
of the contact zone. Generally notice that scaling of the axes by the coefficient of friction shows
the normal and tangential component to be equal in the slip zone.
Figure 4(a) shows the calculated contact tractions obtained by the three defined meshes
after the whole load has been applied. The numerical results approximate the actual solution
very well which can also be seen in Figure 4(b). Here, the present results (for the finest mesh
N=40) are compared to those obtained by a classical contact algorithm of Bla´zquez et al. [4].
An excellent agreement between the results of both approaches is achieved, though different
contact algorithms and quite coarse meshes employed cause small differences. It should be
mentioned that instead of the present distributed loading, a point load in the middle of the
upper layer was used in the calculation to be conformable with in [4]. Finally in Figure 4(c),
a comparison of the stress solutions for matching and a non-matching discretizations in the
contact zone is carried out, enabled by the computer code based on [54].. To this end, the
coarsest mesh from Figure 4(a) is modified splitting each element into two equal elements along
one side of the contact zone. A nice agreement between the matching mesh and the finer side
of the non-matching mesh can be observed, with only small differences between both results,
acceptable for the used BE meshes.
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Figure 4 Distributions of contact stresses (x1=100 mm is the centre of the specimen in Fig. 2):
(a) the three discretizations with N introduced in Section 4.1; (b) comparison of
the finest discretisation N=40 with the approach in [4] (B); (c) matching (M) and
non-matching (N) discretizations.
Finally, the deformed configuration at the maximum load is plotted in Figure 5 to demon-
strate the receding character of the problem and also that the penalization of the normal contact
condition does not cause any significant interpenetrations of the contacted bodies.
Figure 5 Deformed (magnified×5000) and undeformed configuration of the layer with receding
contact from Fig. 2 at the end of the loading process.
4.3 Results for the conforming contact
In this example we test the numerical procedure for a non-proportional loading with results in
Figure 6. First, Figure 6(a) shows the deformation of the punch and top part of the bottom
block at three time-steps: k=40, i.e. t=0.01s, the vertical load in Figure 3 stops its increase, no
lateral loading; k=100, i.e. t=0.025s, the frictional forces are exceeded by the horizontal load,
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Figure 6 Conforming contact, Fig. 3 with wp=0 and ϕ=0: (a) deformed configurations (mag-
nified ×500) at three selected instants of the loading process; (b) evolution of the
spatial distribution of contact stresses, x1=100 mm lies in the midpoint of the contact
zone; (c) a detail at the stress singularity point x1=`p.
the bottom block strarts to move; k=140, i.e. t=0.04s=T , the end of loading, the bottom block
has moved with respect to the punch. The shown magnified displacements are in fact smaller
than the minimum element length so that the displayed interpenetration of the bodies is only
fictitious.
The contact stress behaviour is demonsrated in Figure 6(b), where the curves correspond
to the aforementioned load steps k=40 and k=100 and the intermediate time-steps k=75 and
k=80 to better understand a quite complicated evolution: from typical conforming contact with
two stress singularities to a sliding block with only one singularity, here at the left corner of
the punch. The changes between stick in the central part to partial sliding in the outer part of
the contact zone cause some non-smooth changes in the distribution of the tangential tractions,
and partially can be eliminated by refining the mesh because these non-smooth changes occur
when the actual transition point between the stick and the slip zones lies in the middle of an
element of the given discretization.
Finally, the graph plotted in log-log scale in Figure 6(c) documents that the stresses near the
singularity point follow the power law psing=K(x1−`p)−0.24582, where the singularity exponent,
depending on the coefficient of friction not on the applied load, has been evaluated according
to [10].
4.4 Results for the skewed punch
In this example we test the role of the coefficient of friction on the quality of the solution of
the contact problem, the role of viscosity through the time relaxation parameter χ and the
influence of time adaptivity by setting prescribed difference  in the inequality (3.4).
The first set of pictures presents the energy residuum ∆E obtained as the difference between
the right- and the left-hand sides of (3.4). It also shows the evolution of the total reaction forces
at a part of the boundary: F1 acts along the left edge of the block, the vertical forces there
are zero; F2 act along the bottom edge of the block, the horizontal forces vanish at this edge.
In each of the three tests one parameter was changing to obtain a few graphs and to asses the
influence of each particular parameter.
Figure 7 compares evolutions of ∆E and total forces for different values of χ. The residual
tolerance is the finest used, i.e. =1µJ, and this upper bound is set as the maximum of the
vertical axis range. Figures 7(a) and (b) are obtained for the smallest and the greatest values
of the coefficient of friction, µ=0.2 and µ=1.1, respectively. There is no significant difference
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Figure 7 Time evolution of the energy residuum and total forces at the constraint boundaries
of the bottom block for various values of time-relaxation parameters χ and for the
residual tolerance =1µJ: (a) small friction µ=0.2, (b) large friction µ=1.1. The
response for the small viscosity χ=0.0001 s essentially coincides with the inviscid
case χ = 0 s (for which no theoretical supportin Appendix C is given, however.
Notice also different time ranges used in the cases (a) and (b).
between both friction cases when observing the convergence with respect to χ, besides the
energy residuum for larger friction where a sharp peak appears which corresponds to the time
instant when the punch separates from the foundation. Nevertheless, for small viscosities and
for switched-off viscosity the graphs for energy resuduum and total forces, too, are similar
and close to each other (in fact they can be distinguished only energy plot in Figure 7(b)).
The graphs show only a part of loading history after the horizontal push has been initiated.
There would be some differences in total forces due to different viscosity parameters, if the
time instants of load changes (see Figure 3) were presented. Of course, the overall behaviour
of the total force is different, as in the small-friction case the punch slides on the foundation in
the presented part of the load history and in the large-friction case there is a stick zone in the
contact so that the signs of the tangential tractions are opposite in the two cases. Thus, during
the stage of pushing the bottom block, the traction decreases continuously until separation in
the former case. In the latter case, the tangential traction increases while the friction is capable
to bear the loading, which is then followed by an abrupt separation of the bodies shown as a
jump in the traction force distribution. This seems to be a very interesting behaviour, which
occurs for large friction only.
Therefore, when testing the influence of the parameter , only graphs for the greatest co-
efficient of friction µ=1.1 are shown. Figure 8 compares evolutions of ∆E and total forces
for various values of . Figures 8(a) and (b) show ∆E for the most viscous case considered
with χ=0.01s and the less viscous case with χ=0.0001s, respectively. Only the most interesting
detail of the time instant of block separation is shown in the energy graphs. In any case (energy
or force), a convergence of the block-separation instant for diminishing  is evident and also an
abrupt change from contact to separation can be clearly seen. The maxima of ∆E are perfectly
bounded by the pertinent residual tolerances .
Finally, Figure 9 compares ∆E and total forces for different values of µ. The residual
tolerance is again =1µJ so that the maximum of the vertical axis range was set to this value.
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Figure 8 Time evolution of the energy residuum and total forces at the constraint boundaries
of the bottom block for various tolerances  and for the friction coefficient µ=1.1:
(a) larger viscosity χ=0.01 s, (b) smaller viscosity χ=0.0001 s.
Figures 9(a) and (b) corresponde again to χ=0.01s and χ=0.0001s, respectively. The increasing
friction requires naturally more load, i.e. larger prescribed displacements applied on the left side
of the block, to separate the two bodies. Thus, the jumps of the energy residuum appear later in
time. At small friction, there is a continuous decrease of the resultant force ending by separation
of the two blocks. The greatest friction provides a continuous increase of the resultant force
terminated by an abrupt jump to zero at the moment of the block separation. Somewhere in
between, here represented by the value µ=0.6, the forces show a mixed behaviour, including
even small jumps for the most viscous case.
The jump behaviour associated to large friction can be also seen in deformations. Figure 10
shows evolution of the total displacement u=
√
u21+u
2
2 at the point N (of the upper block, see
Figure 3(a)). Considering various friction coefficients and viscosity parameters, we can conclude
that, with large friction, the point jumps (i.e. there is a sudden change of the deformation state)
when the frictional forces are not capable to keep the bodies in contact. The body then returns
to its initial configuration (the speed depends on the relaxation time χ) shifted by the the
prescribed displacement: 0.02 mm in vertical direction, see Section 4.1.
Figure 11 shows the deformed configurations of the punch and a top part of the bottom
block. It should be noted that, unlike the previous examples, where the time step was fixed,
here the adaptive procedure in time is used. The graphs show various stages in the evolution of
deformation and qualitatively also of the contact traction distribution for µ=0.2 and for µ=1.1.
The displacements for the small-friction case in Figure 11(a) are scaled by a factor of 1000 to
see what happens. This factor also causes that the bodies seem to be slightly interpenetrated
in some time steps. The graphs of tractions contain both tangential and µ-scaled normal
components. As there is only one curve visible during the whole load history, the bodies slides
on each other.
A magnifying factor for the displacements in the large-friction case in Figure 11(b) is 350.
The graphs of tractions now document that in the beginning of the loading there is a sliding
contact zone close to the nose N (this was the reason for including it) and a stress singularity
at the other end point of the contact zone. When the bottom block is pushed, the stresses
at this end point decreases until the right part of the punch detaches. There remains only
a stress concentration near to the nose end. Nevertheless, the two bodies remain in mutual
0.01
0.1
1
0.1 0.2 0.3
µ
∆
E
[µ
J
]
t [s]
0.2
0.6
1.1
0.01
0.1
1
∆
E
[µ
J
]
-4
-2
0
2
4
6
8
10
12
14
F
1
[N
]
-5
0
5
10
15
20
25
30
35
F
2
[N
]
-4
-2
0
2
4
6
8
10
12
14
0.05 0.1 0.15 0.2 0.25 0.3
F
1
[N
]
t [s]
0.05 0.1 0.15 0.2 0.25 0.3
-5
0
5
10
15
20
25
30
35
F
2
[N
]
t [s]
energies forces
(a)
(b)
Figure 9 Time evolution of the energy residuum and total forces at the constraint boundaries
of the bottom block for various friction coefficients µ and for the tolerance =1µJ:
(a) larger viscosity χ=0.01 s, (b) smaller viscosity χ=0.0001 s.
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Figure 10 Time evolution of the total displacement of the nose N from Fig. 3(a) for both
viscosities χ = 0.01 s and 0.0001 s.
contact until the tangential component of the traction reaches its sliding threshold and then
they separate. Let us pay attention especially to the last three used time instants. The very last
one corresponds to the instant of returning back to the original shape, due to (small) viscosity.
The other two instants, in fact very close to each other, pertain to the abrupt jump of the total
force as seen e.g. in Figure 7. The distribution of the contact traction also abruptly changes
to zero. We stress once more that this is a special behaviour of the contact associated only to
large friction.
After having seen qualitative distributions of the contact tractions during the loading histo-
ries, it is worth to present also their quantitative representations. The distributions of contact
tractions for the more interesting case µ=1.1 with the largest variations at three instants are
shown in Figure 12. In the first plotted time step t=21ms which is close to the initiation of hor-
izontal pushing, there is only a small area of the slip contact. Chronologically, the second time
step t=93ms presents extension of the slip zone and also detachment of the right part of the
interface, where the contact tractions vanish. The last shown time step t=271ms corresponds
to a situation before the total detachment of the blocks and the overall state of the contact is
slipping.
t=10.00ms
t=25.50ms
t=73.50ms
t=101.50ms
t=9.00ms
t=21.00ms
t=93.00ms
t=271.00ms
t=271.01ms
t=272.31ms
(a) small friction µ=0.2 (b) large friction µ=1.1
Figure 11 Deformed configurations of the skewed blocks and contact traction distributions at
various instants of the loading process, smaller viscosity χ=0.0001 s. We can see
not only stick/slide regimes but also jump on the last snapshots for large friction.
5 Conclusions
An energy based model for solving frictional contact problem has been proposed, analysed and
implemented in a computational code. The model uses a regularization of classical contact
conditions by allowing a small interpenetration applying a normal-compliance model and also
considers a visco-elastic material to make the solution more regular. The numerical imple-
mentation of spatial discretization via SGBEM has permitted the whole problem to be defined
and solved only by working with the boundary and contact zone data. Additionally, some
algebraic manipulation have allowed us to use SGBEM for an elasto-static problem and QP.
Two examples of various contact configurations, some of them quite difficult and intricate, have
been used to validate the model and its computational implementation. It is remarkable that
the proposed model provides satisfactory results also for large friction coefficients, even greater
than one, which was documented in the computational analysis as well and that the problems
with such large friction coefficients can lead to totally different results than those with small
ones. Finally, one could also take mechanical damaging due to micro-cracks at the interface
into account, similarly as in e.g. [19], which will be discussed in a more general fashion in the
forthcoming paper [57].
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A Implementation of SGBEM
For the solution with respect to bulk domains, the SGBEM [6, 51] implementation, deduced
from the energetic principles as shown in [54,55] and guaranteeing the positive-definite character
of the computed strain energy is used. Let us briefly summarized some details required for such
implementation.
The BIEs solved by SGBEM are the Somigliana displacement and traction identities, written
for each particular domain Ωη separately:
1
2
vηk(x) =
∫
Γ η
Uηkl(x, y)p
η
l (y)dΓ (y)−−
∫
Γ η
T ηkl(x, y)v
η
l (y)dΓ (y), for a.a. x∈Γ ηD ∪ ΓC, (A.1a)
1
2
pηk(x) = −
∫
Γ η
T η∗kl (x, y)p
η
l (y)dΓ (y)− =
∫
Γ η
Sηkl(x, y)v
η
l (y)dΓ (y), for a.a. x∈Γ ηN . (A.1b)
The integral kernels in the above equations are the (weakly singular) Kelvin fundamental solu-
tion Uηij(x, y) – the response of the elastic plane to a point load, and the associated derivative
kernels obtained by the differential traction operator applied with respect to one or both vari-
ables – the strongly singular kernel T ηij(x, y) and the hypersingular kernel S
η
ij(x, y). Due to
the integral kernel singularities, the integral denoted by −∫
Γ
or =
∫
Γ
, respectively, stands for the
Cauchy principal value or the Hadamard finite part of the integral. It should also be noted
that the formulation of BIE may provide non-unique solutions for a uniquely solvable BVP if a
domain contains a cavity with prescribed Neumann boundary conditions. Such non-uniqueness
can be removed by techniques derived in [53].
Introducing the operator notation will allow us to rewrite the weighted formulation of the
BIE system in a compact and transparent form. Let
ωη>q Z
η
qrg
η
r =
∫
Γ ηq
ωηj (y)
(∫
Γ ηr
Zηji(y, x)w
η
i (x)dΓ (x)
)
dΓ (y), (A.2)
where ω stands for ϕ or ψ, while w stands for v or p, and further q and r stand for D, N, and
C, and eventually Zη stands for Uη, T η, T η∗ or Sη, and where the inner integral can be regular,
weakly singular, Cauchy principal value or Hadamard finite part integral.
The present system of BIEs written in the weighted formulation can be arranged in the
following block form, cf. [54, 55]:
ϕAD
ψAN
ϕAC
ψAC
ϕBD
ψBN
ϕBC
ψBC

>
(
KA MAB
MAB∗ KB
)

pAD
vAN
pAC
vAC
pBD
vBN
pBC
vBC

=

ϕAD
ψAN
ϕAC
ψAC
ϕBD
ψBN
ϕBC
ψBC

>
(
HA 0 − (MAB)·4
0 HB 0
)
g˜AD
fAN
g˜BD
fBN
w
 , (A.3)
with
Kη=

−UηDD T ηDN −UηDC T ηDC
T η∗ND −SηNN T η∗NC −SηNC
−UηCD T ηCN −UηCC ωη 12IηCC+T ηCC
T η∗CD −SηCN ωη 12IηCC+T η∗CC −SηCC
 , ωη = { −1 if η = A,1 if η = B,
(A.4)
Hη=

−1
2
IηDD−T ηDD UηDN
SηDD
1
2
IηNN−T η∗NN
−T ηCD UηCN
SηCD −T η∗CN
 , MAB=

0 0 0 0
0 0 0 0
0 0 0 IABCC
0 0 0 0
 .
In the previous relations Iη denotes the identity operator with the subscripts and superscripts
specifying the part of the boundary where it is restricted. The novelty of the BIE system in
(A.3) with respect to that developed in [54,55] is that no displacement gap at ΓC was considered
therein. The present formulation, unlike that of [40], optimizes the energy in terms of the
displacement gap w, so that the number of unknowns in the optimization process is roughly
a half of those used in the cited reference. On the other hand, in the solution of the elastic
BVP a multi-domain approach is used in the present formulation, while the aforementioned
reference solves the BVP for each domain separately. The BIE system (A.3) will be solved
numerically by SGBEM. To this end, the variables appearing there are approximated by linear
continuous boundary elements [41] (allowing discontinuities of the tractions at the junctions of
the elements if required). The approximation formulas can be written in the form
vη(x) =
∑
n
Nηψn(x)v
η
n, w(x) =
∑
nC
NBψnC(x)wnC , p
η(x) =
∑
m
Nηϕm(x)p
η
m, (A.5)
where Nηψ`(x) and N
η
ϕ`(x), respectively, are matrices containing the shape functions of displace-
ments and tractions associated to node ` at xη`∈Γ η, and vη` , w` and pη` , respectively, are vectors
containing the components of the displacement, displacement gap and traction vectors at the
node `. Let vη, gηD, p
η, f ηN and h, respectively, denote the vectors containing all unknown
nodal displacements (transformed by (3.7)), all prescribed nodal displacements (transformed
as in (3.9b)), all unknown nodal tractions, all prescribed nodal tractions associated to Γ η and
all fictitious nodal displacements gaps at ΓC. Let the subvectors of the nodal unknowns at the
boundary parts Γ ηD , Γ
η
N , and ΓC, respectively, be distinguished by the same subscripts D, N,
and C, respectively. The set of vectors of virtual functions ψη and ϕη can be chosen in the way
that they are equal to the shape functions associated to each nodal unknown. Such a choice
leads to the following system of linear algebraic equations with a symmetric matrix:
(
KA MAB
MAB∗ KB
)

pAD
vAN
pAC
vAC
pBD
vBN
pBC
vBC

=
(
HA 0 − (MAB)·4
0 HB 0
)
g˜AD
fAN
g˜BD
fBN
w
 , (A.6)
where
Kη=

−UηDD TηDN −UηDC TηDC
Tη∗ND −SηNN Tη∗NC −SηNC
−UηCD TηCN −UηCC ωη 12MηCC+TηCC
Tη∗CD −SηCN ωη 12MηCC+Tη∗CC −SηCC
 , η = A,B,
(A.7)
Hη=

−1
2
MηDD−TηDD UηDN
SηDD
1
2
MηNN−Tη∗NN
−TηCD UηCN
SηCD −Tη∗DN
 , MAB=

0 0 0 0
0 0 0 0
0 0 0 MABCC
0 0 0 0
 .
The elements of the submatrices denoted with letters U, T and S are formed by double
integrals including the integral kernel denoted by the same letter as is usual in SGBEM, see
also (A.2). The square d×d submatrices, associated to nodes n and m, of the mass matrices
Mrr, with r being D, N, or C, are defined by the integrals:
(Mηrr)mn =
∫
Γ ηr
Nηϕm(x)N
η
ψn(x) dΓ, (M
AB
CC)mn =
∫
ΓC
NAϕm(x)N
B
ψn(x) dΓ. (A.8)
B An expression for a generalized Poincare´-Steklov op-
erator P˜
First, let us consider BVPs with boundary conditions (2.2b) and (2.2c) in both domains Ωη
independently considering ΓC as a Dirichlet boundary part in addition to Γ
η
D . The pertinent
Poincare´-Steklov operators considered as invertible operators Pη from a quotient space of
H1/2(ΓC∪Γ ηD ∪Γ ηN ;Rd) by the space of rigid body motions to the space H−1/2(ΓC∪Γ ηD ∪Γ ηN ;Rd)
can be represented in a block form, cf. [1, 23], see also [39], pηDpηN
pηC
 =
PηDD PηDN PηDCPη
ND
Pη
NN
Pη
NC
Pη
CD
Pη
CN
Pη
CC

vηDvη
N
vη
C
 . (B.1)
The above operator can be used to map prescribed boundary data gηD at Γ
η
D , f
η
N at Γ
η
N and vC
at ΓC to the unknown ones. The operator meant as a generalization of the Poincare´-Steklov
operator is denoted P˜
η
and its block structure can formally be obtained from (B.1) as
pηDvηN
pηC
 =
P˜
η
DD
P˜
η
DN
P˜
η
DC
P˜
η
ND
P˜
η
NN
P˜
η
NC
P˜
η
CD
P˜
η
CN
P˜
η
CC

g
η
D
f ηN
vη
C

=
P
η
DD
−Pη
DN
(
Pη
NN
)−1
Pη
ND
Pη
DN
(
Pη
NN
)−1
Pη
DC
−Pη
DN
(
Pη
NN
)−1
Pη
NC(
Pη
NN
)−1
Pη
ND
(
Pη
NN
)−1 (
Pη
NN
)−1
Pη
NC
Pη
CD
−Pη
CN
(
Pη
NN
)−1
Pη
ND
Pη
CN
(
Pη
NN
)−1
Pη
CC
−Pη
CN
(
Pη
NN
)−1
Pη
NC

g
η
D
f ηN
vη
C
 . (B.2)
Knowing the mapping properties and symmetry of the Poincare´-Steklov restrictions, which are,
e.g., PηCD = P
η
DC
∗ : H1/2(Γ ηD ;Rd) 7→ H−1/2(ΓC;Rd), we can recognize the symmetry of P˜
η
considered as the following map:
P˜
η
: H1/2(Γ ηD ;Rd)×H−1/2(Γ ηN ;Rd)×H1/2(ΓC;Rd)
7→ H−1/2(Γ ηD ;Rd)×H1/2(Γ ηN ;Rd)×H−1/2(ΓC;Rd). (B.3)
The restriction to ΓC is denoted as P˜
η
CC
. It should be noted that it requires no restriction to a
quotient space of H1/2(ΓC;Rd) because the functions are considered vanishing in nonempty Γ ηD .
Now, let us consider the TBVP (3.13). The generalized Poincare´-Steklov operator P˜ of the
same block structure as defined in (B.2) can be introduced. Having in mind the equilibrium
condition pAC+p
B
C=0 and the interface gap w: v
A
C−vBC=w of (3.13) and introducing v˜=vAC+vBC and
pC=p
A
C=−pBC, we obtain 
(
pAD
vAN
pC
)
(
pBD
vBN−pC
)
 =
(
P˜
A
0
0 P˜
B
)
(
gAD
fAN
w+v˜
2
)
(
gBD
fBN
−w+v˜
2
)
 . (B.4)
Then, the block equation can be rearranged to
pAD
pBD
vAN
vBN
pC
0

=

P˜
A
DD 0 P˜
A
DN 0
1
2
P˜
A
DC
1
2
P˜
A
DC
0 P˜
B
DD
0 P˜
B
DN
−1
2
P˜
B
DC
1
2
P˜
B
DC
P˜
A
ND 0 P˜
A
NN 0
1
2
P˜
A
NC
1
2
P˜
A
NC
0 P˜
B
ND
0 P˜
B
NN
−1
2
P˜
B
NC
1
2
P˜
B
NC
1
2
P˜
A
CD
−1
2
P˜
B
CD
1
2
P˜
A
CN
−1
2
P˜
B
CN
1
4
(
P˜
A
CC
+P˜
B
CC
)
1
4
(
P˜
A
CC
−P˜B
CC
)
1
2
P˜
A
CD
1
2
P˜
B
CD
1
2
P˜
A
CN
1
2
P˜
B
CN
1
4
(
P˜
A
CC
−P˜B
CC
)
1
4
(
P˜
A
CC
+P˜
B
CC
)


gAD
gBD
fAN
fBN
w+v˜
2
−w+v˜
2

. (B.5)
The last row and column can be eliminated due to invertibility of 1
4
(PACC+P
B
CC) so that the
resulting expression is similar to (B.2),pDvN
pC
=
P˜DD P˜DN P˜DCP˜ND P˜NN P˜NC
P˜
CD
P˜
CN
P˜
CC

gDfN
wC
 = P˜
gDfN
wC
 with pD =
(
pAD
pBD
)
, vN =
(
vAN
vBN
)
,
fN =
(
fAN
fBN
)
, gD =
(
gAD
gBD
)
.
(B.6)
Note that the eliminated last row of the left-hand side was zero so it has no influence on the
rest of the left-hand side in such an elimination and that v˜ does not appear in the resulting
expression. In fact, this operator P˜ is used in (3.16) and referred to in the lines below. The
above elimination produces P˜
CC
in the form:
P˜CC =
1
4
[(
P˜
A
CC + P˜
B
CC
)
−
(
P˜
A
CC − P˜
B
CC
)(
P˜
A
CC + P˜
B
CC
)−1 (
P˜
A
CC − P˜
B
CC
)]
. (B.7)
This restriction of the generalized Poincare´-Steklov operator P˜ to H1/2(ΓC;Rd) can also
be introduced in another way, assuming a simplified case of gηD=0 and f
η
N=0. Having in mind
the conditions vAC−vBC=w, pAC+pBC=0 and the restricted generalized Poincare´-Steklov operators
to ΓC which are defined due to (B.2) as P˜
A
CC
(vAC)=p
A
C and P˜
A
CC
(vBC)=p
B
C, we obtain
w = vAC − vBC =
(
P˜
A
CC
)−1
(pAC)−
(
P˜
B
CC
)−1
(pBC) =
(
P˜
A
CC
)−1
(pAC) +
(
P˜
B
CC
)−1
(pAC) =[(
P˜
A
CC
)−1
+
(
P˜
B
CC
)−1]
(pAC) = −
[(
P˜
A
CC
)−1
+
(
P˜
B
CC
)−1]
(pBC) . (B.8)
Therefore, we can write [(P˜
A
CC
)−1+(P˜
B
CC
)−1]−1w = p = pAC = −pBC. This relation leads to
another equivalent representation of the operator defined in (B.7),
P˜
CC
=
[(
P˜
A
CC
)−1
+
(
P˜
B
CC
)−1]−1
. (B.9)
Here, the operator is defined as a double of the harmonic mean of the restricted operators
associated to each particular subdomain P˜
η
CC
. The properties of these operators, e.g. coercivity
or symmetry, which are required for a correct treatment of the functional in (3.16), are then
inherited also by the operator P˜
CC
.
Note also that the solution at ΓC corresponding to each particular subdomain, can be
expressed as:
vAC =
(
P˜
A
CC
)−1
P˜
CC
(w) , vBC = −
(
P˜
B
CC
)−1
P˜
CC
(w) (B.10)
in the above simplified case.
Similar ideas can be used also for the discretized versions of the operator P˜ in relation to the
discretized operator P˜h introduced in (3.18) and the lines below. As long as in each particular
subdomain we obtain, using appropriate discretizations, uniformly positive approximations of
the operators say P˜
η
CC
, also the discretization operators
(
P˜h
)
CC can be constructed uniformly
positive.
C Theoretical justification: notes on numerical stability
and convergence
Let us briefly overview some theoretical aspects of the model and its numerical implementation.
Now, numerical solutions with different time step τ > 0 as well as space-discretization parameter
h > 0 will be considered. We denote by uτh, zτh, and wτh the piecewise constant interpolants
which use the values of the numerical solution at superior times of the pertinent time step
intervals, and we also define zτh as the piecewise constant interpolant which uses the value z
k−1
τh
at inferior times of the time step interval ((k−1)τ, kτ). Occasionally, we also use the notation
uτh or zτh for the continuous, piecewise affine interpolants. Similarly, we will define f τ , F τ ,
etc.. We will consider a general dimension d=2, 3 in this section.
First, from the energy estimate (3.4), which holds for the approximate solution too, one
gets the a-priori estimate for the sequence {uτh}τ>0,h>0, which can be proved bounded in
the space H1(0, T ;H1(ΩA ∪ ΩB;Rd)) provided that gD ∈ H1(0, T ;H1/2(ΓD;Rd)) and fN ∈
H1(0, T ;H−1/2(ΓN;Rd)).
The weak convergence of the time-discretization itself is quite simple because the nonlinear
terms on ΓC are of lower order thanks to the regularizing character of the normal-compliance
model. In fact, a strong convergence in H1(0, T ;H1(ΩA ∪ΩB;Rd)) can be derived, cf. also [19]
where, under zero-Dirichlet condition, a similar semi-implicit time discretization (actually com-
bined with a FEM-discretization) has been used and rate of convergence towards the unique
solution has been obtained. Here, an important message from [19] is that, in particular, the
original problem (2.2) has a unique weak solution under the mentioned natural data qualifica-
tion; in fact, as [19] uses gD=0, the uniqueness of the weak solution of the problem (2.2) can
be seen from [19] only after transformation to the zero-Dirichlet condition.
The convergence proof of the above SGBEM-approximation is more complicated than the
FEM-approximation in [19] because (3.16) and thus also (3.27) are only approximations of
(3.2), in contrast to the conformal FEM without numerical integration as used in [19]. Also,
in order to use the static BEM, we made several transformations in Section 3.2 and must now
return back to the form which the original problem has. To this goal, let us first write (3.19)
in terms of the interpolants as
∀ w˜∈Vh : R1
(
zn,τh; w˜t−zt,τh
)
+
〈
E ′
C
(τwn,τh+χzn,τh
τ + χ
)
, w˜n−wn,τh
〉
+
〈
pτh, w˜−wτh
〉 ≥ R1(zn,τh;wt,τh−zt,τh)+ 〈[F τ ]′w, w˜ − wτh〉
with the traction pτh =Ph(g˜D,τ , f τ , wτh) for all t ∈ [0, T ]. (C.1)
Replacing w˜−zτh with z˜, we obtain
R1
(
zn,τh; z˜t
)
+
〈
E ′
C
(τwn,τh+χzn,τh
τ + χ
)
, z˜n+zn,τh−wn,τh
〉
+
〈
pτh, z˜+zτh−wτh
〉
≥ R1
(
zn,τh;wt,τh−zt,τh
)
+
〈
[F τ ]′w, z˜+zτh − wτh
〉
. (C.2)
To facilitate the convergence proof, we note that τ
τ+χ
wτh+
χ
τ+χ
zτh = zτh, cf. (3.14b), and
wτh−zτh = (τ+χ)
.
zτh, and also wt,τh = zτh+χ
.
zτh, cf. (3.14b). Substituting it into (C.1)
and realizing the 1-homogeneity of R1 so that the factor τ+χ can be forgotten, we obtain the
discrete problem formulated in terms of z’s only:
∀ z˜∈Vh : R1
(
zn,τh; z˜t
)
+
〈E ′
C
(
zn,τh
)
, z˜n−.zn,τh
〉
+
〈
pτh, z˜−.zτh
〉
≥ R1
(
zn,τh;
.
zt,τh
)
+
〈
[F τ ]′w, z˜ −
.
zτh
〉
(C.3a)
with the traction pτh =Ph(g˜D,τ , f τ , zτh+χ
.
zτh) for all t ∈ [0, T ], (C.3b)
and where the physical dimension of the test function z˜ is, in contrast to the previous occurrence,
the same as for velocity due to the omitted factor τ+χ. An important additional information
we can read from (C.3a) is that
pτh ∈ ∂.zR1
(
zn,τh;
.
zt,τh
)− E ′
C
(
zn,τh
)
+ [F τ ]′w. (C.4)
As the normal part of ∂.zR1 is simply 0, we have also an additional a-priori estimate of [pτh]n =
[[F τ ]′w − E ′C(zn,τh)]n. As for the tangential part, we use that |∂.zR1| is bounded by µ|E ′C(zn,τh)|,
so that we have [pτh]t bounded but only in L
∞(0, T ;Lq1(ΓC)) for any q1 < ∞; note that we
cannot expect any bound in H1(0, T ;H1/2(ΓC)) because [∂.zR1]t is truly set-valued. Altogether,
we have pτh bounded in L
∞(0, T ;Lq1(ΓC;Rd)) for all 1 ≤ q1 <∞ (for d = 2) or 1 ≤ q1 ≤ 4(q−1)
(for d = 3) with q an exponent from the growth condition (2.3).
We want to pass to the limit in (the integral version of) the inequality (C.3). We can, for
a while, select a subsequence and (z, p) ∈ H1(0, T ;H1/2(ΓC;Rd)) × L∞(0, T ;Lq(ΓC;Rd)) such
that
zτh ⇀ z in H
1(0, T ;H1/2(ΓC;Rd)), (C.5a)
zτh
∗
⇀ z and zτh
∗
⇀ z in L∞(0, T ;H1/2(ΓC;Rd)), (C.5b)
pτh
∗
⇀ p in L∞(0, T ;Lq1(ΓC;Rd)) (C.5c)
where q1 is as above and, as usual, ‘⇀’ or ‘
∗
⇀’ mean convergence in the weak or the weak*
topology, respectively. By the (generalized) Aubin-Lions theorem, we have also a strong con-
vergence
zτh → z and zτh → z in Lq0(0, T ;Lq2(ΓC;Rd)), (C.5d)
for all 1 ≤ q0 <∞ and all 1 ≤ q2 <∞ (for d = 2) or 1 ≤ q2 < 4 (for d = 3).
The approximationPh of the Poincare´-Steklov operatorP involved in (C.3) is to be speci-
fied. Standard ways of this approximation are by BEM or by FEM. For the FEM-approximation
of Poincare´-Steklov operators, see, e.g., [30]. For a comparison with the BEM approximations
of Poincare´-Steklov operators, see, e.g., [18, 32, 42, 48]. Technically, the FEM-approximation
is more amenable to convergence analysis because it smears a lot of technicalities and imitate
essentially the conventional FEM arguments.
By this way, we can write the term 〈pτh, z˜− .zτh〉 in (C.3a) with pτh from (C.3b) as a bulk
integral, namely 〈
pτh, z˜−.zτh
〉
=
∑
η=A,B
∫
Ωη
Ce(uητh+χ
.
uητh):e(u˜
η−.uητh) dΩ (C.6)
where uτh ∈ H1(ΩA ∪ ΩB;Rd) is the unique solution to a finite-element approximation of the
TBVP (3.13) with (gD, fN, w) taken as (gD,τ+
.
χgD,τ , f τ , wτ ), and u˜
η is an appropriate FEM-
approximation test function which provides the interface gap z˜. Thus, similarly to the physical
dimension of z˜, used in (C.3a), the dimension of u˜η is also velocity. After integration over [0, T ]
by using the estimate∫ T
0
∫
Ωη
Ce(uητh):e(
.
uητh) dΩ ≥
1
2
∫
Ωη
Ce(uητh(T )):e(u
η
τh(T ))− Ce(u0):e(u0) dΩ (C.7)
and a similar estimate for the normal-compliance term, we can write (C.3) in terms of u in the
form∑
η=A,B
∫ T
0
∫
Ωη
(
Ce(uητh):e(u˜) + χCe(
.
uητh):e(u˜−
.
uητh)
)
dΩdt−
∫ T
0
∫
ΓC
µγ′
([
uτh
]
n
)∣∣[ u˜]
t
∣∣ dΓdt
+
∫
ΓC
γ(
[
u0
]
n
) dΓ +
1
2
∑
η=A,B
∫
Ωη
Ce(u0):e(u0) dΩ
≥
∫
ΓC
γ
([
uτh(T )
]
n
)
dΓ +
1
2
∑
η=A,B
∫
Ωη
Ce(uητh(T )):e(u
η
τh(T )) dΩ
−
∫ T
0
∫
ΓC
µγ′
([
uτh
]
n
)∣∣[ .uτh] t∣∣ dΓdt+ ∑
η=A,B
∫ T
0
∫
Γ ηN
f ηN·(u˜ −
.
uητh) dΓdt. (C.8)
Then, we use
uτh → u in L2(0, T ;H1(ΩA∪ΩB;Rd)), (C.9a).
uτh ⇀
.
u in L2(0, T ;H1(ΩA∪ΩB;Rd)), (C.9b)
uτh(T ) ⇀ u(T ) in H
1(ΩA ∪ΩB;Rd)), (C.9c)[
uτh
]
n
→ [u]
n
in Lq0(0, T ;Lq1(ΓC;Rd−1)), and (C.9d)[ .
uτh
]
t
→ [ .u]
t
in L2(0, T ;Lq1(ΓC;Rd−1)); (C.9e)
cf. (C.5d) for (C.9d). The strong convergence (C.9a) is due to the uniform convexity of the
stored energy, counting that the nonmonotone friction term is in a position of the lower-order
term; e.g. [35, Sect. 5.2.4] for details. Thus, we can pass to the limit in the left hand side of
(C.8) and estimate from above the limit superior of the bulk terms there, while the limit inferior
of the right-hand side of (C.8) can be estimated from below. Altogether, we thus obtain∑
η=A,B
∫ T
0
∫
Ωη
(
Ce(uη):e(u˜) + χCe(.uη):e(u˜−.uη)
)
dΩ −
∫ T
0
∫
ΓC
µγ′
([
u
]
n
)∣∣[ u˜]
t
∣∣ dΓ
+
∫
ΓC
γ
([
u0
]
n
)
dΓ +
1
2
∑
η=A,B
∫
Ωη
Ce(u0):e(u0) dΩ
≥
∫
ΓC
γ
([
u(T )
]
n
)
dΓ +
1
2
∑
η=A,B
∫
Ωη
Ce(uη(T )):e(uη(T )) dΩ
−
∫ T
0
∫
ΓC
µγ′
([
u
]
n
)∣∣[ .u]
t
∣∣ dΓ + ∑
η=A,B
∫ T
0
∫
Γ ηN
f ηN·(u˜−
.
uη) dΓ (C.10)
for any u˜ ∈ L2(0, T ;H1(ΩA ∪ ΩB)). Actually, (C.10) is a weak formulation of the initial-
boundary-value problem (2.2). As u(t)+χ
.
u(t) solves the TBVP (3.13), we can define the
traction p(t), and substitute the bulk integrals in (C.10) analogously like we did in the discrete
form in (C.6). In this way, we identify the limit traction p from (C.5c) and we arrive to a weak
formulation defined exclusively on ΓC in the form (C.3) written in the limit by omitting τ and
h. Eventually, putting u˜ = 0 into (C.10), we obtain the upper energy estimate
1
2
∑
η=A,B
∫
Ωη
Ce(uη(T )):e(uη(T )) dΩ +
∫
ΓC
γ
([
u(T )
]
n
)
dΓ
+ χ
∑
η=A,B
∫ T
0
∫
Ωη
Ce(.uη):e(.uη) dΩ −
∫ T
0
∫
ΓC
µγ′
([
u
]
n
)∣∣[ .u]
t
∣∣ dΓ
≤
∫
ΓC
γ
([
u0
]
n
)
dΓ +
1
2
∑
η=A,B
∫
Ωη
Ce(u0):e(u0) dΩ +
∑
η=A,B
∫ T
0
∫
Γ ηN
f ηN·
.
uη dΓ. (C.11)
Remark C.1 (Energy conservation.) As we have here linear visco-elastic material, one can
modify the arguments from [28, Remark A.2] to show even the equality in (C.11).
Remark C.2 (Vanishing viscosity towards rate-independent limit.) Frequently, the relaxation
time χ > 0 is very small with respect to the external-loading time-scale, and the material is
nearly elastic. However, even very slow loading can lead to fast jumps during which the even
very small viscosity plays an essential role, as demonstrated e.g. in [47] in case of an adhesive
but frictionless contact. Here, although in specific cases the numerical experiments may indi-
cate certain convergence as in Fig. 7, theoretical justification hardly can be expected because
the results for χ = 0 (i.e. quasistatic rate-independent friction problem) are missing especially
if the friction coefficient is not (unspecifically) small, in spite of a long-lasting analytical effort
in this direction worldwide.
