Abstract. It is proved that for polynomially bounded sets of matrices the notions of pointwise convergence and uniform convergence coincide. This result is also proved for certain sets of nonlinear maps on finite-dimensional real or complex vector spaces.
1. Introduction. Let A be a set of n × n matrices with complex or real entries. Various notions concerning convergence of infinite products of matrices in A have been studied extensively in the literature. We mention [DL2, BW, DL1] , where right-convergent product sets are studied (such sets appear in many applications, for example, in constructing wavelets with compact support; see the bibliography in [DL1] ). Various notions of stability of discrete linear inclusions lead to a study of infinite products of matrices and their convergence (see [G] ). We also mention [S, SU] , where a notion of convergence of finite matrix products is studied; the type of convergence there is motivated by the theory of multimodal linear control systems.
In this paper we mainly study pointwise convergence and uniformly convergent sets. The definitions of these notions of convergence will now be given. We set up notation and conventions first. Let F = R or F = C. It will be convenient to represent the set A as indexed by some index set K; thus, we write A = {A i : i ∈ K}, where each A i is an n × n matrix with entries in F .Aword w of length k is by definition a function w : {1,...,k}→K; we denote by |w| the length of the word w. For a given word w,letA w be the left product A w(k) A w(k−1) ···A w(1) , where k = |w|. Sometimes we consider words of infinite length; i.e., functions w : {1, 2,...}→K ; for such a word w we denote by w (k) the restriction of w to the finite set {1, 2,...,k}.T h u sw ( k ) has length k. A set A = {A i : i ∈ K} is called pointwise convergent (more precisely, pointwise convergent to zero) if for every x ∈ F n there is a word w of infinite length (which may depend on x) such that
The set A is called uniformly convergent if there is a word w of infinite length such that
for all x ∈ F n . Clearly, every uniformly convergent set is pointwise convergent. It is well known that the converse is generally false (examples to illustrate this fact, as well as some basic information on pointwise convergent and uniformly convergent sets, are given in section 2). The main result of this paper is the following theorem.
Theorem 1.1. Assume that the set A = {A i : i ∈ K} of n × n matrices over F generates a polynomially bounded semigroup; i.e.,
where the positive constants C and p are independent of k and where some norm · on the algebra of all n × n matrices over F is used (the property of being polynomially bounded is obviously independent of · ). Then A is pointwise convergent if and only if A is uniformly convergent. Theorem 1.1 will be proved in section 3. The main ingredient in the proof is a probabilistic argument (this type of argument originates in [G] ).
In section 4 we present various generalizations and extensions of Theorem 1.1. In particular, it turns out that the linearity of transformations x → Ax, x ∈ F n , where A ∈Ais fixed, plays a secondary role in Theorem 1.1; in fact, this result (assuming A generates a bounded semigroup) is extended in section 4 to a large class of nonlinear maps. Also, an abstract setting in which a result analogous to Theorem 1.1 is proved is presented in the same section 4.
We conclude the introduction with an illustrative example where Theorem 1.1 is applied.
Example 1.1. Let A be an n × n matrix with entries in F such that the singular values of A do not exceed 1, and A has an eigenvalue λ ∈ C with |λ| < 1. Let {U i } i∈K ,U i ∈F n × n , be a semigroup of unitary matrices which is almost transitive; i.e., for every x ∈ F n having the Euclidean norm equal to 1 and every ǫ>0 there is i ∈ K such that U i e 1 − x <ǫ . Here e 1 =( 1 ,0 ,...,0)
T ∈ F n . Then the set A = {U i : i ∈ K}∪{ A } is uniformly convergent. Indeed, the almost transitive property of {U i } i∈K and the existence of λ ∈ σ(A) with |λ| < 1 guarantee that A is pointwise convergent (see Proposition 2.2). Clearly, the set A generates a bounded semigroup; in fact, the largest singular value of any (finite) product of matrices in A does not exceed 1. By Theorem 1.1, A is uniformly convergent.
2. Pointwise and uniform convergence: Preliminaries. As in the previous section, A = {A i : i ∈ K} is a set of n × n matrices with entries in F , where either F = R or F = C. Proposition 2.1. A is uniformly convergent if and only if there exists a finite product of matrices in A whose spectral radius is less than 1. This is Theorem 3.5 in [SU] . Using the well-known fact that, for a single n × n matrix X, the condition lim k→∞ (X k x) = 0 for all x ∈ F n (or, equivalently, lim k→∞ X k = 0) is equivalent to the spectral radius of X being less than 1, Proposition 2.1 can be reformulated as follows. We say that a set A is periodically uniformly convergent if (1.1) holds for some periodic infinite word w. It follows from Proposition 2.1 that a set A is uniformly convergent if and only if it is periodically uniformly convergent.
A set A is called precontractive with respect to a norm · in F n if for every x ∈ F n , x = 0, there is a word w such that A w x < x . Proposition 2.2. The following statements are equivalent for a set A of n × n matrices over F :
(i) A is pointwise convergent, (ii) A is precontractive with respect to some norm in F n , (iii) A is precontractive with respect to every norm in F n . For a proof, see Theorem 1 in [S] and Theorem 3.2 in [SU] . By analogy with the notion of uniform convergence, we introduce the following definition. A set A is called periodically pointwise convergent if for every x ∈ F n there is a word w (which depends on x) such that
We now give two examples showing that the notions of pointwise convergence, periodically pointwise convergence, and uniform convergence are all distinct.
Example 2.1. Let F = R, A = {A 1 ,A 2 }, where
Here φ is a fixed real number such that (2π) −1 φ is irrational (so A 1 is an "irrational rotation"), and γ and µ are fixed positive numbers such that µ<1<γ and µγ =1. By Proposition 2.2, A is pointwise convergent (indeed, for every x ∈ R 2 , x =1 , there is a positive integer m such that A
On the other hand, A is not periodically pointwise convergent. Indeed, for every word w we have det A w = 1, and therefore there is at most one (up to a multiplication by a scalar) eigenvector of A w corresponding to an eigenvalue having absolute value less than 1. Call this eigenvector x w . Clearly, lim k→∞ A k w x =0 if and only if x is a scalar multiple of x w . But the set of all vectors x w such that x w = 1 is at most countable (because the set of words is countable). Thus, there exists a vector y which is not a scalar multiple of any x w . For this vector we have
for all words w; hence A is not periodically pointwise convergent.
Example 2.2. Let F = R. Fix two positive real numbers µ and γ such that µ<1<γand µγ > 1. Let A = {A v : v ∈ S}, where S is the Euclidean unit sphere in R 2 and A v is the 2 × 2 matrix defined by the property that A v (xv + yv ⊥ )= µxv + γyv ⊥ ; v ⊥ is the unit vector orthogonal to v. Since det A v > 1 for all v ∈ S, the set A is not uniformly convergent (see Proposition 2.1). However, for every v ∈ S we have A k v v → 0a sk→∞.S oAis periodically pointwise convergent. In connection with Example 2.2 we note that if A = {A i : i ∈ K} is a countable (or finite) periodically pointwise convergent set, then A is uniformly convergent. Indeed, let w be an arbitrary (finite) word and define
Clearly, Ω w is a subspace in F n , and by the periodically pointwise convergence of A we have F n = w Ω w . But the set of finite words in the at most countable alphabet K is itself countable. A countable union of subspaces coincides with F n if and only if at least one of these subspaces itself coincides with F n . Thus, Ω w = F n for some word w, which means that A is periodically uniformly convergent and hence A is uniformly convergent.
3. Proof of Theorem 1.1. The proof is based on a series of lemmas. Lemma 3.1. Let A be a set of matrices satisfying (1.2). Then the set A is bounded, and, up to a simultaneous similarity, all matrices in A have the block diagonal form
where, for j =1 ,...,m, the jth diagonal blocks A (i) jj have size n j × n j (independent of i ∈ K) and generate a bounded semigroup; i.e.,
Conversely, if A = {A i : i ∈ K} is a bounded set of matrices having the block triangular form (3.1) and satisfying (3.2), then A generates a polynomially bounded semigroup.
Proof. The direct part is proved in [BW, Proposition III] . We prove the converse part. Because of (3.2), there is a norm · j on F nj such that the induced operator norm · j on the n j × n j matrices satisfies
Indeed, take
where · is the Euclidean norm (for example). Let
. . .
and let · * be the corresponding induced operator norm on n × n matrices. Then for every word w of length k we have A w * ≤ B k , where B is the m × m matrix whose diagonal elements are equal to 1 and whose (q, r) entry (q<r)i se q u a lt o Here X q,r is the induced operator norm when an n q × n r matrix X is considered as a linear transformation from F nr (with the norm · r )i n t oF n q (with the norm · q ). The supremum in (3.4) is finite because A is bounded. Now (1.2) follows with p = m.
In general, it is not true that if the diagonal blocks of a set of diagonal matrices form uniformly convergent sets, then the whole set is uniformly convergent.
Example 3.1. Let
The set A is not uniformly convergent because det A = 1 for every A ∈A. Nevertheless, the diagonal blocks {α : α>0 }and {α −1 : α>0 }form uniformly convergent s e t so f1×1 matrices.
Lemma 3.2. Let A = {A i : i ∈ K } be given in the form (3.1). Assume that, for j =1 ,...,m, the jth diagonal blocks {A Proof. Using the induced operator norm on n j × n j matrices, as in the proof of Lemma 3.1, we can (and do) assume that
jj j ≤ 1 for all i ∈ K and j =1,...,m (3.5) for some induced operator norms · j . By Proposition 2.1, for every j =1 ,...,m, there exists a word w j such that the matrix products A Let k = |w 1 | + ··· + |w m | and w be the word of length k that acts as w 1 on the set {1,...,|w 1 |},a sw 2 on the set {|w 1 | +1,...,|w 1 |+|w 2 |}, ...,a sw m on the set {|w 1 | + ···+|w m−1 |+1,...,|w 1 |+···+|w m |}. I nv i e wo f( 3 . 5 )a n d( 3 . 6 ) ,w eh a v e
Thus, the spectral radius of the product
is less than 1. Hence the same is true of the product A w(k) A w(k−1) ···A 1 , and the set A is uniformly convergent by Proposition 2.1. Lemma 3.3. Let A = {A i : i ∈ K } be a set of n × n matrices such that A generates a bounded semigroup. Then A is pointwise convergent if and only if A is uniformly convergent.
Proof. Assume A is pointwise convergent. As in the proof of Lemma 3.1, assume that
where · is the operator norm induced by a norm (also denoted · )o nF n .B y Proposition 2.2 for every x on the unit sphere S (with respect to the norm · ) there exists a finite product B x of matrices in A such that B x x <α x for some α x < 1. Let U x be an open set containing x such that B x y <α x y for every y ∈ U x . Using the compactness of the unit sphere S, select a finite set U x1 ,...,U xq such that q j=1 U xj ⊇ S. Thus, for every y ∈ S, there exists j ∈{1,...,q} such that
where 0 <α<1 is independent of y. Abbreviate B j = B xj . It is sufficient to prove that the finite set B = {B 1 ,...,B q } is uniformly convergent.
Let ξ 1 ,ξ 2 ,... be a sequence of independent identically distributed random variables such that each ξ j takes values in the set {1,...,q} with equal probability q −1 of each value. We claim that for every x ∈ F n lim(···B ξm B ξm−1 ···B ξ1 x)=0 (3.9) with probability 1.
We say that B j covers y ∈ F n if B j y ≤α y , where α is taken from (3.8). Denote by P {X} the probability of the event X. We prove P B ξ1 does not cover y; B ξ2 does not cover B ξ1 y; ...;
Inequality (3.10) will be proved by induction on m.F o rm=1 ,w eh a v e P B ξ 1 does not cover y = P y = 0 and ξ 1 is not equal to one of the values j ∈{1,...,q} for which y is a scalar multiple of a vector in U xj ≤ (q − 1)/q (3.11) by the definition of ξ 1 . Assume (3.10) is proved with m replaced by m − 1. Denote by S m = S m (y) the event B ξ1 does not cover y; ...;B ξm does not cover B ξm−1 B ξm−2 ···B ξ1 y.
Then, the left-hand side of (3.10) is
Observe that under the conditions that the event S m−1 happened we have
Let z = B ξm−1 ···B ξ1 y; the vector z is a random vector which (under the condition that S m−1 happened) takes a finite number of nonzero values z 1 ,...,z p with probabilities α 1 ,...,α p , respectively. Thus where we have used (3.11). Apply the induction hypothesis to P {S m−1 } and use (3.12) to prove (3.10).
Consider the infinite product
Partition the product into blocks as follows: B ξ1 is the first block, B ξ3 B ξ2 is the second block, and so on, with the property that the mth block has length m for m =1 ,2 ,.... Let B ξu B ξu−1 ···B ξv be the mth block (here v<udepend on m). Denote by T m = T m (x) the event P B ξv does not cover B ξv−1 ···B 1 x; B ξv+1 does not cover Since ∞ m=1 ((q − 1)/q) m < ∞, by the Borel-Cantelli lemma with probability 1 only a finite number of the events T 1 ,T 2 ,... happen. Thus, with probability 1 there are infinitely many blocks (say, the blocks numbered m 1 <m 2 <m 3 <···) such that T mj does not happen. But T mj does not happen precisely when either B ξv−1 ···B 1 x =0 or at least one of B ξj (j = v, v +1,...,u) covers B ξj−1 ···B 1 x (we denote here the m j th block by B ξu B ξu−1 ···B ξv , where v<udepend on m j ). In the latter case we have
So, if Q mj stands for the product of the first m j blocks, we have
(here we have used the inequalities B j ≤1). This proves that (3.9) happens with probability 1. Apply (3.9) to a dense countable set D on the unit sphere. Using the countable additivity of the probability measure, it follows that there exists an infinite word w such that lim k→∞ B w (k) x = 0 for every x ∈ D. (3.14)
(In fact, we have proved more; namely, (3.14) holds with probability 1 when w is considered a random infinite word.) Since B j ≤1f o rj=1 ,...,q, it follows that (3.14) holds for all x on the unit sphere. This proves Lemma 3.3.
Proof of Theorem 1.1. In view of Lemmas 3.1, 3.2, and 3.3, we only need to verify that if A = {A i : i ∈ K} is pointwise convergent and has the form (3.1), then for j =1 ,...,m, the diagonal block A j = {A (i) jj : i ∈ K} is a pointwise convergent set. But this statement is obvious from the definition of pointwise convergence.
4. Some generalizations and extensions. The methods employed in this paper, especially the proof of Lemma 3.3, can be applied to obtain analogous results in other frameworks involving the notions of pointwise and uniform convergence. In this section we present several such results.
Nonlinear maps in F
n . Let A = {A i : i ∈ K} be a set of nonlinear maps
The definitions of uniform convergence and pointwise convergence given in section 1 carry over to this situation, replacing the product of matrices by superposition of nonlinear maps.
A map A :
for all x ∈ F n and c ∈ F . Clearly, a composition of homogeneous continuous maps is again homogeneous and continuous. Also, a homogeneous continuous map A : F n → F n is Lipschitz continuous; i.e., there is a constant C>0 such that A(x) − A(y) ≤C x−y for all x, y ∈ F n ; here · is some norm in F n . It is easy to see that the notion of Lipschitz continuity is independent of the choice of the norm.
Theorem 4.1. Let A = {A i : i ∈ K } be a set of homogeneous continuous maps A i : F n → F n . Assume that A generates a bounded semigroup (with superposition as the algebraic operation in the semigroup). Then A is pointwise convergent if and only if A is uniformly convergent.
The proof of Theorem 4.1 is essentially the same as that of Lemma 3.3.
4.
2. An abstract formulation. Let X be a metric space with the metric d(x, y). Consider a set A = {A i : i ∈ K} of continuous functions X → X. We say that A is pointwise convergent to x 0 ∈ X if for every x ∈ X there is an infinite word w (which depends on x) such that We say that A is uniformly convergent to x 0 if there is an infinite word w such that (4.1) holds for all x ∈ X.
Theorem 4.2. Let X be a compact separable metric space, and let A be a set of continuous functions X → X. Assume, in addition, that
for all x ∈ X and all A i ∈A .( In particular, x 0 is a fixed point for every A i ∈A .) Then A is pointwise convergent to x 0 if and only if A is uniformly convergent to x 0 .
The proof again follows by repeating the arguments used in the proof of Lemma 3.3.
