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ABSTRACT
We propose a Bayesian expectation-maximization (EM) algorithm for reconstructing structured approximately
sparse signals via belief propagation. The measurements follow an underdetermined linear model where the
regression-coeﬃcient vector is the sum of an unknown approximately sparse signal and a zero-mean white Gaus-
sian noise with an unknown variance. The signal is composed of large- and small-magnitude components identiﬁed
by binary state variables whose probabilistic dependence structure is described by a hidden Markov tree (HMT).
Gaussian priors are assigned to the signal coeﬃcients given their state variables and the Jeﬀreys’ noninformative
prior is assigned to the noise variance. Our signal reconstruction scheme is based on an EM iteration that aims
at maximizing the posterior distribution of the signal and its state variables given the noise variance. We employ
a max-product algorithm to implement the maximization (M) step of our EM iteration. The noise variance is
a regularization parameter that controls signal sparsity. We select the noise variance so that the corresponding
estimated signal and state variables (obtained upon convergence of the EM iteration) have the largest marginal
posterior distribution. Our numerical examples show that the proposed algorithm achieves better reconstruction
performance compared with the state-of-the-art methods.
Keywords: Belief propagation, expectation maximization (EM) algorithm, hidden Markov tree (HMT), image
reconstruction, max-product algorithm, structured sparsity, sparse signal reconstruction.
1. INTRODUCTION
The advent of compressive sampling (compressed sensing) in the past few years has sparked research activity in
sparse signal reconstruction, whose main goal is to estimate the sparsest p × 1 signal coeﬃcient vector s from
the N × 1 measurement vector y satisfying the following underdetermined system of linear equations: y = H s,
where H is an N × p sensing matrix and N ≤ p.
A tree dependency structure is exhibited by the wavelet coeﬃcients of many natural images.1–5 A probabilistic
Markov tree structure has been employed to model the statistical dependency between the state variables of
wavelet coeﬃcients.3 An approximate belief propagation algorithm has been ﬁrst applied to compressive sampling
in the work by Baron et al.,6 where it has been employed for Bayesian signal reconstruction for sparse Rademacher
sensing matrices. Donoho et al.7 simpliﬁed the sum-product algorithm by approximating messages with Gaussian
distribution speciﬁed by two scalar parameters, leading to their approximate message passing (AMP) algorithm.
Following the AMP framework, Schniter8 proposed a turbo-AMP structured sparse signal recovery method based
on loopy belief propagation and turbo equalization and applied it to reconstruct one-dimensional signals; Som
and Schniter5 apply the turbo-AMP approach to reconstruct compressible images. However, the above references
do not employ the exact form of the messages and also have the following limitations: Baron et al.6 rely on
sparsity of the sensing matrix, the methods by Baron et al.6 and Donoho et al.7 apply to unstructured signals
only, and the turbo-AMP approach5,8 needs columns of the sensing matrix to be normalized, see [5, eq. (22)]
and [8, Sec. IV.A].
In this paper, we combine the hierarchical measurement model by Figueiredo and Nowak9 with a Markov tree
prior on the binary state variables that identify the large- and small-magnitude signal coeﬃcients and develop a
Bayesian maximum a posteriori (MAP) expectation-maximization (EM) signal reconstruction scheme that aims
at maximizing the posterior distribution of the signal and its state variables given the noise variance, where
E-mail: {zhaosong,ald}@iastate.edu.
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the maximization (M) step employs a max-product belief propagation algorithm. Unlike the previous work, we
do not approximate the message form in our belief propagation scheme. Unlike the turbo-AMP scheme,5,8 our
reconstruction scheme does not require the columns of the sensing matrix to be normalized. Since there are no
loops in the graphical model behind our M-step objective function, the M step of our EM algorithm is exact.
We have proposed a similar EM algorithm for a random signal model with purely sparse deterministic signal
component and a noninformative prior on this component.10 The noise variance is a regularization parameter
that controls signal sparsity and is selected so that the estimated signal and state variables have the largest
marginal posterior distribution.
In Section 2, we introduce our measurement and prior models. Section 3 describes the proposed EM algorithm,
where the M step implementation via the max-product algorithm is presented in Section 3.1. The selection of the
regularization noise variance parameter is discussed in Section 4. Numerical simulations in Section 5 compare
reconstruction performances of the proposed and existing methods.
We introduce the notation: In and 0n×1 denote the identity matrix of size n and the n × 1 vector of zeros,
respectively; “T ” and ‖ · ‖p are the transpose and p norm, respectively; N (x;μ,Σ ) denotes the probability
distribution function (pdf) of a multivariate Gaussian random vector x with mean μ and covariance matrix Σ ;
Inv-χ2(σ2; ν, σ20) denotes the pdf of a scaled inverse chi-square distribution with ν degrees of freedom and a scale
parameter σ20 , see [11, p. 50 and App. A]; |T | is the cardinality of the set T ; υ(·) is an invertible operator that
transforms the matrix element indices into vector element indices∗. Finally, ρH denotes the largest singular value
of a matrix H, also known as the spectral norm of H, and “” denotes the Hadamard (elementwise) product.
2. MEASUREMENT AND PRIOR MODELS
We model an N × 1 real-valued measurement vector y using the standard additive Gaussian noise measurement
model:2,5
py | θ(y |θ) = N (y ; H s, σ2 Ip) (1)
where H is an N × p real-valued sensing matrix with rank(H) = N satisfying (without loss of generality)
ρH = 1 (2)
s = [s1, s2, . . . , sp]
T is an unknown p × 1 real-valued signal coeﬃcient vector, and σ2 is the unknown noise
variance. The set of the unknown parameters is
θ = (s, σ2) (3)
with parameter space
Θ =  p × [0,+∞). (4)
We adopt the Jeﬀreys’ noninformative prior for the variance component σ2:
pσ2(σ
2) ∝ (σ2)−1. (5)
Deﬁne the vector of binary state variables q = [q1, q2, . . . , qp]T ∈ {0, 1}p that determine if the magnitudes of
the signal components si, i = 1, 2, . . . , p are small (qi = 0) or large (qi = 1). Assume that si are conditionally
independent given qi and assign the following prior pdf to the signal coeﬃcients:
ps | q, σ2(s | q, σ2) =
p∏
i=1
[N (si ; 0, γ2 σ2)]qi [N (si ; 0, 	2 σ2)]1−qi (6a)
where γ2 and 	2 are known positive constants and, typically, γ2  	2. Hence, the large- and small-magnitude
signal coeﬃcients si corresponding to qi = 1 and qi = 0 are modeled as zero-mean Gaussian random variables
∗This operator is based on the Matlab wavelet decomposition function wavedec2 with Haar wavelet and has also been
used by He and Carin4 and Som and Schniter.5
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with variances γ2 σ2 and 	2 σ2, respectively. Consequently, γ2 and 	2 are relative variances (to the noise variance
σ2) of the large- and small-magnitude signal coeﬃcients. Equivalently,
ps | q, σ2(s | q, σ2) = N (s ; 0p×1, σ2 D(q)) (6b)
where
D(q) = diag{(γ2)q1 (	2)1−q1 , (γ2)q2 (	2)1−q2 , . . . , (γ2)qp (	2)1−qp}. (6c)
We now introduce the Markov tree prior probability mass function (pmf) on the state variables qi.3,5 To make
this probability model easier to understand, we introduce two-dimensional signal element indices (i1, i2). Recall
that the conversion operator υ(·) is invertible; hence, there is a one-to-one correspondence between the corre-
sponding one- and two-dimensional signal element indices. A parent wavelet coeﬃcient with a two-dimensional
position index (i1, i2) has four children in the ﬁner wavelet decomposition level with two-dimensional indices
(2 i1 − 1, 2 i2 − 1), (2 i1 − 1, 2 i2), (2 i1, 2 i2 − 1) and (2 i1, 2 i2), see Fig. 1(a). The parent-child dependency as-
sumption implies that, if a parent coeﬃcient in a certain wavelet decomposition level has small (large) magnitude,
then its children coeﬃcients in the next ﬁner wavelet decomposition level tend to have small (large) magnitude
as well. Denote by ρ and c the numbers of rows and columns of the image, and by L the number of wavelet
decomposition levels (tree depth).
We set the prior pmf pq(q) as follows. In the ﬁrst wavelet decomposition level (l = 1), assign
pqi(1) = Pr{qi = 1} =
{
1, i ∈ A
Proot, i ∈ Troot (7a)
where
A = υ({1, 2, . . . , ρ/2L} × {1, 2, . . . , c/2L}) (7b)
Troot = υ
(
[{1, 2, . . . , ρ/2L−1} × {1, 2, . . . , c/2L−1}])\A (7c)
are the sets of indices of the approximation and root node coeﬃcients and Proot ∈ (0, 1) is a known constant
denoting the prior probability that a root node signal coeﬃcient has large magnitude, see Fig. 1(b). In the levels
l = 2, 3, . . . , L, assign
pqi | qπ(i)(1 | qπ(i)) =
{
PH, qπ(i) = 1
PL, qπ(i) = 0
(7d)
where π(i) denotes the index of the parent of node i. Here, PH ∈ (0, 1) and PL ∈ (0, 1) are known constants
denoting the probabilities that the signal coeﬃcient si is large if the corresponding parent signal coeﬃcient is
large or small, respectively.
Our wavelet tree structure consists of |Troot| trees and spans all signal wavelet coeﬃcients except the approx-
imation coeﬃcients; hence, the set of indices of the wavelet coeﬃcients within the trees is
T = υ([{1, 2, . . . , ρ} × {1, 2, . . . , c}]) \A (7e)
Deﬁne also the set of leaf variable node indices within the tree structure as
Tleaf = υ
(
[{1, 2, . . . , ρ} × {1, 2, . . . , c}] \ [{1, 2, . . . , ρ/2} × {1, 2, . . . , c/2}]) (7f)
see Fig. 1(b). More complex models are possible; see e.g., He and Carin4 and Som and Schniter,5 which, however,
need at least 10 hyperparameters to specify the prior for the same wavelet tree and did not report large-scale
examples. Here, we only need ﬁve tuning parameters Proot, PH, PL, γ2, and 	2, each with a clear meaning. A
fairly crude choice of these parameters is suﬃcient for achieving good reconstruction performance, see Section 5.
The logaritm of the prior pmf pq(q) is
ln pq(q) = const+
[∑
i∈A
ln(qi = 1)
]
+
[ ∑
i∈Troot
qi lnProot + (1− qi) ln(1− Proot)
]
+
[ ∑
i∈T \Troot
qi qπ(i) lnPH + (1− qi) qπ(i) ln(1− PH) + qi (1− qπ(i)) lnPL + (1− qi) (1− qπ(i)) ln(1− PL)
]
(7g)
where const denotes the terms that are not functions of q.
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Figure 1. (a) Wavelet quadtree structure with L = 3 levels and (b) types of wavelet decomposition coeﬃcients.
2.1 Bayesian Inference
Deﬁne the vectors of state variables and signal coeﬃcients
ξ =
[
ξT1 ξ
T
2 · · · ξTp
]T
, ξi =
[
qi, si
]T
. (8)
The joint posterior distribution of ξ and σ2 is
pξ, σ2 |y(ξ, σ2 |y) ∝ py | θ(y |θ) ps | q, σ2(s | q, σ2) pq(q) pσ2(σ2)
∝ (σ2)−(p+N+2)/2 exp[−0.5 ‖y −H s‖22/σ2 − 0.5 sT D−1(q) s/σ2] (	2/γ2)0.5
∑p
i=1 qi pq(q)
(9)
which implies
pσ2 | ξ,y(σ2 | ξ, y) = Inv-χ2
(
σ2
∣∣∣ p+N,
‖y −H s‖22 + sT D−1(q) s
p+N
)
(10a)
pξ |y(ξ |y) =
pξ, σ2 |y(ξ, σ2 |y)
pσ2 | ξ,y(σ2 | ξ, y) ∝ pq(q) (	
2/γ2)0.5
∑p
i=1 qi
/[‖y −H s‖22 + sT D−1(q) s
p+N
](p+N)/2
(10b)
and
pξ |σ2,y(ξ |σ2,y) ∝ exp[−0.5 ‖y −H s‖22/σ2 − 0.5 sT D−1(q) s/σ2] (	2/γ2)0.5
∑p
i=1 qi pq(q). (10c)
We wish to maximize (10b) with respect to ξ, but cannot perform this task directly. Consequently, we adopt
the following indirect approach: We ﬁrst develop an EM algorithm for maximizing pξ |σ2,y(ξ |σ2,y) in (10c) for a
given σ2 (Section 3) and then propose a grid search scheme for selecting the best regularization parameter σ2 so
that the estimated signal and state variables have the largest marginal posterior distribution (10b) (Section 4).
3. AN EM ALGORITHM FOR MAXIMIZING Pξ |σ2,y(ξ |σ2,y)
Motivated by [9, Sec. V.A], we introduce the following hierarchical two-stage model:
py | z,σ2(y | z, σ2) = N
(
y ; H z, σ2 (IN −HHT )
)
(11a)
pz | s(z | s) = N (z ; s, σ2 Ip) (11b)
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where z is an p × 1 vector of missing data. Observe that the assumption (2) guarantees that the covariance
matrix σ2 (IN −HHT ) in (11a) is positive semideﬁnite.
Our EM algorithm for maximizing pξ |σ2,y(ξ |σ2,y) in (10c) consists of iterating between the following ex-
pectation (E) and maximization (M) steps:
E step: z(j) = [z(j)1 , z
(j)
2 , . . . , z
(j)
p ]
T = s(j) +HT (y −H s(j)) (12a)
and
M step: ξ(j+1) = argmax
ξ
{
− 0.5 [‖z(j) − s‖22 + sT D−1(q) s]/σ2 + ln[pq(q)] + 0.5 ln(	2/γ2)
p∑
i=1
qi
}
(12b)
where j denotes the iteration index. To simplify the notation, we omit the dependence of the iterates ξ(j) on σ2
in this section. Denote by ξ(+∞) and s(+∞) the estimates of ξ and s obtained upon convergence of the above
EM iteration.
Note that the M step in (12b) is equivalent to ﬁnding the mode of the following distribution:
pξ |σ2,z(ξ |σ2, z(j)) ∝ pξA |σ2,z(ξA |σ2, z(j)) pξT |σ2,z(ξT |σ2, z(j)) (13)
where ξA and ξT consist of ξi, i ∈ A and ξi, i ∈ T , respectively, and
pξA |σ2,z(ξA |σ2, z) ∝
{ ∏
i∈A
N (zi ; si, σ2)N (si ; 0, γ2 σ2)(qi = 1)
}
(14a)
pξT |σ2,z(ξT |σ2, z) ∝
{ ∏
i∈T
N (zi ; si, σ2) [N (si ; 0, γ2 σ2)]qi [N (si ; 0, 	2 σ2)]1−qi
}
pqT (qT ). (14b)
Here, (14a) follows from (7a) and (14b) corresponds to the hidden Markov tree (HMT) probabilistic model
that contains no loops. Fig. 2 depicts an HMT that is a part of the probabilistic model (14b). Maximizing
pξA |σ2,z(ξA |σ2, z(j)) in (14a) with respect to ξi, i ∈ A yields the M step for the approximation signal coeﬃcients:
ξ
(j+1)
i =
[
1, γ2 z
(j)
i /(1 + γ
2)
]T
, i ∈ A (15)
where we have used the fact that
argmax
si
N (zi ; si, σ2)N (si ; 0, τ2) = τ2 zi/(σ2 + τ2). (16)
In the following section, we employ the max-product belief propagation algorithm12–14 to each tree in our wavelet
tree structure, with the goal to ﬁnd the mode of pξT |σ2,z(ξT |σ2, z); then, our M step in (12b) for the nodes
i ∈ T reduces to applying this algorithm to ﬁnd the mode of pξT |σ2,z(ξT |σ2, z(j)).
3.1 Maximizing pξT |σ2,z(ξT |σ2, z)
We represent the HMT probabilistic model for pξT |σ2,z(ξT |σ2, z) via potential functions as [see (14b)]
pξT |σ2,z(ξT |σ2, z) ∝
[ ∏
i∈T \Troot
ψi(ξi)ψi,π(i)(qi, qπ(i))
] [ ∏
i∈Troot
ψi(ξi)
]
(17)
where
ψi(ξi) =
{ N (zi ; si, σ2) [N (si ; 0, γ2 σ2)]qi [N (si ; 0, 	2 σ2)]1−qi , i ∈ T \Troot
N (zi ; si, σ2) [Proot N (si ; 0, γ2 σ2)]qi [(1− Proot)N (si ; 0, 	2 σ2)]1−qi , i ∈ Troot (18a)
and, for i ∈ T \Troot,
ψi,π(i)(qi, qπ(i)) = [PH
qi (1− PH)1−qi ]qπ(i) [PLqi (1− PL)1−qi ]1−qπ(i) . (18b)
Our algorithm for maximizing (17) consists of computing and passing upward and downward messages and
calculating and maximizing beliefs.
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Figure 2. A hidden Markov tree, part of the probabilistic model (14b).
3.1.1 Computing and Passing Upward Messages
We propagate the upward messages from the lowest decomposition level (i.e., the leaves) towards the root of the
tree. Fig. 3(a) depicts the computation of the upward message from variable node ξi to its parent node ξπ(i)
wherein we also deﬁne a child of ξi as a variable node ξk with index k ∈ ch(i), where ch(i) is the index set of
the children of i: for i = υ(i1, i2), ch(i) = {υ
(
(2 i1 − 1, 2 i2 − 1), (2 i1 − 1, 2 i2), (2 i1, 2 i2 − 1), (2 i1, 2 i2)
)}. Here,
we use a circle and an edge with an arrow to denote a variable node and a message, respectively. The upward
messages have the following general form:13
mi→π(i)(qπ(i)) = αmax
ξi
{
ψi(ξi)ψi,π(i)(qi, qπ(i))
∏
k∈ch(i)
mk→i(qi)
}
(19)
where α > 0 denotes a normalizing constant used for computational stability.13 For nodes that have no children
(corresponding to the level L, i.e., i ∈ Tleaf), we set the multiplicative term
∏
k∈ch(i) mk→i(ξi) in (19) to one.
The only two candidates for ξi in the maximization of (19) are [0, ŝi(0)]T and [1, ŝi(1)]T , see (16) and (18),
where
ŝi(0) =
	2
1 + 	2
zi, ŝi(1) =
γ2
1 + γ2
zi. (20)
Substituting these candidates into (19) and normalizing the messages yields
mi→π(i)(qπ(i)) = [μui (0)]
1−qπ(i) [μui (1)]
qπ(i) (21a)
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Figure 3. Computing and passing (a) upward and (b) downward messages.
where [μui (0), μui (1)]T = μui ,
μui =
[max{νu0,i  ηui }, max{νu1,i  ηui }]T
max{νu0,i  ηui }+max{νu1,i  ηui }
=
[
exp(lnmax{νu0,i  ηui } − lnmax{νu1,i  ηui }), 1
]T
1 + exp(lnmax{νu0,i  ηui } − lnmax{νu1,i  ηui })
(21b)
νu0,i =
[
1− PL, PL
]T  φ(zi) (21c)
νu1,i =
[
1− PH, PH
]T  φ(zi) (21d)
ηui =
{ ⊙
k∈ch(i) μ
u
k, i ∈ T \Tleaf[
1, 1
]T
, i ∈ Tleaf
(21e)
φ(z) =
[
exp{−0.5 z2/(σ2 + σ2 	2)}/	, exp{−0.5 z2/(σ2 + σ2 γ2)}/γ]T (21f)
and 	 =
√
	2 > 0 and γ =
√
γ2 > 0. To derive (21a), we have used the following fact [see (16)]:
max
si
N (zi ; si, σ2)N (si ; 0, τ2) = 1√
2π σ2
√
2π τ2
exp[−0.5 z2i /(σ2 + τ2)]. (22)
A numerically stable implementation of (21b) that we employ is illustrated in the second expression in (21b).
Similarly, the elementwise products in (21c)–(21e) are implemented as exponentiated sums of logarithms of the
product terms.
3.1.2 Computing and Passing Downward Messages
Upon obtaining all the upward messages, we now compute the downward messages and propagate them from the
root towards the lowest level (i.e., the leaves). Fig. 3(b) depicts the computation of the downward message from
the parent ξπ(i) to the variable node ξi, which involves upward messages to ξπ(i) from its other children, i.e. the
siblings of ξi, marked as ξk, k ∈ sib(i). This downward message also requires the message sent to ξπ(i) from
its parent node, which is the grandparent of ξi, denoted by ξgp(i). The downward messages have the following
general form:13
mπ(i)→i(qi) = αmax
ξπ(i)
{
ψπ(i)(ξπ(i))ψi,π(i)(qi, qπ(i))mgp(i)→π(i)(π(i))
∏
k∈sib(i)
mk→π(i)(qπ(i))
}
(23)
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where α > 0 denotes a normalizing constant used for computational stability. For the variable nodes i in
the second decomposition level that have no grandparents (i.e., π(i) ∈ Troot), we set the multiplicative term
mgp(i)→π(i)(π(i)) in (23) to one.
The only two candidates for ξπ(i) in the maximization of (23) are [0, ŝπ(i)(0)]T and [1, ŝπ(i)(1)]T , see (16),
(18), and (20). Consequently,
mπ(i)→i(qi) = [μdi (0)]
1−qi [μdi (1)]
qi (24a)
for π(i) ∈ T \Tleaf , where [μdi (0), μdi (1)]T = μdi and
μdi =
[max{νd0,i  ηdi }, max{νd1,i  ηdi }]T
max{νd0,i  ηdi }+max{νd1,i  ηdi }
=
[
exp(lnmax{νd0,i  ηdi } − lnmax{νd1,i  ηdi }), 1
]T
1 + exp(lnmax{νd0,i  ηdi } − lnmax{νd1,i  ηdi })
(24b)
νd0,i =
[
1− PL, 1− PH
]T  φ(zπ(i))
[ ⊙
k∈sib(i)
μuk
]
(24c)
νd1,i =
[
PL, PH
]T  φ(zπ(i))
[ ⊙
k∈sib(i)
μuk
]
(24d)
ηdi =
{ [
1− Proot, Proot
]T
, π(i) ∈ Troot
μdπ(i), π(i) ∈ (T \Troot)\Tleaf
. (24e)
We have used (22) to derive (24a).
The above upward and downward messages have discrete representations, which is practically important and
is a consequence of the fact that we use a Gaussian prior on the signal coeﬃcients, see (6). Indeed, in contrast
with the existing message passing algorithms for compressive sampling,5–8 our max-product scheme employs
exact messages.
3.1.3 Maximizing Beliefs
Upon computing and passing all the upward and downward messages, we maximize the beliefs, which have the
following general form:13†
b(ξi) = αψi(ξi)mπ(i)→i(qi)
∏
k∈ch(i)
mk→i(qi) (25)
for each i ∈ T , where α > 0 is a normalizing constant. We then use these beliefs to obtain the mode
ξ̂T = argmax
ξT
pξT | z(ξT | z) (26)
where the elements of ξ̂T are [see (20)]
ξ̂i =
[
q̂i, ŝi(q̂i)
]T
= argmax
ξi
b(ξi) =
{ [
1, ŝi(1)
]T
, βi(1) ≥ βi(0)[
0, ŝi(0)
]T
, otherwise
, i ∈ T (27a)
and
βi =
[
βi(0), βi(1)
]T
=
{ [
1− Proot, Proot
]T  φ(zi) ηui , i ∈ Troot
φ(zi) μdi  ηui , i ∈ T \ Troot
. (27b)
We have used (16) and (22) to solve the maximization in (27a) and derive (27a)–(27b).
†In (25), we set mπ(i)→i(qi) = 1 if i ∈ Troot and
∏
k∈ch(i) mk→i(qi) = 1 if i ∈ Tleaf .
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4. SELECTING σ2
We apply our EM algorithm in Section 3 using a range of values of the regularization parameter σ2. We traverse
the grid of K values of σ2 sequentially and use the signal estimate from the previous grid point to initialize the
signal estimation at the current grid point; in particular, we move from a larger σ2 (say σ2old) to the next smaller
σ2new(< σ
2
old) and use s
(+∞)(σ2old) (obtained upon convergence of the EM iteration in Section 3 for σ
2 = σ2old) to
initialize the EM iteration at σ2new. The largest σ2 and the initial signal estimate at this grid point are selected
as
σ2MAX = ‖y‖22/(p+N + 2), s(0)(σ2MAX) = 0p×1 (28a)
and the consecutive grid points σ2new and σ2old satisfy
σ2new = σ
2
old/d (28b)
where d > 1 is a selected constant.
Finally, we select the σ2 from the above grid of candidates that yields the largest marginal posterior distri-
bution (10b). Denote this σ2 by σ2; then, we select the ﬁnal estimates of ξ and s as ξ
(+∞)(σ2) and s(+∞)(σ2),
respectively.
5. NUMERICAL EXAMPLES
We compare the reconstruction performances of the following methods:
• our proposed max-product EM algorithm in Section 3 with the variance parameter σ2 selected as described
in Section 4 (labeled MP-EM) using K = 12 grid points with d = 2 and the tuning parameters chosen as
γ2 = 1000, 	2 = 0.1, Proot = PH = 0.2, PL = 10
−5; (29)
• the turbo-AMP approach5 with a Matlab implementation at http://www.ece.osu.edu/~schniter/
turboAMPimaging and the tuning parameters chosen as the default values in this implementation;
• the ﬁxed-point continuation active set algorithm15 (labeled FPCAS) that aims at minimizing the La-
grangian cost function
0.5 ‖y −H s‖22 + τ ‖s‖1 (30a)
with the regularization parameter τ computed as
τ = 10a ‖HT y‖∞ (30b)
where a is a tuning parameter chosen to achieve good reconstruction performance;
• the Barzilai-Borwein version of the gradient-projection for sparse reconstruction method with debiasing
in [16, Sec. III.B] (labeled GPSR) with the convergence threshold tolP = 10−5 and tuning parameter a in
(30b) chosen to achieve good reconstruction performance;
• the double overrelaxation (DORE) thresholding method in [17, Sec. III] initialized by the zero sparse signal
estimate:
s(0) = 0p×1; (31)
• the normalized iterative hard thresholding (NIHT) scheme18 initialized by the zero s(0) in (31);
• the model-based iterative hard thresholding (MB-IHT) algorithmn1 using a greedy tree approximation,19
initialized by the zero s(0) in (31).
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For the MP-EM, DORE, NIHT, and MB-IHT iterations, we use the following convergence criterion:
‖s(p+1) − s(p)‖22 / p < 10−14. (32)
For GPSR and FPCAS, we tuned the regularization parameter τ manually by varying a with the set {−1, −2, −3,
− 4, −5, −6, −7, −8, −9}: the best reconstruction performances are achieved for a = −3.
The sensing matrix H has the following structure:
H =
1
ρΦ
ΦΨ (33)
where Φ is the N × p sampling matrix and Ψ is the p × p orthogonal inverse Haar wavelet transform matrix
(satisfying ΨΨT = Ip) with
L = 4 (34)
wavelet decomposition levels. Note that H in (33) satisﬁes (2). In our examples presented here, the sampling
matrices Φ are random Gaussian (see Section 5.1) or structurally random20 (see Section 5.2).
5.1 Image Reconstruction Using Gaussian I.I.D. Sensing Matrices
We reconstruct the 128× 128 ‘Cameraman’ image from compressive samples generated using random sampling
matrices Φ with independent, identically distributed (i.i.d.) standard normal elements. Our performance metric
is the normalized mean square error (MSE) of a signal coeﬃcient vector estimate s˜:
MSE{s˜} = EΦ[‖s˜ − s‖
2
2]
‖s‖22
(35)
computed using 10 Monte Carlo trials.
We set the sparsity level r for NIHT and DORE as 2000N/p and 2500N/p for MB-IHT, tuned for good MSE
performance.
Recall that the turbo-AMP approach needs columns of the sensing matrix to be normalized, see [5, eq. (22)].
When applying the turbo-AMP method, we scale the sensing matrix as follows:
Hscale = (1/
√
N)ΦΨ (36)
so that it has approximately normalized columns; this approximation becomes more accurate as we increase N .
With measurements y and scaled sensing matrix Hscale, turbo-AMP returns the scaled signal estimate sscale,
and we compute the ﬁnal turbo-AMP signal estimate as (ρΦ/
√
N) sscale, whose performance is evaluated using
(35).
Fig. 4 shows the MSE performances of diﬀerent algorithms as functions of the normalized number of mea-
surements (subsampling factor) N/p. MP-EM achieves the best MSE when N/p ≤ 0.35. The MSEs of GPSR
and FPCAS are close to each other and smaller than those of DORE, NIHT, and MB-IHT for all N/p and the
MSE of MP-EM is 1.8 to 2.5 times smaller than that of GPSR and FPCAS, see Fig. 4.
The relatively poor performance of MB-IHT is likely due to the inﬂexibility of the greedy tree approximation
and deterministic tree structure that it employs‡; a relatively poor performance of MB-CoSaMP (which employs
the same deterministic tree structure) has also been reported in [5, Sec. IV.B].
For N/p ≤ 0.35, turbo-AMP performs similarly to DORE, NIHT, and MB-IHT, but it outperforms all other
methods for N/p > 0.35. Such a good performance of turbo-AMP at large N is likely facilitated by the fact that
the norms of the columns of (36) become closer to unity as N grows.
‡This deterministic tree structure model requires that, for binary states equal to one (identifying large signal coeﬃ-
cients), the binary states of all their ancestors must be one as well.
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Figure 4. MSEs as functions of the subsampling factor N/p.
5.2 Image Reconstruction Using a Structurally Random Sampling Matrix
We now reconstruct the standard 256×256 ‘Lena’ and ‘Cameraman’ images from structurally random compressive
samples, which implies that the sensing matrix H has orthonormal rows (i.e., HHT = IN )20 and, consequently,
ρΦ = ρH = 1. Our performance metric is the peak signal-to-noise ratio (PSNR) of an estimated signal s˜:
PSNR (dB) = 10 log10
{ [(Ψs)MAX − (Ψs)MIN]2
‖s˜− s‖22/p
}
. (37)
We set the sparsity level r for NIHT and DORE as 12500N/p and 15000N/p for MB-IHT, tuned for good
PSNR performance.
When applying the turbo-AMP method, we scale the sensing matrix as follows:
Hscale = (
√
p/N)ΦΨ (38)
With measurements y and scaled sensing matrix Hscale, turbo-AMP returns the scaled signal estimate sscale, and
we compute the ﬁnal turbo-AMP signal estimate as (
√
p/N) sscale, whose performance is evaluated using (37).
Our empirical experience shows that the sensing matrix scaling in (38) improves the reconstruction performance
of the turbo-AMP algorithm in this example.
Fig. 5(a) shows the PSNRs achieved by various methods when reconstructing the 256×256 ‘Lena’ image. For
N/p < 0.4, the proposed MP-EM method outperforms all other methods, where the performance improvement
compared with the closest competitor varies between 1.3 dB and 2 dB. For N/p = 0.4, turbo-AMP outperforms
all other methods.
Fig. 5(b) shows the PSNRs achieved by various methods when reconstructing the 256 × 256 ‘Cameraman’
image. For N/p < 0.4, the proposed MP-EM method outperforms all other methods by at least 2.2 dB. For
N/p = 0.4, turbo-AMP outperforms all other methods; however, it performs quite poorly for N/p < 0.35.
Fig. 6 shows the reconstructed 256 × 256 ‘Cameraman’ images by diﬀerent methods for N/p = 0.375. The
MP-EM algorithm achieves better reconstructed image quality compared with the other methods.
6. CONCLUDING REMARKS
We presented a Bayesian EM algorithm for image reconstruction from compressive samples using a Markov
tree prior for the image wavelet coeﬃcients. We employed the max-product belief propagation algorithm to
implement the M step of the proposed EM iteration. Compared with the existing message passing algorithms
Proc. of SPIE Vol. 8499  849908-11
Downloaded From: http://spiedigitallibrary.org/ on 10/09/2014 Terms of Use: http://spiedl.org/terms
0.2 0.25 0.3 0.35 0.4
18
20
22
24
26
28
30
32
N / p
PS
NR
(dB
)
 
 
MP−EM
turbo−AMP
GPSR
DORE
MB−IHT
NIHT
FPCAS
(a)
0.2 0.25 0.3 0.35 0.4
18
20
22
24
26
28
30
32
N / p
PS
NR
(dB
)
 
 
MP−EM
turbo−AMP
GPSR
DORE
MB−IHT
NIHT
FPCAS
(b)
Figure 5. PSNRs as functions of the subsampling factor N/p for the 256× 256 (a) ‘Lena’ and (b) ‘Cameraman’ images.
in the compressive sampling area, our method does not approximate the message form. The simulation results
show that our algorithm often outperforms existing algorithms for standard test images and sampling operators.
The performance of our MP-EM scheme can be improved by employing multiple initializations. In particular,
it is of interest to examine initialization of each grid point by the turbo-AMP estimate (in addition to the
initialization in Section 4), which would likely improve the performance of MP-EM at large N/p. Our future work
will also include the convergence analysis of the MP-EM algorithm and incorporating other measurement models.
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Figure 6. The ‘Cameraman’ image reconstructed by various methods for N/p = 0.375.
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