The modern techniques of the global positioning system and geographic information system enable many new approaches to forestry planning problems. Using these it is possible to efficiently geoposition, store, and analyze each field measurement in a spatial context. This work is directed towards the application of a dynamic forestry planning system based on a forest map with very high spatial resolution created from geopositioned field plot data, instead of the traditional forest stand map. The new dynamic system is dependent on accurate methods to create a highresolution map from a set of field measurements. This problem may be solved using the kriging spatial prediction (interpolation) method. The aim of this paper is to present and empirically evaluate a new kriging method side-by-side with global and stratified kriging. The new method uses the output from an edge-detection algorithm, here applied to Landsat TM image data, to increase the prediction accuracy. Prediction evaluation was made in terms of mean forest stem volume per hectare measured on circular field plots of 10 m radius. The new method showed a prediction root mean square error of 41% of the mean volume, compared with corresponding results of global, 58%, and stratified kriging, 45%.
Introduction
Planning for forest management activities is usually based on a database describing the forest. The data is usually collected by a sampling method that is based on a prespecified spatial scale and model of the forest. A commonly used method is the stand method, which is based on a division of the forest into homogeneous polygons (stands). Here, a stand is defined as a delineated area of suitable size and homogeneity optimized for the logging systems and silviculture methods used at the time. Today, stands in Swedish forestry are typically sized 0.5-10 ha. Generally, several measurements of forest parameters are made within each stand and the means are stored in the forest database. It is common in Sweden that data are captured in a two-step design. In the first step, the stands are delineated, and key stand parameters, such as mean height, mean stem volume, and species composition, are estimated preliminarily by manual interpretation of stereoscopic aerial photographs. In the second step, each stand is visited in the field, and the boundaries and preliminary estimations are verified and complemented with estimations of many other parameters. The stand method has at least one major disadvantage; it is necessary to find appropriate stand boundaries. In reality, forest often varies smoothly in space, in the scale of which stands are defined, a variation very difficult to describe with a stand boundary (Lowell and Edwards 1996) , and it is often impossible to outline stands fulfilling the homogeneity criteria without being very small. In practice, the delineated stands are often heterogeneous and have vague boundaries not easily identifiable in the forest. When new logging systems, silviculture methods, and conservation practices are introduced, the criteria for delineation of stands have to be changed. This is another problem of the stand method; it is based on a fixed stand delineation that cannot be altered later without repeating the whole process of data capture.
A more efficient way to use and store field measurements is supplied by the global positioning system (GPS) and geographical information systems (GIS) technologies. Each measurement can be geopositioned by GPS and stored together with the coordinates in a GIS spatial database. This approach has many advantages; the possibility to reuse plot measurements in the future is the most important. That is, the identity of each measurement is not dependent on a specific stand delineation that may, in contrast to a coordinate pair, be changed in the future. Furthermore, it is possible to update the data optimally by allocating new sampling efforts to areas where new information is needed the most. This paper addresses the estimation problem of a forestry planning application of geopositioned field plots: forestry planning without fixed stands (Holmgren and Thuresson 1997) . This method is based on an existing dense grid of field plots that is used to spatially interpolate the characteristics of the forest in between the plots. The aim is to create a dynamic forest map with higher spatial resolution than a traditional stand map, without having to consider a specific stand delineation. Each forest characteristic, such as the parameter mean stem volume per hectare or basal area, is thus allowed to vary continuously in space and is not forced to be spatially indifferent in each fixed stand polygon. In practice, the field plots are used to estimate the forest characteristics at each point of a very dense grid over the forest estate (with 20 × 20 m spacing, for instance), a grid is then used as the data source of the planning system. Such a dense grid is easily stored and analyzed digitally in the format of a raster surface (the representation of digital images). Here, this is equivalent to dividing the forest into adjacent 20 × 20 m squares (raster cells) and estimate the forest characteristics of each square by the interpolated values at the center point. This should be a reasonable approach if the field measurements were measured at approximately the same spatial support as the size of a raster cell. These dynamic maps of the forest can be used to plan the application of most forest treatments optimally, because it is possible to precisely identify the optimal treatment areas with respect to management constraints. For example, annual selection of harvesting areas may be made using a raster cell-clustering algorithm, constrained to the timber demands and available machinery at the time prior to the logging operations. This approach will direct the logging operations to the parts of the forest that are the most optimal to cut, and there is no need to cut other parts only to complete the cutting of a full stand. Furthermore, it is possible to make a spatial map of the data accuracy by estimating the statistical error of each interpolation. This map may be a valuable tool to direct future sampling efforts.
Naturally, this alternative planning approach is very dependent on accurate spatial interpolation methods to estimate data rasters from the sampled field plots. This paper is focused on the development of such methods.
Spatial models
The stand method is based on a nonspatial model of the forest where each measurement within a stand is regarded as an independent observation from a random variable with stand-specific mean and variance. That is, each measurement is used as one full unit of information. Spatial similarity is modeled as stand membership only and it is not possible to describe any spatial variation within a stand. Furthermore, spatial dissimilarity (difference in characteristics of neighboring parts of forest) can only be modeled as an abrupt spatial transition regardless if the actual transition is abrupt or gradual. The measurements are finally used to produce a stand map of the forest, by estimating the forest characteristics of each stand by the mean of the measurements within the stand.
An alternative approach is to use a spatial model, a model directly defined in space and where the position vector x, x = (x, y), of each stochastic variable Z(x) is utilized in the model. This is exactly the aim of the models developed in geostatistics (Cressie 1993) . Geostatistics originates from mining and geology (Goovaerts 1997) but has also been applied in many other fields including soil science (Burgess and Webster 1980) , environmental modeling, and remote sensing (Curran and Atkinson 1998) . In the geostatistical models, spatial similarity is modeled by imposing statistical spatial dependency of the stochastic variables. Spatial dependency is generally modeled by a covariance function, a model of the covariance of two stochastic variables separated by the distance h. A very common alternative to the covariance function is the semivariance function, γ(h), defined as half the variance of the difference of two observations separated by the distance h. For positively dependent data, the semivariance function increases by the distance, in contrast to the corresponding covariance function that decreases. The model of γ(h) cannot be of any form, it must fulfill several criteria to be useful for prediction. The basic geostatistical model used in this paper is the sum of a spatial indifferent mean, µ, and a spatially dependent random deviation, ε(x). The spatial dependence is defined by the semivariance model γ(h):
From the spatial model, it is possible to derive an optimal method to interpolate, also called predict, a value in an unobserved location, x 0 , using the surrounding observations of Z(x i ). This is the aim of the geostatistical prediction method called ordinary kriging (Cressie 1993) . The kriging predictor is a weighted linear combination of surrounding observations where the weights λ i are defined to provide the best possible prediction (unbiased prediction with minimized model error variance):
Kriging prediction assumes a known semivariance (or covariance) function. Thus, prior to prediction, it is necessary to estimate this function using the data collected. The model in eq. 1 and the corresponding kriging predictor form the fundament of the spatial models presented in this paper.
Here, the basic model is refined step by step to fit the forest spatial variation as well as possible. In general terms, this is made through division of the space into subspaces, where each subspace is modeled separately.
The obvious beginning is to apply the spatial model on the whole forest area and model spatial similarity by statistical spatial dependency only, that is, to define the spatial model globally (the global model). This model is appropriate for forest with only smooth spatial variations, with no abrupt transitions, in complete contrast to the stand method. Lowell (1996) shows the continuous representation of forest parameters (i.e., the global model) to be inappropriate and suggests the forest should be modeled as a set of polygons with inexact boundaries. Neither the stand method nor the global model is appealing, because the managed Swedish forest shows a mix of both smooth and abrupt spatial variation. Smooth spatial variation in the forest is probably induced by corresponding smooth spatial variations of site conditions. The dominating causes of abrupt spatial variation in the forest are clearly human management activities such as clearcutting and building of roads. Further natural causes of abrupt variations are, for example, windthrow and possibly forest fires, the latter occurring rarely in Sweden. Adjacent logging operations and windthrows often affect the forest landscape in large patches, where the abrupt spatial transitions form the boundaries of each patch. Then, the forest may be modeled as a large patchwork where the abrupt spatial variation is represented by patch boundaries and the smooth within-patch spatial variation is modeled by spatial dependency in a spatial model, that is, to divide the area into strata (patches) and model each stratum by a unique spatial model (a combination of the stand method and the global model called the stratified model).
The stratified model has similar disadvantages to the stand method, because it is dependent on an appropriate division (stratification) of the area. The difference between the approaches is in the aims of delineation; the stand method aims to form areas of suitable size and homogeneity with respect to the silviculture practice, the stratified model aims only to outline closed polygons the boundaries of which approximate the present abrupt spatial transitions as closely as possible.
In this work, steps are taken to further generalize the shape of modeled abrupt transitions. The abrupt spatial transitions caused by recent clearcuts and windthrows are probably well modeled by closed polygons, a model that is expected to fit worse as these areas are regenerated and grow older. This is due to differences in growth rate within each polygon, which eventually erases the dissimilarity of some adjacent parts of neighboring polygons. The residues of a former abrupt spatial transition shaped as a closed polygon are often open-ended lines, edges, of different strengths (magnitudes of difference). A model, more general than the stratified model, of a forest with both types of spatial variation could be based on edges rather than polygons. The essence of the edge model is to use knowledge of present edges to select only the neighboring plots on the same side of the closest edges as the unobserved point to be predicted (Fig. 1) . Prediction is then made using data from the selected plots only. The theoretical foundation of the edge model is based on complete knowledge of location and strengths of present edges. In reality, this information is seldom available (Fortin 1994) , and it is necessary to use edges estimated from a suitable data source. Here, edges were detected using an edge detection algorithm applied on remotely sensed image data from the Landsat TM satellite sensor. The resulting edges will contain errors, and it is appropriate to test whether it is a set of random lines or a set of meaningful edges interpreted in context of the field attribute of interest.
Further mathematical details of the models are presented in Appendixes A and B.
The aim of this paper is to present the prediction method based on the edge model as one way to incorporate spatial information derived by edge detection in a satellite image in the kriging spatial prediction method. In detail, predictions based on the new edge model are compared with predictions from the more common models: the global and the stratified model using field data of mean stem volume per hectare measured on 10 m radius field plots.
Material and methods

Data set
The data used in this study were collected on a 5917-ha forest estate owned by a forest company. This area is located 65 km NW (64°14′N, 19°40′E) of Umeå in northern Sweden and was surveyed in 1996 using a systematic and stratified sampling design (Fig. 2) . The forest is fairly homogeneous and rather intensively managed compared with other areas in northern Sweden. The reason for the stratification was to optimize the economical benefit of the gathered information, which was made by sampling the older (most valuable) forest more intensively than the young or regenerating forest. The strata were defined by a combination of segmentation and unsupervised classification of a precision corrected Landsat TM scene (path 194, row 014) acquired 13 June 1995. First, the image was classified into 25 spectrally homogeneous classes. Based on forest characteristics, classes of similar forest types were merged into five major forest classes. These classes were spectrally fairly homogeneous but spatially heterogeneous. Second, independent of the classification, the Landsat data were segmented into spectrally homogeneous areas of 0.5-5 ha using directed-tree clustering followed by region growing (Hagner 1990 ). The segmentation was then used together with the classification to form spectrally and spatially reasonably homogeneous sampling strata, by assigning each segment to the dominating (majority) forest class (1-5) of the classified pixels inside it. These segment classes were then used as sampling strata. The sampling intensity and general forest characteristics of the strata are presented in Table 1 .
The sampling was made using circular plots of 10 m radius and the sampling and estimation routines of the Forest Management Planning Package (Jonsson et al. 1993) . In particular, each tree was callipered, and several additional parameters were measured on a subsample of trees to estimate stem volumes accurately. Each plot centre was positioned using the mean coordinates of at least 40 real-time differentially corrected GPS measurements. The plots were laid out in a systematic grid design, with stratum-unique grid spacing. In addition, extra plots were used to assess the spatial dependency at distances shorter than the systematic grid spacing. One such additional plot was allocated close to each sixth systematic grid plot in stratum 1, to each seventh in stratum 2, to each second in stratum 3 and 4, and to all plots in stratum 5. The allocation was random in eight directions and at 25, 50, or 75 m from the selected regular grid plot. In the end, a total of 2604 plots were surveyed.
Prediction evaluation was based on the forest parameter mean stem volume per hectare (Y(x)), one of the most economically important parameters. This parameter is usually not stationary; the variance tends to increase with increasing mean. Thus, a logarithmic transformation of the data was applied to stabilize the variance (Cressie 1993) :
Modeling and prediction were made using the transformed variable, but prediction accuracy was evaluated in the backtransformed scale after correction for logarithmic bias (Holm 1977; Cressie 1993) .
Edge detection
The edge map was derived from band 5 (1.55-1.75 µm) of the Landsat TM image, which has been shown to be correlated with forest stem volume in forests (Franklin 1986; Trotter et al. 1997 ). The correlation varies in general with forest age; the correlation is rather low in old forests and higher in young forests (Franklin 1986 ). Gradient-based edge-detection methods consider the image as a sampled two-dimensional signal, where step edges are defined at the extremities of the signal's first derivative (Canny 1986) . Gaussian smoothing of the raw signal prior to calculating image gradients reduces noise and ensures the existence of the higher order derivatives used in locating the maxima. The edge-detection process can be divided into the two major steps of (i) location of maxima points in the twodimensional image gradient and (ii) linking of these maxima to form connected edges. We use the formulation described in Lindeberg (1993) to calculate first, second, and third derivatives from a set of "steerable" basis kernels after image smoothing. The outputs of the basis kernels are combined by polynomial functions to find zero crossings in the second derivative where the third derivative is strictly negative. The gradient magnitude at these points is essentially equivalent to the "gradient magnitude with non-maxima suppression" in the popular Canny edge-detection algorithm (Canny 1986) , except Lindeberg's formulation provides a method for subpixel interpolation of edge position and interprets the presmoothing in a scale-space framework. For edge linking, instead of using edge tracking with hysteresis between arbitrary thresholds, we link all directly adjacent points in the gradient maxima image. Whenever the edge tracker reaches a point where it can proceed in multiple directions, a node is introduced and each direction is tracked in turn. The mean magnitude of edge segments between nodes is calculated as the sum of magnitudes for each pixel in the edge segment, divided by the total number of pixels visited. This produces an edge map with a mix of connected and free edge segments of different lengths, each having a mean strength as- sociated with it. The histogram of edge strengths then provided the basis for generating different edge maps representing the 25, 50, 75, and 100 percentiles of edge strength. These maps correspond to edge density of 50.3, 73.7, 92.6, and 300.8 m/ha, respectively (Fig. 3) . Edge detection finds discontinuities in the spatial variation in remotely sensed imagery without guarantee that the edges are meaningful for features correlated with the radiance measurements. Obviously, there will be edges in the set of detected edges without any sensible true counterpart (comission errors) as well as true edges without a detected counterpart (omission errors). The detected edges were validated using the field data to ensure significant difference from a set of random lines. The validation was based on the assumption that a meaningful detected edge separates field observations of different magnitude, especially of observations close to each other and the edge. That is, given a set of meaningful edges, the average difference of close-range and pairwise observations separated by an edge is expected to be higher than the average difference of corresponding observations without any edge in between. Here, the observation differences were transformed to approximately Gaussian distribution, under the spatial model (eq. 1), using the square root of the absolute value (Cressie 1993) to be able to use a t test for difference in means. Thus, the sample mean of γ # (h) = |Z(x i ) -Z(x j )| 0.5 for each two plots separated by an edge and the corresponding mean of plots not separated by an edge was compared based on a subset of the field plots. The subset consisted of 152 plot pairs where plots in a pair are less than 100 m apart and different plot pairs are separated by more than 400 m. The latter distance was chosen to make the difference observations approximately independent and, thus, estimate the pooled variance without bias, but maintain a sufficient number of observations. The t tests were made in S-PLUS (Statistical Sciences, Inc. 1995) assuming equal variances of both populations.
The edge model was tested with the four different sets of edges (the four maps of edges corresponding to the 25th, 50th, 75th, and 100th percentiles of edge density), one at a time, to observe dependency of prediction accuracy to the parameter settings of the edge detector.
Semivariance estimation
Kriging prediction assumes known semivariance of any two points of the predicted process. This property is rarely known beforehand and must be estimated by a model fitted to the empirical semivariance estimates made by averaging pairwise comparison of plots in the data set. Specifically, one or several semivariance models are needed for each spatial model. Here, all plots in the data set were used for point estimation of semivariance prior to model fitting. Then, the point estimations were used to fit a model using the weighted least-squares fit proposed by Cressie (1985) . A nested model, a linear combination of several basic models, was used (Cressie 1993; Lobo et al. 1998) . The semivariance models were validated by examination of the residuals from the fitted model and the semivariance estimations. Further mathematical details are presented in Appendix B.
Prediction and evaluation
Predictions by the stratified model were based on the stratification of the survey design. The predictions by the other models were based on the data set as a whole with no consideration to the stratification. Prediction accuracy was observed on the set of extra field plots (plots allocated in between some plots in the systematic sampling grid to assess spatial dependency at distances shorter than the grid spacing) using the other plots as prediction data. The result will not be general, since the expected accuracy of kriging prediction is determined by the particular spatial arrangement of data plots; the accuracy is generally expected to increase with decreasing distance between data plots and the predicted point. Here, for each prediction the distance to the closest data plot was calculated and used as a crude description of the arrangement of data plots. This distance was used for visualizing the dependency of magnitude of error to data plot location. Kriging prediction is in theory defined by a weighted sum of all data plots. To reduce the computational demands it is common practice to limit the number of plots to those having a practical influence on the prediction result, that is, not to use plots far outside the range of the spatial dependency.
Here, it was not possible to make reliable estimates of semivariance for distances greater than approximately 1500 m for the edges model and 100% edges. Thus, the predictions were always made using only plots closer than 1500 m to the predicted point. Predictions made by less than four data plots (the expected closest systematic plots) were not regarded meaningful and were excluded from the evaluation. To reduce the computation time, no prediction was made using more than 100 data plots.
The predictions were back transformed by taking the exponential and correcting for logarithmic bias. Two different methods of bias correction were used, the analytical method proposed by Cressie (1993) and an alternative nonparametric method (Holm 1977) . The analytical method is based on estimated prediction variance and kriging variance, an approach dependent on the accuracy of variance estimations (Cressie 1993) . The nonparametric method determines a bias correction factor by taking the ratio of the mean of the sample data and the mean of the back-transformed predictions: 
Results
Each set of edges was validated using t tests for difference in means of γ # . The null hypothesis of no difference from a set of random lines was rejected at the 5% significance level for the 25% and 50% edges sets but could not be rejected for the other two sets ( Table 2) .
The parameters of the fitted semivariance functions are shown in Table 3 . Furthermore, four typical semivariance models and their corresponding residuals are showed in Fig. 4 .
Here, the aim was to estimate models of semivariance fitting as close as possible to the first part of the distance range, which is the part most frequently used in prediction. Especially, the models are not intended to be global but rather models of the first part of the observed distance range. For instance, the estimated total sill values for the cases of edges are probably not valid global sills, because no sill was present in the observable distance range. Stratum 5 was very sparsely sampled, and it was not possible to make reliable estimates of semivariance. For this stratum, the exponential model was fitted to the point-estimated semivariance and the nugget component was forced to zero, since it was not possible to fit a positive nugget component.
Prediction accuracy was observed at 308-431 plots, in terms of bias and root mean square error (RMSE) in percent of the true mean volume, calculated from comparing predictions and observations (Table 4) Figure 5 shows some of the prediction residuals plotted to the distance to the closest data plot. Figure 6 shows predicted rasters of a part of the study area.
Discussion
Prediction based on the new edge model introduced in this article was superior to prediction using the global model, regardless of the set of edges used (Table 4) . That is, it was beneficial to use detected edges, even with low edge density as 50.5 m/ha (the 25% set), compared with the global model. Furthermore, prediction with edges was almost as accurate
