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We bring a Bayesian approach to the analysis of clocks. Using exponential distributions as priors
for clocks, we analyze how well one can keep time with a single qubit freely precessing under a
magnetic field. We find that, at least with a single qubit, quantum mechanics does not allow exact
timekeeping, in contrast to classical mechanics which does. We find the design of the single-qubit
clock that leads to maximum accuracy. Further, we find an energy versus accuracy tradeoff — the
energy cost is at least kBT times the improvement in accuracy as measured by the entropy reduction
in going from the prior distribution to the posterior distribution. We propose a physical realization
of the single qubit clock using charge transport across a capacitively-coupled quantum dot.
I. INTRODUCTION
A clock is a device that couples a periodic or approx-
imately periodic motion to a counter that increments
upon “ticks” of the periodic motion. Classical mechan-
ics allows harnessing periodic motion from a simple har-
monic oscillator1 to build perfectly accurate clocks, at
least in principle and in the absence of noise. Do the laws
of quantum mechanics allow clocks with perfect inter-
tick durations? One difficulty manifests immediately.
Though a quantum system may display periodic motion,
quantum measurement only provides partial information
about the full quantum state. The first question we ad-
dress here is: what are the limits to accuracy of inter-tick
durations for resource-limited quantum systems?
In classical mechanics, in the absence of noise, clocks
need not dissipate any energy. The rotation of the earth
may be set forward as an example that comes very close
to this ideal. In practice, man-made clocks require en-
ergy: wall clocks run on batteries, mechanical pendulum
clocks and watches run down and need to be wound up.
Do the laws of quantum mechanics require clocks to be
dissipating? This is the second question we address.
We make a step towards addressing these questions
by describing clocks as information processing devices
that employ Bayesian inference, and use this framework
to analyze the case of a clock constructed from a single
qubit.
Contributions:
• Our approach in Section II brings to the fore the
role of information processing in the keeping of
time. In Subection II A, we connect the problem
of timekeeping to Bayesian inference. In Subec-
tion II B, we describe the time between ticks in the
language of random variables, and argue for treat-
ing exponential random variables as free resources,
and hence as reasonable Bayesian priors.
• The minimal example of periodic motion in quan-
tum mechanics is a precessing spin modeled by a
single qubit. We show in Section III how to con-
struct the most accurate clock possible given the
resource constraint of a single precessing spin and
a process that generates events with exponential
inter-arrival times. Our results show that within
these resource constraints quantum mechanics does
not allow perfectly accurate timekeeping.
• We show in Section IV that there is an energy ver-
sus accuracy tradeoff for keeping time with a single
qubit. The smaller the desired spread of uncer-
tainty around the time of a tick, the greater the
amount of energy required. Specifically we prove in
Theorem IV.1 that the amount of energy required
is at least kBT times the accuracy gain as measured
by reduction in entropy of the inter-tick distribu-
tion.
• Our results encourage us to speculate on two new
principles for quantum timekeeping. First, our
results of Section III lead us to speculate that
resource-constrained quantum systems may not al-
low perfect timekeeping. Second, Theorem IV.1
leads us to speculate that there may be an en-
ergy versus accuracy tradeoff for timekeeping which
manifests in a form reminiscent of the Szilard-
Landauer principle (Section IV), except that the
relevant entropy is defined on the time variable.
• In Section V, we suggest a physical implementa-
tion of our proposal via a charge transport set up
involving two capacitively coupled quantum dots
in an attempt to outline a scheme for estimating
tunneling times.
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2II. AN INFORMATION PROCESSING VIEW
OF CLOCKS
A. Bayesian Inference
There is an apparent paradox at the heart of time-
keeping. Two readings of a clock face inform us of the
duration of time only upto a periodic factor, yet we are
never confused about the actual time elapsed. Consider
this thought experiment. We make two observations on a
typical wall clock with markings from 1 to 12 that is as-
sumed to be functioning correctly. The first observation
reports the hour hand on 7 and the minute hand on 0,
and the second observation (one hour later) reports the
hour hand on 8 and the minute hand on 0. According
to this clock, going strictly by the observation, the time
elapsed equals 12n + 1 hours where n is a natural num-
ber. The natural number n has to be determined using
means external to the clock. In practice, we are not often
confused about the value of n, and can confidently assert
that 1 hour has elapsed between the two observations.
Why is this so? Where did we get the side information
that allows us to confidently assert that n = 0?
The answer is that we have an “a priori” sense of
the passage of time, which comes from observing various
events or “ticks” that are constantly happening around
us. Observation of the clock face allows us to refine this
prior and infer how much time has elapsed. In this view
of timekeeping, clocks refine our “a priori” notion of time.
A clock is then fully described by specifying the prior no-
tion of time, as well as a new observation that allows us
to update this prior notion of time, and a counter to ac-
cumulate successive estimates of time elapsed. We thus
sidestep the question “what is a clock,” and focus on the
question of improving a given clock with the help of side
information.
The Bayesian approach to modelling uncertainty is to
introduce probability distributions. We will describe our
prior notion of time by means of a random variable T
taking values in the positive reals, for example represent-
ing the time that elapses between consecutive observa-
tions of a clock. Just before we make a new observation,
we are uncertain about exactly what the time is, with
the uncertainty described by the spread of the distribu-
tion of T . For example, in our thought experiment, T
represents our uncertainty about the time at the second
instant when we decided to look at the clock, just before
we noted the hour hand on 8 and the minute hand on 0.
We don’t know that exactly one hour has elapsed, but
it is likely that most of the probability is concentrated
around the one hour mark, and very little probability is
around 12n + 1 hours for larger values of n. This is the
side information we are using to decide that n = 0 with
high probability.
The physical experiment that we perform to refine our
notion of time — for example, reading the face of the
clock — gives us a finite number of outcomes. Let S be
a random variable taking values in a finite set. Suppose
we get to observe S, and find that the event S = s is
true. We have obtained some information about the ran-
dom variable T from the correlation between the random
variables T and S. The random variable Ts := T |(S = s)
is obtained from T by conditioning on this informa-
tion. For an interval I ⊆ R≥0, the posterior probabil-
ity Pr[Ts ∈ I] = Pr[T ∈ I | S = s] of Ts is computed by
Bayes’ law:
Pr[T ∈ I | S = s] = Pr[S = s | T ∈ I] Pr[T ∈ I]
Pr[S = s]
(1)
B. Clocks as Random Variables
Consider a random variable T that takes values in
R≥0 and has expected value E[T ] = 1/λ. The best
such random variable for accuracy of timekeeping is a
delta distribution δ1/λ, because this corresponds to
complete certainty. The worst such random variable
for accuracy of timekeeping is one whose distribution
is as spread out as possible. If use differential en-
tropy to measure the amount that the probability density
f(t) = Pr[T ∈ (t, t + dt)] is spread out, we need to find
the random variable T ∗ that maximizes the differential
entropy h[T ] = − ∫∞
t=1
f(t) log f(t)dt subject to the con-
straint that E[T ] = 1/λ. It is well-known that the unique
solution to this maximum entropy problem is the expo-
nential distribution T ∗ which obeys Pr[T ∗ > t] = e−λt
and has probability density Pr[T ∈ (t, t+ dt)] = λe−λtdt.
In our resource-theoretic treatment of clocks, we will
treat exponential random variables as free resources,
since they correspond to the weakest assumption we can
make on our prior sense of time. This is reminiscent of
the heat bath which is a free resource in thermodynam-
ics, and is modeled by an exponential distribution (the
Gibbs distribution), and is in the spirit of the MaxEnt
philosophy2.
Apart from the differential entropy, we will find it use-
ful to introduce another metric to report on the spread
of a probability distribution. For random variables T
taking values in the positive reals, we define the quality
factor Q[T ] as
Q[T ] =
E[T ]√
E[T 2]− (E[T ])2
A higher quality factor would imply a narrower distri-
bution and thus a higher probability for the outcome
of the random variable to be close to the mean. The
quality factor is a dimensionless quantity. In partic-
ular, it is invariant to change of the units by which
we measure time. For exponential random variables T
the quality factor is Q[T ] = 1. If T1, T2, . . . , Tn are n
independent, identically-distributed exponential random
variables, then their sum T = T1+T2+ . . . Tn has quality
factor
√
n.
Thus one way to obtain accurate timekeeping is by
keeping count of events with independent and identically
3distributed inter-arrival times, and declaring n events to
be one tick. This is the idea behind water clocks. Though
the duration for each single drop to fall is highly random,
the duration for the entire vessel to be emptied has a
much higher quality factor. Another way is to couple the
random variable T to some periodic motion, which we
explore in the next section.
III. THE SINGLE QUBIT CLOCK
Given a prior sense of time, we want to couple it with
some physical experiment that will refine our estimate
of time. It is natural to consider an experiment corre-
sponding to a physical system that is undergoing peri-
odic motion, so that we can exploit the periodicity to get
an accurate time estimate.
A minimal example of periodic motion in quantum me-
chanics is a spin freely precessing around an axis, de-
scribed by a single qubit evolving with respect to a time-
invariant Hamiltonian. Another motivation for consider-
ing a single qubit system is the hope that general quan-
tum clock systems can be described in terms of multiple
qubits, so the current analysis may serve as a building
block.
Given an arbitrary time-invariant Hamiltonian acting
on a single qubit, let us call its ground state as |0〉 and its
other eigenstate as |1〉, so that without loss of generality,
Hˆ =
~ω
2
|1〉〈1| − ~ω
2
|0〉〈0|, (2)
where ~ is the reduced Planck’s constant. The qubit’s
unitary evolution can be visualized along the Bloch
sphere3(Figure 4). The point (θ, φ) corresponds to the
state |ψ〉 = cos(θ/2)|0〉 + eiφ sin(θ/2). Through evolu-
tion, the angle θ remains constant, so that the circles
of latitude are invariants of motion. The Bloch sphere
“spins” anticlockwise around the z-axis with an angular
velocity of ω.
Imagine that an event whose inter-arrival times are ex-
ponentially distributed is perfectly coupled to a projec-
tive measurement of the qubit. For example, whenever
a radioactive decay occurs, the spin gets measured. The
coupling between the spin measurement and the event
may be achieved via electrostatic coupling, exchange in-
teraction or any other mechanism dictated by the cou-
pling Hamiltonian, the details of which need to be care-
fully considered while designing a physical apparatus.
Assume that these interactions are “instantaneous” and
ideal, resulting in a simultaneous measurement of the
qubit state when the event triggers.
Our first task is to infer the time as best we can, from
the observation of the measurement outcome. Our next
task is to figure out how to tune the angular velocity
ω, the arrival rate λ of the exponential process, the ini-
tial position of the qubit, and the measurement axis for
the projective measurement to get the best clock possi-
ble with a single qubit coupled to an exponential ran-
Figure 1. A spin precesses with angular velocity ω on the
equator of the Bloch sphere. Arrival of the exponential ran-
dom variable with rate λ triggers a projective measurement
in the {|+〉, |−〉} basis. The time reported depends on the
measurement outcome.
dom variable via a projective measurement. In Subsec-
tion III A, we will analyze a special case where the pre-
cessing spin is on the equator of the Bloch sphere, and the
projective measurement states are also on the equator of
the Bloch sphere. In Subsection III B, we will argue that
our solution to this special case is, in fact, the optimal
clock possible.
A. Equatorially-precessing qubit
Suppose the precessing spin starts on the equator of the
Bloch sphere (Figure 1) so the state is |ψ(0)〉 = 1√
2
(|0〉+
eiφ|1〉). Then the qubit’s state at time t is given by:
|ψ(t)〉 = e−iHˆt/~|ψ(0)〉
=
1√
2
(e−iωt/2|0〉+ ei(ωt/2+φ)|1〉) (3)
Suppose after an unknown passage of time t, the qubit
were measured by orthogonal projection to states |+〉 =
1√
2
(|0〉+ |1〉) and |−〉 = 1√
2
(|0〉− |1〉). Then according to
the Born rule, the outcome of this measurement will be
a “spin” random variable S(ωt) taking values “+” and
“-” with
Pr[S(ωt) = +] = cos2
φ+ ωt
2
Pr[S(ωt) = −] = sin2 φ+ ωt
2
.
Our task is to infer the time t from the observation of
S(ωt).
Let T be an exponential random variable with rate λ.
If T triggers the measurement of the spin then we want to
consider the distribution of the random variable S(ωT ).
Pr[S(ωT ) = +] =
∫ ∞
t=0
λe−λt Pr[S(ωt) = +]dt
4=
[
1
2
+
cosφ− (ω/λ) sinφ
2(1 + (ω/λ)2)
]
(4)
Pr[S(ωT ) = −] =
[
1
2
− cosφ− (ω/λ) sinφ
2(1 + (ω/λ)2)
]
(5)
Let T+ = [T | S(ωT ) = +] be the posterior ran-
dom variable upon measurement of spin ‘+’, and let
T− = [T | S(ωT ) = −] be the posterior random vari-
able upon measurement of spin ‘-’. Immediately after
Figure 2. Probability density functions for the prior T and the
two posteriors T+ and T− at ω/λ = 0.80654 and φ = 0.246576.
The declared time for a measurement ‘-’ is the mean of T−,
which is significantly different from the mean of T .
the measurement, the state of the qubit has collapsed to
either |+〉 or |−〉. The qubit evolves under the unitary
dynamics of its Hamiltonian until the next event occurs
with an exponential waiting time. Upon the occurrence
of this event, the qubit is again measured, but now with
respect to a new “rotated” basis {|+′〉, |−′〉} which is at
an angle φ clockwise to the previous measurement basis.
This is how successive ticks are obtained. After n mea-
surements, if ‘+’ was the measurement outcome a total
of n+ times, and ‘-’ was the measurement outcome a to-
tal of n−n+ = n− times, then we declare the time to be
n+E[T+] + n−E[T−].
We define the expected quality factor as
Q[T | S(ωT )] = Pr [S(ωT ) = +] Q[T+]
+ Pr [S(ωT ) = −] Q[T−] (6)
Note that Q[T | S(ωT )] is periodic in φ with a funda-
mental period of pi. This is because changing φ by pi
is equivalent to interchanging |+〉 with |−〉. But since
the choice of calling one of the basis vectors as |+〉 and
the other |−〉 was purely arbitrary, they can’t affect any
aspect of physical reality, and hence all the metrics that
we extract from this experiment would essentially remain
the same.
By Bayesian Inference (1), the densities of T+ and T−
Figure 3. Intensity plot of expected quality factor Q[T |
S(ωT )] shows maximum at ω/λ = 0.81, φ = 0.24.
are (Figure 2):
Pr[T+ ∈ (t, t+ dt)] =
2(1 + (ω/λ)2)λe−λt cos2 φ+ωt2 dt
1 + (ω/λ)2 + cosφ− (ω/λ) sinφ
Pr[T− ∈ (t, t+ dt)] =
2(1 + (ω/λ)2)λe−λt sin2 φ+ωt2 dt
1 + (ω/λ)2 − cosφ+ (ω/λ) sinφ
The expected quality factor Q[T | S(ωT )] is a function
of the ratio ω/λ and φ. Figure 3 shows an intensity plot of
Q[T | S(ωT )] as a function of ω/λ and φ. The quality fac-
tor attains a maximum value of 1.2184 at ω/λ = 0.80654
and φ = 0.246576. This is an improvement over the qual-
ity factor Q[T ] = 1 for the exponential random variable
T . In the next subsection, we argue that this is the best
quality factor attainable, even when a more general ini-
tial state and measurement basis are considered.
B. General Single Qubit Clock
The qubit starts in a general initial state |θ0, φ0〉,
which in the computational basis is cos(θ0/2)|0〉 +
sin(θ0/2)e
iφ0 |1〉. Through time it traces a circle of lati-
tude on the Bloch sphere (Figure 4). The state at time t
is given by
|ψ(t)〉 = cos(θ0/2)e−iωt/2|0〉+ sin(θ0/2)ei(ωt/2+φ0)|1〉
We denote the measurement basis by the antipodal points
on the Bloch Sphere |θm, φm〉 and |pi− θm, pi+φm〉. The
probabilities now are,
Pr[S(ωt) = +] =
∣∣ cos(θm/2) cos(θ0/2)+
sin(θm/2) sin(θ0/2)e
−i(φ+ωt)∣∣2 (7)
Pr[S(ωT ) = +] =
∫ ∞
t=0
λe−λtPr[S(ωt) = +]dt
5Figure 4. A spin precesses on a circle of latitude making
angle θ with the north pole. Arrival of the rate-λ expo-
nential random variable triggers a projective measurement
in direction (θm, φm). We maximize quality factor against
φ, φm, θ, θm, ω, λ and find θ = θm = pi/2.
=

(1 + (ω/λ)2)(1 + cos (θ0) cos (θm))+
(sin (θ0) sin (θm))(cos (φ) + (ω/λ) sin (φ))
2(1 + (ω/λ)2)
 (8)
with φ = φ0 − φm. Maximizing Q[T | S(ωT )] over
ω/λ, θ0, θm, and φ, we find that θ0 = θm = pi/2. (See Ap-
pendix A for details.) Thus the maximum quality factor
attainable in the most general case with a single qubit
can already be obtained with the system analyzed in the
previous section.
Since Bayesian inference makes optimum use of the in-
formation available from coupling the random variables
T and S(ωT ), we conclude that with these resource con-
straints, no further improvement is possible. In particu-
lar, with these resource constraints, quantum mechanics
disallows perfectly accurate timekeeping.
IV. ENERGY-ACCURACY TRADEOFF
Does it require energy to keep time? Specifically, must
it require more energy to keep time more accurately? We
show in this section that the answer is yes for our system.
Further the excess energy required is lower bounded by
kBT times the improvement in accuracy, where kB is
Boltzmann’s constant and T is temperature. We first
describe our metrics for accuracy and energy.
In this section, we will describe the accuracy of an
inter-tick duration by its differential entropy. Thus
improvement in accuracy is measured by the decrease
in differential entropy. More precisely, if T is an ex-
ponential random variable of mean 1/λ, a straightfor-
ward calculation shows h[T ] = 1 − log λ. After the
spin random variable S(ωT ) is observed, the condi-
tional differential entropy h[T | S(ωT )] is, by definition,
Pr[S(ωT ) = +]h[T+] + Pr[S(ωT ) = −]h[T−]. The in-
crease in accuracy is measured by the decrease in entropy
h[T ]−h[T | S(ωT )] caused by observing the coupled spin.
For energy accounting, we focus on the energy required
to measure the spin. Let p = Pr[S(ωT ) = +]. Then
the spin random variable has an entropy H[S(ωT )] =
−p log p − (1 − p) log(1− p). By the Szilard-Landauer
principle4–6, we declare kBTH[S(ωT )] as the energy cost
for the spin measurement. The dissipation of this energy
happens when the spin collapses from its pure state to
the mixed state described by p |+〉〈+| + (1− p) |−〉〈−|.
Work is done on the system when learning the outcome
of the measurement, which takes us from the mixed state
to the pure state |+〉 or |−〉 as reported by the measuring
device. Learning the outcome of the measured spin cor-
responds to an “erasure” since the entropy of the qubit
must decrease from H[S(ωT )] to 0.
There may be other energy costs to the device apart
from the measurement of the spin. Here we ignore other
costs, so that our metric forms a lower bound on the
true energy requirement. The next theorem states that
the energy expenditure is at least as much as the
accuracy improvement.
Theorem IV.1. H[S(ωT )] ≥ h[T ]− h[T | S(ωT )].
Proof. The measurement of spin can be viewed as
a channel establishing (differential) mutual informa-
tion I(T ;S(ωT )) between T and S(ωT ). Expanding
I(T ;S(ωT )) two ways, we get:
I[T ;S(ωT )] = H[S(ωT )]−H[S(ωT ) | T ]
= h[T ]− h[T | S(ωT )].
To conclude the proof, note that H[S(ωT ) | T ] ≥ 0.
This simple theorem has an interesting physical inter-
pretation. It is well-known in thermodynamics that to
reduce entropy in phase space requires work to be done
on a system. Theorem IV.1 suggests that even to reduce
entropy along the time axis, (i.e., when our time-keeping
devices are described by time-valued random variables)
there may be a similar principle at work. In other words,
it suggests that entropy over the time variable also obeys
a Szilard-Landauer principle. If such a statement can
be proved in much greater generality, it could lead to a
thermodynamic theory of clocks. It would also be pleas-
ing from the point of view of Relativity Theory, which
requires treating spacetime together rather than sepa-
rately.
Taking the thermodynamic analogy further, consider
the efficiency
η := (h[T ]− h[T | S(ωT )])/H[S(ωT )].
defined as improvement in accuracy per unit energy cost.
Lemma IV.1. η is a function of ω/λ.
Proof. As in the proof of Theorem IV.1, we can rewrite
η = (H[S(ωT )] − H[S(ωT ) | T ])/H[S(ωT )]. Now
H[S(ωT )] is a function of Pr[S(ωT ) = +], which is a
6function of ω/λ and φ from Equation 8. It remains to
show that H[S(ωT ) | T ] is also a function of ω/λ. For
every t ∈ R≥0, we have
Pr[S(ωT ) = + | T ∈ (t, t+ dt)] = Pr[S(ωt) = +] and
Pr[S(ωT ) = − | T ∈ (t, t+ dt)] = Pr[S(ωt) = −]
Hence H[S(ωT ) | T ] is given by
∫ ∞
t=0
(
− Pr[S(ωt) = +] log Pr[S(ωt) = +]
−Pr[S(ωt) = −] log Pr[S(ωt) = −]
)
λ e−λt dt
(9)
Changing the variable of integration to κ = ωt, we get
H[S(ωT ) | T ] =∫ ∞
κ=0
(
− Pr[S(κ) = +] log Pr[S(κ) = +]−
Pr[S(κ) = −] log Pr[S(κ) = −]
)
λ
ω
e−
λ
ωκ dκ
which is clearly a function of ω/λ since κ disappears after
integration.
Because of Lemma IV.1, we can study efficiency η as
a function of ω/λ and φ. We obtain a maximum effi-
ciency of η = 0.5103 at ω/λ = 1.701, θ = θm = pi/2,
and φ = 0.43. In comparison, if we had operated at the
maximum accuracy point by setting ω/λ = 0.80654 and
φ = 0.246576 we would obtain a slightly lower efficiency
of η = 0.49.
V. NANOSCALE CLOCK SET UP
We now propose a possible physical realization of the
single qubit clock. This is a mesocopic set up comprising
of two capacitively coupled quantum dots labeled QD1
and QD2 as shown in Fig. 5. A similar set up has been
implemented in the context of charge sensing7 and single
electron memristors8. The dot QD1 is coupled weakly
to a macroscopic reservoir which we will refer to as the
contact. The dot QD2 is coupled to two ferromagnetic
contacts whose magnetizations point along the desired
measurement axes. We shall now describe how this set
up functions as the clock whose goal is to estimate the
tunneling time of the electron from the contact to QD1
conditioned on the measurement of a precessing spin
housed in QD2.
The entire set up at equilibrium is held at a chemical
potential µ0. The tunnel coupling of the dot QD1 to the
reservoir is represented via a rate γD and the tunnel cou-
pling of the dot QD2 to the two ferromagnetic contacts
is represented via the rates γL and γR. The dot QD2
houses the single qubit undergoing stable precession
until it is “disturbed” by a tunneling event in QD1.
Figure 5. Setup for a quantum dot single-qubit clock based
on a capacitively coupled quantum dot pair QD1 and QD2.
As per our proposal, the exponential prior is the tunneling
event in QD1 and the precessing spin is housed inside QD2.
Measurement is enabled when the freely precessing spin inside
QD2 is ”disturbed” by the tunneling event in QD1 via the
mutual Coulomb repulsion U12. This leads to the spin in QD2
to tunnel into either ferromagnetic contact respectively kept
at a chosen quantization axis, leading to the measurement
step.
This happens due to the long range mutual Coulomb
repulsion U12 between the electrons in QD1 and QD2.
Due to this, the single particle energies of either dot
are  and  + U12, depending on whether the other dot
has an occupied electron. A very large self charging
energy of either quantum dot is assumed which prevents
further tunneling of electrons from the reservoir, unless
the chemical potential µ0 of the reservoir is raised above
the energy that permits double occupation.
For the dot QD1, the tunneling times between the
contact and the dot are exponentially distributed with a
time constant of γ−1D . To ensure the sequential nature
of the electron tunneling, which is referred to as the
sequential tunneling limit in mesoscopic physics7,9,10,
the mutual Coulomb interaction energy U12, should be
much larger than both the coupling energy and the
ambient thermal energy, i.e., U12 >> kBT & ~γD. An
electron tunneling event typically occurs when the dot
ground state energy  is positioned below the chemical
potential µ of the reservoir. This positioning may
be tuned via an application of a potential VG at the
gate electrode held close to the dot QD1. We remark
that such set ups are very common within current
experimental capabilities and are commonly used in spin
based quantum computing7.
The dot QD2 with the two ferromagnetic contacts
in the lower half of the schematic serves as the mea-
surement apparatus. Before the tunneling event into
7QD1 takes place, the electron in QD2 is stable since
its ground state energy is lower than the chemical
potential of the bottom system. This electronic qubit
is made to precess with the application of a magnetic
field along an appropriate axis11. Once the electron
tunnels into QD1, the energy level in QD2 is raised by
an amount equal to U12. If U12 is such that the qubit
energy level floats above the chemical potential in the
bottom half, the precessing electron tunnels into either
ferromagnetic contact. Thus we achieve the desired
instantaneous coupling between the event, namely the
tunneling process in QD1, and the measurement in QD2.
Care must be taken that the coupling between QD2
and its reservoirs, γL, γR is larger than that of QD1, to
ensure the desired sequence of events. A quantum point
contact (QPC) detector7 is stationed near each electrode
to “sense” whether an electron tunneled to the left or
the right contact thereby allowing one to evaluate the
necessary probability distributions required to perform
the Bayesian inference of the tunneling time. Figure 4
depicts a close up of the physical axes of precession and
measurement, with the contacts being oriented along
the measurement axes.
VI. RELATED WORK
Quantum clocks have been previously studied in a pi-
oneering paper by Salecker and Wigner12. Their system
consists of orthogonal quantum states, one for each digit
on a clock face. A unitary evolution takes the system
through this sequence of orthogonal quantum states. A
projective measurement reports the digit on the clock
face as the time. Such clocks were reviewed by Peres
in 197913 where, in addition, he analyzed the perturba-
tive effect of coupling the clock to a physical system.
The Salecker-Wigner-Peres clock has found many appli-
cations14–17.
Compared with a two-state version of the Salecker-
Wigner clock, instead of merely returning the digit on
the face of the clock as the time, we employ Bayesian
inference to estimate the posterior distribution, and re-
turn its mean as the right estimator for the time. Our
approach clarifies the uncertainty involved in timekeep-
ing by explicitly treating timekeeping devices as random
variables, and allows analysis of the uncertainty in our
estimate of time. We also introduce the idea that it
may require energy to keep time. However, we do not
consider the perturbative effects that may be introduced
when coupling our clock to a physical system to make
time measurements. In these aspects, our approach is
complementary to the approach of Salecker, Wigner, and
Peres.
Our approach towards the study of clocks is influenced
by the literature on quantum resource theories and quan-
tum thermodynamics18–27. One key idea in this litera-
ture is to consider thermal equilibrium states as free re-
sources. Analogously, we treat exponential random vari-
ables as free resources. Another idea we have borrowed is
that of “one-shot” processes where thermodynamic ques-
tions are examined for single quantum systems instead of
for an entire ensemble. The quantum resource theory lit-
erature treats questions of reachability and feasibililty.
Our work manifests similar ideas in the form of limits on
accuracy given certain amounts of resources and energy.
Our work can also be viewed in the spirit of Constructor
Theory28,29.
The work of Rankovic et al.30 has come to our at-
tention after we prepared this manuscript. They have
approached the problem of quantum clocks from a re-
freshingly fresh direction. They have tackled head-on a
question that we have sidestepped: how does one provide
an operational meaning to the accuracy of a clock, with-
out relying on any outside, absolute notion of time. They
do this by defining a clock’s accuracy as the number of
alternate ticks two noncommunicating copies of the clock
can supply to a third party. They have a notion of an -
continuous quantum clock which appears closely related
to our notion of exponential priors. By focusing on a sin-
gle qubit and on certain simplifying assumptions, we are
able to take our analysis to completion and obtain results
about limits for a single qubit. In contrast, Rankovic et
al. focus on correctly formulating the general problem of
timekeeping from an operational point of view. A syn-
thesis of their abstract approach with our concrete one is
likely to be of interest.
Two ideas have emerged from the results in this paper:
perfectly accurate timekeeping may not be possible with
quantum systems, and that reducing uncertainty in time
may require energy. Similar ideas have emerged from the
work of Erker31 through an analysis of quantum hour-
glasses. Sels and Wouters32 have argued that attributing
a cost to the measurement of time will establish a second
law-like result for unitary dynamics.
VII. CONCLUSIONS AND FUTURE WORK
It will be of interest to test our ideas against more
general quantum clock constructions. We are tempted
to speculate that the following should be a fundamental
physical principle: Keeping time more accurately
than an exponential random variable should re-
quire energy proportional to the decrease in en-
tropy from the exponential random variable of
the same mean.
Comparison of our proposal with state-of-the-art
metrology standards such as atomic and optical atomic
clocks33,34 seems like another fruitful direction for future
work.
Our work is quantum only to the extent that we have
used the measurement rule of quantum mechanics. Work-
ing with a single qubit allowed us to explore some new
ideas with explicit calculations. However, by working
only with a single qubit, we have completely ignored en-
8tanglement, which is a key feature of quantum mechan-
ics. Many new features of quantum clocks are likely to
emerge when one studies larger number of qubits and
entanglement.
Appendix A: Appendix
In this Appendix, we will derive the expression for the expected quality factor for the General Single Qubit Clock
in III B. We define the Posterior distributions T+, T− and Q[T | S(ωT )] analogously to III A.
The posterior distributions are derived using Bayes’ Rule (1)
Pr[T+ ∈ (t, t+ dt)] =
2e−t(1 + (ω/λ)2)
∣∣eit(ω/λ)/2 cos (θ0/2) cos (θm/2) + ei(φ−t(ω/λ)/2) sin (θ0/2) sin (θm/2)∣∣2
1 + (ω/λ)2 + (1 + (ω/λ)2) cos θ0 cos θm + cosφ sin θ0 sin θm + (ω/λ) sinφ sin θ0 sin θm
(A1)
Pr[T− ∈ (t, t+ dt)] =
2e−t(1 + (ω/λ)2)
(
1− ∣∣eit(ω/λ)/2 cos (θ0/2) cos (θm/2) + ei(φ−(t(ω/λ))/2) sin (θ0/2) sin (θm/2)∣∣2)
1 + (ω/λ)2 − (1 + (ω/λ)2) cos θ0 cos θm − cosφ sin θ0 sin θm − (ω/λ) sinφ sin θ0 sin θm
(A2)
The mean of the posterior distributions are then
E[T+] =
∫ ∞
t=0
tPr[T+ ∈ (t, t+ dt)]dt
=
1
λ
[
(1 + (ω/λ)2)2(1 + cos θ0 cos θm) + (sin θ0 sin θm)(cosφ− (ω/λ)2 cosφ+ 2(ω/λ) sinφ)
(1 + (ω/λ)2)((1 + (ω/λ)2)(1 + cos θ0 cos θm) + (sin θ0 sin θm)(cosφ+ (ω/λ) sinφ))
] (A3)
E[T−] =
∫ ∞
t=0
tPr[T− ∈ (t, t+ dt)]dt
=
1
λ
[
(1 + (ω/λ)2)2(1− cos θ0 cos θm)− (sin θ0 sin θm)(cosφ− (ω/λ)2 cosφ+ 2(ω/λ) sinφ)
(1 + (ω/λ)2)((1 + (ω/λ)2)(1− cos θ0 cos θm)− (sin θ0 sin θm)(cosφ+ (ω/λ) sinφ))
] (A4)
E[T 2+] =
∫ ∞
t=0
t2 Pr[T+ ∈ (t, t+ dt)]dt = 1
λ2

2((1 + (ω/λ)2)3(1 + cos θ0 cos θm) + (sin θ0 sin θm)(cosφ−
3(ω/λ)2 cosφ+ 3(ω/λ) sinφ− (ω/λ)3 sinφ))
(1 + (ω/λ)2)2((1 + (ω/λ)2)(1 + cos θ0 cos θm)+
(sin θ0 sin θm)(cosφ+ (ω/λ) sinφ))
 (A5)
E[T 2−] =
∫ ∞
t=0
t2 Pr[T− ∈ (t, t+ dt)]dt = 1
λ2

2((1 + (ω/λ)2)3(1− cos θ0 cos θm)− (sin θ0 sin θm)(cosφ−
3(ω/λ)2 cosφ+ 3(ω/λ) sinφ− (ω/λ)3 sinφ))
(1 + (ω/λ)2)2((1 + (ω/λ)2)(1− cos θ0 cos θm)−
(sin θ0 sin θm)(cosφ+ (ω/λ) sinφ))
 (A6)
The Expected Quality Factor can then be computed from II B and (6). Maximizing the expected quality factor as
a function of θ0 and θm leads to the result θ0 = θm = pi/2. In this case, the expected quality factor is:
1√
2(1 + γ2)2
 (1 + γ2)2 + (−1 + γ2) cos(φ)− 2γ sin(φ)√
3+6γ2+9γ4+8γ6+2γ8−4(1+γ4+2γ6) cos(φ)+(1−6γ2+γ4) cos(2φ)−4(2+γ2+γ6)γ sin(φ)+4(1−γ2)γ sin(2φ)
(1+γ2)2(−1−γ2+cos(φ)+γ sin(φ))2
+
(1 + γ2)2 − (−1 + γ2) cos(φ) + 2γ sin(φ)√
3+6γ2+9γ4+8γ6+2γ8+4(1+γ4+2γ6) cos(φ)+(1−6γ2+γ4) cos(2φ)+4(2+γ2+γ6)γ sin(φ)+4(1−γ2)γ sin(2φ)
(1+γ2)2(1+γ2+cos(φ)+γ sin(φ))2
 (A7)
where γ = ω/λ. Similarly, maximizing the efficiency as a function of θ0 and θm leads to θ0 = θm = pi/2.
∗ manoj.gopalkrishnan@gmail.com † bm@ee.iitb.ac.in
91 D. W. Allan, N. Ashby, and C. C. Hodge, The science of
timekeeping. Hewlett-Packard, 1997.
2 E. T. Jaynes, “Information theory and statistical mechan-
ics,” Physical review, vol. 106, no. 4, p. 620, 1957.
3 C. P. Slichter, Principles of Magnetic Resonance. Springer
Verlag GmbH, 1996.
4 L. Szilard, “On the decrease of entropy in a thermody-
namic system by the intervention of intelligent beings,”
Behavioral Science, vol. 9, no. 4, pp. 301–310, 1964.
5 R. Landauer, “Irreversibility and heat generation in the
computing process,” IBM journal of research and develop-
ment, vol. 5, no. 3, pp. 183–191, 1961.
6 M. Gopalkrishnan, “The hot bit I: The Szilard-Landauer
correspondence,” arXiv preprint arXiv:1311.3533, 2013.
7 R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha,
and L. M. K. Vandersypen, “Spins in few-electron quantum
dots,” Rev. Mod. Phys., vol. 79, pp. 1217–1265, Oct 2007.
8 Y. Li, G. W. Holloway, S. C. Benjamin, G. A. D. Briggs,
J. Baugh, and J. A. Mol, “A simple and robust quantum
memristor,” ArXiv e-prints, Dec. 2016.
9 C. Timm, “Tunneling through molecules and quantum
dots: Master-equation approaches,” Phys. Rev. B, vol. 77,
p. 195416, May 2008.
10 S. Datta, Electronic Transport in Mesoscopic Systems
(Cambridge Studies in Semiconductor Physics and Micro-
electronic Engineering). Cambridge University Press, May
1997.
11 B. Muralidharan and M. Grifoni, “Thermoelectric spin ac-
cumulation and long-time spin precession in a noncollinear
quantum dot spin valve,” Phys. Rev. B, vol. 88, p. 045402,
Jul 2013.
12 H. Salecker and E. P. Wigner, “Quantum Limitations of
the Measurement of Space-Time Distances,” Phys. Rev.,
vol. 109, pp. 571–577, Jan 1958.
13 A. Peres, “Measurement of time by quantum clocks,”
American Journal of Physics, vol. 48, no. 7, pp. 552–557,
1980.
14 C. Leavens, “Application of the quantum clock of salecker
and wigner to the “tunneling time problem”,” Solid state
communications, vol. 86, no. 12, pp. 781–788, 1993.
15 J. T. Lunardi, L. A. Manzoni, and A. T. Nys-
trom, “Salecker–Wigner–Peres clock and average tunnel-
ing times,” Physics Letters A, vol. 375, no. 3, pp. 415–421,
2011.
16 C. Leavens and W. McKinnon, “An exact determination
of the mean dwell time based on the quantum clock of
salecker and wigner,” Physics Letters A, vol. 194, no. 1,
pp. 12–20, 1994.
17 C.-S. Park, “Barrier interaction time and the salecker-
wigner quantum clock: Wave-packet approach,” Physical
Review A, vol. 80, no. 1, p. 012111, 2009.
18 M. Horodecki and J. Oppenheim, “(Quantumness in the
context of) Resource Theories,” International Journal of
Modern Physics B, vol. 27, no. 01n03, p. 1345019, 2013.
19 M. Horodecki, J. Oppenheim, and R. Horodecki, “Are the
laws of entanglement theory thermodynamical?” Physical
review letters, vol. 89, no. 24, p. 240403, 2002.
20 I. Devetak, A. Harrow, and A. Winter, “A resource frame-
work for quantum Shannon theory,” IEEE Transactions on
Information Theory, vol. 54, no. 10, pp. 4587–4618, 2008.
21 D. Janzing, P. Wocjan, R. Zeier, R. Geiss, and T. Beth,
“Thermodynamic cost of reliability and low temperatures:
tightening Landauer’s principle and the second law,” In-
ternational Journal of Theoretical Physics, vol. 39, no. 12,
pp. 2717–2753, 2000.
22 F. G. Branda˜o, M. Horodecki, J. Oppenheim, J. M. Renes,
and R. W. Spekkens, “Resource theory of quantum states
out of thermal equilibrium,” Physical review letters, vol.
111, no. 25, p. 250404, 2013.
23 F. G. Branda˜o and G. Gour, “Reversible framework for
quantum resource theories,” Physical review letters, vol.
115, no. 7, p. 070503, 2015.
24 F. G. Branda˜o and M. B. Plenio, “Entanglement theory
and the second law of thermodynamics,” Nature Physics,
vol. 4, no. 11, pp. 873–877, 2008.
25 F. Branda˜o, M. Horodecki, N. Ng, J. Oppenheim, and
S. Wehner, “The second laws of quantum thermodynam-
ics,” Proceedings of the National Academy of Sciences, vol.
112, no. 11, pp. 3275–3279, 2015.
26 M. Horodecki and J. Oppenheim, “Fundamental limita-
tions for quantum and nanoscale thermodynamics,” Na-
ture communications, vol. 4, 2013.
27 G. Gour, M. P. Mu¨ller, V. Narasimhachar, R. W.
Spekkens, and N. Y. Halpern, “The resource theory of in-
formational nonequilibrium in thermodynamics,” Physics
Reports, vol. 583, pp. 1–58, 2015.
28 D. Deutsch, “Constructor theory,” Synthese, vol. 190,
no. 18, pp. 4331–4359, 2013.
29 D. Deutsch and C. Marletto, “Constructor theory of in-
formation,” in Proc. R. Soc. A, vol. 471, no. 2174. The
Royal Society, 2015, p. 20140540.
30 S. Rankovic´, Y.-C. Liang, and R. Renner, “Quantum
clocks and their synchronisation-the alternate ticks game,”
arXiv preprint arXiv:1506.01373, 2015.
31 P. Erker, “The quantum hourglass,” Ph.D. dissertation,
Master’s Thesis, 2014.
32 D. Sels and M. Wouters, “The thermodynamics of time,”
arXiv preprint arXiv:1501.05567, 2015.
33 L. Essen and J. V. L. Parry, “An atomic standard of fre-
quency: A Caesium resonator,” Nature, vol. 176, pp. 280–
282, 1955.
34 A. D. Ludlow, M. M. Boyd, J. Ye, E. Peik, and
P. O. Schmidt, “Optical atomic clocks,” Rev. Mod. Phys.,
vol. 87, pp. 637–701, 2015.
