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A NEW PROOF OF SCATTERING THEORY FOR THE 3D RADIAL NLS
WITH COMBINED TERMS
CHENGBIN XU AND TENGFEI ZHAO
Abstract. In this paper, we give a simple proof of scattering result for the Schro¨dinger
equation with combined term i∂tu + ∆u = |u|2u − |u|4u in dimension three, that avoids
the concentrate compactness method. The main new ingredient is to extend the scattering
criterion to energy-critical.
1. Introduction
In this paper, we consider the Cauchy problem for the nonlinear Schro¨dinger equation of the
form
(1.1)
{
i∂tu+ ∆u = |u|2u− |u|4u = F (u), (t, x) ∈ R×R3
u(0, x) = u0(x) ∈ H1(R3),
where u : R×R3 → C. By standard scaling arguments, |u|4u has the H˙1-critical growth and
|u|2u has the H˙ 12 -critical growth. Solution to the Cauchy problem (1.1) conserves the mass,
defined by
M(u(t)) =
∫
R3
|u|2(t, x)dx = M(u0)
and the energy, defined as the sum of the kinetic and potential energies:
(1.2) E(u(t)) =
∫
R3
[
1
2 |∇u|2 + 14 |u|4 − 16 |u|6
]
(t, x) dx = E(u0).
We also define the modified energy for later use
(1.3) Ec(u) :=
1
2
∫
R3
|∇u|2 dx− 1
6
∫
R3
|u|6 dx.
Based on the Strichartz estimates of the linear Schro¨dinger operator eit∆, one can obtain the
local well-posedness of the solution the Cauchy problem (1.1) via a standard way, see Cazenave[2]
for example. For the defocusing energy-critical case(F (u) = |u|4u), Bourgain proved the solution
with radial initial data in H˙1(R3) is global well-posed and scattering by developing the induction-
on-energy strategy. The radial assumption was removed by Colliander, Keel, Staffilani, Takaoka,
and Tao in [3]. Zhang [17] showed the global well-posedness, scattering and blow up phenomena
for the 3D quintic nonlinear Schro¨dinger equation perturbed by a energy-subcritical nonlinearity
λ1|u|pu. For the defocusing case of (1.1)(F (u) = |u|4u + |u|2u), in [15], Tao, Visan and Zhang
made a comprehensive study of in the energy space by using of the interaction Morawetz estimates
established in [5] and stability theory for the scattering.
Removing the perturbation term |u|2u, we have the focusing energy-critical nonlinear
Schro¨dinger equation
(1.4)
{
i∂tu+ ∆u = −|u|4u, (t, x) ∈ R×R3,
u(0, x) = u0(x) ∈ H˙1(R3).
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As well known, the corresponding nonlinear elliptic equation −∆ϕ = |ϕ|4ϕ, x ∈ R3 has a
unique radial positive solution, the ground state, W (x) = (1 + 13 |x|2)−
1
2 . In [9], Kenig and
Merle first proved the Radial scattering/blowup dichotomy for solutions below the ground state
W . They first applied the concentration compactness to induction on energy based on profile
decomposition of [6, 7] to the scattering theory. Their main results are followings:
Theorem 1.1 (Radial scattering/blowup dichotomy). Let u0 ∈ H˙1(R3) be radial and such that
(1.5) Ec(u0) < E
c(W ).
Then,
(1), If ‖u0‖H˙1 < ‖W‖H˙1 , then, the solution u to (1.4) is global and scatters in the sense that
there exists u± ∈ H˙1 such that
(1.6) lim
t→±∞ ‖u(t, ·)− e
it∆u±‖H˙1 = 0.
(2), If ‖u0‖H˙1 > ‖W‖H˙1 , then, the solution u to (1.4) blows up in finite time in both directions.
Next, we recall the scattering and blow-up result of (1.1), which established by Miao-Xu-Zhao
in [10]. We define some quantities and some variation results(refers to [12], [10],[11] for details).
For ϕ ∈ H1, let
K(ϕ) =
d
dλ
∣∣∣∣
λ=0
E(ϕλ) = 2
∫
R3
|∇ϕ|2 − |ϕ|6dx+ 3
2
∫
R3
|ϕ|4dx,
where ϕλ(x) = e3λϕ(e2λx). Based on this quantity, we denote the following energy spaces below
the ground state:
K+ = {ϕ ∈ H1|ϕ is radial, E(ϕ) < Ec(W ), K(ϕ) ≥ 0},
K− = {ϕ ∈ H1|ϕ is radial, E(ϕ) < Ec(W ), K(ϕ) < 0},
K¯
+
= {ϕ ∈ H1|ϕ is radial, E(ϕ) < Ec(W ), ‖∇ϕ‖22 ≤ ‖∇W‖22},
K¯
−
= {ϕ ∈ H1|ϕ is radial, E(ϕ) < Ec(W ), ‖∇ϕ‖22 > ‖∇W‖22}.
In fact, from similar arguments of [9], [12],[11], we have K+ = K¯
+
and K− = K¯−and we give
the proof in the appendix for completion. Then, the main results of Miao-Xu-Zhao [10] can be
stated as:
Theorem 1.2. Let u0 ∈ H1(R3) and u be the solution of (1.1) and Imax be its maximal interval
of existence. Then
(a) If u0 ∈ K+, Then Imax = R, and u scatters in both time directions in H1;
(b) If u0 ∈ K−, Then u blows up both forward and backward at finite time in H1.
Unlike the energy-critical equation (1.4), equation (1.1) is lack of scaling symmetry. Miao-Xu-
Zhao [10] conquered this difficulty and prove the Theorem 1.2 by developing a new radial profile
decomposition and the concentration compactness.
In this article, we give a simplified proof of the scattering theory in Theorem 1.2 by employing
the new method of Dodson-Murphy [4]. Based on Theorem 1.1, we use the perturbation argument
of [17] to prove a “good local well-posedness” of the solution u to the Cauchy problem of(1.1)
with initial data u0 in K
+. Then we apply the coercivity property of u to prove the global well-
posedness. Next for the scattering theory, we establish a new scattering-criterion for the equation
(1.1), which says the local energy-critical potential energy evacuation means scattering. Finally,
we show the solutions such the potential energy evacuation via the Virial/Morawetz estimates.
Remark 1.1. Our arguments may not suit for the nonradial case, since it is based on Theorem
(1.1), which is open up to now in the nonradial case.
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The rest of this paper is organized as follows: In section 2, we set up some notation, recall
some important linear theory. In section 3, combining “global local well-posedness” with kinetic
energy control, Lemma 3.1, we can get global well-posedness. In section 4, we establish a new
scattering criterion for (1.1), Lemma 4.1. In section 5, by the Morawetz identity, we will establish
the virial/Morawetz estimates to show the solution satisfy the scattering criterion of Lemma 4.1,
thereby completing the proof of Theorem 1.2.
We conclude the introduction by giving some notations which will be used throughout this
paper. We always use X . Y to denote X ≤ CY for some constant C > 0. Similarly, X .u Y
indicates there exists a constant C := C(u) depending on u such that X ≤ C(u)Y . We also use
the big-oh notation O. e.g. A = O(B) indicates C1B ≤ A ≤ C2B for some constants C1, C2 > 0.
The derivative operator∇ refers to the spatial variable only. We use Lr(R3) to denote the Banach
space of functions f : R3 → C whose norm
‖f‖r := ‖f‖Lr =
(∫
R3
|f(x)|rdx
) 1
r
is finite, with the usual modifications when r = ∞. For any non-negative integer k, we denote
by Hk,r(R3) the Sobolev space defined as the closure of smooth compactly supported functions
in the norm ‖f‖Hk,r =
∑
|α|≤k ‖∂
αf
∂xα ‖r, and we denote it by Hk when r = 2. For a time slab I,
we use Lqt (I;L
r
x(R3)) to denote the space-time norm
‖f‖LqtLrx(I×R3) =
(∫
I
‖f(t, x)‖qLrxdt
) 1
q
with the usual modifications when q or r is infinite, sometimes we use ‖f‖Lq(I;Lr) or ‖f‖LqLr(I×R3)
for short.
2. Preliminaries
We say that a pair of exponents (q,r) is Schro¨dinger H˙s-admissible in dimension three if
2
q
+
3
r
=
3
2
− s(2.7)
and 2 ≤ q, r ≤ ∞. For s ∈ [0, 1], let Λs denote the set of H˙s-admissible pairs. If I × R3 is a
space-time slab, we define the S˙0(I × R3) Strichartz norm by
‖u‖S˙0(I×R3) := sup
(q,r)∈Λ0
‖u‖LqtLrx ,
where the sup is taken over all (q, r) ∈ Λ0. We define the S˙s(I × R3) Strichartz norm to be
‖u‖S˙s(I×R3) := ‖Dsu‖S˙0(I×R3).
We also use N˙0(I × R3) to denote the dual space of S˙0(I × R3) and
N˙s(I × R3) := {u : Dsu ∈ N˙0(I × R3)}.
In this note, we restrict to radial solutions. The following radial Sobolev embedding plays a
crucial role:
Lemma 2.1 (Radial Sobolev embedding). For radial f ∈ H1, then
‖|x|f‖L∞ . ||f ||H1 .
Lemma 2.2 (Strichartz estimates,[2],[8],[14]). Let I be a compact time interval, k ∈ [0, 1], and
let u : I × R3 → C be S˙k solution to the coupled NLS systems
iut + ∆u = F
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for a function F . Then for any time t0 ∈ I, we have
‖u‖S˙k(I×R3) . ‖Dku(t0)‖L2x + ‖F‖N˙k(I×R3).
For a time slab I ⊂ R, we define
X0I = L
10
t L
30
13
x (I × R3) ∩ L8tL
12
5
x (I × R3),
X˙1I = {f : ∇f ∈ X0I }, X1I = X0I ∩ X˙1I .
Next, we will present two lemmas which play an important role in scattering-criterion of Lemma
4.1.
Lemma 2.3 ([13]). For f ∈ H˙1(R3), we have
‖eit∆f‖L4tL∞x (R×R3) . ‖f‖H˙1 .(2.8)
We recall the scattering result of the focusing energy-critical equation (1.4).
Theorem 2.1. Let v(t) be the solution of (1.4) with data u0 ∈ H1(R3). If there exists 0 < δ0 < 1
so that Ec(u0) < (1− δ0)Ec(W ) and ‖∇u0‖2 < ‖∇W‖2, then there exists a constant Cδ0(‖u0‖2)
such that
‖v(t)‖LqtW 1,r(R×R3) ≤ Cδ0(‖u0‖2)
where (q, r) ∈ Λ0.
Proof. From Kenig-Merle [9], we have
‖v(t)‖Lqt W˙ 1,r(R×R3) ≤ Cδ0 ,
where (q, r) ∈ Λ0. By the Strichartz estimates, we have
(2.9) ‖v‖S˙0(R) . ‖v0‖L2 + ‖|v|4v‖
L2tL
6
5
x
. ‖v0‖L2 + ‖v‖4L10t,x‖v‖L10t L
30
13
x
,
which yields the conclusion by a bootstrap argument.

3. Global well-posedness
In this section, we will give a good local well-posedness. It plays a important role in global
well-posedness theory and scattering theory. The idea is originally due to Zhang [17].
Let T > 0 be a small constant to be specified later and v(t) is the solution of (1.4) with the
radial data u0, then by Lemma 2.1 we have
‖v(t)‖X1R ≤ C(δ0, ‖u0‖2).(3.10)
It suffices to solve the 0-data initial value problem of w(t, x):{
iwt + ∆w = |w + v|2(v + w)− |v + w|4(v + w) + |v|4v, x ∈ R3,
w(0, x) = 0
(3.11)
on the time interval [0, T ].
In order to solve (3.11), we subdivide [0, T ] into finite subintervals such that on each subinterval,
the influence of v to problem (3.11) is small. Let η be small constant. In view of (3.10), we can
divide [0, T ] into subintervals I1, ..., IJ such that on each Ij = [tj , tj+1],
(3.12) ‖v‖X1Ij ∼ η, 1 ≤ j ≤ J.
It’s easy to get J ≤ C(δ0, η, ‖u0‖2).
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Now we aim to solve (3.11) by inductive arguments. More precisely, we claim that for each
1 ≤ j ≤ J , (3.11) has a unique solution w on Ij such that
‖w‖L∞t H1(Ij×R3) + ‖w‖X1Ij ≤ (2C)
jT
1
2 .(3.13)
First, we assume (3.11) has been solved on Ij−1 and the solution w satisfies the bound (3.13) for
j − 1. Then we only consider the problem on Ij . Define the solution map Γ:
Γw = ei(t−tj)∆w(tj)− i
∫ t
tj
ei(t−s)∆
[|v + w|2(v + w)− |v + w|4(v + w) + |v|4v] (s)ds.
And we will show that Γ maps the complete set
B = {w : ‖w‖L∞t H1(Ij×R3) + ‖w‖X1Ij ≤ (2C)
jT
1
2 }
into itself and is contractive under the norm ‖ · ‖X0Ij .
Indeed, by Strichartz, Sobolev, and Ho¨lder’s inequality, we have
‖Γw‖L∞t H1(Ij×R3) + ‖Γw‖X1Ij ≤ C‖w(ti)‖H1 + C
4∑
i=0
‖v‖iX1Ij ‖w‖
5−i
X1Ij
+ CT
1
2 ‖v + w‖3X1Ij
≤ C‖w(ti)‖H1 + C
4∑
i=0
‖v‖iX1Ij ‖w‖
5−i
X1Ij
+ CT
1
2 ‖w‖3X1Ij + CT
1
2 η3,
where C is Strichartz constant. Utilizing (3.12) and our inductive assumption ‖w(tj)‖H1 ≤
(2C)j−1T
1
2 , we see that for w ∈ B,
‖Γw‖L∞t H1(Ij×R3) + ‖Γw‖X1Ij ≤C(2C)
j−1T
1
2(3.14)
+ C(2C)jT
1
2 η4 + CT
1
2 η3(3.15)
+ C
3∑
i=0
[(2C)jT
1
2 ]5−iηi + C((2C)jT
1
2 )3T
1
2 .(3.16)
It is easy to observe that (3.14)= 12 (2C)
jT
1
2 . We choose η = η(C) and T small enough such that
(3.15) + (3.16) ≤ 1
4
(2C)jT
1
2 .
By the fact J ≤ C(δ0, η, ‖u0‖2), we can choose T uniformly of the process of induction. By the
small token, for w1, w2 ∈ B, we also have
‖Γw1 − Γw2‖X0Ij ≤
1
2
‖w1 − w2‖X0Ij .
From the fixed point theorem, we can obtain a unique solution w of (3.11) on Ij which satisfies
the bound (3.13). Therefore, we get a unique solution of (3.11) on [0, T ] such that
‖w‖X[0,T ] ≤
J∑
j=1
‖w‖X1Ij ≤
J∑
j=1
(2C)jT
1
2 ≤ C(2C)JT 12 ≤ C(δ0, η, ‖u0‖2).
Since the parameter η only depends on the Strichartz estimates, we have u = v+w is the solution
to the Cauchy problem (1.1) on [0, T ] satisfying
‖u‖X1
[0,T ]
≤ ‖v‖X1
[0,T ]
+ ‖w‖X1
[0,T ]
≤ C(δ0, ‖u0‖2).
We briefly review some of variational analysis related to the ground state W . The ground
state W optimizes the sharp Sobolev inequality:
‖f‖66 ≤ C3‖∇f‖62.
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By a simple calculation, we deduce
‖∇W‖22 = ‖W‖66 and C3 = ‖∇W‖−42 .(3.17)
From this and the “global well-posedness” above, we can deduce the following important property.
Lemma 3.1 (Coercivity I). If E(u0) ≤ (1− δ0)Ec(W ) and ‖∇u0‖2 < ‖∇W‖2, then there exists
δ1 = δ1(δ0) > 0 so that
‖∇u(t)‖22 ≤ (1− δ1)‖∇W‖22.
for all t ∈ Imax.
In particular, Imax = R and u(t) is uniformly bounded in H1. And for any compact time
interval I ∈ R, we have
‖u‖LqtW 1,r(I×R3) ≤ |I|
1
qC(δ0, ‖u0‖2).(3.18)
Proof. By the energy conservation, we have
(1− δ0)(1
2
‖∇W‖22 −
1
6
‖W‖66) ≥
1
2
‖∇u(t)‖22 −
1
6
‖u(t)‖66.(3.19)
This and the Sharp Sobolev inequality (3.17) imply
(1− δ0) ≥ 3
2
y(t)− 1
2
y(t)3,(3.20)
where y(t) =
‖∇u(t)‖22
‖∇W‖22 . By the fact y(0) < 1 and continuity arguments, there exists a constant
δ1 < 1 such that
‖∇u(t)‖22 ≤ (1− δ1)‖∇W‖22, ∀t ∈ Imax.
This combines with the “good local well-posedness” above yield the global well-posedness of u.
Since T is a fixed constant depending δ0, one can obtain T is fixed constant. 
4. Scattering Criterion
In [13], Tao established a scattering criterion for radial solution to energy-subcritical NLS. In
this paper, we extend it to the energy-critical case.
Lemma 4.1 (Scattering Criterion). Suppose u : Rt×R3 → C is a radial solution to (1.1) such
that
‖u‖L∞t H1x(R×R3) ≤ E.(4.21)
There exist  = (E) > 0 and R = R(E) > 0 such that if
lim inf
t→∞
∫
|x|≤R
|u(t, x)|6dx ≤ 6,(4.22)
then u scatters forward in time.
Proof. Let 0 <  < 1 and R ≥ 1 to be chosen later. By Sobolev embedding, Strichartz and
convergence, we may choose T large enough depending u0 such that
‖eit∆u0‖L10t L10x ([T,∞)×R3) ≤ .(4.23)
By assumption (4.22), we may choose T0 > T such that∫
R3
χR|u(T0, x)|6dt ≤ 6.(4.24)
Using Duhamel formula to write
u(t) = ei(t−T0)∆u(T0)− i
∫ t
T0
ei(t−s)∆(|u|2u(s)− |u|4u)(s)ds.(4.25)
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By standard continuity argument, Sobolev embedding and Strichartz estimates, we just need to
show that
‖ei(t−T0)∆u(T0)‖L10t L10x ([T0,∞)×R3)  1.
Noting that
ei(t−T0)∆u(T0) = eit∆u0 − iF1(t)− iF2(t),
where
Fj(t) :=
∫
Ij
ei(t−s)∆(|u|2u(s)− |u|4u)(s)ds, j = 1, 2 and I1 = [0, T0 − −θ], I2 = [T0 − −θ, T0].
Then, by (4.23), it remains to show
‖Fj(t)‖L10t L10x ([T0,∞)×R3)  1, for j = 1, 2.
Estimation of F1(t): It follows from the dispersive estimate, Young’s inequality and the
Sobolev embedding that
‖F1(t)‖L10t L10x ([T0,∞)×R3) .
∥∥∫ T0−−θ
0
|t− s|− 65 (‖u‖3
L
30
9
+ ‖u‖5
L
50
9
)ds
∥∥
L10t ([T0,∞))
.
∥∥∫ T0−−θ
0
|t− s|− 65 (E3 + E5)ds∥∥
L10t ([T0,∞))
. ‖(t− T0 + −θ)
−1
5 ‖L10t ([T0,∞))
.  θ4 .
Hence, we have
‖F1(t)‖L10t L10x ([T0,∞)×R3) . 
θ
4 ,(4.26)
which is sufficiently small when θ > 0.
Estimation of F2(t): From, Ho¨lder’s inequality, the Sobolev embedding, Lemma 2.3 and
(3.18), one has for any interval I that
‖u‖L4tL∞x (I×R3) . E + ‖u‖L2tL∞x E + ‖u‖4L8tW 1,
12
5
x
‖∇u‖L2tL6x
. 1 + |I| 12 + |I|
. 1 + |I|.
By Sobolev, Strichartz and (3.18), we deduce
‖F2(t)‖L10t L10x ([T0,∞)×R3) .
∫ T0
T0−−θ
‖(|u|2u− |u|4u)‖H1ds
.‖u‖L∞t L3(I2×R3)‖u‖L2tL∞(I2×R3)||u||L2tW 1,6(I2×R3)
+ ‖u‖2L∞t L6x(I2×R3)‖u‖
2
L4tL
∞
x (I2×R3)‖u‖L2tW 1,6(I2×R3)
.−θ‖u‖L∞t L3x(I2×R3) + −
5
2 θ‖u‖2L∞t L6x(I2×R3).
From interpolation, it suffice to show
‖u‖L∞t L6x(I2×R3)  1.
It is clear by Ho¨lder’s inequality that
‖u‖L∞t L6x((I2×R3) ≤ ‖χRu‖L∞t L6x + ‖(1− χR)u‖L∞t L6x
≤ ‖χRu‖L∞t L6x + ‖(1− χR)u‖
2
3
L∞t L∞x
‖u‖ 13L∞t L2x .
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Then, by the radial Sobolev embedding Lemma 2.1, we deduce
‖(1− χR)u‖L∞t L∞x (I2×R3) .
1
R
‖(1− χR)|x|u‖L∞t L∞x (I2×R3)
. 1
R
‖u‖L∞t H1x(I2×R3).
Thus, we have
‖u‖L∞t L6x(I2×R3) . ‖χRu‖L∞t L6x(I2×R3) +R−
2
3 .
Using identity ∂t|u|6 = −6∇ Im (|u|4u¯∇u) and (4.24), together with integration by parts and
Ho¨lder’s inequality, we have∣∣∂t∫
R3
χR|u|6(t)dx
∣∣ . ∣∣ ∫
R3
∇χR|u|4u¯∇udx
∣∣ . 1
R
‖u‖5L6x‖u‖W 1,6 .
1
R
‖u(t)‖W 1,6 .
Thus, choosing R > θ−6, we have
‖χRu‖L∞t L6x(I1×R3) . .
Then we have
‖F2(t)‖L10t L10x ([T0,∞)×R3) . 
1
2−θ + 2−
5
2 θ.
Finally, let θ = 14 , we have ‖F2(t)‖L10t L10x ([T0,∞)×R3) . 
1
4 . Then we complete the proof of Lemma
4.1 by choosing  is sufficient small. 
5. Proof of Theorem 1.2
Throughout this section, we suppose u(t) is a solution to (1.1) satisfying the hypotheses of
Theorem 1.2. In particular, using the result of Section (3), we have that u is global and uniformly
bounded in H1, and that there exists δ > 0 such that
sup
t∈R
‖∇u(t)‖22 < (1− 2δ)‖∇W‖22(5.27)
We will prove that the potential energy of energy-critical escapes to spatial infinity as t→∞.
Proposition 5.1. There exists a sequence of times tn →∞ and of radii Rn →∞ such that
lim
n→∞
∫
|x|≤Rn
|u(tn, x)|6dx = 0.
Using Proposition 5.1 and the scattering criterion above, we can quickly prove the first part
of Theorem 1.2. The other case is similar.
We prove Proposition 5.1, by a virial/Morawetz estimate. First, we need a lemma that gives
(5.27) on large balls, so that we can exhibit the necessary coercivity. Let χ(x) be radial smooth
function such that
χ(x) =
 1, |x| ≤
1
2
,
0, |x| > 1.
Set χR(x) := χ(
x
R ) for R > 0.
Lemma 5.1 (Coercivity II). Suppose ‖∇f‖22 ≤ (1 − δ1)‖∇W‖22. Then there exist δ2 > 0 such
that
‖∇f‖22 − ‖f‖66 ≥ δ2‖f‖66.
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Proof. Write
‖∇f‖22 − ‖f‖66 = 6Ec(f)− 2‖∇f‖22.
By the sharp Sobolev inequality
Ec(f) ≥1
2
‖∇f‖22[1−
1
3
C3‖∇f‖42](5.28)
≥1
2
[1− 1
3
(1− δ1)](5.29)
≥2 + δ1
6
‖∇f‖22.(5.30)
Thus, we have
‖∇f‖22 − ‖f‖66 ≥ δ1‖∇f‖22,
which implies
‖∇f‖22 − ‖f‖66 ≥
δ1
1− δ1 ‖∇f‖
2
2
as desired. 
Lemma 5.2 (Coercivity on balls, [4]). There exists R = R(δ,M(u),W ) sufficiently large that
sup
t∈R
‖∇(χRu(t))‖22 ≤ (1− δ)‖∇W‖22.
In particular, there exists δ3 > 0 so that
‖∇(χRu(t))‖22 − ‖χRu(t)‖66 ≥ δ3‖χRu(t)‖66.
Lemma 5.3 (Morawetz identity). Let a : R3 → R be a smooth weight. Define
M(t) = 2 Im
∫
u¯∇u · ∇adx.(5.31)
Then
dM(t)
dt
= −
∫
|u|6∆adx−
∫
|u|2∆∆adx+
∫
|u|4∆a+ 4Re
∫
(u¯iaijuj)dx.(5.32)
Let R 1 to be chosen later. We take a(x) to be a radial function satisfying
a(x) =
{
|x|2; |x| ≤ R
3R|x|; |x > 2R,(5.33)
and when R < |x| ≤ 2R, there holds
∂ra ≥ 0, ∂rra ≥ 0 and |∂αa| . R|x|−|α|+1.
Here ∂r denotes the radial derivative. Under these conditions, the matrix (ajk) is non-negative.
It is easy to verify that{
ajk = 2δjk, ∆a = 6, ∆∆a = 0, |x| ≤ R,
ajk =
3R
|x| [δjk − xjxk|x|2 ], ∆a = 6R|x| , ∆∆a = 0, |x| > 2R.
Thus, we can divide dM(t)dt as follows:
dM(t)
dt
=8
∫
|x|≤R
|∇u|2 − |u|6 + 3
4
|u|4dx(5.34)
+
∫
|x|>2R
−6R
|x| |u|
6 +
∫
6R
|x| |u|
4 +
12R
|x| | 6 ∇u|
2dx(5.35)
+
∫
R<|x|≤2R
4Reu¯iaijuj +O( R|x| |u|
4 +
R
|x| |u|
6 +
R
|x|3 |u|
2)dx,(5.36)
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where 6 ∇ denotes the angular derivation, subscripts denote partial derivatives, and repeated
indices are summed in this paper.
Note that by Cauchy-Schwarz, (4.21), and the choice of a(x), we have
‖M(t)‖L∞t .E R.
Proposition 5.2 (Virial/Morawetz estimates). Let T > 0, if R = R(δ0,M(u),W ) is sufficiently
large, then
1
T
∫ T
0
∫
|x|≤R
|u(t, x)|6dxdt .u,δ0
R
T
+
1
R2
.(5.37)
Proof. Let a(x) and M(t) be as in Lemma 5.3. We consider (5.34) as the main term and (5.35)
and (5.36) as error terms. Using the identity∫
χ2R|∇u|2dx =
∫
|∇(χRu)|2dx+
∫
χR∆χR|u|2dx,
we have ∫
χ2R|∇u|2dx−
∫
χ2R|u|6dx =
∫
|∇(χRu)|2dx−
∫
|χRu|6dx
+
∫
χR∆χR|u|2dx+
∫
(χ6R − χ2R)|u|6dx.
Thus, we deduce
(5.34) ≥
∫
|∇(χRu)|2dx−
∫
|χRu|6dx(5.38)
+
∫
χR∆χR|u|2dx+
∫
(χ6R − 1)|u|6dx.(5.39)
Using the Morawetz identity, we can deduce∫
|∇(χRu)|2dx−
∫
|χRu|6dx . dM(t)
dt
+
1
R2
+
∫
|x|≥R
[|u|4 + |u|6]dx.(5.40)
By Lemma 5.2, Lemma 3.1 and radial Sobolev embedding, we have∫
|x|≥R
[|u(t, x)|4 + |u(t, x)|6]dx . 1
R2
+
1
R4
,
δ
∫ T
0
∫
R3
|χRu|6dxdt .E R+ T
R2
,
which ends the proof of Proposition 5.2. 
Proof of Proposition 5.1. Employing Proposition 5.2 with T sufficiently large and R = T
1
3 we
have
1
T
∫ T
0
∫
|x|≤T 13
|u(t, x)|6dx . T−2/3,
which suffices to give the desired result.
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Appendix A.. Alternative characterization of K+
In this appendix, we will show the alternative characterization of K±. Recall the definitions
of K±, K¯±:
K+ = {f ∈ H1|f is radial, E(f) < Ec(W ), K(f) ≥ 0},
K− = {f ∈ H1|f is radial, E(f) < Ec(W ), K(f) < 0},
K¯
+
= {f ∈ H1|f is radial, E(f) < Ec(W ), ‖∇f‖22 ≤ ‖∇W‖22},
K¯
−
= {f ∈ H1|f is radial, E(f) < Ec(W ), ‖∇f‖22 > ‖∇W‖22},
where K(f) = 2(‖∇f‖22 − ‖f‖66) + 32‖f‖44. Let
H(f) =
1
6
(‖∇f‖22 + ‖f‖66),
Kc(f) =2‖∇f‖22 − 2‖f‖66.
By the variational results of Kenig-Merle [9], we know that the condition
‖∇f‖22 − ‖f‖66 ≥ 0, Ec(f) < Ec(W )
is equivalent to the condition
‖∇f‖22 ≤ ‖∇W‖22, Ec(f) < Ec(W ).
This gives K¯
+ ⊂ K+.
Let fλ1,−2 = e
λf(e2λx), we have fλ1,−2 ∈ H1 and fλ1,−2 6= 0 for any λ > 0. In addition, we have
K(fλ1,−2) = 2(‖∇f‖22 − ‖f‖66) +
3
2
e−3λ‖f‖44,
H(fλ1,−2) = H(f).
By the facts in [10]
Ec(W ) = inf{H(f)|f ∈ H1, f 6= 0,K(f) ≤ 0},(1.41)
E(f) = H(f) +
1
6
K(f),(1.42)
E(fλ1,−2) ≤ E(f) < Ec(W ), for λ > 0,(1.43)
and
K(fλ1,−2) = K
c(f) +
3
2
e−3λ‖f‖44,
we can deduce K+ ⊂ K¯+. In fact, if Kc(f) < 0, there exists λ0 ≥ 0 such that K(f1,−2)λ0) = 0
(since K(f01,−2 ≥ 0). Then, by the identity (1.42), we have E(fλ01,−2) = H(f) ≥ Ec(W ), which is
opposite to (1.43). Then, the result K+ = K¯
+
follows, which implies K− = K¯−.
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