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Abstract
RDMA is an exciting technology that enables a host
to access the memory of a remote host without involving
the remote CPU. Prior work shows how to use RDMA to
improve the performance of distributed in-memory stor-
age systems. However, RDMA is widely believed to
have scalability issues, due to the amount of active pro-
tocol state that needs to be cached in the limited NIC
cache. These concerns led to several software-based pro-
posals to enhance scalability by trading off performance.
In this work, we revisit these trade-offs in light of newer
RDMA hardware and propose new guidelines for scal-
ing RDMA. We show that using one-sided remote mem-
ory primitives leads to higher performance compared to
send/receive and kernel-based systems in rack-scale en-
vironments. Based on these insights, we design and
implement Storm, a transactional dataplane using one-
sided read and write-based RPC primitives. We show
that Storm outperforms eRPC, FaRM, and LITE by 3.3x,
3.6x, and 17.1x, respectively, on an Infiniband EDR clus-
ter with Mellanox ConnectX-4 NICs.
1 Introduction
RDMA is coming to data centers [1, 13, 23, 29,
49]. While RDMA was previously limited to high-
performance computing environments with specialized
Infiniband networks, RDMA is now available in cheap
Ethernet networks using technologies such as RoCE [4,
5] or iWARP [37]. The main novelty of RDMA is one-
sided operations, which permit an application to directly
read and write the memory of a remote host without the
involvement of the remote CPU. In theory, one-sided op-
erations are supposed to lower latency, improve through-
put, and reduce CPU consumption. However, prior work
shows that one-sided operations suffer from scalability
issues: with more than a few hosts, overheads in RDMA
can overwhelm the benefits that it provides [11, 16].
Our first contribution is a study of multiple genera-
tions of RDMA NICs to understand how hardware evo-
lution addresses (or not) its scalability concerns. The
conventional wisdom is that one-sided RDMA performs
poorly because of three issues (§3). First, it requires the
use of reliable connections, which can exhaust the mem-
ory cache of the NIC. Second, one-sided RDMA typi-
cally demands virtual-to-physical address translation and
memory-region protection metadata, which can also ex-
haust the NIC cache. Third, one-sided RDMA can incur
many network round trips when an application wants to
chase pointers remotely in dynamic data structures.
In this paper, we reexamine these problems in light
of new and better hardware relative to prior work [11,
16, 44]. We find that some of the problems are miti-
gated; they are no longer a concern for rack-scale sys-
tems of up to 64 machines. Through experiments, we
demonstrate that newer hardware efficiently supports a
significantly larger number of connections than before,
eschewing the scalability problem for rack-scale. Fur-
thermore, we argue that connections actually help per-
formance, as they permit delegating congestion control
to the hardware and enable one-sided operations. Thus,
systems should use reliable connections as the only trans-
port for RDMA communication (§4). This is in stark
contrast to some previous proposals, such as HERD [15],
FaSST [16], and eRPC [17], which call for abandoning
reliable connections with one-sided operations in favor
of the unreliable transport with send/receive operations.
The second issue (virtual address translation and pro-
tection metadata) is mitigated in newer hardware, but re-
mains. While future hardware might solve this problem
altogether (with larger NIC memories and better mech-
anisms to manage its cache), we must still address it
today. Prior solutions are to use huge pages to reduce
region metadata [11] or to access RDMA using physi-
cal addresses through a kernel interface [44]. These ap-
proaches are effective but have some drawbacks: huge
pages are prone to fragmentation, while a kernel inter-
face suffers from syscall overheads and lock contention
issues. In addition, prior research has pointed out that
many systems do not aim to allocate memory contigu-
ously, requiring more memory protection metadata [44].
In this work, we propose enforcing contiguous mem-
ory allocation and leveraging the support for physical
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segments in user-space (§4): We find this approach to
greatly reduce region metadata without the concerns of
fragmentation or kernel overheads.
Third issue (round trips to chase pointers) is funda-
mental, but arises only in certain workloads and data
structures that require pointer chasing. Prior solutions
fall in two categories: (1) replace one-sided operations
with RPCs [16, 17], so that the RPC handler at the re-
mote host can chase the pointers and send a reply in a
single round trip, or (2) use data inlining and perform
larger one-sided reads [11]. In this work, we adopt a new
approach that performs better than prior solutions: the
system dynamically determines whether to use one-sided
operations or RPCs, depending on whether pointers need
to be chased, and then uses the best mechanism. We
refer to this hybrid scheme combining one-sided reads
and write-based RPCs as one-two-sided operations (§4).
When using RPCs, we employ one-sided write opera-
tions to transmit the RPC request and replies.
Finally, RDMA is difficult to use as it requires ex-
pert knowledge of the low-level protocols and APIs. In
this work, we propose a simple, well-understood trans-
actional interface to RDMA. In addition, we propose ad-
ditional data structure interface allowing developers to
specify any remote or distributed data structure in a uni-
form way. The data structure interface separates the data
plane from the data structure itself.
Based on our insights, we design and implement a
high-speed, transactional RDMA dataplane called Storm
(§5). Storm can effectively use one-sided operations in a
rack-scale system, despite prior concerns that they suffer
from poor performance [16, 17]. We evaluate Storm and
compare it against three state-of-the-art RDMA systems:
FaSST/eRPC [16, 17], FaRM [11], and LITE [44].
eRPC is designed to avoid one-sided operations alto-
gether. We show that Storm outperforms eRPC up to
3.3x by effectively using one-sided operations for di-
rect reads and RPCs. Unlike two-sided reads, one-sided
reads enable full-duplex input-output operations per sec-
ond(IOPS) rates; no CPU-NIC interaction for processing
replies. FaRM is designed and evaluated under an older
generation of hardware and includes a locking mecha-
nism to share connections. Our measurements show that
this mechanism is no longer needed and produces over-
head with newer hardware; we thus improve FaRM by
removing this locking mechanism and our comparison
refers to this improved design. Our evaluation shows
that Storm outperforms the improved FaRM up to 3.6x.
Our better performance comes primarily from avoiding
large reads in FaRM and instead using fine-grained reads
combined with our hybrid one-two-sided operations. For
smaller key-value pairs, FaRM performs significantly
better compared to our measurements which are based
on 128-byte data items. Finally, LITE is designed to
work in the kernel; we improved LITE by extending
it with support for asynchronous operations; our com-
parison refers to this improved scheme. Our evaluation
shows that Storm outperforms the improved LITE up to
17.1x. Our better performance comes primarily from us-
ing user-space operations and a design that is free of de-
pendencies, while we find that LITE is bottlenecked by
the kernel overheads and sharing among the kernel and
user-level threads (§6).
To summarize, we make the following contributions:
• We revisit the problems facing one-sided RDMA
operations in light of new hardware. We perform
a detailed experimental study across three genera-
tions of hardware to understand how its evolution
addresses (or not) each problem.
• We build a fast RDMA dataplane called Storm,
which incorporates the lessons we learned from our
experimental study. Storm provides a transactional
API for manipulating remote data structures and
allows the developer to implement any such data
structure using a callback mechanism. Storm takes
full advantage of one-sided remote primitives using
a connected transport and avoids lock-based con-
nection sharing that is no longer needed. In addi-
tion, Storm introduces two new mechanisms, user-
space contiguous memory allocator and hybrid one-
two-sided operations, to address the problems that
remain.
• We evaluate Storm and compare it against eRPC,
and improved versions of FaRM and LITE, dubbed
Lock-free_FaRM and Async_LITE. We show that
Storm performs well in a rack-scale setting with
up to 64 servers and outperforms eRPC, Lock-
free_FARM, and Async_LITE by 3.3x, 3.6x, and
17.1x in terms of throughput. Storm does not trade
latency for throughput and provides competitive
round-trip times compared to previous systems.
Ultimately, Storm refutes a widely held belief that
one-sided operations—the main novelty of RDMA—are
inefficient due to its scalability issues.
2 Background
2.1 Remote Direct Memory Access (RDMA)
RDMA allows applications to directly access memo-
ries of remote hosts, with user-level and zero-copy op-
erations for efficiency. Moreover, RDMA offloads the
State: Includes: Amount of cached state depends on:
QP connections QP metadata, congestion control state Server count and thread count
WQE Information about a requested operation Number of outstanding operations
MTT Virtual-to-physical address translations Amount of registered memory and page size
MPT Buffer ranges and protection keys Number of registered RDMA buffers
Table 1: Sources of transport-level state in RC transport
network stack to the Network Interface Card (NIC), re-
ducing CPU consumption. RDMA was originally de-
signed for specialized Infiniband (IB) networks used in
high-performance computing [36]. More recently, the IB
transport has been adapted for Ethernet networks, bring-
ing RDMA to commodity datacenter networks [13, 49].
Infiniband networks have traditionally been more effi-
cient than RoCE, but now the gap is closing [26]. The
IB transport implements an RDMA state machine, han-
dles congestion, and exposes an API to applications.
Memory management. To use RDMA, applications
register memory regions with the NIC, making them
available for remote access. During registration, the NIC
driver pins the memory pages and stores their virtual-
to-physical address translations in Memory Translation
Tables (MTTs). The NIC driver also records the mem-
ory region permissions in Memory Protection Tables
(MPTs). When serving remote memory requests, the
NIC uses MTTs and MPTs to locate the pages and check
permissions. The MTTs and MPTs reside in system
memory, but the NIC caches them in SRAM. If the MTTs
and MPTs overflow the cache, they are accessed from
main memory via DMA/PCIe, which incurs overhead.
Queue pairs. Applications issue RDMA requests via
the IB transport API, known as IB verbs. IB verbs use
memory-mapped control structures called Queue Pairs
(QPs). Each QP consists of a Send Queue (SQ) and a
Receive Queue (RQ). Applications initiate RDMA op-
erations by placing Work Queue Entries (WQEs) in the
SQ; when operations complete, applications are notified
through the Completion Queue (CQ). This asynchronous
model allows applications to pipeline requests and do
other work while operations complete.
RDMA supports two modes of communication: one-
sided performs data transfers without the remote CPU;
two-sided is the traditional send-receive paradigm,
which requires the remote CPU to handle the re-
quests. One-sided operations (read/write) deliver
higher throughput (i.e., IOPS), while two-sided opera-
tions (send/recv) offer more flexibility as they involve
the remote CPU.
Transports. RDMA supports different transports; we
focus on two: Reliably Connected (RC) and Unreliable
Datagram (UD). The RC transport requires endpoints to
be connected and the connection to be associated with
a QP. Applications must create one connection (and thus
one QP) for each pair of communicating endpoints; thus,
the number of connections (and thus QPs) grows quickly
with the cluster size. For each QP, the system must
keep significant state: QP metadata, congestion control
state [29, 49], in addition to WQEs, MTTs, and MPTs
(Table 1). QP state amounts to ≈375B per connec-
tion [17]. UD does not require connections; a single QP
allows an endpoint to communicate with any target host.
Thus, UD requires significantly fewer QPs, which saves
transport state. But UD has some drawbacks: it is unreli-
able (requests can be lost), it does not support one-sided
operations, and it requires receive buffers to be registered
with the NIC, which impacts scalability as we show later.
2.2 Distributed in-memory systems using RDMA
Prior work shows how to build distributed in-memory
storage systems using RDMA [8, 11, 16, 27, 28, 39, 48].
Such storage systems tend to have (i) high communica-
tion fan-out; (ii) small data item size, and (iii) moderate
computational overheads. Systems with these properties
benefit from RDMA’s low-latency and high IOPS rates.
For example, in a transactional store, clients issue trans-
actions with many read/writes on different objects, where
data is partitioned across the servers [7]. Using RDMA,
clients can read/write data using reads and writes or
implement lightweight RPCs for that purpose, reducing
the end-to-end latency and improving throughput.
3 Motivation
3.1 Problem statement
Our main goal is to use RDMA efficiently and scal-
ably in a rack-scale setting. While some companies have
mega-deployments with thousands of machines, the vast
bulk of enterprises use rack-scale deployments, consist-
ing of one or a few racks with up to 64 machines in total;
that is our target environment. Prior work has shown that
RDMA-based distributed storage systems do not scale
well in these settings [11, 17, 44]. As we add more ma-
chines and increase their memory, the amount of RDMA
state increases. For good performance, the active RDMA
state must be in the NIC’s SRAM cache, but this cache is
small and can be exhausted with a few remote peers [11].
When that happens, RDMA state spills to CPU caches
and main memory, requiring expensive DMA operations
over PCIe to access it. PCIe latency adds 300-400ns on
unloaded systems to several microseconds on loaded sys-
tems [26, 33]. These DMA overheads are exacerbated
with transaction processing workloads, which have high
fan-out, fine-grained accesses.
To mitigate this problem, several software solutions
have been proposed. We discuss them next and argue
that recent RDMA hardware changes the design trade-
offs originally envisioned, particularly in distributed in-
memory storage systems.
3.2 Shortcomings of prior art
We focus on three systems trying to address RDMA
scalability issues in software. These systems, we argue,
do not fully leverage more recent RDMA hardware.
Systems using one-sided operations. FaRM [10] and
LITE [44] use one-sided operations and try to reduce
the number of QPs by sharing them across groups of
threads. To share, these systems use locks, but locking
degrades throughput [11]. Also, FaRM uses large reads
to reduce the number of round-trips when performing
lookups, limiting maximum throughput.
Unreliable datagram transport. Another way to re-
duce QP state is to use the UD transport, as in
FaSST/eRPC [16, 17]. With UD, a thread uses just one
QP to talk to all the machines in the cluster. How-
ever, UD precludes the efficient one-sided operations
(read/write), requires application-level retransmis-
sion, and requires application-level congestion control,
all of which limit maximum throughput (§6). Further-
more, we show that managing receive queues in UD im-
pacts scalability.
Kernel-space RDMA stacks. LITE [44] provides a
kernel interface for RPCs and remote memory mapping.
Although LITE eliminates MTT/MPT overhead in the
NIC, it adds additional overhead due to frequent system
calls which are now somewhat more costly due to re-
cent kernel patches (i.e., KPTI, retpoline) [3]. Moreover,
LITE operations are blocking, which limits concurrency
and throughput. We extend LITE with asynchronous
reads and RPCs to improve its throughput. This ver-
sion achieves 2× higher throughput for a single thread
(§6), but the maximum IOPS with multiple threads re-
mains small compared to RDMA on a modern NIC. We
find this occurs because of serialization and lock con-
tention in LITE.
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Figure 1: CX3 vs. CX5 comparison. CX5 provides better per-
formance even when using 4KB pages (as opposed to 2MB)
and registering a larger number of memory regions (1024MR)
3.3 Revisiting RDMA hardware capabilities
FaRM, FaSST/eRPC, and LITE were designed for
old NICs (CX3) with very limited processing and mem-
ory resources. Their design choices (e.g., QP sharing
and software address translation) improve performance
on such NICs but underutilize the capabilities of newer
hardware (CX4 and CX5). Figure 1 tries to capture a sig-
nificant performance gap between CX3 and CX5 Mel-
lanox RoCE NICs. It shows the throughput per ma-
chine for a workload that performs random 64-byte re-
mote reads on 20GB of memory (2MB page sizes).
For CX5, we also show the performance when MTTs
and MPTs are larger; 4KB,1024MR (CX5) uses 4KB
pages and breaks the 20GB of buffer space into 1024
smaller RDMA memory regions (MR). On the X-axis
we vary the number of established connections between
the source and destination servers. The RoCE hardware
is described in Table 4.
We draw three conclusions from Figure 1: (i) CX5 sig-
nificantly outperform CX3; (ii) CX5 scales better with
the number of connections than CX3. We measure the
throughput reductions going from 8 to 64 connections to
be: 83%, 42%, and 32% for CX3, CX4, CX5, respec-
tively; (iii) MTT and MPT remain a significant overhead
with many memory regions and large page counts. Fi-
nally, we find that CX5 throughput becomes constant at
around 10000 QP connections after reaching zero cache
hit rate. The constant throughput that we measure is
around 10 reqs/ µs, which is equal to the maximum
throughput a CX3 can provide (when there is no con-
tention). Next, we list a number of factors that drive the
better performance of modern NICs.
Larger cache sizes, better cache management.
CX4/5 has larger caches (≈2MB) [17] for RDMA state,
reducing the number of PCIe/DMA operations on sys-
tem memory. Moreover, these NICs can better utilize
their cache space, with improved prefetching, higher
concurrency, and better cache management [26]. Such
optimizations allow a modern RDMA NIC to deliver
competitive throughput even when there are virtually no
cache hits on the NIC.
More and improved processing units. Modern
RDMA NICs are equipped with increasingly power-
ful Processing Units (PUs). This allows NICs to is-
sue more requests in parallel, which in turn increases
throughput and hides PCIe latency to fetch data on cache
misses [26]. This obviates the need for various aggrega-
tion techniques and data layout optimizations used pre-
viously. For a sufficient number of active QP connec-
tions (each mapped to a single PU), a CX5 RoCE deliv-
ers close to 40 million reads per second (no contention).
Physical segment support. CX4 and CX5 support
physical segments with bound checks. Unlike CX4/CX5,
CX3 only supports registering the entire physical mem-
ory of a server, precluding physical addressing from
user-space. This mechanism bypasses virtual-to-physical
translation and reduces the MPT and MTT sizes. This
is important for hosts with large persistent-memory sys-
tems with tens of TBs to a PB of memory [30, 41]. In
such systems, even 1GB pages could lead to large MTTs
(e.g., 100TB would require close to 1MB of MTT with
1GB pages). Physical segments support arbitrarily large
memory regions with just one MPT entry and no MTTs.
Efficient transport protocols. QPs in RC consume
375B per connection [17], and RC requires many con-
nections, which can overwhelm the NIC caches. Modern
NICs provide a new transport called Dynamically Con-
nected (DC) [2], which can share a QP connection across
multiple hosts, thereby reducing the amount of QP state.
DC is not available for RoCE and suffers from frequent
reconnects which diminish its purpose [16]. In this pa-
per we focus on the RC transport. As we show, RC scales
well on clusters with up to 64 hosts.
3.4 Revisiting prior work on improved RDMA
A key contribution of this paper is to show that on
modern NICs, one-sided primitives can outperform al-
ternatives for moderate cluster sizes (tens of machines),
even when the NIC caches are being thrashed. For in-
stance, on CX5(RoCE) it takes on the order of 2500 to
3800 connections for reads to match the performance
of UD-based send/receive [16,17]. We expect the break-
even point to increase in the future through the improve-
ments mentioned in §3.3. We argue that one-sided re-
mote reads and writes are best for building low-latency,
high-throughput, and low CPU utilization systems.
While FaRM [11] also championed the use of one-
sided primitives, we differ from them in other ways. For
example, rather than sharing QP connections to minimize
the amount of QP state, we propose establishing one con-
nection for each “sibling” pair of threads (threads with
the same local ID running on distinct machines) for a to-
tal of 2 × m × t connections per machine, where m is
the number of machines and t is the number of threads
per machine. We show that this model can scale well on
modern hardware. Also, rather than transferring larger
quantities of data, the ultra-high IOPS rates of modern
RDMA NICs allow for high-throughput fine-grain ac-
cess. Additionally, we propose leveraging both reads
and write-based RPCs. The two primitives are effi-
cient for different operations, read for simple lookups,
RPCs for complex operations such as long linked-list
traversals. Finally, we show how physical segments, an
RDMA feature championed in LITE [44], can be used
from user-space.
4 Design principles
We propose five design principles for RDMA-based
distributed in-memory systems. We later show that these
principles permit scaling well in a rack-scale setting
with up to 64 servers. The principles are as follows:
1. Simple transactional interface for any data struc-
ture. Programming directly on top of RDMA API (i.e.,
Infiniband verbs) is difficult. Even developing a ba-
sic client-server application requires expert knowledge
of the low-level Infiniband implementation and the NIC.
First, the developer must decide which flavor of the In-
finiband transport to use and understand its properties.
Then, they have to initialize and register the queue-pairs
(QP), as well as the memory, with the NIC. On RDMA,
the low-level QPs are used directly by the application
to access remote memory. For each access, the devel-
oper must provide detailed, low-level information about
the requested operation, as this is passed directly to the
NIC in form of a work queue entry (WQE). Finally, the
verbs API is inherently asynchronous and complex, but
the developer must use it in order to make the most out of
RDMA. Alternatively, this work proposes a simple trans-
actional API to RDMA, where any remote data structure
can be manipulated using transactions. In abstract terms,
for each item the user should just specify the following:
• Object ID: Identifies an instance of a data structure.
• Item ID (key): Identifies a specific item in the data
structure (optional depending on the data structure).
• Operation type (opcode): Identifies a data structure
operation that the user requested
In addition, similarly to previous systems [16], we pro-
pose using a lightweight user-level thread scheduler to
take advantage of the asynchronous RDMA API, while
providing blocking semantics to the developer.
2. Leverage RC connections. As we mentioned, RC
has a scalability cost: it consumes more transport-level
state than UD, which can lead to NIC cache thrashing.
We show that new hardware—with larger caches, better
cache management, and more processing units—changes
the trade-off in favor of RC in rack-scale deployments.
That is, the cost is more than offset by the many ben-
efits of RC: (1) RC allows lightweight one-sided prim-
itives (read/write) that have lower CPU utilization
and achieve higher IOPS; (2) RC offloads retransmis-
sions from the CPU to the NIC, and (3) RC offloads con-
gestion control as well. These benefits not only improve
performance, but also simplify application development
(developers need not worry about resending requests and
rate-limiting transmissions). We also show that RPCs
should be implemented with RC rather than UD, by us-
ing RDMA write.
3. Minimize RDMA region metadata. While new
hardware addresses NIC cache state concerns for RC, an-
other issue remains: cache state for MPTs and MTTs.
Large memories result in excessive address translation
and protection metadata that exhaust the NIC’s cache.
This is concerning for applications that allocate memory
progressively as a large number of smaller chunks (e.g.,
Memcached allocates 64 MB chunks) that have to be reg-
istered as separate RDMA regions [44].
To address this problem, we use two techniques. First,
we minimize the number of registered RDMA memory
regions by using a contiguous memory allocator [11].
Such an allocator requests large chunks of memory from
the kernel and manages small object allocations. Thus,
we only register a small number of large chunks that we
expand and shrink dynamically as the application allo-
cates/deallocates memory, minimizing MPTs. The sys-
tem could then use on demand paging to repurpose un-
used pages (currently only works for 4KB pages).
Second, to reduce the memory translation table meta-
data (MTTs), we propose using physical segments, a fea-
ture available in newer RDMA NICs such as CX5 [25].
Physical segments export physical memory with user-
defined bounds with little MTT overhead, and this fea-
ture is available in user-space.1 Physical segments were
intended for single-tenant use; using them in a host with
many tenants requires care to avoid security issues when
exposing physical memory. We propose a solution to
these issues, by mediating the registration of physical
segments by the kernel. This approach is secure and
imposes minimum overhead since kernel calls are off
the data path. Moreover, this approach is more effi-
cient than using huge pages (2MB or 1GB) to reduce
the MTTs [11]. Huge pages lead to fragmentation and
wastes memory [19, 35], and may not suffice: for large
memories with 100s of TBs, even 1GB pages result in
large MTTs. In addition to the security concerns, physi-
cal segments require the use of Linux CMA [24]. Thus,
it is important to limit the number of physical segments
on a machine, as Linux CMA may not be able to effi-
ciently handle multiple growing regions that need to be
physically contiguous.
4. First use fine-grain reads, then switch to RPCs us-
ing write. One-sided reads deliver high IOPS for
simple lookups [11, 27, 28, 48]. However, they are less
efficient to access data structures with cells and point-
ers, such as skip lists, trees, and graphs, which require
pointer-chasing. Thus, prior work proposes two alter-
natives: (1) use RPCs implemented with send/recv
verbs [16, 17] or (2) change the data structure to com-
bine many cells and fetch more data at a time [11].
With new hardware, we show that the best approach is
as follows. First, use one-sided reads to fetch one cell
at a time. Our evaluation shows that combining cells and
fetching more data results in lower throughput. Second,
if the one-sided read reveals that we must chase point-
ers, switch to using RPCs. We call this hybrid scheme
one-two-sided operations. Furthermore, we show that
RPCs can be implemented efficiently using one-sided
writes, not send/recv.
5. Resize and/or cache. For remote reads to be effec-
tive, most data structure operations should require one
round trip in the common case. Otherwise, RPCs are
proven to be more effective [16]. One round trip per op-
eration is hard to achieve, especially with pointer-linked
data structures. This work proposes a simple approach,
which is to trade abundant memory for fewer round trips
with one-sided operations. There are two ways to achieve
this trade: (i) clients could cache item addresses for fu-
ture use, as in DrTM+H [45] and/or (ii) for hash tables,
when RPC usage becomes excessive, one should resize
the data structure (e.g., by adding buckets to a hash ta-
ble) to keep the occupancy low and reduce pointer chas-
1This is different from LITE’s approach to export all of physical
memory and enforce protection in the kernel.
ing due to collisions, while retaining one-cell transfers.
We claim that the amount of consumed memory is not
significant, especially in the face of high-density persis-
tent memory technologies. For example, in (i), for one
billion items, each client machine would have to dedi-
cate 8GB of memory for the whole key space, and not all
key-value addresses have to be cached for remote reads
to be effective. Clients should be able to perform version
checks for retrieved data items to make sure the cached
addresses are still valid. The versions require some addi-
tional storage on the client. For (ii), we find that keeping
the occupancy below 60-70% is sufficient to emphasize
the performance benefits of one-sided reads. Neverthe-
less, we are looking into ways to repurpose the unused
portions of allocated memory.
5 Design and Implementation of Storm
Following our principles (§4), we propose Storm,
a high-performance RDMA dataplane for remote data
structures. Storm is designed to run at maximum IOPS
rate of the NIC by using RDMA primitives and by min-
imizing the active protocol state. Storm exposes a trans-
actional API for manipulating remote data structures.
Figure 2 shows the high-level design of Storm. Two
independent data paths, one for RPCs and one for one-
sided reads (RR), process remote requests coming from
the local process. The event loop processes inbound re-
quests coming from remote processes and all event com-
pletions. The Storm TX module provides a transactional
API to the user by leveraging the data structure API and
the RPC/RR data paths to execute distributed transac-
tions. In this section, we discuss the following: (i) mem-
ory allocation, (ii) RPC implementation based on remote
writes, (iii) Storm TX API and the data structure API,
(iv) the Storm transactional protocol, (v) hash table as an
example remote data structure, and (vi) concurrency.
5.1 Contiguous memory regions
To achieve best performance, we must manage mem-
ory efficiently in RDMA. Earlier, Figure 1 showed that
large MTTs and MPTs leads to significant performance
degradation, even on modern hardware. Thus, Storm
aims to allocate virtually contiguous memory when pos-
sible to minimize the number of registered RDMA re-
gions. By doing so, Storm minimizes the MPT state. In
addition, Storm can allocate physically contiguous mem-
ory and expose it as one physical segment [25], requiring
only a single MTT and one MPT entry. The physical
segment support for RDMA cannot be used in untrusted
environments, as any user with the right capabilities can
register any part of the local physical memory and access
it through RDMA (e.g., access to local kernel memory
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Figure 2: Storm high-level design. Independent pipelines for
remote reads and RPCs. A single event loop processing all
completions. Data structure completely independent of the data
plane. The developer implements the data structure interface
consisting of three callback functions.
through a loopback). In Storm, we require from all ap-
plications to register physical segments through the OS
kernel. This registration is not a performance bottleneck
as it is not on the critical path. With sufficiently large
pages, physical segments may not be necessary. Thus, in
most of our experiments we do not use them. However,
future storage-class memory systems with PB of memory
will require support for physical segments.
5.2 Remote write-based RPCs
Storm leverages the rdma_write_with_imm (RDMA
write with immediate) primitive to send and receive mes-
sages. This primitive allows the client to prepend a
custom header to each message, which is useful for
communicating additional information about the sender
(e.g., process ID, coroutine ID, etc). More importantly,
rdma_write_with_imm enables scalable polling on the
receiver; the receiver posts onto the receive queue (just
like when using send/recv) and receives a notification via
a receive completion queue for each received message.
This way the receiver does not have to poll on the mes-
sage buffers. In addition, to avoid polling on multiple re-
ceive completion queues, the IB verbs interface permits
using a single receive completion queue, independent of
the number of senders. We use this messaging primitive
to implement fast and scalable RPCs in Storm.
5.3 Storm API
At a high level, Storm exposes an intuitive and well-
understood transactional API for manipulating remote
data structures (Table 2). A client can simply add to
Algorithm 1 Processing a read-set item
1: Input: Data structure object ID, key, size
2: Output: Data item from remote memory
3: success← false
4: region_id, offset← lookup_start(object_id, key)
5: if region_id 6= –1 then
6: buffer← remote_read(region_id, offset, size)
7: success← lookup_end(buffer, key)
8: if success 6= true then
9: buffer← rpc_send(key,READ)
10: success← lookup_end(buffer, key)
read set/write set and commit transactions once it’s fin-
ished. Storm’s event loop is invoked periodically to pro-
cess event completions.
Internally, Storm provides the following programming
model for remote data structures: The developer imple-
ments three functions and registers them as callbacks
with the Storm dataplane. The functions are listed in Ta-
ble 3. These functions are implemented as part of the
remote data structure. rpc_handler is used for lookups
on the owner (receiver) side. Locks and commits are
also implemented in this handler. lookup_start is the re-
mote lookup handler for looking up a remote data struc-
ture’s metadata on the client side. This metadata could
be cached data structure addresses or simply a guess for
an object’s address based on hash. Algorithm 1 shows
at a high level how the Storm dataplane on the client
side processes each request from the read-set. It first in-
vokes lookup_start to get the RDMA region ID and off-
set where the requested item may reside. If the region ID
is a positive value, the client uses the returned informa-
tion to look up the item using a remote read.
When a lookup is finished, the client invokes
lookup_end to check the validity of the returned data.
If the data is not valid: for example, the read key does
not match the requested key, the client issues an RPC.
lookup_end may decide to cache the address of the re-
turned object for future use. This depends on the remote
data structure implementation. With RDMA, we can-
not afford additional remote reads, as this will hurt per-
formance. Future faster interconnects may change this
trade-off. Invoking lookup_end is necessary for lookups
using remote reads, but it is also invoked after every RPC
lookup, so that the data structure can store the returned
address for future use. lookup_end may return false even
after the RPC call if, for example, the item does not exist.
Table 2: Storm API
API Description
storm_eventloop process requests and completions
storm_start_tx start a new transaction
storm_add_to_read_set add an item to read set
storm_add_to_write_set add an item to write set
storm_tx_commit commit a transaction
storm_register_handler register a callback handler (Table 3)
Table 3: Data structure API
API Description
rpc_handler local RPC handler
lookup_start get data item region ID and offset
lookup_end check if successful and cache
5.4 Storm transactional protocol
Storm is capable of executing serializable transactions
efficiently. Storm implements a typical variation of the
two-phase commit protocol that is optimized for RDMA;
throughout the execution phase, objects are copied into
the local memory and written. Before committing, Storm
validates that the read set has not been modified by a con-
current transaction. This is done using remote reads, as
Storm keeps track of the remote offsets of each individ-
ual object in the read set. Finally, Storm uses write-based
RPCs to update the objects from the write set and unlock
them. Figure 3 illustrates how Storm mixes remote reads
and RPCs within the execution phase of a single transac-
tion. Storm uses optimistic concurrency control [18], but
locks the objects that the transaction intends to write in
the execution phase. Alternatively, the protocol could op-
timistically read for update (without locking) and lock in
the commit phase, before the validation, as implemented
in FaRM [11].
5.5 Example remote data structure: hash table
We use a hash table as a classical remote data structure
example. In addition to being remote, this hash table is
also distributed, but this does not affect Storm’s design in
any way. We modified the MICA hash table [21] to ac-
commodate for zero-copy transfers and extended it with
handlers from Table 3. Zero-copy is achieved through
inlining of the required metadata, including: key, lock
and version. The rpc_handler is compatible with Storm
transactions and implements lookups, lock acquisition,
updates, inserts and deletes. To lookup remote items, the
clients call into lookup_start to get the address based on
hash. The MICA hash table allows us to change buffer
allocation and specify the bucket size, which we leverage
to reduce hash collisions.
Besides hash tables, Storm allows the user to imple-
ment other types of basic data structures, such as queues
and stacks, trees, etc. The metadata that is cached may
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Figure 3: Storm execution phase and the commit protocol.
Reads and updates performed using both remote reads and
RPCs. Validation is performed using remote reads and com-
mit using RPCs. Storm falls back to RPC if remote reads turn
out to be expensive (first read on the figure).
differ across data structures; for example, for queues the
head and tail pointers may be cached on the client side.
For trees, the clients could cache higher levels of the tree
to improve traversals.
5.6 Concurrency
Asynchronous scheduling of remote reads and RPCs is
a difficult task. One could use callback continuations to
pipeline multiple remote operations concurrently. Even
though this approach has low overhead, the preferred
method has been to use user-level threads (i.e., corou-
tines) [16, 45]. Storm leverages coroutines to provide
concurrency within each individual thread, while reduc-
ing the complexity of building applications on top of the
Storm TX API; from the developer’s perspective all op-
erations appear blocking.
6 Evaluation
6.1 Methodology
We use Infiniband EDR to evaluate key design bene-
fits of Storm and point out the downsides of the previ-
ous proposals. We first briefly explain our experimental
methodology.
RDMA test-bed. We deployed and evaluated Storm on
a 32-node Infiniband EDR (100Gbps) cluster. Each ma-
chine features a Mellanox ConnectX-4 NIC, which has
similar performance characteristics to ConnectX-5. In
addition, we have access to three pairs of servers, a pair
for each of the three most recent ConnectX generations
(CX3, CX4, CX5), all based on RoCE. Table 4 summa-
rizes our test-beds. In this section, we only focus on the
Infiniband cluster because it has the largest number of
nodes. We use a key-value micro-benchmark to evaluate
workloads dominated by single-object reads (no transac-
tions). Also, we use the Telecommunication Application
Transaction Processing (TATP) [42], which is a standard
database benchmark. Both benchmarks are tested on the
previously described distributed hash table. In addition
to Storm, we also deploy and run eRPC and our emu-
lated and improved version of FaRM. We were not able
to deploy LITE on this cluster, as we were not allowed
to patch the kernel on the cluster. Instead, we ported and
deployed LITE on our CX5(RoCE) servers and projected
the results to our CX4(IB) platform.
Emulation. With Storm we are able to emulate RDMA
clusters larger than 32 nodes. To achieve that, Storm al-
locates the same amount of resources that would exist in
a real environment, including connections and registered
RDMA buffers. For example, each thread maintains a
connection to each of its "siblings" (i.e., threads with the
same local ID) on the other servers. By varying the num-
ber of QP connections and the amount of message buffers
used per thread, we can accurately emulate clusters of 3-
4x larger sizes. The maximum size is limited because of
the amount of compute that is fixed.
Workloads. We use two workloads, described next.
• Key-value lookups uses Storm to look up random
keys in the Storm distributed hash table. Each bucket
has a configurable number of slots for data. Colliding
items are kept in a linked list when the bucket capacity
is exceeded. When the hash table is highly occupied,
linked list traversals are needed to find a key. Each data
transfer, including the application-level and RPC-level
headers, is 128 bytes in size.
• TATP is a popular benchmark that simulates accesses
to the Home Location Register database used by a mo-
bile carrier; it is often used to compare the performance
of in-memory transaction processing systems. TATP
uses Storm transactions to commit its operations.
Baselines. We compare Storm to three different base-
line systems: (i) eRPC, which is a system based on Un-
reliable Datagrams (UD); (ii) FaRM, a system that lever-
ages the Hopscotch hashtable algorithm to minimize the
number of round trips; and (iii) LITE, a kernel-based
RDMA system that onloads the protection functionality
to improve scalability. eRPC does not allow for one-
sided reads and is an RPC-only system. eRPC relies on
UD, which is an unreliable Infiniband transport requir-
ing onloaded congestion control and retransmissions. We
emulate FaRM by configuring Storm with FaRM param-
eters. Also, to provide a fair comparison, we do not share
QPs using locks as our NICs scale better compared to the
Table 4: Different evaluation platforms used in this work
Platform: CPU/memory RDMA network Max. Machines
CX3 (RoCE)
Intel Xeon Gold 5120, 192GB DRAM
Mellanox ConnectX-3 Pro 40Gbps
2CX4 (RoCE) Mellanox ConnectX-4 VPI 100Gbps
CX5 (RoCE) Mellanox ConnectX-5 VPI 100Gbps
CX4 (IB) Intel Xeon E5-2660, 128GB DRAM Mellanox ConnectX-4 IB EDR 100Gbps 32
CX3, which have been used to evaluate FaRM. Finally,
we improved LITE by extending it with support for asyn-
chronous remote operations. Asynchronous operations
are important for throughput-oriented applications, such
as transactions.
6.2 Performance at rack-scale
We first evaluate Storm in isolation using the Key-
value lookups workload. Then, we compare Storm to the
previously proposed systems using the same workload,
and finally we evaluate TATP running on Storm.
6.2.1 Key-value lookups
Figure 4 shows the performance for three different
Storm setups: (i) Storm uses only RPCs to perform
lookups. We observe that the throughput stabilizes with
the node count; more nodes amortizes the polling over-
head on the receiver. (ii) Storm(oversub) enforces lower
collision rate by allocating a larger hash table. With 32
nodes the throughput is 1.7x higher compared to Storm.
The throughput is not stable as we scale because the
collision rate is not the same for different node counts,
which translates to a higher or fewer number of reads
followed by RPCs (one-two-sided), impacting through-
put. Finally, (iii) Storm (perfect) assumes no RPCs on
the data path. Using only remote reads in Storm is pos-
sible through a combination of memory oversubscription
and caching of the addresses of pointer-linked items. At
32 nodes, Storm (perfect) outperforms Storm by 2.2x.
6.2.2 Key-value lookups (comparison)
In this section we compare the performance of Storm,
eRPC, FaRM, and LITE using the Key-value lookups
workload. Figure 5 presents the performance of all the
systems running on a real cluster with sizes varying from
4 to 16 machines. We were not able to deploy eRPC
on more than 16 nodes (hence X-axis goes up to 16), as
our NICs do not support sufficiently large receive queues.
eRPC relies on a large-enough number of registered re-
ceive buffers to prevent receiver-side packet loss. For
Storm, we only plot Storm(oversub). For eRPC, we study
the baseline version and one without congestion control,
whereas Storm(oversub) has hardware congestion con-
trol always enabled. For FaRM, we use our improved
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Figure 4: Comparison of different Storm configurations for a
read-only key-value workload. Average per-machine through-
put on the Y-axis.
emulated version that does not require QP locks, unlike
the original FaRM implementation [11]. We emulate
FaRM by configuring Storm with the same parameters
from the original FaRM paper [11]. A key difference
is that we use 128B items, which increases the bucket
size in FaRM and affects throughput. Finally, we use our
improved version of LITE that enables asynchronous re-
mote reads and RPCs (Async_LITE).
The key takeaways are: (1) Storm significantly out-
performs previous systems. This gap is mainly due
to Storm’s ability to take advantage of fine-grain re-
mote reads. (2) Even though eRPC does not use a reli-
able transport (no connections), the throughput decreases
with node count due to the increasing overhead of post-
ing onto the receive queue. This issue can be fixed using
"strided" RQ, which unfortunately is not available on our
infrastructure. Strided RQ enables posting a single RQ
descriptor for a set of virtually contiguous buffers. The
lack of this feature also limits us to 16 nodes. This limit
holds only for eRPC and not for other evaluated systems.
(3) eRPC with no congestion control performs 1.53x bet-
ter at 16 nodes than eRPC with application-level con-
gestion control with bypass techniques enabled [17], in-
dicating that relying on the implicit congestion control
provided by RC rather than the custom congestion con-
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Figure 5: Comparison of Storm, eRPC, FaRM, and LITE.
eRPC includes two versions, with and without congestion con-
trol. We optimized both FaRM and LITE for the maximum
throughput.
trol at the application level may be beneficial. The over-
head of onloaded congestion control will become more
problematic with decreasing network latencies and in-
creasingly higher IOPS rates (4) FaRM with its coarse-
grained reads performs worse than eRPC, suggesting that
trading larger network transfers (8x) per lookup for fewer
network round trips comes with performance overhead.
For items smaller than 128 bytes, FaRM achieves higher
throughput, as this results in smaller bucket transfers.
Finally, (5) LITE performs the worst due to the ker-
nel complexity. We measured the throughput on two
CX5 nodes only and projected these measurements to 16
nodes. LITE is compute-bound and does not suffer from
NIC cache thrashing. Hence, we expect the throughput
to be similar when running on larger clusters with CX4.
6.2.3 TATP performance
On Figure 6 we study TATP for two Storm configura-
tions. Both configurations allocate the same amount of
memory for the data. The configurations are as follows:
(1) Storm (oversub) uses an oversized hash table with
bucket width of one, where each unsuccessful remote
read lookup is followed by an RPC (one-two-sided) to
traverse the overflow chain. To perform read-for-update
and commit, Storm uses RPCs. The oversized hash ta-
ble results in fewer collisions and the ability to success-
fully leverage remote reads most of the time; (2) Storm
always uses RPC to execute all application requests, in-
dependent of the bucket size.
At 32 nodes, Storm (oversub) outperforms Storm by
1.49x. The TATP workload has 16% of writes and 4%
of inserts and deletes. Writes, inserts and deletes require
RPCs and thus the improvement is not as significant as
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Figure 6: TATP running on Storm. Lower occupancy of TATP
hash tables leads to better performance.
in the Key-value lookups workload. Also, with increas-
ing node count, the throughput trend is similar to that
of Storm in the Key-value lookups workload, and this is
because of a larger fraction of RPCs.
6.2.4 Impact on latency
(i) Unloaded latency: Table 5 shows the unloaded
round trip latencies of the evaluated systems on two of
our CX4 platforms, Infiniband and RoCE. RoCE is gen-
erally known to have slightly higher latency compared to
Infiniband. RPC latency for Storm and eRPC is similar;
both are optimized zero-copy implementations. FaRM
requires transferring eight times larger blocks, hence
higher latency. LITE has the highest latency due to the
kernel overheads. (ii) Loaded latency: We have also
looked at the 99th-percentile latency in the context of
TATP. The tail latency keeps increasing as we add more
nodes, but the system does not saturate the network and
the latency is only on the order of tens of micro-seconds,
far below a typical SLA (around 5ms).
6.2.5 Physical segments
We studied the performance of Storm on clusters with
CX5 NICs and large persistent memories (PB scale).
With the advent of extremely dense persistent memory
technologies, we anticipate that future servers will be
hosting hundreds of TBs memory. For such large mem-
ory machines, the RDMA region metadata can over-
whelm the NIC caches, especially due to the MTT size.
We added support for physical segments in Storm and en-
force kernel-level segment registration for security rea-
sons. We use 4KB page sizes and compare them to using
Storm to export application memory as a physical seg-
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Figure 7: Emulation of larger clusters using a 32-node clus-
ter. 128 emulated machines requires 4x more connections and
RDMA buffers. Comparison of Storm(perfect) with 20 and 10
threads per machine.
Platform Storm (RR) Storm (RPC) eRPC FaRM LITE
CX4 (IB) 1.8us 2.7us 2.7us 2.1us 5.8us
CX4 (RoCE) 2.8us 3.9us 3.6us 3us 6.4us
Table 5: Round-trip unloaded latencies for the various base-
lines and Storm
ment. By using 4KB pages, we emulate a PB-scale stor-
age class memory with 1GB page size. Using physical
segments vs 4KB pages leads to 32% higher throughput.
6.3 Discussion: beyond rack-scale
In this section, we emulate larger clusters using our
32-node CX4(IB) cluster by creating additional connec-
tions and allocating additional buffers between each pair
of machines [45]. Figure 7 shows the throughput as we
scale the system from 32 to 128 virtual nodes. At 96
nodes and 20 threads per (physical) node, the throughput
drops by 1.57x when the NIC cache is overwhelmed with
state. Most of this state consists of connections, as we
minimized the amount of MTT and MPT through larger
(2MB) pages and contiguous memory allocation.
We observe the following: (i) Up to 64 nodes, the
throughput is stable. 64 or fewer nodes is enough for
most rack-scale deployments, which are most common.
(ii) by reducing the number of threads to 10 per server,
the throughput is stable even at 128 nodes. A smaller
number of threads leads to fewer initiated connections,
which minimizes the amount of transport-level state. If
an application requires more than 10 threads per node,
we envision a low-overhead, lock-free connection shar-
ing mechanism that will allow Storm to scale to larger
cluster sizes. We are also looking into memory manage-
ment techniques for Storm to reduce memory footprint.
7 Related Work
Other than the systems discussed in the previous sec-
tions of this paper, there is a large body of other work on
RDMA-based key-value and transaction processing sys-
tems [9, 14, 20, 27, 28, 40, 46], distributed lock manage-
ment [31,47], DSM systems [32], PM systems [6,22,38,
39,43], and resource disaggregation [12,34]. We discuss
only a few of these in this section.
Other one-sided RDMA storage systems. Pilaf [27]
uses a self-verifying data structure to detect races and
enforce synchronization. This mechanism is directly ap-
plicable to Storm. NAM-DB [8, 48] leverages multi-
versioning to minimize the overhead of running dis-
tributed transactions. Storm does not focus on optimiz-
ing the commit protocol and instead focuses on improv-
ing the datapath. Crail [39] is based on Java but pro-
vides competitive performance by cutting through the
Java stack (e.g., bypasses serialization). However, Crail
is better suited to data processing systems, unlike Storm,
which is optimized for fine-grain one-sided transfers.
Hybrid RDMA systems. Cell [28] uses one-sided
reads and two-sided RPC in a distributed B-tree store.
Storm is more general-purpose and can support various
data structures. Also, Cell uses send/receive to imple-
ment RPC, which we show is sub-optimal. RTX [45]
provides key insights about the choice of RDMA prim-
itive for each phase of a two-phase commit protocol us-
ing both UD and RC transports. Unlike RTX, Storm’s
focus is on the scalability aspect. Storm argues for us-
ing the connected transport (RC) only and taking advan-
tage of high-throughput one-sided primitives (even for
RPC). RTX validates our conclusion that one-sided op-
erations achieve significantly higher IOPS compared to
UD-based RPC for messages larger than 64 bytes and
still opts to use UD for RPC due to scalability concerns.
In this work, contrary to common wisdom, we show this
is not necessarily a concern.
Unreliable Connections in Transaction Processing.
HERD [15] is another system using the Unreliable Data-
gram (UD) transport, which allows a thread to use a sin-
gle QP to talk with all the machines in the cluster. Our
evaluation shows that this approach also has scalability
limitations and limits the maximum throughput as it does
not allow for one-sided operations. We leverage this fact
and use reliable connection along with contiguous mem-
ory allocation to build Storm, which makes the most out
of the underlying RDMA network.
Distributed Shared Memory Systems emulating
shared memory using RDMA [6, 22, 38] fault in remote
pages into the local memory. This mechanism is very
convenient from the programming perspective but incurs
significant performance overheads. Storm does not pro-
vide the memory mapping functionality but exposes an
intuitive API based on memory copy and RPC primitives.
8 Conclusion
We make several contributions in the RDMA space: a
detailed analysis of multiple generations of RDMA hard-
ware, showing evidence that modern RDMA hardware
scales well on rack-scale clusters. Second, we introduce
Storm, a high-performance and transactional RDMA dat-
aplane that uses one-sided reads and write-based RPCs.
Finally, we give a detailed evaluation of Storm and com-
pare it to FaSST/eRPC, and improved versions of FaRM
and LITE. We show that due to the recent advance-
ments in RDMA technology, one-sided operations are
effective for rack-scale systems. For best performance,
Storm minimizes protocol state and uses remote reads
and write-based RPCs to access data.
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