We present a dynamic model of network formation where nodes find other nodes with whom to form links in two ways: some are found uniformly at random, while others are found by searching locally through the current structure of the network (e.g., meeting friends of friends). This combination of meeting processes results in a spectrum of features exhibited by large social networks, including the presence of more high and low degree nodes than when links are formed independently at random, having low distances between nodes in the network, and having high clustering of links on a local level. We fit the model to data from six networks and impute the relative ratio of random to network-based meetings in link formation, which turns out to vary dramatically across applications. We show that as the random/network-based meeting ratio varies the resulting degree distributions can be ordered in the sense of stochastic dominance, which allows us to infer how the formation process affects average utility in the network. JEL Classification Numbers: D85, A14, C71, C72.
the model produces assortativity, since older nodes are both more likely to be linked to each other and more likely to have large degree. 9 Clustering results from the network-based meeting process since some nodes meet each other explicitly through common neighbors. The negative relationship between a node's degree and local clustering in its neighborhood comes from the fact that high-degree nodes attracted most of their neighbors via network-based meetings, and each of those neighbors then forms a relatively small number of connections to the node's neighbors. The small diameter results both from random meetings, which effectively form "bridges" between neighborhoods, and the prevalence of high-degree nodes or "hubs," which bring many nodes into close proximity.
By fitting this process to data from six different networks, we find widely different ratios of the role of random versus network-based meetings in link formation. Although the model is simple, it does a remarkable job of matching various network statistics across applications, and thus allows us to begin to trace differences in network characteristics back to differences in the formation process. For instance, we find that the relative roles of the random versus network-based meetings is more than eight times greater in a co-authorship network than in a world wide web application, and the formation process is almost uniformly random in two applications where links correspond to friendships.
The relative simplicity of the model also allows us to derive a tight relationship between parameters of the model and welfare differences in resulting networks. In particular, as the ratio of random to network-based meetings is varied, we can completely order the degree distribution in the sense of second order stochastic dominance. This is useful as it allows us to derive results about the efficiency of the resulting networks. For instance, if the utility derived by a node is a concave function of its degree, then second order stochastic dominance of the degree distribution implies that we can completely order the resulting networks in terms of total utility. These are the first results that we are aware of that tie variations in the stochastics behind network formation to variations in efficiency of resulting networks.
Formal modeling of network formation can be roughly split into two categories. One set examines efficiency and/or strategic formation of networks. These models use gametheoretic tools and lie more or less exclusively in the economics literature.
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The other set is more mechanical, describing stochastic processes of network formation that exhibit some set of characteristics. This set has roots back in the early random graph literature, has overlap with the sociology literature, and has been very recently flourishing in the computer science and statistical physics literatures.
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Our model has characteristics of both categories.
The agents or nodes in our model are non-strategic. While the meeting process has many natural characteristics, it is in the tradition of the random graph literature in terms of being largely based on a mechanical (stochastic) process. On the other hand, we are able to tie the implications of the stochastic process back to the welfare of the agents, and thus deduce efficiency characteristics of the networks.
A variety of recent random graph models have been proposed to explain some of properties (i) to (v) . For example, Watts (1999) and Watts and Steven H. Strogatz (1998) generate networks exhibiting the "small world" characteristics, (i) and (ii), by starting with a symmetric network and randomly rewiring some links. shown to also exhibit small world properties (i)-(ii). Some network models that grow over time have been shown to exhibit (iv) (e.g., Duncan S. Callaway et al (2001) and Paul L.
Krapivsky and Sidney Redner (2002)).
While the above-mentioned models result in some of the empirical regularities of large social networks, none of them are not consistent with all of (i)-(v). Thus, those methods of generating networks cannot be the ones underlying most of the large networks that we actually observe. 15 Our simple model exhibits all of the stylized facts by combining random meetings and network-based meetings in a natural way, and it is important to understand that the particular relationship between random meetings and network-based meetings is critical to ob-taining our results. Models that mix random meetings and preferential attachment (e.g., vertex copying -see Jon Kleinberg et al (1999) and Kumar et al (2000) ) or have nodes randomly decide to form their links one way or the other (see Pennock et al (2002) ), cannot exhibit all of the features discussed here. In particular, we obtain the high clustering (ii), a diameter that is smaller than that of a random graph (i), and the negative clustering-degree relationship (v), precisely because each node has some chance of forming multiple links at random and at the same time forming other links within the neighborhoods found from that process.
The most similar models in structure to ours are by Alexei Vazquez (2003) This leads to a degree distribution that is similar to the one from the model analyzed here. However, the fact that their link formation process is not networkbased means that there is no limiting clustering in such a model, and other characteristics of their model are also quite different. Nevertheless, Pennock et al (2002) were the first to fit a family of degree distributions to network data sets, pointing out that observed networks do not actually match pure preferential attachment. The contribution of the empirical portion of our analysis relative to theirs is that we examine the model's fit along more dimensions than just the degree distribution. We also fit the clustering, diameter and assortativity that emerge from the network-based meetings approach, and find that the network-based model fits observed networks well on these other dimensions, in addition to fitting the degree distributions closely. Vazquez (2003) analyzes several models, including one where nodes enter by finding a starting node uniformly at random and then subsequently randomizing between following a random link from the last node visited, or hopping to a new node uniformly at random. While that model differs from ours in details, it is perhaps the closest from the literature in that it combines random meetings with some local search, and thus has a network-based meetings flavor to it. As such, his model has a degree distribution that differs from a pure power law, exhibits nonzero clustering and has a negative degreeclustering relationship. While Vazquez does not show his model to have all of the features mentioned above, a strong conjecture based on our analysis is that his model would have similar diameter and assortativity characteristics as we have found in our model. Vazquez does not fit his model to data or derive any stochastic dominance conclusions.
Perhaps the most useful innovation to come out of our analysis is showing that as one varies the parameters of the model (the average number of links formed and/or the ratio of uniformly random to network-based meetings), the resulting degree distributions can be ordered in the sense of first and second order stochastic dominance. This helps to tie the network formation process to outcomes and welfare, since when one can order degree distributions in this way, then one can order outcomes and utilities. 
I. The Network Formation Model
Networks are modeled as directed graphs. Given a finite set of agents or nodes N , a directed graph on N is an N × N matrix g where entry g ij indicates whether a directed link exists from node i to node j. The obvious notation is that g ij = 1 indicates the presence of a directed link and g ij = 0 indicates the absence of a directed link.
Non-directed graphs are similarly defined, but with the restriction that g ij = g ji for all nodes i and j.
For any node
is the number of links that connect to i from other nodes.
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Let n i (g) = {j ∈ N | g ij = 1} denote i's neighborhood; i.e., the nodes that can be reached via links leaving node i.
The network is formed over time as follows. Link formation takes place at a countable set of dates t ∈ {1, 2, . . .}. At each date t a new node is added to the population. Denote the node born at date t by its birthdate t. Let N t denote the set of all nodes present at the end of time t. Denote by g(t) the network consisting of the links formed on the nodes N t by the end of time t.
Links are formed as follows.
Upon birth, node t identifies m r nodes uniformly at random (without replacement) from N t−1 . We call these nodes t's "parent nodes." Node t forms a directed link to a given parent node if t's marginal utility from forming that link is positive. For now, assume that the 1 See Jackson and Rogers (2004) for an analysis of how stochastic dominance can be used to order diffusion of disease and behavior through social networks.
marginal utility from forming a directed link is independently and identically distributed across pairs of nodes, regardless of the network structure. Let p r denote the probability that any new node finds a parent node attractive to link to. In section we return to richer formulations of utility that allow for indirect benefits and externalities from the network structure.
The node t also meets other nodes in its parents' immediate neighborhoods. The new node t finds a total of m n nodes through these network-based meetings. These nodes are picked uniformly at random without replacement from the union of the parents' neighborhoods (excluding all parents).
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Let p n denote the probability that node t obtains a positive marginal utility from linking to any given node found through each network-based meeting.
It would be natural to require that p r = p n = p, but we allow for the additional heterogeneity so that we can nest other models as special cases.
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In order for the process to be well-defined upon starting, begin with an initial network on a set of at least m r + m n + 1 nodes, where each node has at least m r + m n neighbors.
In our model nodes have the same expected out-degree but will have different expected in-degrees depending on how long they have been alive. One could add heterogeneity in out-degree. This would add complexity without adding much insight to the analysis. Thus we focus primarily on in-degree.
This process forms a directed network. While some applications involve directed networks (e.g., a network of citations of articles by others), others are non-directed (e.g., a network of friends or acquaintances). We can adopt the process to deal with non-directed applications by working with the process as described, where the directed nature of the link indicates the node who "initiated" a meeting, but where every link is treated as if it represents a mutual acquaintance.
An expression for the probability that a given existing node i with in-degree d i (t) gets a new link in period t + 1 is roughly
The first main expression in (1) is the probability that the node is found at random by the new node and then linked to. There are t existing nodes, and the new node picks m r of them at random and links to them with a probability p r . The second main expression in (1) is the probability that the node is found via a network-based meeting and is then linked to. This breaks into three parts. The term
, is the probability that some node with a link to i, say a node j, is chosen as a parent, so that i has the potential of being met in this way. The term mn mr (prmr+pnmn) is then the probability that i is found given node j has been met randomly. The denominator, m r ( r m r + p n m n ), is the expected size of the union of the parents' neighborhoods, and the numerator, m n , is how many nodes are met out of that union. The factor p n is the probability that a link is formed after the nodes have met via a network-based meeting.
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Letting m = p r m r + p n m n be the expected number of links that a new node forms, we
A. A Mean-field Analysis of the Degree Distribution
The analysis of this model is complicated, especially given that the meetings depend on the structure of the network in place at each date. Thus, we use techniques that are common to analyzing such dynamic systems. In particular, we analyze a "mean-field" approximation to this system. This is a continuous time system where all actions happen deterministically at a rate proportional to the expected change. We then also run some simulations of the actual system and compare these to the predictions of the mean-field approximation, as well as checking the approximation in extreme cases where closed-form solutions can be derived.
Consider a process that evolves over time (continuously) where the in-degree of a given node i at time t changes deterministically according to
Let each node t be born having in-degree counted as d 0 . This can be set to 0, but allowing for other cases again allows us to nest other models.
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We solve the differential equation (3) to find
where r = prmr p n m n is the ratio of the number of links that are formed uniformly at random compared to through network-based meetings.
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Depending on the application, the parameter r, might either capture the inherent randomness of the environment in terms of the meeting process, or might instead capture a search algorithm (like a variation on simulated annealing) that nodes choose to follow in meeting other nodes.
Using this expression for the in-degree of a node, we can derive the degree distribution by keeping track of how this varies across nodes. 
The proof of Theorem 1 follows from Lemma 1, which appears in the appendix.
As a check on the mean-field approximation, we compare the distribution function from Theorem 1 with degree distributions generated by simulations of the random process. The results are consistent for a variety of different parameters that we have checked.
23 Figure 1 shows a range of comparisons. The red curves are the predictions from (5) and the black dots depict empirical distributions from simulations.
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To get an idea of how the degree distribution resulting from the network-based meeting model relates to a scale-free distribution, we rewrite (4) as
For large d relative to rm, (5) is roughly linear in log(d), and thus approximates a scalefree distribution. However, for small d, the expression does not approximate a scale-free distribution. One can also see the effect of varying r on the degree distribution. As r → 0, links are formed primarily via network-based meetings, which gives an advantage to higher degree nodes. This corresponds to "preferential attachment" (in the sense of Barabasi and ) and leads to a scale-free or power-law distribution.
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At the other extreme where r → ∞, the process is one of uniformly random link formation. 
B. Clustering
We now analyze the clustering coefficients that emerge from networks formed under the model.
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There are several ways to measure clustering, and we examine three common ones.
The first is a well-known measure from the sociology literature (e.g., see Stanley Wasserman and Katherine Faust (1994)) that examines the percentage of "transitive triples." This looks at situations where node i has a (directed) link to j, and j has a (directed) link to k, and then asks whether i has a (directed) link to k.
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The percentage of times in a network that the answer is "yes" is the fraction of transitive triples. This fraction is represented as follows.
While the above fraction of transitive triples is a standard measure, much of the empirical literature on large networks has considered variations of it where the directed nature of relationships is ignored, even though the relationships may indeed be asymmetric (e.g., links from one web pages to another; e.g. see Newman (2003) ). That is, setting
we have an alternative measure of clustering where the directed nature of links is ignored and we only pay attention to whether there is some relationship between nodes. This total clustering measure is
These two measures clearly coincide when the network is not directed, but are different otherwise.
Another variation is similar to the total clustering coefficient C(g) above, except that instead of considering the overall percentage of triples out of potential triples, one does this on a node-by-node basis and then averages across nodes. For example, this measure is used by Watts (1999) , as well as many empirical studies (e.g., see Newman (2003)), and is calculated as follows.
These measures can differ significantly,
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as we shall see.
In order to obtain closed-form expressions for these coefficients, we again use mean-field approximations. We also assume that m is an integer and that the process is such that if 
Total clustering, C(g), tends to
if r ≤ 1, and
We remark that at the extremes of a uniformly random network (p n = 0) and a pure were formed uniformly at random over the same nodes).
In contrast, in variations of the model with both random and network-based meetings the fraction of transitive triples and the average clustering coefficient are positive.
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The intuition for why these clustering coefficients are positive relies on the combination of the random and network-based meetings. A node is likely to link to two nodes who are linked to each other, precisely because they are linked to each other and one is found through a search of the other's neighbors. This is the critical feature that distinguishes the network-based meeting model from pure random graph models, preferential attachment models, and previous hybrid random graph and preferential attachment models where the preferential attachment and random attachment aspects are not tied to each other. As we shall in Section , the clustering coefficients generated by our model will fit those from observed networks fairly closely.
A final point is that the total clustering coefficient is nonzero only when r > 1, that is, only in cases where random meetings are more prevalent than network-based meetings.
When r < 1, the predominance of links are formed through network-based meetings, and there is a high proportion of nodes with extremely high in-degrees. The impact on total clustering comes from the fact that nodes with huge in-degrees dominate the total clustering calculation since the calculation is effectively a degree-weighted average. The contrast with the average clustering calculation is due to the equal weighting of nodes in that calculation.
Nodes with huge in-degrees have very low clustering rates since the many nodes that have connected to them are relatively unlikely to be linked to each other.
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C. Diameter
It is difficult even to derive bounds on the diameter of a random network, especially for models that are more complex than the uniformly random graphs studied by Erdös and Rényi (1960) .
For some special cases we deduce limits on the diameter by piggy-backing on powerful results due to Bollobás and Oliver Riordan (2002) . In particular, they show that a preferential attachment process where each node forms a single link (see also Bruce Reed (2003)) consists of a single component with diameter proportional to log(t) almost surely, while if more than one link is formed by each new node then the diameter is proportional to log(t) log log(t) .
In our context, this covers the following special case, where we assume that at least two nodes met through the network meeting process come from different randomly located nodes' neighborhoods: , almost surely. 32 The proof follows from Bollobás and Riordan (2002).
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The theorem implies that when at least two neighborhoods are searched, the diameter of the resulting network is much smaller than that of a uniformly random network. Results from simulations support the conjecture that this holds more generally, as we shall see shortly.
The constraint that m r ≥ 2 is critical to the result. Attachment to at least two independent neighborhoods allows a node to form a bridge between different existing neighborhoods of the network, thus reducing path lengths. For instance, if m r = 1, and the existing network consisted of several separate components, a new node would end up just connecting to one of those components. The network would never become connected. We conjecture that increasing the parameters p r and m n and decreasing p n (provided m r ≥ 2 and p n m n ≥ 2) would not increase the diameter, as this leads to an increased number of links in the network, and at least as many links formed via network-based meetings as the minimal case now covered by the theorem. This is confirmed by following the heuristic test suggested on page 24 of Bollobás and Riordan (2002). However, changing the process changes the relative likelihood of connecting to different nodes, and once the parameters p r and m n are increased, the process is no longer covered by the Bollobás and Riordan (2002) approach and the diameter seems quite difficult to bound.
D. Assortativity
As Newman (2003) notes, a further feature distinguishing socially generated networks from other networks (e.g., uniformly random networks or those that are designed or controlled by some central actor) is that the degree of connected nodes tends to be positively correlated. This is referred to as assortativity since higher degree nodes have a tendency to be linked to each other, as in an assortive matching.
Generally, most models of networks where nodes are born over time will be assortative.
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The basic intuition is that nodes with higher degree tend to be older nodes. As nodes must connect to pre-existing nodes, they always connect to nodes that are at least as old as they are. Thus, old nodes have at least some relative bias to be connected to other old nodes. In models where degrees grow with time, this means that nodes with higher degree are relatively more likely to be connected to each other, leading to a positive correlation among the degree of connected nodes in the network.
In fact, we can draw a stronger conclusion than simple correlation, as we now show. Let 
Theorem 4 Under the mean-field approximation to the model (with nontrivial networkbased meetings, so that
p n m n > 0), if d i (t) > d j (t), then 1 − F t i (d) > 1 − F t j (d) for all d < d i (t).
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This result provides a stronger relationship than positive correlation. The distribution of the degrees of the neighbors of a relatively higher degree node first order stochastically dominates the corresponding distribution for a node with a lower degree.
E. Negative Clustering-Degree Relationship
Beyond looking at total and average clustering coefficients, we can examine how the clustering varies across different nodes' neighborhoods. Considering a node i, its neighborhood's clustering is the fraction of pairs of i's neighbors that are linked to each other. A network has a negative clustering-degree relationship if this local clustering coefficient is smaller for higher degree nodes, on average. This has been found, for instance, in co-authorship networks (e.g., see Goyal van der Leij, and Moraga-González (2003) away from zero when r < 1 (i.e., the role of random meetings is smaller than that of network-based meetings). Nodes with the largest degree have the smallest clustering in their neighborhoods (tending to 0 as degree grows), and receive a greater weight in the calculation of the total clustering coefficient.
Ideally we would like to show that C(d), the clustering coefficient for a node with indegree d, is a strictly decreasing function of degree d. While we believe this to be true, we do not have a proof. Nonetheless, we can prove a weaker version of this statement. In particular, we show that if two nodes have high enough degrees and have a large enough difference in their degrees, then the node with higher degree has a smaller local clustering coefficient. We make this precise in the following way. 
II. Fitting the Model to Data
To demonstrate the power and flexibility of the model and to illustrate how it can identify elements of link formation, we calibrate it with data from widely varied applications. We fit the model to six distinct data sets: the links among web sites on the Notre Dame www, the network of co-authorship relations among economists publishing in journals listed by Econlit in the 1990's, a citation network of research articles stemming from Milgram's 1960 paper (all papers either reference Milgram (1960) or contain the phrase "small world" in the title), a friendship network among 67 prison inmates in the 1950s, a network of ham radio calls during a one month period, and finally a network of romantic relationships among high school students. 38 We show that the characteristics predicted by the model closely match the observed characteristics of these networks.
We fit the model as follows. First, we directly calculate average in-degree to obtain m.
Fixing m and setting d 0 = 0, the only free parameter remaining in the degree distribution
, we use an iterative least squares procedure where we start with an initial guess for r, say r 0 and plug this in to get an expression of the form (d + r 0 m)
. 39 We then regress ln ( 
, and get an estimate r 1 . We iterate this process until we find a fixed point r * . 40 Next, we fit the clustering. We constrain p n = p r = p, as this seems a reasonable starting assumption and it eliminates a degree of freedom. 41 Then, using our expressions for clustering we can estimate p (which is not identified by the degree distribution).
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This provides estimates of the parameters of the model, and allows us to compare the predicted degree distribution and clustering measures with the observed ones.
Beyond the degree distribution and clustering measure, we can also compare the model's predicted diameter with the observed diameter in each network, and similarly for the assortativity and degree-clustering relationships. Here, though, we need to resort to simulation. For instance, we only have an order of magnitude calculation of diameter from Theorem 3. This is not so useful empirically as even in the www data set, where the number of nodes is almost T = 326, 000, one finds that ln(T ) = 12.7 and ln(T ) ln ln(T ) = 5.0. Thus, simply knowing an order of magnitude calculation does not even differentiate between a uniformly random network and one coming from the model. Even with the simulations, it is hard to calculate diameter directly. For instance, with the www data, the size of the network is larger than we can calculate using our program which can only take 100000 nodes, so we ran simulations based on T = 10000, 50000, and 100000, where we find lower bounds of 4, 4, and 5, respectively. The reported figure is then obtained by extrapolation. The reason we obtain bounds rather than a point estimate is that for any given network, finding the precise diameter involves exponentially many calculations (in the number of nodes), which is impossible to compute in large networks. Thus we obtain lower bounds by starting from a node with maximal degree in the largest component, and then estimating the maximal shortest path from this node to any other, which provides a lower bound on the diameter. Doubling this estimate provides an upper bound. The variance on these bounds across simulations is remarkably small, generally varying by at most one.
The co-authorship and ham radio networks are non-directed.
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Given the directed nature of our process, to fit the non-directed cases we adapt our model by keeping track of which nodes initiate the links, and let p represent the probability that both nodes find a link worthwhile.
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For instance, in the co-authorship data, given that there are roughly two links per researcher, on average each researcher initiates one link and receives one link initiated by another. Accordingly, we set m = .84 and then estimate r as in the directed network case, inferring the in-degree distribution by taking in-degree to be one half of overall degree.
The following table reports on the six different networks and fits.
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The fits suggest, for example, that the role of network-based meetings is much more prevalent in the formation process of the www network than for the co-author network.
Specifically, the random to network-based meetings ratio is approximately .57 in the www data and 4.7 in the economics co-author network. Thus network-based meetings are more than eight times more prevalent in the www network formation process than in the formation of the co-author network. We also see the two most purely social networks, the Prison and High School Romance networks, are almost uniformly random; in contrast, the world wide web and citations networks are more influenced by network-based meetings. The network formation processes in different settings can differ quite substantially and in a well-quantifiable manner.
Clustering measures are missing from the High School Romance data set since this is predominately a heterosexual network and so clustering is absent.
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The diameter is also missing for the Romance data set, but we can still compute a prediction from the model from parameters satisfying our estimates for m and r. The www only has average path length reported (see Newman (2003) ) rather than diameter, and so we report that. The www clustering figure of 0.11 is as reported in Adamic (1999) for her different www data set; the figure is not available for the Albert, Jeong, and Barabási (1999) data.
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Finally, we comment on the assortativity and clustering-degree relationships, which we have covered in the theoretical results. We have these measures only for the Prison and Ham radio data sets, as they are the only applications for which we have the complete networks.
For the prison network, the correlation between a node's in-degree and the average indegree of its neighbors in the actual network is .58 (with a P-value of 0). In simulations based on our estimated parameters the correlation ranges from .69 to .83 (with a mean of .75
and a standard deviation of .07 across simulations).
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For the Ham network, the correlation between a node's in-degree and the average in-degree of its neighbors is -.26, which is of the opposite sign from that predicted by the model (but is not statistically significant, with a P-value of .09). In simulations we find a range of correlations from -. The average clustering is fairly low (.10), which is expected in a nearly uniformly random network. Then, much of the positive correlation is driven by the fact that a few of the highest degree nodes have above-average clustering. The highest degree nodes also tend to be the first born nodes, and when they form their links there are so few nodes to form links with that they naturally cluster among themselves. Later-born nodes have fewer links and clustering that is closer to 0. Recall that our result on the negative clustering-degree relationship is a limiting result and presumes that p n m n > 0. In a uniformly random network formation process, the clustering will tend to 0, but early born nodes will have non-trivial clustering when the network is still small, and so finite samples tend to exhibit a slightly positive relationship.
The following figures show the fits of the degree distributions.
In reference to the degree distribution of the www: even though the fitted model is clearly not scale-free (r = .57 implies that roughly one third of links are formed uniformly at random), it looks quite linear in the above plot ( Figure , top left panel).
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III. Efficiency and Network Structure
Given that networks exhibit different average degree and ratios of uniformly random to network-based meetings, it is important to to understand the implications of the network formation process on the operation of a network. That is, we would like to know whether a high or low ratio of random to network-based meetings is a "good" or "bad" thing in terms of the functioning of a network. Based on the model, we can say quite a bit about this. A helpful result is that as we vary r, the resulting degree distributions are ordered in terms of strict second order stochastic dominance.
Theorem 6 Consider the distribution function described in (4) with any fixed m > 0 and
set d 0 = 0. 50
If r > r, then F strictly second order stochastic dominates F , where F and
F are the distribution functions corresponding to r and r, respectively.
Theorem 6 has powerful implications. One direct corollary is that if agents' utilities
can be expressed as a concave function of their degree, then we can order the total utility of a network with respect to r. Concavity of utility in degree implies that nodes realize diminishing marginal utilities to additional links. 
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Corollary 1 Suppose that the expected utility of a node in a network is a concave function of the node's degree, and the network's degree distribution is described by (4) with
d 0 = 0.
Then for any given m, if r > r, then the average expected utility of agents in the network
with r is weakly higher than that under r, with a strict ranking if the expected utility function is strictly concave in degree. 51 In Theorem 6 we vary r while holding m fixed. Doing the reverse, we find that higher values of m correspond to degree distributions that first order stochastic dominate degree distributions corresponding to lower values of m. This has obvious implications for situations where utility is increasing in degree.
Theorem 7 Consider the distribution function described in (4) and any fixed r > 0. If m > m, then F strictly first order stochastic dominates F , where F and F are the distribution functions corresponding to m and m, respectively.
We omit the proof, as it is easily verified by noting that 1 −
While there are contexts where the expected utility of a node can be described, or at least approximated, by a concave and/or increasing function of the node's degree, there are also some important contexts where we cannot express welfare in this manner. For instance, in some cases the degrees of a node's neighbors are important in determining the given node's utility. While the above theorems do not apply directly to such cases, they are still useful to the extent that one can then deduce things about the ordering of outcomes from the ordering of degree distributions (e.g., see Jackson and Rogers (2004) .
IV. Concluding Discussion and Extensions
We have presented a model of network formation that exhibits features matching observed socially generated networks. Fitting the model to data shows a wide range in terms of the relative ratio of uniformly random versus network-based meetings in the process of link formation, and also shows close fits of the model in terms of a variety of network properties.
We also show that the degree distributions coming from the model are ordered in the sense of first and second order stochastic dominance as parameters are varied. This can be useful in further applications, since if there is a well-structured relationship between degree and payoffs, then we can relate the network formation process to total societal utility.
The model and analysis suggest a pressing and interesting question regarding what accounts for the differences in the network formation process across applications. Why is it that the more purely social friendship networks appear to be governed largely through random meetings, while the world wide web and citation networks involve much more network-based link formation? Is there something systematic that can be said about network setting and the process through which nodes meet, and when it is that meetings should be more or less tied to existing network structure?
The power of the model and analysis comes at some cost. First, our approach uses techniques from mean-field analysis, which are commonly used in the study of complex 
A. Degree-Dependent Utility and Externalities
We have assumed that the utility obtained by a node from connecting to another is randomly drawn and independent of the rest of the structure of the network. In many contexts, the utility would instead be network-and degree-dependent. It might be that nodes benefit from indirect connections, and thus might be more willing to link to nodes that have larger degrees.
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Alternatively, there might be correlation in the valuations across different nodes, and so higher degree might be related to a higher expected valuation for other nodes.
A simple variation on the model where the utility from attaching to a given node is proportional to its degree is as follows. Let the marginal utility obtained from linking to a node j be
where u ij is a random factor, say distributed uniformly on an interval [0, u] , and where c (0 < c < u) is a cost parameter. Here u ij might capture the compatibility of node i with j and the nodes that j has chosen to connect to. Then the probability of linking to a given node that has been identified via the network-based meeting process is proportional to 1− c ud j (noting that it is necessary that d j ≥ 1 for j to have been met in this way).
Let us see how this would affect the degree distribution. For simplicity, suppose that parent nodes are attached to with certainty and that the utility calculation is only relevant for nodes identified through network-based meetings. We then obtain a mean-field process governed by
where m t = m t (d i ) is the expected neighborhood size of a random parent node identified at time t, which is correlated with d i (t). In the limit (as t grows), m t approaches a constant (it is growing and bounded above holding i constant, regardless of d i ), and so for this heuristic approximation, let m be that limit. By Lemma 1 (see the appendix),
While the parameters have changed, the basic expression is similar to (4) above. Essentially, this utility calculation tilts things more towards attaching to higher degree nodesso that the degree distribution is closer to being scale-free over higher degrees, resulting in fatter tails to the distribution for any given r. Future research should investigate how other utility formulations impact the network formation process.
B. Non-directed Networks
In fitting the model to data, we explained how the analysis of the directed network model extends to the case of non-directed networks by keeping track of who initiates a link. That is restrictive in that the network-based meetings only occur through the links that a parent node initiated. One could also consider a variation where network-based meetings occur through all of a parent's links, rather than just the ones they initiated. This leads to some complications as now parent nodes have degrees that are correlated with their age and that of their connections.
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This mitigates the degree-dependence of network-based meetings, as large degree nodes are more likely to be connected to each other, simply due to their age.
As a result, since a given node is more likely to be found via neighbors who have fewer links, this counter-acts the benefit of having a high degree.
C. Larger Neighborhoods for Network-Based Meetings
Suppose that we alter the model so that network-based meetings extend uniformly over more extended (directed) neighborhoods of the parent node, instead of just to nodes directly connected to the parent node. For instance, meeting nodes within a distance of k to the parent node. This would lower clustering coefficients, but not to 0. More generally, the last expression in the probability of attachment for a given node in (1) would change, but other than that the calculations remain the same.
D. Exponential Population Growth
The model has a single node born at each point in time. Exponential growth in the number of nodes over time can also be incorporated, and is consistent in many applications.
To see how, let us examine an extension of the model where the number of entering nodes at each date is proportional to population size, as in any naturally growing society. Let the number of new nodes entering at time t be gn t , where n t is the number of nodes at time t and g > 0 is a growth rate. The mean-field equation for degree evolution is then
As shown in Lemma 3 in the appendix, this results in a distribution described by
This has a similar structure to that for the case of linear growth, except for the exponent.
E. Out-degree, Network-Based Meetings Initiated by Existing Nodes, and Death
One dimension along which our model is clearly too restrictive is that all nodes have (roughly) the same out-degree, except for randomness through the realization of which links form. One easy extension would be to allow for heterogeneous m r , m n , p r , and p n across nodes. More generally, in many network applications, nodes continue to add and delete links over time, and nodes leave networks. The main complications in such extensions is that the out-degree of nodes changes over time, which complicates some of the expressions in the mean-field analysis. This is clearly worthy of further analysis.
F. Other Applications
Although we have interpreted our model as a network-based meeting model of network growth, there are broader applications for which the model is of interest. There are many contexts where power laws have been observed, including city size.
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The data in the Figure 3 represent the population sizes of all counties in the US.
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While the upper tail of the distribution is roughly linear, consistent with the fact that the literature has claimed scale-free distributions for (large) city populations.
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It is important to remark, however, that the graph has a noticeable bend to it.
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This point is emphasized by Eeckhout 
If a > 0 and either c = 0 or a = 1, then the complementary cdf
If a = 0 and c = 0, then (A3) has solution
The proof of Lemma 1 uses the following lemma whose standard proof is omitted. 
Lemma 2 Consider a differential equation of the form
Proof of Lemma 1: By Lemma 2 we can write
if a > 0 and either c = 0 or a = 1; and 
¿From (A4) and (A5) we deduce that
if a > 0 and either c = 0 or a = 1; and
if a = 0 and c = 0. The claimed expressions for 1 − F t (d) follow immediately.
Lemma 3 Consider an exponential growth process, where n t = (1 + g)n t−1 and the degree of a node born at time i has initial degree d 0 and evolves according to
Then the complementary cdf
Proof of Lemma 3: The solution to
This leads to a solution of
where i * (d) is as defined in the previous proof. In the exponentially growing system with
.
Substituting from the expression for t − i * (d) then leads to the claimed expression.
Proof of Theorem 2:
Let us first derive the expression for C There are several situations to consider.
1. Both j and k were found at random.
2. One of j and k (say j) was found at random and the other by a network-based meeting.
3. Both j and k were found by network-based meetings.
In case 1, the probability of j and k being connected tends to 0 as n becomes large.
In case 2, we have p r (p n m n ) such situations where the link to the random node was formed and then a link to a node in its neighborhood was formed; where p n m n is the expected number of nodes formed through network-based meetings and on average p r of them have a link from i to the parent node. [Other situations where k was not found through search of j's neighborhood, but instead through the search of some j 's neighborhood, will lead to a probability tending to 0 of the link jk being present.]
In case 3, if j and k were found by the search of different parents' neighborhoods, then the probability that they will be linked tends to 0. It is only in the case where they were found by search of the same parent's neighborhood that they will have a positive probability of being linked. There are on average Thus, for a given node, summing across the three cases we expect
≥ 1, and p r p n m n otherwise. Thus, 
¿From Theorem 1, the degree distribution of the process has a cumulative distribution function of
and a corresponding density function of
Using the density function (and setting d 0 = 0), some straightforward calculations lead to an approximation of 
where C(d) is the clustering coefficient for a node with in-degree d. We can simply add the expected number of this type of completed triple over each node j that has attached to i through a network-based meeting. First, there is a p r chance that j will have attached to the parent through whom j located i (and necessarily the third link is then present). The other potential triples that will occur with a non-trivial probability in the limit are those where j has connected to i through a network-based meeting and also to some other node k through a network-based meeting. A fraction 1 The term "social" emphasizes that links result from the decisions of nodes or agents themselves, and are not designed or optimized, as in the case of a technological network or biological system. 2 We add a caveat that claims of such regularities appearing in the literature are based on an accumulation of case studies. There is no work that systematically looks across networks to carefully document the extent of these facts. As discussed below, one contribution of the model is that it opens the possibility for such a study. 14 "HOT" (highly optimized tolerance) systems are centrally optimized rather than self-organizing. As such, the explanation for fat-tailed degree distributions is different both in application (for instance, understanding connections among some routers) and approach, and thus complementary to the model proposed here. Also, HOT systems deliberately do not exhibit some of the other features discussed here. 15 As a separate point, many previous models involve artificial rewiring or behavior that might be hard to rationalize. The network-based meeting model that we present is a natural behavior that not only is easy to envision but is actually part of many (approximately) optimal algorithms. 17 The out-degree of a node i is simply the number of links from i to other nodes. We concentrate on in-degree. In a non-directed network, in-degree and out-degree coincide and are simply referred to as the node's degree. 18 In a case where the union of the parents' neighborhoods (excluding the parents) consists of fewer than m n nodes, then all of those and only those nodes are picked. 19 For example, the models of Price (1976) and 20 (1) is not an exact calculation, since it ignores the possibility that some of the parents are in each others' neighborhoods, or that the union of the parents' neighborhoods has fewer than m n total members.
Nevertheless, it is a good approximation when the network is large (i.e., t is large) relative to m r and m n , and when m n is small compared to m r (p r m r + p n m n ), as these adjustments vanish. When m n becomes large relative to m r (p r m r + p n m n ), then the probability that i is found out of the parents' neighborhoods once a neighbor of i is found at random goes to 1, and so mn m r (p r m r +p n m n ) is bounded above by 1 and the calculations are an easy extension of those presented here. 21 For the case of pure preferential attachment it is necessary to start the in-degree at a level different from 0, or a node would never get any links. 22 This presumes that p n m n > 0, as otherwise (3) simplifies and has a different solution, as discussed in the appendix. 23 While the realization in the first panel of Figure 1 does not offer a precise match, in that case the model simplifies and one can verify the degree distribution exactly (e.g., see Béla ); the difference is due to the noise in the simulations.
24 Each panel depicts the results of a single computer simulation. 25 To have pure preferential attachment rather than network-based meetings, (3) should be rewritten as 26 When r → ∞, (5) is no longer well-defined. At that extreme (see the appendix for details), log(1 −
m , which is an exponential distribution. Since this is a growing system the degree distribution differs from the static random graphs analyzed by Erdös and Rényi (1960) . 27 "Clustering" has several different connotations in the sociology literature. We follow the terminology from the recent literature on large networks (e.g., see Newman (2003) ). 28 In the directed version of our model, it is not possible to have a directed cycle, as nodes only form directed links to nodes born at earlier dates, and so we do not need to worry about k having a directed link to i. 29 See Table II in Newman (2003) for some illustration of the differences between C(g) and C Avg (g). 30 To see that the average clustering coefficient is positive, note that a lower bound on m 2 C T T is p r p n m n .
Then a lower bound on the integral is
This can be directly verified to be positive when r > 0 and m ≥ 1.
31 This does not show up in the fraction of transitive triples calculations since these sorts of link pairs (both pointing in to a given node) are not involved in that calculation. 32 Given the directed nature of the links, there are various ways to measure diameter. We let the distance between two nodes be the minimum number of links needed to pass from one node to the other when ignoring the direction of the links. Clearly, the diameter will be infinite if we require that each node reach every other by a directed path, because directed paths always point in the direction of increasing age. 33 We need to allow nodes to self-connect and enter as if they had degree 1, in order to directly apply their proof. Self-connections can be added and then ignored in interpreting the network. 34 For example, we see assortativity in models by Krapivsky and Redner (2002) as well as Callaway et al (2001) . 35 Note that through the in-degree relationships, one can infer corresponding out-degree relationships.
, as then d corresponds to nodes that are older than both i and j. 37 This is complicated by the fact that if i is found via a random meeting, then its relatively larger neighborhood size means that its neighborhood tends to receive more of the newborn node's links. However, as a node's degree grows, the relative fraction of new links it gets comes increasingly from network-based meetings. 38 We obtained the www data from Albert, Jeong, and , the co-authorship data from by Goyal, van der Leij, and Moraga-González (2003), the citation network from Eugene Garfield, the prison data from Duncan MacRae (1960), the ham radio data from Peter D. Killworth and H. Russell Bernard (1976) , and the high school romance data from Peter Bearman, James Moody, and Katherine Sovel (2004). 39 Hypothetically, one could estimate m and r using Maximum Likelihood techniques. However, that would entail being able to derive a formula for the likelihood of observed data as a function of the parameters.
While we have a closed form for the degree distribution (under a mean-field approximation), deriving the probability of seeing arbitrary degree distributions on any number of nodes is generally intractable. Even using simulation techniques, deriving relative likelihoods for different degree distributions directly is intractable since it involves exponentially many calculations. There may be useful approximation algorithms, but we leave that to further research as the approach followed here is computationally easy and generates excellent fits. 40 This iteration converges to the same fixed point whether we start from very high or very low guesses of the initial r. 41 The only reason for allowing for differences in p r and p n in the model was to be able to nest other models from the previous literature such as the pure preferential attachment model, which requires p n = p r . 42 One could alternatively estimate p from examining the variance in out-degree. As this is not available from all the data sets, and since clustering is more central to our analysis, we have chosen to fit it from the clustering calculations. 43 The prison friendship and high school romance data could also be interpreted to be non-directed. However, those latter two data sets are based on surveys and one person can name another, without the second naming the first. As such, the data are in the form of a directed graph and so we treat these directly from the model. This presumes that the person naming the other as a friend is the person who initiated the friendship. As this might not be the case, we could also fit these data as non-directed networks. This makes little difference in the estimates. 44 Some papers in the co-authorship data set involve three or more researchers, which is a type of link that we do not model. As only 11 percent of the papers involve three or more authors, we ignore this complication in our fitting of our model to that data set. This would be more problematic for fitting collaboration networks in some other disciplines, where the typical number of co-authors on papers is much larger than two. 45 The fits for the average clustering for the Prison and Ham networks are done based on simulations.
In estimating the average clustering we have entered 0's when a node has a degree of 0 or 1. If we simply omit these nodes, then the averages increase (to .33 for the prison data, and .69 for the Ham data). We use a similar convention for 0-degree nodes when estimating degree correlations. The asymptotic estimates of C avg (g) based on Theorem 2 are .001p for the prison network and .09p for the Ham network. Since these estimates are developed based on asymptotically large networks we resort to simulations, and hence the fits are less precise than for the larger networks. For the other networks, the number of nodes is large enough for the asymptotic estimates to be accurate. 46 A proper modeling of this network would include different sexes and have most nodes link to nodes of the opposite sex. While this might change the specifics of the degree distribution, it would have similar features in that it would range between something that was uniformly random and something that looked more like preferential attachment. The fact that the fit of our degree distribution matches a random network suggests that the fit would be the same in a more detailed model. , although we cannot find such a figure in those articles and have not been able to obtain the full data set to estimate it. To match that figure would require p closer to 1.
48 Given an r of ∞, the number of attachments formed through network-based meetings is negligible, and since we need to set m r and m n to be integers for the simulations, we approximated the estimates with m n = 0 for these simulations. For the Ham data set, as the ratio is r = 5.0 and m = 3.5, and we need to set m r and m n to be integers, we used m r = 5 and m n = 1, and then set p = m/(m r + m n ). Thus, for the Ham simulations we must use a p that is lower than the estimated p. 49 If one instead fits the data presuming that it is log-log linear, rather than through our model, then one obtains a pdf of f (d) ∼ d −2.56 (the corresponding coefficient on the cdf is then -1.56). This differs slightly from the coefficient of −2.1 reported in Albert, Jeong and , where the data is coalesced into bins before fitting the model. 57 Also, note that in the log-log plot, 90 percent of the counties have log size less than 8.7. Thus, the majority of the graph itself (the part which is 'most linear') is generated by only 10 percent of the data.
In fact, Murray Gell-Mann (1994) suggests that a function similar to the degree distribution that we have derived would would better match the data. 
