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1. INTRODUCTION 
Let H be a hyperbolic? operator in (n + 1) dimensions of the form2 
Au = g-l/2 -& (gl/2g~r $) , g = [det (gpq)]-l, (1.2) 
where the matrix (g”“) is symmetric and uniformly positive-definite and the 
functions gpq, b, up, and c are independent of t. For sufficiently smooth 
coefficients, the following maximum property3 of Cauchy’s problem for the 
operator H has been established by the author [6]. Suppose that 
(P/W)(Hu) < 0, N 2 i&J - 9, (1.3) 
(a%@t~)(o, x) = 0, k = 0, l,...) iv, (1.4) 
(aN+lu/at~+l)(o, x) < 0, x - (xl, x2,. . .) 9). (1.5) 
Then there is a positive constant T,, , depending only on the operator H, 
such that u(t, x) < 0 when 0 < t < To. The t derivatives of u on the 
plane t = 0 are calculated from the Cauchy data. A lower bound for T,, , 
* This research was partially supported by the National Science Foundation 
Grants No. GP 2067 with the University of Maryland, and No. GP 4216 with Cornell 
University. 
1 Specialized terminology for this paper is defined in [3]. 
2 The summation convention with respect to repeated indices is assumed. The 
indices i, j range over 0, l,..., n, the indices p, Q over 1, 2 ,..., n and the indices a, b 
over 1, 2,..., tt - 1. We consider only n > 2. 
* The reader is referred to [I], [.5], [6], [fl, [9], [JO], and [II] for an introduction 
to maximum properties of Cauchy’s problem for linear hyperbolic equations of 
second order in more than two independent variables. 
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when 71 = 2 and b = 0, has been calculated in terms of invariants associated 
with the operator H [5]. 
This maximum property yields a pointwise bound for the solution of 
Cauchy’s problem for H in terms of the Cauchy data ([6], p. 38). Namely, 
there are constants B, , B, > 0 and To > 0 such that 
@, x) < f ’ !?!! (0, X) + B, ,;“+t’l), + B, ,;N;22j, Lx0 k! atk (l-6) 
when 0 < t < To. The constant To depends only on the operator H and 
B, , B, are such that 
(S”+‘u/W+‘)(O, x) < B, , (1.7) 
g (Hu) + [A - P aa a xz, - c] ‘;; (0,x) - B,(b + ct) < B,(l + bt + 4 ct2), 
The result (1.6) leads also to bounds in the maximum norm of u in terms 
of the Cauchy data. 
The main purpose of this paper is to extend the result (1.6) to any smooth 
linear hyperbolic operator of second order in (n + 1) dimensions. In order 
to carry out this extension of (1.6), we first establish a maximum property 
of Cauchy’s problem for any linear hyperbolic operator of second order; in 
terms of the “normalizing” coordinates of Douglis [3; 4], this maximum 
property is similar to the one stated above for H. The proof of this general 
maximum property for hyperbolic operators is based on an integral equation 
in (% - 1) dimensions that is derived by the methods which Douglis [3] 
used to obtain an integral equation of Volterra type in (2K) dimensions. 
We consider a hyperbolic operator of the form 
Mu = Lu + lu + cu, (1.9) 
where 
Lu = g-“2(a/axi)(gl’2gij(au/axj)), g = [det(g”j)]-1, (1.10) 
124 = a~(au/ax~). (1.11) 
We assume that the coefficients of M are defined in a domain R of 
(x0, xl,..., x”)-space. The matrix (g**) is uniformly negative-definite and 
gOa 2 d > 0, in R. For the sake of simplicity in stating our results, we 
take as a space-like initial manifold4 a domain Do that is contained in the 
4 See footnote 1. 
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intersection of R and the plane x0 = 0; a general situation in which most 
of our results hold is described in [3], p. 291 ff. 
The following geometrical property of characteristic conoids* is basic to 
our discussion. Let Coo denote the retrograde characteristic conoid with 
vertex Q. We restrict ourselves to a “strip” sufficiently near Do such that, 
in this “strip”, the retrograde characteristic conoids are “partially nested”, 
that is, if P is a point in the domain RQo enclosed by Coo and Do , then the 
part of CPo where x0 > 0 is also contained in RQo (see [3], p. 2921). 
The outline of the paper is as follows. In Section 2 we recall the funda- 
mental concepts introduced by Douglis [3] that are needed in the sequel. 
In Sections 3 and 4 the required maximum properties for the case of 
even n-and hence the desired extensions of (1.6)-are established. In 
Section 5, instead of using a method of descent and the results of Section 4 
to treat the case of odd n, we obtain by means of a more difficult but direct 
approach an improvement of (1.6) f or a special class of hyperbolic operators; 
this class contains the wave operator as a limiting case. 
2. THE FUNDAMENTAL IDENTITY OF DOUGLAS 
We consider a hyperbolic operator M of the form (1.9). 
We choose an arbitrary point Q : xp = 4P, x0 = T(0 < T < To).5 By 
changing to the “normalizing” coordinates (JJ~) of Douglis [3; 4] we can 
reduce the differential operator M to a “normal” form, relative to Q, 
characterized by leading coefficients hii which satisfy the following 
requirements: 
(1) Relative to the pseudo-Riemannian metric 
ds2 = hii dyi dyj, (2.1) 
defined by the inverse (hij) of the matrix (h”j), the line 
A : yp = c$p, 
called the axis, is the time-like geodesics passing through Q in the direction 
of the line xP = 5”. 
(2)’ On A, 
ho, = 1, hi, = -&, , ah,/ayk = 0. (2.2) 
L The number TG is such that the coordinate transformation being considered is 
well defined for 0 < x0 Q To . 
6 See footnote 1. 
’ The quantities &, and 6,” denote the usual Kronecker delta symbols. 
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(3) The cones 
O(yi) = y” + r = constant, 
are characteristic surfaces. 
y = [(yl - El)” + *** + (yP - ,3”]“” 
(4) The generators of the cones in (3) are bicharacteristic lines- 
geodesics for which ds2 = 0. On a fixed generator represented parametrically 
as 
yo = 7 - boy, yp = ‘5” -I- Bpy (B,, = 1, spgP$g = 11, (2.3) 
the relations 
aejay = pi, Bi = h”jpj (SO = LrsP = -B,) 
are valid. 
Let I represent the domain Do in normalizing coordinates and let 
co :Y =R(T,@) p re resent the intersection of the retrograde Coney0 + Y = T 
with the initial surface I. We remark that R(T, /3) > l o > 0 and that 
R(T,P)+O as T-+0 since the cones yO+r=T(O<T< To) are 
“partially nested”. 
Let Co be the part of the retrograde cone y” + Y = T where 
T - R(T, p) < y” < T and let CL be the part of Co for which 
T-R(T,P)<yO< T--E,O<C<E~. Let d/dy represent differentiation 
along a fixed generator of Co . Then 
where 
d 
z= +)+$, (2.4) 
(2.5) 
represents differentiation in a direction outward from the cone Co . 
In normalizing coordinates the operators L and I become 
Lu = h-1/2 & (hl/2hii & 
w 
, lu = ai 5 
ayz 9 h = [det (h”j)]-l. 
For sufficiently differentiable functions u, v we have the fundamental 
identity ([3], p. 283, Eq. (3.11)) 
hl’%Mu = - 2 (h”2v) 2 + [E(v)] u + $F(u, v) + G(u, v) + B(v) ;. 
Q-6) 
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Here 
B(o) = 2 -g (h%) - r+ + h-l’2 $ (hl’2) - j3&z”) h%, (2.7) 
E(w) = g IhI/ [(Y-y?2 - 1) (1 - P) + UO) w - /P&q/ + N’%c 
+ A & p’2P;1 [wDa + 8”&> 
x 
( 
hPi E - a% + (n - 1) r-1hNw 
aY’ Ill ) (2.8) 
F(u, w) = p/2 
I ( 
- ho’ w $ - u A) - w $ 
v  
+ uw[y-‘(n - 1) (ho0 - 1) - q/ , (2.9) 
G(u, 8) = /%a $- lh”2K1[r-1(~,” -I- 8=&J 
a 
x h”i ( ( at4 w - - u aY’ y$) + (u” - (n - 1) rlho’) uw)]/ , (2.10) 
where 
B, = (Y” - WY. (2.11) 
The reader is referred to [3], p. 284 ff. where the following properties 
of the functions E, F, and G are established. We assume that u, w are suf- 
ficiently smooth and that, in addition, w satisfies the conditions (y > 0) 
I 
rv + D(v+l) if 
’ = rV + D(P+l log I) 
Y = S(n - 1) 
if Y < 4 tn - 11, 
(2.12) 
where D is an order symbol that is not destroyed by differentiation. 
(1) Then 
E = E(w) = I~~~::)log y) 
if r=i@- 1) 
if 
Y < 4 tn - 1)’ 
(2.13) 
F =F(u, w> = 1~1~)log y> if r=se-1) if Y < 4 tn - 1)’ (2.14) 
G = G(u, w) = l;I,“I:‘,,, y) ;; ; ; : ;; 1 ;;. (2.15) 
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(2) Let k, be the largest integer such that 0 Q K, < y  and let K be any 
integer such that 0 < k < k, . I f  we define the operators 
where du = dfi, --- dj3n-l//3,, represents the element of area of the unit sphere 
Sag&,& = 1, then lim,,, A,[(a/aB)kE] and lim,,, A,[(~/~JJ~)~G] both exist. 
Moreover, if u and all of its derivatives up to O(k + 1) vanish on I then (a) 
and (b) since 
(3) The operators A, have the following propertys: 
&-&WI = $ 
s-R (I’$) 
WRr dw + A, [g] 
(2.16) 
(2.17) 
(2.18) 
= $ 7 R(T 8) W(R, - 1) dw + j W dw + A, [; W] - (2.19) - I +=e 
The last step follows from (2.4). 
3. A MAXIMUM PROPERTY FOR THREE DIMENSIONS 
We consider an operator M of the form (1.9) when n = 2. The coefficients 
gii are to be of class C4, the oli of class C3, and c of class C’s, in the region R. 
If  we set 
~=r1’zk-1’4exp[--~13i~~a’(T-p,5”+~~~)dp], (3.1) 
8A subscript T denotes partial differentiation with respect to T. 
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in normalizing coordinates relative to Q, then B(v) = 0 and hence (2.6) 
reduces to 
h112vMu = - $ (h%) $ + uE + $F + G. (3.2) 
Since v  is of the form (2.12) withy = +, it follows from (2.13) and (2.14) that 
E = D(T+‘~), (3.3) 
F = D(C2). (3.4) 
We apply the operator A, to (3.2) to obtain9 
A,[r1’2VMu] = - A, [(r112V)&] + A&E] + A, [SF] + AJG], (3.5) 
where 
v=h1’4exp[--t~S:.i(T-p,E’+~~,p)dp]. 
We note that 
(3.6) 
A, [Vi2Ve $1 = A, [V2Ve 1 (u - 21(p),] 
= 4 [-& W’“Ve (u - dQ,,l] 
- A, [k - u(Q)) ; W2v)81] 
- 
f c=e V2Ve (u - u(Q)> d‘o 
- 4 [@ - u(Q)> $ W”Vd] . (3.7) 
It follows from (2.2) and (3.6) that 
(Y~‘~V)~ = D(Y-“2). (3.8) 
Therefore 
?%T s6 
(r1’2V), (u - u(Q)) dw = 0. (3.9) 
7==6 
D A subscript 0 denotes partial differentiation with respect to 8. 
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If we substitute (3.7) into (3.5) and assume that 
~(0, x1, x2) = &/i3x” (0, x1, x2) = 0 in Do, (3.10) 
then (2.16), (2.18), and (3.9) imply that lim,,, A,[(u - u(Q))Kj exists, where 
K = ; [(r1’2V),] + E 
= _ $ y--3lZV + 4 r-l’2 ; V + -t& (r”“V,) + E. (3.11) 
Let A[Wj = lim,,,A,[Wj, when the limit exists. The “fundamental 
integral equation” for three dimensions is established as 
(+‘“V)o do + WI! + 4~ - u(Q)> Kl 
(3.12) 
by the use of (3.10), (2.16), (2.18), (3.7) and (3.9). 
The integral equation (3.12) holds, for a fixed point Q, provided that the 
transformation to normalizing coordinates relative to Q is well defined. If 
we assume that the coefficients of M have uniformly bounded derivatives 
of the indicated orders, the matrix (g”“) is uniformly negative-definite and 
$0 3 d > 0, in the domain R, then for To sufficiently small the transforma- 
tion to normalizing coordinates is valid in a “uniform strip” 0 < x0 < To ; 
the number To is positive and depends only on the operator M. 
Since R(T, /3) --f 0 as T -+ 0, it follows from (3.3), (3.6), and (3.11) that 
there is a constant To’, 0 < To’ < To, such that for 0 < T < To’ 
yO+r=T (3.13) 
r=RW.fo 
and 
K < 0, 0 < r < R(T, /3). 
Suppose that u satisfies the differential inequality 
Mu < 0 
(3.14) 
(3.15) 
and the initial conditions (3.10). 
Assume that there exists a point Q with x0-coordinate T, 0 < T < T,‘, 
such that u(Q) > 0. By continuity, we may assume without loss of generality 
that the point Q also has the property that 
u(Q) 2 u(T - +, Ep + BJ) (3.16) 
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when 0 < r < R(T, 8). The integral equation (3.12), and Eq. (3.14) imply 
which is a contradiction. 
We have established the following maximum property for the operator M. 
THEOREM 1. There is a constant T,’ > 0, depending only on the operator 
M, such that if 
Mu < 0, 0 < x0 < T,‘, (3.18) 
and 
u(0, xl, x”) = (au/axo)(o, xl, x2) = 0 (3.19) 
for (xl, x2) in a domain Do of the plane x0 = 0, then u < 0 in the part of 
the domain of dependence of Do where 0 < x0 < To’. 
This maximum property for M yields a pointwise bound for the solution 
of Cauchy’s problem in terms of the Cauchy data. 
THEOREM 2. There are constants X0 > 0 and 3 >, 0 such that 
u(x0, x1, x2) < ~(0, x1, x”) + fl(&@x”)(O, x1, x2) + $B(x”)* (3.20) 
in the part of the domain of dependence of Do where 0 < x0 < X0; the constant 
X0 depends only on the operator M; and B satisfies the inequality 
MU - M [ ~(0, x1, x2) + x0 -$ (0, x1, x2)] 
Q B [p + x0 (g-l,, & (g”“g”“) + 01~ + 4 cx”)] , 0 < x” < X0. (3.21) 
The proof consists of applying Theorem 1 to the difference of u and 
the function on the right-hand side of (3.20). 
Since go0 > d > 0 in R, the constants X0 and B in Theorem 2 always 
exist for X0 sufficiently small and B sufficiently large. 
4. AN ODD NUMBER OF DIMENSIONS 
We consider the operator M when n > 2 is an even integer. The coef- 
ficients of M are to be suficiently smooth so that in normalizing coordinates 
the hii are of class Cn, the a* of class 0--l, and c of class Cn-2, in a “uniform 
strip” 0 ,( x0 < To ; the number To is positive and depends only on the 
operator M. Let Q be any point with x0-coordinate T satisfying 0 < T < To 
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and let (y*) denote normalizing coordinates relative to Q. If  necessary we 
further decrease T,, so that 
axojayo 3 b > 0 (4.1) 
when T - R(T,@ < y” < T. 
We outline the proof of our basic lemma for the case n = 4; the proof 
illustrates the method to be used in carrying out an induction argument 
for the general case (see [6]). 
As a solution of B(w) = 0 [see (2.7)] we choose 
.l = ,3/3h-l/ZV (4.2) 
where V is defined as in (3.6). I f  we set v  = a1 in (2.6) and apply the 
operator A,, we obtain10 
A,[y3WMu] = - A, [(y3/2V),~] + A,[uE(s’)] 
+ A, [-$(u, +)] + A,[G(u, 41. (4.3) 
We differentiate both sides of (4.3) with respect to T, by means of the 
formula (2.19). For example, 
$- A,[r”‘“VMu] = $ 
r=R (7-d 
Y~‘~VR~MU dw + A, [Y~/~ 6 (VMu)] , 
(4.4) 
+ A, [(Y~‘~V)O 2 (ue)] . 
I f  we combine these expressions, we obtain 
+ 4 [g] + AW.21 
+ A, [uo ($ V’“v)o + El)] 
- 4 i. (~“V),~] , 
(4.5) 
(4.6) 
‘“See footnote 9. 
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by the use of (2.4) and 
where El = E(d), F1 = F(u, z+), G1 = G(u, Al), and 
I1 = (P~‘~V)~ $ + uEl + g = L1(~‘/79, (4.7) 
HI = - r3’2VRTMu - (YW’), 
[ 
324 
-$ R, + ] 
aY” 
+ (@ + $) (RT - 1) + GIRT. (4-g) 
Applying A, to (2.6) with v  replaced by v” (v” is a function to be determined) 
and adding the resultant identity to (4.6), we have 
A, [WV $ (Mu) ] +A<[(h”2v”++r?‘2~)Mu] 
zzz 
f  r-R (T,j3) 
Hldw+$ Xd~+A,[~+GO+~(F,‘+FD)] 
7=< 
+ A&(W + E”)l + 4b,(~(v”) + 211 
- A, [{(r”l”V), + (h1’2v0)el $1 , (4.9) 
where E” = E(wO), F” = F(u, o”), G’J = G(u, o”), and 
2 = 2 (T3’2v),g + El. (4.10) 
We choose v” so as to eliminate the “outward” derivative ue in (4.9). 
That is, we choose va to be a solution of the equation 
B(7P) + z = 0. 
We note that if w is a solution of 
(4.11) 
dw .z ~zzz-- 
dr 2Y3W 
(4.12) 
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then ZIO = vlw is a solution of (4.11). Since 
z = $,-WV + D(y9 
[see (2.13) and (4.2)], we may choose w to be of the form 
w = by-1 + D(log Y). 
Hence 
(4.13) 
(4.14) 
ww = ~Yl’W + D(Y3’2 log r) 
and it follows from (2.13) and (2.14) that 
E” = D(T-~‘~ log Y), 
I- = D(Yl’2 log Y), 
(Y3’V)@ + (@‘%0), = ~Y-l’v + D(Yl’2 log Y). 
We assume that 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
au azu o 
u=z?i=a(xo)2= on x0 = 0. (4.19) 
Since u and all of the directional derivatives of u up to order 2 vanish on I 
(cf. [2]), we have [see (2.16), (2.18) and (4.7)] 
H 1pRW,Bl - - 0. 
We proceed as in the case n = 2. Since 
(4.21) 
!2 f  
[(r”‘“V), + (h”2vO)B] (u - u(Q)) dw = 0, (4.22) 
T-b 
it follows from (4.9), (4.20), and (4.21) that lim,,, A,[(u - u(Q))&] exists, 
where 
Kl = ; [(~“‘“v), + (h1’2v0)o] + Eol + E” 
= ;; Y--3’2V + D(r-1’2 log Y). -- (4.23) 
505/3/2- 10 
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The “fundamental integral equation” for tt = 4 is established as 
VI?!- (Mu) + w,Mu 
3Y0 II 
[(r”‘“V), + (h1’2vo)d dw + A[E,c,l + B’]/ 
+ AC& - u(Q)) &I, (4.24) 
where 
h1’2w, = h”2vo + ~~‘~(8 V/$0). (4.25) 
We remark that the functions w1 and w. in (4.24) are positive when T-and 
hence R( T, /3)- is sufficiently small. Moreover [see (4.18)], the coefficient 
of U(Q) is positive when T is sufficiently small. 
In the general case, when n is an even integer, we set 
vN = ,N+1/2jj-1/2V, N = $(n - 2), (4.26) 
where V is defined as in (3.6). We replace v  by vN in (2.6), apply the operator 
A, and then differentiate both sides with respect to T. The differentiation 
brings in an “outward” derivative u s , and in order to eliminate it we introduce 
a second auxiliary function v  N-1, by means of (2.6), and again differentiate 
with respect to T. We proceed in this manner to introduce (N + 1) auxiliary 
functions vN, uN-l, . . ., era by means of a recursive set of ordinary differential 
equations; at each step the vk is chosen so as to eliminate the “outward” 
derivative ua resulting from the previous differentiation. The vk are of the 
form (see also [6], p. 33 ff.) 
I ckyk+1’2 + D(Y~+~‘~ log Y), ” = yN+1/2 + D(yN+W2), k = 0, l,..., N - 1, k = N, (4.27) 
where the cB are positive constants. We assume that 
au aN+h 
u = ax0 = -*- =aoN+‘=O 
in D 0’ (4.28) 
Since u and all of the directional derivatives of u up to order N + 1 vanish 
on I, we have 
&(Mu),~=O k=O,l,..., N-l. 
Therefore, [@/QO)*](Mu) may be expressed as a repeated integral of 
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[~NIwoYIw~) and if [P/a(y”)~(M~) < 0, then [@/ah] < 0 
(k = 0, l,..., N - l), in a strip “near” the initial surface I. 
An integral equation is obtained of the form 
where wk , CD, Y and KN depend only on the operator A4 and 
@ = b,r-1’2 + D(rl’2 log r), bo > 0, 
=- + b@‘2 + D(r-1’2 log r), 
Y = D(r1’2 log Y), 
wk = vk + D(rk+3’2) k = 0, l,..., N - 1. 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
(4.34) 
Since R(T, 8) --f 0 as T -+ 0, there is a constant To’ > 0 such that, for 
0 < T< T,', the coefficient of U(Q) in (4.30) is positive, wk > 0 
(k = 0, l,..., IV - l), and KN < 0 when 0 < Y < R(T, 8). An argument 
similar to that used in the case TZ = 2 establishes the following basic lemma. 
LEMMA There is a constant T,’ > 0, depending only on the operator M, 
such that if 
& w4 d 0, 0 < x0 < x0, [N = 2~ (n - 2)] (4.35) 
f or some X0 < T,‘, and 
a24 aN+lu 
* = ax0 = *-- =piijxFi=o 
f or xp N (xl, x2,..., xn) in a domain Do of the plane x0 = 0, then u Q 0 in 
the part of the domain of dependence of Do where 0 < x0 < X0. 
When one is interested primarily in a maximum property for M, the 
condition (4.35), which is stated in terms of normalizing coordinates, should 
be replaced by a set of geometrical conditions on M and on a class of direc- 
tional derivatives of Mu. For example, in the special case when n = 4 and 
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MU depends only on x0, (4.1) and [a/&x”](Mu) < 0 imply [a/@‘J](Mu) < 0 
and, hence, Condition (4.35) can be restated in terms of the original coor- 
dinates. 
However, when one is interested primarily in pointwise bounds for the 
solution of Cauchy’s problem for M in terms of the Cauchy data, the condition 
(4.35) is sufficient to establish the following result. 
THEOREM 3. There are constants X0 > 0 and B 3 0 such that 
in the part of the domain of dependence of Do where 0 < x0 < X0. The constant 
X0 depends only on the operator M. The constant B depends on M and on bounds 
for the derivatives of Mu up to order N, of ~(0, x”) 
up to order k I k=n+l, Nodd k = n, N even and of 
up to order m I m=n-1, Nodd m = n, 
Proof. In order to apply the above Lemma to the function 
v = u - U - B[(xO)“~/(N + 2)!], B > 0, (4.38) 
where 
(4.39) 
we determine a positive number X0 such that (4.35) is satisfied. We note that 
Mv = Mu - MU - B [ 
go0 (4.40) 
where 
Therefore 
a X0 
Gl = g-l’” axi (g”“g”“) + a! + c N+2 . (4.41) 
[Mu - MU] - B [gw ($)” + &x0] , (4.42) 
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where G, is bounded as x0 -+ 0. Since go0 > d > 0, it follows from (4.1) 
that there is a number X0 such that 0 < X0 < To’ and 
$&WV) +j& [Mu - MU] - + BgOO ($J (4.43) 
when 0 < x0 < X0. The constant B is chosen so that the right hand side 
of (4.43) is nonpositive; the bounds for Mu, ~(0, xp), Ek/&vO(O, xr) and their 
derivatives, indicated in Theorem 3, are just those that enter into the first 
term on the right-hand side of (4.43). The proof of Theorem 3 follows 
from our basic Lemma. 
5. AN EVEN NUMBER OF DIMENSIONS 
We consider the operator M when n > 3 is an odd integer. If we replace n 
by 12 + 1 in Section 4, then by descent, the results of Section 4 hold for an 
even number of dimensions. However, this method of descent, rather than 
a more direct approach, has the disadvantage that it imposes additional 
conditions on Mu and the Cauchy data. On the other hand, a more direct 
approach when n is odd-by means of an integral equation for u of Volterra 
type-appears to impose restrictions on the class of operators M that one 
may consider. In addition, even for a very restricted class of operators, this 
more direct approach may require a somewhat involved analysis. We 
illustrate this last point by means of the following discussion. 
We consider an operator L of the form11J2 
a2u a Lu =- _ a-112 - 
at2 as i 
au &2(pP - 
1 axq 3 a = [det (a”“)]-‘. (5.1) 
The matrix (up”) is symmetric and uniformly positive-definite and its 
elements are independent of t. 
We assume that the inverse (a,,) of the matrix (up”) defines a metric for a 
Riemannian manifold of constant curvature K2 > 0. 
We choose an arbitrary point P with t-coordinate T as the origin of a 
system of geodesic polar coordinates (r, P,..., F-l) in the plane t = T 
(see [6], p. 28 ff.). It follows from Bonnet’s lemma that the transformation 
(xl, x2,..., x”) t) (r, P,..., P-1) is one-to-one in the interior of the geodesic 
sphere centered at P with radius ?rK-l; it may be extended to a transformation 
I1 For the sake of simplicity we have omitted lower order terms in L. 
I2 See footnote 2. 
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(t, xl,..., xy ++ (t, I, e1 )..., en-l) for all t > 0 in a neighborhood of the line 
Y = 0. 
The metric in geodesic polar coordinates is given by (cf. [8], p. 337) 
ds2 = dr2 + (K-l sin KY)~ [sin2 81 *.* sin2 6n-2(dBn-1)2 
+ sin2 82 . . . sin2 &Z-2(d@)2 + ..a + sin2 W2(dBn-s)2 + (dfln-2)2] 
E dr2 + h,, de” dflb, (5.2) 
where 0 < rW1 < 21~ and 0 < B” < n (m = 1,2 ,..., tt - 2). Moreover, 
y = [det (hab)]1’2 
= (K-l sin KY)(+~) f, (5.3) 
where f = sin fP sin2 d2 *** sinn-2 tP2. 
Let C, : r + t = T be the part of the retrograde characteristic cone 
with vertex P such that t > 0 and let C> be that part of C, for which 
0 < t < T - E. The total derivative with respect to r along a fixed generator 
of C, is given by [6], p. 29 
The operators A, become 
A,[W] = 4 dw 1’ W(T - r, I, 0) dr, 
where dw = f de1 *TV d&-l denotes the element of area on the unit (n - l)- 
sphere. 
Let o”, wl,..., @’ be N + 1 arbitrary functions of Y only. The following 
identity for N > 0 has been established in an earlier paper ([6], Eq. (2.36)): 
(5.6) 
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Here 
B(v) =2; -4v (5.7) 
and the functions D(o*, 8%/8P) have the property [6], Eq. (2.17) 
A,[D(er”, aku/at”)] = 0 k = 0, l)..., N. (5.8) 
We choose $(n - 1) auxiliary functions in order to simplify the identity 
(5.6). Let N = &(n - 3) and let vO, n1 ,..., vN be functions which satisfy the 
recursive set of ordinary differential equations: 
B(wN) = 0, (W 
I = 0, l,..., N - 1. (5.10) 
We note that 
VN = (f-ly)llz = (K-1 sin Ky)N+l (5.11) 
is a solution of (5.9). It can be shown that these auxiliary functions have the 
following form (see [6], p. 33 ff.): 
vk = cg”+l + bkK2rk+3 + V, , k = 0, l,..., N. (5.12) 
The constant ck is positive and V, = O(K%k+5). Let 
N ak+lok 
"=p---, 
k o aYk+l (5.13) 
+y[wz($+~)+~+k~+l~]~. C=l 
It follows from (5.12) that 
(5.14) 
where 
v = C + BKY + O(K?), (5.15) 
c = [ 5 c*(k + l)!] > 0, 
k=O 
(5.16) 
B = fr f b,(k + 3)!. 
k-0 
(5.17) 
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Moreover, when u is sufficiently differentiable, 
hi w(u) = 0. (5.18) 
On C,, the identity (5.6) becomes 
F. vk$Lu) = - -g w(u) - $ (vu) + l4 $ - fj D (vk, $) . (5.19) 
k-0 
I f  we apply A, to both sides of (5.19) and let E -+ 0 we obtain by the use 
of (5.8), (5.15), and (5.18) 
I%,,-~u(P) = A [ 5 vk $ (Lu)] + $ 
k=O LO 
[w(u) + vu] dw - A [u g] , 
7-T (5.20) 
where w,-r is the area of the unit (n - 1)-sphere. 
Suppose that u satisfies the differential inequality 
(FpP)(LU) < 0 (5.21) 
and the initial conditions 
(a”u/at”)(O, x) = 0, k = 0, I,..., N, (5.22) 
(aN+‘U/atN+l)(O, x) < 0, x - ( x1, x2 ,..., x”) in Do . (5.23) 
Suppose there is a constant T,(O < To ,< rrK-l) such that when 0 < Y < T,, 
we have 
av/aY < 0, (5.24) 
vk > 0, k = 0, l)..., N, (5.25) 
where v  is defined as in (5.13). Assume for the moment that the strict 
inequality holds in (5.23). Then u is negative in a neighborhood of the plane 
t = 0. Let P be the point with the smallest t-coordinate T(T < To) for 
which u vanishes. Since (5.21)-(5.23) imply 
(8k/W)(LU) f 0, k = 0, I,..., N - 1, (5.26) 
f,=, w(u) dw = $ 
t-0 
vN$g dw, 
the integral equation (5.20), and Eq. (5.11) imply 
og VN~&, if t=o 
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which is a contradiction. Therefore, u is negative when 0 < t < T,, and 
by continuity u cannot become positive even when the inequality (5.23) is 
not strict. Thus the operatorL has a maximum property under the assumption 
(5.24) [it follows from (5.12) that the conditions (5.25) are satisfied when 
T,, , and hence Y, is sufficiently small]. 
Since ‘u is of the form (5.15) if all the b, in (5.12) were negative then 
B < 0 would imply (5.24) for T0 sufficiently small. However, the case when 
n = 5 shows that we may have b, > 0. Nevertheless, B = 0 in this case, 
and B < 0 when n > 5, as we shall now show by a more careful analysis 
of the quantity &jar. 
We consider the special cases when n = 3 and n 
(1) When n = 3, we have 
v” = K-l sin Kr , 
and, since v = avO/&, 
av/& = -K sin Kr. 
Therefore, (5.24) is satisfied for To = QTK-1. 
(2) When n = 5, we have 
(5.28) 
(5.29) 
v1 = [K-l sin Kr12, (5.30) 
vo = K-l sin KY cos Kr + 2r sina Kr 
= r + $ K2r3 + O(KV), 
and, since v = avO/ar + a2v1/ar2, 
(5.31) 
av 
- = 4K2r cos 2Kr - 2K sin 2Kr 
ar 
Z.TI - -JJB k4r3 + O(KV). (5.32) 
Therefore, (5.24) is satisfied for To sufficiently small. In addition, since 
aV/& > 0 when r = SK--l, we must have To < &-K-l. 
In the general case, when n > 7 (N > 2), we set 
k-0 
1 = 0, I,..., N. 
We note that 
AN = av/ar, (5.34) 
A’+1 - ‘;” 1 a2va;;1-1 , 1 = 0, l,..., N - 1. (5.35) 
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Assume that the functions A1 have the form 
A’ = aZrN-Z-l _ flZK+N-“1 + O(K4rN-Z+8) 
where 
1 = 0, l,..., N - 1, (5.36) 
/ 
81 
N+l 
> 6 az Z#l 
az > 0, /?z>O and . 
N+l 
I%=,% 
Since 
AN-1 = 5 @+kylk , 
k=l 
it follows from (5.10) that w” is determined by the equation 
II + AN-l = 0. 
Therefox? [see (4.11) ff. and (5.36)] 
(5.37) 
(5.38) 
N>2 
00 = (5.39) 
N = 2, 
where 
oL = pN, _ W + 1) aN-l > @N-l 
3N 
N (N - 2). (5.40) 
It follows from (5.34)-(5.36) and (5.39) that 
- 
av 
i 
[ &+, + (N3” 2) 1 Kzt. + WV, N > 2, 
ar= (5.41) 
- 
[ 
K+ + O(KW, N = 2. 
I8 Note that the case 1 = 1 is special because fiI = [&N + l)] 01~. This exact 
relation between CQ and /I1 is responsible for the failure of a term log I to appear in 
expressions for G--8. For example, log I is missing from (5.39) in the case N = 2 
because PI = [&N + l)] aI . 
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Hence, under the assumption (5.36), there is a T, such that (5.24) is satisfied. 
In order to complete the proof of the above maximum property for L, 
it is sufficient to establish (5.36) by means of an induction argument. We 
note that, see (5.11), 
A0 = N(N + 1) G-1 - Q [(Iv + 1) (N + 2) (N + 3)] EV+r + o(PP+a) 
(5.42) 
and hence (5.36) holds when 1 = 0. We assume14 that (5.36) holds for 
Z(0 < Z < N - 2). Since 
N ak+Z+Z-N 
AZ= c k N-z a++N V", 
we see from (5.10) that @‘--l--l is determined by the equation 
B(v~-~-~) + A” = 0. 
Therefore,14 by the induction assumption on AZ, 
(5.43) 
(5.44) 
011 _ cN + ‘) 011 4 rN-l 24 K%N+l + ()(K4rN+3) , I=1 
vN-Z-l = 
/ 
(5.45) 
q&y-I - 2(Z - 1 1) PE - cN 3(Z + + ‘1 1) OLz 1 K+,N-Z+Z 
t + O(K4~N-z+4 13 Z# 1. 
It follows from (5.35), (5.45), and the induction assumption on AZ that 
AZ+1 = Q!z+11 N-Z-2 - ~,+,KZ+Z + ()(K4rN-Z+2), (5.46) 
where 
az+1 = 
(N-z-l)(N+z+2)a, 
w+ 1) ’ 
(5.47) 
I=1 
I‘ The case I = 1 actually requires special treatment. See Footnote 13. 
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We note that (I # 1) 
(ZJ 1) - (N+z)Pz- [ 
(N--+$-)(N+ l)az 
3(Z + 1) 1 
a (I + 1p;z - 1) 
[(N + Z) (I + 1) - 2(N - z + 2)] = “z”;l=zly- 4, , 
(5.49) 
and hence /3,+, > 0. Moreover, if Z > 1 we have 
pz+] - CN + l) ~ az+1 6 
81 
3 2(Z + 1) 
---[(N-Z+ l)(N+Z+4)-((N---l)(N+I+2)1, 
(5.50) 
and if 1 = 0 we see that /I1 = [Q(N + l)]ar . This completes the proof of 
(5.36) and, hence, the proof of the following theorem. 
THEOREM 4. Suppose that the operator L defines a metric for a Riemannian 
manifold of constant curvature K2 > 0. Let N = $(n - 3). Suppose thaf 
and 
(Pf/@y(Lu) < 0, 0 < t < rrK-l (5.51) 
(a%+w)(O, x) = 0, h = 0, l,..., N, (5.52) 
(~+%4/at~+l)(o, x) < 0, x - (xl, x2,..., xn) (5.53) 
for x in a domain D,, of the plane t = 0. Then there exists a constant T, , 
depending only on the constant K, such that 0 < T, < rrK-l and 
u(t, 4 d 0 (5.54) 
in the domain of dependence of Do where 0 < t < T, . 
Since (1.6) was established for odd n by a method of descent which requires 
additional assumptions on Lu and the initial conditions, Theorem 4 would 
yield an improvement of (1.6) for a special class of operators. 
Finally, since the wave operator 
(5.55) 
is obtained formally from the operator L by letting K -+ 0, the conclusion 
of Theorem 4 holds for W with T,, = +oo (see also [A). 
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