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1. Bevezetés
A változásészlelés kérdése természetes módon merül fel a statisztikában,
azon belül is különösen az idősoranalízisben. A statisztika egyik leggyak-
rabban alkalmazott feltevése, hogy a folyamatunk dinamikája időben válto-
zatlan, így elegendően nagy mintát tuduk gyűjteni az elemzésünkhöz. Ter-
mészetes igény tehát, hogy ezt a feltevést tesztelni tudjuk.
A probléma megoldására számos kísérlet történt, főképp a független meg-
figyelések és a klasszikus idősorok terén – ezek áttekintése megtalálható
Csörgő és Horváth (1997) kiváló monográfiájában. A bevett eljárások itt
a likelihood-módszer és a kumulatív összegek módszere (CUSUM, ld. Page,
1954, 1955) voltak.
Az elágazó folyamatok változásészlelése viszonylag kevesebb figyelmet
kapott. Az elágazó mechanizmusból származó véletlenség folytán a likeli-
hood-alapú módszerek jobbára nem használhatók, tehát más eszközökhöz
kell folyamodnunk. A tesztfolyamatunk az úgynevezett kvázi-likelihood
módszert használja motivációként (ld. Gombay, 2008). Ezzel a megköze-
lítéssel sok sejtést kapunk a korábbi munkákból, és a folyamatunk végső
soron CUSUM-formában is felírható. A bizonyítások azonban a klasszikus
martingálelméletre épülnek, különösen Karatzas és Shreve (1991) és Jacod
és Shiryaev (2003) tárgyalásában, valamint Kokoszka és Leipus (1998) egy
Hájek–Rényi-típusú lemmájára, amely az alternatív hipotézis mellett köz-
ponti jelentőségű lesz.
A következő jelöléseket fogjuk használni: ⊗ a Kronecker-szorzatot jelöli,
1i pedig az i-edik egységvektort. Szűréseken mindig a természetes szűrést
értjük majd. A konvergenciasebességre a Landau-féle jelölést alkalmazzuk:
ha Xt egy sztochasztikus folyamat, akkor Xt = OP(g(t)) azt jelenti, hogy
az
(
L
(
Xt
g(t)
))
t>t0
mértékhalmaz feszes valamely t0 > 0-ra (L itt egy változó
eloszlását jelöli). Hasonlóképp Xt = oP(g(t)) azt jelenti, hogy Xtg(t)
P−→ 0.
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2. A módszerünk áttekintése
Módszerünk a következő lépésekből fog állni:
1. Veszünk egy vektorértékű Xt folyamatot, amelyet vagy a természetes,
vagy a nemnegatív valós számokkal indexelünk, és mintát veszünk a
folyamatból a 0 6 t 6 T intervallumon.
2. Választunk egy θt paramétert, amely a folyamat dinamikáját irányít-
ja. A fő kérdés az lesz, hogy ez a paraméter t-ben állandó-e, vagyis
tesztelni szeretnénk a
H0 : ∃θ : θt = θ, t ∈ [0, T ]
nullhipotézist a
HA : ∃ρ ∈ (0, 1), θ′ 6= θ′′ : θt = θ′, t ∈ [0, ρT ) és θt = θ′′, t ∈ [ρT , T ]
alternatív hipotézissel szemben. Fontos további feltétel lesz a stabili-
tás: θ, θ′, θ′′ olyanok kell legyenek, hogy H0 mellett X-nek legyen
egyértelmű stacionárius eloszlása, HA mellett pedig ez a folyamat vál-
tozás előtti és változás utáni részére is teljesüljön.
3. Keresünk egy vektorértékű f függvényt, amelyre
M t := Xt −X0 −
∫ t
0
f(θs;Xs−) ds
martingál lesz. IttXs− egyszerűenXs-t jelöli folytonos s-re, ésXs−1-
et diszkrét s-re. Hasonlóképpen diszkrét s-re az integrál egyszerűen
összegzést jelent.
4. Feltételezzük, hogy θt = θ minden t-re, és Klimko és Nelson (1978)
feltételes legkisebb négyzetes (CLS) módszere alapján egy θ̂T -vel jelölt
becslést adunk a θ paraméterre.
5. Beírjuk θt helyére θ̂T -t az M t folyamat definíciójában, hogy megkap-
juk M̂
(T )
t -t.
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6. Belátjuk, hogy ha θt állandó t-ben, akkor
M̂(T )u := Î
−1/2
T M̂
(T )
uT , u ∈ [0, 1]
eloszlásban konvergál egy standard Brown-hídhoz a [0, 1] intervallu-
mon. Itt ÎT egy véletlen normáló mátrix, amely a mintából számol-
ható.
7. Ezt felhasználva teszteket definiálunk a θ-ban történő változásra oly
módon, hogy M̂(T )u szuprémumát vagy infimumát használjuk tesztsta-
tisztikaként, a változás irányának függvényében.
8. Belátjuk, hogy ha θt a [0, T ] intervallumon egyetlen pontban változik,
akkor a tesztstatisztikánk T → ∞ mellett sztochasztikusan végtelen-
hez tart, azaz a tesztünk gyengén konzisztens.
9. Belátjuk, hogy az M̂(T )u folyamat minimum-, illetve maximumhelye jó
becslés a θt-ben történt változás időpontjára.
3. Változásészlelés az INAR(p) folyamatra
Először a Pap és Szabó (2013) által elért eredményeket tekintjük át. A
p-edrendű egészértékű autoregressziós (INAR(p)) folyamat definíciója a kö-
vetkező:
(3.1) Xk = α1 ◦Xk−1 + · · ·+ αp ◦Xk−p + εk, k = 1, 2, . . . .
Itt az εk-k független, azonos eloszlású véletlen változók µ várható értékkel, és
ha Y nemnegatív egész értékű véletlen változó és α ∈ (0, 1), akkor α◦Y jelöli
Y darab, egymástól és Y -tól is független α várható értékű Bernoulli-eloszlású
véletlen változó összegét. A modellt Alzaid és Al-Osh (1987) vezette be
p = 1-re, majd Du és Li (1991) magasabb p értékekre.
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A szokásos módon kiterjesztjük az állapotteret, hogy Markov-láncot kap-
junk, és felírjuk a paramétervektorunkat:
Xk :=

Xk
Xk−1
...
Xk−p
 , θ :=
[
α
µ
]
:=

α1
...
αp
µ
 .
Az általános INAR(p) folyamatokra (ellentétben a speciális alakúakkal,
pl. a széles körben vizsgált Poisson INAR-ral, ahol a bevándorlás, és így az
egész folyamat eloszlása is Poisson), csak néhány cikkben található változás-
észlelési eljárás. Különösen Kang és Lee (2009) közleményére hivatkozunk
itt, ahol a szerzők a miénkhez hasonló tesztstatisztikát adnak egy, a miénk-
nél általánosabb modellre. Azonban nem tesznek állításokat az alternatív
hipotézis esetén, és a változás időpontjának becslését sem vizsgálják köze-
lebbről. Mi mindkét kérdéssel foglalkozunk, ami stabilabb elméleti alapot ad
az eljárásnak. A martingálunkat a differenciáival fogjuk definiálni, melyeket
úgy kapunk, hogy a folyamatból levonjuk az előző időpontra vett feltételes
várható értéket:
(3.2) Mk = Xk − E(Xk|Fk−1) = Xk − α>Xk−1 − µ, k = 1, 2, . . . .
Ezen kifejezések négyzetösszegét minimalizálva kapjuk a CLS becsléseket:
θ̂n :=
[
α̂n
µ̂n
]
:= Q−1n
n∑
k=1
Xk
[
Xk−1
1
]
, Qn :=
n∑
k=1
[
Xk−1
1
][
Xk−1
1
]>
.
(3.3)
A tesztfolyamatunk definíciója a következő lesz:
M̂n(t) := Î−1/2n
bntc∑
k=1
M̂
(n)
k
[
Xk−1
1
]
,(3.4)
ahol În egy becslése az információs mátrixnak, melyet a „ score vector”
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módszer analógiájával kaphatunk meg:
În :=
n∑
k=1
((α̂∗n)>Xk−1 + σ̂2n)
[
Xk−1
1
][
Xk−1
1
]>
,
és
α̂
∗
n :=
α̂
(1)
n (1− α̂(1)n )
...
α̂
(p)
n (1− α̂(p)n )
 , σ̂2n := − 1
n
n∑
k=1
((
M̂
(n)
k
)2
− (α̂∗n)>Xk−1
)
.
A folyamatra további regularitási feltételeket teszünk, különösen azt, hogy
az α-k összege 1-nél kisebb legyen, azaz stabil legyen a folyamat. Ezek a
feltételek garantálják az ergodicitást, és az egyértelmű stacionárius eloszlás
létezését.
3.1 Definíció. Az (Xk)k>−p+1 INAR(p) folyamat teljesíti a C0 feltételt, ha
E(X60 ) < ∞, . . . , E(X6−p+1) < ∞, E(ε61) < ∞, α1 + · · · + αp < 1, µ > 0
mind teljesülnek rá, továbbá ha αp > 0 és a 0-nál nagyobb α-k indexeinek
legnagyobb közös osztója 1.
A nullhipotézis mellett a fő eredményünk a következő:
3.2 Tétel. Ha (Xk)k>−p+1 teljesíti a C0 feltételt, és H0 is teljesül, akkor
M̂n D−→ B as n→∞,
ahol (B(t))06t61 egy (p + 1)-dimenziós standard Brown-híd, és D−→ elosz-
lásbeli konvergenciát jelöl a D([0, 1]) Szkorohod-téren.
Ezen eredmény alapján könnyen konstruálhatunk teszteket a paraméterek
változására oly módon, hogy a tesztfolyamat valamely funkcionálját (pl.
szuprémumát vagy infimumát) összehasonlítjuk a Brown-híd megfelelő funk-
cionáljának ismert eloszlásával.
Az alternatív hipotézis mellett a következő további feltételeket tesszük:
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3.3 Definíció. Azt mondjuk, hogy az (Xk)k>−p+1 INAR(p) folyamatra tel-
jesül a CA feltétel, ha τ = bnρc valamely ρ ∈ (0, 1)-re, valamint igaz, hogy
(Xk)−p+16k6τ és (Xk)k>τ+1 is teljesítik a C0 feltételt. Az (Xk)−p+16k6τ és
(Xk)k>τ+1 folyamatok paramétervektorait rendre a következőképp jelöljük:
θ′ :=
[
α′
µ′
]
, és θ′′ :=
[
α′′
µ′′
]
.
A folyamat két felének egyértelmű stacionárius eloszlásával rendelkező vekto-
rok jelölése rendre X˜
′
és X˜
′′
lesz. A következő további jelöléseket használjuk:
Q′ := E
[X˜ ′
1
][
X˜
′
1
]> , Q′′ := E
[X˜ ′′
1
][
X˜
′′
1
]> , I˜ := lim
n→∞
În
n
.
A teszt gyenge konzisztenciáját az alábbi tétel bizonyítja:
3.4 Tétel. Tegyük fel, hogy CA teljesül. Az i = 1, 2, . . . , p + 1 értékekre
legyen
ψi := 1>i I˜
−1/2
((ρQ′)−1 + ((1− ρ)Q′′)−1)−1(θ′ − θ′′).
Ha ψi > 0, akkor a tesztfolyamat i-edik komponensére
sup
06t61
M̂n(t)(i) = n1/2ψi + oP(n1/2),
és fordítva, ha ψi < 0, akkor
inf
06t61
M̂n(t)(i) = n1/2ψi + oP(n1/2).
Mint korábban említettük, a változás időpontjának τ̂n becslése a tesztfo-
lyamat minimum- vagy maximumhelye lesz. Erre vonatkozóan a következő
állítást kapjuk:
3.5 Tétel. Ha CA teljesül, akkor
τ̂n − bnρc = OP(1), amint n→∞.
3.6 Következmény. A ρ̂n := τ̂nn definícióval ρ̂n − ρ = OP(n−1).
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4. Változásészlelés a Cox–Ingersoll–Ross folyamatra
Az előzőekben leírt eljárás folytonos időre is kiterjeszthető. A következőkben
ennek a részleteit adjuk meg Pap és Szabó (2016) alapján. A Cox–Ingersoll–
Ross (CIR) folyamat definíciója a következő:
(4.1) dYt = (a− bYt) dt+ σ
√
Yt dWt, t > 0,
ahol a > 0, b > 0, σ > 0 és (Wt)t>0 egy standard Wiener-folyamat. Ezek
a feltételek biztosítják az egyértelmű stacionárius eloszlás létezését és az
ergodicitást, továbbá azt is, hogy egy nemnegatív értékből induló megoldás
majdnem biztosan végig nemnegatív marad.
A Feller-diffúzióként is ismert CIR-folyamatot először Feller (1951) vizs-
gálta, majd Cox et al. (1985) javasolták ún. „ short-term” kamatlábmodell-
ként. A folyamat statisztikai vizsgálata így természetesen fontos kérdés volt
és sok figyelmet kapott.
Változásészlelési eljárás ennek ellenére kevés található az irodalomban:
Schmid és Tzotchev (2004) kontrollgörbék segítségével alakítottak ki egy
szekvenciális, vagyis online eljárást, míg Guo és Härdle (2017) a lokális pa-
ramétermódszert használták a kvázi-maximum-likelihood becslésekre építve
– lényegében a legnagyobb intervallumot akarták megtalálni, amelyre a mo-
dell jól illeszkedik a mintára.
A paramétervektorunk most a következő lesz:
θ :=
[
a
b
]
.
A σ-ban való változásészlelés nem szükséges, ugyanis a paraméter értékét
majdnem biztosan meghatározhatjuk egy tetszőlegesen kis folytonos mintá-
ból, így az állandóságát is megállapíthatjuk.
A következő martingált fogjuk használni:
(4.2) Ms := Ys − Y0 −
∫ s
0
(a− bYu) du = σ
∫ s
0
√
Yu dWu, s > 0.
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A becsléseink egy formális analógiára épülnek, de megkaphatók a diszk-
rét idejű CLS becslések határértékeként is (Overbeck és Rydén, 1997, Theor-
em 3.1 és Theorem 3.3). Mindenesetre a levezetés pontos módja kevésbé lesz
fontos, mint a becslések szerkezete, amely lehetővé teszi a teszt felépítését.
(4.3) θ̂T :=
[
âT
b̂T
]
:=
∫ T
0
[
1
−Ys
][
1
−Ys
]>
ds
−1 ∫ T
0
[
1
−Ys
]
dYs.
Ez alapján a tesztfolyamatunk a következő:
(4.4) M̂(T )t := I−1/2T
∫ tT
0
[
1
−Ys
]
dM̂ (T )s , t ∈ [0, 1].
Az információs mátrix ebben az esetben viszonylag egyszerű:
ItT := σ2
∫ tT
0
[
Ys −Y 2s
−Y 2s Y 3s
]
ds, t ∈ [0, 1].
A nullhipotézis mellett a következő eredményt láthatjuk be, amelynek se-
gítségével ismét konstruálhatunk egy- és kétoldali teszteket is a változás
észlelésére. A C0-beli momentumfeltételekre itt nincs szükség, hisz egy CIR-
folyamat minden momentuma véges.
4.1 Tétel. Legyen (Yt)t∈R+ egy CIR-folyamat, melyre P(Y0 ∈ R+) = 1.
Ekkor
M̂(T ) D−→ B as T →∞,
ahol (B(t))06t61 egy kétdimenziós standard Brown-híd, és a konvergenciát
eloszlásban értjük a D([0, 1]) Szkorohod-téren.
Az alternatív hipotézis mellett a következő tételt láthatjuk be, amely a 3.4
Tétel megfelelője a CIR-folyamatra. A bizonyítás is a 3.4 Tételéhez hasonló
alapötlettel történik, de a szükséges segédlemmák több esetben jóval bonyo-
lultabbak.
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4.2 Tétel. Tegyük fel, hogy θ változása θ′-ról θ′′-re történik, a ρT időpont-
ban, ahol ρ ∈ (0, 1), valamint θ′ > 0 és θ′′ > 0 komponensenként. Legyen
i ∈ {1, 2}, és
ψi := 1>i I˜
−1/2
((ρQ′)−1 + ((1− ρ)Q′′)−1)−1(θ′ − θ′′), I˜ := lim
T→∞
IT
T
.
Ha ψi > 0, akkor
sup
t∈[0,T ]
M̂(T )t,i = T 1/2ψi + oP(T 1/2).
Másfelől, ha ψi < 0, akkor
inf
t∈[0,T ]
M̂(T )t,i = T 1/2ψi + oP(T 1/2).
A CIR-folyamat esetében a változás időpontját τ̂T -vel becsüljük, és a ρ̂T :=
τ̂T
T
becslés tulajdonságait vizsgáljuk. A következő tétel könnyen megkapható
a 3.5 Tétel megfelelőjéből a CIR-folyamatra.
4.3 Tétel. A 4.2 Tétel feltételei mellett, a megfelelő becslésre teljesül, hogy
ρ̂T − ρ = OP(T−1).
5. CLS-szerű paraméterbecslés a Heston-modellre
Végül Barczy et al. (2016) alapján bemutatunk egy feltételes legkisebb négy-
zeteken alapuló módszert a Heston-modellre, amely a következő sztochasz-
tikus differenciálegyenlet-rendszer megoldása:{
dYt = (a− bYt) dt+ σ1
√
Yt dWt,
dXt = (α− βYt) dt+ σ2
√
Yt
(
% dWt +
√
1− %2 dBt
)
,
(5.1)
ahol a > 0, b ∈ R, α, β > 0, σ1, σ2 > 0, % ∈ (−1, 1), és (Wt, Bt)t>0 egy két-
dimenziós standard Wiener-folyamat, ld. Heston (1993). Azonnal látható,
hogy Y éppen a (4.1) által definiált Cox–Ingersoll–Ross folyamat. Az Y és
X folyamatok pénzügyi jelentőségéről ld. pl. Hurn et al. (2013, 4. szakasz).
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A legtöbb kutatás ezidáig a CIR-modell és nem a magasabb dimenziós
Heston-modell paraméterbecslésére irányult. A CIR-modell diszkrét idejű
megfigyeléseire Overbeck és Rydén (1997) 3.1 és 3.3 Tétele áll rendelkezés-
re, melyek a mi 5.2 Tételünk megfelelői, de a σ1 volatilitás-paramétert is
becsülik, amelyet mi ismertnek feltételezünk. A becsléseink alakja, amely
hasonlít a korábbiakhoz, egy lehetséges módot ad arra is, hogy kutatásainkat
a változásészlelés irányába folytassuk.
Ugyanúgy, mint a CIR-folyamatnál, itt is kizárólag a b > 0 által definiált
stabil esetre szorítkozunk. Ugyanúgy nem becsüljük a σ1, σ2 és % para-
métereket, hiszen ezeket majdnem biztosan kiszámíthatjuk egy tetszőlege-
sen rövid folytonos idejű mintából. Szeretnénk diszkrét idejű megfigyelések
alapján CLS becslést adni az (a, b, α, β) paraméterekre. Ez azonban ne-
hezen kivitelezhető, mert a minimalizáláshoz szükséges parciális deriváltak
nemlineáris módon függnek a paraméterektől, így a megoldást nem tudjuk
analitikusan meghatározni. Ezért átalakítjuk a paraméterteret, és a követ-
kező transzformált paraméterekre számolunk CLS becsléseket:
c
d
γ
δ
 =

a
∫ 1
0 e
−bu du
e−b
α− aβ ∫ 10 (∫ u0 e−bv dv) du
−β ∫ 10 e−bu du
(5.2)
Az ezen paraméterekre vonatkozó parciális deriváltak már lineárisak, így
megkaphatjuk a szokásos CLS becsléseket, amelyek feltűnően hasonlítanak
az előző esetekben kapottakra:
ĉn
d̂n
γ̂n
δ̂n
 :=
E2 ⊗
 n∑
i=1
[
1
Yi−1
][
1
Yi−1
]>−1 n∑
i=1
[
Yi
Xi −Xi−1
]
⊗
[
1
Yi−1
]
.
Ezen becslések a következő tétel szerint rendelkeznek két igen előnyös tulaj-
donsággal. A bizonyítás ugyanazokat a martingálelméleti eszközöket hasz-
nálja, mint a CIR-folyamat változásészlelése, ezt pedig éppen a becslések
korábbiakhoz hasonló szerkezete teszi lehetővé.
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5.1 Tétel. Ha b > 0, és (Y0, X0) = (y0, x0), ahol y0 > 0, x0 ∈ R, akkor
(ĉn, d̂n, γ̂n, δ̂n) erősen konzisztens és aszimptotikusan normális, azaz, amint
n→∞, valamely G szigorúan pozitív definit mátrixra
(ĉn, d̂n, γ̂n, δ̂n)
m.b.−→ (c, d, γ, δ) és √n

ĉn − c
d̂n − d
γ̂n − γ
δ̂n − δ
 D−→ N4 (0,G) .
Az eredeti paraméterek becsléseit úgy kapjuk, hogy az (5.2) becslésekre
alkalmazzuk a transzformáció inverzét. Ez a művelet 1-hez tartó valószínű-
séggel elvégezhető.
(5.3)

ân
b̂n
α̂n
β̂n
 :=

−ĉn log d̂n
1−d̂n
− log d̂n
γ̂n − ĉnδ̂n d̂n−1−log d̂n
(1−d̂n)2
δ̂n
log d̂n
1−d̂n
 .
Ezen transzformáció után az ún. delta-módszer segítségével kapjuk a követ-
kező eredményt:
5.2 Tétel. Az 5.1 Tétel feltételei mellett
(
ân, b̂n, α̂n, β̂n
)
is erősen konzisz-
tens és aszimptotikusan normális, azaz, amint n→∞,
(ân, b̂n, α̂n, β̂n) m.b.−→ (a, b, α, β) és
√
n

ân − a
b̂n − b
α̂n − α
β̂n − β
 D−→ N4 (0,JGJ>) ,
ahol
J :=

− log d1−d −c log d−1+d
−1
(1−d)2 0 0
0 − 1
d
0 0
δ log d+1−d(1−d)2 cδ
2 log d−d+d−1
(1−d)3 1 c
log d+1−d
(1−d)2
0 δ log d−1+d
−1
(1−d)2 0
log d
1−d
 ,
az (5.3) egyenletben szereplő transzformáció Jacobi-mátrixa.
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