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Abstract
The paper is devoted to the new model for image decomposition, that splits an image f
into three components u+ v+ω, where u a piecewise-smooth or the “cartoon” component,
v a texture component and ω the noise part in variational approach. This decomposition
model in fact incorporates the advantages of two preceding models: the second-order total
variation minimization of Rudin-Osher-Fatemi (ROF2), and wavelet shrinkage for oscilla-
tory functions.
This decomposition model is presented as an extension of the three components de-
composition algorithm of Aujol et al. in [Dual norms and image decomposition models,
Int. J. Comput. Vis. 63(1)(2005) 85–104]. It also continues the idea introduced previously
by authors in [Denoising 3D medical images using a second order variational model and
wavelet shrinkage, Imag. Anal. and Rec., Lecture Notes in Computer Science, 7325(2012),
138-145], for two components decomposition model. The ROF2 model was first proposed
by Bergounioux et al. in [A second-order model for image denoising, Set-Valued Anal.
and Var. Anal., 18(2010), 277-306], it is an improved regularization method to overcome
the undesirable staircasing effect. The wavelet shrinkage is well combined to separate the
oscillating part due to texture from that due to noise. Experimental results validate the pro-
posed algorithm and demonstrate that the image decomposition model presents effective
and comparable performance to other previous models.
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shrinkage.
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1 Introduction
The problem of decomposing an image into several meaningful components has sparked consid-
erable amount of research. Many decomposition models have been proposed so far in [10], [12],
[13] aimed at splitting an image into two main components, one being the piecewise-smooth
(also called “cartoon” part) that contains the geometrical information, and another one contain-
ing the oscillating components that result from both textural features and noise.
From a given image f that has been corrupted by noise, or blurring effects, one extracts the
cartoon part u and the oscillating part v. The problem was first proposed for denoising purpose:
inf
u∈BV (Ω)
1
2
‖f − u‖2L2(Ω) + λTV (u,Ω) (1)
where λ ≥ 0 is a regularization parameter and Ω ⊂ Rn (n ≥ 2), TV (u,Ω) represents total
variation of u, assuming that u ∈ BV (Ω). It can refer to [7] for details of this functional space
BV . Notice that the minimization problem has a unique solution since the functional energy is
lower semi-continous and strictly convex.
In addition, the Meyer’s model in [14] also follows to split an image f as a sum u+v between
a cartoon u (geometrical component) and a term v takes care of textured components plus some
additive noise. Then, the image decomposition is considered by minimizing a convex functional
which depends on two variables u and v:
inf
(u,v)∈X×µBG
1
2λ
‖f − u− v‖2X + J(u) (2)
where X is the discrete functional space; J(u) is the discretization of TV (u,Ω). One also
denotes:
BG(µ) = µBG = {v ∈ G | ‖v‖G ≤ µ} . (3)
The model (2) is called the BV −G algorithm, well implemented by J.F. Aujol et al. in [10],
and Meyer Y. et al. in [2].
Nevertheless, the ROF model also has an important drawback, it favours piecewise constant
solutions that occur most severely in image reconstructions, so-called staircasing effects. Thus,
ameliorating this effect should be considered a priority in image decomposition problems. One
way to overcome the staircasing in reconstruction is to introduce higher order derivatives into the
energy. It has been studied extensively in many literatures. The higher-order variation regular-
ization was first proposed in [6] and [20], and then the Total Generalized Variation (TGV) was
also introduced in [4]. By extending the definition of the classical TV norm to higher dimen-
sions, TGV allows recovering images with sharp edges and exempted from staircasing effect.
Another approach to ameliorate this effect, an improved model constructed by the second-order
bounded variational space BV 2, was proposed in [12], [13]. The use of this technique also sub-
stantially reduces the staircasing effect while preserving edges. In particular, the second-order
space BV 2 shows convincing results in image denoising [12], and in image texture extraction
[13].
The second-order variational model of Rudin-Osher-Fatemi (ROF2) was given as follows:
inf
u∈BV 2(Ω)
1
2λ
‖f − u‖2L2(Ω) + TV 2(u,Ω) (4)
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where the TV 2(u,Ω) represents the second-order total variation defined by:
TV 2(u,Ω) = sup
φ
{〈∇u,divφ〉Rn : φ ∈ C2c (Ω,Rn×n), ‖φ‖∞ ≤ 1}, (5)
and the space of second-order bounded variation BV 2(Ω) is then defined as the space of all
functions u ∈W 1,1(Ω) such that TV 2(u,Ω) < +∞, endowed with the norm:
‖u‖BV 2(Ω) = ‖u‖W 1,1(Ω) + TV 2(u,Ω). (6)
This functional space is first introduced in [12], [15]. We also notice that problem (4) has a
unique solution by the same lower semi-continous and strictly convex properties of the energy
as BV 2.
The image decomposition with ROF2 is aims at dividing an image f into two components
u and v, which represent the piecewise-smooth and oscillatory component, respectively. Let
us consider the discrete decomposition model is described by minimizing a convex functional
which depends on the two variables u and v as:
inf
(u,v)∈X×X
1
2λ
‖f − u− v‖2X + J2(u) (7)
for a certain tuning parameter λ > 0 and J2 stands for the discretization of TV 2.
This problem is well mentioned in the past work of Tran et al. in [16], in which the model of
ROF2 and wavelet shrinkage are combined together to separate an image into two parts: the car-
toon component u and the remaining oscillatory component v. In addition to u+v (structure plus
oscillation) decompositions, one can also consider introducing a noise component ω, which leads
to a u + v + ω decomposition consisting of structure, texture and noise respectively. Recently,
such a decomposition was introduced by Aujol J.F. and Chambolle A. in [10], where the use of
ROF model and wavelet shrinkage are well adopted. The idea here is to extend the BV -norm in
ROF model to the BV 2-norm in ROF2 model, that better captures geometrical structures. In the
main research of this paper, section 2, our new approach are clearly outperformed and applied
in consideration of three components of decomposition algorithm. Furthermore, since the oscil-
latory components do not have small L2 norms as noted in [18], the use of the L2 norm is not a
suitable choice for the variable containing the oscillations of the image. It was presented in [22],
[14] that the weaker G-norm as the dual norm of W 1,1 that capture the pattern of oscillation
component successfully. More precisely, in our approach, the smooth component is considered
in the space of second-order bounded variation BV 2, and the textures or oscillating patterns are
considered in G-norm. Moreover, in this paper, we propose the model that further separate the
texture from noise in the oscillating part based on the process on wavelet coefficients of a given
image f . In particular, the use of non-decimated wavelet (“a` trous” algorithm, refer to [17]) and
decimated wavelet (Mallat’s algorithm, refer to [19]) soft-thresholding (shrinkage) have been
applied.
The rest of this paper is organized as follows. In the next section 2, we describe the de-
composition model, in which two adaptive models are proposed in our image decomposition
and corresponding algorithms are then presented. Section 3 gives a part of parameter selection
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in our proposed model. Section 4 will present some examples, and numerical experiments are
given to illustrate the effectiveness of our approach. At last, some comments and concluding
remarks are sketched out in section 5.
2 Image Decomposition model
In the same spirit as in the image decomposition model introduced in [16], [12], by introducing
one more part, the noise component ω, we here also propose another decomposition model
which consists of cartoon u, texture v and the noise ω. One follows the decomposition model in
[10], that instead of the total variation, the second-order total variation regularization problem is
considered. In the main objective of this paper, we consider decomposition model as minimizing
the following functional energy:
min
(u,v,w)∈X×X×X
{
1
2λ
‖f − u− v − ω‖2X + J∗2
(
v
µ
)
+B∗
(ω
δ
)
+ J2(u)
}
, (8)
where J2(u) represents the discretization of TV 2(u,Ω) as in [12], and J∗2 is the Legendre-
Fenchel transform of J2 (read [1]), this is the indicator function of a closed convex set K as:
J∗2 (v) = χK(v) =
{
0, if v ∈ K,
+∞, otherwise. (9)
As in [14], the operator B∗ in (8) is defined by:
B∗
(ω
δ
)
=
{
0, if
ω
δ
∈ BE ,
+∞, otherwise,
(10)
where BE = {v/‖v‖E ≤ 1} and E = B˙∞−1,∞ is the dual space of the standard Besov space
B˙11,1, we cite here [10] for detail information.
The idea here is that the term B∗
(ω
δ
)
representing the E norm. This term is used to model
the noise, and it has been proved that the approximation is well suited to denoise the textured
images for its tendency to preserve texture components, leads to [10], [21], [22].
Furthermore, as proved in [12], [11], the problem (8) admits a solution (u∗, v∗, ω∗), where u∗
and v∗ + ω∗ are unique. The proposed model (8) is then solved for cartoon + texture + noise by
transforming it into the following three sub-problems as:
1. Subproblem 1: For v and ω being fixed, we find u as solution to:
min
u∈X
{
J2(u) +
1
2λ
‖f − u− v − ω‖2X
}
. (P1)
2. Subproblem 2: For u and ω being fixed, we find v as solution to:
min
v∈µK
‖f − u− v − ω‖2X . (P2)
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3. Subproblem 3: For u and v being fixed, we find ω as solution to:
min
ω∈δBE
‖f − u− v − ω‖2X . (P3)
In the following subsections, one tries to obtain the discrete solution to each subproblem (P1),
(P2) and (P3), respectively.
2.1 Algorithm to solve the subproblem (P1)
In fact, the problem (P1) is the ROF2 model, this can be checked out easily in [12], [15]. In
these references, it was proposed a nonlinear projection algorithm to minimize the ROF2 model,
which is rewritten in the form of:
min
u∈X
{
J2(u) +
1
2λ
‖f − u‖2X
}
, (11)
where f is an observed image. For the finite dimensional optimization model, the following
proposition holds.
Proposition 2.1. [15], [12] The solution to problem (11) verifies:
u = f − PλK(f); (12)
where PλK be the orthogonal projector operator on λK, and
K := {H∗p| p ∈ XN×N , ‖pi1,i2,...,in‖RN×N ≤ 1; 1 ≤ i1, i2, ..., id ≤ N}. (13)
One notices that in proposition 2.1, H presents the Hessian operator and H∗ gives its adjoint.
Moreover, in order to approximate the projection term PλK(f), the following problem has to be
considered, [15]: {
minp∈XN×N {‖λH∗p− f‖2X},
‖pi1,i2,...,id‖2RN×N ≤ 1; 1 ≤ i1, i2, ..., id ≤ N.
(14)
The discrete problem (14) can be solved by the fixed point method with an iterative scheme on
the solution p satisfies: p0 = 0 and
pn+1i1,i2,...,id =
pni1,i2,...,id − τ
(
H
[
H∗pn − f
λ
])
i1,i2,...,id
1 + τ
∥∥∥∥∥
(
H
[
H∗pn − f
λ
])
i1,i2,...,id
∥∥∥∥∥
RN×N
, n = 0, 1, 2, 3, ... (15)
The discretization of the Hessian operatorH and its adjoint operatorH∗, as well as a sufficient
condition ensuring the convergence of the algorithm can be found in [12, 13]. It is shown that in
two dimensions, as long as τ ≤ 1/64, the term λ(H∗pn)n converges to PλK(f) as n→∞.
As a consequence, the approximate solution to (P1) is given by:
u∗ = f − v − ω − PλK(f − v − ω). (16)
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2.2 Algorithm to solve the subproblem (P2)
This section dedicates to solve the discrete problem (P2) as a projection on the closed convex
set K. Refer to [1, 10, 22], the approximate solution can be found in terms of:
v∗ = PµK(f − u− ω). (17)
where PµK denotes the orthogonal projector operator on the set µK, the given K in (13).
As already mentioned in the section 2.1, one approximates the projection PµK(f) as the
solution of problem (14) by the fixed point algorithm as in (15). Finally, the discrete solution of
(P2) are fixed in (17).
2.3 Algorithm to solve the subproblem (P3)
The approximate solution to sub-problem (P3) is given by:
ω∗ = PδBE (f − u− v), (18)
where δBE = BE(δ) = {ω : ‖ω‖E ≤ δ}. In order to approximate the projection PδBE , one
considers the dual problem of (P3) with the solution z to:
min
z∈X
(
1
2
‖f − u− v − z‖2X + δ‖z‖B˙1−1,1
)
, (19)
and the approximate solution z∗ is given from a wavelet soft/hard thresholding algorithm with
threshold 2δ. It can be rewritten as z∗ := WST (f−u−v, 2δ). Furthermore, in numerical exper-
iments, one applies the decimated and non-decimated wavelet shrinkage to obtain comparable
results. Therein,the Haar wavelet (haar), Daubechies wavelet with eight vanishing moments
(db8) and the a` trous wavelet are applied,respectively with a selected threshold parameter 2δ is
chosen referring to [5].
The approximate solution ω∗ to sub-problem (P3) is then given by:
ω∗ = f − u− v −WST (f − u− v, 2δ). (20)
2.4 Algorithm for decomposition model
We finally propose an iterative algorithm for image decomposition u+ v+w model as follows.
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Algorithm 1: Decomposition Algorithm
input : Original image, λ, µ, τ .
output: Image components: u, v, w.
1. Initialization:
u0 = v0 = ω0 = 0, (21)
2. Iterations on n: update the (n+ 1)th iterative solution from (un, vn, ωn):
un+1 = f − vn − ωn − PλK(f − vn − ωn), (22)
vn+1 = PµK(f − un+1 − ωn), (23)
ωn+1 = f − un+1 − vn+1 −WST (f − un+1 − vn+1, 2δ). (24)
3. Stopping criterion:
max{‖un+1 − un‖, ‖vn+1 − vn‖, ‖ωn+1 − ωn‖} ≤ ε, (25)
where ε represents a small positive number defined by users in numerical tests.
3 Parameter selection
According to the decomposition model (8) and its algorithm, it introduces additional parameters
λ, µ and δ that control how the solution (u, v, ω) behaves. The choice of the fitting regulariza-
tion parameters λ, µ in (P1) and (P2) in image restoration is still considered an important open
problem. This was also discussed in the work of Bergounioux et al. in [12], [13].
Firstly, let us notice to the parameter λ in the submodel (P1). The parameter λ > 0 stands
for regularization parameter, which controls the trade-off between a good fit of solution and a
smoothness requirement due to the ROF2 model (11). In particular, it controls the L2 norm of
residual f − u − v − ω. If λ is small, the small residual norm we have. It can be found that in
practice, this parameter is difficult to tune, it is chosen dependently upon the input image and
additional the noise standard deviation σnoise. Tuning λ often relies on experience and visual
inspection. We do not have any automatic way for choosing λ as far as we know. In some
numerical examples as below, one gives different values of λ testing to several images. This is a
very significant issue. In our experiments, we found that 0.5 ≤ λ ≤ 50 is appropriate for gray
scale images with intensities from 0 to 255.
The parameter µ in sub-model (P2) represents the L2-norm of the texture component v. This
parameter controls the magnitude of L2 norm, similar to the parameter λ problem (14). The
amount of noise removed from a given noisy image is controlled by these parameters. One leads
to [1, 12] for some effectiveness choices of µ that make our algorithm be adapted well. The
larger µ is, the more the information is averaged in the structural component u + ω, and the
more texture is extracted. However, the choice of µ depends upon the texture properties of the
input image.
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In the sub-model (P3), we mention to the choice of threshold parameter in wavelet shrinkage.
In (19), δ controls the E norm of the ω, amount of noise component. In image denoising, it has
some proposed criteria for thresholding parameter selection. Some threshold selection methods
are introduced for white Gaussian noise distributions with known variances. There are a lot of
methods, such as SURE, Minimax methods ..., which can be found in [9], [8] and references
therein. For instance, in 2D, the numerical calculation optimal threshold parameter for soft-
thresholding is found by the popular universal method proposes the T as follows:
T = σnoise
√
2 log(N2), (26)
whereN2 is the number of data points and σ2noise stands for the variance of Gaussian white noise.
Even if this threshold parameter is good, it does not handle for every type of image. In fact, for
images with sharp edges, the use of this shrinkage parameter often leads to an over-smoothed
geometrical component. For the better visualization, we adopt the approach chosen by Aujol
and Chambolle in [10], parameter δ in (20) is often chosen as
δ =
T
2
=
σnoise
√
2 log(N2)
2
. (27)
Or to get the even better results, one defines a weighting parameter ηin(0, 1] and set
δ = η
σnoise
√
2 log(N2)
2
. (28)
As a consequence, the choices for these parameters follow the same guidelines as above
together with numerical approximations. These parameters depend on the input clean or noisy
images. One points out how experimental results are performed in the next section.
4 Numerical experiments
In this section, many types of images are considered: images with textured structures, images
with complicated details. Let us divide this numerical experiment into two competitive applied
algorithms, where the two wavelet shrinkages are applied: a` trous algorithm and Mallat’s algo-
rithm. The grayscale images of size 512× 512 and 256× 256 are used for image decomposition
experiments: “barbara, baboon, gold-hill” and the square cut-off part of image barbara. The
last image is formed by texture elements, that called “texture+structure” image. The original
images are shown in figure 1.
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(a) Barbara, 512×512. (b) Baboon, 512×512. (c) Gold-hill, 512 ×
512.
(d) Cut-off image of
Barbara, 256× 256.
Figure 1: Original images.
4.1 Experiment 1: Input no-noise images
In order to test the algorithm 2.4, we first apply to the no-noise images. It points out in figure 2
below some numerical results that applying the wavelet “a` trous” algorithm to the problem (P3).
The final scale is chosen as 4 in the wavelet orthogonal decomposition.
We present some numerical experiments for a visual comparison of results for test images.
Figure 3 shows results are well performed with Mallat’s wavelet algorithm. Wavelet transform
employs Haar and Daubechies wavelet with eight vanishing moments (db8), with four scales
of orthogonal decomposition. In addition, the iteration termination condition is chosen with
ε = 10−4 in our algorithm for the input large size image. Note that in results presented below,
one adds a constant to v and ω for better illustration purpose.
It can be seen that the component u by our proposed model exhibits almost no artifacts, even
around the edges, thus providing a very high visual quality. As in [1] and [10], it is also well
known that the classical regularization ROF model producing staircase-like artifacts, the cartoon
component has undesirable piecewise constant regions. One may have a look on some numerical
experiments given therein to get compatible conclusion. The appearance of ROF2 model in our
decomposition algorithm substantially reduces this effect. It is also important to point out that
the absence of visual artifacts is proved in all the performed experiments. In this paper, authors
do not give image decomposition results with ROF model, whereas one has known results in
[10]. In addition, the advantages of ROF2 model compared with ROF model is well proved in
[12], [13] and authors presented several numerical experiments therein.
Results distinctly illuminate that the images decomposed by our advanced algorithm in texture
component v are better than those of applied total variation regularization scheme. For the
cut-off part of barbara image, one considers a real texture image without noise, the residual
component is much less geometry and texture than by the applied ROF scheme. This model
separates the texture details shown in v from non-textured images kept in u, one sees that the
wrinkles of barbara’s clothes are shown in the component v. Moreover, one can say that results
of w by Mallat’s wavelet algorithm is much better than the “a` trous” wavelet. In figure 2 and 3,
it can be seen in third column that the component w, supposed to be the oscillating part, have
been shown as almost zeros images for Mallat’s wavelet transform scheme.
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(a) u. (b) u. (c) u.
(d) v. (e) v. (f) v.
(g) w. (h) w. (i) w.
Figure 2: Example with Barbara, Baboon and the Goldhill images, λ = 10, µ = 50, using the
“a` trous” wavelet shrinkage.
4.2 Experiment 2: Input noisy images
In this section, one considers the performance of decomposition model to input noisy images.
With the additive noise, the input image is assumed to be the summation of original (clean) image
and an additive random noise. It also notices that the random noise has Gaussian distribution
with a fixed standard variance σ2noise.
We repeat the iterative decomposition algorithm to the input noisy image f , and the value
of η here is chosen as 0.1. By the theory of model, it assumes that input image is decomposed
into three components u, v and the ω, where the ω keeps the estimated noise. As a result, the
distribution of estimated noise should approach that of the additive noise.
One gives some numerical results in figures 5 and 6 for different value of σ. It also remarks
here that we only perform numerical solutions for the cut-off Barbara, as in figure 3(a). One
chooses the Barbara as its nice mixture of details, flat regions, shading areas, and textural fea-
tures. Results are checked out for a chosen noise power estimated with standard deviation σ = 5
and σ = 20, respectively. Similar to the previous section 4.1, the iteration termination condition
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(a) Haar, u. (b) Haar, v + 100. (c) Haar, w + 100.
(d) Daubechies-8, u. (e) Daubechies-8, v +
100.
(f) Daubechies-8, w +
100.
Figure 3: Example with a part of Barbara, λ = 10, µ = 50, using the Mallat’s wavelet shrinkage.
(a) σ = 5. (b) σ = 20.
Figure 4: Noisy image for σ = 5, 20.
for decomposition problem is implemented by choosing ε = 10−4 for the input large size and
noisy images.
Figures 5 and 6 (b) to (g) depict the decomposition results given by our approach with σ = 5
and σ = 20, respectively. Results are displayed in three columns respected to cartoon component
u, the textural component v and the residual component w. For better visualization, the v and w
component are displayed as v + 100 and w + 100. Consider smooth components u in the first
columns, texture and noise have been successfully removed in u. More texture appears in the v
component by the proposed model.
It can be seen that our model removed noise together with texture from input noisy image f .
Our estimations retain good visual quality. In addition, the cartoon part u in these results give
no stair-case effect and correct edge locations. Observing in the figures 5 and 6, for low level of
noise, there are very few disturbing artifacts in component u, and one has the good preservation
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of sharp details (legs of barbara), regular structures (pants of barbara) in the component v. This
aims that the decomposition model applied second variational model ROF2 makes difference
with classical model with ROF, [10].
(a) “A` trous”, u. (b) “A` trous”, v+100. (c) “A` trous”,w+100.
(d) Haar, u. (e) Haar, v + 100. (f) Haar, w + 100.
(g) Daubechies-8, u. (h) Daubechies-8, v +
100.
(i) Daubechies-8, w +
100.
Figure 5: Image decomposition with noisy image, for σ = 5, λ = 10, µ = 50.
In Figure 7, we present a computational cost for one of the previous examples. We measure
the error between two consecutive iterations, as the norm
‖un+1 − un‖
‖un‖ at each iterative step n,
and plot them with the iterative computational time. The error changes substantially between
consecutive iterations. Here, the computational time is represented as a function of this error.
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(a) Haar, u. (b) Haar, v + 100. (c) Haar, w + 100.
(d) Daubechies-8, u. (e) Daubechies-8, v +
100.
(f) Daubechies-8, w +
100.
Figure 6: Noisy image with σ = 20, λ = 10, µ = 50, applying (haar and db8) wavelets.
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Figure 7: Computational cost.
5 Conclusion
Decomposing image into meaningful components is a challenging inverse problem in image
processing. In this paper, as an original extension of the three components image decomposition
algorithm of Aujol et al. in [10], we have introduced a new image decomposition model which
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incorporates the advantages of two preceding models: the ROF2 model and wavelet shrinkages.
The proposed regularization model exhibits good performance in restoring the observed noisy
image free from staircasing effect. In addition, wavelet shrinkage is used to separate the oscil-
lating part due to texture from that due to noise. Two wavelet transforms, the decimated and
non-decimated are considered separately in this work to obtain comparable results. The exper-
imental results are quite promising. From the checked numerical experiments, one can realize
that this model yields a convincing and appealing results. However, further work will focus
on the estimation of the optimal algorithmic parameters for better texture and cartoon recovery.
Moreover, some other interesting works are done in [3], [4], where different functional spaces
are considered and may be alternative to the BV 2 space. Accompanies the use of second-order
total variation TV 2 to overcome the limitation of TV , the Total Generalized Variation (TGV)
was recognized as a well established higher-order generalization. It is an interesting issue to
test the performance of the second-order TGV, for comparing the different decomposition algo-
rithms. These further works will be described in a forthcoming paper.
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