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Let N be a nest on a complex Banach space X with N ∈ N com-
plemented in X whenever N− = N, and let AlgN be the associated
nest algebra. We say that an operator Z ∈ AlgN is an all-derivable
point of AlgN if every linear map δ from AlgN into itself derivable
at Z (i.e. δ(A)B + Aδ(B) = δ(Z) for any A, B ∈ A with AB = Z) is a
derivation. In this paper, it is shown that if Z ∈ AlgN is an injec-
tive operator or an operator with dense range, or an idempotent
operator with ran(Z) ∈ N , then Z is an all-derivable point of AlgN .
Particularly, if N is a nest on a complex Hilbert space, then every
idempotent operator with range in N , every injective operator as
well as every operator with dense range in AlgN is an all-derivable
point of the nest algebra AlgN .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let A be an (operator) algebra with unit I. Recall that a linear map δ from A into itself is called a
derivation if δ(AB) = δ(A)B + Aδ(B) for all A, B ∈ A. As well known, derivations are very important
linear maps both in theory and applications, and studied intensively (Refs. [1–3,10–14]). The question
of under what conditions that a linear (even additive) map becomes a derivation attracted much
attention of mathematicians (for instance, see [2,15]). We say that a map ϕ : A → A is derivable at a
point Z ∈ A if ϕ(A)B + Aϕ(B) = ϕ(Z) for any A, B ∈ A with AB = Z , and such Z is called a derivable
point of ϕ. It is obvious that a liner map is a derivation if and only if it is derivable at all points. It is
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natural and interesting to ask the question whether or not a linear map is a derivation if it is derivable
only at one given point. In this paper, we say that an element Z ∈ A is an all-derivable point of A if
every linearmap fromA into itself which is derivable at Z is in fact a derivation. The following example
shows that zero element is not an all-derivable point for any algebra.
Example 1.1. Let δ : A → A be a derivation and c a nonzero scalar. Deﬁne a linear map ϕ : A → A
by ϕ(A) = δ(A) + cA. It is obvious that ϕ is derivable at 0 but it is not a derivation. Thus 0 is not an
all-derivable point of A.
However, it is quite surprising thatdo there exist all-derivablepoints for somealgebras. For instance,
the unit I and invertible operators are all-derivable points of complex JSL algebras (see [7,13]). Hence
it is worth to determine what kind of elements are all-derivable points of an algebra, and thus get
some new characterizations and simpler criteria of derivations. Concerning this question, little has
been done. Jing et al. in [9] showed that, for the case of nest algebras on a Hilbert space, the set of
linear maps derivable at zero point with δ(I) = 0 coincides with the set of inner derivations. In [19],
Xiong and Zhu proved that every strongly operator topology continuous linear map derivable at the
unit point I betweennest algebras on complex separableHilbert spaces is an inner derivation. For other
relative references, see [17,18]. Recently, above results have been improved. Hou and Jiao in [6] proved
that, if δ : AlgN → AlgN is an additive map derivable at zero point, then δ(A) = τ(A) + cA for some
derivation τ and some scalar c, where AlgN is a nest algebra on a (real or complex) Banach space with
N ∈ N complementedwheneverN− = N. LetL be a J -subspace lattice on a Banach space X over real
or complex ﬁeld Fwith dim X > 2 and AlgL be the associated J -subspace lattice algebra. Hou and Qi
in [7] proved that every additive map derivable at zero point on AlgL is of the form δ(A) = τ(A) + cA
for all A, where τ is an additive derivation and c is a scalar; it is also shown that, if X is complex, then
every linearmap derivable at unit operator I on the JSL algebra AlgL is a derivation, and hence, the unit
I is an all-derivable point of JSL algebras. By the above results, though 0 is not an all-derivable point of
nest algebras and JSL algebras, the structure of the linear maps derivable at 0 is clear, and we may say
that, 0 is an all-derivable point of nest algebras and JSL algebras for linear maps vanishing at I.
Let N be a nest on a complex separable Hilbert space H. Zhu proved in [16] that every invertible
operator in the nest algebra AlgN is an all-derivable point of AlgN for the strongly operator topology,
that is, if Z ∈ AlgN is invertible, then every strongly continuous linear mapwhich is derivable at Z is a
derivation. Zhu also proved in [20] that ifN is continuous, then every orthogonal projection P /= 0with
P(H) ∈ N is an all-derivable point of AlgN for the strongly operator topology. However, the question
that whether or not the invertible operators and the idempotent operators with range belonging to
the nest are all-derivable points of nest algebras is still not answered. Themain purpose of the present
paper is to solve this question.
LetN be a nest on a complex Banach space X with N ∈ N complemented in X whenever N− = N,
and letAlgN be the associatednest algebra.Note that the conditiondoesnotmean that thenestN must
have a nontrivial element N that is complemented in X . For instance, if N = {0, X, Nn : n ∈ N} such
thatNn+1 ⊂ Nn for all n ∈ N and everyNn is not complemented in X , then the nestN still satisﬁes the
above condition. Let Z ∈ AlgN be an injective operator or an operator with dense range, or a nonzero
idempotent operator with ran(Z) ∈ N . In this paper we prove that, if δ : AlgN → B(X) is derivable
at Z , then δ is an inner derivation, i.e., there exists an operator C ∈ B(X) such that δ(T) = CT − TC for
all T ∈ AlgN . Thus Z is an all-derivable point of AlgN .
This paper is organized as follows. Section 2 is devoted to showing that the unit operator I is
an all-derivable point (Theorem 2.1). In Section 3, by use of the result in Section 2 and a result on
characterizing additive maps derivable at zero point in [6], we show that every idempotent operator
P with range in N is an all-derivable point (Theorem 3.1). The purpose of Section 4 is to prove that
injective operators and operators with dense range are all-derivable points (Theorem 4.1). In Section
5, as remarks we discuss linear maps from nest algebras into the whole operator algebras B(X) and
get similar results.
Let us embark somenotations. For aBanach spaceX , denotebyB(X) the algebraof all bounded linear
operators onX . Recall that a nest inX is a chainN of closed (under norm topology) linear subspaces ofX
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containing the trivial subspaces {0}andX ,which is closedunder the formationof arbitrary closed linear
span (denoted by
∨
) and intersection (denoted by
∧
). AlgN denotes the associated nest algebra,which
is the algebra of all operators T in B(X) such that TN ⊆ N for every elementN ∈ N . WhenN /= {0, X},
we say thatN is nontrivial. It is clear that ifN is trivial, thenAlgN = B(X). ForN ∈ N , letN− = ∨{M ∈
N |M ⊂ N}, N+ = ∧{M ∈ N |N ⊂ M} andN⊥− = (N−)⊥, whereN⊥ = {f ∈ X∗|N ⊆ ker(f )} andX∗ is
the dual of X . Denote D1(N ) = ⋃{N ∈ N |N− /= X} and D2(N ) = ⋃{N⊥−|N ∈ N and N /= 0}. Note
thatD1(N ) is dense in X andD2(N ) is dense in X∗. For x ∈ X and f ∈ X∗, x ⊗ f stands for the operator
on X with rank not greater than one deﬁned by (x ⊗ f )y = f (y)x. Some times we use 〈x, f 〉 to present
the value f (x) of f at x. It is well known that a rank one operator x ⊗ f belongs to AlgN if and only if
there is some N ∈ N such that x ∈ N and f ∈ N⊥− . In addition, we use the symbols ran(T) and ker(T)
for the range and kernel of T , respectively. For more information on nest algebras, we refer to [3].
2. The unit I is an all-derivable point
In this section, we show that every linear map derivable at unit point on a nest algebra AlgN is
a derivation, and thus the unit I is an all-derivable point of nest algebras. This result is basic and
will be used in the next section to show that every idempotent operator with range in the nest is an
all-derivable point of nest algebras.
The following is our main result.
Theorem 2.1. Let N be a nest on a complex Banach space X with N ∈ N complemented in X whenever
N− = N. Let δ : AlgN → AlgN be a linearmap. Then δ is derivable at I if and only if there exists C ∈ AlgN
such that δ(T) = CT − TC holds for all T ∈ AlgN . Therefore the unit operator I is an all-derivable point
of AlgN .
To prove Theorem 2.1, we need some lemmas. By imitating the proofs of Lemmas 2.1 and 2.3 in [19],
we easily obtain the following two lemmas.
Lemma 2.2. LetN be a nest on a real or complex Banach space X and δ : AlgN → AlgN be a linear map
derivable at unit operator I. Then
(1) for every idempotent operator P ∈ AlgN , we have δ(P) = δ(P)P + Pδ(P);
(2) for every operator N ∈ AlgN with N2 = 0, we have δ(N)N + Nδ(N) = 0.
Lemma 2.3. LetN be a nest on a real or complex Banach space X and δ : AlgN → AlgN be a linear map
derivable at unit operator I. If x ⊗ f ∈ AlgN with 〈x, f 〉 /= 0, then δ(x ⊗ f )(ker(x ⊗ f )) ⊆ span{x}.
Now for rank one operator x ⊗ f ∈ AlgN with 〈x, f 〉 = 0, let Nf = ∨{N ∈ N |f ∈ N⊥−}. Then f ∈
(Nf )
⊥− and x ∈ Nf .
Lemma 2.4. Let N be a nest on a real or complex Banach space X and δ : AlgN → AlgN be a linear
map derivable at unit operator I. Suppose that x ⊗ f ∈ AlgN with 〈x, f 〉 = 0. If (Nf )− /= Nf , then δ(x ⊗
f )(ker(x ⊗ f )) ⊆ span{x}.
Proof. Since (Nf )− /= Nf , there exists a vector z ∈ Nf such that 〈z, f 〉 = 1. It is obvious that (x +
z) ⊗ f , z ⊗ f ∈ AlgN . Sowehave δ((x + z) ⊗ f )ker(f ) ⊆ span{x + z} and δ(z ⊗ f )ker(f ) ⊆ span{z}.
Note that δ(x ⊗ f ) = δ((x + z) ⊗ f ) − δ(z ⊗ f ). Hence δ(x ⊗ f )ker(f ) ⊆ (span{x + z} − span{z}).
Taking any y ∈ ker(f ), and then there exist scalars α(y),β(y) such that
δ(x ⊗ f )y = α(y)(x + z) − β(y)z = α(y)x + (α(y) − β(y))z. (2.1)
By Lemma 2.2 (2) and (x ⊗ f )2 = 0, we have
δ(x ⊗ f )(x ⊗ f ) + (x ⊗ f )δ(x ⊗ f ) = 0.
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It follows that 0 = (δ(x ⊗ f )(x ⊗ f ) + (x ⊗ f )δ(x ⊗ f ))y = 〈δ(x ⊗ f )y, f 〉x for every y ∈ ker(f ), that
is, 〈δ(x ⊗ f )y, f 〉 = 0. Thus we get from Eq. (2.1) that
0 = 〈δ(x ⊗ f )y, f 〉 = 〈α(y)x + (α(y) − β(y))z, f 〉 = (α(y) − β(y))〈z, f 〉 = α(y) − β(y).
It follows that, δ(x ⊗ f )y = α(y)x for every y ∈ ker(f ), which implies that the lemma holds true. 
Lemma 2.5. Let N be a nest on a real or complex Banach space X and δ : AlgN → AlgN be a linear
map derivable at unit operator I. Suppose that x ⊗ f ∈ AlgN with 〈x, f 〉 = 0. If (Nf )− = Nf and Nf is
complemented in X, then δ(x ⊗ f )(ker(x ⊗ f )) ⊆ span{x}.
Proof. We shall prove the lemma by considering several cases.
Case 1. X− = X .
In this case, we can take a subchain {Nλ}λ∈Λ ⊆ N withNf ⊂ Nλ ⊂ X such that∪λ∈Λ(Nλ) is dense
inX . For every y ∈ kerf ∩ Nλ, since dimλN⊥λ = ∞, wemay take gλ ∈ (Nλ)⊥− ⊂ N⊥f such that 〈y, gλ〉 =
0, y ⊗ gλ ∈ AlgN and gλ is linearly independent to f . So we get (x ⊗ f + y ⊗ gλ)2 = 0. By Lemma 2.2
(2), we have
δ(x ⊗ f + y ⊗ gλ)(x ⊗ f + y ⊗ gλ) + (x ⊗ f + y ⊗ gλ)δ(x ⊗ f + y ⊗ gλ) = 0.
Also note that (x ⊗ f )2 = 0 and (y ⊗ gλ)2 = 0. The above equation reduces to
δ(x ⊗ f )(y ⊗ gλ) + (x ⊗ f )δ(y ⊗ gλ) + δ(y ⊗ gλ)(x ⊗ f ) + (y ⊗ gλ)δ(x ⊗ f ) = 0. (2.2)
Since f and gλ are linearly independent, then, for every scalar 0 /= ξ , there exists z ∈ X such that〈z, f 〉 = ξ 〈z, gλ〉 /= 0. Let the operator in Eq. (2.2) act at z, we get
〈z, gλ〉δ(x ⊗ f )y + 〈δ(y ⊗ gλ)z, f 〉x + 〈z, f 〉δ(y ⊗ gλ)x + 〈δ(x ⊗ f )z, gλ〉y = 0.
It follows that
δ(x ⊗ f )y + ξδ(y ⊗ gλ)x ∈ span{x, y}.
Take ξ = ±1; then we get that
δ(x ⊗ f )y + δ(y ⊗ gλ)x ∈ span{x, y}
and
δ(x ⊗ f )y − δ(y ⊗ gλ)x ∈ span{x, y}.
Combining the above two equations, we have
δ(x ⊗ f )y ∈ span{x, y}, ∀y ∈ kerf ∩ Nλ.
That is, for every λ ∈ Λ, and every y ∈ kerf ∩ Nλ, there exist scalars αλ(y),βλ(y) such that
δ(x ⊗ f )y = αλ(y)x + βλ(y)y. (2.3)
Next we show that βλ(y) = 0 for every y ∈ ker(f ) ∩ Nλ with y linearly independent to x.
Claim 1. αλ(y) is independent of λ, and βλ(y) is independent of y and λ.
We ﬁrst prove that βλ(y) is independent of y. In fact, for any two vectors y1, y2 ∈ kerf ∩ Nλ such
that y1, y2 and x are linearly independent, by Eq. (2.3), we have
δ(x ⊗ f )yi = αλ(yi)x + βλ(yi)yi, i = 1, 2
and
δ(x ⊗ f )(y1 + y2) = αλ(y1 + y2)x + βλ(y1 + y2)(y1 + y2).
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Therefore,
0= (αλ(y1 + y2) − αλ(y1) − αλ(y2))x + (βλ(y1 + y2)
−βλ(y1))y1 + (βλ(y1 + y2) − βλ(y2))y2,
which implies thatαλ(y1 + y2) = αλ(y1) + αλ(y2)andβλ(y1 + y2) = βλ(y1) = βλ(y2).Henceβλ(y) =
βλ is independent of y.
For any λ, γ ∈ Λ, without loss of generality, assuming λ < γ , we have
δ(x ⊗ f )y = αλ(y)x + βλy = αγ (y)x + βγ y, ∀y ∈ kerf ∩ Nλ.
That is,
(αλ(y) − αγ (y))x + (βλ − βγ )y = 0, ∀y ∈ kerf ∩ Nλ. (2.4)
Since y is linearly independent to x, it follows from Eq. (2.4) that αλ(y) = αγ (y) and βλ = βγ . Hence
the claim holds true.
Thus, for every y ∈ kerf ∩ Nλ which is linearly independent to x, there are scalars β and α(y) =
αλ(y) such that
δ(x ⊗ f )y = α(y)x + βy.
This implies that
(δ(x ⊗ f ) − βI)(kerf ∩ Nλ) ⊆ span{x}. (2.5)
Claim 2. ∪λ∈Λ(kerf ∩ Nλ) is dense in kerf .
Since ∪λ∈Λ(Nλ) is dense in X and Nλ ⊂ Nγ (λ < γ ), there exist λ0 ∈ Λ and y0 ∈ Nλ0 such that
〈y0, f 〉 /= 0. We ﬁrst claim that Nλ0 = [y0] +˙ kerf ∩ Nλ0 . The inclusion relation “⊇” is clear. So we
only need to prove the other inclusion relation. For any y ∈ Nλ0 , if 〈y, f 〉 = 0, it is obvious. If 〈y, f 〉 /=
0, then there exists a scalar c such that 〈y, f 〉 = c〈y0, f 〉. So 〈y − cy0, f 〉 = 0, which implies that
y ∈ [y0] +˙ kerf ∩ Nλ0 . Hence we get Nλ0 ⊆ [y0] +˙ kerf ∩ Nλ0 . Thus we have proved that Nλ0 =[y0] +˙ kerf ∩ Nλ0 .Nowfor anyλ, λ0 ∈ Λwithλ > λ0,wehaveNλ0 ⊂ Nλ. By the sameargumentwith
theabove,wecangetNλ = [y0] +˙ kerf ∩ Nλ. Therefore∪λNλ = [y0] +˙ kerf ∩ (∪λNλ) = [y0] +˙ ∪λ
(kerf ∩ Nλ). Again since ∪λ∈Λ(Nλ) is dense in X and X = [y0] +˙ kerf , we get that∪λ∈Λ(kerf ∩ Nλ) is dense in kerf . So the claim holds true.
For any y ∈ kerf , there exists a net {yi}i∈Γ ⊆ ∪λ(kerf ∩ Nλ) such that limi yi = y. Hence by Eq.
(2.5), we have (δ(x ⊗ f ) − βI)y ∈ span{x}, that is,
(δ(x ⊗ f ) − βI)(kerf ) ⊆ span{x}. (2.6)
Now let us prove that β = 0. Since (Nf )− = Nf and Nf is complemented, there exists a bounded
idempotent operator P ∈ B(X) such that ran(P) = Nf . It is easy to check that P ∈ AlgN . Since f ∈
(Nf )
⊥− = (Nf )⊥ = (ran(P))⊥ = ker(P∗), we see that P∗f = 0. Therefore x ⊗ f is a linear combination
of idempotents P + x ⊗ f and P. Hence, by Lemma 2.2 (1), we have
δ(x ⊗ f ) = δ(P + x ⊗ f ) − δ(P)
= δ(P + x ⊗ f )(P + x ⊗ f ) + (P + x ⊗ f )δ(P + x ⊗ f ) − δ(P) (2.7)
= δ(P)(x ⊗ f ) + δ(x ⊗ f )P + Pδ(x ⊗ f ) + (x ⊗ f )δ(P).
Since δ(P) = δ(P)P + Pδ(P), it is easily checked that Pδ(P)P = (I − P)δ(P)(I − P) = 0. Decompose
X into the direct sum X = ran(P) +˙ ker P. With respect to this decomposition, we have
P =
(
I1 0
0 0
)
, δ(P) =
(
0 T
0 0
)
,
x ⊗ f =
(
0 x ⊗ f
0 0
)
, δ(x ⊗ f ) =
(
A11 A12
0 A22
)
.
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Using Eq. (2.7), with a simple matrix calculation, we can get A11 = A22 = 0, and so
δ(x ⊗ f ) =
(
0 A12
0 0
)
.
For any x and y = y1 +˙ y2 ∈ kerf with y1 ∈ Nf = ran(P) and y2 ∈ ker P, by Eq. (2.6), there is a scalar
α such that((
0 A12
0 0
)
−
(
βI 0
0 βI
))(
y1
y2
)
=
(
αx
0
)
.
Hence(−βI A12
0 −βI
)(
y1
y2
)
=
(−βy1 + A12y2−βy2
)
=
(
αx
0
)
,
which implies thatβ = 0 sinceNf /= ker f . This completes the proof of the lemma for the caseX− = X .
Case 2. dim X⊥−  2.
Replacing Nλ by X in the above argument of Case 1, one easily see that Eq. (2.5) and thus Eq. (2.6)
still hold true. As Nf is complemented, it follows that β = 0. Hence the conclusion of the lemma is
true.
Case 3. dim X⊥− = 1. Take a nonzero vector g ∈ X⊥− .
If f and g are linearly dependent, then Nf = X− = ker f . Take x0 ∈ X so that 〈x0, f 〉 = 1. Note that
x0 ⊗ f , as well as (x + x0) ⊗ f , is an idempotent in AlgN . By Lemma 2.2 (1), we get
δ(x ⊗ f ) = δ((x + x0) ⊗ f ) − δ(x0 ⊗ f )
= δ((x + x0) ⊗ f )((x + x0) ⊗ f ) + ((x + x0) ⊗ f )δ((x + x0) ⊗ f )
−δ(x0 ⊗ f )(x0 ⊗ f ) − (x0 ⊗ f )δ(x0 ⊗ f ).
It follows that, for any y ∈ ker f = X−, we have
δ(x ⊗ f )y = 〈δ((x + x0) ⊗ f )y, f 〉(x + x0) − 〈δ(x0 ⊗ f )y, f 〉x0 = 0 ∈ span{x},
since δ((x + x0) ⊗ f )y, δ(x0 ⊗ f )y ∈ X−.
Assume that f and g are linearly independent. For any y ∈ ker f , if 〈y, g〉 = 0, then y ∈ X−. Replacing
Nλ by X− in the proof of Case 1 and using a similar argument, one can check that δ(x ⊗ f ) ker f ⊆
span{x}. If 〈y, g〉 /= 0, without loss of generality, assuming 〈y, g〉 = 1, then y ⊗ g is an idempotent
in AlgN . Let P = x ⊗ f + y ⊗ g. Note that P2 = (x ⊗ f + y ⊗ g)2 = y ⊗ g, this means that P2 is an
idempotent. Hence
I = (I − 2P2)(I − 2P2)
=
(
I − √2P
) (
I + √2P
)
(I − 2P2)
=
(
I − √2P
) (
I + √2P − 2P2 − 2√2P3
)
.
By Lemma 2.2(1) and P3 = P2, we have
0= δ(I) = δ
((
I − √2P
)) (
I + √2P − 2P2 − 2√2P2
)
+
(
I − √2P
)
δ
(
I + √2P − 2P2 − 2√2P2
)
= −√2δ(x ⊗ f )
(
I + √2x ⊗ f +
(
−2 − √2
)
y ⊗ g
)
−√2δ(y ⊗ g)
(
I + √2x ⊗ f +
(
−2 − √2
)
y ⊗ g
)
+√2δ(x ⊗ f ) +
(
−2 − √2
)
δ(y ⊗ g)
−√2(x ⊗ f + y ⊗ g)
((√
2δ(x ⊗ f ) +
(
−2 − √2
)
δ(y ⊗ g)
)
.
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Acting at y, and noting that 〈δ(y ⊗ g)y, g〉 = 〈δ(x ⊗ f )y, f 〉 = 〈x, f 〉 = 0, we get(
−√2 − 2
)
δ(x ⊗ f )y = −√2δ(y ⊗ g)
(
−1 − √2
)
y + √2δ(x ⊗ f )y
+
(
−2 − √2
)
δ(y ⊗ g)y
−√2(x ⊗ f + y ⊗ g)
((√
2δ(x ⊗ f ) +
(
−2 − √2
)
δ(y ⊗ g)
)
y
= √2δ(x ⊗ f )y − 2〈δ(x ⊗ f )y, f 〉x + √2
(
2 + √2
)
〈δ(y ⊗ g)y, f 〉x
− 2〈δ(x ⊗ f )y, g〉y −
(
−2√2 − 2
)
〈δ(y ⊗ g)y, g〉y
= √2δ(x ⊗ f )y +
(
2
√
2 + 2
)
〈δ(y ⊗ g)y, f 〉x − 2〈δ(x ⊗ f )y, g〉y,
which implies that
δ(x ⊗ f )y = −〈δ(y ⊗ g)y, f 〉x − 2γ−1〈δ(x ⊗ f )y, g〉y,
where γ = −2 − 2√2 /= 0. Let g acts at the both sides of the above equation, one gets
〈δ(x ⊗ f )y, g〉 = −2γ−1〈δ(x ⊗ f )y, g〉,
this entails that 〈δ(x ⊗ f )y, g〉 = 0 since 2γ−1 /= −1. Therefore δ(x ⊗ f )y ∈ span{x}, completing the
proof of the lemma. 
Now we are in a position to give the proof of our main result in this section.
Proof of Theorem 2.1. As, by assumption, N ∈ N is complemented whenever N− = N,N and δ meet
all requirements of Lemmas 2.3–2.5. Thus by Lemmas 2.3–2.5, for any rank one operator x ⊗ f ∈ AlgN ,
we have δ(x ⊗ f )ker(x ⊗ f ) ⊆ span{x}. By a similar argument with the proof in [15], for any {0} /= N
and N− /= X , there exist linear maps BN : N → N ⊆ X and CN⊥− : N⊥− → N⊥− ⊆ X∗ such that
δ(x ⊗ f ) = x ⊗ CN⊥− f + BNx ⊗ f , ∀x ∈ N, f ∈ N⊥− . (2.8)
Take anyM, N ∈ N . For any x ∈ M ∩ N and f ∈ N⊥− ∩ M⊥− , we have
δ(x ⊗ f ) = x ⊗ CN⊥− f + BNx ⊗ f = x ⊗ CM⊥− f + BMx ⊗ f ,
that is,
x ⊗ (CN⊥− − CM⊥− )f = (BM − BN)x ⊗ f . (2.9)
If N ⊂ M, thenM⊥− ⊂ N⊥− . By Eq. (2.9), there exists a scalar αMN such that CN⊥− |M⊥− = CM⊥− + αMNI|M⊥−
and BM|N = BN + αMNI|N . Now ﬁxM ∈ N . For any N ∈ N , we deﬁne⎧⎪⎪⎨
⎪⎪⎩
B˜N = BN, ˜CN⊥− = CN⊥− , if N = M;
B˜N = BN + αMNI|N, ˜CN⊥− = CN⊥− + αMNI|N, if N ⊂ M;
B˜N = BN − αNMI|M, ˜CN⊥− = CN⊥− − αNMI|M, if N ⊃ M.
It is obvious that {B˜N |N− /= X} and { ˜CN⊥− |N /= 0} are well deﬁned with B˜N |M = B˜M and ˜CM⊥− |N⊥− =˜CN⊥− whenever M ⊆ N. Thus there exist linear maps B : D1(N ) → D1(N ) ⊆ X and C : D2(N ) →
D2(N ) ⊆ X∗ such that B|N = B˜N and C|N⊥− = ˜CN⊥− for any N ∈ N . Moreover, by Eq. (2.8), we get
δ(x ⊗ f ) = x ⊗ Cf + Bx ⊗ f , ∀x ⊗ f ∈ AlgN . (2.10)
For any rank one operator x ⊗ f ∈ AlgN , if 〈x, f 〉 /= 0, by Lemma 2.2(1), we can easily get that (x ⊗
f )δ(x ⊗ f )(x ⊗ f ) = 0. So (〈x, Cf 〉 + 〈Bx, f 〉)x ⊗ f = 0. It follows that 〈x, Cf 〉 + 〈Bx, f 〉 = 0. If 〈x, f 〉 =
0, by Lemma 2.2(2), we can also get 〈x, Cf 〉 + 〈Bx, f 〉 = 0. Hence
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〈x, Cf 〉 + 〈Bx, f 〉 = 0, ∀x ⊗ f ∈ AlgN . (2.11)
Nextwe prove that δ is a derivation. Since X is complex, for any T and any x ⊗ f ∈ AlgN , takeλ ∈ C
such that |λ| > ‖T‖ and ‖(λI − T)−1x‖‖f‖ < 1 (this is possible since (λI − T)−1 → 0 as |λ| →
∞). Then both λI − T and λI − T − x ⊗ f = (λI − T)(I − (λI − T)−1x ⊗ f ) are invertible with their
inverses are still in AlgN . Note that, for every invertible element A ∈ AlgN with A−1 ∈ AlgN , we have
δ(A−1) = −A−1δ(A)A−1 since δ is derivable at I. Also it is obvious that (I − (λI − T)−1x ⊗ f )−1 =
I + (1 − α)−1(λI − T)−1x ⊗ f , where α = 〈(λI − T)−1x, f 〉. Hence we have
0= δ(λI − T − x ⊗ f )(I + (1 − α)−1(λI − T)−1x ⊗ f )(λI − T)−1
+ (λI − T − x ⊗ f )δ((I + (1 − α)−1(λI − T)−1x ⊗ f )(λI − T)−1)
= [−δ(T) − Bx ⊗ f − x ⊗ Cf ][(λI − T)−1 + (1 − α)−1(λI − T)−1(x ⊗ f )(λI − T)−1]
+ [λI − T − x ⊗ f ][(λI − T)−1δ(T)(λI − T)−1
+ (1 − α)−1(B(λI − T)−1(x ⊗ f )(λI − T)−1 + (λI − T)−1x ⊗ C((λI − T)−1)∗f )].
Note that (1 − α)−1α = (1 − α)−1 − 1. It follows from above equation that
0= (1 − α)−1δ(T)(λI − T)−1x ⊗ (λI − T∗)−1f
+ (1 − α)−1Bx ⊗ (λI − T∗)−1f + x ⊗ (λI − T∗)−1Cf
+ (1 − α)−1〈(λI − T)−1x, Cf 〉x ⊗ (λI − T∗)−1f
− (1 − α)−1(λI − T)B(λI − T)−1x ⊗ (λI − T∗)−1f (2.12)
+ x ⊗ (λI − T∗)−1δ(T)∗(λI − T∗)−1f
+ (1 − α)−1〈B(λI − T)−1x, f 〉(x ⊗ (λI − T∗)−1f )
− x ⊗ C(λI − T∗)−1f .
Since 〈x, Cf 〉 + 〈Bx, f 〉 = 0 holds for all x ⊗ f ∈ AlgN and (λI − T)−1(x ⊗ f ) ∈ AlgN , we have 〈(λI −
T)−1x, Cf 〉 + 〈B(λI − T)−1x, f 〉 = 0. Hence, multiplying Eq. (2.12) by (1 − α) from the left, we get
[δ(T)(λI − T)−1 + B − (λI − T)B(λI − T)−1]x ⊗ (λI − T∗)−1f
+ (1 − α)x ⊗ [(λI − T∗)−1δ(T)∗(λI − T∗)−1 + C(λI − T∗)−1 − (λI − T∗)−1C]f = 0
holds for allx ⊗ f ∈ AlgN . This implies that [δ(T)(λI − T)−1 + B − (λI − T)B(λI − T)−1]x is linearly
dependent to x for every x ∈ D1(N ). So there is a scalar βλ such that
δ(T)(λI − T)−1 + B − (λI − T)B(λI − T)−1 = βλI
on D1 = D1(N ). It follows that
δ(T) = BT − TB + βλ(λI − T) (2.13)
onD1 since (λI − T)−1(D1(N )) = D1(N ). By taking different λ in Eq. (2.13), we see that βλ = 0 and
consequently
δ(T)|D1 = BT|D1 − TB (2.14)
holds for all T ∈ AlgN .
Now taking any T, S ∈ AlgN , by Eq. (2.14), we have
δ(TS)|D1 = BTS|D1 − TSB = BT|D1S|D1 − TSB
and
(δ(T)S + Tδ(S))|D1 = (BT|D1 − TB)S|D1 + T(BS|D1 − SB) = BT|D1S|D1 − TSB.
Comparing the above two equations, we get
δ(TS)|D1 = (δ(T)S + Tδ(S))|D1 .
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Thus
δ(TS) = δ(T)S + Tδ(S)
holds for all T, S ∈ AlgN since D1 is dense in X . Therefore, δ is a derivation. As every linear derivation
of a nest algebra on a Banach space is continuous (Ref. [5, Theorem 2.2]) and every continuous linear
derivation of a nest algebra on a Banach space is inner (Ref. [14]), there is an operator C ∈ AlgN such
that δ(T) = CT − TC for all T ∈ AlgN . The proof is completed. 
3. Idempotents that are all-derivable points
In this section, we consider the linear maps derivable at idempotent operators on AlgN . Based on
the result in Section 2, we can prove that every idempotent operator with range in the nest N is an
all-derivable point of AlgN .
Theorem 3.1. Let N be a nest on a complex Banach space X with N ∈ N complemented in X whenever
N− = N. Let P ∈ B(X) be an idempotent operators with ran(P) ∈ N . Then every linear map on AlgN
derivable at P is a (inner) derivation.
Note that, every subspace of a Hilbert space is complemented. Hence as a consequence of Theorem
3.1, one can easily get the following corollary, which generalized the main result in [20] mentioned in
Section 1. Recall that a projection on a Hilbert space is a self-adjoint idempotent operator.
Corollary 3.2. Let N be a nest on a complex Hilbert space H and AlgN the associated nest algebra. Then
every linear map from AlgN into itself derivable at an idempotent operator with range in N is a (inner)
derivation.
To prove our main result, we need the following lemma which is proved in [6].
Lemma 3.3 [6, Theorem2.1]. LetN be a nest on a Banach space X over real or complex ﬁeldF, with N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ is derivable at zero
point, then there exist a scalar c ∈ F and a derivation τ such that δ(A) = τ(A) + cA for all A ∈ AlgN .
Thus δ is a derivation if δ(I) = 0.
By [4, Theorem 4.1], additive derivations on nest algebras on inﬁnite dimensional Banach spaces
are linear. Hence, for inﬁnite dimensional case, Lemma 3.3 may be restated as
Corollary 3.4. LetN be a nest on an inﬁnite dimensional Banach space X over real or complex ﬁeld F, with
N ∈ N complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additivemap. If δ is derivable
at zero point, then there exist operators A, B ∈ AlgN with A + B ∈ FI such that δ(T) = AT + TB for all
T ∈ AlgN .
Proof of Theorem 3.1. Let P be an idempotent operator with ran(P) = N0 ∈ N . It is clear that P ∈
AlgN . Let δ : AlgN → AlgN be a linear map derivable at P. We have to prove that δ is a derivation.
Write P⊥ = I − P and decompose X into the direct sum X = ran(P) ⊕ ker P. Then with respect
to this decomposition, we have P =
(
I1 0
0 0
)
. Let NP = {N ∩ N0 : ∀N ∈ N } and NP⊥ = {N ∩ ker P :
∀N ∈ N }. ThenNP andNP⊥ are nests on Banach spacesN0 and ker P, respectively.Moreover, it is easily
checked that bothNP andNP⊥ satisfy the assumption onN in the theorem (i.e., N− = N implies that
N is complemented). Thus P(AlgN )P|N0 = Alg(NP), P⊥(AlgN )P⊥|ker P = Alg(NP⊥) and
AlgN =
{(
X W
0 Y
)
: X ∈ Alg(NP), W ∈ B(ker P, ran(P)), Y ∈ Alg(NP⊥)
}
.
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For any X ∈ A11 = Alg(NP), W ∈ A12 = B(ker P, ran(P)), Y ∈ A22 = Alg(NP⊥), as δ is linear, we
can write
δ
((
X W
0 Y
))
=
(
δ11(X) + τ11(W) + ϕ11(Y) δ12(X) + τ12(W) + ϕ12(Y)
0 δ22(X) + τ22(W) + ϕ22(Y)
)
,
where δij : A11 → Aij , τij : A12 → Aij ,ϕij : A22 → Aij are linear maps, i, j ∈ {1, 2}with i j. Denote
Ii the unit of Aii, i = 1, 2. Since δ is derivable at P, we have(
δ11(I1) δ12(I1)
0 δ22(I1)
)
= δ(P) = δ(P)P + Pδ(P) =
(
2δ11(I1) δ12(I1)
0 0
)
.
This implies that δ11(I1) = 0 and δ22(I1) = 0.
For any X1, X2 ∈ A11 with X1X2 = I1, we take S =
(
X1 0
0 0
)
and T =
(
X2 0
0 0
)
. Then ST = P, and so(
0 δ12(I1)
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
δ11(X1) δ12(X1)
0 δ22(X1)
)(
X2 0
0 0
)
+
(
X1 0
0 0
)(
δ11(X2) δ12(X2)
0 δ22(X2)
)
(3.1)
=
(
δ11(X1)X2 + X1δ11(X2) X1δ12(X2)
0 0
)
.
Thuswe get that δ11(X1)X2 + X1δ11(X2) = 0 = δ11(I) for all X1, X2 ∈ A11 with X1X2 = I1. Hence δ11 is
a linear map derivable at the unit I1 from the nest algebraA11 into itself. Because the nestNP satisﬁes
the conditions of Theorem 2.1, so by Theorem 2.1, δ11 is an inner derivation, that is, there exists an
operator A ∈ A11 such that
δ11(X) = AX − XA for all X ∈ A11. (3.2)
Furthermore, from Eq. (3.1), we have δ12(I1) = X1δ12(X2) for all X1, X2 ∈ A11 with X1X2 = I1. Take
any invertible operator X0 ∈ A11, and let X2 = X0 and X1 = X−10 . We get
δ12(X0) = X0δ12(I1) for all invertible operator X0 ∈ A11. (3.3)
Now for every operator X ∈ A11, we can take λ ∈ C such that λI1 − X is invertible with its inverse is
still in A11. It follows from Eq. (3.3) that
δ12(X) = XB for all X ∈ A11, (3.4)
where B = δ12(I1).
For any invertible operator X ∈ A11, let S =
(
X 0
0 0
)
and T =
(
X−1 0
0 I2
)
. We have ST = P, and so(
0 δ12(I1)
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
δ11(X) δ12(X)
0 δ22(X)
)(
X−1 0
0 I2
)
+
(
X 0
0 0
)(
δ11(X
−1) + ϕ11(I2) δ12(X−1) + ϕ12(I2)
0 δ22(X
−1) + ϕ22(I2)
)
=
(
δ11(X)X
−1 + Xδ11(X−1) + Xϕ11(I2) δ12(X) + Xδ12(X−1) + Xϕ12(I2)
0 δ22(X)
)
.
Thus δ22(X) = 0 and δ12(I1) = δ12(X) + Xδ12(X−1) + Xϕ12(I2) holds for all invertible operators X ∈
A11. Taking X = I1 in the second equation, we have
ϕ12(I2) = −δ12(I1) = −B. (3.5)
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Since δ22(X) = 0 for all invertible operators X ∈ A11, it is easy to check that
δ22(X) = 0 for all X ∈ A11. (3.6)
For any Y ∈ A22, let S =
(
I1 0
0 Y
)
and T =
(
I1 0
0 0
)
. Then ST = P, and so(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
ϕ11(Y) B + ϕ12(Y)
0 ϕ22(Y)
)(
I1 0
0 0
)
+
(
I1 0
0 Y
)(
0 B
0 0
)
=
(
ϕ11(Y) B
0 0
)
.
It follows that
ϕ11(Y) = 0 for all Y ∈ A22. (3.7)
Let S =
(
I1 0
0 0
)
and T =
(
I1 0
0 Y
)
. Then ST = P, and so(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
0 B
0 0
)(
I1 0
0 Y
)
+
(
I1 0
0 0
)(
0 B + ϕ12(Y)
0 ϕ22(Y)
)
=
(
0 BY + B + ϕ12(Y)
0 0
)
.
This implies that
ϕ12(Y) = −BY for all Y ∈ A22. (3.8)
For any Y1, Y2 ∈ A22 with Y1Y2 = 0, let S =
(
I1 0
0 Y1
)
and T =
(
I1 0
0 Y2
)
. We get(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
0 B + ϕ12(Y1)
0 ϕ22(Y1)
)(
I1 0
0 Y2
)
+
(
I1 0
0 Y1
)(
0 B + ϕ12(Y2)
0 ϕ22(Y2)
)
=
(
0 BY2 + ϕ12(Y1)Y2 + B + ϕ12(Y2)
0 ϕ22(Y1)Y2 + Y1ϕ22(Y2)
)
.
It follows that ϕ22(Y1)Y2 + Y1ϕ22(Y2) = 0 for all Y1, Y2 ∈ A22 with Y1Y2 = 0. Hence ϕ22 is a linear
map derivable at 0 from A22 into itself. As the nest NP⊥ satisﬁes the conditions of Corollary 3.4, we
see that ϕ22 is a generalized inner derivation, that is, there exist operators C, D ∈ A22 such that
ϕ22(Y) = CY + YD for all Y ∈ A22. (3.9)
In the following wewill prove that D = −C and thus ϕ22 is a derivation. In fact, for anyW ∈ A12, take
S =
(
I1 −W
0 0
)
and T =
(
I1 W
0 I2
)
. It is obvious that ST = P. Thus we get(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(−τ11(W) B − τ12(W)
0 −τ22(W)
)(
I1 W
0 I2
)
+
(
I1 −W
0 0
)(
τ11(W) τ12(W)
0 τ22(W) + ϕ22(I2)
)
=
(
0 B − τ11(W)W − Wτ22(W) − Wϕ22(I2)
0 −τ22(W)
)
,
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which implies that
τ22(W) = 0 and τ11(W)W + Wτ22(W) + Wϕ22(I2) = 0 (3.10)
for allW ∈ A12. Take S =
(
I1 W
0 0
)
and T =
(
I1 0
0 0
)
. Then ST = P, and so(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
τ11(W) B + τ12(W)
0 τ22(W)
)(
I1 0
0 0
)
+
(
I1 W
0 0
)(
0 B
0 0
)
=
(
τ11(W) B
0 0
)
.
Hence we have
τ11(W) = 0 for allW ∈ A12. (3.11)
CombiningEq. (3.10)withEq. (3.11),wegetWϕ22(I2) = 0. SinceW is arbitrary,wemusthaveϕ22(I2) =
0. This, together with Eq. (3.9), implies that D = −C. Hence
ϕ22(Y) = CY − YC for all Y ∈ A22. (3.12)
By now,wehave proved that, for any
(
X W
0 Y
)
∈ AlgN , whereX ∈ A11, W ∈ A12, Y ∈ A22,wehave
δ
((
X W
0 Y
))
=
(
AX − XA XB − BY + τ12(W)
0 CY − YC
)
. (3.13)
To see the properties of τ12, take any W ∈ A12 and Y ∈ A22, and let S =
(
I1 W
0 0
)
and T =(
I1 −WY
0 Y
)
. Then we have(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
0 B + τ12(W)
0 0
)(
I1 −WY
0 Y
)
+
(
I1 W
0 0
)(
0 B − BY − τ12(WY)
0 CY − YC
)
=
(
0 B + τ12(W)Y − τ12(WY) + WCY − WYC
0 0
)
as ST = P. This implies that
τ12(WY) = τ12(W)Y + WCY − WYC (3.14)
holds for allW ∈ A12 and Y ∈ A22.
For any W ∈ A12 and any invertible operator X ∈ A11, by taking S =
(
X −XW
0 0
)
and T =(
X−1 W
0 I2
)
, we have(
0 B
0 0
)
= δ(P) = δ(S)T + Sδ(T)
=
(
AX − XA XB − τ12(XW)
0 0
)(
X−1 W
0 I2
)
+
(
X −XW
0 0
)(
AX−1 − X−1A X−1B − B + τ12(W)
0 0
)
=
(
0 AXW − XAW + B + Xτ12(W) − τ12(XW)
0 0
)
.
It follows that
τ12(XW) = Xτ12(W) + AXW − XAW (3.15)
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holds for all invertible operator X ∈ A11 and all W ∈ A12. Now for every operator X ∈ A11, we take
λ ∈ C such that λI1 − X is invertible inA11. Note that τ12 is a linear map. By Eq. (3.15), one can easily
get that
τ12(XW) = Xτ12(W) + AXW − XAW (3.16)
holds for all X ∈ A11 and allW ∈ A12.
Now let us show that δ is a derivation. For any
(
X1 W1
0 Y1
)
,
(
X2 W2
0 Y2
)
∈ AlgN , where X1, X2 ∈ A11,
W1, W2 ∈ A12, Y1, Y2 ∈ A22, by Eq. (3.13) and the linearity of τ12, we have
δ
((
X1 W1
0 Y1
)(
X2 W2
0 Y2
))
= δ
((
X1X2 X1W2 + W1Y2
0 Y1Y2
))
=
(
AX1X2 − X1X2A X1X2B − BY1Y2 + τ12(X1W2) + τ12(W1Y2)
0 CY1Y2 − Y1Y2C
)
.
(3.17)
On the other hand,
δ
((
X1 W1
0 Y1
))(
X2 W2
0 Y2
)
+
(
X1 W1
0 Y1
)
δ
((
X2 W2
0 Y2
))
=
(
AX1 − X1A X1B − BY1 + τ12(W1)
0 CY1 − Y1C
)(
X2 W2
0 Y2
)
+
(
X1 W1
0 Y1
)(
AX2 − X2A X2B − BY2 + τ12(W2)
0 CY2 − Y2C
)
=
(
AX1X2 − X1AX2 AX1W2 − X1AW2 + X1BY2 − BY1Y2 + τ12(W1)Y2
0 CY1Y2 − Y1CY2
)
+
(
X1AX2 − X1X2A X1X2B − X1BY2 + X1τ12(W2) + W1CY2 − W1Y2C
0 Y1CY2 − Y1Y2C
)
=
(
AX1X2 − X1X2A G
0 CY1Y2 − Y1Y2C
)
,
(3.18)
where
G = AX1W2 − X1AW2 − BY1Y2 + τ12(W1)Y2 + X1X2B + X1τ12(W2) + W1CY2 − W1Y2C.
Comparing Eq. (3.17) with Eq. (3.18), and applying Eqs. (3.14) and (3.16), we get
δ
((
X1 W1
0 Y1
)(
X2 W2
0 Y2
))
= δ
((
X1 W1
0 Y1
))(
X2 W2
0 Y2
)
+
(
X1 W1
0 Y1
)
δ
((
X2 W2
0 Y2
))
.
Therefore, δ is a derivation. The proof is completed. 
4. Invertible operators are all-derivable points
In this section, we show that every invertible operator in AlgN is an all-derivable point of AlgN . In
fact we prove that every injective operator as well as every operator with dense range in AlgN is an
all-derivable point of AlgN . The following is our main result.
Theorem 4.1. Let N be a nest on a complex Banach space X with N ∈ N complemented in X whenever
N− = N. Let δ : AlgN → AlgN be a linear map and Z ∈ AlgN be an injective operator or an operator
with dense range. If δ is derivable at Z, then δ is a (inner) derivation. Particularly, every invertible operator
is an all-derivable point of AlgN .
For the Hilbert space case, we have the following corollary.
Corollary 4.2. LetN be a nest on a complex Hilbert space H. Then every linear map from AlgN into itself
that is derivable at an injective operator or at an operator with dense range in AlgN is a (inner) derivation.
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To prove our main result in this section, we need some lemmas. The following two are generaliza-
tions of Lemma 2.2.
Lemma 4.3. Let N be a nest on a real or complex Banach space X. Suppose that δ : AlgN → AlgN is a
linear map. If there exists an injective operator or an operator with dense range Z ∈ AlgN such that δ is
derivable at Z, then δ(I) = 0.
Proof. Since δ is derivable at Z and Z = IZ = ZI, we have δ(Z) = δ(I)Z + Iδ(Z) = δ(Z) + Zδ(I). So
δ(I)Z = Zδ(I) = 0. If Z is injective, by Zδ(I) = 0, we get δ(I) = 0; if Z is an operator with dense range,
then, by δ(I)Z = 0, we get again δ(I) = 0. 
Lemma 4.4. LetN be a nest on a real or complex Banach space X and δ : AlgN → AlgN be a linear map
derivable at Z ∈ AlgN .
If Z is an operator with dense range, then
(1) for every idempotent operator P ∈ AlgN , we have δ(PZ) = δ(P)Z + Pδ(Z), and moreover, δ(P) =
δ(P)P + Pδ(P);
(2) for every operator N ∈ AlgN with N2 = 0, we have δ(NZ) = δ(N)Z + Nδ(Z), and moreover,
δ(N)N + Nδ(N) = 0.
If Z is an injective operator, then
(1′) for every idempotent operator P ∈ AlgN , we have δ(ZP) = δ(Z)P + Zδ(P), and moreover, δ(P) =
δ(P)P + Pδ(P);
(2′) for every operator N ∈ AlgN with N2 = 0, we have δ(ZN) = δ(Z)N + Zδ(N), and moreover,
δ(N)N + Nδ(N) = 0.
Proof. Let P ∈ AlgN be any idempotent operator. If Z is an operator with dense range, then by Lemma
4.3, we have
δ(Z) = δ(4P − I)
(
4
3
P − I
)
Z + (4P − I)δ
(
4
3
PZ − Z
)
= 16
3
δ(P)PZ − 4δ(P)Z + 16
3
Pδ(PZ) − 4Pδ(Z) − 4
3
δ(PZ) + δ(Z)
since Z = (4P − I)
(
4
3
P − I
)
Z . That is,
16
3
δ(P)PZ − 4δ(P)Z + 16
3
Pδ(PZ) − 4Pδ(Z) − 4
3
δ(PZ) = 0. (4.1)
On the other hand, since Z =
(
4
3
P − I
)
(4P − I)Z , we have
16
3
δ(P)PZ − 4
3
δ(P)Z + 16
3
Pδ(PZ) − 4
3
Pδ(Z) − 4δ(PZ) = 0. (4.2)
Combining Eq. (4.1) with (4.2), we get
δ(PZ) = δ(P)Z + Pδ(Z). (4.3)
Replacing δ(PZ) by δ(P)Z + Pδ(Z) in Eq. (4.2), we have δ(P)Z = δ(P)PZ + Pδ(P)Z . Note that Z is
an operator with dense range. It follows that δ(P) = δ(P)P + Pδ(P). This completes the proof of
assertion (1).
If Z is an injective operator, one can discuss dually. In fact, by the equation
Z = Z(4P − I)
(
4
3
P − I
)
= Z
(
4
3
P − I
)
(4P − I),
using a similar argument as above, one can get that δ(ZP) = δ(Z)P + Zδ(P) and δ(P) = δ(P)P +
Pδ(P). Hence (1′) holds true.
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For every operator N ∈ AlgN with N2 = 0, if Z is an operator with dense range, then, noting that
Z = (I − N)(I + N)Z = (I + N)(I − N)Z , we have
δ(N)Z − δ(N)NZ − δ(NZ) + Nδ(Z) − Nδ(NZ) = 0 (4.4)
and
− δ(N)Z − δ(N)NZ + δ(NZ) − Nδ(Z) − Nδ(NZ) = 0 (4.5)
since δ is derivable at Z . Comparing the above two equations, we get
δ(NZ) = δ(N)Z + Nδ(Z). (4.6)
Replacing δ(NZ) by δ(N)Z + Nδ(Z) in Eq. (4.4) and noting that the range of Z is dense, it follows that
δ(N)N + Nδ(N) = 0.
If Z is an injective operator, consider the equation Z = Z(I − N)(I + N) = Z(I + N)(I − N). Hence
(2) and (2′) hold true, completing the proof. 
The following lemma appeared in [8].
Lemma 4.5. Let N be a nest on a (real or complex) Banach space X. If N ∈ N is complemented in X
whenever N− = N, then the ideal AlgFN of ﬁnite rank operators of AlgN is contained in the linear span of
the idempotents inAlgN .Moreover, for every rank one nilpotent operator F inAlgN , there exist idempotent
operators P, Q in the nest algebra AlgN such that F = P − Q .
Now we are at a position to prove our main result in this section.
Proof of Theorem 4.1. Since, by Lemma 4.4, δ(P) = δ(P)P + Pδ(P) holds for every idempotent oper-
ator P ∈ AlgN and δ(N)N + Nδ(N) = 0 holds for every operator N ∈ AlgN with N2 = 0, by similar
arguments as that in the proofs of Lemma 2.3-2.5 in Section 2, one can show that
δ(x ⊗ f ) ker(x ⊗ f ) ⊆ span{x}
holds for all rank one operator x ⊗ f ∈ AlgN . Thus a similar argument as that in the ﬁrst part of the
proof of Theorem 2.1 ensures us the existence of linear maps B : D1(N ) → X and C : D2(N ) → X∗
such that
δ(x ⊗ f ) = x ⊗ Cf + Bx ⊗ f , ∀x ⊗ f ∈ AlgN . (4.7)
The following, we only give the proof for the case that Z is an operator with dense range. For the
case that Z is an injective operator, one can deal with dually. Hence, in the sequel, we always assume
that Z is an operator with dense range. We’ll complete the proof of the theorem by checking several
claims.
Claim 1. For any rank one operator x ⊗ f ∈ AlgN , we have 〈x, Cf 〉 + 〈Bx, f 〉 = 0.
In fact, for any rank one operator x ⊗ f ∈ AlgN , if 〈x, f 〉 /= 0, by Lemma 4.4(1) and (1′), we can eas-
ily get that (x ⊗ f )δ(x ⊗ f )(x ⊗ f ) = 0. So (〈x, Cf 〉 + 〈Bx, f 〉)x ⊗ f = 0, which implies that 〈x, Cf 〉 +
〈Bx, f 〉 = 0. If 〈x, f 〉 = 0, then (x ⊗ f )2 = 0. By Lemma 4.4(2) and (2′), we can also get (x ⊗ f )δ(x ⊗
f )(x ⊗ f ) = 0, and so 〈x, Cf 〉 + 〈Bx, f 〉 = 0. The claim holds true.
Claim 2. For every rank one operator x ⊗ f ∈ AlgN , we have
δ(x ⊗ fZ) = (Bx ⊗ f )Z + (x ⊗ Cf )Z + (x ⊗ f )δ(Z).
Since Z is an operator with dense range, then by Lemma 4.4(1), we have δ(PZ) = δ(P)Z + Pδ(Z)
for all idempotents P in AlgN . Note that, by Lemma 4.5, every rank one operator in AlgN is a linear
combination of idempotents in AlgN . We get that, for every rank one operator x ⊗ f ∈ AlgN ,
δ(x ⊗ fZ) = δ(x ⊗ f )Z + (x ⊗ f )δ(Z). (4.8)
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Combining Eq. (4.7) with Eq. (4.8), we have
δ(x ⊗ fZ) = (Bx ⊗ f )Z + (x ⊗ Cf )Z + (x ⊗ f )δ(Z). (4.9)
Now, for every invertible operator A ∈ AlgN with A−1 ∈ AlgN , since Z = AA−1Z and δ is derivable
at Z , we have δ(Z) = δ(A)A−1Z + Aδ(A−1Z), which implies that
δ(A−1Z) = A−1δ(Z) − A−1δ(A)A−1Z. (4.10)
Claim 3. For every T ∈ AlgN , we have δ(T)|D1 = BT|D1 − TB. Moreover, δ is a derivation.
Since X is complex, for any T and any x ⊗ f ∈ AlgN , take λ ∈ C such that |λ| > ‖T‖ and ‖(λI −
T)−1x‖‖f‖ < 1. Then both λI − T and λI − T − x ⊗ f = (λI − T)(I − (λI − T)−1x ⊗ f ) are invert-
ible with their inverses are still in AlgN . It is obvious that (I − (λI − T)−1x ⊗ f )−1 = I + (1 −
α)−1(λI − T)−1x ⊗ f , where α = 〈(λI − T)−1x, f 〉.
By Claim 2, Eq. (4.10) and the fact δ(I) = 0 (Lemma 4.3), we have
δ(Z) = δ(λI − T − x ⊗ f )(I + (1 − α)−1(λI − T)−1x ⊗ f )(λI − T)−1Z
+ (λI − T − x ⊗ f )δ((I + (1 − α)−1(λI − T)−1x ⊗ f )(λI − T)−1Z)
= [−δ(T) − Bx ⊗ f − x ⊗ Cf ][(λI − T)−1Z
+ (1 − α)−1(λI − T)−1(x ⊗ f )(λI − T)−1Z]
+ (λI − T − x ⊗ f )[(λI − T)−1δ(Z) + (λI − T)−1δ(T)(λI − T)−1Z
+ (1 − α)−1B(λI − T)−1(x ⊗ f )(λI − T)−1Z
+ (1 − α)−1(λI − T)−1x ⊗ C((λI − T∗)−1f )Z
+ (1 − α)−1(λI − T)−1x ⊗ f (λI − T)−1δ(Z)]
= δ(Z) − (1 − α)−1B(x ⊗ (λI − T∗)−1f )Z
− (1 − α)−1δ(T)(λI − T)−1(x ⊗ (λI − T∗)−1f )Z
− (x ⊗ (λI − T∗)−1Cf )Z + (x ⊗ C(λI − T∗)−1f )Z
+ (1 − α)−1(λI − T)B(λI − T)−1(x ⊗ (λI − T∗)−1f )Z
− (x ⊗ (λI − T∗)−1δ(T)∗(λI − T∗)−1f )Z
− (1 − α)−1(〈(λI − T)−1x, Cf 〉 + 〈B(λI − T)−1x, f 〉)(x ⊗ (λI − T∗)−1f )Z.
By Claim 1, we have 〈(λI − T)−1x, Cf 〉 + 〈B(λI − T)−1x, f 〉 = 0. It follows from the above equation
that
0= (1 − α)−1B(x ⊗ (λI − T∗)−1f )Z + (1 − α)−1δ(T)(λI − T)−1(x ⊗ (λI − T∗)−1f )Z
+ (x ⊗ (λI − T∗)−1Cf )Z − (x ⊗ C(λI − T∗)−1f )Z
− (1 − α)−1(λI − T)B(λI − T)−1(x ⊗ (λI − T∗)−1f )Z
+ (x ⊗ (λI − T∗)−1δ(T)∗(λI − T∗)−1f )Z.
Since the range of Z is dense, the above equation implies that
0= (1 − α)−1Bx ⊗ (λI − T∗)−1f + (1 − α)−1δ(T)(λI − T)−1x ⊗ (λI − T∗)−1f
+ x ⊗ (λI − T∗)−1Cf − x ⊗ C(λI − T∗)−1f
− (1 − α)−1(λI − T)B(λI − T)−1x ⊗ (λI − T∗)−1f
+ x ⊗ (λI − T∗)−1δ(T)∗(λI − T∗)−1f .
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Multiplying the above equation by (1 − α) from the left, we get
[δ(T)(λI − T)−1 − (λI − T)B(λI − T)−1 + B]x ⊗ (λI − T∗)−1f
= x ⊗ (1 − α)[C(λI − T∗)−1 − (λI − T∗)−1C − (λI − T∗)−1δ(T)∗(λI − T∗)−1]f .
Hence [δ(T)(λI − T)−1 − (λI − T)B(λI − T)−1 + B]x is linearly dependent to x for every x ∈ D1 =
D1(N ). This entails that there is a scalar βλ such that
δ(T)(λI − T)−1 − (λI − T)B(λI − T)−1 + B = βλI
on D1. It follows that
δ(T) = BT − TB + βλ(λI − T) (4.11)
on D1. By taking different λ in Eq. (4.11), we see that βλ = 0 and consequently
δ(T)|D1 = BT|D1 − TB
holds for all T ∈ AlgN .
The rest of the proof is similar to the last part of the proof of Theorem 2.1, and we omit it here. 
5. Remarks
LetN be a nest on a Banach space X . We still say that an element Z ∈ AlgN is an all-derivable point
of AlgN if δ : AlgN → B(X) derivable at Z is a linear map and derivable at Z will imply that δ is a
derivation. All discussions in Sections 2–4 are valid for this situation and the following results hold
true.
Theorem 5.1. Let N be a nest on a complex Banach space X with N ∈ N complemented in X whenever
N− = N. Let δ : AlgN → B(X) be a linear map and Z ∈ AlgN be an injective operator or an operator
with dense range, or an idempotent operator with ran(Z) ∈ N . If δ is derivable at Z, then δ is a (inner)
derivation, i.e., there exists an operator C ∈ B(X) such that δ(T) = CT − TC for all T ∈ AlgN . Thus Z is
an all-derivable point of AlgN .
For the Hilbert space case, we have the following corollary.
Corollary 5.2. Let N be a nest on a complex Hilbert space H. Let Z ∈ AlgN be an injective operator or
an operator with dense range or an idempotent operator with ran(Z) ∈ N . Then every linear map from
AlgN into B(H) that is derivable at Z is a (inner) derivation. Therefore, injective operators and operators
with dense range as well as idempotents with range in the nest are all-derivable points of Hilbert space nest
algebras.
Motivated by Lemma 3.3 and Corollary 3.4, it is interesting to ask whether or not the results in this
paper are still true if we replace linear maps by additive maps? Our approaches in this paper are not
valid for additive case.
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