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RUELLE-PERRON-FROBENIUS SPECTRUM FOR ANOSOV MAPS
MICHAEL BLANK, GERHARD KELLER, AND CARLANGELO LIVERANI
Abstract. We extend a number of results from one dimensional dynamics based on spectral
properties of the Ruelle-Perron-Frobenius transfer operator to Anosov diffeomorphisms on com-
pact manifolds. This allows to develop a direct operator approach to study ergodic properties
of these maps. In particular, we show that it is possible to define Banach spaces on which
the transfer operator is quasicompact. (Information on the existence of an SRB measure, its
smoothness properties and statistical properties readily follow from such a result.) In dimension
d = 2 we show that the transfer operator associated to smooth random perturbations of the map
is close, in a proper sense, to the unperturbed transfer operator. This allows to obtain easily
very strong spectral stability results, which in turn imply spectral stability results for smooth
deterministic perturbations as well. Finally, we are able to implement an Ulam type finite rank
approximation scheme thus reducing the study of the spectral properties of the transfer operator
to a finite dimensional problem.
1. Introduction
The aim of the present paper is to extend a number of results from one dimensional dynamics
based on spectral properties of the Ruelle-Perron-Frobenius operator (transfer operator, for short)
to C3 Anosov diffeomorphisms on compact manifolds, which allows to develop a direct, and very
powerful, operator approach to study quantitative ergodic properties of these maps.
Since the spectrum of an operator depends heavily on the space on which it is defined, the first
task is to identify a relevant function space. Note that on function spaces where the norm measures
essentially the size of the functions (like C0 or L1), the spectrum of a transfer operator carries only
little dynamically relevant information: The L1-spectrum is always contained in {|z| = 1}, and
for other Lp-spaces as well as for C0 the same is true if the map is volume preserving.1 Spaces of
more regular functions (like C1 or W 1,1), though they are well adapted to the dynamics of Anosov
diffeomorphisms in unstable directions, are unsuitable to capture the dynamics in stable directions.
In fact they would lead to unreasonable spectral radii larger than one. These observations suggest
to use strongly anisotropic Banach spaces of generalised functions (where the anisotropy is spatially
inhomogeneous as soon as the diffeomorphism is nonlinear). Accordingly, our basic result is:
(1) We define inhomogeniously anisotropic Banach spaces of generalised functions on which the
transfer operator is quasicompact and give an explicit bound for the essential spectral radius
of the transfer operator in terms of expansion and contraction rates of the diffeomorphism.
(Information on the existence of an SRB measure, its smoothness properties and its statistical
properties readily follow from such a result.)
In dimension d = 2 we also prove the following spectral perturbation results:
(2) Transfer operators associated to certain random perturbations of the map are close, in a
proper sense, to the unperturbed transfer operator. This allows to obtain easily very strong
spectral stability results which imply, in particular, stability of the invariant measure, of the
rate of mixing, of the variance in the central limit theorem, etc.
(3) Transfer operators associated to maps that are close to each other in the C2 topology have
“close” spectrum, although they are defined on different Banach spaces.
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(4) It is possible to use an Ulam-like discretisation scheme that reduces the computation of the
spectral data of the transfer operator to the study of a finite dimensional matrix. This allows
to obtain precise quantitative information on the ergodic properties of a given map (e.g.
ergodicity, invariant measures, mixing, rate of mixing etc.) and it is a partial, but rather
satisfactory, solution to the so called Ulam Conjecture.
The randomly perturbed operators from (2) and also the finite rank approximations from (4) are
compact operators that can be studied as well on well known function spaces like Lp, C0, C1. On
all these spaces they have the same pure point spectrum, and a way to interpret (2) and (4) is to
say that the actually observed (either in real systems where noise is always present or in numerical
approximation schemes) dynamically relevant spectrum consists of eigenvalues of finite multiplicity
and is rather independent of the employed function space.
The precise choice of the Banach spaces of generalised functions is suggested by two observations:
Restricted to an unstable fibre the diffeomorphism acts like a (piecewise) expanding map. Therefore
the generalised densities should behave like functions of bounded variation along such fibres. On
the other hand, the action of the map on stable fibres is similar to the action of a contractive
map. Thus the corresponding Banach space should be equipped with a norm related to the weak
convergence of measures. This is the starting point of our construction and according to this
idea the norm (2.1.7) consists of two parts – one related to the properties ‘along’ the unstable
foliation and another one related to the stable foliation. As a result the corresponding Banach
space heavily depends on the structure of these foliations. This is one of the weaknesses of the
approach, because generically different maps lead to different Banach spaces. Nevertheless, it is
still possible to “compare” the corresponding transfer operators by means of a random smoothing,
as we will see in the discussion of deterministic perturbations.
The Banach spaces introduced are in fact indirectly related to the cone method used to investigate
rates of mixing in [31]. It is worth mentioning that the idea to study directly spectral properties of
smooth hyperbolic systems was proposed earlier by Bakhtin [1] in the analysis of space averagings
and also by Rugh [37] and Kitaev [30] in their investigation of dynamical (Ruelle) zeta-functions.
On the other hand, the analysis of stochastic stability of spectral properties was earlier done only in
the case of one-dimensional piecewise expanding maps with convolution-like random perturbations
by Baladi and Young [3] and by Blank, Keller and Liverani for more general classes of perturbations
and maps in [4, 27, 32]. A more specific problem about the stochastic stability of the leading
eigenfunction – the density of the SRB measure – was firstly studied by Kifer [28] in the case of
Gaussian-like random perturbations of smooth hyperbolic maps.
Outline of the work. We start by discussing C3 Anosov maps on the d-dimensional torus. In this
context we define a proper Banach space in section 2.1 and prove quasicompactness of the transfer
operator, see section 2.2. The restriction to Td is motivated only by our choice to present the method
in the clearest form and not obscured by technical problems. Along the discussion we point out the
trivial (for people acquainted with the basic facts of differential geometry) modifications needed
to extend the setting to arbitrary compact Riemannian manifolds. The restriction to C3 Anosov
maps could be slightly relaxed by requiring that T and also its Jacobian are of class C2. At present
we do not know how to avoid the additional assumption on the Jacobian. We illustrate the general
quasicompactness result by a simple example: We give an independent elementary proof of the
fact that transfer operators of hyperbolic linear automorphisms of T2 have no eigenvalue (other
than 1) of modulus bigger than the contracting eigenvalue of the defining matrix.
The quasicompactness of the transfer operator allows to derive rather directly the existence and
(well known) essential properties of the Sinai-Ruelle-Bowen measure of T , see section 2.3.
In section 2.4 we consider small random perturbations of Anosov maps of the two-dimensional
torus T2. Here, as above, the choice of the torus rather than any two dimensional compact
Riemannian manifold is due to our effort not to cloud the ideas presented by unnecessary technical
details (yet, again, we will comment on how to treat the more general setting). On the contrary,
the restriction to two dimensions is of a substantial nature. The reason is that in two dimensions
the stable and unstable distributions are known to be smooth (at least C1+α) while in higher
dimensions distributions can be only Ho¨lder, depending on the extreme expansion rates in the
stable and unstable bundle of the tangent space (see [25] or the appendix for precise references). It
is not hard to see that, if the distributions are smooth, then our results can easily be extended. For
non smooth distributions the situation is more complex. It is possible that such strong stability
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results are unreasonable in this case and that only weaker results can be obtained. In particular,
the spectrum could be stable only far away from the essential spectrum.
In section 2.5 we investigate smooth deterministic perturbations of Anosov maps on T2. Here
the problem is that the transfer operators are defined on different Banach spaces, hence no direct
comparison is possible. The key to the comparison is given by the fact that the random pertur-
bations are compact, hence their spectrum is rather robust when changing the underlying space.
Therefore the strategy is to compare the spectrum of random perturbations (that can be viewed
as operators on the same space) and then to use the previous results to conclude the argument.
Finally, we turn to Ulam finite rank approximation schemes for the transfer operator L as-
sociated with an Anosov map on T2. Here the first problem is that the original Ulam scheme
consists in taking a conditional expectation with respect to some partition of the manifold. So the
natural space of functions to consider must contain functions with discontinuities along unstable
fibres, unlike the functions belonging to our Banach space. It turns out, however, that this is
not the main problem. Indeed, in section 2.7 we discuss an extension of our space which also
contains piecewise constant functions and on which the transfer operator still has basically the
same spectral properties as on the original space. Nevertheless it can happen that the discretised
operator of the original Ulam scheme has “large” eigenvalues quite far from the spectrum of the
given transfer operator. An example of this pathology is presented in section 2.6. The problem
can be overcome, similarly as in the previous section, by introducing additional smooth random
perturbations (compare to the regularisation by random perturbations in [5, 11, 29]).
In order to facilitate “navigation” in this paper, we provide a detailed list of contents:
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Open questions. This article does not attempt to exhaust the possibilities of this new method
but it rather exposes the method in some simple but non trivial cases. It seems clear to us that a
considerable amount of work is still necessary to understand all the consequences of this approach.
To extend the spectral stability results to higher dimensional systems and hence to cases where
the stable and unstable foliation are only Ho¨lder continuous is a first task. Then it would be
interesting to investigate systems with discontinuities and different types of perturbations (e.g.,
pure Ulam approximation schemes). In addition, our Banach spaces do not have the amount of
symmetry between the stable and the unstable direction that would seem natural. Also, we cannot
take advantage of the higher smoothness of the map (in the spirit of Kitaev’s work [30]) and
this certainly requires a deeper understanding. Finally, we would like to mention that, having at
disposal a well defined operator, the question of the relation between its isolated eigenvalues and
the poles of the dynamical (Ruelle) zeta function becomes quite a natural one.
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2. Statements and results
2.1. Banach spaces of generalised functions. We will consider Anosov diffeomorphisms
T :M→M where T is of class C3 andM is a smooth compact Riemannian manifold.
Let us remind that by Anosov we mean (as usual) that there exist a direct sum decomposition of
the tangent bundle TM into continuous sub-bundles Es and Eu, that is TxM = Esx ⊕ Eux , and
constants A ≥ 1 and 0 < λs < 1 < λu such that2
(dxT )(E
s
x) = E
s
Tx, ‖(dxT n)|Esx‖ ≤ Aλns ,
(dxT )(E
u
x ) = E
u
Tx, ‖(dxT−n)|Eux ‖ ≤ Aλ−nu ,
(2.1.1)
for all x ∈ M and n ≥ 0. Let du/s = dim(Eu/s). It is well known that for such maps there
exist stable and unstable foliations (W s(x))x∈M and (W
u(x))x∈M. Each single W
s/u(x) is an
immersed C3 sub-manifold ofM, and TyW s/u(x) = Es/ux for any y ∈W s/u(x). The dependence of
Es/u(x) and W s/u(x) on x, however, is only Ho¨lder in general–see the appendix for further precise
information on the relevant properties used throughout the paper. We will denote by τ the optimal
common Ho¨lder-exponent for both distributions. This exponent depends in a well understood way
on various contraction and expansion coefficients of the transformation, and there are a number of
cases where the foliations are indeed C1+α for some α > 0.
Some of the results of this paper are proved only under this stronger C1+α-assumption. However,
in order to make transparent where in the proofs we really use the C1+α-property, we will argue
with the Cτ -property with 0 < τ ≤ 1 whenever this is possible without any trouble, and use
the C1+α-property with 0 < α ≤ 1 only in more delicate estimates. (This includes to set τ = 1 if
necessary.) We believe that, with considerably more effort, one could weaken the C1+α-assumption.
The map T induces naturally a map on the Borel measures on M defined by
T ∗µ(f) := µ(f ◦ T ) ∀µ ∈M(M, R) and f ∈ C0(M,R).
It is immediate to verify that, if µ is absolutely continuous with respect to the Riemannian volume
m, then T ∗µ is absolutely continuous with respect to m. Given this fact, it is possible to define
the evolution of the corresponding densities:
L dµ
dm
:=
d(T ∗µ)
dm
.
The above defined operator L is usually called the Perron-Frobenius or the Ruelle-Perron-Frobenius
or the transfer operator. There are numerous papers where such operators are used to investigate
statistical properties of expanding systems. The aim of this paper is to show that such a strategy
can be successfully extended to Anosov systems.
A direct computation shows that L has the following representation:
Lf = f ◦ T−1 · d(T
∗m)
dm
=: f ◦ T−1 · g ∀f ∈ L1(M,m)(2.1.2)
where g ∈ C2(M).3
To study the spectrum of the operator L we need to specify the space on which such an operator
acts. Indeed it is quite clear that the spectrum of L on L1(M,m) carries only little interesting
information, cf. the discussion in the introduction and footnote 1. Instead we construct a space of
generalised functions which behave more or less like functions of bounded variation along unstable
manifolds whereas they look like signed measures (equipped with a weak topology) along stable
manifolds.
We start by defining a suitable set of test functions to control the stable direction. For points
x, y ∈ M with y ∈W s(x) we define ds(x, y) as the distance between x and y within the Riemannian
manifoldW s(x) (which inherits its Riemannian structure fromM). Fix some δ > 0. For 0 < β ≤ 1
2By dT we denote the differential of T , clearly dxT : TxM→ TTxM. Similarly, if f : M→ R is differentiable,
then dxf : TxM→ R.
3Note that, if M = Td, then in (2.1.2) g(x) = |det(DxT−1)|.
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and bounded measurable ϕ :M→ R, we define4
Hsβ(ϕ) := sup
ds(x,y)≤δ
|ϕ(x) − ϕ(y)|
ds(x, y)β
.(2.1.3)
Here the supremum is taken over all pairs of points x and y such that y ∈ W s(x). Clearly, Hsβ is
a seminorm, and we use it to define
Dβ := {ϕ :M→ R : ϕ measurable, |ϕ|∞ ≤ 1, Hsβ(ϕ) ≤ 1}.(2.1.4)
In order to control the unstable direction we provide a set V of measurable test vector fields
v :M→ TM adapted to the unstable foliation in the sense that v(x) ∈ Eux for all x ∈ M.
Given the fact that x 7→ Eux is, in general, only τ -Ho¨lder for some τ < 1 we cannot ask the
vector fields to be globally more regular than that. By a slight abuse of notation we define5
Hsβ(v) := sup
d(x,y)s≤δ
‖v(x) − v(y)‖
ds(x, y)β
.(2.1.5)
Then we will consider the vector fields
Vβ := {v ∈ V : |v|∞ ≤ 1; Hsβ(v) ≤ 1} .(2.1.6)
From now on we will always assume that
0 < β < γ ≤ 1 .
Using the above defined classes of test functions and test vector fields we now define the norms
that will describe our Banach spaces of generalised functions. For f ∈ C1(M,R) let
‖f‖s := sup
ϕ∈Dβ
∫
M
fϕ dm
‖f‖u := sup
v∈Vβ
∫
M
df(v)dm
‖f‖ := ‖f‖u + b‖f‖s
‖f‖w := sup
ϕ∈Dγ
∫
M
fϕ dm.
(2.1.7)
where
∫
M df(v)dm is short hand for
∫
M dxf(v(x))m(dx). The constant b ≥ 1 will be specified
later. Except for ‖ · ‖u, which is only a seminorm, all these expressions define norms on C1(M,R)
and ‖f‖w ≤ ‖f‖s ≤ b−1‖f‖. Note that the above norms are inhomogeniously anisotropic because
the stable and unstable directions are treated differently and may change from point to point.
Definition 2.1.1. B(M) and Bw(M) denote the completions of C1(M,R) w.r.t. the norms ‖ · ‖
and ‖ · ‖w, respectively.
Each f ∈ C1(M,R) naturally gives rise to a bounded linear functional on C1(M,R) by virtue
of
〈f, ϕ〉 :=
∫
M
fϕ dm .
Obviously, ‖f‖∗C1 ≤ ‖f‖w ≤ ‖f‖ ≤ ‖f‖C1 . Therefore there exist canonical continuous embedding
(not necessarily one-to-one)
C1(M,R)→ B(M)→ Bw(M)→ C1(M,R)∗ .
In fact, each f ∈ Bw defines a bounded linear functional on C1(M,R) by 〈f, ϕ〉 := limn→∞〈fn, ϕ〉
where fn ∈ C1(M,R) and limn→∞ ‖f − fn‖w = 0. In the same way one can embed B(M) into
Bw(M).
4The δ in the definition is fixed once and for all, yet it must satisfy various smallness requirements that will be
specified as we proceed in the discussion.
5To compute the difference between two tangent vectors at different (close) points we parallel transport one of
them to the tangent space of the other along the geodesic. We will not mention this explicitly, since it is completely
trivial on M = Td and it is a routine operation on general Riemannian manifolds, see e.g. [13, Section 2.3].
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Remark 2.1.2. Note that although the embedding of C1(M,R) into each of the other three spaces
is one-to-one this need not be true for the other embedding. We have a closer look at the embedding
of B(M) into Bw(M), but the same remarks apply to the embedding into C1(M,R)∗.
As a functional on the dense subspace C1(M,R) of B(M) the map f 7→ ‖f‖w is Lipschitz
continuous, so it extends to all of B(M). This extension may be only a seminorm, however.
Therefore, if we consider B(M) as a linear subspace of Bw(M), we really mean B(M)/Nw →֒
Bw(M) where Nw is the closed linear subspace {f ∈ B(M) : ‖f‖w = 0}.
Nevertheless, with an abuse of notation, we write B(M) ⊂ Bw(M), where the inclusion must be
interpreted in the above sense. In particular, for f ∈ B(M), ‖f‖w can denote the seminorm ‖ · ‖w
of f (which generally will be the case), or it can be the norm of the element f + Nw ∈ Bw(M).
Both interpretations are equivalent for our purposes.
Remark 2.1.3. Since the space C1(M,R) is separable, since the norms ‖ · ‖ and ‖ · ‖w are weaker
than the C1(M,R) norm, and since C1(M,R) is dense both in B(M) and Bw(M) by construction,
it follows that the Banach spaces B(M) and Bw(M) are separable.
Note that the unstable seminorm is given by a formula that does not extend to all of B(M),
since for general elements of that space there is no way to make sense of the differential. The
obvious way to compute ‖f‖u for general f ∈ B(M) would be to approximate f by functions from
C1(M,R). Since this is not always desirable, it is sometimes convenient to write ‖ · ‖u in a way
that applies directly to any element of B(M). The following Lemma is step in this direction.
Lemma 2.1.4. Let U ⊂ M be a sufficiently small open set. There are τ-Ho¨lder vector fields
{Vi}dui=1 in U which, at each point x ∈ U , form a basis of Eu(x) and which, restricted to each
unstable manifold, are C1 vector fields.
These vector fields can be constructed such that there exist constants C > 0 and β′ ∈ (0, τ) with
the following property: Given any ϕ ∈ Cβ(M,Rdu) with suppϕ ⊂ U which is C1 when restricted
to any unstable manifold, let Vϕ :=
∑
i ϕiVi. Then C
−1Vϕ ∈ Vβ, and there exists a measurable
function A :M→ Rdu such that C−1Ai ∈ Dβ′(M) and such that, for each f ∈ C1(M,R),∫
M
df(Vϕ) dm = −
∫
M
f
∑
i
dϕi(Vi) dm+
∫
M
f
∑
i
Aiϕi dm.
Observe that dϕi(Vi) is well defined because Vi(x) ∈ Eu(x) for all x, although the ϕi need only be
Ho¨lder continuous in stable direction. This point is further clarified in the proof.
Remark 2.1.5. On the torus T2 there is the normalised (and oriented) unstable vector field V1 =
vu which is even of class C1+α for some α > 0 (see the appendix for details). Hence A1 = − div(V1)
in this case.
Since it is easy to check that the choice of a different basis changes only the functions Ai in the
above formula one could define the unstable norm - locally - by
sup
ϕ∈C1(U,Rdu )
∫
M
f
∑
i dϕi(Vi) dm
|ϕ|∞ +Hsβ(ϕ)
provided one is willing to choose β ≤ β′. Yet, for this reason and since it would be a bit cumbersome
to extend globally the above definition, we prefer to work with the norm (2.1.7). For the special
case M = T2 a related problem is encountered in the proof of Lemma 2.7.1.
The proof of Lemma 2.1.4 is best done in local coordinates introduced in section 3.6 and so it
is postponed to section 3.7.
2.2. Quasi-compactness of the transfer operator L on B(M). To simplify the exposition
we will give precise statements and complete proofs only for the case M = Td. Nevertheless we
will indicate for the results of this subsection and in the course of their proofs the modifications
necessary in order to deal with general manifolds.
Our assumption that T is of class C3 implies that the Jacobian g of T (see (2.1.2)) is of class
C2; in fact, we will use only that is of Class C1+β.
Our first result is a Lasota-Yorke type inequality.
RUELLE-PERRON-FROBENIUS SPECTRUM FOR ANOSOV MAPS 7
Lemma 2.2.1. Suppose β < min{τ, 1} and γ ∈ (β, 1]. Then L extends naturally to a bounded
linear operator on both Bw(M) and B(M). In addition, for each σ > max{λ−1u , λβs }, we can
choose constants b and δ in (2.1.3) - (2.1.7) for which there exists B > 0 such that, for each
f ∈ B(M), we have
‖Lnf‖w ≤ A ‖f‖w and ‖Lnf‖ ≤ 3A2σn‖f‖+B‖f‖w for n = 1, 2, . . .
where A is the constant from (2.1.1).
This clearly implies that the spectral radius of L is bounded by one both on Bw(M) and B(M).
Thus sp(L) ⊆ {z ∈ C : |z| ≤ 1}. To exploit Lemma 2.2.1 further, we need the following fact.
Proposition 2.2.2. If γ ·min{τ, 1} > β, then the ball B1 := {f ∈ B(M) : ‖f‖ ≤ 1} is relatively
compact in Bw(M).6
The proof of Lemma 2.2.1 is given in section 3.1, that of Proposition 2.2.2 in section 3.6.
From these two results the quasicompactness of L follows along classical lines [22]. A more
recent argument, which is based on the Nussbaum formula, also provides an estimate on the
essential spectral radius:
Theorem 1. Suppose that γ · min{τ, 1} > β. Then, for each σ > max{λ−1u , λβs }, the operator
L : B(M)→ B(M) has essential spectral radius bounded by σ and is thus quasicompact.
An immediate consequence of Theorem 1 is that for each constant r ∈ (σ, 1) the portion7
spr(L) := sp(L) \ {z ∈ C : |z| ≤ r}
of the spectrum consists of finitely many eigenvalues λ1, . . . , λp of finite multiplicity. Denote by
Π1, . . . ,Πp the corresponding spectral projectors and let Π := IdB−
∑p
j=1 Πj . Then rank(Πj) <∞
(j = 1, . . . , p), and the spectral radius ρsp(LΠ) ≤ r. The next lemma shows that spr(L) and the
spectral projectors Πj are the same on B(M) and on B(M)/Nw, cf. Remark 2.1.2.
Lemma 2.2.3. Restricted to (IdB −Π)(B(M)), the seminorm ‖ · ‖w dominates the norm ‖ · ‖ (so
that its restriction is actually a norm).
Proof. Since ‖L−n(IdB −Π)‖ ≤ const ·r−n, we have for f = (IdB −Π)f and each n ∈ N
‖f‖ = ‖L−nLnf‖ ≤ const ·r−n ‖Lnf‖ ≤ const ·A2
(σ
r
)n
‖f‖+ const ·r−nB‖f‖w
where we used Lemma 2.2.1 for the last inequality. Choosing n such that const ·A2 (σr )n ≤ 12 it
follows that ‖f‖ ≤ 2 const ·r−nB‖f‖w.
Remark 2.2.4. Although the norms ‖ · ‖ and ‖ · ‖w depend on constants b and δ which will be
determined in the course of the proofs, they are equivalent for any two choices of these constants.
So the spectral assertions in Theorem 1 do not depend on them.
Proof of Theorem 1. For the reader’s convenience we recall the brief argument from [20] which
deduces the estimate on the essential spectral radius from Nussbaum’s formula [34]. Let ǫ > 0.
Since B1 is relatively compact in Bw, there are f1, . . . , fN ∈ B1 such that B1 ⊆
⋃N
i=1 Uǫ(fi), where
Uǫ(fi) = {f ∈ B : ‖f − fi‖w < ǫ}. For f ∈ B1 ∩ Uǫ(fi), Lemma 2.2.1 implies that
‖Ln(f − fi)‖ ≤ 3A2σn ‖f − fi‖+ 3A
2B
1 − σ ‖f − fi‖w ≤ 6A
2σn +
3A2Bǫ
1− σ .
Choosing ǫ = σn we can conclude that for each n ∈ N the set Ln(B1) can be covered by a
finite number of ‖ · ‖–balls of radius Cσn, C = 6A2 + 3A2B1−σ . This is precisely what is needed
to apply Nussbaum’s formula, which states that the essential spectral radius of L is at most
lim infn→∞
n
√
Cσn = σ.
The above result allows to obtain a quite precise picture of the spectrum of L, yet some more
can be easily seen. First of all notice that L is invertible and L−1 is nothing else than the transfer
operator associated to the map T−1. Then the following bound (the proof can be found at the end
of section 3.1) holds.
6This assertion can be interpreted in either of the two equivalent ways discussed in Remark 2.1.2.
7By A \B we mean the symmetric difference of the sets A and B.
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Lemma 2.2.5. Let µs, µu, µs ≤ λs < 1 < λu ≤ µu, the maximal contraction and expansion rate
of T , respectively.8 Then we have the following bound for the spectral radius of L−1:
ρsp(L−1) ≤ µuµ−1s .
Accordingly, the essential spectrum of L must be contained in the annulus {z ∈ C : µuµ−1s ≤
|z| ≤ σ} as shown in figure 1.
1
∗
∗
∗
∗∗
∗µuµ−1s σ
Figure 1. Region containing the spectrum of the transfer operator
Example 2.2.6 (Eigenvalues of linear automorphisms of T2). Let A be a 2 × 2 integer matrix
with det(A) = 1 and trace different from {−2, . . . , 2}. Then A has eigenvalues λA and λ−1A with
|λA| > 1, and T (x) := Ax mod Z2 defines a hyperbolic automorphism of T2. The stable and
unstable fibres are just the straight lines in direction of the eigenvectors for λ−1
A
and λA, respectively.
Therefore τ = 1+α ≥ 2, and we can choose for the definition of our norms γ = α = 1 and β ∈ (0, 1)
as close to one as we wish. Denote by L the transfer operator for T . We show here that for any
choice of β ∈ (0, 1)
eigenvalues(L) ⊆ {z ∈ C : |z| ≤ λ−1
A
} ∪ {1}(2.2.1)
and that 1 is a simple eigenvalue. In view of the bound for the essential spectral radius of L
established in Theorem 1 it follows that
sp(L) ⊆
{
z ∈ C : |z| ≤ λ−β
A
}
∪ {1} .
This fact is not only a concrete illustration of our Theorem 1, but also its proof introduces in
a highly simplified setting some of the ideas that will be worked out later in more generality.
Therefore, in spite of the relative simplicity, we provide many details.
So suppose that Lf = λf with |λ| > λ−1
A
and f ∈ Bβ0 (where the index of B indicates the actual
choice of β we make). Since Dβ0 ⊇ Dβ for each β ∈ [β0, 1), we have Bβ0 ⊆ Bβ and hence also
f ∈ Bβ for each such β. In particular we can choose β ∈ [β0, 1) such that |λ| > λ−βA .
Since
∫ Lh dm = ∫ h dm for all h ∈ C1(T2), it follows that λ〈f, 1〉 = 〈Lf, 1〉 = 〈f, 1〉, so that
either 〈f, 1〉 = 0 or λ = 1. In the latter case, if 1 is not a simple eigenvalue, there nevertheless exists
some f ∈ B(T2) with Lf = f and 〈f, 1〉 = 0. (Observe that because of ‖L‖w ≤ 1 the eigenvalue 1
is semisimple.) So we will assume 〈f, 1〉 = 0 from now on.
Our goal is to show that ‖f‖ = 0. As a first step we consider ‖f‖u. Let v ∈ Vβ (see (2.1.6)) and
observe that v is in direction of the unstable eigenvector of A. Observing the fact that T leaves
8By this we mean ‖DT−n‖ ≤ Aµns , ‖DT
n‖ ≤ Aµnu.
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the Lebesgue measure on T2 invariant, we have for each h ∈ C1(T2)∫
T2
d(Lh)(v) dm =
∫
T2
d(h ◦ T−1)(v) dm =
∫
T2
dhT−1x(A
−1(v(x)))m(dx)
=
∫
T2
dhx(A
−1(v(Tx)))m(dx) = λ−1
A
∫
T2
dh(v ◦ T ) dm
Since |v◦T |∞ = |v|∞ and sinceHsβ(v◦T ) ≤ Hsβ(v) (T contracts in stable direction!), also v◦T ∈ Vβ ,
and it follows that ‖Lh‖u ≤ λ−1A ‖h‖u. Of course, this estimate extends to all elements of B(T2)
and in particular to f . So ‖f‖u = |λ−1| · ‖Lf‖u ≤ |λλA|−1 · ‖f‖u, which implies ‖f‖u = 0 because
|λλA| > 1 by assumption.
In order to show that also ‖f‖s = 0, we use the flow St which moves points at unit speed along
unstable fibres. Then, for each h ∈ C1(T2) and x ∈ T2, integration by parts yields9
1
2r
∫ r
−r
h(Stx) dt = h(x) +
1
2r
∫ r
−r
h1(Stx) θ(t, r) dt
where h1(x) = dxh(v
u), vu denoting the normalised unstable eigenvector, and θ(t, r) = −t + r ·
sign(t). So, if ϕ ∈ Dβ, then
〈h, ϕ〉
=
∫
T2
(
1
2r
∫ r
−r
h(Stx) dt
)
ϕ(x)m(dx) −
∫
T2
(
1
2r
∫ r
−r
h1(Stx) θ(t, r) dt
)
ϕ(x)m(dx)
=
1
2r
∫ r
−r
(∫
T2
h(Stx)ϕ(x)m(dx)
)
dt− 1
2r
∫ r
−r
(∫
T2
h1(Stx) θ(t, r)ϕ(x)m(dx)
)
dt
=
1
2r
∫ r
−r
(∫
T2
h(x)ϕ(S−tx)m(dx)
)
dt− 1
2r
∫ r
−r
(∫
T2
h1(x) θ(t, r)ϕ(S−tx)m(dx)
)
dt
=
∫
T2
(
1
2r
∫ r
−r
ϕ(S−tx) dt
)
h(x)m(dx) − 2r
∫
T2
dxh
(∫ r
−r
ϕ(S−tx)
1
(2r)2
θ(t, r) dt · vu
)
m(dx)
(2.2.2)
Suppose now that w : R → R is bounded with ∫∞−∞ |w(t)| dt ≤ 1. Define ϕw : T2 → R by
ϕw(x) =
∫∞
−∞ ϕ(S−tx)w(t) dt. Then, if y ∈W s(x) with d(x, y) < δ,
|ϕw(y)− ϕw(x)| ≤
∫ ∞
−∞
|ϕ(S−tx)− ϕ(S−ty)|w(t) dt ≤ Hsβ(ϕ) d(x, y)β ,
because S−tx ∈ W s(S−ty) and d(S−tx, S−ty) = d(x, y). Since also |ϕw|∞ ≤ |ϕ|∞, it follows that
ϕw ∈ Dβ . Therefore, the integrals in brackets in the last line of (2.2.2) are, as functions of x,
elements of Dβ . So, the second one multiplied with vu is a vector field from Vβ. Hence∣∣∣∣
∫
T2
dxh
(∫ r
−r
ϕ(S−tx)
1
(2r)2
θ(t, r) dt · vu
)
m(dx)
∣∣∣∣ ≤ ‖h‖u.
Accordingly, setting
ϕr :=
1
2r
∫ r
−r
ϕ(S−tx) dt,
for each sequence {fn} ⊂ C1 such that fn → f in B(T2), holds
|〈f, ϕ〉| = | lim
n→∞
〈fn, ϕ〉| ≤ lim
n→∞
|〈fn, ϕr〉|+ 2r lim
n→∞
‖fn‖u = |〈f, ϕr〉|.(2.2.3)
On the other hand
〈f, ϕr〉 = λ−n〈Lnf, ϕr〉 = 〈f, λ−nϕr ◦ T n〉.
To conclude just notice that
Hsβ(λ
−nϕr ◦ T n) ≤ |λ|−nλ−nβA
|Du(λ−nϕr ◦ T n)| ≤ |λ|
−nλn
A
r
,
9Just integrate separately from −r to 0 and from 0 to +r.
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where Du stands for the derivative along the unstable direction. Since estimate (2.2.3) is uniform
in r we can choose r = rn := λ
2n
A
, which implies that the β-Ho¨lder constant (in all directions!) of
ϕˆrn := λ
−nϕrn ◦ T n is at most 2|λ|−nλ−nβA . Accordingly∣∣∣∣ϕˆrn −
∫
T2
ϕˆrn dm
∣∣∣∣
∞
≤ 2δ−1+β(|λ|λβ
A
)−n.
The above estimate means that 12 (ϕˆrn −
∫
ϕˆrn dm)λ
nλ−nβ
A
δ1−β ∈ Dβ for each n ∈ N. Observing
also that
∣∣∫ ϕˆrn dm∣∣ <∞ for all n and that |λ|λβA > 1 we conclude
|〈f, ϕ〉| ≤ |〈f, ϕˆrn〉| ≤ 2δ−1+β(|λ|λβA)−n ‖f‖s + |〈f, 1〉|︸ ︷︷ ︸
=0
∣∣∣∣
∫
T2
ϕˆrn dm
∣∣∣∣→ 0
as n→∞. Since this holds for any ϕ ∈ Dβ , this implies ‖f‖s = 0 and finishes the proof.
2.3. Peripheral spectrum and SRBmeasures. Recall that spr(L) := sp(L)\{z ∈ C : |z| ≤ r}.
If r is sufficiently close to 1, then spr(L) contains only eigenvalues of modulus 1, and since ‖L‖w ≤ 1
(see Lemma 2.2.1), these eigenvalues are semisimple so that LΠj = λjΠj for j = 1, . . . , p. We will
call peripheral spectrum the set {λ ∈ sp(L) : |λ| = 1}. This spectral decomposition allows to
reproduce easily some well known facts from the ergodic theory of Anosov diffeomorphisms.
First of all, if |λ| = 1, then
Πλ := lim
n→∞
1
n
n−1∑
k=0
λ−kLk =
p∑
j=1
lim
n→∞
1
n
n−1∑
k=0
(
λj
λ
)k
Πj =
{
Πj if λ = λj
0 otherwise
(2.3.1)
exists in the uniform ‖ · ‖ - operator norm. In particular Πj = Πλj . Since, by Lemma 2.2.1,
‖Πλjf‖ ≤ lim
n→∞
1
n
n−1∑
k=0
‖Lkf‖ ≤ lim
n→∞
1
n
n−1∑
k=0
(
3A2σk‖f‖+B‖f‖w
)
= B‖f‖w(2.3.2)
for all f ∈ C1(M,R), the finite rank operators Πj extend continuously to an operator from Bw(M)
to B(M) and hence a fortiori from C0(M,R) to B(M) and also from L1(M,R) to B(M). Since
C1(M,R) is a dense linear subspace of Bw(M) and since each Πj has finite rank, we have
Πj(Bw(M)) = Πj(C1(M,R)) = Πj(B(M)) .(2.3.3)
In the following proposition we characterise these projections more precisely.
Proposition 2.3.1. For each h ∈ Πj(B(M)) there is a finite signed Borel measure µh on M such
that 〈h, ϕ〉 = ∫ ϕdµh for all ϕ ∈ Dγ . Moreover, λ1 := 1 ∈ sp(L), µ := µΠ11 is a positive measure,
µ(M) = m(M), and all µh are absolutely continuous with respect to µ and |dµhdµ | ≤ ‖f‖∞ µ-almost
surely for each f ∈ C1(M) such that Π1f = h. Finally,
a) T ∗µh = µh for all h ∈ Π1(B(M)) and
b) if λ1 = 1 is a simple eigenvalue, then Π1f = 〈f, 1〉 · Π11 for all f ∈ Bw(M).
In addition, it is possible to further characterise the invariant measures. The proofs of the above
and the following proposition can be found in section 3.2.
Proposition 2.3.2. The measure µ is a Sinai-Ruelle-Bowen (SRB) measure in the following
sense:
a) The measure µ is the weak Cesaro-limit of the Riemannian measure under the dynamics;
b) The ergodic decomposition of the measure µ is determined by the eigenspace of L associated to
the eigenvalue 1. More precisely, there exists a finite basis {hi} of this eigenspace and measurable
T -invariant sets Ai ⊆ M with µ(
⋃
iAi) = 1, such that the measures µi(A) := µ(A ∩ Ai) are
ergodic and, for each ϕ ∈ Dγ ,
∫
ϕdµi = 〈hi, ϕ〉.
c) For all ϕ ∈ C0(M,R), the limit ϕ+(x) := lim
n→∞
1
n
∑n−1
i=1 ϕ ◦ T i(x) exists m–a.e. and takes only
finitely many different values. If µ is ergodic, then ϕ+(x) =
∫
ϕdµ for m-almost every x.
d) For each h ∈ Πj(B(M)) the measure µh, locally conditioned to the unstable foliation, is abso-
lutely continuous on µ–almost every fibre with respect to the Riemannian measure on the fibre.
In addition, the density is a function of bounded variation.
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Observe that although the spectral assertions on L stated in Theorem 1 do not depend on the
constants δ and b entering the norm ‖ · ‖ (see Remark 2.2.4), quantities like the norms of ‖L‖,
‖LΠ‖ and ‖Πj‖ are affected.
2.4. Spectral stability – Smooth random perturbations. It is well known that the Sinai-
Ruelle-Bowen measure of a mixing Anosov diffeomorphism is stable (in the sense of the weak
topology on measures) under sufficiently smooth small random perturbations, see e.g. [28], [2]
for the case of Gaussian-like random perturbations. Further results and a list of references on
stochastic stability of SRB measures can be found in [5]. In terms of our spectral decomposition
this means that the eigenvector h = Π11 of L is stable under perturbations. In this section we
assert much more: The full spectral structure of L outside the disk with radius σ (see Lemma 2.2.1)
does not change much under small perturbations. As we noted already in the introduction, the
smoothness of the stable and unstable foliations, which plays an essential roˆle in the proofs, is
automatically guaranteed only in the two-dimensional case where the foliations are C1+α for some
α > 0. Therefore, and in order to avoid some other technical problems, we give the full proof
only for the case M = T2. Nevertheless we describe the setting and prove some partial results in
greater generality in order to point out more clearly where problems due to higher dimensions do
arise.
We start by introducing a class of small random perturbations.
Definition 2.4.1. a) A kernel family is a family of measurable functions qε : T
2 × T2 → R+,
ε ∈ (0, 1], such that
qε(x, y) = 0 if |x− y| > ε .
For (x, ξ) ∈ T2 × R2 we denote10
q˜ε(x, ξ) := qε(x, x+ ξ) .
b) A stochastic kernel family is a kernel family satisfying additionally∫
M
qε(x, y)m(dy) = 1 for all x ∈ T2 .
c) An admissible kernel family is a kernel family of continuously differentiable functions qε which
satisfies some additional regularity properties. To state them we denote ∂1q˜ε(x, ξ) :=
∂
∂x q˜ε(x, ξ)
and ∂2q˜ε(x, ξ) :=
∂
∂ξ q˜ε(x, ξ). We require that there is a stochastic kernel family (pε)0<ε≤1 such
that for each ε > 0 the functions q˜ε, ∂1q˜ε and ε · ∂2q˜ε are ε−1-dominated by p˜ε in the sense of
the following definition.
Definition 2.4.2. Let q˜ε : T
2 × T2 → Rk, k ≥ 1, and let (pε)0<ε≤1 be a stochastic kernel family
with the property that for each 0 < ε′ ≤ ε there exists a constant C > 0 such that p˜ε′(x, ξ) ≤
C p˜ε(x, ξ). We say that q˜ε is ε
−1-dominated by p˜ε if there are some a,M > 0 such that, for each
0 < ε ≤ 1,
|q˜ε(x, ξ)| ≤M p˜aε(x, ξ)(2.4.1)
|q˜ε(x, ξ)− q˜ε(z, ξ)| ≤M d(x, z)α p˜aε(x, ξ)(2.4.2)
|q˜ε(x, ξ) − q˜ε(x, ζ)| ≤M ε−1 d(x+ ξ, x+ ζ) ·
(
p˜aε(x, ξ) + p˜aε(x, ζ)
)
(2.4.3)
Remark 2.4.3. Requirements (2.4.1) and (2.4.2) imply that q˜ε(z, ξ) ≤ 2Mp˜aε(x, ξ) if d(x, z) ≤ 1.
Remark 2.4.4. A typical example, of which the present setting constitutes an obvious generalisa-
tion, is the perturbation on T2 given by
qε(x, y) = ε
−2q¯(ε−1(y − x))
10This definition can easily be extended to general manifolds M. Just introduce, in a neighbourhood U of x,
normal coordinates via the exponential map expx and identify isometrically the tangent space TxM with R
d. Then
define:
q˜ε(z, ξ) := qε(z, expx(exp
−1
x (z) + ξ)).
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where q¯ is nonnegative and continuously differentiable, supp(q¯) ⊂ {ξ ∈ R2 : |ξ| ≤ 1}, ∫ q¯(ξ) dξ = 1
and inf{q¯(ξ) : |ξ| ≤ 12} =: ω > 0. In this case q˜ε(x, ξ) = ε−2q¯(ε−1ξ), ∂1q˜ε = 0 and ∂2q˜(x, ξ) =
ε−3q¯′(ε−1ξ) so that q˜ε, ∂1q˜ε and ε
−1∂2q˜ε are ε
−1-dominated by q˜ε with a = 2 and M = ω
−1‖q¯‖C2 .
Combined with a deterministic transformation T , any stochastic kernel qε gives rise to a Markov
process (Xεn)n≥0 on T
2 where X0 can have any probability distribution and
P (Xεn+1 ∈ A | Xεn) =
∫
A
qε(T (X
ε
n), y)m(dy) .
Definition 2.4.5. A family (Xεn)n≥0 associated to an admissible stochastic kernel family is called
a small random perturbation of T .
If the distribution of Xεn has density f with respect to m, then the distribution of X
ε
n+1 has
density QεLf where
Qεf(y) :=
∫
T2
f(x)qε(x, y)m(dx) .
Obviously Qε extends to Bw(T2) by continuity. If ϕ ∈ C0(T2,R) is an “observable”, then the
conditional expectation of ϕ(Xεn+1) given X
ε
n is Q
∗
εϕ(TX
ε
n) where
Q∗εϕ(x) =
∫
T2
qε(x, y)ϕ(y)m(dy) .
In particular, Q∗ε1 = 1. Both operators are dual in the sense that
〈Qεf, ϕ〉 = 〈f,Q∗εϕ〉 .
We will call the operators Qε smooth averaging operators.
11
As already mentioned, the results of this section make much stronger use of regularity properties
of the foliations than did those of the previous section. Indeed, we assume that the unstable
distribution is Cτ , for some τ − 1 ≥ α ≥ γ > β > 0.12
The first basic estimate is stated in the following lemma.
Lemma 2.4.6. Suppose that the unstable foliation is Cτ , τ − 1 ≥ α ≥ γ > β > 0. Then any
smooth averaging operator can be extended in a unique way to a continuous operator on B(M) and
one can choose δ (small) and b (large) in such a way that there exists K > 0 with
‖Qε‖w ≤ K and ‖Qεf‖ ≤ 3‖f‖+K‖f‖w
for all sufficiently small ε > 0 and all f ∈ B(M).
Remember from the previous discussion that the transfer operator associated to the randomly
perturbed system is defined by
Lε := QεL .
The operators Lε satisfy a uniform Lasota-Yorke type inequality.
Lemma 2.4.7. Assume that M = T2. There is a constant B′ > 0 such that for sufficiently small
ε > 0 and each n ∈ N
‖Lnε ‖w ≤ B′ and ‖Lnε f‖ ≤ 9A2σn‖f‖+B′‖f‖w
for all f ∈ B(M).
To state the next relevant fact it is helpful to introduce a special norm for operators that involves
the strong and the weak norm and was used previously in [26, 27].
|||Qε||| := sup
{f∈B(M) : ‖f‖≤1}
‖Qεf‖w.
Lemma 2.4.8. Assume that M = T2. There exists a constant K > 0 such that
|||Qε − Id ||| ≤ Kεγ−β.
11It is interesting to notice – and it will be used in the following - that the product of smooth averaging operators
is again a smooth averaging operator, cf. Lemma 3.3.5.
12This is always the case if the unstable foliation has codimension one or if the “gap” between the weakest and
the strongest contraction rates in the stable sub-bundle is sufficiently small, see the appendix for more details.
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Lemma 2.4.8 implies
|||Lε − L||| ≤ ‖L‖K εγ−β .(2.4.4)
The proofs of the last three lemmas are furnished in section 3.3. Estimate (2.4.4) together with
Lemma 2.4.7 allow to supplement Theorem 1 with a rather strong result on spectral stability under
smooth random perturbations. Indeed, the following is a direct consequence of [27].
To formulate the result precisely we need some preparations. Fix any r ∈ (σ, 1) and denote by
sp(L) the spectrum of L : B(M)→ B(M). Since the essential spectral radius of L does not exceed
σ, the set sp(L) ∩ {z ∈ C : |z| ≥ r} consists of a finite number of eigenvalues λ1, . . . , λp of finite
multiplicity. Changing r slightly we may assume that sp(L) ∩ {z ∈ C : |z| = r} = ∅. Hence there
is δ∗ ∈ (0, r − σ) such that
|λi − λj | > δ∗ (i 6= j)
dist(sp(L), {|z| = r}) > δ∗
It is shown in [27, Theorem 1] that, given δ ≤ δ∗, for sufficiently small ε the spectral projectors
Π(j,δ)ε :=
1
2πı
∫
{|z−λj |=δ}
(z − Lε)−1 dz
Π(r)ε :=
1
2πı
∫
{|z|=r}
(z − Lε)−1 dz
(2.4.5)
are well defined (and do not depend on δ). Finally we set η := 1− log rlog σ and observe that 0 < η < 1.
Further results that follow directly from [27] can now be summarised as follows.
Theorem 2. Let T : T2 → T2 be a C3 Anosov diffeomorphism. For each δ ∈ (0, δ∗] there exists
ε0 = ε0(δ, r) such that for ε ∈ [0, ε0] holds:
a) There is K1 = K1(δ, r) > 0 such that |||Π(j,δ)ε −Π(j,δ)0 ||| ≤ K1 εη(γ−β).
b) rank(Π
(j,δ)
ε ) = rank(Π
(j,δ)
0 )
c) limε→0 |||Π(r)ε −Π(r)0 ||| = 0.
d) There is K2 = K2(δ, r) > 0 such that ‖LnεΠ(r)ε ‖ ≤ K2 rn for all n ∈ N.
For later use we provide the key estimates from [27] that are behind the previous theorem.
Proposition 2.4.9. In the situation of Theorem 2 there are constants ε0 = ε0(δ, r), a = a(r),
b = b(δ, r) and c = c(δ, r) such that for ε ∈ [0, ε0] and z ∈ C with r < |z| ≤ 2 and dist(z, sp(L)) > δ
‖(z − Lε)−1f‖ ≤ a ‖f‖+ b ‖f‖w for all f ∈ B(M)(2.4.6)
and
|||(z − Lε)−1 − (z − L)−1||| ≤ c εη(γ−β) ‖(z − L)−1‖ .(2.4.7)
Remark 2.4.10. The constants ε0, a, b and c are explicitly determined in the proofs of [27]. For
the present setting one can deduce that a and c depend on the map T only through the constants
σ and B′ from Lemma 2.4.7. (Working through the proof of that lemma one notices that σ and
B′ change continuously under small C2-perturbations of T .) The constants ε0 and b depend on T
through σ and B′, and also through the quantity
H(δ, r) := sup
{‖(z − L)−1‖ : z ∈ C, |z| > r, dist(z, sp(L)) > δ} .(2.4.8)
Remark 2.4.11. In the next section we will have to deal with perturbations of the type QεLQε.
Proposition 2.4.9 applies to these operators as well. To see this note that
|||QεLQε − L||| ≤ ‖Lε‖w · |||Qε − Id |||+ |||Qε − Id ||| · ‖L‖ ≤ const ·εγ−β
and that the estimates from Lemma 2.4.7 carry over from Lε to QεLQε because (QεLQε)n =
QεL(Q2εL)n−1Qε, and Q2ε is a again smooth averaging operator, cf. Lemma 3.3.5.
Quasi-compactness in dimension d = 2. We finish this subsection with a short proof of
how to deduce the quasicompactness and the estimate for the essential spectral radius of L in
the two-dimensional case without relying on Proposition 2.2.2 (compact embedding). Instead we
use Lemmas 2.4.6 and 2.4.8 (hence assuming that τ − 1 ≥ γ > β). Since, by Lemma 2.2.1,
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‖Ln − LnQε‖ ≤ σn‖ Id−Qε‖ + Ba−σ ||| Id−Qε|||, the two above mentioned lemmas guarantee that
one can choose ε so small that ‖Ln − LnQε‖ ≤ const σn. But the LnQε are compact:
B(M) Qǫ−→ C1(M,R) compact→֒ C0(M,R) conts.→֒ Bw(M) L
n−→ B(M) ,(2.4.9)
so [14, Lemma VIII.8.2] implies that L is quasicompact with essential spectral radius bounded by
lim infn→∞
n
√
const σn = σ.
2.5. Spectral stability – Deterministic perturbations. The next natural question concerns
the relation between the spectrum associated to two Anosov maps T and T˜ when the two maps
are C1 close. Clearly the associated operators LT and LT˜ live on different Banach spaces B(M)
and B˜(M), respectively, so their spectra cannot be compared directly. However, denoting R(z) =
(z − LT )−1 : B(M) → B(M) and R˜(z) = (z − LT˜ )−1 : B˜(M) → B˜(M) (at points z where they
are well defined), both these resolvents can be considered as linear operators from C1(M,R) to
C1(M,R)∗, because13
‖f‖∗C1 ≤ ‖f‖w ≤ ‖f‖ ≤ ‖f‖C1 and also ‖f‖∗C1 ≤ ‖f‖∼w ≤ ‖f‖∼ ≤ ‖f‖C1(2.5.1)
for each f ∈ C1, where ‖ · ‖w, ‖ · ‖ and ‖ · ‖∼w , ‖ · ‖∼ denote the norms associated to T and T˜ ,
respectively. By the same reason also the corresponding spectral projectors (see (2.4.5)) can be
interpreted as operators from C1(M,R) to C1(M,R)∗, and since their ranges are finite-dimensional,
there is even no big loss in doing so. Therefore the clue to comparing the spectra of LT and LT˜ is
a good bound on ‖R(z)− R˜(z)‖C1→(C1)∗ , which in turn is obtained by approximating both transfer
operators by suitable randomly perturbed operators.
Proposition 2.5.1. Given an Anosov map T : T2 → T2 and a constant K > ‖T ‖C3, a real number
r bigger than the constant σ associated with T in Lemma 2.2.1 and some δ > 0, there are constants
κ = κ(T ), Ci = Ci(T,K, r, δ) and ℓ0 = ℓ0(T,K, r, δ) such that for each map T˜ : T
2 → T2 with
distC1(T˜ , T ) ≤ ℓ0 and ‖T˜‖C3 ≤ K 14
‖R˜(z)‖∼ ≤ C0 and(2.5.2)
‖R˜(z)−R(z)‖C1→(C1)∗ ≤ C1 · distC1(T˜ , T )κη(γ−β)(2.5.3)
provided that |z| > r and dist(z, sp(LT )) > δ where again η = 1− log rlog σ .
The proof of this proposition can be found in section 3.4 and rests on two observations:
1) If distC1(T, T˜ ) is bounded by a suitable power of ε, then ‖Qεf‖ ≤ const ·‖f‖∼. This is proved
in Lemma 3.4.4 and leads directly to (2.5.2).
2) In view of (2.5.1) we have
‖R˜(z)−R(z)‖C1→(C1)∗
≤ |||R˜(z)− R˜ε(z)|||∼ + ‖R˜ε(z)−Rε(z)‖C1→(C1)∗ + |||Rε(z)−R(z)|||
(2.5.4)
where Rε(z) := (z − QεLTQε)−1 and R˜ε(z) := (z − QεLT˜Qε)−1 for a suitable smooth averaging
operator Qε with a C2 kernel. In section 3.4 we estimate these three terms. For the third one we
use Proposition 2.4.9, the second one will turn out to be small if distC1(T, T˜ ) is of the order of a
certain power of ε, and the first one can again be estimated by help of Proposition 2.4.9, but with
the roˆles of L and Lε interchanged, which requires an estimate on ‖R˜ε(z)‖ in terms of quantities
that depend only on the unperturbed map T , see Remark 2.4.10. In a different context this idea
was already used in [32].
Observing the integral representation (2.4.5) of the spectral projectors in terms of the resolvent,
the following theorem is an easy corollary:
Theorem 3. Given an Anosov map T : T2 → T2, for each map T˜ sufficiently close to T in
C1–distance and satisfying uniform C3-bounds the non-essential spectra spr(LT ,BT (M,R))) and
spr(LT˜ ,BT˜ (M,R)) are close with multiplicities and the ‖ · ‖C1→(C1)∗–distance of corresponding
spectral projectors is small.
13This statement must be interpreted in the sense of Remark 2.1.2.
14Note that also T˜ is an Anosov diffeomorphism if distC1(T˜ , T ) is small enough.
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2.6. Spectral stability – Ulam finite rank approximation. An Ulam approximation is con-
structed in the following way: Let A = {Ai} be a partition of T2 into convex polytopes (e.g. into
squares). Define the operator, in L1(T2,R),
ΠAf(x) :=
∑
A∈A
1
m(A)
1A(x)
∫
A
f dm(2.6.1)
Ulam’s idea is then to look at the finite rank operator
PA := ΠALΠA(2.6.2)
and to prove that, in some sense, its spectral properties are close to the ones of the original transfer
operator; this is usually referred to as the Ulam conjecture. Since PA is essentially a finite matrix,
its spectral properties are numerically accessible. Obviously these spectral properties are the same
as those of LA := ΠAL.
Clearly we cannot compare directly the spectra of L and LA, since the space ΠA(B(T2)) consists
of piecewise constant functions which are, in particular, discontinuous along unstable fibres, in
contrast to the functions belonging to our space B(T2). This problem could be overcome by
extending the space B(T2) to a space including the indicator functions 1Ai as we will discuss
briefly in the next section. It turns out, however, that this would not really help. At the end of this
section we provide examples of linear hyperbolic torus automorphisms for which straightforward
Ulam discretisations LA produce eigenvalues far away from all possible eigenvalues of L.
Another possibility to avoid this problem is to replace the indicator functions 1A(x) in (2.6.1)
by a smooth partition of unity. For example one could use a convolution kernel
qε(x, y) := ε
−2q¯(ε−1(x− y)); q¯ ∈ C1(R2,R);
∫
q¯(x, y)m(dy) = 1,
and its associated smooth averaging operator operator Qε and consider the partition of unity
φA := Qε 1A with ε of the order of the diameter of the sets A. With this choice of ε, however,
it does not seem possible to prove spectral stability of the resulting discretisation QεΠAL, the
obstacles being basically the same as in the case of the original Ulam procedure. A much bigger
ε, roughly of the order of diam(A)1/3, is needed to achieve a spectral stability result where the
approximation error for the resolvent is again of the order εη(γ−β) as it was the case for smooth
perturbations.
Since we will use L1m(T
2) as an auxiliary space which contains the ranges of both Qε and ΠA
(the price to pay for this is the big ε!), the discontinuity of the indicator functions 1A(x) plays
absolutely no roˆle in our proof, and for technical reasons we prefer to work with a slightly different
discretisation. Namely, we define the finite rank operators
PA,ε := ΠAQεLΠA and LA,ε := ΠAQεL .(2.6.3)
Both operators have the same spectral properties. So we will compare the resolvent of LA,ε with
that of L, while PA,ε can be used for numerical investigations, since it can be considered as a matrix
acting on the same space as PA. So it can serve as a tool to study the spectral properties of L on
the same footing as the standard Ulam discretisation. For results on the numerical approximation
of SRB-measures such an approach was previously used in [11, 12]15; see also [29] for stabilising
effects of noise on numerical simulations of dynamical systems.
As an intermediate step of our program it turns out to be necessary to consider ΠA, Qε and L as
operators acting on the Banach space of functions of bounded variation BV(T2,R). Observe that
BV(T2,R) consists exactly of those functions f ∈ L1(T2,R) that can be approximated in L1–norm
by functions fn from the Sobolev space W
1,1 (integrable functions with integrable derivatives)
in such a way that ‖f‖BV = limn→∞ ‖fn‖1,1. Recall also that for any sequence (fn) from W 1,1
with limn→∞ ‖f − fn‖1 = 0 holds: ‖f‖BV ≤ lim infn→∞ ‖fn‖1,1. Therefore it suffices to prove the
following lemma for f ∈ W 1,1 (and hence only for f ∈ C1) with the ‖ · ‖1,1–norm instead of the
‖ · ‖BV–norm. But that is a simple exercise.
15In these papers the discretisation of smoothly perturbed Anosov diffeomorphisms serves as a theoretical justi-
fication for numerical discretisations. The effectively implemented procedures, however, do not make use of random
noise. In this context observe the example at the end of the current section.
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Lemma 2.6.1. There exists a constant K > 0 such that, for each ε ∈ (0, 1) and f ∈ BV(T2,R),
‖Qεf‖BV ≤ ‖f‖BV
‖Qεf‖BV ≤ Kε−1‖f‖1
‖Lf‖BV ≤ K‖f‖BV .
This lemma shows in particular that Qε and L are well defined bounded operator on BV(T2,R).
The next lemma shows that the same is true for ΠA.
Lemma 2.6.2 ([9]). If the partition A is made of convex polytopes of size16 at most N−1, then,
for each f ∈ BV(T2,R),
‖ΠAf‖BV ≤ 2‖f‖BV
‖f −ΠAf‖1 ≤ 2N−1‖f‖BV
The first inequality of this lemma is proven in Lemma 10 of [9], the second one in Corollary 3
of the same paper.
The following proposition contains the key estimates of this section.
Proposition 2.6.3. Let A be a partition of T2 into convex polytopes of size at most N−1. If
N−1ε−3 is smaller than some constant17, then (z−LA,ε) is invertible as an operator on L1(T2,R)
and
‖(z − LA,ε)−1f‖1 ≤ const (ε−1 ‖QεLf‖+ ‖f‖1)(2.6.4)
Furthermore,
‖(z − LA,ε)−1 − (z −QεL)−1‖C1→(C1)∗ ≤ const N−1 ε−3 .(2.6.5)
Combined with Proposition 2.4.9 this yields at once that under the conditions of the last propo-
sition
‖(z − LA,ε)−1 − (z − L)−1‖C1→(C1)∗ ≤ const
(
N−1 ε−3 + εη(γ−β)
)
,(2.6.6)
where the constant depends on z through the quantity H(δ, r) from (2.4.8). Recall from section 2.4
that η = 1− log rlog σ where r must be chosen such that |z| > r > σ.
The main result of this section now follows again from spectral calculus.
Theorem 4. Let A be a partition of T2 into convex polytopes of size at most N−1 where N =
N(ε) ≈ ε−3−η(γ−β). Then the assertions of Theorem 2 hold for LA,ε instead of Lε. In particular,
the non-essential spectra spr(L,B(T2)) and spr(LA,ε, L1(T2,R)) are close with multiplicities and
the ‖ · ‖C1→(C1)∗–distance of corresponding spectral projectors is of order εη(γ−β).
Since LA,ε is a finite rank operator, hence its spectrum and eigenvalues can be explicitly com-
puted, the above theorem provides a constructive tool to study the invariant measure, the rate of
decay of correlations etc. of the map. Some related numerical implementations (using the original
Ulam method modified by an adaptive choice of cell sizes) are reviewed in [18, 12]. It seems worth
to mention that our rate of convergence compares favourably to the one proved in [24] for the SRB
measure, i.e. for the “eigenfunction” of the eigenvalue 1.
Just to have a more precise idea on how the business really works let us briefly, and not optimally,
discuss the determination of the invariant measure in cases where the system is ergodic, i.e. where
1 is a simple eigenvalue of L. For a more detailed discussion of this type of questions see [32].
Let µ be the invariant measure and h ∈ B(T2) the corresponding eigenvector of L (that is
Lh = h and µ(ϕ) = 〈h, ϕ〉 for all ϕ ∈ Dγ). Let hε, hA,ε, ∈ L1(T2,R) be such that LA,εhA,ε = hA,ε
and QεLhε = hε, and suppose that N ≈ ε−3−η(γ−β). Then there exists ρ > 0 such that
‖hε − hA,ε‖C1→(C1)∗ ≤
∫
{z∈C: |z−1|=ρ}
‖(z − LA,ε)−1(1)− (z −QεL)−1(1)‖C1→(C1)∗
≤ const εη(γ−β) .
In addition, the results of subsection 2.4 together with [27] imply
‖hε − h‖w ≤ const εη(γ−β) .
16The size here is the side length of the smallest coordinate cube which contains the polytope.
17This constant depends on a and b from Proposition 2.4.9 and hence from the distance of z to sp(L).
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Hence, calling µA,ε(ϕ) :=
∫
ϕhA,ε dm, for each ϕ ∈ C1(T2,R) holds
|µ(ϕ)− µA,ε(ϕ)| ≤ C2εη(γ−β) |ϕ|C1 .(2.6.7)
Since we are focusing on the eigenvalue 1, the radius r can be chosen arbitrarily close to 1 in which
way also η can be made as close to 1 as we wish. A closer look at the proofs of [27] reveals in fact
that convergence takes place at a rate εγ−β log ε−1.
Inequality (2.6.7) implies, by standard approximation arguments, that the measures µA,ε con-
verge weakly to µ, yet it provides much more informations since it tells us exactly how much the
two measures differ on a wide class of observables.
Counterexamples to spectral stability of the pure Ulam method. As we already men-
tioned in the introduction the coexistence of expansion and contraction in hyperbolic maps is a
serious obstacle to the applicability of the original Ulam scheme. Some results related to this
problem were discussed earlier in [4, 5], where in particular problems with the discretisation of
Arnold’s cat map were pointed out. Here we discuss a family of torus automorphisms whose
transfer operators are all poorly approximated by Ulam discretisations.
Let Ta,k : T
2 → T2 be the linear torus automorphisms defined by the following two-parameter
family of 2× 2 matrices
Aa,k :=
(
a ka− 1
a+ 1 k(a+ 1)− 1
)
, a, k ∈ Z1+, a ≥ 2.
Trivially, the Ta,k have stable and unstable foliations of class C2, so α = τ − 1 = 1. Therefore
we may choose γ = 1 and any 0 < β < 1 as parameters for our Banach spaces. Denote by
λa,k > 1 and λ
−1
a,k the two eigenvalues of Aa,k. Then λu = λa,k and λs = λ
−1
a,k. In particular
max{λ−1u , λβs } = λ−βa,k.
Denote by La,k the transfer operator of Ta,k. We know from Example 2.2.6 that
sp(La,k) ⊆
{
z ∈ C : |z| ≤ max{λ−1u , λβs }
} ∪ {1} = {z ∈ C : |z| ≤ λ−βa,k} ∪ {1} .
Consider Ulam discretisations PAn of La,k using partitions An into squares with sides of length
n−1 parallel to the coordinate axes, see (2.6.2). Mixed numerical and theoretical investigations
that we line out below show that for many choices of a and k the spectra sp(PAn) (for arbitrarily
large even n) contain numbers with modulus strictly between λ−1a,k and 1 and hence between λ
−β
a,k
and 1 when β is chosen close enough to 1. Hence the most straightforward Ulam procedure, based
on squares with equal size and sides parallel to the axes, produces fake eigenvalues at arbitrarily
fine grid sizes n−1. It is not clear to us whether this effect is an “arithmetic artifact” of torus linear
automorphisms or if it is a more common phenomenon for hyperbolic diffeomorphisms.
The task to determine (at least some) eigenvalues that occur in PAn for arbitrarily large n is
greatly simplified by the following observation:
Proposition 2.6.4. [4] Let A be a d × d matrix with nonnegative integer entries, and define
T : Td → Td by Tx := Ax mod 1. Denote by An the partition of Td into cubes of side length n−1
with vertices in n−1Zd. As before let PAn = ΠAnLTΠAn . Then
sp(PAm) ⊆ sp(PAmN )
for all positive integers N and m.
According to this proposition it suffices to show that PA2 has an eigenvalue with modulus strictly
between λ−1a,k and 1, since then this number belongs to sp(PA2N ) for all N ∈ N.
In case a = 2 and k = 1 the matrix representing the operator PA2 can be figured out by hand.
It is 

1/6 1/3 1/3 1/6
1/3 1/6 1/6 1/3
1/3 1/6 1/6 1/3
1/6 1/3 1/3 1/6

 .
This matrix has the four eigenvalues 1,−1/3, 0, 0. In particular, −1/3 is a common eigenvalue of all
PA2N . On the other hand, the matrix A2,1 defining the automorphism has the leading eigenvalue
λ2,1 = 2 +
√
3 so that λ−12,1 = 2−
√
3 ≈ 0.268. With β = 0.9 we have indeed λ−β2,1 < 13 < 1.
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This, in fact, is not the worst case and other choices of the parameters a, k demonstrate even
more striking differences between the eigenvalues of the Ulam approximation by square partitions
and the spectrum of La,k. We presented the case a = 2, k = 1 in some detail, because in this
case everything can be calculated analytically, while for general values of the parameters only
numerical approximations are available. By means of a program written in “Mathematica” we
have calculated eigenvalues for several other choices of the parameter values.
n a k r2 λ
−1
a,k
a k r2 λ
−1
a,k
2 20 1 0.3400 0.0250 20 3 0.1115 0.0122
4 20 1 0.3400 0.0250 20 3 0.2240 0.0122
6 20 1 0.3400 0.0250 20 3 0.1115 0.0122
8 20 1 0.3400 0.0250 20 3 0.2240 0.0122
2 500 1 0.5000 0.0010 500 3 0.2500 0.0005
4 500 1 0.5000 0.0010 500 3 0.2500 0.0005
6 500 1 0.5000 0.0010 500 3 0.2500 0.0005
8 500 1 0.5000 0.0010 500 3 0.2500 0.0005
Here r2 is the modulus of the second largest eigenvalue of PAn . It is to be compared to λ
−1
a,k, which
we consider to be the “true” second eigenvalue.
What is still possible is that the leading eigenfunction – the SRB measure – may be stable for
the class of maps we consider (the above example does not contradict to this – the SRB measure
is preserved). For piecewise expanding interval maps this is known to be true, see for example
[5] and further references therein. Moreover numerous numerical studies confirm this stability for
a much broader classes of dynamical systems, see e.g. [12, 18], but presently we do not have an
adequate explanation for this numerical effectiveness of the Ulam method.
For Ulam discretisations based on Markov partitions the situation is much better: In the case of
linear automorphisms of T2 Brini et al.[8] showed that there are arbitrarily fine Markov partitions
A for which sp(PA) ⊆ {1, λs, λ2s, 0}. In particular they have no eigenvalue with modulus in (λ−1a,k, 1).
Froyland [17] proved for general Anosov maps of T2 that the eigenvector to the eigenvalue 1 of
Ulam discretisations based on suitable Markov partitions approximates the SRB measure if the
partitions get finer and finer.
2.7. Remarks on an extension of the space B(M). Following one of the paths that lead from
the Sobolev space W 1,1 of differentiable functions with integrable derivative to the space BV of
functions of bounded variation, we show in this section how to extend the norm on our space B(M)
to a larger subspace B¯(M) of Bw(M) that contains, in particular, the space BV(M). Most of this
program is abstract and works equally well in any dimension. Only to show that B(M) is a closed
subspace of B¯(M) needs much more effort, and since we do not really make use of it except in
the discussion of Ulam discretisations on the two-dimensional torus, we will prove that only in the
case M = T2.
For f ∈ Bw(M) let
‖f‖- := lim
ǫ→0
inf {‖g‖ : g ∈ B(M), ‖f − g‖w ≤ ǫ} .(2.7.1)
Observe that one can replace the limit by a supremum over ε > 0. It is easy to see that ‖ · ‖- is a
norm on
B¯(M) := {f ∈ Bw(M) : ‖f‖- <∞} .
Then (B¯(M), ‖ · ‖-) is clearly a normed linear space, and since ‖f‖- ≤ ‖f‖ for f ∈ B(M) by
definition, we have B(M) ⊆ B¯(M).18 We list some simple consequences:
i) The unit ball B¯1 := {f ∈ B¯(M) : ‖f‖- ≤ 1} is the ‖ · ‖w–closure of the unit ball B1 := {f ∈
B(M) : ‖f‖ ≤ 1}.
ii) B1 is closed in Bw(M) if and only if the norms ‖ · ‖ and ‖ · ‖- are equivalent on B.
iii) Since B1 is a relatively compact subset of Bw(M), B¯1 is a compact subset of Bw(M).
iv) For f ∈ C1(M,R) we have ‖f‖ ≤ ‖f‖1,1 and ‖f‖w ≤ ‖f‖1. Therefore
BV1 = ‖ · ‖1-closure((W 1,1)1) ⊆ ‖ · ‖w-closure((W 1,1)1) ⊆ ‖ · ‖w-closure(B1) = B¯1 .
(Here the lower index 1 denotes the unit ball of the respective space.) In particular, B¯(M)
contains indicator functions of sufficiently regular sets.
v) L extends to a bounded operator on B¯(M).
18Recall Remark 2.1.2 for a discussion of the embedding of B(M) into Bw(M).
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vi) The Lasota Yorke type inequality carries over to B¯(M): ‖Lnf‖- ≤ 3A2σn‖f‖- +K‖f‖w.
vii) In particular, L acts on B¯(M) as a quasicompact operator with essential spectral radius
bounded by σ.
What we cannot conclude at this point is that B(M) embeds as a closed linear subspace into
B¯(M). This is the case if and only if there is some C > 0 such that
‖f‖ ≤ C · ‖f‖- for f ∈ B(M),(2.7.2)
i.e. if the two norms are equivalent.19 In section 3.7 we will prove the following lemma.
Lemma 2.7.1. The estimate (2.7.2) holds for M = T2.
It turns out that for torus automorphisms (in any dimension, in fact) the constant C = 1 so
that both norms coincide.
An important consequence of this observation is:
Lemma 2.7.2.
If Lf = λf for some f ∈ B¯(T2) and |λ| > σ, then f ∈ B(T2).
Proof. Since f ∈ B¯(T2), there are gn ∈ B(T2) with ‖f − gn‖w ≤ 1n and ‖gn‖ ≤ ‖f‖
-
. Hence
‖f − λ−nLngn‖- = ‖λ−nLn(f − gn)‖- ≤ 3A2
(
σ
|λ|
)n
‖f − gn‖- + C ‖f − gn‖w
≤ 3A2
(
σ
|λ|
)n
2‖f‖- + C
n
→ 0
so that f belongs to the ‖ · ‖-–closure of B(T2). But since B(T2) is closed in B¯(T2), this implies
that f ∈ B(T2).
With an only slightly more complicated argument one shows that also if (λ − L)kf = 0 for some
k > 1 and f ∈ B¯(T2) and λ as above, then f ∈ B(T2).
3. Proofs
In the sequel we will mostly write B and Bw instead of B(M) and Bw(M).
3.1. Proofs: Lasota-Yorke type estimate.
Proof of Lemma 2.2.1. Let us start by considering only f ∈ C1(M,R).
Recall from (2.1.2) that Lnf(x) = f ◦ T−n · gn where the Jacobian gn of T−n is of class C1+β .
Then, for v ∈ Vβ , holds
dx(Lnf)(v(x)) = dxgn(v(x)) · f ◦ T−n(x) + gn(x) · dT−n(x)f(dxT−n(v(x))).(3.1.1)
To continue we need to note the following.
Sub-lemma 3.1.1. For each n ∈ N there is δ(n) > 0 such that if 0 < δ < δ(n) (δ from the
definition of Hsβ(v) in (2.1.5)), then
Rnv(x) := A
−2λnu dTnxT
−n(v(T nx)) ∈ Vβ
for each v ∈ Vβ.
Proof. Obviously, |Rnv|∞ ≤ A−2λnuAλ−nu |v|∞ ≤ 1.
To investigate the Ho¨lder norm ofRnv it is more convenient to introduce normal coordinates. Let
us be more precise. Given an arbitrary point x ∈ M let us consider a neighbourhood x ∈ U ⊂M
so small to be contained in the domain of injectivity of the exponential map.20 We assume that δ
is sufficiently small that the ball of centre x and radius δ is always contained in U . We consider
an isometric identification of TxM with Rd and then consider the chart expx : V ⊂ Rd → U ⊂M
given by the exponential map.
On the torusM = Td the situation is rather trivial. Here all tangent spaces TxM are canonically
identified with each other and with Rd and expx(η) = x + η mod Z
d. Since there is no danger
of confusion, we will even skip the “mod Zd” henceforth. (It suffices to choose δ < 12 .) Then, for
19The “if” implication is obvious. For the “only if” implication observe that if B(M) is closed in B¯(M), then
(B(M), ‖ · ‖
-
) is a Banach space. Since ‖ · ‖
-
≤ ‖ · ‖, the open mapping theorem implies (2.7.2).
20Recall that the exponential map is obtained by flowing along the geodesics, [7].
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each y ∈W sδ (x), we can identify dTnyT−n with a d× d matrix Ay, so Rnv(y) = A−2λnuAyv(T ny).
Since T n is of class C3 there are cn > 0 such that
‖Ax − Ay‖ ≤ cn d(x, y) for y ∈ U .
It follows that
‖Rnv(x)−Rnv(y)‖ = A−2λnu ‖Axv(T nx)− Ayv(T ny)‖
≤ A−2λnu ‖Ax(v(T nx)− v(T ny))‖+ cnd(x, y) .
(3.1.2)
For manifolds other than Td more care has to be taken to derive an analogous estimate.21 To
continue we need to recall that the vectors v are adapted to the unstable foliation. Given a vector
w in Rd and a point x ∈ M we can write w as w = ξ + η, with ξ ∈ Eu(x) and η ∈ Es(x).
Therefore, for each n ≥ 0, an unstable subspace Eu(T ny) can be represented by an operator
Vny : E
u(T nx)→ Es(T nx); the subspace is just {ξ+Vnyξ}ξ∈Eu(Tnx). Clearly Vnx = 0.22 In terms of
the operators Vny (y ∈ U) the τ -Ho¨lder continuity of the unstable distribution implies [25, 19.1.6]:
There is a constant C > 0, independent of x and y, such that
‖Vny‖ ≤ Cd(T nx, T ny)τ
′
;
where τ ′ = min{τ, 1}. For y ∈ W sδ (x), let v(T ny) = ζ + Vny ζ, ζ ∈ Eu(T nx). Denote c′n :=
supx∈M ‖Ax‖. Then, from (3.1.2) we have
‖Rnv(x)−Rnv(y)‖ ≤ A−2λnu ‖Ax(v(T nx)− ζ)‖ +A−2λnu ‖Ax(Vny ζ)‖+ cnd(x, y)
≤ A−2λnuAλ−nu ‖v(T nx)− ζ‖ +A−2λnuc′n‖Vny ζ‖+ cnd(x, y)
≤ A−1‖v(T nx)− v(T ny)‖+ (A−2λnuc′n +A−1)‖Vny ζ‖+ cnd(x, y).
As
‖Vnyζ‖ ≤ Cd(T nx, T ny)τ
′‖ζ‖ ≤ Cλnτ ′s d(x, y)τ
′‖ζ‖ ≤ Cλnτ ′s δτ
′‖ζ‖ ,
we find for sufficiently small δ (such that Cλnτ
′
s δ
τ ′ ≤ 12 ) that ‖ζ‖ ≤ 2‖v(T ny)‖ ≤ 2 and hence
‖Vny ζ‖ ≤ 2Cds(x, y)τ
′ |v|∞. So we conclude
‖Rnv(x) −Rnv(y)‖ ≤
(
λβns + 2Cλ
τ ′n
s (A
−2λnuc
′
n +A
−1)δτ
′−β + cnδ
1−β
)
ds(x, y)β ≤ ds(x, y)β
provided δ is chosen small enough. This finishes the proof of the sub-lemma.
It is convenient to introduce the distortion
∆vn(x) =
dxgn(v(x))
gn(x)
.(3.1.3)
21The first fact to notice for general M is that, in normal coordinates, the parallel transport of a tangent vector
from y ∈ U to x, along the geodesic, coincides with the vector obtained by simply identifying the tangent space by the
Cartesian structure of Rd. More precisely: Let us call Pyx : TxM→ TyM the above mentioned parallel transport.
Let V be a neighbourhood of the origin in TxM which is mapped by the exponential map expx diffeomorphically
to the neighbourhood U of x. For ξ ∈ V let y = expx(ξ). Then
P˜ξ0 ◦ dx exp
−1
x ◦Pxy = dy exp
−1
x : TyM→ Tξ(TxM)
where P˜ξ0 : T0(TxM)→ Tξ(TxM) denotes the trivial parallel transport by the vector ξ.
Next, we introduce normal coordinates in a neighbourhood U ′ of Tx as well. (For simplicity of notation we
consider only the case A = 1, n = 1.) Let expTx : V
′ → U ′ be diffeomorphic, V ′ be a neighbourhood of the origin
in TTxM. Let ξ
′ = exp−1
Tx
(Ty). Then
Ay := dy exp
−1
x ◦dTyT
−1 ◦ dξ′ expTx : Tξ′ (TxM)→ Tξ(TxM)
can be viewed as a matrix – due to the canonical identification of the spaces Tξ′ (TxM) and Tξ(TxM) with R
d.
Clearly, due to the smoothness properties of T
‖Ax − Ay‖ ≤ c1d(x, y).
With these conventions we have, just as in (3.1.2),
‖dx exp
−1
x (Rv(x)) − dy exp
−1
x (Rv(y))‖ =λu‖Ax · dTx exp
−1
Tx
(v(Tx)) − Ay · dTy exp
−1
Tx
(v(Ty))‖
≤λu‖Ax · (dTx exp
−1
Tx
(v(Tx)) − dTy exp
−1
Tx
(v(Ty)))‖ + λuc1d(x, y).
22 On general manifolds M we use dx exp−1x to lift E
u(y) and Es(y) from TyM to T0(TxM), the latter being
identified with Rd. Then we proceed along the same lines.
