Subspace clustering refers to the problem of segmenting high dimensional data drawn from a union of subspaces into the respective subspaces. In some applications, partial sideinformation to indicate "must-link" or "cannot-link" in clustering is available. This leads to the task of subspace clustering with side-information. However, in prior work the supervision value of the side-information for subspace clustering has not been fully exploited. To this end, in this paper, we present an enhanced approach for constrained subspace clustering with sideinformation, termed Constrained Sparse Subspace Clustering plus (CSSC+), in which the side-information is used not only in the stage of learning an affinity matrix but also in the stage of spectral clustering. Moreover, we propose to estimate clustering accuracy based on the partial side-information and theoretically justify the connection to the ground-truth clustering accuracy in terms of the Rand index. We conduct experiments on three cancer gene expression datasets to validate the effectiveness of our proposals.
I. INTRODUCTION
High dimensional data in many applications can be considered as samples drawn from a union of multiple lowdimensional subspaces. Assigning data points into their own subspaces and then recovering the underlying low-dimensional structure of the data refer to a well-known problemsubspace clustering [1] . It has found important applications in motion segmentation [2] , genes expression profiles clustering [3] , hybrid system identification [4] , matrix completion [5] , etc.
A. Prior Work
Over the past decade, a large number of algorithms have been developed, e.g., K-plane [6] , Generalized Principal Component Analysis (GPCA) [7] , Spectral Curvature Clustering (SCC) [8] , Sparse Subspace Clustering (SSC) [9] , [10] , [11] , Low Rank Representation (LRR) [12] , [13] , Least Square Regression (LSR) [14] , [15] , Correlation Adaptive Subspace Segmentation (CASS) [16] , Latent SSC [17] , Low-Rank Sparse Subspace Clustering (LRSSC) [18] , Structured SSC [19] , [20] , [21] , and Elastic-net Subspace Clustering (EnSC) [22] .
Among the existing work, self-expressiveness [9] based algorithms, e.g., SSC, LRR, LSR, EnSC, gain the most attention. Roughly speaking, different algorithms differ in using different regularization in the self-expressiveness model. For example, SSC [9] makes use of the ℓ 1 norm on the coefficients vector, LRR [12] adopts the nuclear norm on the coefficients matrix, LSR [14] uses Frobenius norm on the coefficients matrix, LRSSC [18] uses a mixture of the ℓ 1 norm and the nuclear norm on the coefficients matrix, and EnSC [22] takes a mixture of the ℓ 1 and the ℓ 2 norm on the coefficients vector. On the other hand, different error models have also been used to yield robustness, e.g., the ℓ 2 norm is used to account for the Gaussian noise in data, the ℓ 1 norm used in SSC to account for the outlying entries in data, the ℓ 2,1 norm used in LRR to account the column-wise corruptions in data, and the mixture of Gaussian model [23] and the correntropy [24] are used to model complicated corruptions.
The subspace clustering methods mentioned above are purely unsupervised. In some applications, partial supervision information is available. For example, in the task of clustering genes in DNA microarray data [25] , [26] , there often exists prior knowledge about the relationships between some subset of genes or genes expression profiles [27] , [28] , [29] , [30] . Gene expression data of different cancer subtypes are usually lying on multiple clusters [31] and each cluster can be well approximated by a low-dimensional subspace [3] , [32] . If some pairs of genes expression profiles are known to have the same (or different) subtypes, then it would be helpful to use this knowledge in subspace clustering. Such prior knowledge essentially provides partial side-information to indicate "mustlink" or "cannot-link" constraints in clustering, which leads to the task of subspace clustering with side-information.
The side-information is important because it provides partial supervision for clustering. Previous work has demonstrated that incorporating side-information in the self-expressiveness model could bring performance improvements. For sample, in [33] , some "must-links" are encoded into a binary weights matrix to encourage nonzero self-expressive coefficients in the corresponding positions; in [20] , both "must-link" and "cannot-link" in side-information are encoded into a weights matrix to encourage or penalize the self-expressiveness coefficients in the corresponding positions. While encoding sideinformation into a weights matrix used in self-expressiveness model could improve the induced affinity, the supervision value of the side-information has not been fully exploited because, encoding pairwise constraints as weights to improve the affinity does not imply that the final clustering must satisfy the constraints. Besides, there is still a reminding issue in prior work on how to select a proper model parameter (e.g., λ).
B. Our Contributions
In this paper, we present an enhanced approach for constrained subspace clustering with side-information, termed Constrained Sparse Subspace Clustering plus (CSSC+), in which the side-information is used not only in the stage of learning an affinity matrix but also in the stage of spectral clustering. In the stage of learning an affinity matrix, each data point is expressed as a linear combination of all other data points, in which the connections to those data points having "cannot-link" are inhibited and the connections to those data points having "must-link" are encouraged. In the stage of spectral clustering, the "must-link" constraints and the "cannot-link" constraints in side-information are both taken into account into the procedure of clustering. Moreover, we propose to estimate clustering accuracy based on the available side-information and theoretically justify the connection to the ground-truth clustering accuracy in terms of the Rand index. Experiments conducted on three cancer gene expression datasets demonstrate the effectiveness of our proposals.
Paper Outline. The remainder of the paper is organized as follows. Section II gives a review on self-expressiveness based subspace clustering. Section III presents our proposal-CSSC+. Section IV describes clustering quality estimation based on partial side-information. Section V shows experiments and Section VI concludes the paper.
II. FROM SUBSPACE CLUSTERING TO CONSTRAINED SUBSPACE CLUSTERING WITH SIDE-INFORMATION
This section will briefly review methods for subspace clustering and constrained subspace clustering with sideinformation.
A. Subspace Clustering
State-of-the-art subspace clustering methods, e.g., SSC [10] , LRR [13] , LSR [14] , EnSC [22] , are usually based on selfexpressiveness model. These approaches can be summarized into a unified optimization problem as follows:
where ∥ · ∥ C and ∥ · ∥ E are two properly chosen norms, λ > 0 is a tradeoff parameter, and diag(C) = 0 is optionally used to rule out the trivial solution. Different approaches employ different regularization terms ∥C∥ C and/or ∥E∥ E .
Once the optimal representation matrix C is obtained, spectral clustering [34] can be applied on the induced affinity
be an N × n indicator matrix where q ij = 1 if the i-th column of X lies in subspace S j and q ij = 0 otherwise. Spectral clustering can be formulated as follows:
where L = D−A, D is a diagonal matrix with D jj = ∑ i A ij , and Q is the set of all valid segmentation matrices with n groups.
B. Structured Subspace Clustering
Note that the objective function (2) of spectral clustering measures the cost of cutting the affinity graph into n parts, and also measures the discrepancy between the coefficient matrix and the segmentation matrix, because
where ∥C∥ Q is called subspace structured norm of representation matrix C with respect to segmentation matrix Q [19] . By noticing of the connection between the representation matrix C and the segmentation matrix Q, it is natural to integrate problem (1) and (2) into a joint optimization problem
where α > 0 is a tradeoff parameter. This is called structured subspace clustering [20] . Then, if the ℓ 1 norm is used for ∥C∥ C , problem (4) turns out to be:
which is called Structured Sparse Subspace Clustering (S 3 C) [20] .
The algorithms mentioned above are unsupervised. When some side-information is available, there is a desire to incorporate the partial supervision information to facilitate subspace clustering.
C. Constrained Subspace Clustering with Side-Information
Recently, an approach, called Constrained Structured Sparse Subspace Clustering (CS 3 C) [20] is proposed, in which the side-information is encoded into weights matrix Ψ to modify the ℓ 1 norm of C (i.e., ∥C ⊙ Ψ∥ 1 ), where the operator ⊙ is the element-wise product and the elements of weights matrix Ψ are defined by:
if i and j have a "must-link", e +1 , if i and j have a "cannot-link", e 0 , if there is no side-information.
Then, the available side-information is incorporated into the optimization problem (5) as follows:
Encoding the side-information into a weighting matrix Ψ is able to penalize or encourage the coefficients when having "cannot-link" or "must-link", which thus is helpful to yield an improved coefficients matrix. However, it is not guaranteed that the constraints in side-information could be automatically satisfied in clustering. Besides, it is in principle unclear how to determine the model parameters, e.g., λ and α in (7) . If a set of improper tradeoff parameters are used, the clustering results might dramatically degenerate (see, e.g., Fig.1 (b) ). To tackle these deficiencies, in this paper, we propose an enhanced approach for subspace clustering with side-information, in which the side-information is used not only to weight the selfexpressiveness model, but also to conduct spectral clustering and parameters selection.
III. CONSTRAINED SPARSE SUBSPACE CLUSTERING WITH SIDE-INFORMATION
This section will present an enhance approach for subspace clustering with side-information.
A. Constrained Sparse Self-Expressiveness Model
In SSC, each data point is expressed as a sparse linear combination of all other data points. To take into account the side-information, we impose the constraints into the selfexpressiveness model, such that the connections to those data points having "cannot-link" are inhibited and the connections to those data points having "must-link" are encouraged. To be specific, as in CS 3 C [20], we solve for C and E by solving a weighted sparse representation problem as follows
where Ψ is a weights matrix which encodes the available sideinformation as in (6).
We term problem (8) as Constrained Sparse Subspace Clustering (CSSC). This problem can be solved using the Alternating Direction Method of Multipliers (ADMM) [35] , [36] , [37] . For the details of the derivation of algorithm to solve problem (8), we refer the readers to [20] .
B. Spectral Clustering with Constraints
Given coefficients matrix C, we define the data affinity matrix A via A = 1 2 (|C| + |C ⊤ |). When partial side-information is available, we impose the constraints into spectral clustering and thus solve spectral clustering with constraints as follows:
where L is the graph Laplacian of the data affinity matrix A andQ ⊆ Q is the set of all feasible segmentation matrices Q which satisfy the pairwise constraints encoded in Ψ. 1 To solve problem (9), we relax the constraint Q ∈Q to the constraint Q ⊤ DQ = I and perform spectral embedding at first, i.e., solving
to find Q ∈ IR N ×n . Then, we quantize Q into the set of feasible segmentation matricesQ by applying a constrained k-means algorithm [38] . We call the two-step approach-first solving the coefficient matrix C via problem (8) and then finding the segmentation matrix Q via problem (9) as Constrained Sparse Subspace Clustering plus (CSSC+). Remark 1. In CS 3 C [20], instead of searching for a segmentation matrix Q ∈ Q, we can also search for Q ∈Q, which thus turns problem (7) into the following:
We call problem (11) as Constrained Structured Sparse Subspace Clustering plus (CS 3 C+). It can be solved by solving subproblems (8) and (9) alternatingly.
IV. PERFORMANCE EVALUATION AND ESTIMATION WITH SIDE-INFORMATION
This section will present a general method to perform parameter (or model) selection for subspace clustering with side-information.
A. Clustering Error with Respect to Groundtruth Label
When the groundtruth label of each data point is available, the quality of clustering can be evaluated by clustering error (ERR), which is defined as
where a,â ∈ {1, · · · , n} N are the original and estimated assignments of the columns in X to n subspaces, and the maximum is taken with respect to all permutations
While ERR is a valid measure to compare the partitions of the data with respect to the groundtruth labels, it is not a valid measure to evaluate the partitions of the data with respect to the pairwise side-information (or partial pairwise side-information).
To evaluate the accuracy of clustering with respect to pairwise side-information, we introduce a measure to compare two data partitions, which is called Rand index [39] .
B. Rand Index based on Complete Pairwise Side-Information
Denote Θ as a subspace structure matrix of the obtained clustering where Θ ij = 0 if data points i and j belong to the same cluster and Θ ij = 1 otherwise. Definition 1. The Rand index, denoted as µ, is defined as
where Θ and Θ * are the subspace structure matrices of the currently returned clustering and the ground-truth clustering, respectively.
When the pairwise ground-truth information Θ * is available, the Rand index is easy to compute. We have that 0 ≤ µ ≤ 1. If the currently returned clustering is perfect, then Θ = Θ * and thus µ = 1; otherwise µ < 1.
Since that subspace clustering is an unsupervised task, complete ground-truth knowledge (e.g., Θ * ) of the data is unknown. Without complete ground-truth knowledge, there is no means to provide a criterion which directly links to the clustering accuracy with theoretical guarantee. Nevertheless, in the setting of clustering with side-information, the sideinformation is able to provide partial observations of the pairwise ground-truth knowledge. By using the partial observations, there is a hope to define a clustering accuracy estimator, which directly links to the Rand index with theoretical justification.
C. Rand Index Estimator based on Partial Side-Information
Definition 2. The Rand Index Estimator (RIE), denoted byμ, is defined asμ
where Θ is the subspace structure matrix of the currently returned clustering, Ω is the index set of the given pairwise constraints in Θ * in which Θ * i,j = 0 if the paired data points (i, j) have a "must-link" and Θ * i,j = 1 if they have a "cannotlink".
It is clear that 0 ≤μ ≤ 1, whereμ = 1 if the clustering result indicated by Θ is feasible with respect to the constraints in Θ * , andμ < 1 otherwise.
Theorem IV.1. Assume that the given constraints in set Ω are sampled independently at random with probability p from a population of N (N − 1) constraints. Then, we have that
holds with probability at least 1−4e −2N (N −1) , where µ is the Rand index defined in (14) andμ is the Rand index estimator defined in (15) .
is the expectation of a random variable.
By applying Hoeffding's inequality [40] to M independent random variables {Y i,j } i̸ =j and {Z i,j } i̸ =j , seperately, we have
Then, with probability at least 1 − 4e −2ϵ 2 M , we have
By combining (19) and (20), we boundρ as follows:
i.e., −2ϵ
So, we have
holds with probability at least 1 − 4e −2ϵ 2 M . Note that M = N (N − 1),ρ − ρ = µ −μ, and let ϵ = 1, then we have that:
holds with probability at least 1 − 4e −2N (N −1) .
Remark 2.
If the available side-information is sampled at random and sufficient, the Rand index estimator could provide a good estimation for the Rand index, which connects to the true clustering accuracy. Nevertheless, in case of that the side-information is neither sufficient nor sampled at random, the Rand index estimator might fail to give an acceptable estimation for the Rand index. 
D. Parameter Selection via the Rand Index Estimator
When the side-information are sufficient and sampled at random, we use the Rand index estimatorμ to estimate the Rand index. As an interesting application, we employ the Rand index estimatorμ to select the proper parameters 2 , e.g., α and λ in (7) , λ in (8) . More specifically, we conduct experiments with the parameters varying in a range, record the Rand index estimatorμ as a function of the parameters, and then pick up the parameters which associate to the peak value of the Rand index estimator. An example of parameters selection with the Rand index estimator is shown in Fig. 1, where 
V. EXPERIMENTS
This section will evaluate the effectiveness of our proposals for subspace clustering with side-information.
We consider three publicly available benchmark cancer datasets 3 : St. Jude leukemia [41] , Lung Cancer [42] , and Novartis BPLC [43] . For clarity, we list the summary information of the three datasets in Table I . To prepare the sideinformation, following the protocol used in [20] , we sample uniformly at random a proportion p of entries from the groundtruth subspace structure matrix Θ * , where p = 1% and 5%.
A. Performance Evaluation on Subspace Clustering with Side-Information
To evaluate the performance of using side-information, we choose three popular spectral clustering based methods: SSC [10] , LRR [12] , [32] , LSR [14] , and a PCA based subspace clustering method, Predictive Subspace Clustering (PSC) [3] . Moreover, we conduct experiments to compare the following approaches: CS 3 C [20], SSC+, LRR+, LSR+, and CS 3 C+, where the appendix "+" means using the k-means with constraints in spectral clustering. Note that if the percentage The average clustering error (ERR) with standard deviation is recorded over 20 trials. Experimental results are presented in Table II . The results of PSC are directly cited from [3] . The parameter λ used in each baseline method is listed in Table III , where the parameter λ used in the family of SSC, including CS 3 C, CSSC, CSSC+, and CS 3 C+, is kept the same as in SSC by default. 4 We observe that:
• When the side-information is relatively sufficient, e.g., p = 5%, the clustering errors of all methods with side-information are significantly reduced, compared to the counterpart method without side-information. This hints the importance of incorporating the constraints to clustering. • When the side-information is relatively not sufficient, e.g., p = 1%, the clustering errors of SSC+, CSSC+, and CS 3 C+ are still notably reduced compared to SS-C, CSSC, and CS 3 C; however, the clustering errors of LRR+, LSR1+, and LSR2+ are exceptionally increased, respectively, in most cases. This suggests that the effect of imposing constraints in clustering depends on the quality of the affinity matrix. • Compared to SSC, both CSSC and CSSC+ reduce the clustering errors notably. Comparing to CSSC, CSSC+ reduces the clustering error more significantly. It is similar for CS 3 C and CS 3 C+. This confirms the superiority of incorporating the constraints into not only the selfexpressiveness model but also the process of clustering. 
B. Parameter Selection via Rand Index Estimator
To demonstrate the feasibility of using the Rand index estimator to guide parameters selection, we conduct experiments on dataset Novartis BPLC with CS 3 C by varying parameters λ and α, where α ∈ {0.05, 0.1, 0.2, · · · , 0.9, 1.0, 1.2, 1.5, 2.0} and λ is set by
with λ 0 ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10}. The clustering error (ERR) and the Rand index estimator (RIE) under all combination of parameters are recorded. We show ERR and RIE in Fig.1 panels (a) and (b), respectively, as a function of parameters α and λ 0 . As could be observed that, the change patterns of the two panels are consistently correlated. This confirms the feasibility of using the Rand index estimator to conduct parameters selection in CS 3 C. Moreover, we also conduct experiments for CSSC and CSSC+ on all three datasets. We show the clustering accuracy (1 -ERR), the Rand index (RI), and the Rand index estimator (RIE), respectively, as a function of the parameter λ 0 , in Fig.2 . As could be observed, the positions of the peaks of the Rank index estimator correspond to the best clustering accuracy. Compared to CSSC, the Rand index estimator is more consistent to the true clustering accuracy (in terms of both the Rand index and the clustering error). This confirms that the Rand index estimator is of practical value to conduct parameter selection, especially for CSSC+.
VI. CONCLUSION
We have presented an enhanced framework to perform constrained subspace clustering with side-information, in which the constraints in side-information are used not only in the stage of learning the affinity matrix but also in the stage of spectral clustering. Moreover, we have proposed an Rand index estimator based on partial side-information for estimating the clustering accuracy with theoretical guarantee and used it to conduct parameters selection. Experiments on three cancer gene expression datasets have validated the effectiveness of our proposals.
The Rand index estimator is a general measure for estimating the clustering accuracy with partial pairwise sideinformation, not limited to subspace clustering. More comprehensive evaluations on the performance of constrained subspace clustering with side-information, model selection with the Rand index estimator, and more active way [44] to exploit the partial supervision of side-information will be our future work.
