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ABSTRACT
We present the results of a semicoherent search for continuous gravitational waves from the low-mass X-ray binary
Scorpius X-1, using data from the first Advanced LIGO observing run. The search method uses details of the modelled,
parametrized continuous signal to combine coherently data separated by less than a specified coherence time, which
can be adjusted to trade off sensitivity against computational cost. A search was conducted over the frequency range
from 25 Hz to 2000 Hz, spanning the current observationally-constrained range of the binary orbital parameters. No
significant detection candidates were found, and frequency-dependent upper limits were set using a combination of
sensitivity estimates and simulated signal injections. The most stringent upper limit was set at 175 Hz, with comparable
limits set across the most sensitive frequency range from 100 Hz to 200 Hz. At this frequency, the 95% upper limit
on signal amplitude h0 is 2.3× 10−25 marginalized over the unknown inclination angle of the neutron star’s spin, and
8.0× 10−26 assuming the best orientation (which results in circularly polarized gravitational waves). These limits are
a factor of 3-4 stronger than those set by other analyses of the same data, and a factor of ∼ 7 stronger than the best
upper limits set using initial LIGO data. In the vicinity of 100 Hz, the limits are a factor of between 1.2 and 3.5 above
the predictions of the torque balance model, depending on inclination angle; if the most likely inclination angle of 44◦
is assumed, they are within a factor of 1.7.
∗ Deceased, March 2016.
† Deceased, March 2017.
‡ Deceased, February 2017.
§ Deceased, December 2016.
71. INTRODUCTION
Rotating neutron stars (NSs) are the primary ex-
pected source of continuous, periodic gravitational
waves (GWs) for ground-based GW detectors. Targets
include known pulsars (Aasi et al. 2014a), non-pulsating
NSs in supernova remnants (Wette et al. 2008; Abadie
et al. 2010; Aasi et al. 2015), and unknown isolated
(Abbott et al. 2016a; Aasi et al. 2016) or binary NSs
(Aasi et al. 2014b). A particularly promising source is
an accreting NS in a low-mass X-ray binary (LMXB);
accretion torque spins up the NS into the frequency
band of the detectors, and the accretion can generate
an asymmetric mass or current quadrupole which acts
as the source for the GWs (Watts et al. 2008). An
approximate equilibrium between accretion spinup and
GW and other spindown torques can produce a signal
that is nearly periodic in the NS’s rest frame, and then
Doppler shifted due to the orbital motion of the NS and
the motion of the detector on the surface of the Earth.
Such an equilibrium scenario would produce a rela-
tion between the observed accretion-induced X-ray flux
of the LMXB and the expected strength of the GWs.
Scorpius X-1 (Sco X-1), the most luminous LMXB, is
therefore a promising potential source of GWs (Pa-
paloizou & Pringle 1978; Wagoner 1984; Bildsten 1998).
Sco X-1 is presumed to consist of a neutron star of mass
≈ 1.4M in a binary orbit with a companion star of
mass ≈ 0.4M (Steeghs & Casares 2002). Some of the
parameters inferred from observations of the system are
summarized in Table 1.
Several methods were used to search for Sco X-1 in
data from the initial LIGO science runs of 2002-2011:
Abbott et al. (2007a) performed a fully-coherent search
(Jaranowski et al. 1998) on six hours of data from the
second science run; starting with the fourth science run,
results for Sco X-1 were reported (Abbott et al. 2007b;
Abadie et al. 2011) as part of a search for stochastic sig-
nals from isolated sky positions (Ballmer 2006); in the
fifth science run, a search (Aasi et al. 2015a) was done
for Doppler-modulated sidebands associated with the
binary orbit (Messenger & Woan 2007; Sammut et al.
2014); in the sixth science run, Sco X-1 was included
in a search (Aasi et al. 2014b) principally designed for
unknown binary systems (Goetz & Riles 2011), and this
method was subsequently improved to search directly
for Sco X-1 (Meadors et al. 2016) and applied to initial
LIGO data (Meadors et al. 2017a). A mock data chal-
lenge (Messenger et al. 2015) was conducted to compare
several of the methods to search for Sco X-1, and the
most sensitive (detectng all 50 simulated signals in the
challenge and 49 out of the 50 “training” signals) was
the cross-correlation method (Dhurandhar et al. 2008;
Whelan et al. 2015) used in the present analysis.1
The Advanced LIGO detectors (Aasi et al. 2015b)
carried out their first observing run (O1) from 2015
September 12 to 2016 January 19 (Abbott et al. 2016b).
Searches for transient signals were carried out in near-
real time and resulted in the observation of the binary
black hole (BBH) mergers GW150914 (Abbott et al.
2016c) and GW151226 (Abbott et al. 2016d) and the
possible BBH merger LVT151012(Abbott et al. 2016b),
as well as upper limits on the rates and strengths of
other sources (Abbott et al. 2016e, 2017a,b). Searches
for persistent stochastic or periodic sources were con-
ducted using data from the full duration of the run, and
include searches for isotropic and anisotropic stochastic
signals (Abbott et al. 2017c,d) and a variety of known
and unknown NSs (Abbott et al. 2017e). So far, two
analyses besides the current one have been released in-
cluding searches for GWs from Sco X-1: Abbott et al.
(2017d) included the direction of Sco X-1 in its directed
unmodelled search for persistent GWs, and Abbott et al.
(2017f) performed a directed search for Sco X-1 using a
Hidden Markov Model.
2. MODEL OF GRAVITATIONAL WAVES FROM
SCO X-1
The modelled GW signal from a rotating NS con-
sists of a “plus” polarization component h+(t) =
A+ cos[Φ(t)] and a “cross” polarization component
h×(t) = A× sin[Φ(t)]. The signal recorded in a par-
ticular detector will be a linear combination of h+ and
h× determined by the detector’s orientation as a func-
tion of time. The two polarization amplitudes are
A+ = h0
1 + cos2 ι
2
and A× = h0 cos ι , (1)
where h0 is an intrinsic amplitude related to the neutron
star’s ellipticity, moment of inertia, spin frequency, and
distance, and ι is the inclination of the neutron star’s
spin to the line of sight. (For a neutron star in a binary,
this may or may not be related to the inclination i of
the binary orbit.) If ι = 0◦ or 180◦, A× = ±A+, and
gravitational radiation is circularly polarized. If ι =
90◦, A× = 0, it is linearly polarized. The general case,
elliptical polarization, has 0 < |A×| < A+. Many search
methods are sensitive to the combination
(heff0 )
2 =
A2+ +A
2
×
2
= h20
[(1 + cos2 ι)/2]2 + [cos ι]2
2
,
(2)
1 The cross-correlation analysis was carried out in “self-blinded”
mode without knowledge of the simulated signal parameters, after
the nominal end of the challenge.
8Table 1. Observed parameters of the LMXB Sco X-1.
Parameter Value
Right ascensiona 16h19m55.0850s
Declinationa −15◦38′24.9′′
Distance (kpc) 2.8± 0.3
orbital inclination ib 44◦ ± 6◦
K1 (km/s)
c [10, 90] or [40, 90]
Tasc (GPS s)
d 897753994± 100
Porb (s)
d 68023.70± 0.04
References—Bradshaw et al. (1999); Fomalont et al.
(2001); Galloway et al. (2014); Wang (2017)
Note— Uncertainties are 1σ unless otherwise stated.
There are uncertainties (relevant to the present search)
in the projected velocity amplitude K1 of the NS, the
orbital period Porb, and the time Tasc at which the neu-
tron star crosses the ascending node (moving away from
the observer), measured in the Solar System barycenter.
The orbital eccentricity of Sco X-1 is believed to be small
(Steeghs & Casares 2002; Wang 2017), and is ignored in
this search. Inclusion of eccentric orbits would add two
search parameters which are determined by the eccen-
tricity and the argument of periapse (Messenger 2011;
Leaci & Prix 2015).
aThe sky position [as quoted in Abbott et al. (2007a)
derived from Bradshaw et al. (1999)] is determined to the
microarcsecond, and therefore can be treated as known
in the present search.
bThe inclination i of the orbit to the line of sight, from
observation of radio jets in Fomalont et al. (2001), is
not necessarily the same as the inclination angle ι of the
neutron star’s spin axis, which determines the degree of
polarization of the GW in equation (1).
cThe value of the projected orbital velocity K1 is difficult
to determine experimentally, and previous work used a
value in Abbott et al. (2007a) derived with some as-
sumptions from Steeghs & Casares (2002) which was
equivalent to 40 ± 5 km/s. The broader range listed
here comes from Doppler tomography measurements and
Monte Carlo simulations in Wang (2017) which show
K1 to be weakly determined beyond the constraint that
40 km/s . K1 . 90 km/s. Preliminary results from
Wang (2017) included the weaker constraint 10 km/s .
K1 . 90 km/s, which was used to determine the param-
eter range in Table 2.
d The time of ascension Tasc, at which the neutron star
crosses the ascending node (moving away from the ob-
server), measured in the Solar System barycenter, is de-
rived from the time of inferior conjunction of the com-
panion given in Galloway et al. (2014) by subtracting
Porb/4. It corresponds to a time of 2008-Jun-17 16:06:20
UTC, and can be propagated to other epochs by adding
an integer multiple of Porb, which results in increased
uncertainty in Tasc and correlations between Porb and
Tasc; see Fig. 1.
which is equal to h20 for circular polarization and h
2
0/8
for linear polarization. (Messenger et al. (2015); note
that this differs by a factor of 2.5 from the definition of
(heff0 )
2 in Whelan et al. (2015).)
It has been suggested (Papaloizou & Pringle 1978;
Wagoner 1984; Bildsten 1998) that an LMXB may be
in an equilibrium state where the spinup due to accre-
tion is due to the spindown due to GWs. In that case,
the GW amplitude can be related to the accretion rate,
as inferred from the X-ray flux FX (Watts et al. 2008):
h0 ≈ 3× 10−27
(
FX
10−8 erg cm−2 s−1
)1/2 ( νs
300 Hz
)−1/2
×
(
R
10 km
)3/4(
M
1.4M
)−1/4
.
(3)
For Sco X-1, using the observed X-ray flux FX = 3.9×
10−7 erg cm−2 s−1 from Watts et al. (2008), and assum-
ing that the GW frequency f0 is twice the spin frequency
νs (as would be the case for GWs generated by triaxial-
ity in the NS), the torque balance value is
h0 ≈ 3.4× 10−26
(
f0
600 Hz
)−1/2
. (4)
Recent work (Haskell et al. 2015b,a) has cast doubt on
the ubiquity of the GW torque balance scenario in light
of other spindown mechanisms; the torque balance level
remains an important benchmark for search sensitivity,
and detection or non-detection at or below that level
would provide insight into the behavior of accreting NSs.
3. CROSS-CORRELATION SEARCH METHOD
The cross-correlation (CrossCorr) method was pre-
sented in Dhurandhar et al. (2008) and refined for ap-
plication to Sco X-1 in Whelan et al. (2015). It was ap-
plied to simulated Advanced LIGO data in a mock data
challenge (Messenger et al. 2015; Zhang et al. 2017). It
was originally developed as a model-based improvement
of the directional stochastic search of Ballmer (2006),
which has been used to set limits on gravitational radia-
tion from specific sky directions including Sco X-1 (Ab-
bott et al. 2007b; Abadie et al. 2011). The method al-
lows data to be correlated up to an adjustable coherence
time Tmax. The data are split into segments of length
Tsft between 240 s and 1400 s (depending on frequency)
and Fourier transformed. In a given data segment or
short Fourier transform (SFT), the signal is expected to
be found in a particular Fourier bin (or bins, consider-
ing the effects of spectral leakage). The signal bins are
determined by the intrinsic frequency and the expected
Doppler shift, which is in turn determined by the time
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Figure 1. Range of search parameters Tasc and Porb. The
ellipses show curves of constant prior probability correspond-
ing to 1σ, 2σ, and 3σ (containing 39.3%, 86.5%, and 98.9%
of the prior probability, respectively), including the effect
of correlations arising from propagation of the Tasc estimate
from Table 1 to the mid-run value in Table 2. The search
region is chosen to include the 3σ ellipse, with the range of
Tasc within ±1σ receiving a deeper search, as illustrated in
Fig. 2. The inner and outer regions contain 68.0% and 99.5%
of the prior probability, respectively. Note that the apparent
inefficiency in searching unlikely regions of Tasc-Porb space is
mitigated by the fact that the search does not typically re-
solve Porb, resulting in only one value being included in the
search.
and detector location, as well as the assumed orbital pa-
rameters of the LMXB. If the SFTs are labelled by an
index K, L, etc., which encodes both the detector in
question and the time of the SFT, and zK is the appro-
priately normalized Fourier data in the bin(s) of interest,
the cross-correlation statistic has the form
ρ =
∑
KL∈P
(WKLz
∗
KzL +W
∗
KLzKz
∗
L) . (5)
This includes the product of data from SFTs K and
L, where KL is in a list of allowed pairs P, defined by
K < L and |TK − TL| ≤ Tmax, i.e., the times of the
two different data segments should differ by no more
than some specified lag time Tmax, which we also refer
as the coherence time. The complex weighting factors
WKL are chosen [according to equations (2.33-2.36) and
(3.5) of Whelan et al. (2015)] to maximize the expected
statistic value subject to the normalization Var(ρ) = 1.
The expected statistic value is then
E[ρ] = (heff0 )
2ϑ , (6)
where
ϑ ≈ 0.903
√
N2detTobsTmax
〈
4(ΓaveKL)
2
SKSL
〉
KL∈P
. (7)
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Figure 2. Example of coherence times Tmax, in seconds,
chosen as a function of the orbital parameters of the NS.
Increasing coherence time improves the sensitivity but in-
creases the computational cost of the search. The values are
chosen to roughly optimize the search (by maximizing de-
tection probability at fixed computing cost subject to some
arbitrary assumptions about the prior on h0) assuming a
uniform prior on the projected semimajor axis a sin i and a
Gaussian prior on the time of ascension Tasc. Longer coher-
ence times are used for more likely values of Tasc (within ±1σ
of the mode of the prior distribution) and for smaller values
of a sin i (at which the parameter space metric of Whelan
et al. (2015) implies a coarser resolution in Tasc and reduced
computing cost).
[This is the quantity called %ave in Whelan et al. (2015)]
and heff0 is the combination of h0 and cos ι defined in
equation (2), SK is constructed from the noise power
spectrum and ΓaveKL from the antenna patterns for de-
tectors K and L at the appropriate times, Ndet is the
number of detectors participating in the search, Tobs is
the observing time per detector, and the factor of 0.903
arises from spectral leakage, assuming we consider con-
tributions from all Fourier bins. [See equation (3.19) of
Whelan et al. (2015) for more details.] Increasing Tmax
increases the sensitivity of the search, but also increases
the computing cost. In order to maximize the chance for
a potential detection, a range of choices for Tmax were
used for different values of signal frequency and orbital
parameters. The method used longer coherence times
in regions of parameter space where (1) the detectable
signal level given the frequency-dependent instrumental
noise was closer to the expected signal strength from
torque balance, (2) the cost of the search was lower due
to template spacing, i.e., at lower frequencies and a sin i
values, or (3) the signal had higher prior probability
of being found, i.e., closer to the most likely value of
Tasc. This is illustrated in Fig. 2. The full set of coher-
ence times used ranges from 25290 s for 25–50 Hz (for
10
Table 2. Parameters used for the Cross-
Correlation search.
Parameter Range
f0 (Hz) [25, 2000]
a sin i (lt-s)a [0.36, 3.25]
Tasc (GPS s)
b 1131415404± 3× 179
Porb (s) 68023.70± 3× 0.04
Note—Ranges for Tasc and Porb are cho-
sen to cover ±3σ of the observational
uncertainties, as illustrated in Fig. 1.
aThe range for the projected semima-
jor axis a sin i = K1Porb/(2pi) in light-
seconds was taken from the constraint
K1 ∈ [10, 90] km/s, which was the pre-
liminary finding of Wang (2017) avail-
able at the time the search was con-
structed. Note that this range of a sin i
values is broader than that used in pre-
vious analyses, which assumed a value
from Abbott et al. (2007a) of 1.44 lt-s
with a 1σ uncertainty of 0.18 lt-s.
bThis value for the time of ascension has
been propagated forward by 3435 or-
bits from the value in Table 1, and
corresponds to a time of 2015-Nov-13
02:03:07 UTC, near the middle of the
O1 run. (This is useful when construct-
ing the lattice to search over orbital pa-
rameter space, as noted in Whelan et al.
(2015).) The increase in uncertainty is
due to the uncertainty in Porb.
the most likely Tasc and smallest a sin i values) to 240 s
at frequencies above 1200 Hz.
The search was performed using a bank of template
signals laid out in hypercubic lattice in the signal pa-
rameters of intrinsic frequency f0, projected semimajor
axis a sin i, time of ascension Tasc, and (where appro-
priate) orbital period Porb. The range of values in each
direction, motivated by Table 1 and Fig. 1, is shown
in Table 2. The lattice spacing for the initial search
was chosen to correspond to a nominal metric mismatch
(fractional loss of SNR associated with a one-lattice-
spacing offset in a given direction, assuming a quadratic
approximation) of 25% in each of the four parameters,
using the metric computed in Whelan et al. (2015). The
lattice was constructed (and spacing computed) for each
of the 18 orbital parameter space cells shown in Fig. 2
in each 0.05 Hz-wide frequency band. This resulted in
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Figure 3. Selection of followup threshold as a function of
frequency. If the data contained no signal and only Gaus-
sian noise, each template in parameter space would have
some chance of producing a statistic value exceeding a given
threshold. Within each 0.05 Hz frequency band, the to-
tal number of templates was computed and used to find
the threshold at which the expected number of Gaussian
outliers above that value would be 0.1 (short blue lines).
For simplicity, the actual followup threshold was chosen
near or below that level, producing thresholds of 6.5 for
25 Hz < f0 < 400 Hz, 6.2 for 400 Hz < f0 < 600 Hz, and
6.0 for 600 Hz < f0 < 2000 Hz (black dashed line). Note
that the large number of non-Gaussian outliers (cf. Table 3
makes the Gaussian followup level an imprecise tool in any
event.
a total of ∼ 9 × 105 to 2 × 108 detection statistics per
0.05 Hz, as detailed in Table 3.
4. FOLLOWUP OF CANDIDATES
Although the detection statistic ρ is normalized to
have zero mean and unit variance in Gaussian noise,
the trials factor associated with the large number of
templates at different points in parameter space results
in numerous candidates with ρ & 6. A followup was
performed whenever ρ exceeded a threshold of 6.5 for
25 Hz < f0 < 400 Hz, 6.2 for 400 Hz < f0 < 600 Hz, and
6.0 for 600 Hz < f0 < 2000 Hz. These thresholds were
chosen in light of the number of templates searched (cf.
Table 3) as a function of frequency. For each 5 Hz band,
the threshold was calculated at which the expected num-
ber of Gaussian outliers was 0.1. For simplicity, the
three thresholds (6.5, 6.2, and 6.0) were chosen to be
close to or slightly below these threshold values. As
a result, the number of expected Gaussian outliers per
5 Hz was between 0.06 and 0.92. Table 3 shows the total
expected number of outliers in each range of frequencies,
under the Gaussian assumption. Since the noise was not
Gaussian, the actual number of signals followed up was
significantly larger, as also shown in Table 3.
The followup procedure was as follows:
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Table 3. Summary of Numbers of Templates and Candidates.
min max min max ρ number of expected Gauss level level level level
f0 (Hz) f0 (Hz) Tmax (s) Tmax (s) threshold templates false alarms
a 0 b 1 c 2 d 3 e
25 50 10080 25920 6.5 1.58× 1010 0.6 269 212 62 6
50 100 8160 19380 6.5 7.96× 1010 3.2 499 473 209 14
100 150 6720 15120 6.5 1.51× 1011 6.1 605 571 304 29
150 200 5040 11520 6.5 1.62× 1011 6.5 456 432 260 35
200 300 2400 6600 6.5 1.33× 1011 5.3 220 194 87 29
300 400 1530 4080 6.5 6.62× 1010 2.7 254 216 23 10
400 600 360 1800 6.5 1.62× 1010 0.6 88 26 2 1
600 800 360 720 6.2 5.80× 109 1.6 78 15 2 2
800 1200 300 300 6.0 1.18× 1010 11.7 145 134 3 0
1200 2000 240 240 6.0 3.12× 1010 30.8 442 107 6 1
Note—For each range of frequencies, this table shows the minimum and maximum coherence time Tmax used
for the search, across the different orbital parameter space cells (see Fig. 2), the threshold in signal-to-noise
ratio (SNR) ρ used for followup, the total number of templates, and the number of candidates at various stages
of the process. (See Sec. 4 for detailed description of the followup procedure.)
aThis is the number of candidates that would be expected in Gaussian noise, given the number of templates and
the followup threshold.
bThis is actual number of candidates (after clustering) which crossed the SNR threshold and were followed up.
cThis is the number of candidates remaining after refinement. All of the candidates “missing” at this stage have
been removed by the single-detector veto for unknown lines.
dThis is the number of candidates remaining after each has been followed up with a Tmax equal to 4× the original
Tmax for that candidate. (True signals should approximately double their SNR; any candidates whose SNR goes
down have been dropped.) All of the signals present at this stage are shown in Fig. 4, which also shows the
behavior of the search on simulated signals injected in software.
eThis is the number of candidates remaining after Tmax has been increased to 16× its original value.
• Data contaminated by known monochromatic
noise features (“lines”) in each detector were ex-
cluded from the search from the start. In most
cases, the time-dependent orbital Doppler modu-
lation of the expected signal meant that a narrow
line only affected data relevant to a subset of the
SFTs from the run. Pairs involving these SFTs
needed to be excluded from the sum equation (5)
and the normalization equation (7). The impact of
this is illustrated in Fig. 6 (in Appendix A), which
shows the reduction in the sensitivity ϑ from the
omission of pairs from equation (7).
• Because a strong signal generally led to elevated
statistic values over a range of frequencies, all of
the candidates within 0.02 Hz of a local maximum
were “clustered” together, with the location of
maximum determining the parameters of the can-
didate signal. These are known as the “level 0”
results.
• A “refinement” search was performed with the
same Tmax as the original search, in a 13 × 13 ×
13×13 grid in f0, a sin i, Tasc and Porb centered on
the original candidate, with a grid spacing chosen
to be 1/3 of the original spacing (with appropriate
modifications for Porb depending on whether that
parameter was resolved in the original search).
This procedure produces a grid which covers ±2
grid spacings of the original grid, and has a mis-
match of approximately 25%×(1/3)2 ≈ 2.8%. The
results of this refinement stage are known as “level
1”.
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• A deeper followup was done on the level 1 results,
with Tmax increased to 4× its original value. Ac-
cording to the the theoretical expectation in equa-
tion (7), this should approximately double the
statistic value ρ for a true signal. Since this in-
crease in coherence time also produces a finer pa-
rameter space resolution, the density of the grid
was again increased by a further factor of 3 in
each direction (resulting in a mismatch of approx-
imately 25% × (1/3)2 × (4/3)2 ≈ 4.9%)2, and the
size of the grid was 13×13×13×13. The results of
this followup stage are known as “level 2”. Signals
whose detection statistic ρ decreases at this stage
are dropped from the followup.
• Surviving level 2 results were followed up by once
again quadrupling the coherence time Tmax, to
16× the original value, and increasing the density
by a factor of 3 in each direction, for an approxi-
mate mismatch of 25%×(1/3)2×(4/3)2×(4/3)2 ≈
8.8%. Again, true signals are expected to approx-
imately double their statistic values, and the grid
is modified as at level 2. The results of this round
of followup are known as “level 3”.
• Unknown instrumental lines in a single detector
are likely to produce strong correlations between
SFTs from that detector. To check for this, at
each stage of followup, level 1 and beyond, a cross-
correlation statistic ρHH was calculated using only
data from LIGO Hanford Observatory (LHO), and
ρLL using only data from LIGO Livingston Ob-
servatory (LLO). If we write ρHL as the statis-
tic constructed using only pairs of one SFT from
LHO and one from LLO, the overall statistic can
be written [cf. equations (2.36), (3.6) and (3.7) of
Whelan et al. (2015)]
ρ =
ϑHHρHH + ϑLLρLL + ϑHLρHL
ϑ
, (8)
where
ϑ =
√
ϑ2HH + ϑ
2
LL + ϑ
2
HL . (9)
Since for example E[ρ] = (heff0 )
2ϑ > (heff0 )
2ϑHH =
E[ρHH], we expect true signals to have higher
overall detection statistics ρ than single-detector
statistics ρHH and ρLL. We therefore veto any can-
didate for which ρHH > ρ or ρLL > ρ at any level of
2 Note that the increased mismatch means the highest SNR
may not quite double, even for a true signal. As Fig. 4 shows,
simulated signals still show sigificant increases in SNR at levels 2
and 3 of the followup.
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Figure 4. Ratios of followup statistics for search candidates
and simulated signals. This plot shows all of the candidates
that survived to level 2 of followup (see Sec. 4 and Table 3),
both from the main search and from the analysis of the sim-
ulated signal injections described in Appendix A. It shows
the ratios of the SNR ρ after followup level 1 (at the original
coherence time Tmax), level 2 (at 4× the original coherence
time), and level 3 (at 16× the original coherence time). The
green dashed lines are at constant values of ρlevel 3/ρlevel 1
equal to 2 and 4, respectively. There are no points with
ρlevel 2/ρlevel 1 < 1, because those candidates do not survive
level 2 followup and are therefore not subjected to level 3 fol-
lowup. From (5) and equation (7), the na¨ıve expectation is
that the SNR will roughly double each time Tmax is quadru-
pled. Empirically, the followups of injections do not show
exactly that relationship, but the vast majority do show sig-
nificant increases in SNR which are not seen in any of the
followups of search candidates, leading to the conclusion that
no convincing detection candidates are present.
followup. This is responsible for the reduction of
candidates from level 0 to level 1 seen in Table 3.
A total of 127 candidates survive level 3 of the fol-
lowup. To check whether any of them represent convinc-
ing detection candidates, we plot in Fig. 4 the ratio by
which the SNR increases from level 1 to level 2 and from
level 2 to level 3. We also plot the corresponding ratios
for all of the candidates surviving level 2 (the 16× orig-
inal Tmax followup is not available for candidates which
fail level 2), and also for the simulated signal injections
described in Appendix A. We see that none of the candi-
dates come close to doubling their SNR at either stage;
in fact none of them even double their SNR from level 1
to level 3. We empirically assess the followup procedure
with the injections, and find that their SNRs generally
increase by slightly less than the na¨ıvely expected fac-
tor of 2 (perhaps because of the increasing mismatch at
later followup levels). We do see that the injected sig-
nals (at least those which survive level 2 followup and
appear on the plot) nearly all increase their SNR notice-
ably more than any of the candidates from the search.
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Also note that of the 666 injected signals (out of 754)
which produced ρ values above their respective thresh-
olds, 652 survived all the levels of followup. (There were
4 vetoed at level 1, 4 at level 2 and 6 at level 3 of the
followup.) All but a handful of those 652 (between 1 and
4 depending on the stringency of the criterion) are well-
separated from the bulk of the search results in Fig. 4.
We thus conclude that our followup procedure is rela-
tively robust, and that there are no convincing detection
candidates from the search.
The signal model in this search assumes that the GW
frequency f0 in the NS’s reference frame is constant. In
practice, the equilibrium in an LMXB will be only ap-
proximate, and the intrinsic frequency will vary stochas-
tically with time. Whelan et al. (2015) estimated the
effect of spin wandering under a simplistic random-walk
model in which the GW frequency underwent a net
spinup or spindown of magnitude |f˙ |drift, changing on
a time scale Tdrift. The fractional loss of SNR was esti-
mated as
E [ρ]
ideal − E [ρ]
E [ρ]
ideal
≈ pi
2
6
TrunTdrift|f˙ |2driftT 2max , (10)
where Trun is the duration of the observing run from the
start to end, not considering duty factors [in contrast to
the Tobs appearing in (7)] or numbers of detectors. To
give an illustration of the possible impacts of spin wan-
dering on the present search we make reference to the
values of |f˙ |drift = 10−12 Hz/s and Tdrift = 106 s. These
are conservative upper limits on how fast the signal can
drift, based on Bildsten (1998). Similar values have been
used in the first Sco X-1 mock data challenge (Messen-
ger et al. 2015) and other work on Sco X-1 (Leaci & Prix
2015; Whelan et al. 2015).3
In the O1 run, where the run duration was Trun =
1.12 × 107 s, the theoretical fractional loss of SNR will
be
0.012
(
Tdrift
106 s
)( |f˙ |drift
10−12 Hz/s
)2(
Tmax
25000 s
)2
. (11)
Since our largest initial Tmax value is 25290 s, the impact
on the initial search and the upper limit of spin wander-
ing at or below this level would be negligible. Note that
even spin wandering which posed no complication for
the initial search could potentially be a limitation for
the followup procedure, where Tmax is increased by a
3 For comparison, the maximum spin wandering that could
be tracked by the Viterbi analysis of Abbott et al. (2017f) is
|f˙ |drift = (∆fdrift)/Tdrift = 1/(2T 2drift) ≈ 0.7 × 10−12 Hz/s at
Tdrift = 10 d ≈ 0.9× 106 s.
factor of 4 at level 2 and 16 at level 3. In any event the
impact depends on the level of spin wandering present,
which is still an area of open research.
5. UPPER LIMITS
In the absence of a detection, we set upper limits on
the strength of gravitational radiation from Sco X-1, as
a function of frequency. We used as a detection statistic
ρmax, the maximum statistic value observed in a 0.05 Hz
band. We produced frequentist 95% upper limits via
a combination of theoretical considerations and calibra-
tion with simulated signals, as explained in detail in Ap-
pendix A. The starting point was a Bayesian upper limit
constructed using the expected statistical properties of
the detection statistic and corrected for the reduction of
sensitivity due to known lines. A series of simulated sig-
nal injections was then performed, and used to estimate
a global adjustment factor to estimate the amplitude at
which a signal would have a 95% chance to increase the
ρmax value in a band.
The procedure produced two sets of upper limits: a
limit on h0 including marginalization over the unknown
inclination angle ι, and an unmarginalized limit on the
quantity heff0 defined in equation (2) to which the search
is directly sensitive. The heff0 upper limit can also be
interpreted as a limit on h0 subject to the assumption
of circular polarization (optimal spin orientation corre-
sponding to cos ι = ±1). It can be converted to a limit
assuming linear polarization cos ι = 0 by multiplying by√
8 = 2.83. If we assume that the neutron star spin is
aligned with the binary orbit (as one would expect for a
neutron star spun up by accretion), ι ≈ i ≈ 44◦, we ob-
tain a limit on h0 which is the h
eff
0 upper limit multiplied
by 1.35.
We show the marginalized and unmarginalized upper
limits of this search in Fig. 5, along with the other up-
per limits on Sco X-1 set with O1 data: the unmodelled
stochastic radiometer (Ballmer 2006) results of Abbott
et al. (2017d) and the directed search results of Abbott
et al. (2017f) using Viterbi tracking of a hidden Markov
model (Suvorova et al. 2016) to expand the applicability
of the sideband search (Messenger & Woan 2007; Sam-
mut et al. 2014; Aasi et al. 2015a) over the whole run.
The present results improve on these by a factor of 3-4,
yielding a marginalized limit of h0 . 2.3×10−25 and an
unmarginalized limit of heff0 . 8.0 × 10−26 at the most
sensitive signal frequencies between around 100 Hz and
200 Hz. The marginalized 95% upper limits from ini-
tial LIGO data (Aasi et al. 2015a; Abadie et al. 2011;
Meadors et al. 2017a) were all around 1.5 × 10−25, so
we have achieved an overall improvement of a factor of
6-7 from initial LIGO to Advanced LIGO’s first observ-
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Figure 5. Upper limits from directed searches in O1 data. Left: Upper limit on h0, after marginalizing over neutron star
spin inclination ι, assuming an isotropic prior. The dashed line shows the nominal expected level assuming torque balance
[equation (4)] as a function of frequency. Right: upper limit on heff0 , defined in equation (2). This is equivalent to the upper
limit on h0 assuming circular polarization. (Note that the marginalized upper limit on the left is dominated by linear polarization,
and so is a factor of ∼ √8 higher.) The shaded band shows the range of heff0 levels corresponding to the torque balance h0 in the
plot on the left, with circular polarization at the top and linear polarization on the bottom. The dot-dash line (labelled as “tb
w/ι = 44◦”) corresponds to the assumption that the neutron star spin is aligned to the most likely orbital angular momentum,
and ι ≈ i ≈ 44◦. (See Table 1.) For comparison with the “CrossCorr” results presented in this paper, we show “unknown
polarization” and “circular polarization” curves from the Viterbi analysis in Abbott et al. (2017f) (dark green dots), as well as
95% marginalized and circular polarization adapted from the Radiometer analysis in Abbott et al. (2017d) (broad light magenta
curve). Note that the Viterbi analysis reported upper limits for 1 Hz bands, while the current CrossCorr analysis does so for
0.05 Hz bands, and the Radiometer analysis for 0.03125 Hz bands. This gives the upper limit curves for CrossCorr and especially
Radiometer a “fuzziness” associated with noise fluctuations between adjacent frequencies rather than any physically meaningful
distinction. When comparing 95% upper limits between the different analyses, it is therefore appropriate to look near the 95th
percentile of this “fuzz” rather than at the bottom of it.
ing run, a combination of decreased detector noise and
algorithmic improvements.
We also plot for comparison the torque balance level
predicted by equation (4). The marginalized limits on
h0 come closest to this level at 100 Hz, where they are
within a factor of 3.4 of this theoretical level. In terms
of heff0 , the torque balance level depends on the unknown
value of the inclination ι. For the most optimistic case
of circular polarization (cos ι = ±1), our unmarginalized
limit is a factor of 1.2 above at the torque balance level
near 100 Hz. Assuming linear polarization puts our lim-
its within a factor of 3.5 of this level, and the most-likely
value of ι = 44 corresponds to an upper limit curve a
factor of 1.7 above the torque balance level, again near
100 Hz.
6. OUTLOOK FOR FUTURE OBSERVATIONS
We have presented the results of a search for GWs
from Sco X-1 using data from Advanced LIGO’s first
observing run. The upper limits on GW amplitude rep-
resent a significant improvement over the results from
initial LIGO, and are within a factor of 1.2–3.5 of the
benchmark set by the torque balance model, depend-
ing on assumptions about system orientation. Future
observing runs (Abbott et al. 2016f) are expected to
produce an improvement in detector strain sensitivity
of & 2.5. An additional enhancement will come with
longer runs, as the amplitude sensitivity of the search
scales as T
1/4
obs . Algorithmic improvements that allow
larger Tmax with the same computing resources will also
lead to improvements, as the sensitivity scales as T
1/4
max
as well. A promising area for such improvement is the
use of resampling (Patel et al. 2010) to reduce the scal-
ing of computing cost with Tmax (Meadors et al. 2017b).
[A similar method is used in the proposed semicoherent
search described in Leaci & Prix (2015).] These antici-
pated instrumental and algorithmic improvements make
it likely that search sensitivities will surpass the torque
balance level over a range of frequencies [as projected in
Whelan et al. (2015)], and suggest the possibility of a
detection during the advanced detector era, depending
on details of the system such as GW frequency, inclina-
tion of the NS spin to the line of sight, and how close
the system is to GW torque balance.
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APPENDIX
A. DETAILS OF UPPER LIMIT METHOD
The method used to set the upper limits for each 0.05 Hz band in Sec. 5 consisted of three steps:
1. An idealized 95% Bayesian upper limit was constructed using the posterior distribution pdf(h20|ρmax) or
pdf([heff0 ]
2|ρmax).
2. A correction factor was applied in each 0.05 Hz band to account for the loss of sensitivity due to omission of data
impacted by known lines.
3. A series of software injections was performed near the level of the 95% upper limit, and used to empirically
estimate a global correction factor for each upper limit curve based on the recovery or non-recovery of the
injections.
A.1. Idealized Bayesian Method
The Bayesian calculation assumes that all of the ρ values for templates in the initial search represent independent
Gaussian random variables with unit variance; one has mean [heff0 ]
2ϑ and the others have zero mean. Note that different
regions of orbital parameter space have different coherence times Tmax and therefore ϑ values [cf. equation (7)]. The
method produces a sampling distribution pdf(ρmax|[heff0 ]2), marginalizing over the location of the signal in orbital
parameter space.
This sampling distribution is used to construct a posterior distribution pdf([heff0 ]
2|ρmax) assuming a uniform prior
in (heff0 )
2, and this is used to produce a 95% Bayesian upper limit on (heff0 )
2 according to∫ (heff0 )295%
0
d[heff0 ]
2 pdf([heff0 ]
2|ρmax) = 0.95 . (A1)
To produce an upper limit on the intrinsic strength h0, we assume a prior which is uniform in h
2
0 and cos ι, repeat the
calculation above, and numerically marginalize over cos ι to obtain a posterior pdf(h20|ρmax).
A.2. Correction for Known Lines
Although we calculate a single ϑ value for each of the 18 search regions for a given 0.05 Hz band, and use it in the
calculation, the search can in principle have a different ϑ value for each template. This is because of the correction
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Figure 6. Impact of known lines on the sensitivity of the search. Fourier bins impacted by known lines are removed from the
calculation of the statistic ρ defined in equation (5) and from the sensitivity ϑ = E[ρ]/(heff0 )
2 defined in equation (7). For a
given signal frequency f0, data are removed at some times due to the time-varying Doppler shift which depends on the orbital
parameter a sin i. The effect is to lower ϑ relative to the value it would have if the lines were not removed; this “sensitivity ratio”
goes to zero if all the data relevant to a signal frequency f0 are removed by the line. The first three plots contain illustrations of
the percentiles of this ratio, taken over intervals of width 0.05 Hz. (There is a range of values in each frequency interval because
of its finite width, and the range of a sin i values which determine the magnitude of the Doppler modulation.) Note the broad
line at 300 Hz (a harmonic of the 60 Hz AC power line) effectively nullifies the search at that frequency. The last plot shows the
5th percentile of the sensitivity ratio in 0.05 Hz intervals across the whole sensitivity band.
which omits data contaminated by Doppler-modulated known instrumental lines from the sum in equation (7), a
process which depends on the signal frequency f0 as well as the projected orbital semimajor axis a sin i. In each
0.05 Hz band we estimate the distribution of the ratio of the actual ϑ to the band-wide ϑ; the percentiles of this
distribution are illustrated in Fig. 6. We divide by the 5th percentile of this distribution (shown in the last panel of
Fig. 6) to produce corrected h20 and (h
eff
0 )
2 upper limits.
A.3. Empirical Adjustment from Software Injections
We performed a series of re-analyses of the data with a total of 754 simulated signals (“software injections”) added
to the data stream, to validate the upper limits including the known line correction. The signals were generated over
signal frequencies from 25 Hz to 500 Hz, some with h0 set to some multiple of the marginalized 95% upper limit h0ul,
and others with heff0 set to some multiple of the unmarginalized 95% upper limit h
eff
0 ul. We defined “recovery” of
the injection as an increase in the maximum detection statistic ρmax compared to the results with no signal present.
(Followup of recovered injections which crossed the relevant ρ threshold was also performed as a way of testing our
followup procedure, as described in Sec. 4.) We find that the fraction of signals of each type recovered when the
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Figure 7. Estimation of efficiency from recovery of simulated signals injected in software. At left, the results of the 376
injections with amplitude h0 specified in terms of the uncorrected marginalized upper limit h0ul are shown as black dots, with
recovered injections (those which increased the maximum SNR ρmax in the relevant 0.05 Hz band) shown as blue dots on the
ε0 = 1 line and unrecovered injections shown as red circles at ε0 = 0. The recovered and unrecovered injections are used
to produce a posterior pdf(α, β|{Di}, {xi}) according to equation (A2), and this is used to generate posterior distributions
pdf(ε0|{Di}, {xi}) at a range of signal strengths x0 = h0/h0ul according to equation (A3), and the 5th, 25th, 50th, 75th. and
95th percentiles are calculated from these distributions as a function of x0. The x0 value at which the posterior expectation
E(ε0|{Di}, {xi}) crosses 0.95 is used as a correction factor by which we multiply h0ul to produce the final marginalized upper
limit shown in Fig. 5. At right, we do the same thing for heff0 , using the full set of 754, and derive a correction factor by which
to multiply the unmarginalized upper limit heff0 ul. Note that in the h0 search, the value of x0 corresponding to 0 = 0.95 is
less accurately determined than for the heff0 search, both because of the smaller number of applicable injections, and because
detection efficiency depends more weakly on h0.
injection is done at the upper limit level to be slightly below the expected 95%.4 This is to be expected, as there
are various approximations in the method, such as the tolerated mismatch in the initial parameter space grid and the
acceptable loss of SNR due to finite-length SFTs, which should lead to an SNR slightly less than that predicted by
equation (6).
To estimate empirically the amount by which the upper limits should be scaled to produce a 95% injection recovery
efficiency, we apply the method described in Whelan (2015) and used to produce the efficiency curves in Messenger
et al. (2015). We posit a simple sigmoid model where the efficiency of the search as a function of signal strength x is
assumed to be ε(x;α, β) = (1 + e−α(ln x−β))−1, and construct the posterior from the recovery data (Di = 1 if signal i
was recovered, 0 if not):
pdf(α, β|{Di}, {xi}) ∝
∏
i
ε(xi;α, β)
Di (1− ε(xi;α, β))1−Di pdf(α, β) . (A2)
With sufficient data, the prior should be irrelevant, but we take a noninformative prior pdf(α, β) ∝ α−1 and define the
signal strength x as the h0 or h
eff
0 of the injection divided by the corresponding upper limit. We can then construct,
at any signal level x0, the posterior on the efficiency ε0 = ε(x0;α, β), marginalized over α and β:
pdf(ε0|{Di}, {xi}) =
∫ ∞
0
dα
∫ ∞
−∞
dβ pdf(α, β|{Di}, {xi}) δ
(
ε0 − ε(x0;α, β)
)
. (A3)
The posterior distributions of efficiency are shown in Fig. 7. We define the correction factor to be the x0 at which the
expectation value
∫ 1
0
dε0 pdf(ε0|{Di}, {xi}) crosses 95%.
A total of eight sets of injections were performed, four with h0 at a specified multiple of h0ul, and four with h
eff
0 at
a specified multiple of heff0 ul. The multipliers were 1.0, 1.1, 1.2, and a random value between 1.1 and 2.0 chosen from
4 The fraction of signals recovered is a frequentist statement, as opposed to the Bayesian upper limit constructed from the posterior, but
the two types of upper limits are closely enough related (see, for example, Rover et al. (2011)) that the fraction should be close to 95%.
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Figure 8. Comparison of upper limits constructed by restricting attention to a sin i ≥ 1.44 lt-s (K1 ≥ 40 km/s) to those from
the original search. The results are generally comparable; we plot the ratio of upper limits rather than reproducing the curves
in Fig. 5, because the changes in the latter would barely be noticeable. The step-like features which are visible are due to the
details of the search (such as Tmax values) being different in different frequency ranges listed in Table 3.
a log-uniform distribution. For the unmarginalized heff0 upper limit, we use all eight sets of injections, 754 in total and
find the expectation value of the efficiency crosses 95% at heff0 /h
eff
0 ul ≈ 1.21. This factor has been applied to heff0 ul to
produce the upper limits in Fig. 5.
For the marginalized h0 upper limit, we must restrict ourselves to the four injection sets which specified h0/h0ul. This
is because our search is primarily sensitive to heff0 , and specifying h
eff
0 while choosing the inclination angle ι randomly
implies anticorrelations between h0 and |cos ι|. Signals with high h0 values will tend to be those with unfavorable
polarization, and therefore not be any easier to detect. Using the 376 applicable injections, we estimate 95% efficiency
at h0/h0ul ≈ 1.44 and use this factor when generating the final upper limit shown in Fig. 5. Note that this is less
well determined than the factor for the unmarginalized heff0 upper limit. This is both because of the smaller number
of injections used and because h0 correlates less well with detectability than h
eff
0 . However, the upper limit curve for
h0 is very close to the unmarginalized upper limit assuming linear polarization (cos ι = 0), which is consistent with
the expectation that the 95% upper limit will be dominated by this worse-case scenario.
B. RESULTS WITH CONSTRAINED SEMIMAJOR AXIS
As noted in Table 2, the range of a sin i values searched was chosen based on preliminary information from Wang
(2017) which constrained the projected orbital velocity K1 to lie between 10 and 90 km/s. This was subsequently
refined to between 40 and 90 km/s. For comparison, we re-computed the upper limits discarding the results of searches
with a sin i ≤ 1.44 lt-s, corresponding to the nine bottom-most parameter space cells shown in Fig. 2. The results were
not significantly different (for instance, they were barely noticeable on plots like Fig. 5), but for illustration we plot in
Fig. 8 the ratio of the two sets of upper limits. A bigger impact of the refined parameter space will be in future runs,
when computing resources can be concentrated on the allowed range of a sin i values.
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