The XMM Large Scale Structure survey (XMM-LSS) is an X-ray survey aimed at studying the large scale structure of the Universe. The XMM-LSS field is currently being followed up using observations across a wide range of wavelengths, and in this paper we present the observational results of a low frequency radio survey of the XMM-LSS field using the Very Large Array at 74 and 325 MHz. This survey will map out the locations of the extragalactic radio sources relative to the large scale structure as traced by the X-ray emission. This is of particular interest because radio galaxies and radio loud AGN show strong and complex interactions with their small and larger scale environment, and different classes of radio galaxies are suggested to lie at different places with respect to the large scale structure. For the phase calibration of the radio data, we used standard self-calibration at 325 MHz and field-base calibration at 74 MHz. Polyhedron-based imaging as well as mosaicing methods were used at both frequencies. At 74 MHz we have a resolution of 30 , a median 5σ sensitivity of ∼ 162 mJy/beam and we detect 666 sources over an area of 132 square degrees. At 325 MHz, we have a resolution of 6.7 , a median 5σ sensitivity of 4 mJy/beam, and we detect 847 sources over an area of 15.3 square degrees. At 325 MHz we have detected a region of diffuse radio emission which is a cluster halo or relic candidate.
Introduction
Extragalactic radio sources such as radio loud quasars and radio galaxies, have been extensively studied to understand the physical processes relating active galactic nuclei (AGN), host galaxies, and environments. For powerful radio sources emission line and radio luminosities seem to be well correlated (McCarthy 1993) , while at lower radio luminosities (L 1.4 GHz < ∼ 10 25 W Hz −1 ) radio loudness becomes decoupled from the AGN activity as probed by emission line luminosity (Zirbel & Baum 1995; Best et al. 2005) . It has been suggested that environment plays a major role in making a galaxy radio loud or radio quiet. In the local universe, FRI-type (Fanaroff & Riley 1974 ) radio galaxies inhabit moderately rich cluster environments, while FRII-type radio sources tend to lie in either small groups or isolated fields (Yates et al. 1989; Hill & Lilly 1991; Ledlow & Owen 1996) . Furthermore a number of recent X-ray observations have shown a strong, FRI/FRII morphology-dependent coupling between steep spectrum radio emission and their surrounding intergalactic medium (IGM) (Fabian et al. 2003; Blanton et al. 2004; Fabian et al. 2005; Croston et al. 2005) . The Appendix A is only available in electronic form at http://www.edpsciences.org question therefore arises as to what extent both AGN activity and environment properties are coupled with radio activity.
One way to statistically study the connections between various radio source populations and their environment is to compare X-rays emitted by the hot IGM plasma tracing Large Scale Structures (LSS), to low-frequency radio observations (ν < 1 GHz). The XMM-Large Scale Structure Survey (XMM-LSS) is an X-ray survey designed to investigate the nature, properties and content of the LSS in the Universe up to redshift z ∼ 1 (Pierre et al. 2004 ). The XMM-LSS field is being observed by the XMM-Newton satellite and will cover 10 degree 2 . It is predicted to detect 1500 X-ray quasars, and 100−200 galaxy clusters up to z = 1, and ∼50 within 1 < z < 2 (Refregier et al. 2002) . At present, ∼5 degree 2 of the XMM-LSS field has been observed.
The XMM-LSS field will be mapped in five bands using the 1 deg 2 CCD camera MEGACAM as part of the Canada France Hawaï Telescope Legacy Survey (CFHTLS 1 ). The XMM-LSS field is also observed as part of the SWIRE (Lonsdale et al. 2003) survey in 9 bands between 3.6 and 24 µm. Spectroscopic follow-up (NTT, Magellan, VLT) of the ∼ 70 galaxy cluster candidates found in the first 5 degree 2 of the survey is completed (Pierre et al. 2006; Pacaud et al. 2006, in preparation) . Standard spectroscopic follow-up of the SWIRE and XMM sources is underway at the 2-degree field spectrograph (2dF). Combining these data will provide an unprecedented view of the LSS of the universe (see Pierre et al. 2004 , for a general lay-out of the associated surveys). Using the Very Large Array (VLA) radio telescope, we have begun a low frequency radio survey at 325 and 74 MHz of the XMM-LSS field in order to address the following questions: (1) where are different classes of radio sources located with respect to the distribution of mass on cosmological scales as traced by the X-ray emission? (2) Can the radio loud/quiet aspect of optical and X-ray quasars be understood in terms of environmental effects? (3) How does the hot IGM influence the physical properties of the radio sources such as linear size and radio power?
In this paper we describe the observations we have conducted using the VLA in July 2003 in the A-configuration (most extended) and in June 2002 in the B-configuration. This combination provides resolutions of 6.7 and 30 at 325 and 74 MHz, respectively. Following the observational strategy described in Cohen et al. (2003) , but using a mosaic of four pointings, at 325 MHz we cover a ∼15 degree 2 area with a resolution of 6.7 and a mean flux density limit per beam (5σ) of ∼4 mJy/Beam. At 74 MHz, we cover a 132 degree 2 area with a resolution of 30 and a flux density limit per beam of ∼160 mJy/Beam. A summary of these results appear in Table 1 . Figure 1 shows the sensitivity and resolution of the XMM-LSS low-frequency counterpart, at 74 and 325 MHz, compared with others radio surveys. At 325 MHz, the lowfrequency survey of the XMM-LSS field is deeper than the WENSS survey (Rengelink et al. 1997 ) by a factor of ∼3, and in resolution by a factor of ∼10. At 74 MHz, we exceed the VLSS (Cohen et al. 2006 ) by a factor of ∼3 in both sensitivity and resolution. The NVSS survey (Condon et al. 1998 ) covers the whole XMM-LSS field, and most of our 74 MHz sources will have a counterpart at 1.4 GHz, whereas our 325 MHz data is deep enough so that many sources will not have detected counterparts in the NVSS. Compared with the VLA-VIRMOS deep field at 1.4 GHz (Bondi et al. 2003) , reaching a brightness temperature limit at 5σ of ∼90 µJy/Beam, probing nearby starbursts over ∼1 degree 2 area, we are probing powerful AGN over a larger area. This paper is organized as follows. In Sect. 2 we describe the observations, and the data reduction. In Sect. 3 we describe the sources extraction and we study the reliability/completeness aspects of the source lists. Section 4 presents the final results and we conclude in Sect. 5 by discussing the survey, and future plans.
Observations
The XMM-LSS field 2 is centered at α(J2000) = 2 h 24 m 00.27 s , δ(J2000) = −4
• 09 47.6 (Pierre et al. 2004 ). This location was chosen because of its high Galactic latitude and low extinction. The declination near the equator also gives the advantage of being visible from many astronomical observatories.
Observational strategy
The first radio observations at 74 and 325 MHz of the XMM-LSS field were carried out with the VLA (Cohen et al. 2003) in an 8 h run. It covered 5.6 degree 2 at 325 MHz with a resolution of 6.3 , and reached a flux density limit per beam of 4 mJy beam −1 (5σ), leading to the detection of 256 sources. At 74 MHz the primary beam covered a 110 degree 2 area with a resolution of 30 , and a flux density limit per beam of 275 mJy beam −1 (5σ), leading to the detection of 211 sources.
We carried out a 24 h observation of the XMM-LSS field simultaneously at 74 and 325 MHz in the A-configuration. This observation was spread over July, August and September 2003 . At 325 MHz, we have added data from a ∼ 35 h observing run in the B-configuration, observed in June and July 2002. The observational parameters are listed in Table 1 . The A-configuration gives us the needed high resolution to determine morphologies of the radio sources, and the B configuration is used for the determination of reliable flux densities and provides sensitivity to large angular scale emission needed, for example, to detect giant radio halos. At 74 MHz the primary beam is large enough to cover the whole XMM-LSS field in a single pointing, and at 325 MHz the pointing grid has been set so that we cover ∼ 90% of the XMM-LSS field with four pointings.
Data reduction
For the data reduction, we used the Astronomical Image Processing System (AIPS).
The 325 MHz data
After a first round of flagging data affected by Radio Frequency Interference (RFI), we calibrated the relative response within each channel (i.e. bandpass), and performed gain and amplitude calibration. On the calibrated data, RFI was removed manually using the AIPS's routines TVFLG and SPFLG. In each of the four pointings ∼ 15% of the data have been flagged. We combined the A and B configuration data in the u-v plane using the AIPS routine DBCON.
The phase calibrator we used (3C48) being far from the field, the initial phase calibration is very poor. Assuming a median spectral index α 1400 325 = −0.8, we generate a model of the sky at 325 MHz from the NVSS database at 1.4 GHz (Condon et al. 1998) . This model consists of a list of clean components located at the position of the sources from the NVSS survey. Fourier transforming the modeled image allows for a phase-only calibration of each antenna using a solution interval of one minute, providing better results than the traditional calibrator-based phase calibration.
Because of the very large primary beam and the noncoplanar geometry of the VLA array, imaging would normally require the use of a 3D Fourier transform. However, this is currently too computationally expensive to be practical. The commonly used solution is to compute a pseudo-three-dimensional Fourier transform (Perley 1999) , in which the field of view is divided into much smaller fields (facets). The 3D Fourier transform can then be approximated by using a two dimensional one. For the 325 MHz data, we used 286 facets, each 512 × 512 pixels, sampled at 1.5 pixel −1 , with an overlap of two pixels between the facets. After the u-v data have been imaged into individual facet and deconvolved, the facets are combined into a single image. After a few iterations of phase-only self-calibration, we combined the four pointings (each 2.5 degree in diameter) as described by Condon et al. (1998) in a 15.3 deg 2 single map.
The resulting noise is quite inhomogeneous across the field, ranging between ∼0.5 and ∼2.5 mJy beam −1 . The noise is higher close to the bright sources, where sensitivity is dynamic-range limited. In each of the four pointings, the size of the synthesized beam was ∼ 6.7 × 6.3 and we have set the restoring beam to be a circular Gaussian with a 6.7 FWHM.
The 74 MHz data
For the 74 MHz data, we used Cygnus-A (3C 405) as bandpass and flux density calibrator. Due to its large angular size, the calibrator is resolved by our observation. To calibrate the data, we used a standard model available from previous observations.
The problems of RFI and the non-coplanar geometry are solved in a similar way as with the 325 MHz data. However, at 74 MHz the ionosphere poses an additional challenge. Electrons in the ionosphere produce distortion of the wavefront and the resulting phase shifts ∆φ increases linearly with the wavelength (Kassim et al. 1993 ). Moreover at higher frequencies the primary beam is relatively smaller in size so that angle-variant phase shifts across the field-of-view can be ignored and standard self-calibration can be utilized to derive one time variable phase correction per antenna. Below 150 MHz positional-dependent phase variations become significant, and simple angle-invariant self-calibration breaks down. Therefore at 74 MHz we have used the technique of "field-based calibration" first developed for the VLSS survey in which the phase calibration is position-dependent across the field-of-view (Cotton et al. 2004 ). This technique was also used and discussed into much details in Cohen et al. (2003) .
Combining the A and B-configuration data in the UV-plane didn't lead to much improvement, probably because of complications of the ionospheric calibration routine. We therefore only considered the higher resolution A-configuration data. For each pointing, after the uv plane has been imaged in the 184 facets, we used a circular Gaussian restoring beam of 30 FWHM. The four pointings have then been combined into a single map. As with the 325 MHz data, the noise is inhomogeneous across the field and as low as ∼20 mJy/Beam and as high as ∼55 mJy/Beam near bright sources.
Source list

Detection
As a first step in our source finding algorithm, we have normalized the image by a noise map, produced using AIPS's task RMSD. The noise is calculated within windows, fitting a Gaussian to the histogram of the pixel values. The data above and below the 3σ domain are rejected, and after 30 iterations, a reliable estimation of the noise is obtained. The size of the window is critical since if it is too small, the noise evaluation will be overestimated by the presence of a strong signal, while if it is too big, it will not take into account the smaller scale variation in the noise pattern.
We set the window to be 80 × 80 pixels, corresponding to 10 ×10 and 2 ×2 , at 74 and 325 MHz, respectively, and in order to save computing time, the rms is evaluated every 3×3 pixel, which is of the order of the correlation length. This introduces pixel-to-pixel uncorrelated noise, and in order to avoid for discontinuous variation in the noise level, we convolve this noise map with a circular Gaussian with diameters of 100 and 20 at 74 and 325 MHz respectively which slightly smooths the noise image. Figure 2 shows the area mapped as a function of sensitivity for each frequency.
Dividing the original map by the noise map we get an image containing uniform noise, where we can apply the AIPS's source extraction algorithm "Search And Destroy" (SAD). SAD is given an input cut of 5 in the noise-normalized map ( < ∼ 5σ in the original map) applied on both peak and integrated flux density, above which each pixel group is considered as a potential source (island). SAD fits one or more Gaussian components to these islands, thereby producing an initial source list. Assuming the noise distribution to be Gaussian, the input cut of 5σ leads to a total number of false detection over the surveyed areas of < ∼ 5 × 10 −2 at 325 and 74 MHz. A visual inspection of the residual map does reveal some false detections, due to the non-Gaussian, correlated nature of the noise in the proximity of bright sources. We have deleted these false detections from the list while comparing the source list positions with NVSS as described below.
Noise dependent errors
Finally, the absolute flux densities are obtained by multiplying the measured noise-normalized flux density by the local noise. Following Condon (1997) we calculate the true uncer Table 2 . Values of {α M , α m } used for the calculation of error bars on individual parameters (Condon 1997) .
Parameter α M α m S p 3/2 3/2 θ M , x 0 5/2 1/2 θ m , y 0 , φ 1/2 5/2 right ascension and declination (respectively σ α,fit and σ δ,fit ) by the relations given by Condon et al. (1998) :
α,fit = σ 2 (x 0 ) sin 2 (φ) + σ 2 (y 0 ) cos 2 (φ) ( 4 ) σ 2 δ,fit = σ 2 (x 0 ) cos 2 (φ) + σ 2 (y 0 ) sin 2 (φ).
Calibration errors
-Position errors: the imperfect phase calibration adds positional uncertainties. We can quantify these by comparing our astrometry measurements to a much more accurate source positioning catalog. Figure 3 shows all the position differences between the NVSS survey and our source samples at both 74 and 325 MHz on both right ascension and declination. At 325 MHz, the mean value of the position differences do not show any significant offset, while at 74 MHz we measure an average offset of 2.25 and −0.4 on respectively right ascension and declination. We have removed these offsets in the final source list. The scatter around the NVSS positions is given by:
where α,calib and δ,calib are the calibration errors due to the ionosphere, α,NVSS and δ,NVSS are the calibration errors of the NVSS sources, and σ α,fit and σ δ,fit are the Gaussian fitting errors (Eqs.
(1)−(5)). At 325 MHz, the scatter in the distribution of the positional differences between the 325 MHz single source population and their associated NVSS counterpart contains the fitting errors of both ours and NVSS databases, as well as calibration errors. Therefore, selecting only the sources with higher signal-to-noise ratio lower the noise-dependent error contributions. Selecting the 325 MHz sources with associated NVSS counterparts having error bar lower than 0.6 gives a subsample of 41 sources with associated Gaussian fitting error contributions on the level of 0.05 . For this high signal-to-noise ratio subsample, we find scatters of σ α = 1.15 and σ δ = 1.83 . Compared with the NVSS noise-independent uncertainties of α,NVSS = 0.45 and δ,NVSS = 0.56 , our values are much higher. We can explain this difference by the fact that we have used an NVSS-based model to phase calibrate the data which included low signal-to-noise NVSS sources, where noise-dependent uncertainties dominate noise-independent ones. Therefore, we consider the quadratic differences between our measurement of the position uncertainties of respectively 1.15 and 1.83 and the NVSS calibration errors to be a good estimate of our calibration errors. This leads to α,calib = 1.06 and δ,calib = 1.75 At 74 MHz, we get scatter values of σ α = 6.8 and σ δ = 3.7 for the whole population, which contains uncertainties coming from both Gaussian fitting errors and calibration errors, as for the 325 MHz data. Although the NVSS resolution is lower than ours, we assume the position errors from NVSS to be negligible, as the signal-to-noise ratio of NVSS is on Fig. 3 . Positional differences in right ascension and declination between our source sample and NVSS at 325 (on the left) and 74 MHz (on the right). The 74 MHz source sample corresponds to a much brighter source population in NVSS than the 325 MHz source sample counterpart, so that the scatter in positional differences on the right reflects the 74 MHz dataset calibration errors. At 325 MHz, the scatter is dominated by the NVSS uncertainties.
average ∼10 times greater (see Fig. 1 ). In order to quantify the calibration errors, we select sources with σ α,fit and σ δ,fit lower than 0.5 , which makes a subsample of 43 sources detected at high signal-to-noise ratio. We find standard deviations in right ascension and declination of respectively σ α = 3.43 and σ δ = 2.14 , which, subtracting the NVSS calibration error contribution, leads to α,calib = 3.37 and δ,calib = 2.00 . We have quadratically added these errors to the Gaussian fitted ones.
-Flux density errors: for the flux density calibration, we have used 3C48, and 0137+331, at 74 and 325 MHz respectively. We have assumed the flux density of these sources to be reliable at the level of 5% (see Cohen et al. 2003) . We therefore have an uncertainty at the level of 5% on the overall flux density scale. We have quadratically added that uncertainty value to the noise-based Gaussian fitting error, given for the peak and integrated flux densities.
-Source size errors: as discussed in detail by Cohen et al. (2003) , at 74 MHz incompletely corrected ionospheric effects, which are similar to "seeing" effects in the optical domain, are hard to quantify, as we would need to know the actual source sizes. In order to evaluate the effects of the seeing we define the fitted size of resolved source of diameter θ 2 source to be:
Here θ beam is the beam size, and θ seeing corresponds to the size of a point source, deconvolved from the beam and imaged with that level of seeing. Figure 4 shows the scatter of the extendedness of the whole source population at 74 MHz as estimated by S t /S p . Although we do not have any information on the actual source sizes of the individual sources, assuming the bulk of the source population is unresolved, we can directly get an upper limit on the actual value of the seeing. The median value med(S t /S p ) = 1.48 gives an upper limit on the seeing of 20.7 , and in order to be conservative, we have considered its lower limit to be 0 . Fig. 4 . At 74 MHz: the ratio of the integrated to the peak flux density of each source vs. the peak flux density. Even if we cannot disentangle the discrepancy between the effects of seeing and physical size, for the seeing effect estimation we take the median value as a good upper limit (dashed line), assuming that the sources with that size are actually unresolved.
Completeness
In order to quantify the source detection efficiency, we have computed a Monte-Carlo simulation, generating 1000 sources with peak flux densities between 4 and 12σ in a 2800 × 3100 pixel image, cut from the residual map. Figure 5 shows the number of undetected sources as a function of the signal-tonoise ratio. A function of the following form, gives a fit to the Monte-Carlo outputs:
where S p is the peak flux density and σ l is the local noise value.
We can see that ∼95% of the sources are detected above 7σ, and this value could be a reasonable estimation of the completeness level. Though assuming the missed fraction to be known, we can correct the source counts estimation by compensating down to the 5σ level the SAD detection inefficiency. We define an effective area element as the integration of a surface element weighted by the detection efficiency (1 − f m (S p /σ l )). The total effective area at each flux density level S is the integration of that quantity over the domain where the local noise σ l is as σ l < S /5:
The source count estimator N(>S 0 ) is then corrected as follows:
We have computed the uncertainties from the source counts, assuming Poisson statistics:
Here N i is the number of sources per bin, and A i is the area used in the source count calculation.
Extended flux density estimation
The source extraction method using Gaussian fitting algorithm can lead to an underestimation of the integrated flux densities, when significant part of the emission are extended. In order to quantify this effect, we derive another estimation of the integrated flux density inside a 60 diameter aperture, centered at the position of each Gaussian component. Then we have S int = Σ × 4 ln 2/(π.FWHM), where S int is the integrated flux density, Σ is the sum of the pixels inside the aperture, and FWHM is the Full Width at Half Maximum in pixels. Figure 6 shows the cumulative probability distribution of the noise-normalized difference between the two flux density estimates for subsamples of unresolved point-like sources, and resolved, or multiple sources. Using a Kolmogorov-Smirnoff test, we compare both distributions with a purely Gaussian distribution. We derive probability values for the distributions to be Gaussian of P KS ∼ 0.7 for point like sources and P KS 10 −4 for extended sources, indicating that the flux density estimates by the two methods are in agreement for point-like sources and obviously disagree for resolved sources. The median value of the ratio between the flux densities derived from the two methods for extended sources gives the average bias to be ∼7%. Therefore, at 325 MHz, since the Fig. 6 . The cumulative probability distribution of the noise-normalized difference between the two flux density estimates derived by the Gaussian fitting method ("int_Gauss" label ) and the pixel-based method ("int_pix" label). The solid line represents a subsample of single, unresolved sources, whereas the dash-dotted line represents the extended sources. The purely Gaussian distribution is over-plotted the dotted line.
error bars generated by the pixel based method are much higher, when the significance of the difference between the two estimates is above 2σ, we derive the integrated flux density following the pixel-based method, rather than summing over the Gaussian component individual flux densities. At 74 MHz, the resolution being much larger, most sources are unresolved and the Gaussian fitting based integrated flux density estimation is reliable.
Results
325 MHz results
At 325 MHz using the extraction method described above, we extract 877 sources from the 15.3 degree 2 combined map. This sample contains a significant number of obviously false detections and by visual inspection, we rejected 30 that were close to the brightest sources where the noise is non-Gaussian.
We have defined as multiple sources those separated by less that 60 , and assuming Poissonian statistics this makes the probability of two independent sources to be classified as multiple lower than 1%. We finally arrive at a list of 847 sources in which 621 are single ("S"), and 226 are multiple 3 ("M"). We have defined as unresolved sources the ones distinguishable from the beam size at the 2σ level, and on the 621 single component sources, 484 where unresolved. The final source list appears in Table A Since the Cohen et al. (2003) radio sources are all detected in our deeper and wider survey, at the same frequency, we can directly compare their flux densities. We found that Cohen et al. (2003) flux densities are on average higher than our flux densities by ∼20%. In order to address this issue, we built radio spectra of ∼200 radio sources using the 74 MHz flux densities (that are in agreement with Cohen et al. (2003) , see Sect. 4.3), and 1.4 GHz flux densities retrieved from the NVSS database. Also, we considered two more measurements obtained in August 2004 by the Giant Meterwave Radio Telescope (GMRT) at 230 and 610 MHz, covering the same field at comparable depth (Tasse et al. in prep.) . Selecting a sample of single, unresolved sources at 325 MHz, most often, when the general trend of the radio spectra doesn't indicate any spectral aging or self absorption break, the flux density estimate by Cohen et al. (2003) is a poorer match to the physical synchrotron power low spectra, whereas the new flux density estimates and their associated error bars are well compatible with a power law spectra. We therefore conclude the flux densities published in Cohen et al. (2003) to be overestimated by ∼20%, and the flux densities presented here to be more reliable. Although not understood, the overestimation on the fluxes of Cohen et al. (2003) might be due to instrumental or algorithm errors. Figure 7 shows the Euclidean normalized differential source count. We have calculated the source density in each flux density bin as described in the previous section, compensating for noise inhomogeneities across the image. As the error bars have been computed considering the decreasing effective area, we claim that the derived source counts are correct down to the 5σ level, where σ is the minimum noise value in the noise map, so that 5σ ∼ 2.5 mJy/beam. Comparing the Euclidean normalized differential source count estimation from a deep Westerbork survey (Wieringa 1991) , we find good agreement at low flux densities, where we have applied the efficiency corrections, but at flux densities higher than 30 mJy, they appear to differ by a factor of ∼2−3, which we attribute to either cosmic variance or resolution difference.
We have compared our source list to the NVSS database, looking for 1.4 GHz counterparts within 45 of each source. The total integrated flux density used to derive the spectral index is calculated as described in Sect. 3.5. The resolution difference between our data (6.7 ) and NVSS (45 ), makes the estimation of accurate spectral index less robust, as we can miss some of the extended emission seen in NVSS. This probably leads to a small over estimate of the spectral index for the extended sources, and we would need to match resolution to correct for this effect.
Out of the 847 detected sources at 325 MHz, we have found 566 sources to have NVSS counterparts, and for the 281 remaining sources we give an upper limit on their spectral index based on the NVSS detection limit. Figure 8 shows the spectral index distribution, and the corresponding flux density and completeness limit of NVSS. We have derived the median spectral index α 1400 325 ∼ −0.66, for the whole radio source sample, excluding the unidentified sources in NVSS, and α 
A Radio halo candidate at 325 MHz
Giant radio halo and relic radio sources are generally diffuse low surface brightness sources with steep spectra and typical physical sizes of ∼0.1−1 Mpc. They are found in rich environment, showing signs of cluster merger activity (for extended reviews on the subject see Feretti 1999; Sarazin 2005 ).
An extended, low surface brightness object of ∼1.9 along the right ascension axis, and ∼0.9 along the declination axis is detected at 325 MHz at α(J2000) = 2 h 19 m 42 s , δ(J2000) = −4
• 00 30 . Since that source is extended on the scale of the box being used for the local noise calculation, the peak flux density was below the 5σ level after the local noise normalization. We have therefore extracted the Gaussian components of that source on the original map, which appear together with the other sources in Table A.1. Using AIPS's task TVSTAT, we find its integrated flux density to be 150.7 ± 12.5 mJy. We detect the diffuse emission counterparts at 74 MHz and 1.4 GHz (NVSS, Condon et al. 1998 ) at flux density levels of 1.34 ± 0.2 Jy, and 27.7 ± 1.8 mJy respectively. This makes the spectral indexes to be α 325 74 ∼ −1.48 ± 0.15 and α 1400 325 ∼ −1.16 ± 0.1. We have looked for counterparts using the NED databases (NED Team 1992) , and Fig. 10 shows the overlay between an image retrieved in the Digital Sky Survey (DSS) and the radio halo contours. We have found four objects classified as galaxies in Maddox et al. (1990) .
Based on the morphology and the fairly steep spectral index, we suggest that this object is a good candidate for either a radio halo, a radio relic or both. The difference between the spectral indexes α 325 74 and α 1400 325 suggests the presence of more than one electron population. The contour lines on the east side of the object shows a steep fall-off of the surface brightness, which indicates the presence of a shock. A polarization observation of the halo could confirm the relic origin of its diffuse emission. Visually, it looks like a galaxy overdensity and this diffuse emission likely belongs to a galaxy group or cluster as discovered in recent, similarly observed objects at low frequencies (Kassim et al. 2001) . The detection of diffuse X-ray emission would confirm the cluster identification, but unfortunately, the ∼5 degree 2 X-ray field does not overlap the source.
74 MHz results
At 74 MHz, on the criteria outlined above, we detect 686 sources. Matching the source list with NVSS 1.4 GHz objects, we find 20 sources to be false detections due to the correlated sidelobe noise close to bright sources. As for the 325 MHz data, any sources closer than 60 have been classified as multiple. Of the 666 remaining sources, 615 have been classified as single (S) and 51 as multiple (M) (see Fig. A.2) . Of the 615 simple sources, 465 were unresolved. Yet, as discussed in Sect. 3, the size measurement at 74 MHz have very high uncertainties, as the seeing effect is poorly defined. As for the 325 MHz dataset, we have checked for the consistency between our and Cohen et al. (2003) observed flux densities at 74 MHz. Results do not show any significant overall offsets in between the two measurement, as opposed to the 325 MHz observations. In addition, we compare our flux density estimates to the VLSS radio survey at 74 MHz (Cohen et al. 2006) . Again, flux differences are compatible with the error bar estimates.
At 74 MHz, assuming α = −0.8 the corresponding flux density limit at 1.4 GHz is about an order of magnitude higher than the NVSS flux density limit. Consequently, all the 74 MHz sources have a counterpart in the NVSS database within a 60 radius. Moreover our 30 resolution 74 MHz map roughly matching the NVSS resolution of 45 , we expect the spectral index estimation to be highly reliable. The spectral index distribution is shown in Fig. 8 , and we find a spectral index median value of α 1400 74 = −0.72. Figure 7 shows the Euclidean normalized differential source count with and without applied corrections. In order to compare that result, we can analytically extrapolate the relation given Goto et al. (2002) , (2) Crawford et al. (1999) , (3) Crawford et al. (1995) , (4) Owen et al. (1995) , (5) Drinkwater et al. (1997) , (6) Becker et al. (2001) , (7) , (8) Schneider et al. (2003) , (9) Dunlop et al. (1989) , (10) Postman et al. (1996) , (11) Junkkarinen et al. (1991) , (12) Stanford et al. (2000) , (13) Huchra et al. (1999) .
by Wieringa (1991) = {−1.00, −0.75, −0.50, −0.25, 0.00}). Also, to take in account the spectral index dispersion of the radio source population at 325 MHz, we have conducted an extensive Monte-Carlo simulation, by generating a radio source population following the Wieringa (1991) source counts at 325 MHz, and then giving each source a random spectral index following a Gaussian distribution with mean values of α 325 74 , and a dispersion of σ(α 325 74 ) = 0.24 . Extrapolating the flux density of each source to 74 MHz, we can build the differential source count at 74 MHz. Figure 7 shows that the analytical and Monte-Carlo extrapolated differential source counts are in close agreement.
The Euclidean normalized differential source count of our sample roughly corresponds to the extrapolation done with α 325 74 ∼ −0.5 which contrasts with the median value α 1400 74 = −0.72 found between our 74 MHz sources and their NVSS counterparts at 1.4 GHz. This suggests a flattening of the spectrum at ν < 325 MHz, likely due to the sources being synchrotron self absorbed.
Source identification from literature:
We have searched for published data on all objects we have detected at both frequencies, using the NASA/IPAC Extragalactic database (NED / NED Team 1992). We set the searching radius at 6 for the individual object search, and at 3 for the galaxy cluster search. On the 1460 detected objects at 74 and 325 MHz, 34 with known redshift have been identified optically as QSO, Galaxy, or are expected to belong to a galaxy cluster, and we have only selected the ones with their redshift determined (see Table 3 ). All of them have been identified at 74 MHz and only four have also been identified at 325 MHz. This appears to be a selection effect as the survey at 74 MHz probes a much brighter source population and an area which is ∼7 times larger than at 325 MHz. Figure 11 shows the redshift distribution of our identified source sub-sample.
Conclusion and future work
We have mapped the XMM-LSS field over ∼130 and ∼15 squares degrees at 74 and 325 MHz respectively, Fig. 11 . Redshift distribution of our whole radio source sample identified with NED, and with measured redshift for the QSOs, galaxies, and galaxy cluster.
detecting ∼1500 sources in total. We detect one source of diffuse, steep-spectrum emission, which is a candidate for a radio halo or relic. The Euclidean normalized differential source counts at 74 MHz are consistent with previous studies assuming α 74 325 ∼ −0.5, suggesting a flattening of the spectrum of radio source population for ν < 325 MHz.
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