We consider a new type of value chain that includes both production and service capabilities for existing product lines and that incorporates new product and service development. In this paper we model this value chain using system dynamics. The essential variables and causal relationships, which are expressed as linear differential equations among these variables, are also presented. We discuss the importance of eigenvalue analysis of the associated coefficient matrix in predicting and understanding the evolutionary behaviour of the system. A case study from the aerospace industry is introduced to validate the different developments.
Introduction
Supply chains can be defined as 'life cycle processes supporting physical, informational, financial, and knowledge flows for moving products and services from suppliers to end-users' (Ayers, 2002; Mentzer, 2004) . In other words, chain members perform all the design, engineering, production and assembly activities necessary to manufacture products for customers. The strategic management of these supply chains has one major goal: the creation of value for both customers (Nix, 2001 ) and chain members (Murman et al., 2002) . For the customers, this value comes in the form of high quality products; for the chain members (Goldratt, 1997) , it comes in the form of increased profits.
A recent survey reports that the full potential of these benefits, especially for the chain members, has not been realised (Poirier and Quinn, 2004) . We believe that generating and sustaining growth are keys to realising that potential, as well as overcoming the innovator's dilemma (Christiansen, 1997) . Process innovation, product development, and global expansion are part of a new strategy for achieving this goal (Fine and Whitney, 1996; Leonard-Barton, 1995; Rabelo and Speller, 2005; Simchi-Levi, 2004; Simchi-Levi, et al., 2004) . There are several reasons (Rabelo et al., 2004): • globalisation of the world economy has led to important macro economic trends • companies now employ several types of differentiated growth-generation models • major companies now operate in many countries causing a migration away from a centralised organisational structure that requires global common business processes • many of these companies have adopted a hybrid production/service strategy to better attend to the needs of their existing customers and to better identify growth markets, potential competitors for those markets, and possible challenges in those markets
• the change to global, dynamic value chains and the modularisation of business processes will cause a trend towards ever changing networks of buyer/supplier relationships.
In this paper, we look at the impact of adding a service component to the traditional production/assembly supply chain. We call this new system a value chain. We chose a system dynamics approach to capture the dynamic nature of this value chain. System dynamics is based on control theory approaches to modelling closed-loop feedback systems (Forrester, 1961 (Forrester, , 1971 Shannon, 1949; Wiener, 1948) . Time delays in the feedback loops typically cause oscillatory nonlinear or chaotic behaviour in the system (Guckenheimer and Holmes 1983, Strogatz, 1994) . Analysis of such systems using eigenvalue and Lyapunov techniques is possible when the differential equations are known (Abarbanel et al., 1993) .
We developed our system dynamics model in two steps. Firstly we created generic, causal-loop diagrams followed by a more detailed stock-and-flow model. From this detailed model, we used Taylor series approximations to generate a linear system of differential equations that captured the behaviour of the real system at any point in time. We analysed this behaviour and made some long-range predictions using the eigenvalue technique mentioned above.
We applied this model to an actual value chain that included two suppliers to an aerospace OEM. The first, SBU1, manufactures existing products and develops new products; the second, SBU2, provides services for existing products and generates new services when needed. We did an analysis of the model results to discern the behaviour of the two units, their relationships to one another and their interactions with the marketplace. We discuss this analysis and the lessons learned.
2 More on the system dynamics model Senge (1994) stated, 'A system can be anything from a steam engine, to a bank account, to a basketball team. The objects and people in a system interact through feedback loops, where a change in one variable affects other variables over time, which in turn affects the original variable, and so on.' He believed that system dynamics models could facilitate the understanding of systems because they provide a method for comprehending how all the objects interact with one another. System dynamics asserts that these interactions, which are called causal relationships, form a complex underlying structure for any system. This structure may be discovered and described empirically or theoretically. Once discovered, we can learn about its impact on the behaviour of the individual objects and the entire system. The first step in this learning process is the creation of a formal dynamic model of the system. This requires the identification of the causal relationships that form the system's feedback loops (Forrester, 1971; Sterman, 2000) , which can be either negative or positive. A negative feedback loop is a series of causal relationships that tend to move behaviour towards a goal. In contrast, a positive feedback loop is self-reinforcing because it amplifies any disturbance to create high variations in behaviour and unlimited growth. These feedback loops are represented using a causal loop diagram, which consists of variables connected by arrows denoting their causal influences on one another (see Figure 1 ).
Another useful representation of relationships comes from a stock-and-flow structure (see Figure 2) . Stocks are accumulations of material or information. They characterise the state of the system and generate the information upon which decisions and actions are based. Flows (outflows, inflows) are rates at which additions or deletions of stock occur. Whenever these changes are not instantaneous, delays occur in the stock accumulation. These delays can have a major impact on the evolution of the system. This type of graphical description is preferred over the causal loop diagrams because it can be mapped into mathematical equations (see Figure 3 ). These equations form the basis for a model that can be simulated on a computer. For this paper we have used Vensim™ (2004) for the system dynamics modelling and Analyzit™ (2004) for eigenvalue analysis.
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Causal loops in our system
We began our effort by modelling a causal loop diagram for the Successful Order Fulfilment process for SBU1 and SBU2. These diagrams were constructed from interviews with executives from organisations that had both a manufacturing and a service component. They capture the important variables and their interrelationships as specified by these executives. The SBU1 loop (see Figure 4 ) starts with an order receipt, which requires an order fulfilment, which leads to an increased level of customer satisfaction. With higher customer satisfaction, more requests for proposals (RFPs) will be received and, therefore, more orders will be processed. If, for some reason, the order is not processed, then customer satisfaction will decrease, which leads to fewer orders received and processed. As long as orders are being processed, this positive feedback loop means that connected variables spiral upward forever. Once an order is not processed, the opposite will happen and linked variables may eventually fall to zero.
Value chain modelling using system dynamics 139 Although SBU2 is a different business, it has a similar causal loop diagram. Service orders received must be completed successfully with sufficiently high customer satisfaction in order to maintain or increase the number of RFPs. As long as this happens, there is the potential to create a virtuous upward spiral. Otherwise, the business volume may go over time to zero. One possible way to increase the likelihood of sustained growth is to develop new product lines which match the core competencies of the SBUs for different market segments. One purpose of this system dynamics modelling effort was to create a template or methodology demonstrating this potential. We hoped to show management the importance of the service component of the value chain and that the SBUs working very closely together could increase the launch rate for new desirable products, which could generate a high rate of requests for proposals (RFP), thereby increasing corporate growth. Because there are no negative feedback loops and no delays, the spiral loops would rise exponentially without limit. This is, of course, not realistic. The real system will exhibit oscillations because of unsatisfied demand and lags/delays at different steps in the process.
To account for these oscillations, we have built a more detailed stock-and-flow model, which is shown in Figure 6 . This 'core' model, which contains numerous time delays and quality checks, includes more than 40 simultaneous equations (including differential and auxiliary equations). This core model can be expanded later to include other members of the value chain or to study the impacts of new technology, workforce-training or market changes. To understand how the system evolves over time and the importance of the causal relationships in determining that evolution, we used traditional eigenvalue analysis. To do this analysis, we needed to represent the behaviour of the system over time as a collection of linear differential equations (see below). In matrix form, we have dX/dt=A X+b, with X being the state vector for the 'core' model as defined below. The eigenvalues of the coefficient matrix A determine the expected behaviour of the system (see Figure 7 ). This behaviour depends on the position of the eigenvalue on the complex plane. The real part of the eigenvalue will determine the mode stability. A negative real part will cause decay or goal seeking modes, whereas a positive real eigenvalue will cause exponential growth (positive or negative). A pure imaginary eigenvalue will cause never-damping oscillations. Complex eigenvalues, which always occur in conjugate pairs of the form aǄbi, where i 2 =ǁ1, will identify oscillations and either growth or decay, depending on the sign of its real part -negative implies decay or goal seeking, positive indicates exponential growth (Elberg, 2000) .
Computing these eigenvalues requires an estimation of the coefficients of the linear differential equations. This is a two-step process. In the first step, we use a Taylor series approximation to the non-linear functions describing the system behaviour at that time:
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In the second step, one can use any numerical technique to estimate the partial derivatives. From these estimates, we can construct the square matrix A. If there exists a nonzero vector ȗ and a scalar ȕ such that Aȗ=ȕȗ then ȕ is an eigenvalue of matrix A, and ȗ is the eigenvector. The equations have a solution if and only if the determinant, |ȕIǁA|,=0. The determinant is expressed in terms of its characteristic equation The roots of this equation are the eigenvalues of A. We form this linear approximation at each time step in the simulation. Small changes in the coefficients indicate linear behaviour in the system; large changes indicate a region of highly non-linear behaviour. Figures 8 and 9 show the A matrix and its associated eigenvalues at two different times: T=1.5 years and T=12.5 years respectively. Because of the numerous direct and indirect causal relationships (links) among the variables in the stock-and-flow model, it is likely that the behaviour of one variable will influence the behaviour of several others. To determine whether such influences exist and their relative strengths, we compute the elasticities of the eigenvalues 1 . This measure helps identify the links or loops that contribute most significantly to the model behaviour. It therefore measures how one variable is linked (even with time delays) to another one. If the sign of the elasticity is negative, that indicates an inverse causality; if it is positive, that indicates a matching causality. The magnitude of the elasticity indicates the 'strength or intensity' of the relationship. When no causality exists, even in time, we say that the eigenvalues are 'Not Connected. ' To better understand this concept, consider the following stock-market example that deals with SUN, a company that sells servers, and ORACLE, a company that sells software to manage large databases 2 . If SUN stock goes down, then the stock of Oracle will go down too in a matter of seconds with at least the same intensity. The rationale is that if there are fewer servers, then there are necessarily fewer platforms on which to run large database applications. On the other hand, if ORACLE stock goes down, the stock of SUN will go down but with lesser intensity. The intensity is less because SUN servers can house many other applications in addition to database management. Table 1 shows the elasticities of the first eigenvalue at 12.5 years.
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T. Speller, L. Rabelo and A. Jones Figure 9 Eigenvalues and matrix A of the core model at T=12.5 years using the respective Taylor series approximation at the corresponding time As noted in Section 4, we use the Taylor series approximation technique to generate a new A matrix at each time step in the simulation. This matrix gives the coefficients of the system of linear differential equations that governs the evolution of the real system during the next time period. To get a complete picture of the behaviour of the real system, we must reiterate this approximation process over the entire simulation. We can, however, discover the behavioural trends for each of the variables by examining the sequences of eigenvalues.
Since the coefficient matrix changes as the simulation proceeds through time, the eigenvalues associated with that matrix may also change. In Figures 8 and 9 , we showed the coefficient matrices and eigenvalues for two times steps, 1.25 years and 12.5 years. In Table 2 , we give the eigenvalues for all of the time steps where the variables A, . . . ,G, are the components of the vector X, shown above.
Note that the eigenvalues for D (Available Products with Service) and E (Available Products without Service) start out complex and occur as a conjugate pair. As the system evolves over time, these eigenvalues eventually become strictly real. Based on the graphs in Figure 10 , we conclude that Available Products with Service and Available Products without Service will have the tendency to oscillate initially with any disturbance, but this tendency to oscillatory behaviour will disappear around year ten. Starting in year ten, the eigenvalues will become negative, and the system will become more robust to disturbances. As for all the other variables, their eigenvalues are always strictly real and negative indicating that they will not oscillate and they will eventually reach some goal state.
An interesting phenomenon occurs with all of these variables: they all converge to a constant, albeit different, negative value (see Figure 10 ). This means that the coefficient matrix A will eventually become constant. This implies that the system, which exhibits highly non-linear and oscillatory behaviour initially, will eventually exhibit linear behaviour.
Choosing a case study
In choosing a value chain for our case study, we considered examples of manufacturing industries that exhibit different rates of evolution, called 'clockspeeds' by Fine (1998) ). For example, the semiconductor industry has a faster clockspeed than the automobile industry, which, in turn, has a faster clockspeed than the aerospace industry. Estimating clockspeed can be difficult since it depends in a complicated way on a number of variables, some of which are determined by the market and some of which are controlled by the industry. Clockspeed is significant because it determines the relative contribution and importance of the manufacturing and service SBUs to overall growth. It also determines how long an industry has to see a return on capital investments such as new factories or new process capabilities.
Table 2
Eigenvalues over time for all of the stock variables Table 2 Eigenvalues over time for all of the stock variables
For example, the cost of developing the fabrication line to manufacture a new CPU chip can easily be a billion dollars. Since the typical market life of a new CPU chip is two to four years, the company has a maximum of four years to recoup its capital investment plus achieve an acceptable return on that investment. Because of the short product and process life cycles, chip manufacturers typically do not have large service SBUs. Automobile companies, on the other hand, normally produce new car and truck models every four to eight years -new transmissions and engines are on even longer cycles. Consequently, these companies will have several more years to recoup capital 148
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Figure 10 Graphical depiction of eigenvalues (obtained by Taylor Series approximation) for the respective variables investments, especially those made on engine and transmission plants. With this type of clockspeed, such companies can derive good value from having a service SBU as one of its integral parts. Almost every new car dealer has a service department. As a final example, consider aircraft manufacturers who typically measure their clockspeed in decades! While this has not been done traditionally, one American manufacturer started offering MRO (Maintenance, Repair and Overhaul) services just five years ago to capture the value of these services. We believe that a service SBU could create good, profitable opportunities for aerospace companies.
We used data from companies with different clockspeeds to analyse qualitatively the likely emergent behaviour predicted by our model. That data came from Dell, which had the fastest clockspeed (Farhoomand et al., 2000; Rivkin and Porter, 1999; Thomke et al., 1999) , Intel, which had the second fastest clockspeed (Bell and Leamon, 2000; Brandenburger and Nalebuff, 1996; Casadesus-Masanell and Rukstad, 2001) , and, Boeing, which had the slowest clockspeed (Garvin et al., 1991; Imberman, 2001; Ovans, 2001) . For a global enterprise with a slower clockspeed, SBU2 produced a sustaining growth that reinforced SBU1. For a global enterprise with a faster clockspeed, innovative, desirable new products were the key to sustaining growth, not SBU2. For such global companies, we believe that supply chain management will be an important factor in maintaining that growth. More detailed results are given below for one of those studies.
Results and development of policies
We developed a detailed core model for a major supplier to a US aerospace OEM. This supplier has both a manufacturing company and a service company. The manufacturing company, SBU1, has several production lines that produce complex, large-scale automation systems for various markets including the aerospace OEM. SBU2 is the service organisation for the different product lines.
One of the benefits of having such a model is that it provides a vehicle for evaluating policies to determine their predicted impact on growth. Each variable in the core model must have a policy or set of policies aimed at preventing any precipitous downward spirals, and they must be designed to address any inflection points (Grove, 1996) . These policies are invoked whenever stocks get too large or too small and whenever rate imbalances occur. This means that we need to specify thresholds on certain key variables and tolerances on the difference between rates for other variables.
We investigated the impacts of numerous new product development policies, service policies and RFQ policies, among others. In the following sections, we look at a collection of these investigations related to service life policies and service development policies.
Service life policies
Rate imbalances can limit growth and hasten decline. Consider SBU1 and SBU2. Whenever SBU1's production exceeds SBU2's service rate, an imbalance occurs. As the rate gap widens, this imbalance can become dangerous, and at some critical point it may initiate a downward spiral. Therefore, the growth rate of SBU1 must be equal to or slightly less than the growth rate of SBU2. Because of the time to develop SBU2 services, SBU2 must know the rate of product development and be given time to ensure that services are available before the product is actually released to the market. In addition, SBU2 must maintain its installed base of systems to keep order fulfilment on time and customer satisfaction for existing products high.
In Figures 11 to 14 , we investigate the impact of service retirement time assuming that product life is ten years and that the current time to retire the services for that product is 20 years. In Figure 11 , we show the impact of halving and doubling the service retirement time on new services. As shown in Figure 11 , these changes have virtually no impact on new product development since they are both at least as long as the product life. In Figure 12 , we show the impact of these changes on the number of actual services performed. As expected, a longer service life leads to more services performed and more satisfied customers. Changing the service life to equal the product life will cause a decline in the number of
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Figure 13 SBU1 available products by changing the time to retire services
Figure 14
Graph for SBU1 available products by changing the time to retire services services performed and a decline in the number of satisfied customers. This decline, however, is not enough to cause a reduction in the new product development. Of course, as the number of satisfied customer continues to decline, we would expect an impact on new product development and services. As shown in Figure 13 , a service retirement of one year causes a dramatic drop in successful services, which causes a further decline in the number of satisfied customers. This, in turn, causes a serious decline in the number of new products, as shown in Figure 14 .
Service development time policies
We also wanted to establish the maximum time, on average, that could be devoted to developing the services required to support new product development. Recall that our initial assumptions on the retirement times for services and products were 20 years and ten years respectively. Starting with ten years, we evaluated the impact of several service development times on new product development and available SBU2 services. The results for service development times of ten years and five years are shown in Figures 15 and 16 along with the results for a one-year baseline. From these graphs, it is obvious that both measures decrease as the service development time increases. For a five-year service-development time, there is about a 20% drop in new product development. The difference in available services between a ten-year and a five-year development time is minimal, but both are far below the current level. In Figures 17 and 18 , we show similar results for services development times of two years and 0.5 years. From Figure 17 , it appears that the graphs for new product development are virtually the same for all development times. We conclude that new product development is not a major factor in determining the target time for new service development. Figure 18 shows the impact on available services. From this we conclude that anything above the current time of one year reduces the available services. Consequently, based on this analysis, the best decision is to keep the target at its current level of one year.
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T. Speller, L. Rabelo and A. Jones In this paper, we analysed a new kind of value chain, one that incorporates both production and service as major contributors to growth. We used a systems dynamic model, Taylor series approximations, eigenvalues and elasticities to carry out this analysis. We did a case study for a small, aerospace value chain to show management the importance of the products and services divisions working very closely. In particular, we reported on the impacts of two service-related policies: service life and service development. We have expanded the original core model to include several other causal loops to add work force training, financial structures, and the competitive environment. We plan to use this expanded model to investigate additional policies related to cash availability, customer satisfaction, risk aversion and order win rate.
We have discussed our results, the lessons learned and future plans with the management of the aerospace supplier. We believe that these lessons can be extrapolated and applied to a larger manufacturing enterprise or serve as a growth model for any sized company. Direction for further research is to implement the model using real case examples. We plan to use our model to demonstrate MRO services with an American aircraft manufacturer during our future investigations. Another future direction is to incorporate agent based systems within the system dynamics modelling to expand the range of dynamics studied through collaborative game and control theory modelling techniques.
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T. Speller, L. Rabelo and A. Jones Figure 18 SBU2 available services for two-year and 0.5-year development times
