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DISTAL AND NON-DISTAL BEHAVIOR IN PAIRS
TRAVIS NELL
Abstract. The aim of this work is an analysis of distal and non-distal behav-
ior in dense pairs of o-minimal structures. A characterization of distal types
is given through orthogonality to a generic type in Meq, non-distality is geo-
metrically analyzed through Keisler measures, and a distal expansion for the
case of pairs of ordered vector spaces is computed.
1. Introduction
Simon, in [11], isolated a subclass of NIP theories, called distal theories, encom-
passing all those theories that can be considered purely unstable. Every o-minimal
theory, or even any ordered dp-minimal theory is distal. However, the definability
of a linear order does not guarantee distality of an NIP theory. In [7], we estab-
lished that various well-known NIP expansions of o-minimal theories by dense and
codense sets fail distality. Among these are the theory of dense pairs of o-minimal
structures (as studied by van den Dries in [4]), the theory of the real field expanded
by a predicate for dense subgroup of R>0 with the Mann property (see van den
Dries and Gu¨naydin [5]), and the theory of an o-minimal structure expanded by a
dense dcl-independent subset (see Dolich, Miller and Steinhorn [3]).
Let A = (A,<, . . . ) be an o-minimal structure expanding an ordered group and
let B ⊆ A. Denote by M the pair (A, B) and assume that it is a model of one of
the theories mentioned above. Immediately after our work in [7], Simon raised the
following questions:
Question 1. Does M admit a distal expansion? That means, is there an expan-
sion of M that has a distal theory?
Question 2. Is there a family of generically stable types in Meq such that any
invariant type orthogonal to these types is distal?
While distality is in general not preserved under reducts, there are combinatorial
consequences of distality established by Chernikov and Starchenko in [1] that are
preserved under reducts. Therefore the property of having a distal expansion is
desirable in and of itself, and explains the relevance of Question 1. Note by Section
6 of [1], for p > 0 the theory of algebraically closed fields of characteristic p is NIP,
but does not admit a distal expansion. By [8], there are even NIP expansions of
the real field that do not admit a distal expansion.
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Question 2 is an attempt to better understand the non-distality of these structures.
Note that every distal invariant type is orthogonal to every generically stable type
[12], however there are examples where a non-distal type is orthogonal to every
generically stable type. When B is a dense dcl-independent subset of A, the pair
(A, B) has elimination of imaginaries by [3]. Therefore in this example, there are
no nontrivial generically stable types even in Meq. Thus we already know that in
this situation Question 2 has a negative answer.
In the current paper we answer Question 1 positively in the case that A is an
ordered vector space over an arbitrary ordered field F , and B is proper dense F -
subspace of A. In such a situtation, there is a natural group quotient A/B, and we
will show that this carries the pure structure of an unordered vector space over F .
This naturally evidences the stable, non-distal behavior of the pair (A, B) we found
in [7]. To reach a distal expansion, we place an ordered F -vector space structure
upon this quotient. Along the way to the previous result, we also prove that the
pair (A, A/B; +, 0, 1, <,B) admits a weak elimination of imaginaries. While not
necessary for the main thrust of the distal expansion, this does seemingly illustrate
the only obstruction to distality is the missing order on the imaginary sort A/B.
It is natural to wonder whether our methods can be used to handle all three classes
of non-distal NIP theories of expansion of o-minimal structures studied in [7]. We
believe that all these theories admit a distal expansion. However, it is unclear
how far the idea of ordering the classes of all definable equivalence relations can
be pushed. Again, note that when B is a dense dcl-independent subset of A, the
pair (A, B) has elimination of imaginaries by [3]. Therefore, in this situation for
every definable equivalence relation there is a definable order on its classes, but the
structure is nevertheless not distal.
We furthermore give a complete answer to Question 2 in the case that A is an
o-minimal expansion of an ordered group, and B is a dense proper elementary
substructure. This is done by finding a generically stable type in the sort of the
quotient group A/B, which completely characterizes the distality. This type serves
as a singleton family answering Question 2. We also give a more geometric proof
of the non-distality of the original pair, by demonstrating that the Keisler measure
induced by the Lebesgue measure is generically stable, but not smooth.
Acknowledgements. We thank Pierre Simon for asking Questions 1 and 2, along
with Erik Walsberg for his thoughts on the approach in Section 3, and Philipp
Hieronymi for his guidance throughout this project. The author was partially
supported by NSF grant DMS-1654725.
2. Preliminaries
We begin by setting some notation. For a multisorted structure M with sorts
(si)i∈I , i1, . . . , in ∈ I, and s = (si1 , . . . , sin), we say Ms = {(a1, . . . , an) : aj ∈
Msij }. That is, tuples where the j-th element lies in the sort sij . Note that we
distinguish between structures and underlying sets through use of italics.
Throughout this section fix a first order theory T in a multi-sorted language L.
Given an L-formula ϕ(x, y), a model M of T , tuples of sorts s and t, N  M,
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and b ∈ Nt, we write ϕ(M, b) to denote the collection of all a ∈ Ms such that
N |= ϕ(a, b). Furthermore for a ∈ Ms, and some definable R ⊆ Ms ×Mt, we set
R(a) = {b ∈ Mt : (a, b) ∈ R}. We refer to this as the fiber of R above a. Similarly
for b ∈ Mt we call R(b) = {a ∈ Ms : (a, b) ∈ R} the fiber of R above b. For a
definable S ⊆ M and a definable function f : S → Mt, the graph of f , written
gr(f), is {(a, b) ∈ S ×Mt : f(a) = b}. If p(x) is a type over some A ⊆ M with x
varying over some tuple of sorts, we write p ∈ Sx(A).
For ease of notation, we will often work over a large, highly saturated model U .
Whenever mentioned, all other sets and models are to be assumed small in cardi-
nality relative to the saturation of U . Notice also that all such definitions can be
localized to mention only small models, at the cost of quantifier complexity of the
definitions.
Unless otherwise specified, a set is definable if it is definable with parameters.
Definition 2.1. Let M |= T , s = (s1, . . . , sn) and t = (t1, . . . , tm) be tuples of
sorts, and A ⊆Ms be definable. Then for any definable or type-definable S ⊆Mt,
we say S is A-small if there is ℓ ∈ N and a definable f : M ℓs → Mt such that
S ⊆ f(Aℓ). If S is not A-small, then it is A-large.
We now remind the reader of certain definitions involving types that appear often
in the context of NIP theories.
Definition 2.2. Let t = (t1, . . . , tn) be a tuple of sorts, and p(x) ∈ St(Ut). We say
p(x) is generically stable if there is a small A ⊂ U such that:
(1) (p is definable over A.) For each ϕ(x, y), the set {b ∈ Uy : ϕ(x, b) ∈ p(x)}
is A-definable.
(2) (p is finitely satisfiable in A.) For each ϕ(x, b) ∈ p(x), there is a ∈ A such
that U |= ϕ(a, b).
Remark. Notice that definability of a type p(x) ∈ Sx(M) gives a canonical exten-
sion p(x)|N to any N  M. Suppose that p(x) is defined over A. Then for any
b ∈ N , ϕ(x, b) ∈ p(x)|N if and only if there is b′ ∈M with tp(b|A) = tp(b′|A) such
that ϕ(x, b′) ∈ p(x).
Definition 2.3. Let t = (t1, . . . , tn) be a tuple of sorts, and p(x) ∈ St(Ut). We
say p(x) ∈ St(Ut) is invariant if there is some A ⊂ Ut that is small (in cardinality)
such that for each a, a′ ∈ Ut with tp(a|A) = tp(a′|A), ϕ(x, a) ∈ p(x) if and only if
ϕ(x, a′) ∈ p(x). Such a type is then called A-invariant.
Remark. The previous definition also works in the case where U is replaced with
an arbitrary model of T . Furthermore, we get an analogy of canonical extensions
of definable types in this case. Suppose A ⊂ M , and M is |A|+-saturated. Then
consider N M. For any a ∈ N we may define p(x)|N by ϕ(x, a) ∈ p(x)|N if and
only if there is a′ ∈M with tp(a|A) = tp(a′|A) and ϕ(x, a′) ∈ p(x).
A key concept in this work is that of distality. We now provide a definition of a
distal partial type.
Definition 2.4. Let A ⊂ U , x be a variable ranging over a finite tuple of sorts,
and ζ(x) a partial x-type over A. Let I1 and I2 be infinite linear orders without
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endpoints, and (c) be a one-element linear order. We say that ζ(x) is distal if for
each indiscernible sequence (ai)i∈I1+(c)+I2 in ζ(x) and each b ∈ U ,
(ai)i∈I1+I2 is b− indiscernible⇔ (ai)i∈I1+(c)+I2 is b− indiscernible
We say a theory T is distal if for each variable x in a finite collection of sorts, the
partial type {x = x} is distal.
Remark. In the previous definition, one may replace I1 and I2 with any concrete
example of an infinite linear order without endpoints (for example, Q or Z). Fur-
thermore, by Theorem 2.28 of [11], one can repace “for each variable x in a finite
collection of sorts” with “for each sort s and x varying over Us”.
We now give a definition of what it means for two types to be weakly orthogonal.
Definition 2.5. Let x and y be variables ranging over a finite tuple of sorts,
A ⊂ U , p(x) ∈ Sx(A) and q(y) ∈ Sy(A). Then we say that p(x) and q(y) are weakly
orthogonal if p(x) ∪ q(y) determines a unique extension to a complete type over A
in variables x and y.
In the discussion of generically stable types and distal types, we will often work
with induced structure on a subset. We now fix what we mean by this notion.
Definition 2.6. Let t be a finite tuple of sorts,M |= T , and S ⊆Mt be definable.
Then by the induced structure from M on S we mean the L′-structure whose
underlying set is S, where L′ has a relation symbol for each subset of Sn definable
in M (with parameters from M), interpreted in the natural way.
3. Generically Stable Types
In this section we work in a more general setting than needed for our main
results, that of structures obeying the tameness conditions of [10]. In less general-
ity most structural lemmas were known previously to this paper, but we prefer to
use this reference. All examples in this paper meet the technical assumptions of [10]
Let M˜ = (M, P ) be an expansion of an o-minimal L-structureM by a dense subset
P satisfying the tameness conditions in [10]. By M , we refer to the underlying set
of M, which we shall refer to as the home sort. Let TP be the LP -theory of M.
By small or large, we mean that a definable set is P -small or P -large.
We now introduce the results from [10] that we need for Sections 3 through Section
5. In certain cases, the full strength of the cited results is unnecessary, so we have
restated to match the usage in this section. The following is a consequence of
Lemma 3.3 from [10].
Lemma 3.1. Let (Xt)t∈Mℓ be an A-definable family of subsets of M . Then there
is m ∈ N, such that for i = {1, . . .m} there are
• an A-definable family (Vi,t)t∈Mℓ of small subsets of M
• an A-definable function ai :M ℓ →M ∪ {∞}
such that for t ∈M ℓ,
(1) −∞ = a0(t) ≤ . . . ≤ am(t) =∞ is a decomposition of M , and
(2) one of the following holds:
• [ai−1(t), ai(t)] ∩Xt = [ai−1(t), ai(t)] ∩ Vi,t or
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• [ai−1(t), ai(t)] ∩Xt = [ai−1(t), ai(t)] \ Vi,t.
Remark. The authors in [10] follow by using this lemma to show in Remark 3.4
that {t ∈M ℓ : Xt is small} is ∅-definable.
The following property of small sets will also be needed. This is a consequence of
Lemma 4.29 of [10].
Lemma 3.2. Let X ⊂ M ×M be definable. Suppose π(X), the projection onto
the first coordinate, is small, and that for each t ∈ π(X), that {y : (t, y) ∈ X} is
small. Then X is small.
One may be concerned with the difference in definition of small between this work
and [10]. However, Lemma 3.11 of [10] shows the equivalence between these two
definitions.
Throughout this section, we fix −∞ ≤ a < b ≤ ∞ in M ∪ {±∞}. Let E be
a ∅-definable equivalence relation on (a, b) with small, dense classes. When it is
important to specify in which model an interval is defined, we shall write (a, b)M
to mean {x ∈ M : a < x < b}, while for the predicate P , we shall write P (M)
for {x ∈ M : M |= P (x)}. Notice that then there is an imaginary sort (a, b)/E.
In this section, we establish the existence of a generically stable type in this sort.
Notationally, let π : (a, b)→ (a, b)/E be the natural quotient map, and [x]E be the
E-class of x. We say a set S ⊆ (a, b) is E-invariant if it is a union of E-classes.
Recall that by U , we mean a highly saturated model of TP .
The reader may consider the following example in this section and its successor.
ConsiderM = (R; +,×), the real field, and P = Qra, the real algebraic numbers. In
this case we may consider the LP -definable equivalence relation aEb if a− b ∈ Qra.
Notice that each E-equivalence class is dense and Qra-small. This section then
gives a generically stable type in the quotient sort of R/E.
Theorem 3.3. Let S ⊆ (a, b) be definable. If S is large and E-invariant, then
(a, b) \ S is small.
Proof. We begin by applying Lemma 3.1 to the singleton family (S). This yields
m ∈ N, a decomposition a ≤ a0 ≤ . . . ≤ am ≤ b of (a, b)M , and small sets Vi
for i ∈ {1, . . .m} with the property that for each such i, S ∩ [ai−1, ai] = Vi or
S ∩ [ai−1, ai] = [ai−1, ai] \ Vi.
As S is large, it is not a finite union of small sets. Therefore there must be
some i such that S ∩ [ai−1, ai] = [ai−1, ai] \ Vi. Consider A =
⋃
x∈Vi
[x]E . Now
{(x, y) : x ∈ Vi, y ∈ [x]E} is small by Lemma 3.2, and definably surjects onto A.
Therefore A is small.
We now show that ((a, b) \ S) ⊆ A. Suppose there is x ∈ (a, b) \ S that is not in
A. Then [x]E ∩Vi = ∅. As [x]E is dense in (a, b), there is y ∈ [x]E ∩ [ai−1, ai]. Then
y 6∈ Vi, so y ∈ S ∩ [ai−1, ai]. As S is E-invariant, x ∈ S, contradicting the choice of
x. Therefore ((a, b) \ S) ⊆ A. As A is small, (a, b) \ S is small.

Remark. By the remark following Definition 2.1 in [10], if S ⊂ (a, b) is small, then
(a, b) \ S is large. As also the union of finitely many small sets is small, the large
E-invariant sets form an ultrafilter on the boolean algebra of E-invariant definable
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subsets of (a, b). Thus, this is a type in the quotient sort (a, b)/E. Denote this
type q(y). Notice that for an LP -formula ϕ(y), we have ϕ(y) ∈ q(y) if and only if
π−1(ϕ(M)) is large.
Let S ⊆Mm+n be ∅-definable. Recall that {t ∈Mn : S(t) is small} is ∅-definable.
Therefore we have the following:
Lemma 3.4. The type q(y) is ∅-definable.
To further show that q(y) is generically stable, we now need to show finite satisfia-
bility.
Theorem 3.5. The type q(y) is finitely satisfiable.
Proof. Let S ⊆ (a, b)U be E-invariant, large, and c-definable for some c ∈ U
n.
Assume for sake of contradiction that S ∩ M = ∅. Then (a, b)M is contained
in (a, b)U \ S. As (a, b)U \ S is small, there is m ∈ N and a c-definable func-
tion f : Um → U such that ((a, b)U \ S) ⊆ f(P (U)m). Therefore (a, b)M ⊆
dclL(P (U)c). Fix k = dim(c/P (U)), the dclL-dimension of c over P (U). Then
dim((a, b)M/P (U)) ≤ k. As P is small, there are a1, . . . , ak+1 in (a, b)M , dclL-
independent over P (M). As M˜ ≺ U , a1, . . . , ak+1 are dclL-independent over P (U).
This contradicts dim((a, b)M/P (U)) ≤ k. Therefore S ∩M 6= ∅, and q(y) is finitely
satisfiable.

4. Distal Types
We continue with M˜, a, b, E, and q(y) as in Section 3. Recall that q(y) is the
generic type on (a, b)/E. Let N˜  M˜ be |M |+-saturated. Most results in this
section hold in the same generality as in Section 3, but some will require further
assumptions on TP . These additional assumptions on P (M) will be stated in the
relevant theorems. Throughout this section, we assume that L contains symbols
for all L-definable functions. Thus for any S ⊆M , we have that 〈S〉 = {f(s) : f ∈
L, s ∈ S} is an L-substructure of M.
Lemma 4.1. Let x = (x1, . . . , xn) be a variable ranging over M
n. Let p(x) ∈
Sx(M) be such that for each i ∈ {1, . . . , n}, p(x) ⊢ a < xi < b. Then
(1) If p(x) is weakly orthogonal to q(y), the type-definable set p(N) is small.
(2) If P (N) is a dense L-elementary substructure of N and p(N) is small, then
p(x) is weakly orthogonal to q(y).
Before continuing with the proof, we recall some facts from Section 2 of [4] con-
cerning a back and forth system between substructures of dense pairs of o-minimal
structures. In our notation this is the case where the interpretation of the predicate
P is a dense elementary substructure of M. Unless explicitly stated, we will not
necessarily be working in this situation, but some results only hold in this specific
case. We denote the back and forth system from [4] by Γ, which we now translate
into our notations. In the case of substructures of N , Γ consists of isomorphisms
j : A1 ∼= A2, where for each i ∈ {1, 2}, |Ai| < |M |+, along with the property that
Ai and P (N) are free over P (Ai). That is, that for any S ⊆ Ai:
S is dclL -independent over P (Ai)⇒ S is dclL -independent over P (N)
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Proof. We first prove (1), by showing that if c = (c1, . . . , cn) |= p, then for each
i ∈ {1, . . . , n}, ci lies in a small E-invariant M -definable unary set. Suppose not.
Then without loss of generality we may assume i = 1, and thus tp(π(c1)|M) =
q(y), so (c, π(c1)) |= p(x) ∪ q(y). Then consider d |= q(y)|Mcπ(c1), the definable
extension of q(y) to M ∪ {c, π(c1)}. As [c1]E is small, we have that d 6= π(c1). As
(c, d) |= p(x) ∪ q(y), we have that both π(x1) = y and π(x1) 6= y are consistent
with p(x) ∪ q(y). Thus p(x) is not weakly orthogonal to q(y), contradicting our
assumption. Therefore for each i ∈ {1, . . . n}, ci lies in a small E-invariant M -
definable set.
We now prove (2). So we now add the further assumption that P (N) is a dense,
proper elementary L-substructure of N . Now suppose there is a small M -definable
set S ⊂ Nn such that if c = (c1, . . . , cn) |= p(x), then c ∈ S. We now show that
p(x) is weakly orthogonal to q(y). Let d1, d2 ∈ N be realizations of p(x), and
e1, e2 ∈ N eq be realizations of q(y). It suffices to find an automorphism of N eq
sending (d1, e1) to (d2, e2). Notice that this is equivalent to finding e
′
1, e
′
2 ∈ N with
π(e′i) = ei and an automorphism sending (d1, e
′
1) to (d2, e
′
2). To do this, we shall
find j : A1 ∼= A2 in Γ such that d1, e′1 ∈ A1, d2, e
′
2 ∈ A2, j(d1) = d2, and j(e
′
1) = e
′
2.
Now since d1, d2 lie in a small M -definable set, there is an M -definable function
f : N ℓ → Nn such that d1, d2 ∈ f(P (N)). Let h1 ∈ P (N)ℓ be such that f(h1) = d1.
As d1 and d2 have the same LP -type over M , there is g ∈ AutLP (N|M) such that
g(d1) = d2. Let h2 = g(h1). We then set A′i = 〈Mhi〉 for i = 1, 2. Notice then
that f(h2) = d2, and A′1
∼= A′2 via g. Furthermore, as only members of P (N) were
added, this isomorphism is in Γ.
Recall that π−1(ei) lies in no small M -definable set. Then asM N , π
−1(ei)∩
〈MP (N)〉 = ∅. Choose e′1 ∈ N ∩ π
−1(e1). By saturation of N and density of
π−1(e2), there is e
′
2 ∈ N ∩ π
−1(e2) realizing tpL(e
′
1|Mh1h2). Set Ai = 〈A
′
ie
′
i〉 for
i = 1, 2. The map determined by e′1 7→ e
′
2 extending the isomorphism A
′
1
∼= A′2 is
an isomorphism between A1 and A2. Recalling that π−1(ei) ∩ 〈MP (N)〉 = ∅, the
isomorphism A1 ∼= A2 is in Γ. Thus there is an automorphism of N eq such that
d1 7→ d2 and e1 7→ e2. Therefore p(x)∪ q(y) determines a complete type, so p(x) is
weakly orthogonal to q(y). 
Lemma 4.2. Suppose that S ⊂ M is small, and the induced structure on P (M)
from M˜ is distal. Then the induced structure on S from M˜ is distal.
Proof. As S is small, there is an n ∈ N and an M -definable function f : Mn →M
such that S ⊆ f(P (M)n). Let us now consider the equivalence relation≡ on P (M)n
given by x ≡ y ⇔ f(x) = f(y). Notice that as f is M -definable, this relation is
a part of the M˜-induced structure on P (M)n. Let S′ be the imaginary sort of
P (M)n modulo this equivalence. If a theory T is distal, so is T eq by results from
[11]. Thus the M˜-induced structure on S′ is distal. However, S′ and S are in in
M -definable bijection in M˜eq. Thus the induced structure on S from M˜ is distal.

Theorem 4.3. Let x = (x1, . . . , xn) be tuple of variables ranging over the home
sort, and p(x) ∈ Sx(M) be as in Lemma 4.1. Further assume that p(x) is A-
invariant for some A ⊂M small relative to the saturation of M. Suppose that the
induced structure on P (M) from M is distal. Then:
(1) If p(x) is weakly orthogonal to q(y), then it is distal.
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(2) If P (N) is a dense L-elementary substructure of N and p(x) is distal, then
p(x) is weakly orthogonal to q(y).
Proof. We begin by proving (1). Let p(x) be as in the theorem statement. Then
by Lemma 4.1, there is a small M -definable set S ⊆ (a, b) such that p(N) ⊆ S.
Now by Lemma 4.2, the induced structure on S is distal. Therefore the type p(x)
is distal.
Now consider (2). We now further assume that P (N) is a dense, proper L-
elementary substructure of N . Suppose now that p(x) is not weakly orthogonal to
q(y). Consider c = (c1, . . . , cn) |= p(x). For each i ∈ {1, . . . n}, ci lies in no smallM -
definable set by Lemma 4.1. Thus π(c1) |= q(y). It suffices to show that tpLP (c1|M)
is non-distal. We now assume that N is (2|M|)+-saturated, and by compactness
and invariance of p(x) find (dα)α∈(2|M|)+ such that dα |= tp(c1|M)|(M ∪ {dβ}β<α).
Notice that by invariance of p(x) we have that {dα}α<(2|M|)+ is L-definably inde-
pendent overM ∪P (N). Otherwise some dα would lie in anM ∪{dβ}β<α-definable
small set.
We now apply the Erdo¨s-Rado Theorem to get an indiscernible sequence (d′j)j∈Q+(e)+Q
in U such that for each j1 < . . . < jm there are α1 < . . . < αm such that
tp(d′j1 . . . d
′
jm
|M) = tp(dα1 . . . dαm |M). Thus {d
′
j : j ∈ Q + (e) + Q} is also
L-definably independent over M ∪ P (N). We now show that the subsequence
{d′j : j ∈ Q + Q} is π(d
′
e)-indiscernible. To do this, we again appeal to the
back and forth system Γ. Let i1 < . . . < im and j1 < . . . < jm be from
Q + Q. Now consider A′1 = 〈Md
′
i1
. . . d′im〉 and A
′
2 = 〈Md
′
j1
. . . d′jm〉. Notice
that as the sequence {d′j : j ∈ Q + Q} is M -indiscernible and L-definably inde-
pendent over M ∪ P (N), there is an isomorphism g : A′1
∼= A′2 belonging to Γ
such that g(d′ik) = g(d
′
jk
) for k ∈ {1, . . .m}. Now consider A′i ∩ π
−1(π(d′e)). As
{d′j : j ∈ Q + (e) + Q} is L-definably independent over M ∪ P (N), this intersec-
tion is empty. By saturation of U , there is d′′e ∈ π
−1(π(d′e)) realizing the L-type
at infinity over 〈Md′i1 . . . d
′
im
d′j1 . . . d
′
jm
〉. Now consider A1 = 〈Md′i1 . . . d
′
im
d′′e 〉 and
A2 = 〈Md′j1 . . . d
′
jm
d′′e 〉. By choice of d
′′
e , g extends to an isomorphism ĝ : A1 ∼= A2
with ĝ(d′ik ) = ĝ(d
′
jk
) for each k ∈ {1, . . . ,m} and ĝ(d′′e ) = ĝ(d
′′
e ). Furthermore, as
d′e was definably independent from {di1 , . . . dim , dj1 , . . . djm} over M ∪ P (N), so is
d′′e and thus ĝ is in Γ. Thus ĝ extends to an automorphism of U
eq fixing π(d′e)
mapping d′ik to d
′
jk
for each k ∈ {1, . . .m}. As i1 < . . . < im and j1 < . . . < jm
were arbitrary, the sequence {d′j : j ∈ Q + Q} is π(d
′
e)-indiscernible. Then, as
π(d′j) = π(d
′
e) holds if and only if j = e, the full sequence {d
′
j : j ∈ Q+ (e) +Q} is
not π(d′e)-indiscernible, so p(x) is non-distal. 
We now consider some classes of examples where these results hold. In the case
where N |= TP is a dense pair of expansions of o-minimal groups, it follows from
Theorem 2 of [4] that the induced structure on P (N) is weakly o-minimal, and
hence distal. Thus the results in this section and the previous completely charac-
terize the invariant distal types, answering Question 2 positively.
The second parts of both Lemma 4.1 and Theorem 4.3 should not be considered
as optimal. However, it appears that such results require some familiarity with a
back and forth system for the desired concrete structures. For example, one may
consider the structure of (R; +,×, <, 2Q), or more generally an expansion of a real
closed field by a dense multiplicative group with the Mann property. Our result
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with a = 0, b = ∞ gives a generically stable type in the multiplicative quotient
(0,∞)/2Q. One can prove the analogues of the second parts of Lemma 4.1 and
Theorem 4.3, and thus obtain a similar characterization of distal types.
However, this result does not suffice in allowing one to study distal types in all of
the non-distal theories from [7]. If P (M) is a dense dclL-independent set, then the
resulting theory has elimination of imaginaries. Hence there is no such equivalence
relation with dense, small classes for the construction in Section 3. Thus there is
no imaginary sort in T eqP to search for such a type q(y).
5. Measures
We begin by recalling some definitions concerning Keisler measures. These defi-
nitions are not given in the fullest generality possible, but rather in the context we
work in. In this section, fix a first order theory T and M |= T . For B ⊆ M , by
DefM (B), we mean the B-definable subsets of M .
Definition 5.1. A Keisler Measure µ on M is a finitely additive probability mea-
sure on DefM (M).
Remark. Notice for any N ≻ M that DefM (N) can be viewed as a boolean
subalgebra of DefN (N). General facts about measures then allow us to extend µ
to N .
Due to this remark, for M -definable sets, we shall not distinguish between their
measure considered as a subset of N or as a subset of M . We now recall that this
extension of measures is free, subject to minimal constraint. For a proof of the
following result, see Theorem 7.4 of [12].
Theorem 5.2. Let N  M, µ be a Keisler measure on M , and S ⊆ N be N -
definable. Suppose that
sup{µ(S′) : S′ ⊆ S is in DefM (N)} ≤ r ≤ inf{µ(S
′) : S ⊆ S′ is in DefM (N)}
Then there is an extension of µ to N such that µ(S) = r.
So far we have been working with indiscernible sequences to study distality and
distal types. We now introduce the relevant notions to define and study distal
behavior through the lens of Keisler measures.
Definition 5.3. Let µ be a Keisler measure on M . We say µ is smooth (over M)
if for each N M there is a unique extension of µ to DefN (N).
We again make a definition involving a monster model U . As before, this defini-
tion may be localized to not mention this monster model at the cost of quantifier
complexity of the definition.
Definition 5.4. Let µ be a Keisler measure on U . We say that µ is generically
stable if there is a small M≺ U such that:
(1) (µ is definable over M) For each ǫ > 0 and definable R ⊆ U × Uy, there is
an M -definable partition S1, . . . , Sn of Uy such that for each i ∈ {1, . . . , n}
and b, b′ ∈ Si, |µ(R(b))− µ(R(b′))| < ǫ.
(2) (µ is finitely satisfiable in M) For each definable S ⊆ U , if µ(S) > 0 then
S ∩M 6= ∅.
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Remark. Notice that if a Keisler measure µ over M is definable, then for any
N M there is a canonical extension of µ to N .
We now can note an alternate definition for distality. A theory T is distal if every
generically stable measure (over some monster model) is smooth (see [11]). We now
continue with examining a specific generically stable, non-smooth measure.
5.1. A Geometric Proof of Non-Distality in Certain Pairs. Now, let M =
(M ;<,+, 0, 1 . . .) be an o-minimal expansion of an ordered group in language L,
and P be subset satisfying the tameness conditions in [10]. While these are the same
assumptions as in Section 3, we do not assume the existence of an equivalence re-
lation with dense, small classes. Then consider the dense pair (M, P ). We shall
characterize the non-distality of this pair, working in the language LP = L ∪ {P}
where P is interpreted as picking out the subset P . This determines a complete
LP -theory which we shall call TP .
In the case that M = R, we can define a Keisler Measure on the LP (M)-definable
sets by µ(S) = λ(S ∩ (0, 1)), where λ is the Lebesgue measure. Now for any small
S ⊆M , µ(S) = 0. Furthermore, if 0 < a < b < 1 then µ((a, b)) = b−a. Notice that
by Lemma 3.1, this completely determines the measure of any definable S ⊆ (0, 1).
We now generalize this to the case that M 6= R. Fix t ∈ M with t > 0. For
a ∈ (0, t), we define st(a) = sup{q ∈ Q : qt ≤ a}. Notice that for any a < b ∈ (0, t)
with a+ b < t we have st(a+ b) = st(a) + st(b). We now define a Keisler measure
on M by setting µ(S) = 0 when S ⊆ M is small, and for 0 < a < b < t, we set
µ((a, b)) = st(b)− st(a). Again by Lemma 3.1, this uniquely determines a measure
on all definable subsets of M . Throughout this section fix µ as this measure.
Remark. Notice here that this construction in fact does not require that P be
dense in all of M , but rather that it is dense in the interval (0, t). We work in the
context that P is dense for ease of presentation.
Lemma 5.5. The measure µ is ∅-definable.
Proof. Let R ⊆ M ×Mn be ∅-definable. We may assume that for each c ∈ Mn
that R(x, c) ⊆ (0, t). Using Lemma 3.1, we find ∅-definable functions a0, . . . am
such that for each c ∈ Mn, 0 ≤ a0(c) ≤ . . . ≤ am(c) ≤ t and for i ∈ {1, . . .m},
[ai−1(c), ai(c)] ∩ R(x, c) is either small or co-small. Denote this set as Ri(x, c).
Recall that for each i the collection of c ∈Mn such that [ai−1(c), ai(c)] ∩R(x, c) is
co-small is ∅-definable. Notice then that µ(R(x, c)) =
∑m
i=1 δi(c) st(ai(c)−ai−1(c)),
where
δi(c) =
{
0 if Ri(x, c) is small
1 if Ri(x, c) is co-small
Let Sc = {i ∈ {1, . . .m} : δi = 1}. Notice that the equivalence relation of
c ≡ c′ ⇔ Sc = Sc′ is ∅-definable. For ease of notation, we now assume there is one
equivalence class and set Sc = S. Then for each c ∈Mn,
µ(R(x, c)) =
∑
i∈S
st(ai(c)− ai−1(c)) = st
(∑
i∈S
ai(c)− ai−1(c)
)
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Now let a real number ǫ > 0 be given. Choose k ∈ N such that 1
k
< ǫ2 . Now for
j ∈ 1, . . . , k, set
Bj = {c ∈M
n :
∑
i∈S
(ai(c)− ai−1(c)) ∈ [
j − 1
k
t,
j
k
t]}
Notice now that if c ∈ Bj , then µ(R(x, c)) ∈ [
j−1
k
, j
k
]. Thus if c, c′ ∈ Bj , we have
that |µ(R(x, c)) − µ(R(x, c′))| < ǫ, and therefore µ is ∅-definable.

Lemma 5.6. The measure µ is finitely satisfiable.
Proof. Let N ≻ M and set ν as µ|N , the definable extension of µ to N . Let
S = ϕ(N, a) for some ϕ ∈ LP and a ∈ Nn. Suppose that ν(S) > 0. Furthermore,
we may reduce to the case that S ⊆ (0, t)N . Again using Lemma 3.1, there are
M -definable functions a0, . . . , am such that for each c ∈ Nn, 0 ≤ a0(c) ≤ . . . ≤
am(c) ≤ t, and for each i ∈ {1, . . .m}, [ai−1(c), ai(c)]N ∩ ϕ(N, c) is either small or
co-small. As ν(S) > 0, for at least one such i this intersection is co-small. Thus we
may reduce to the case that S is co-small. Suppose now for sake of contradiction
that S ∩M = ∅. Then M is small, as M ⊆ (N \ S). Therefore there is an a-
definable function f : N ℓ → N such that M ⊆ f(P (N))ℓ. Arguing similarly using
dclL-dimension as in the conclusion of Theorem 3.5, we reach a contradiction.

To complete showing the non-distality, it remains to show that µ is non-smooth.
In the following result, similarly to as in Section 3, we use (a, b)M = {x ∈M : a <
x < b} to denote the interval (a, b) as a definable subset of M .
Theorem 5.7. The measure µ is non-smooth.
Proof. Let N  M be |M |+-saturated. By saturation of N and the smallness of
P (N), there is b ∈ N that is L-definably independent from M ∪ P (N). Thus for
every M -definable f : N ℓ → N , b 6∈ f(P (N)ℓ). Furthermore, even (b + P (N)) ∩
f(P (N)ℓ)) = ∅, as otherwise b ∈ f(P (N)ℓ) \ P (N).
Let S ⊆ N be M -definable. Suppose that S ⊆ b + P (N). As S is M -definable,
either S = ∅ or there is a ∈ M ∩ S. In the second case a ∈ S which is a subset
of b+ P (N). This is a contradiction, as then b+ P (N) intersects the image of the
constant function x 7→ a. Therefore S ∩M = ∅, and µ(S) = 0.
Now consider the case that b + P (N) ⊆ S for some M -definable set S. By
Lemma 3.1, there are a0, . . . am ∈ M ∪ {±∞} such that for each i ∈ {0, . . . ,m},
−∞ ≤ a0 ≤ . . . ≤ am ≤ ∞ and S ∩ [ai−1, . . . ai] is either small or co-small. Now
since µ concentrates on (0, t), by localizing to (b+ P (N)) ∩ (0, t) and S ∩ (0, t), we
may assume that 0 ≤ a0 ≤ . . . ≤ am = t. Suppose that for some i ∈ {1, . . .m} that
S ∩ [ai−1, ai] is small. By density of P (N), (b + P (N)) ∩ (S ∩ [ai−1, ai]) 6= ∅. As
S∩ [ai−1, ai] is small and intersects b+P (N), this contradicts the choice of b. Thus
for each i ∈ {1, . . .m}, S ∩ [ai−1, ai] is co-small. Therefore µ(S) = 1.
We have now shown that if S is anM -definable set, then µ(S) = 0 if S ⊆ b+P (N)
and µ(S) = 1 if b + P (N) ⊆ S. Therefore by Theorem 5.2, for any r ∈ (0, 1) there
is ν, an extension of µ to N , such that ν(b + P (N)) = r. Thus µ is non-smooth.

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This gives another proof of Theorem 5.2 from [7]. We consider this proof “geo-
metric” in that it relies only on the decomposition theorems for definable sets and
properties of smallness in the expansions studied in [10].
6. Structural Lemmas
We shall now establish our context for the remaining sections, which focus on
dense pairs of ordered vector spaces. Fix an ordered field F . Then let TOV S be
the theory of ordered F -vector spaces in language L = {+, <, 0, 1, (x 7→ αx)}α∈F .
The theory TOV S then states that 1 is a distinguished positive element, + and <
are addition and the ordering, and for each α ∈ F , the symbol α is interpreted as
scalar multiplication by that constant.
Let M = (M ; +, <, 0, 1, (x 7→ αx)α∈F ) |= TOV S . Then consider a proper dense L-
substructure Q ofM. As TOV S admits elimination of quantifiers, this substructure
is elementary. Therefore by [4], the L ∪ {Q}-structure on (M,Q) that interprets
Q as substructure membership determines a complete theory independent of the
choice of Q.
We do not work precisely in that structure on (M,Q), but rather in a substructure
of (M,Q)eq. In particular, we work in the two sorts of M and M/Q, the sort of
the F -vector space quotient ofM by Q. Let L⋆ = L∪{Q, π,+Q, (x 7→ αQx)αQ∈F },
where π : M →M/Q is the F -linear quotient map, +Q is the induced addition on
M/Q, and each αQ is multiplication by αQ onM/Q. Then let TPOV S be the theory
of the L⋆-structure (M,M/Q; +, <, 0, 1, (x 7→ αx)α∈F , Q, π,+Q, (x 7→ αQx)αQ∈F ).
Throughout we shall refer to the first sort as the home sort, and the second sort
as the quotient sort. This raises no confusion for models of TPOV S , however for an
arbitrary L⋆-structure S = (S, S/Q; . . .), it need not be the case that S/Q is the
quotient of S by the substructure picked out by Q.
Notationally, for this section onward, we make a distinction between x ∈ Q and
x ∈ Q(M). The first is to be taken as new notation for the L⋆-formula Q(x), while
the second states that M |= Q(x). This second notation is thoroughly used when
considering elementary extensions of models of TPOV S later.
Theorem 6.1. The theory TPOV S admits elimination of quantifiers in language
L⋆.
Proof. Let M,N |= TPOV S , where N is |M |+-saturated. Consider a substructure
S = (S, S/Q, . . .) ⊆ M with ι = (ι1, ι2) : (S, S/Q) → (N,N/Q) an L⋆-embedding.
To establish elimination of quantifiers, it suffices to show that there there is an
L⋆-embedding ι′ = (ι′1, ι
′
2) : (M,M/Q) → (N,N/Q) extending ι. We now proceed
with the following two cases.
Case 1. For any h ∈M \S with π(h) ∈ S/Q, there is an extension (ι′1, ι
′
2) of (ι1, ι2)
such that h ∈ dom(ι′1).
Proof of Case 1. Let h ∈ M \ S be such that π(h) ∈ S/Q. Denote π(h) by c. We
seek to find an L⋆-embedding ι′ extending ι such that h ∈ dom(ι′1). Let p(x) be the
partial type of <-formulas satisfied by h with parameters from S. Then let ι(p) be
the collection of all formulas ϕ(x, ι(c)) where ϕ(x, c) ∈ p(x). Now ι(p) is a partial
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type with parameters from N . Notice that π−1(ι2(c)) is dense in N . Therefore
ι(p) ∪ {π(x) = ι2(c)} is finitely satisfiable, and thus by saturation of N is realized
by some k ∈ N . Let S〈h〉 be the L⋆-substructure of M generated by S and h. Set
ι′1 : S〈h〉 → N as the F -linear map determined by ι1 along with ι
′
1(h) = k. By
choice of k, < is preserved by ι1. As the predicate Q is an F -linear subspace, Q is
preserved by ι′1 also. Now π(ι
′
1(h)) = ι2(π(h)) as k was chosen within π
−1(ι2(c)).
As no new members of S/Q were added, both +Q and each αQ are also preserved.
Therefore (ι′1, ι2) : (S〈h〉, S/Q)→ (N,N/Q) is an L
⋆-embedding.

Case 2. Suppose π(S) = S/Q. Then there is an extension (ι′1, ι
′
2) of (ι1, ι2) such
that dom(ι′2) =M/Q.
Proof of Case 2. Notice that ι2 : S/Q → N/Q is an F -linear map. Applying
quantifier elimination for F -vector spaces (see [9, p. 383]), we get ι′2 :M/Q→ N/Q
an F -linear embedding. Therefore as no new elements of the home sort have been
added, (ι1, ι
′
2) : (S,M/Q)→ (N,N/Q) preserves all L
⋆-symbols except possibly for
π. As π(S) = S/Q, dom(ι2) \ (S/Q) is disjoint from π(S), so π(ι1(v)) = ι2(π(v))
for each v ∈ S.

Using Case 1 as necessary, we may assume that π(S) = S/Q. Then by Case 2,
we may assume S/Q = M/Q. Then by further use of Case 1, we get the desired
L⋆-embedding (ι′1, ι
′
2) :M→N extending (ι, ι
′).

Remark. Notice that as the extension on the quotient sort relies only on the F -
vector space structure, the quotient sort of any model of TPOV S is a pure F -vector
space.
Definition 6.2. Let M |= TPOV S , and let S be a non-empty definable subset of
M . We say S ⊆ M is a near-interval if there are a, b ∈ M ∪ {−∞,∞}, a finite
C ⊆ M/Q, and j ∈ {−1, 1}, such that S = (a, b) ∩ π−1((M/Q) \ C) if j = −1 and
S = (a, b)∩π−1(C) if j = 1. When j = −1 we call the near-interval large, and when
j = 1 we call it small. Notationally, we write (a, b) ∩ π−1(Cj) for a near-interval.
Remark. First we notice that the usage of large and small agrees with the notion
of π−1(0)-large and small. Notice that the complement of a near-interval is a finite
union of near-intervals and points, and that the intersection of two near-intervals
is itself a near-interval. Also, by taking C = {π(1)}, a = −∞, and b = ∞ we see
that Q(M) is a small near-interval.
Lemma 6.3. Let M |= TPOV S , and S ⊆ M be definable. Then S is a disjoint
union of a finite set and finitely many disjoint near-intervals.
Proof. As TPOV S admits quantifier elimination, we may restrict to sets defined by
quantifier-free formulas. We shall call a formula basic if it is of the form t(x) = 0,
t(x) > 0, t(x) ∈ Q, or t(x) 6∈ Q, where t(x) is some L-term. Now, any atomic
formula with variables from the home sort is equivalent to a disjunction of basic
formulas. Furthremore, this is also true of the negations of atomic formulas. There-
fore, by passing to conjunctive normal form, any quantifier free formula ϕ(x) may
be written as
∧
ψi(x) where each ψi(x) is a disjunction of basic formulas.
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Note that a unary L-term with parameters from M is of the form t(x) = ax+ b
for some a ∈ F and b ∈ M . Furthermore, as the reduct of M to L is o-minimal,
formulas of the form t(x) = 0 and t(x) > 0 define finite unions of points and
intervals. Now consider a formula of the form ax + b ∈ Q. This is equivalent to
x ∈ (−1/a)b + Q, which isolates a single coset of the predicate Q(M). Similarly
ax+ b 6∈ Q isolates the complement of the coset (−1/a)b+Q(M).
Notice that we may write each ψi(x) as ϕ1(x) ∨ ϕ2(x) where ϕ1(x) is an L-
formula, and ϕ2(x) is a (+, (x 7→ αx)α∈F , Q)-formula, but not an L-formula. The
first defines a finite union of points and intervals in M . For the second, we consider
a term t(x) appearing in ϕ2(x). This term occurs either as t(x) ∈ Q or t(x) 6∈ Q.
The first defines a single coset, the other the complement of that coset. The union
of such sets will be either a finite union of cosets, the complement of a single coset,
or all of M . Therefore ϕ2(x) isolates a set of that form, and ϕ1(x) ∨ ϕ2(x) is a
finite union of points, intervals, and a single near-interval. Continuing thus, by
enumerating these finitely many points and the endpoints of each interval, there
is a partition −∞ = a0 < . . . < an = ∞ such that for each j ∈ {0, . . . , n − 1},
ψi((aj , aj+1) is either empty or a near-interval.
We now consider
∧
ψi(x). For each i, let −∞ = ai,0 < . . . < ai,ni = ∞ be
a partition as in the previous paragraph. Interleaving each of these finitely many
partitions gives a partition −∞ = a0 < a1 < . . . < aN = ∞ of M such that for
each i and each j ∈ {0, . . . , N−1}, ψi((aj , aj+1)) is either empty, or a near-interval.
Thus on S ∩ (aj , aj+1) is either empty or a finite intersection of near-intervals,
which is itself a near-interval. The result now follows, as away from the finite set
{a1, . . . , aN−1},
∧
ψi(M) is a finite union of near-intervals.

As we now understand the structure of unary subsets of the home sort, we may
make the following definition.
Definition 6.4. LetM |= TPOV S and S ⊆M be definable. Then Sno = {x ∈M :
∃ǫ ∈ M>0(x − ǫ, x + ǫ) ∩ S is a near-interval}. We then set the near-interior of S
to be the intersection Sno ∩ S, and the near-frontier to be S \ Sno.
Lemma 6.5. Let M |= TPOV S and S ⊆ M be definable, then both Sno and the
near-interior of S are also definable.
Proof. It remains to show that the property of (x − ǫ, x + ǫ) ∩ S being a near-
interval is definable. By Lemma 6.3, for any a, b ∈ M , (a, b) ∩ S is a finite union
of points and near-intervals. Therefore (a, b) ∩ S is a near-interval if and only if
(a, b) ∩ S = (a, b) ∩ π−1 (π ((a, b) ∩ S)).

Remark. Notice that Sno is always open. Now an open set is a union of basic open
sets, which are open intervals. By Theorem 6.3, we notice then that Sno is, in fact,
a union of finitely many intervals. Furthermore, the endpoints of those intervals
give a definable partition of the near-interior of S into near-intervals.
7. Distal Expansion
Fix M |= TPOV S . We seek an expansion of M whose theory is distal. In [7],
the non-distality was witnessed by an indiscernible sequence (ai)i∈I1+(c)+I2 , where
I1 and I2 are infinite linear orders without endpoints, (ai)i∈I1+I2 was indiscernible
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over some parameter b, but the full sequence was not. This construction yielded
that (ai)i∈I1+I2 avoided the coset b+Q(M), but ac fell into said coset.
To avoid such sequences, we add a predicate ≺ such that (M/Q; +Q,≺, (x 7→
αQx))αQ∈F is a densely ordered F -vector space. We shall consider M as an
L⋆ ∪ {≺}-structure, as an L-structure. And consider M/Q as an Lq = {+Q,≺
, (x 7→ αQx)αQ∈F }-structure. By 0Q, we mean the zero element in the quotient
sort.
Theorem 7.1. The L⋆ ∪ {≺}-theory of M admits elimination of quantifiers.
Proof. This is similar to Theorem 6.1, except we use quantifier elimination for
ordered F -vector spaces instead of just F -vector spaces in Case 2.

Lemma 7.2. Let p(x) be an L⋆∪{≺}-type overM . Then there is an L-type p′(x),
and an Lq-type q(x) such that p′(x) ∪ q(π(x)) ⊢ p(x). Moreover q(π(x)) is over
M/Q.
Proof. By quantifier elimination, it is enough to consider quantifier-free formulas.
As p(x) is a complete type, we may further restrict to atomic formulas. Let ϕ(x, b) =
ϕ(x1, . . . , xm, b1, . . . , bn) ∈ p be an atomic formula. Then we may assume it is of
the form t(x, b) = 0, t(x, b) > 0, t(x, b) ∈ Q, t(x, b) ≻ 0, or t(x, b) = 0Q, where
t(x, y) is an appropriately chosen L⋆ ∪ {≺}-term.
Let us first consider t(x, b) = 0, t(x, b) > 0, and t(x, b) ∈ Q. In these, each
variable xi must vary over the home sort and b ∈ Mn. The first two then are
L-formulas, while the third is equivalent to π(t(x, b)) ∈ Q. As π is F -linear, we
may find a Lq-term t′ such that t′(π(x), π(b)) = 0Q if and only if π(t(x, b)) ∈ Q,
which gives the desired Lq-formula.
Now the cases of t(x, b) ≻ 0Q and t(x, b) = 0Q remain. Here x need not neces-
sarily vary over Mm, but any occurrence of a variable in the home sort must occur
within an instance of π. Furthermore, each instance of π in t(x, b) is of the form
π(t′(x, b)) for some L-term t′(x, b). As such a term is an F -affine function, and
π is an F -linear homomorphism, we may distribute π over t′. This then gives an
F -affine function over M/Q. Replacing each such subterm with variables from the
home sort, we may now assume that x varies over (M/Q)m and b ∈ (M/Q)n. Then
t(x, b) ≻ 0Q and t(x, b) = 0Q are Lq-formulas.

Theorem 7.3. The L⋆ ∪ {≺}-theory of M is distal.
Proof. Recall that we need only check sequences within a single sort. We first note
that as the structure onM/Q is that of an ordered F -vector space, any indiscernible
sequence in M/Q is distal. We now consider sequences in the home sort.
Let I1 and I2 be infinite linear orders without endpoints and (c) a one element
linear order disjoint from I1 and I2. Let b ∈M . Suppose that (ai)i∈I1+(c)+I2 is an
indiscernible sequence in M (it suffices to check unary sequences), and (ai)i∈I1+I2
is b-indiscernible. We then notice that the L-structure on M is that of an ordered
F -vector space, and thus is distal. Therefore (ai)i∈I1+(c)+I2 is L-b-indiscernible.
Now, the Lq-structure onM/Q is that of an ordered F -vector space, which is distal.
Therefore the sequence (π(ai))i∈I1+(c)+I2 is π(b)-indiscernible. By Lemma 7.2, this
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is enough to guarantee that the sequence (ai)i∈I1+(c)+I2 is L
⋆ ∪ {≺}-indiscernible
over b. Therefore the L⋆ ∪ {≺}-theory of M is distal. 
8. Elimination of Imaginaries
We now give a weak elimination of imaginaries for models of TPOV S . This result
was originally sought to try to provide a negative answer to Question 2 from the
introduction, but it is now provided to show the essential uniqueness of the approach
in Section 7, as long as one restricts to adding structure to quotient sorts.
Definition 8.1. We say T weakly eliminates imaginaries if for each ∅-definable
equivalence relation E(x, y) and each modelM of T , there is some L-formula ϕ(x, z)
such that for each a ∈ M there is a finite set Xa such that E(a,M) = ϕ(M, b) for
each b ∈ Xa, and for c 6∈ Xa, E(a,M) 6= ϕ(M, c).
We further say that this elimination is uniform if there is an L-formula ψ(x, z)
such that Xa = ψ(a,M) for each a.
Definition 8.2. In a modelM of T , we say a b-definable set S = ϕ(M, b) is weakly
coded if there is a finite Yb ⊆ M and an L-formula ψ(x, y) such that ψ(M, c) =
ϕ(M, b) if and only if c ∈ Yb. We say this coding is uniform if there is an L-formula
χ(y, z) such that for any b′ ∈ M , the set Yb′ = χ(M, b′) is finite and weakly codes
ϕ(M, b′) via ψ(x, y).
Remark. Notice that in both previous definitions, uniformity allows us to check
in a single model, and not in an arbitrary model of T . This is of particular use in
Lemma 8.4.
We note the following equivalence.
Lemma 8.3. The theory T (uniformly) weakly eliminates imaginaries if and only
if for each M |= T , M (uniformly) weakly codes all definable subsets.
Proof. The forward direction comes from setting aEb iff ϕ(M,a) = ϕ(M, b). The
reverse comes from (uniformly) weakly coding the family E(M,a).

We now establish a useful result to demonstrate the existence of weak codes. This
lemma in proof and statement follows Lemma 14 of [6].
Lemma 8.4. Let M be a |T |+-saturated model of T . Assume:
(1) M has two ∅-definable constants.
(2) For each sort s, each subset of Ms is uniformly weakly coded
(3) For each tuple s = (s1, . . . , sn) of sorts and definable R ⊆ Ms, if R(a) is
finite for each a ∈Ms1 , then R is uniformly weakly coded.
Then M uniformly weakly codes all definable subsets.
Proof. Let S ⊆ Ms be b-definable, where s = (s1, . . . , sn) is an n-tuple of sorts.
We proceed by induction on n. The case n = 1 is true by (2). For each a ∈
Ms1 , the fiber S(a) may be uniformly weakly coded by the induction hypothesis.
Thus there is an Lb-formula ψa(x, y, z), a finite tuple of sorts sa, and a finite set
Xa ⊆ Msa , such that ψa(M, c, a) = S(a) if and only if c ∈ Xa. By the uniformity
Xa = ϕa(M,a) for some Lb-formula ϕa(y, z). As M is |T |+ saturated, there are Lb
formulas ψ1(x, y, z), . . . ψn(x, y, z) with y varying over a single tuple of sorts, along
with ϕ1(y, z), . . . , ϕn(y, z) such that for each a ∈M , there are 1 ≤ i, j ≤ n such that
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ψi(x, y, z) and ϕj(y, z) witness the uniform weak coding of S(a). Now using the
two ∅-definable constants, we may reduce to the case of single formulas ψ(x, y, z)
and ϕ(y, z). Now for each a ∈ Ms1 , ϕ(M,a) = Xa is finite. By assumption (3),
the b-definable relation ϕ(M,M) can be uniformly uniquely coded as witnessed by
χ(y, z, w) and the finite b-definable set Y . Notice that χ(M,M, d) = ϕ(M,M) if
and only if d ∈ Y . Then (e, f) ∈ S if and only if ψ(f, c, e) holds for some c in Xa.
Now c ∈ Xa if and only if (c, a) ∈ ϕ(M,M), which holds if and only if χ(c, a, d)
holds for some d ∈ Y . Thus S is uniformly weakly coded, as the set Y uniquely
determines S, and is b-definable.

This section uses the same conventions as Section 6. We now show a uniform
weak elimination of imaginaries for models of TPOV S . While pursuing the results
in Section 7, we found it helpful to know what precisely the imaginary sorts are,
even though it was unnecessary for the main result. This can be considered as
showing that adding structure on the vector space quotient is essentially the only
way to get a distal expansion of TPOV S by expanding T
eq
POV S . We proceed now to
weakly eliminate imaginaries by establishing that the assumptions of Lemma 8.4
are satisfied.
Proposition 8.5. Let M |= TPOV S , and S ⊆ M be definable. Then S ⊆ M is
uniformly weakly coded.
Proof. By Lemma 6.3, we know that S is a disjoint union of a finite set and finitely
many near-intervals. We may assume that finitely many near-intervals form the
near-interior of S, which is definable by Lemma 6.5. Recall that then there are
n ≥ 0 and −∞ ≤ a0 < b0 ≤ . . . ≤ an < bn ≤ ∞, definable from S, such that the
near-interior of S is
⊔n
i=0 ((ai, bi) ∩ S). Therefore for each i ∈ {0, . . . n} there are
Ci ⊆fin M/Q and j(i) ∈ {−1, 1} such that (ai, bi) ∩ S = (ai, bi) ∩ π−1(C
j(i)
i ).
Let {s1, . . . , sm} enumerate the near-frontier of S in increasing order. Let Ceni be
the set of all enumerations of Ci. Then set Y = {(s1, . . . sm, a0, b0, c0, . . . , an, bn, cn) :
ci ∈ Ceni }. It is clear that from S we may determine the set Y . Any member of Y
then also determines S, as S is the unique set whose near-frontier is s1 < . . . < sn,
Sno =
⊔n
i=0(ai, bi), and π((ai, bi) ∩ S) = C
j(i)
i . 
Semi-uniform weak elimination of imaginaries, a weaker notion than uniform
weak elimination, holds in F -vector spaces, and thus in the sort M/Q [9, p. 161].
However, a gluing argument using the ∅-definable constants in the home sort allows
us to make this elimination uniform. For more details, please see Lemma 4.4.5 of
[9].
Proposition 8.6. Let M |= TPOV S be |T |+-saturated, and let R(x, y, z) ⊆ M ×
Mn1 × (M/Q)n2 be ∅-definable. Let a ∈ M , and assume each fiber R(a, y, z) ⊆
Mn1 × (M/Q)n2 is finite. Then R is uniformly weakly coded.
We proceed now with a series of lemmas. Recalling the remark after definition 8.2,
we may assume that M is ℵ1-saturated.
Lemma 8.7. Let M and R be as in 8.6. Further assume that n2 = 0, that is
that R(a, y) lives purely in the home sort for each a ∈ M . Suppose that for each
definable partial function f : M → M , that gr(f) can be uniformly weakly coded.
Then R(x, y) ⊆M ×Mn1 can be uniformly weakly coded.
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Proof. By the saturation of M, we may take N ∈ N such that |R(a)| ≤ N for
each a ∈ M . Furthermore, assume that |R(a, y)| = N for some a ∈ M . For
i ∈ {1, . . .N} and j ∈ {1, . . . n1}, define the partial function fi,j(a) to be the j-th
entry in the i-th element of R(a, y) under the lexicographic order, when this exists.
By assumption, each fi,j can be uniformly weakly coded. However, the collection of
the fi,j is uniquely determine the relation R(x, y), as R(x, y) is the unique subset of
M ×Mn1 such that the j-the element of the i-th lexicographically ordered element
of the fiber above a is given by fi,j(a).

We now show that each partial function from M to M can be uniformly weakly
coded.
Lemma 8.8. Let S ⊆ M and f : S → M be definable. Then gr(f) can be
uniformly weakly coded.
Proof. In the case that S is finite, then gr(f) is finite, and can clearly be uniformly
weakly coded. Therefore we may assume that S contains a near-interval.
Now, TPOV S has no dense graphs by 5.9 in [2]. Therefore we may use the remark
following Lemma 16 in [6], which yields that gr(f) is a finite union of L-definable
functions. Each L-definable unary function is of the form x 7→ αx + b for some
α ∈ F and b ∈M . Therefore there are α1 < . . . < αn ∈ F and b1, . . . bm ∈M such
that for each x ∈ S, f(x) = αix+ bj for some i ∈ {1, . . . n} and j ∈ {1, . . .m}.
Let i ∈ {1, . . . n}. For x in the near-interior of S, we say x is an αi-point if there
is ǫ > 0 such that for all y ∈ (x− ǫ, x+ ǫ) ∩ S, f(y)− αiy = f(x)− αix. Let Si be
the collection of αi-points. Each non-empty Si is a finite union of near-intervals on
which f(x) − αix is constant bj for some j ∈ {1, . . .m}. Enumerate these distinct
constants as ci,1 < . . . < ci,ℓi . Set Ui,k be the subset of Si where f(x)−αix = ci,k.
Notice that Ui,k ∩ Ui′,k′ 6= ∅ only if i = i′ and k = k′.
We now claim that S \
⋃n
i=1 Si is finite. If not, there are a, b ∈ M such that
(a, b) ∩ S is a near-interval. Therefore there are i, j, such that {x ∈ (a, b) ∩ S :
f(x) = αix+ bj} is infinite. This then contains a near-interval, which is necessarily
a subset of Si, contradicting the choice of a and b.
For ease of notation, let us assume each Si is non-empty. In the case that one is
empty, we must be careful not to include it in the following. Now each Ui,k can be
uniformly weakly coded by Proposition 8.5. Notice that f is uniquely determined
by its values on the finite set S \
⋃n
i=1 Si along with the fact that f(x) = αix+ ci,k
on each Ui,k. Thus f can be uniformly weakly coded.

Now we conclude with proving Proposition 8.6.
Proof. In the previous lemmas, we uniformly weakly coded the projection ofR(x, y, z)
onto M × Mn1 . Now for each a ∈ M and b = (b1, . . . bn1) ∈ M
n1 , we know
that R(a, y, z) ⊆ Mn1 × (M/Q)n2 is finite. Thus R(a, b0, . . . , b, z) is a finite a-
definable set. We may assume that R(x, y, z) is quantifier-free definable. Further-
more, we may arrange the formula defining R(x, y, z) to be in disjunctive normal
form. Write this formula as ϕ(x, y, z) =
∨
ϕi(x, y, z), where (x, y) varies over
M1+n1 , z = (z1, . . . , zn2) varies over (M/Q)
n2 , and each ϕi(x, y, z) is a conjunction
of atomic formulas. As R(a, b) is finite for each (a, b) ∈ M1+n1 , we may further
assume that ϕi(a, b,M) ∩ ϕj(a, b,M) = ∅ for each i 6= j.
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Now R(a, y, z) is finite for each a ∈ M . As M/Q carries the structure of a
pure F -vector space, for each b ∈ Mn1 , R(a, b, z) is a finite union of affine F -
subspaces. Furthermore, each such affine F -subspace is 0-dimensional. Therefore,
if ϕi(a, b, z) is nonempty, it is a singleton. Considering the possible quantifier-
free L⋆-formulas, we then see that ϕi(a, b, z) can be written as L(π(a, b)) = z
for some F -linear function L. Thus for each a ∈ M there are F -linear functions
L1,a, . . . , Lma,a such that R(a, b, z) =
⋃
Li,a(b). As ϕ(x, y, z) is of finite length,
the collection of all the Li,a is finite. Thus there are L1, . . . , Lm such that for each
(a, b) ∈ M1+n1 and c ∈ R(a, b, z), there is i ∈ {1, . . .m} such that c = π(Li(a, b)).
Let i ∈ {1, . . . , n1}. Outside a finite subset of M1+n1 , the proofs of Lemmas 8.7
and 8.8 show that each bℓ is a linear function of a0. Thus, by substituting in these
linear functions, we may assume each Lj is a unary function. That is, that for each
(a, b) = (a, b0 . . . , bn1) ∈M
1+n1 and c ∈ R(a, b, z), that there is j ∈ {1, . . .m} such
that c = π(Lj(a)).
We now weakly code the relation R(x, y, z). For each S ⊆ {1, . . .m}, we may
determine whether R(a, b, z) = {π(Lj(a0)) : j ∈ S}. This gives a definable partition
of M1+n1 . Each piece of this partition can be uniformly weakly coded by Lemmas
8.7 and 8.8. Furthermore, the collections of functions used on each partition can be
uniformly weakly coded by adapting Lemma 8.8. This then gives a uniform weak
coding of the relation R(x, y, z).

We have now established the assumptions of Lemma 8.4 except in the case where
the sort s1 in (3) is the quotient sort. Given R ⊆M/Q×Mn1×(M/Q)n2 with R(a)
finite for each a ∈M/Q, define R̂ ⊆M×Mn1×(M/Q)n2 such that R̂(a) = R(π(a)).
Notice R̂(a) is finite for each a ∈ M , and thus can be uniformly weakly coded.
Notice then that R̂ uniquely determines R. Therefore the assumptions of Lemma
8.4 are met.
Corollary 8.9. Let M |= TPOV S . Every definable S ⊆ M can be uniformly
weakly coded. Therefore TPOV S uniformly weakly eliminates imaginaries.
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