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Ecologists often use indices or proxies to communicate complex ecological entities. 
Indices commonly known as thermal safety margin, habitat thermal quality and hours 
of restriction describe species’ vulnerability to climate change by comparing organisms’ 
thermal limits or preferences to available habitat temperatures. Ready access to 
temperature data, from global gridded datasets or limited in situ measurements, has 
made these indices popular for vulnerability assessments across taxonomic groups 
and regions. However, such coarse descriptions of thermal landscape mask the spatio-
temporal heterogeneity that organisms experience, compromising the value of these 
indices. Full understanding of how scale affects index estimates is lacking, leaving 
ecologists and conservation managers with little guidance for applying or interpreting 
indices. Here, we show that incomplete temperature sampling, in space or time, 
provides erroneous assessments of vulnerability. Gradually sub-sampling a long-term, 
fine-scale dataset of operative environmental temperature altered the index estimates 
for a lizard. Uncertainty associated with the selection of data increased with coarser 
scales, often leading to contrasting interpretations about the species’ vulnerability to 
climate change when different data subsets were used. Compressing the environmental 
temperature data into central or extreme tendencies, as traditionally done to compute 
these indices, further masked the thermal variation that animals exploit to buffer 
warming. We suggest the use of improved index formulations that better describe 
temperature availability at scales that are appropriate to the study organism.
Keywords: thermal heterogeneity, ectotherm, warming tolerance, climate change, 
thermal tolerance, micro-climate
Introduction
With evidence mounting of climate-induced changes in the distributions and 
phenologies of many species around the world (Scheffers et al. 2016, Pecl et al. 2017), 
effective conservation strategies rest on predicting which regions or species are most 
vulnerable to future climatic scenarios. Achieving this goal requires an understand-
ing of the climatic changes that are forecast (Garcia  et  al. 2014) and the key bio-
logical mechanisms mediating species’ responses to those changes (Urban et al. 2016). 
Rethinking the scale and formulation of indices assessing 
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Thermal physiology is one such key mechanism. The criti-
cal thermal limits and optimal temperatures of organisms’ 
performance mediate how climate affects survival, growth, 
development, reproduction and movement (Angilletta 2009). 
Individual-based models with thermal physiology underpin-
nings have informed predictions of extinction risk for well-
studied species (Kearney and Porter 2009). Alternatively, 
simpler quantitative indices, comparing organisms’ ther-
mal requirements to average habitat temperatures, have 
served as proxies for species’ vulnerability to climate change 
(Helmuth  et  al. 2014, Stephens  et  al. 2015). Given their 
lower data requirements, such indices have been extensively 
used to assess species’ vulnerability (Deutsch  et  al. 2008, 
Huey et al. 2009) and extinction probability (Sinervo et al. 
2010) globally.
Three indices, in particular, have become popular (Table 1) 
and are frequently applied in assessments of species’ vulner-
ability to warming scenarios. The first two indices measure 
the mismatches between available temperatures and organ-
isms’ thermal performance. The thermal safety margin 
(Deutsch  et  al. 2008, Huey  et  al. 2009; hereafter ‘safety 
margin’), measures how available temperatures differ from 
organisms’ temperature tolerance limits. Positive values 
indicate that there is still a margin (on a temperature scale) 
buffering the animal from reaching its critical thermal maxi-
mum limit, whereas negative values mean that this limit has 
already been surpassed. Habitat thermal quality (Hertz et al. 
1993, Deutsch  et  al. 2008; hereafter ‘habitat quality’) 
describes the departure of habitat temperatures from the 
temperature at which organismal performance is optimal. 
In its most popular formulation, using mean habitat tem-
perature (Deutsch  et  al. 2008), habitat quality is close to 
zero for animals living in habitats with suitable temperatures, 
reflecting high thermal quality. Negative values in warmer 
habitats suggest that further warming might affect organ-
ism performance, whereas positive values in cooler habi-
tats indicate lower vulnerability (Deutsch et al. 2008). The 
third index, hours of restriction, measures the length of time 
when available habitat temperatures are outside the opti-
mal body temperature range (Grant and Dunham 1988, 
Sinervo et al. 2010).
Common to these three indices is the requirement to 
describe the thermal landscape available to organisms. 
Typically, such descriptions rely on environmental temper-
ature data either retrieved from easily accessible datasets or 
collected in situ, and summarised using statistical measures 
such as the mean or maximum. Two key factors influence 
the realism of these descriptions and, in consequence, of the 
index estimates. The first factor is the scale of the tempera-
ture data. To maintain optimal body temperatures, ectother-
mic animals generally shuttle between warmer and cooler 
micro-sites and adjust their patterns of activity to daily and 
seasonal temperature fluctuations, thereby relying on the spa-
tio-temporal variation in habitat temperature (Huey 1991, 
Adolph and Porter 1993). Capturing this thermal hetero-
geneity requires data sampled at scales matching the body 
size, dispersal ability, life-cycle and other traits that determine 
how the organism perceives the environment (Levin 1991, 
Helmuth et al. 2010, Kearney et al. 2012, Potter et al. 2013). 
However, the global climate datasets that are commonly used 
in vulnerability assessments have typical spatial grid lengths 
that are orders of magnitude larger than the study organ-
isms (Potter et al. 2013), and temporal resolutions that over-
look fluctuations across their life-stages or activity periods 
(Helmuth et  al. 2010, Dillon et  al. 2016). In turn, in situ 
sampling of operative environmental temperature data (Te), 
Table 1. Indices of organism vulnerability to warming used in the literature. The most commonly used indices are based on habitat tempera-
ture data summarised across space and/or time (‘conventional indices’). To consider habitat temperature composition, the same indices can 
be calculated with reference to the full distribution of temperature values (‘alternative indices’). ‘Available temperature’ in the definitions 
can refer to environmental temperatures, operative environmental temperatures or field body temperatures. The organism’s upper thermal 
limit, above which performance reaches critical levels, is commonly represented by the Critical Thermal Maximum (CTmax). The organism’s 
optimal temperature, at which performance is optimised, is commonly quantified using the organism’s preferred body temperatures (Tpref). 
The index names and formulations used in this study were those found in the original index formulations or those more commonly found in 
literature. We cite the studies introducing each index as well as further examples of index applications.
Vulnerability indices
Conventional indices: temperature summary across 
space and time 
Alternative indices: temperature composition across 
space and time




Difference between the organism’s upper thermal limit 
and the mean, median or a high quantile of the 
distribution of available temperatures (°C) 
(Deutsch et al. 2008, Sunday et al. 2014, 
Pincebourde and Casas 2015).
Proportion of available temperature distribution 
above the organism’s upper thermal limit (%) 
(Tracy and Christian 1986, Grant and Dunham 
1988, Huey et al. 1989, Van Damme et al. 1989, 
Pincebourde and Suppo 2016).
Habitat quality (also called 
thermal safety margin; 
Deutsch et al. 2008)
Difference between the organism’s optimal 
temperature and the mean, median or a quantile of 
the distribution of available temperatures (°C) 
(Hertz et al. 1993, Deutsch et al. 2008, Huey et al. 
2009, Clusella-Trullas et al. 2011).
Proportion of available temperature distribution 
above or outside the organism’s optimal 
temperature range (%) (Van Damme et al. 1989, 
Hertz et al. 1993, Stellatelli et al. 2013, Schreuder 
and Clusella-Trullas 2017).
Hours of restriction Cumulative hours when the mean of available 
temperatures is above or outside the optimal 
temperature range (hours) (Sinervo et al. 2010, 
Ceia-Hasse et al. 2014, Andrango et al. 2016).
Cumulative hours when a given % of available 
temperatures across space are above or outside 
the organism’s optimal temperature range (hours) 
(Grant and Dunham 1988, Huey et al. 1989, 
Grant 1990, Kubisch et al. 2016).
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using physical models of organisms fitted with temperature 
sensors (Bakken and Gates 1975), often suffers from lack of 
temporal or spatial replication (Dzialowski 2005, Bakken 
and Angilletta 2014).
A few studies have shown the difference in vulnerability 
index estimates based on temperature data from either in situ 
measurements or macro-climate datasets (Morley et al. 2012, 
Andrew et al. 2013, Catenazzi et al. 2014, Pincebourde and 
Casas 2015), and from either monthly or hourly datasets 
(Sheldon and Dillon 2016). However, to our knowledge, no 
study has yet addressed the effect of the scale of temperature 
data on vulnerability indices in a comprehensive manner, nor 
explored the combined effect of spatial and temporal scales. 
Ecologists thus have little guidance for selecting appropri-
ate study scales and interpreting vulnerability estimates, 
while conservation managers and policy makers might be 
misguided by erroneous assessments.
The second factor affecting the robustness of thermal 
descriptions is the method used to summarise the environ-
mental temperature data for input in the index formula. 
Early studies of thermal constraints on ectotherm activ-
ity and home range use have shown that thermoregulation 
costs and benefits depend not only on averages or ranges of 
available operative temperatures, but they relate directly to 
the actual distribution of available operative temperatures 
(DeWitt 1967, Huey and Slatkin 1976, Tracy and Christian 
1986, Grant and Dunham 1988, Grant 1990). Whether 
using vulnerability indices or other tools such as species dis-
tribution models, climate change biologists have thus often 
emphasised the need to move from coarsely resolved mean 
temperatures to temperature variability sampled at ecologi-
cally relevant scales (Potter et al. 2013, Helmuth et al. 2014, 
Scheffers et al. 2014, Storlie et al. 2014, Pincebourde et al. 
2016, Sheldon and Dillon 2016). Nevertheless, the most 
frequent vulnerability index formulations use summary 
statistics that compress temperature measurements into 
one single value (hereafter ‘conventional indices’; Table 1). 
By contrast, alternative formulations considering the full 
information on available habitat temperatures (‘alternative 
indices’; Table 1) are seldom applied.
The original habitat quality proposed by Hertz and col-
leagues (1993) computed the mean of the absolute deviations 
of each single temperature measurement from the species’ 
optimal temperature range, rather than relying on mean tem-
perature as commonly done. They also noted that alternative, 
non-parametric indices (Tracy and Christian 1986, Grant 
and Dunham 1988, Van Damme  et  al. 1989) could make 
full use of habitat temperature distributions. Rather than 
compressing the data into a single value, alternative indi-
ces (Table 1) compute the proportions of measurements of 
available Te falling above or outside the organism’s optimal 
temperatures or critical upper limits (Tracy and Christian 
1986, Grant and Dunham 1988, Huey  et  al. 1989, Van 
Damme et al. 1989). Although it is the parametric versions 
of habitat quality and safety margin that have become most 
popular in literature, recent years have seen increased use of 
proportions to estimate both indices (Stellatelli et al. 2013, 
Pincebourde and Suppo 2016, Sheldon and Dillon 2016, 
Schreuder and Clusella-Trullas 2017). In turn, the definition 
of hours of restriction was originally based on proportions 
(Grant and Dunham 1988, Grant 1990), but its most 
popular application uses average temperatures across space 
(Sinervo et al. 2010, Clusella-Trullas and Chown 2011).
Here, we use a long-term fine-scale Te dataset to explore 
how estimates of species’ vulnerability to warming vary 
depending on the two factors above: temperature sampling 
scale and index formulation. We gradually sub-sampled from 
our environmental temperature dataset, in either time or 
space, and compared estimates of safety margin, habitat qual-
ity and hours of restriction across scales and for both types of 
index formulation (conventional and alternative). Our results 
suggested that the common practice of describing thermal 
landscapes at coarse scales and compressing the tempera-
ture data across micro-habitats or time produces erroneous 
assessments of vulnerability. As guidance for index users, we 
discuss the species traits and types of landscape where such 
practice likely leads to larger errors when estimating species’ 
vulnerability.
Material and methods
Operative environmental temperature data
We used a five-year dataset of operative environmental 
temperatures (Te) recorded in the Hottentots-Holland 
Nature Reserve, in the Western Cape province of South 
Africa (34°02ʹ53.9ʺS, 19°00ʹ37.3ʺE). The reserve lies in a 
mountainous region with shrub and heath fynbos vegetation, 
and has a temperate coastal, warm-summer Mediterranean 
climate. The data were recorded on a rock outcrop 
(approximately 200 m2) in Landdroskop, where rock-
dwelling species such as Cordylus oelofseni (Mouton and Van 
Wyk 1990) are known to occur. Cordylus oelofseni is a small 
(~8 g) diurnal heliotherm lizard for which thermal biology 
information is available (Clusella-Trullas et al. 2007, 2009).
The Te data were collected using 26 copper replicas of 
C. oelofseni, painted to match its skin reflectance and fitted 
with a thermocouple inside (Bakken and Gates 1975, 
Clusella-Trullas et al. 2009), and an additional two thermo-
couples inserted in rock crevices (hereafter all called ‘models’). 
In total, we thus recorded Te using 28 models across the 
landscape. The thermocouples were built in-house, calibrated 
before use and inspected during regular visits to the site. 
The thermal time constant of the copper replicas was 1.47 ± 
0.03 min–1 (n = 25; Clusella-Trullas et al. 2009). The mod-
els were connected to a data logger (Campbell Scientific 
CR1000), situated in a container that formed part of a 
standard weather station, and placed in sites around it. In 
each quadrant of a ~100 m diameter circle centred around 
the data logger, we selected locations representative of the 
type of micro-sites that C. oelofseni individuals are known to 
utilise. In each quadrant we also ensured that the micro-sites 
1027
covered different classes of a number of key local features 
(Supplementary material Appendix 1 Table A1): exposure 
to the sun (full sun, partly sun, shade, sheltered in crev-
ices), exposure to the wind (exposed, partly exposed or shel-
tered), substrate (rock, ground, vegetation), slope (vertical, 
horizontal) and orientation. We collected data every five 
minutes from 8 February 2011 to 29 February 2016, and 
used the data between 06:00 and 20:00 during the summer 
months (December, January, February), when the animals are 
active while also encountering large thermal variation. We 
removed extreme outliers likely reflecting malfunctioning of 
the temperature loggers (1% of the data; see Supplementary 
material Appendix 1 Text A1 for the criteria used for data 
cleaning).
Data sub-sampling
To assess the effects of under-sampling Te on estimates of 
climate change vulnerability, we sub-sampled the full dataset 
to produce subsets simulating scenarios of decreasing tem-
poral extent, temporal resolution or spatial resolution. Our 
subsets thus had decreasing sample sizes with coarser scales, 
while following systematic sampling designs. First, we gradu-
ally reduced the sampling period from the original five years 
to five minutes, encompassing 59 scenarios (‘temporal extent’ 
simulation; see Supplementary material Appendix 1 Table A2–
A5 for a list of the scenarios considered in each simulation). 
Second, we gradually reduced the sampling frequency from 
every five minutes to once every five years, again covering 59 
scenarios (‘temporal resolution’). Third, to sub-sample the Te 
data spatially, we gradually reduced the number of models 
deployed across the study area from 28 models to one model, 
randomly selected across space (‘spatial resolution, random 
selection’). Fourth, we considered scenarios with decreasing 
numbers of models but this time selected in a manner that 
ensured representation of diverse micro-climates (‘spatial 
resolution, representative selection’). All temporal and spatial 
scenarios were bootstrapped by sub-sampling 1000 times 
with replacement.
To describe the distributions of operative environmental 
temperature across temporal and spatial sub-sampling sce-
narios for each simulation, we computed the mode, skewness 
(adjusted Fisher–Pearson standardised moment coefficient) 
and kurtosis (moment method). For the distributions of 
daily maximum Te, used to compute safety margin, we used 
generalised extreme value (GEV) analysis. GEV distribu-
tions are useful to describe extreme temperature distributions 
that depart from normality (Wang  et  al. 2013, Kingsolver 
and Buckley 2017). The parameters of location, scale and 
shape indicate the position, breadth and tail heaviness of the 
curve, respectively. With the ‘evd’ package in R (Stephenson 
2002), we fit GEV distributions using probability weighted 
movement.
Finally, we assessed the simultaneous effect of spatial and 
temporal scales on conventional safety margin estimates. 
We generated scenarios reflecting all possible combinations 
of increasingly coarser temporal resolutions (from every five 
minutes to every five years) and spatial resolutions (from 
28 models to a single model randomly placed in space), with 
100 bootstraps, and then calculated safety margin for each 
scenario. The sub-sampling and analysis of temperature data 
were conducted in R (R Core Team).
Climate change vulnerability indices
For each Te sub-sampling simulation, we computed estimates 
of vulnerability to warming for the lizard Cordylus oelof-
seni across the different scenarios. We focused on the most 
commonly used vulnerability indices described above: safety 
margin, habitat quality and hours of restriction (Table 1). 
Each index was calculated in two ways, following either 
conventional or alternative formulations.
First, we computed the three indices based on summary 
statistics of all Te values (conventional indices). Conventional 
safety margin reflected the difference between the organism’s 
critical thermal maximum (CTmax) and a selected Te sum-
mary statistic. We used the median daily maximum Te, which 
has higher ecological relevance than mean values when testing 
departures from thermal limits (Clusella-Trullas et al. 2011, 
Sunday et al. 2014, Camacho et al. 2015). For comparison, 
we also computed safety margin using mean Te. Habitat qual-
ity measured the difference between the organism’s mean 
preferred temperature (Tpref ) and mean Te. While different 
from the original definition by Hertz and colleagues (1993), 
the formulation of habitat quality we used (Deutsch  et  al. 
2008, Clusella-Trullas  et  al. 2011) is the most popular in 
literature. The conventional hours of restriction index was 
calculated as the number of hours in each day for which the 
mean Te across space was above the organism’s mean Tpref 
(Sinervo et al. 2010, Ceia-Hasse et al. 2014, Andrango et al. 
2016). To summarise the results across all days, we reported 
the cumulative hours across the sampling period as a 
percentage of the total number of hours sampled. Hours of 
restriction was computed only for scenarios with hourly or 
finer temporal resolutions and with temporal extents of at 
least one day.
Second, we computed the same indices using alternative 
formulations that take advantage of the full distribution of 
Te values across space and time (alternative indices). Alternative 
habitat quality and safety margin were estimated as the per-
centage of Te values falling above the organism’s mean Tpref 
(Stellatelli et al. 2013, Schreuder and Clusella-Trullas 2017) 
or CTmax (Pincebourde and Suppo 2016, Sheldon and 
Dillon 2016), respectively. To estimate alternative hours of 
restriction we computed, for each day, the number of hours 
when at least 50% of the models deployed recorded Te above 
Tpref (Kubisch et al. 2016, Medina et al. 2016, Vicenzi et al. 
2017). We then summarised the results by computing the 
cumulative hours of restriction across the sampling period as 
a percentage of the total number of sampled hours.
For each sub-sampling scenario, we described the accu-
racy and precision of estimates across the 1000 iterations. 
Accuracy was calculated as the deviation between the full 
data estimate and the median of the sub-sample estimates 
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across bootstrap repetitions. Precision was defined as the 
inter-quartile range of sub-sample estimates across bootstrap 
repetitions. Calculation and analysis of vulnerability indices 
were conducted in R (R Core Team). 
Data deposition
The Te data are available from the authors upon request. 
The code used to calculate the vulnerability indices is avail-
able from the Dryad Digital Repository: < https://doi.
org/10.5061/dryad.6bq1c1r > (Garcia et al. 2019).
Results
The Te distribution in our study site was left-skewed, with 
lower and upper quartiles of 16.4°C and 28.4°C, respec-
tively. The median daily maximum Te of 46.9°C was above 
the lizard’s CTmax of 40.8°C (Clusella-Trullas  et  al. 2007, 
2009), leading to a safety margin estimate of –6.1°C (Fig. 1a). 
By contrast, the mean Te of 23.1°C was below C. oelofseni’s 
preferred temperature of 33.6°C (Clusella-Trullas  et  al. 
2007, 2009), leading to a habitat quality estimate of 10.5°C 
(Fig. 1a). Estimates of hours of restriction suggested that 
C. oelofseni individuals encountered activity-restricting mean 
Te above their Tpref only 0.1% of the time throughout the 
five years, or a daily mean of 55 min between 6:00 and 
20:00 (Fig. 1b).
Sampling scale of operative temperature
Sampling Te at lower temporal or spatial scales often led 
to different conclusions about C. oelofseni’s vulnerability 
to warming (Fig. 2; see also Supplementary material 
Appendix 1 Table A2–A5). As the spatial or temporal scale 
of the Te data became coarser, the trend was for increas-
ingly under-estimated vulnerability according to safety mar-
gins (Fig. 2a–d). For temporal sub-sampling, this effect was 
more pronounced with extents shorter than one day and 
resolutions coarser than daily (Fig. 2a–b). Break down of 
Figure 1. Graphical representation of vulnerability indices and sensitivity to temperature sampling scale. (a) Density of the full dataset of 
operative environmental temperature (Te) in relation to the thermal preferences and limits of C. oelofseni. Vertical dashed lines indicate the 
mean Te (mean) and median daily maximum Te (dmax), and vertical solid black lines indicate the preferred (Tpref ) and critical maximum 
(CTmax) temperature for C. oelofseni. Conventional indices are given by the arrows and alternative indices by the areas under the curve 
between Tpref or CTmax and the right end of the curve (light grey for habitat quality and dark grey for safety margin). (b) Hours of 
restriction using the original data for 6 January 2012. On this day, C. oelofseni was exposed to mean Te above Tpref for 3 h and 25 min 
(conventional index; top panel), but only during 2 h and 20 min did more than 50% of the models across space measured Te above Tpref 
(alternative index; bottom panel). (c) Comparison of Te density and safety margin estimates for scenarios of Te sampling at decreasing 
temporal extents: from left to right, one year (summer season), one day, and one hour. Orange solid curves represent the median of 1000 
bootstraps and orange vertical dashed lines indicate the median daily maximum Te (dmaxTe) for the sub-sampled data, with the shaded 
areas bounding the results between the 25th and 75th quantiles. With data sampled at shorter temporal extents, median daily maximum Te 
became lower, and safety margin estimates statistic were under-estimated (conventional values from –5.4°C to 5.6°C and alternative values 
from 3.0 to 0.0% for one-year extent and one-hour extent, respectively).
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the general trend at this point highlighted the importance of 
fluctuations in extreme Te values within a single day. By con-
trast, habitat quality median estimates remained close to the 
original value across temporal and spatial sub-sampling sce-
narios (Fig. 2e–h). Hours of restriction estimates were lower 
with shorter temporal extents (Fig. 2i), but were less sensitive 
to changes in spatial resolution (Fig. 2k–l).
For all indices, estimates had lower precision at coarser 
temporal and spatial scales, with larger variation in results 
across bootstrap repetitions based on different Te sub-sam-
ples (Fig. 2; Supplementary material Appendix 1 Table 
A2–A5). Uncertainty became evident with temporal extents 
of one year of Te sampling (comprising the three summer 
months of lizard activity) or shorter, suggesting small Te 
variation among years (Fig. 2a, e, i). For temporal extent 
sub-sampling scenarios with high uncertainty, safety margin 
estimates often spanned both positive and negative values, 
with fundamentally different interpretations of vulnerability 
(Fig. 1c and Fig. 2a). Even for habitat quality, with accurate 
median estimates across scales, coarser temporal sampling 
scenarios often yielded contrasting interpretations depend-
ing on the data used (Fig. 2e–f ). Hours of restriction showed 
the lowest precision for both temporal and spatial scenarios 
(Fig. 2i–l). Unlike the other indices, hours of restriction 
estimates involved first computing the index individually 
for each day, using the mean temperature across space for 
each given day, before computing the cumulative number of 
restriction hours. Disaggregating the Te data in this manner 
thus always captured daily variation.
Overall, sub-sampling in time had a larger effect on 
Te observations (Supplementary material Appendix 1 
Fig. A1) and associated vulnerability estimates (Fig. 2) 
than sub-sampling in space. This effect was clear when we 
sub-sampled the Te data in space and time simultaneously 
(Fig. 3). Sampling schemes using ten models or more and 
logging at least hourly yielded negative and fairly consis-
tent safety margin estimates. Vulnerability interpretations 
remained unaltered unless the number of models was dras-
tically reduced, whereas they were reversed with temporal 
resolutions coarser than daily. Precision around estimates 
was also lower when the sampling was carried out daily or 
even less frequently, irrespective of the number of models. 
At finer temporal resolutions, by contrast, precision was 
reduced with low numbers of models.
Figure 2. Conventional climate change vulnerability index estimates across different temporal and spatial scales of Te sampling. Safety 
margin (a–d), habitat quality (e–h) and hours of restriction (i–l) estimates were obtained using Te data sampled during increasing temporal 
extents of data collection (from 5 min to 5 yr, (a, e and i)), at increasingly coarse temporal resolutions (from every 5 min to every 5 yr, 
(b, f and j)), and with increasing numbers of models deployed across space (1 to 28), selected either randomly (c, g and k) or ensuring 
representation of diverse micro-climates (d, h and l). Safety margin estimates were based on median daily maximum Te whereas habitat 
quality and hours of restriction were based on mean Te. For each sub-sampling option, the graphs show the median (full circles) and the 
inter-quartile range (vertical segments) of 1000 iterations. Under-estimates of C. oelofseni’s vulnerability to warming, relative to the full 
dataset (open circles and horizontal dotted black lines), fall in the blue-shaded area whereas over-estimates fall in the orange-shaded area. 
Estimate accuracy is particularly compromised for safety margin, whereas for all indices uncertainty increases with coarser scales, often 
spanning index values with contrasting interpretations of vulnerability.
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Index formulations
Our results showed the disparity of interpretations about 
organism vulnerability that were derived from conventional 
index estimates depending on the choice of summary statis-
tic. The conventional safety margin computed with median 
daily maximum Te yielded negative values (Fig. 1a), whereas 
using mean Te led to the interpretation that the lizard had 
a wide safety margin of 17.7°C (Supplementary material 
Appendix 1 Fig. A2). In addition, the choice of statisti-
cal measure determined the effect that Te sub-sampling had 
on the accuracy of conventional indices. When computed 
using median daily maximum Te, safety margin estimates 
showed reduced accuracy with coarser scales (Fig. 2a–d and 
Supplementary material Appendix 1 Table A2–A5), whereas 
estimates based on mean Te remained accurate across scales 
(Supplementary material Appendix 1 Fig. A2). Distributions 
of extreme values are sensitive to sample size, and this sensi-
tivity became clear in our data when we compared the GEV 
distributions describing daily maximum Te across sampling 
scales. As the sampling decreased, these distributions became 
wider and centred on lower temperatures (Supplementary 
material Appendix 1 Fig. A3–A6), thus yielding lower val-
ues of median daily maximum Te (Supplementary material 
Appendix 1 Fig. A1e–h) and under-estimated safety mar-
gin estimates (Fig. 2a–d). In turn, Te mean values remained 
consistent as the availability of both cool and warm micro-
sites decreased with coarser scales (Supplementary material 
Appendix 1 Fig. A1a–d and Fig. A7–A10).
In contrast to the negative safety margin estimate based on 
median daily maximum Te, the alternative formulation sug-
gested that a mere 3.2% of available Te values were above the 
species’ CTmax (Fig. 1a; Fig. 4). For habitat quality and hours 
of restriction, alternative and conventional formulations 
provided similar assessments. Only 12.6% of available micro-
sites were above preferred temperatures, in line with the posi-
tive estimate for conventional habitat quality. The total time 
when more than half of available micro-climates were warmer 
Figure 3. Influence of both spatial and temporal resolution on conventional safety margin estimates. Conventional safety margin was 
calculated using median daily maximum Te across increasingly coarse temporal resolutions (from every 5 min to every 5 yr) and decreasing 
numbers of models deployed across space, selected randomly (from 1 to 28). The estimate based on the original data (–6.1°C) corresponds 
to the top left corner. For each sub-sampling scenario we show the median of 100 iterations (orange and blue tones for negative and positive 
values of safety margin estimates, respectively). The size of the circles represents the inter-quartile range around the 100 iterations. Safety 
margin values were more sensitive to temporal than spatial sub-sampling, with temporal resolutions coarser than hourly producing results 
with contrasting interpretations of vulnerability to warming depending on the data used. Coarser temporal resolutions also affected precision 
more (larger size of circles) than smaller numbers of models.
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than optimal temperatures was 63 min between 6:00 and 
20:00, an estimate similar to the 55 min of restriction pro-
vided by the conventional formulation. As with conventional 
indices, the precision of alternative index estimates decreased 
with coarser sampling, although the loss of accuracy was less 
pronounced (Fig. 4 and Supplementary material Appendix 1 
Fig. A11; Table A2–A5).
Discussion
Scale has been described as ‘the fundamental conceptual 
problem in ecology, if not in all of science’ (Levin 1991). The 
choice of spatial and temporal scales has been a frequent point 
of debate in assessments of species’ vulnerability to climate 
change, particularly those relying on correlative species dis-
tribution modelling (Potter et al. 2013, Bennie et al. 2014). 
With methods aimed at understanding the mechanisms that 
produce patterns of vulnerability, it becomes particularly 
desirable to measure temperature as close as possible to the 
study organism (Helmuth et al. 2010, Bennie et al. 2014). 
Such methods include process-based modelling (Kearney 
and Porter 2009, Barton et al. 2018), as well as popular vul-
nerability indices such as safety margin, habitat quality and 
hours of restriction. For these indices, our findings showed 
that the common practice of relying on habitat temperature 
measurements that are coarse relative to the study organism, 
or that are summarised as mean or extreme values, provides 
erroneous estimates with large uncertainty.
Ecologically relevant scales
Most applications of vulnerability indices to date have used 
coarsely resolved mean temperatures. Indices computed 
in this manner ignore the spatio-temporal dependence of 
thermal availability (as pointed out by Grant and Dunham 
1988, Hertz et al. 1993) and differ considerably from indices 
relying on fine-scale in situ collection (Andrew et al. 2013, 
Pincebourde and Casas 2015, Sheldon and Dillon 2016). 
For our study landscape, gradually reducing the spatial or 
Figure 4. Comparison of conventional and alternative safety margin estimates. Safety margin estimates were obtained using Te data sampled 
during increasing temporal extents of collection (a), at increasingly coarse temporal resolutions (b), and with increasing numbers of models 
across space selected either randomly (c) or ensuring representation of diverse micro-climates (d), and using conventional (black) or alterna-
tive (grey) index formulations. Conventional estimates were based on the median daily maximum Te. For each sub-sampling option, the 
graphs show the median (full circles) and inter-quartile range (vertical segments) of 1000 iterations. In comparison to the full data (open 
circles and horizontal dotted black lines), conventional safety margin values under-estimating vulnerability to warming fall above the 
horizontal dashed line whereas alternative safety margin values under-estimating vulnerability to warming fall below the same line. Note 
that both conventional and alternative scales have different ranges of values across panels.
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temporal scale of habitat temperature measurements often 
led to inaccurate estimates of vulnerability, with increasing 
uncertainty associated with the choice of data (Fig. 2). This 
effect was particularly evident with temporal sub-sampling 
(Fig. 3). By comprehensively testing a range of temporal 
scales, it became apparent that there are points at which the 
break down of the general trend occurs and where estimates 
become less robust. For example, our findings underscored 
the importance of daily thermal fluctuations (Kearney et al. 
2012). Variation among months, reflecting the seasonality 
that is characteristic of temperate regions (Kingsolver and 
Buckley 2017), would be more visible with data covering 
a full year of Te measurements rather than a single season. 
The interaction between the temporal and spatial scales was 
also more evident with finer temporal resolutions, when the 
heterogeneity of micro-sites across landscapes can amplify or 
buffer ambient temperature fluctuations over one day or even 
one hour (Vasseur et al. 2014, Woods et al. 2015).
The results of this study refer to a landscape with 
temporal variation in temperature that is typical of temperate 
mountainous areas. In habitats with lower degrees of tem-
poral thermal heterogeneity, such as coastal environments 
or tropical areas (Kingsolver and Buckley 2017), the effect 
of temporal sub-sampling on the accuracy and precision of 
index estimates would likely be less pronounced. Similarly, 
the effect would likely be smaller in landscapes with lower 
spatial heterogeneity. Our study landscape had high fine-
scale spatial complexity conferred by topography and rocks, 
but heterogeneity would be lower in terrestrial landscapes 
with simpler three-dimensional structure (Sears et al. 2011, 
Ashcroft and Gollan 2012) and low vegetation diversity 
(Suggitt  et  al. 2011), such as densely forested areas (Hertz 
1992) and fully exposed soil (Grant and Dunham 1988), or 
in aquatic environments (Sunday  et  al. 2011). Over larger 
spatial extents, however, physical and bioclimatic properties 
of landscapes such as valleys and watersheds can interact with 
fine-scale homogeneity to influence the thermal heterogene-
ity available to animals. This context-dependency is relevant 
to comparisons of vulnerability indices across regions where 
under-sampling Te is bound to affect estimates differently.
The appropriate scale at which to measure temperature 
thus depends on the study landscape and its level of spatio-
temporal thermal heterogeneity. In any environment, how-
ever, thermal heterogeneity can be defined at different scales. 
Each species observes the environment on a particular scale 
(Levins 1968, Levin 1991, Woods  et  al. 2015), and this 
scale should guide the design of vulnerability assessments. 
Across time, the organism’s perception of the environment 
is influenced by its activity cycle (Adolph and Porter 1993, 
Kearney and Porter 2004) and thermal inertia (Seebacher 
and Shine 2004, Woods  et  al. 2015), as well as by differ-
ences in habitat use and thermal sensitivity across ontogeny 
(Kingsolver et al. 2011). Finer temporal resolutions will be 
especially important for small animals with low thermal 
time constants and diurnal activity, whereas the temporal 
extent should cover the animal’s active period and the most 
vulnerable life-stages. In space, organisms’ perception of 
thermal heterogeneity is determined by body size and other 
physical properties that influence heat transfer, as well as 
by the organism’s motility and ability to access micro-cli-
mates (Porter and Gates 1969, Potter et al. 2013, Sears and 
Angilletta 2015, Pincebourde et al. 2016), both horizontally 
and vertically (Scheffers et al. 2013). In turn, the organism’s 
home range determines the spatial extent of temperature 
measurements required to assess vulnerability at the organ-
ismal or population level. Assessments of vulnerability or 
extinction probability at the species level, however, require 
the entire species’ distribution to be sampled (Coyne  et  al. 
1983, Higgins et al. 2014, Valladares et al. 2014).
The environment’s level of thermal heterogeneity and 
species traits thus interact to determine the most appropri-
ate scale of analysis. For animals with small body size and 
inhabiting thermally heterogeneous landscapes, such as 
C. oelofseni, temperature sampling should ideally be done 
at fine scales. Ultimately, though, the time and resources 
available to the researchers dictate the sampling design, and 
many studies opt for using available datasets. Temperature 
data are being modelled at increasingly finer scales, but most 
existing datasets remain coarsely resolved relative to the size 
of most organisms (Potter et al. 2013). Even ‘microclimate’ 
datasets (Kearney et al. 2014, Levy et al. 2016a), despite pro-
viding temperature estimates for different substrates or levels 
of shade that might occur in each grid cell, have spatial grids 
of dozens of kilometres. When used in vulnerability indices 
or in correlative or mechanistic models for small animals such 
as C. oelofseni, these data will thus still fall short of charac-
terising the conditions experienced on the ground. Available 
temperature datasets typically do, however, enable analy-
ses at wider temporal and spatial extents. Given the small 
home range of C. oelofseni, limited to small rock outcrops 
(Mouton and van Wyk 1995, Stanley  et  al. 2011), in situ 
sampling in our 200 m2 study area could support vulner-
ability assessments at the individual or population area. In 
turn, scaling up assessments to the species level would require 
further sampling in the northern sections of the Western 
Cape Fold Mountain range where they also occur (Branch 
1998, Bates et al. 2014). In the same manner, temperature 
measurements covering C. oelofseni’s active months provide 
a snapshot of the organism’s vulnerability to warming, but 
thorough assessments would require sampling across sea-
sons and life-stages of the organism (Kingsolver et al. 2011, 
Gallinat et al. 2015, Williams et al. 2015, Levy et al. 2016b).
Our findings on the effect of scale on vulnerability 
estimates have implications for global or regional as well 
as local assessments, and for correlative as well as process-
based approaches. When sampling at ecologically relevant 
finer-scales is feasible, targeting the edges of species’ ranges 
or strategic areas across the range can enhance understand-
ing of the mechanisms by which temperature limits distribu-
tions or promotes local adaptation, respectively. For broader 
correlative assessments, our findings provide guidance on the 
conditions under which the value of coarse grid-cell average 
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climatic predictors decreases (Bennie  et  al. 2014). At these 
points where mean field approximations break down, the 
use of finer-scales or of vegetation or topography as prox-
ies for thermal heterogeneity (Suggitt et al. 2011) is likely to 
improve model predictions. A more general understanding 
of where and when these points occur thus requires that our 
study be replicated in different systems.
More complete descriptions of thermal landscapes
Commonly applied conventional indices (Table 1 and 
Fig. 1a–b) estimate vulnerability with reference to aver-
age or extreme habitat conditions. First, our results showed 
that different statistical measures to summarise habitat tem-
perature led to disparate interpretations about organism 
vulnerability. Loss of accuracy with sub-sampling was also 
more pronounced for indices relying on statistical extremes, 
which are sensitive to sample size. Typically, safety mar-
gin indices use extreme temperature values (Sunday  et  al. 
2014) and habitat quality indices rely on mean tempera-
tures (Deutsch et  al. 2008), but the opposite is commonly 
also found (Deutsch  et  al. 2008, Huey  et  al. 2009). This 
inconsistency in index formulation highlights the context-
dependency of results, and blurs interpretations of published 
estimates and comparisons across studies.
Second, use of a single average value overlooks spatial 
variation as well as biologically relevant aspects of the tem-
perature signal in time such as seasonal fluctuations, extreme 
temperatures or repeated exposures (Vasseur  et  al. 2014, 
Sheldon and Dillon 2016), which are often more impor-
tant than central tendencies in driving biological responses 
(Hallett et al. 2004). This issue is particularly relevant in hab-
itats with higher degrees of thermal heterogeneity, where the 
mean or maximum temperatures are poor descriptors of the 
thermal landscapes (Grant 1990, Helmuth et al. 2014), such 
as our study area. In those cases, conventional indices relying 
on extreme statistics emphasise the magnitude of unsuitable 
temperatures, while ignoring the relative availability of suit-
able refugia in warming scenarios as well as unsuitable micro-
climates (Grant 1990, Woods et al. 2015, Lenoir et al. 2017; 
Fig. 1c). Whereas conventional indices relying on mean 
temperatures capture the magnitude of both suitable and 
unsuitable micro-climates, they still fail to reflect the relative 
availability of both. Index formulations that best incorporate 
thermal variability (Hertz et al. 1993), such as the alternative 
indices we explored here, are thus more adequate in those 
cases. At a minimum, accompanying conventional index 
estimates with an analysis of the distribution of Te across time 
and space can provide useful insights for interpretation, par-
ticularly when the distribution is skewed (Hertz et al. 1993; 
Fig. 1c; Supplementary material Appendix 1 Fig. A7–A10) 
or when extreme statistics are used (Supplementary material 
Appendix 1 Fig. A3–A6).
By considering the composition of available micro-
climates, alternative index formulations are ecologically 
more realistic than conventional ones, but they still ignore 
how micro-climates are configured in space. Individuals 
move across the landscape in search of suitable micro-sites, 
and this task is facilitated in landscapes where optimal tem-
peratures are dispersed in space. Spatial configuration thus 
plays an important role in shaping behavioural thermoregu-
lation opportunities for ectotherms, with consequences for 
organism performance and persistence (Pincebourde  et  al. 
2016, Sears  et  al. 2016, Vickers and Schwarzkopf 2016, 
Basson et al. 2017). Together, thermal composition, includ-
ing the availability, variance and spatial configuration of 
temperatures describe the level of thermal heterogeneity of 
landscapes (Sears and Angilletta 2015, Nadeau et al. 2016). 
Most empirical studies investigating species vulnerability 
to climate change fall short of quantifying the spatial con-
figuration of micro-climates (Pincebourde et al. 2016). The 
exception are assessments relying on individual-based process 
models (Sears and Angilletta 2015, Sears et al. 2016, Vickers 
and Schwarzkopf 2016), which consider the thermal compo-
sition of landscapes in a spatially explicit framework.
Are indices useful?
Whereas early applications of vulnerability indices relied 
mostly on global gridded temperature datasets, recent 
trends show increased use of finer-scale temperature data. 
New approaches are also being developed that enable 
fine-scale temperature modelling (Lenoir  et  al. 2017, 
Milling  et  al. 2018). Increased access to fine-scale data 
opens up opportunities for more detailed analyses of the 
suitability of thermal landscapes for ectothermic species, cir-
cumventing some of the shortcomings of indices discussed 
here. Will climate change vulnerability indices thus become 
redundant? For many species, obtaining the detailed ther-
mal physiology data required for more complex individual-
based modelling is still likely to be the constraining factor. 
Vulnerability indices, with lower data requirements, are 
thus bound to remain a common assessment tool in climate 
change vulnerability research. The value of these indices lies 
in their ease of application to species with known thermal 
preferences and limits, and in the ability to compare esti-
mates across species or regions. To allow meaningful com-
parisons at the local, regional or global level, however, the 
thermal landscape component of the indices should match 
the scale at which the study species experiences the study 
environment. Indices thus need to be carefully tailored to 
the landscape and species at hand (Grant and Dunham 
1988, Grant 1990, Hertz et al. 1993), so that they measure 
the individuals’ perception of the environment. To be use-
ful, indices further need to use formulations appropriate to 
the study question and interpreted against what they were 
designed to estimate.
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