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Abstract
In this note, we shall consider the sequence of consecutive powers in max algebra of a
nonnegative matrix with each element less than or equal to 1. The notion of asymptotic period
is defined to study the ‘limiting behavior’ of this sequence. A simple and effective character-
ization for the asymptotic period of the sequence is given. © 2001 Elsevier Science Inc. All
rights reserved.
Keywords: Max algebra; Nonnegative matrices; Asymptotic period
1. Introduction
Following the notation in [1], the max algebra system consists of a set of nonnega-
tive numbers with sum a ⊕ b = max{a, b} and the standard product ab for a, b  0.
Let A = (ast ), B = (bst ) be nonnegative matrices in Rn×n. The product of A and
B is denoted by A⊗ B, where (A⊗ B)st = maxk{askbkt }. The notation A2⊗ means
A⊗ A, Ak⊗ denotes the⊗kth power of A, and
∑
is used for⊕ summation. Let vector
e ∈ Rn have every entry 1. We denote J = eeT. Note that A  B iff ast  bst for all
1  s, t  n.
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It is well known that the sequence of consecutive powers of a Boolean matrix in
max algebra either converges in finitely many steps or oscillates with a finite period
[4]. Precisely, let B be a Boolean matrix. Then there exist c0, p such that
Bc⊗ = Bc+kp⊗ , k ∈ N, c  c0  1. (1)
If p = 1, we have a convergent sequence. The minimal such p is the period.
The limiting behavior of the sequence of consecutive powers in max algebra of a
nonnegative matrix A  J can be more complicated than that of a Boolean matrix.
One possible way to generalize the concepts involved in (1) is through the notion of
asymptotic period, to which we now turn.
Definition 1. A sequence {Al: l ∈ N} of matrices in Rn×n is asymptotically p-
periodic if
lim
k→∞ Aj+kp = A˜j (2)
exists for j = 1, 2, . . . , p. The minimal such p is called asymptotic period p. If p =
1, we have a convergent sequence.
2. Main result
Let 0  A = (ast )  J of dimension n× n and consider the decomposition2
A = A¯⊕ A,
where
(A¯)st =
{
1 if ast = 1
0 otherwise
}
and (A)st =
{
0 if ast = 1
ast otherwise
}
.
It is easy to see that A¯ is a Boolean matrix and A  αeeT, where α = max{ast : ast <
1 for 1  s, t  n}.
One trivial situation for the sequence {Al⊗: l ∈ N} is that A¯ = 0. In this case, this
sequence converges to a zero matrix. In the following, we shall assume A¯ /= 0. Let
F = {A¯, A}. For k = 1, 2, . . . , we define
Fk = {F1 ⊗ F2 ⊗ · · · ⊗ Fk: Fi ∈F}.
For F = F1 ⊗ F2 ⊗ · · · ⊗ Fk ∈Fk , let A#F denote the number of occurrences of
Fi ’s in F with Fi = A. For r = 0, 1, 2, . . . , k, let r (k) := {F ∈Fk: A#F = r}.
2 In the study of powers of a fuzzy matrix A with max-min operations, A can be decomposed as A =∑
λ∈A λAλ , where A denotes the set of all nonzero entries of A and Aλ’s are the λ-cut matrices (see[3]). Then the properties of the powers of A can be related to the powers of each of the cut matrices (see
[3] again). Since in our paper the powers of A are with the max-product operations, it turns out that there
is no need to relate the powers of A to each of the cut matrices.
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Lemma 1. Let A¯ have period p. For any i ∈ N there exists an Ni ∈ N such that
i (m) = i (m+ kp) ∀m  Ni, ∀k ∈ N.
Proof. It suffices to show thati (m) = i (m+ p). Define Ni = (i + 1)(c0 + p)−
1 − p. Then m > Ni is equivalent to (m+ p − i)/(i + 1) > c0 + p − 1, which im-
plies by a simple counting argument that any product in i (m+ p) has at least one
section of c0 + p consecutive factors A¯. Leaving out p of those does not change (by
(1)) the product. Thus, i (m+ p) ⊂ i (m). The other inclusion is trivial. 
Lemma 2. 3 Let A = A¯⊕ A. If A¯ has period p, then the sequence {Al⊗: l ∈ N} is
asymptotically p-periodic.
Proof. Assume A¯ has period p. For given  > 0 determine i by the requirement
αi+1 < /2. Let ˜i (k) =⋃zi z(k), ̂i (k) = ˜k(k)\˜i (k). We have
Am⊗ = A¯m⊗ ⊕
∑
F∈˜i (m)
F ⊕
∑
F∈̂i (m)
F
and
A
m+kp
⊗ = A¯m+kp⊗ ⊕
∑
F∈˜i (m+kp)
F ⊕
∑
F∈̂i (m+kp)
F, k ∈ N.
Choose Ni as in the proof of Lemma 1. For any m > Ni , we have A¯m⊗ = A¯m+kp⊗
by (1) and∑F∈˜i (m) F =∑F∈˜i (m+kp) F by Lemma 1, respectively. Moreover, the
terms
∑
F∈̂i (m) F and
∑
F∈̂i (m+kp) F are matrices with all entries  α
i+1 < /2.
Thus, for all s, t , we have |(Am⊗)st − (Am+kp⊗ )st | < . Hence, the sequence {Al⊗: l ∈
N} is asymptotically p-periodic. 
Theorem 1. Let A = A¯⊕ A. Then A¯ has period p if and only if the sequence
{Al⊗: l ∈ N} has asymptotic period p.
Proof. The ‘⇒’ part follows from Lemma 2 and the fact A¯k⊗  Ak⊗ for k = 1, 2, . . .
(The ‘⇐’ part) Assume that the sequence {Al⊗: l ∈ N} has asymptotic period p.
We claim that for i = 1, 2, . . . , p, the sequence {A¯i+kp⊗ : k ∈ N} is convergent.
Suppose to the contrary that the sequence {A¯i+kp⊗ : k ∈ N} is divergent. Then there
exist sˆ, tˆ such that lim supk→∞(A¯
i+kp
⊗ )sˆtˆ = 1 and lim infk→∞(A¯i+kp⊗ )sˆtˆ = 0. This
implies that
3 In our first version, Definition 1, Lemmas 1 and 2 were considered and proved for p = 1 only.
Professor Elsner outlined the current version of Definition 1 and the proofs of Lemmas 1 and 2 for
general p.
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lim sup
k→∞
(
A
i+kp
⊗
)
sˆ tˆ
= 1 and lim inf
k→∞
(
A
i+kp
⊗
)
sˆ tˆ
 α < 1.
We then have a divergent sequence {Al⊗: l ∈ N}, a contradiction. Hence, the
sequence {A¯i+kp⊗ : k ∈ N} is convergent for each i = 1, 2, . . . , p. For each i =
1, 2, . . . , p, we can choose ki such that
A¯
i+kip⊗ = A¯i+(ki+1)p⊗ = A¯i+(ki+2)p⊗ = · · ·
By taking c0 = max1ip(i + kip), we then have
A¯c⊗ = A¯c+kp⊗ , k ∈ N, c  c0.
That is, the period of A¯ is smaller than the asymptotic period p. On the other hand,
Lemma 2 implies that the asymptotic period of the sequence {Al⊗: l ∈ N} is smaller
than the period of A¯. Hence, the period of A¯ is p. 
Example. Consider the following nonnegative matrix A and its A¯:
A =

1/2 0 00 0 1
0 1 0

 and A¯ =

0 0 00 0 1
0 1 0

.
It is obvious that A¯ has period 2. Moreover, the sequence {Al⊗: l ∈ N} has asymp-
totic period 2 because of
lim
k→∞ A
2k+1⊗ =

0 0 00 0 1
0 1 0

 and lim
k→∞ A
2k⊗ =

0 0 00 1 0
0 0 1

.
Corollary 1. For any nonnegative matrix A  J, limk→∞ Ak⊗ exists if and only if
limk→∞ A¯k⊗ exists.
Proof. This is the case of p = 1 in Theorem 1. 
Remark. Elsner and van den Driessche [1] studied the eigenvalue problem for an
irreducible nonnegative matrix in the max algebra system. The following sufficient
condition played the key role in establishing several important theorems in their pa-
per.
Lemma 3 (Elsner and van den Driessche’s lemma, Lemma 2.1 in [1]). Let
A =
[
A11 A12
A21 A22
]
be a nonnegative n× n matrix where A  J , A11 is m×m with m  1 and each
diagonal element equal to 1, and A22 < J . Then limt→∞ At⊗ exists, denoted by
A∞. If, in addition, either A is irreducible or m = n, then there exists k0 such that
Ak⊗ = A∞ for all k  k0.
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Note that matrix A here satisfies 0  A  J . The main idea to establish other
important theorems for nonnegative matrices in their paper through this lemma is,
under certain conditions, to diagonally scale the nonnegative matrix [1,2] so that
each entry in the resulting matrix is in [0, 1].
Corollary 1 can provide an alternative proof for the convergent part in Elsner and
van den Driessche’s lemma. The proof goes as follows. Suppose that A satisfies the
conditions of Lemma 3. Then the corresponding Boolean matrix becomes
A¯ =
[
A¯11 A¯12
A¯21 0
]
.
Each diagonal element in submatrix A¯11 is 1. Hence, it is obvious that A¯  A¯2⊗. This
in turn implies that the powers of A¯ are convergent. Corollary 1 then implies that the
powers of A converge.
Corollary 2. Let 0  A,B  J . Suppose that A¯ = B¯. Then the sequence {Al⊗: l ∈
N} has asymptotic period p if and only if sequence {Bl⊗: l ∈ N} has asymptotic
period p.
Proof. It follows from Theorem 1. 
3. Conclusion
In this note, we have studied the limiting behavior of the sequence of consecutive
powers in max algebra of a nonnegative matrix with each entry less than or equal
to 1 by the notion of asymptotic period. The asymptotic period was then character-
ized by the period of the corresponding Boolean matrix. It is well known that the
powers of an Boolean matrix are either convergent to a Boolean matrix in finitely
many steps or oscillating with a finite period. Hence, examining the powers of the
associated Boolean matrix can be implemented computationally. On the othe hand,
our results provided an alternative proof for the convergent part of Elsner and van
den Driessche’s lemma, which played the key role in establishing several important
results in their paper.
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