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ABSTRACT
The paper considers the problem of network-based compu-
tation of global minima in smooth nonconvex optimization
problems. It is known that distributed gradient-descent-type
algorithms can achieve convergence to the set of global min-
ima by adding slowly decaying Gaussian noise in order es-
cape local minima. However, the technical assumptions un-
der which convergence is known to occur can be restrictive in
practice. In particular, in known convergence results, the local
objective functions possessed by agents are required to satisfy
a highly restrictive bounded-gradient-dissimilarity condition.
The paper demonstrates convergence to the set of global min-
ima while relaxing this key assumption.
Index Terms— Distributed Optimization, nonconvex op-
timization, global optimization
1. INTRODUCTION
In this paper we are interested in minimizing the nonconvex
function
U(x) =
∑
n
Un(x), (1)
where each Un : R
d → R is smooth but possibly nonconvex.
Optimization problems of this form are readily found in appli-
cations in machine learning and signal processing (see [1–3]
and references therein).
In typical machine learning applications, such as em-
pirical risk minimization, the objective function is naturally
decomposed into the sum form (1) by separating data into
N sets to generate each subfunction Un. In applications
such as the internet of things (IoT) and sensor networks, data
is inherently distributed among nodes of a network, giving
rise to a natural decomposition of the form (1). This mo-
tivates the development of distributed (i.e., network-based)
algorithms for nonconvex optimization where data is stored
locally at nodes of a network, and nodes (or agents) exchange
algorithm-relevant information only with neighboring agents
via an overlaid communication graph.
Much recent work on nonconvex optimization has fo-
cused on computation of local minima; e.g., [4–7] study
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convergence to local minima in centralized settings, and
[1, 8–12], study convergence to local minima (or critical
points) in distributed settings.
A popular gradient-based technique for computing global
minima of nonconvex functions consists of using gradient de-
scent dynamics plus appropriately controlled Gaussian noise
used for exploration [13, 14]. Such dynamics are often re-
ferred to as Langevin dynamics. It has been well established
that these dynamics, in their classical form, converge asymp-
totically to global optima [14–16]. Motivated by applications
in machine learning, recent work has focused on character-
izing various aspects of Langevin dynamics including hitting
time to local minima [17], as well as local minima escape time
and recurrence time [18,19]. Recent results in [20,21] give fi-
nite time convergence guarantees for the Langevin dynamics
in nonconvex problems.
In this paper we consider the following distributed algo-
rithm for global optimization of (1)
xn(t+ 1) =xn(t)− βt
∑
ℓ∈Ωn
(xn(t)− xℓ(t)) (2)
− αt∇Un(xn(t)) + γtwn(t).
These dynamics were originally introduced in [22] (see
also [9]), and may be viewed as a distributed variant of
the (centralized) global optimization algorithm considered
in [16]. More generally, these dynamics may be viewed
as a distributed discrete-time analog of the continuous-time
Langevin diffusion [15, 16, 22]. The work differs from cur-
rent work on distributed nonconvex optimization, includ-
ing [1, 8–12], in that we study convergence to global optima,
and more generally, in that we study distributed Langevin-
type dynamics which have been shown to have desirable
nonasymptotic properites in centralized settings [17–21].1
While the results of [22] are promising, convergence of
(2) to the set of global minima of U was demonstrated only
under restrictive assumptions. In particular, it was assumed in
[22] that agents’ local objective functions satisfy the follow-
ing bounded-gradient-dissimilarity condition (see Assump-
tion 2 in [22]):
sup
x∈Rd
‖∇Un(x)−∇U(x)‖ <∞, ∀n = 1, . . . , N.
1We note that the process (2) uses decaying weight parameters, while
recent work [17–21] generally considers fixed-weight-parameter processes.
This assumption, though asymptotic in nature, is highly re-
strictive; e.g., it is violated in the simple case that d = 1
and Un(x) = cnx
2, cn ∈ R, cn 6= cℓ, for some n, ℓ ∈
{1, . . . , N}.
The main result of this paper is to demonstrate conver-
gence of (2) while relaxing this key assumption. In particular,
in lieu of assuming bounded gradient-dissimilarity, we will
assume the much weaker condition that each agent’s local
objective function is individually coercive and the gradient
is radially nondecreasing (see Assumption 2 below). Aside
from changing this key assumption, we retain the remaining
assumptions used in [22] and prove convergence in probabil-
ity to the set of global minima.2 The main result of the paper
is found in Theorem 1.
The remainder of the paper is organized as follows: Sec-
tion 2 presents our assumptions and main result, and Section
3 provides the convergence analysis for our main result. We
remark that in the paper we use standard notational conven-
tions, identical to those used in [22].
2. ASSUMPTIONS AND MAIN RESULT
We now review our assumptions and present our main result.
We will assume that the local objective functionsUn, n =
1, . . . , N satisfy the following two assumptions.
Assumption 1. Un(·) is C2 and has Lipschitz continuous
gradient, i.e., there existsK > 0 such that
‖∇Un(x)−∇Un(x´)‖ ≤ K ‖x− x´‖ , ∀n.
Assumption 2. Un(·) is coercive, i.e.,
Un(x) →∞ as ‖x‖ → ∞.
Moreover, for some constant C1 > 0, the gradient of Un sat-
isfies 〈x,∇Un(x)〉 ≥ 0 for ‖x‖ ≥ C1.
Assumptions 3–5 pertain to the sum function (1).
Assumption 3. U : Rd → R satisfies
(i) minx U(x) = 0,
(ii) infx(|∇U(x)|2 −∆U(x)) > −∞.
Assumption 4. For ε > 0 let
dπε(x) =
1
Zε
exp
(
−2U(x)
ε2
)
dx,
where Zε =
∫
exp
(
− 2U(x)ε2
)
dx, where dπε denotes the
Radon-Nikodym derivative of πε taken with respect to the
Lebesgue measure. Assume U is such that πε has a weak
limit π as ε→ 0.
2We note that, to simplify the presentation, we do assume here that the
communication graph is time invariant (Assumption 6). However, the analy-
sis readily extends to the time-varying case.
Assumption 5. The gradient ∇U(x) satisfies the following
conditions
(i) lim inf‖x‖→∞〈 ∇U(x)‖∇U(x)‖ , x‖x‖ 〉 ≥ C(d), C(d) =
(
4d−4
4d−3
) 1
2
(ii) lim inf‖x‖→∞
‖∇U(x)‖
‖x‖ > 0
(iii) lim sup‖x‖→∞
‖∇U(x)‖
‖x‖ <∞
The remaining assumptions pertain to the process (4). For
t ≥ 1, let xt denote the Nd-dimensional vector stacking
(xn(t))
N
n=1, and let Ft := σ({xs, }ts=1, {ξs,ws}t−1s=1, ) so
that {Ft} denotes the natural filtration associated with (2).
Assumption 6. There exists a communication graph G =
(V,E) over which agents may exchange information with
neighboring agents. The graph G is undirected and con-
nected.
Assumption 7. The sequence {ξt} is {Ft+1}-adapted and
there exists a constant B > 0 such that
E[ξt | Ft] = 0 and E[‖ξt‖2 | Ft] < B
for all t ≥ 0.
Assumption 8. For each n, the sequence {wn(t)} is a se-
quence of i.i.d. d-dimensional standard Gaussian vectors
with covariance Id and with wn(t) being independent of Ft
for all t. Further, the sequences {wn(t)} and {wl(t)} are
mutually independent for each pair (n, l) with n 6= l.
Assumption 9. The sequences {αt}, {βt}, and {γt} satisfy
αt =
cα
t
, βt =
cβ
tτβ
, γt =
cγ
t1/2
√
log log t
, for t large,
where cα, cβ, cγ > 0 and τβ ∈ (0, 1/2).
Assumptions 1–2 ensure that agents can reach consensus.
Assumptions 3–5 ensure that a global minimum of U can be
found by the annealing process. Assumptions 6–9 ensure that
algorithmic parameters, including noise terms, weight param-
eters, and graph connectivity, are adequately chosen.
The key novelty of the paper lies in assuming Assumption
2 rather than bounded gradient dissimilarity (Assumption 2
in [22]). Assumption 5 assumes similar conditions hold for
the gradient of the sum function, and is required to obtain
convergence to global minima. Assumption 2 is only a slight
strengthening of this assumption, applied individually to each
local objective function.
2.1. Main Convergence Result
Let
x¯t :=
1
N
N∑
n=1
xn(t). (3)
Theorem 1. Suppose Assumptions 1–9 hold and let {xn(t)}
satisfy (2), with initial condition xn(1) = x1,n, n =
1, . . . , N . Suppose further that cα and cγ in Assumption 9
satisfy c2γ/cα > C0, where C0 is defined after (2.3) in [16].
Then, for any bounded continuous function f : Rd → R and
for all n = 1, . . . , N , we have that
lim
t→∞
E(f(xn(t))|xn(1) = x1,n) =
∫
f(x)dπ(x),
where π is as defined in Assumption 3.
The following is an immediate corollary of Theorem 1.
Corollary 1. Suppose the hypotheses of Theorem 1 hold.
Then for n = 1, . . . , N , xn(t) converges in probability to the
set of global minima of U , i.e., limt→∞ P(xn(t) ∈ S) = 1.
Proof. Let S := argminx∈Rd U(x). Let fi : R
d → R be a
sequence of continuous functions converging pointwise to the
indicator function on S, denoted as 1S . Fix n ∈ {1, . . . , N}
and let Pt denote the probability measure induced by xn(t)
over Rd; i.e., for a Borel set B of Rd, Pt(B) indicates the
probability that xn(t) lies in B. By Theorem 1 we have
limt→∞
∫
fi(x)dPt(x) =
∫
fi(x)dπ(x). Taking the limit as
i → ∞ on both sides and then exchanging the order of the
limits (justified by Fubini’s theorem [23]) we get the desired
result.
3. CONVERGENCE ANALYSIS
In this section we will prove Theorem 1. Due to the relax-
ation of the bounded-gradient-dissimilarity assumption (As-
sumption 2 in [22]), the techniques used to prove convergence
to consensus in [22] are no longer applicable and an alterna-
tive approach must be taken. This is the main challenge in
proving Theorem 1 under our relaxed assumptions. In Lem-
mas 2–3 we prove that (2) achieves consensus. Given Lemma
3, Theorem 1 readily follows from the techniques developed
in [22]. In particular, Theorem 1 follows immediately from
Lemma 3 below and Lemma 5 in [22] (see Lemma 4 below).
Before proving convergence of (2) to consensus, we recall
the following result from [24] that will be useful in our proof
techniques.
Lemma 1 (Lemma 4.3 in [24]). Let {zt} be an R+ valued
{Ft} adapted process that satisfies
zt+1 ≤ (1− r1(t)) zt + r2(t)Vt (1 + Jt) .
In the above, {r1(t)} is an {Ft+1} adapted process, such that
for all t, r1(t) satisfies 0 ≤ r1(t) ≤ 1 and
a1
(t+ 1)δ1
≤ E [r1(t) | Ft] ≤ 1
with a1 > 0 and 0 ≤ δ1 < 1. The sequence {r2(t)} is
deterministic, R+ valued and satisfies r2(t) ≤ a2/(t + 1)δ2
with a2 > 0 and δ2 > 0. Further, let {Vt} and {Jt} be R+
valued {Ft+1} adapted processes with supt≥0 ‖Vt‖ <∞ a.s.
The process {Jt} is i.i.d. with Jt independent of Ft for each
t and satisfies the moment condition E
[
‖Jt‖2+ε1
]
< κ <∞
for some ε1 > 0 and a constant κ > 0. Then, for every δ0
such that
0 ≤ δ0 < δ2 − δ1 − 1
2 + ε1
,
we have (t+ 1)δ0zt → 0 a.s. as t→∞.
We now consider the issue of convergence to consensus.
Note that (2) may be expressed compactly as
xt+1 = xt−βt(L⊗Id)xt−αt
(
∇Uˆ(xt) + ξt
)
+γtwt, (4)
where Uˆ(xt) =
∑N
n=1 Un(xn(t)), L denotes the graph
Laplacian of G, and ⊗ denotes the Kronecker product. The
following lemma characterizes the growth rate of ‖xt‖.
Lemma 2. Suppose Assumptions 1–9 hold and suppose {xt}
satisfies (4). Then for every η > 1/2, it holds with probability
1 that
sup
t≥1
‖xt‖
tη
<∞.
Proof. Using (4) and letting Q = (L⊗ Id) we have
‖xt+1‖2 =‖(I − βtQ)xt‖2 + α2t ‖∇Uˆ(xt)‖2
+ α2t ‖ξt‖2 + γ2t ‖wt‖2
+ 2αt〈(I − βtQ)xt,−∇Uˆ(xt)− ξt〉
+ 2γt〈(I − βtQxt),wt〉
+ 2αtγt〈−∇Uˆ(xt)− ξt,wt〉
+ 2α2t 〈∇Uˆ(xt), ξt〉. (5)
Taking the conditional expectation with respect to Ft on
both sides of (5) and using Assumptions 7–8 we have
E(‖xt+1‖2|Ft) =‖(I − βtQ)xt‖2 + α2t ‖∇Uˆ(xt)‖2
+ α2tE(‖ξt‖2|Ft) + γ2t
− 2αt〈(I − βtQ)xt,∇Uˆ(xt)〉
≤ (1− βtλmin)‖xt‖2 + α2tK‖xt‖2
+ α2tB + γ
2
t + 2Kαtβt‖xt‖2
− 2αt〈xt,∇Uˆ(xt)〉, (6)
where, to obtain the inequality, we repeatedly apply Assump-
tion 1 and λmin denotes the smallest eigenvalue of Q (in this
case 0). We proceed by lower bounding 〈xt,∇Uˆ(xt)〉. We
can expand the inner product as
〈xt,∇Uˆ(xt)〉 =
N∑
i=1
〈xi(t),∇Ui(xi(t))〉.
If ‖xi(t)‖ ≥ C1, then by Assumption 2, 〈xi(t),∇Ui(xi(t))〉 ≥
0. Else, Assumption 1 implies
〈xi(t),∇Ui(xi(t))〉 ≥ −K‖xi(t)‖2 ≥ −KC1.
It follows that 〈xt,∇Uˆ(xt)〉 ≥ −NKC1, so we obtain from
(6) that for t sufficiently large,
E
(‖xt+1‖2) ≤ (1 + 3Kαtβt)‖xt‖2 + 2NKC1. (7)
Fix η > 1. Dividing both sides of (7) by (t+ 1)η we have
E(‖xt+1‖2|Ft)
(t+ 1)η
≤ (1+3Kαtβt)·
(
t
t+ 1
)η ‖xt‖2
tη
+
2NKC1
(t+ 1)η
.
(8)
For t large,
1 + 3Kαtβt ≤ 1 + η
t
≤
(
t+ 1
t
)η
,
where the second inequality is a consequence of Bernoulli’s
inequality as η ≥ 1. Substituting the above in (8) gives
E
(‖xt+1‖2
(t+ 1)η
)
≤ ‖xt‖
2
tη
+
2NKC1
(t+ 1)η
.
Let ζt =
2NKC1
tη , let
Vt =
‖xt‖2
tη
−
t∑
s=1
ζs,
and note that
∑∞
s=1 ζs <∞. By (8) we have
E(Vt+1|Ft) = E
(‖xt+1‖2
(t+ 1)η
|Ft
)
−
t+1∑
s=1
ζs
≤ ‖xt‖
2
tη
−
t∑
s=1
ζs = Vt,
so that {Vt} is a supermartingale. By Doob’s supermartingale
inequality [23], we have P
(
supt≥1 Vt ≥ c
) ≤ E(V1)c , for any
c > 0. Sending c→∞ we see that P (supt≥1 Vt <∞) = 1.
Since
∑
t≥1 ζt <∞, this implies thatP
(
supt≥1
‖xt‖
2
tη <∞
)
=
0, which is equivalent to the desired result.
The following lemma establishes that agents achieve
asymptotic consensus.
Lemma 3. Suppose Assumptions 1–9 hold. Then with prob-
ability 1, for every τ ∈ [0, 1/2− τβ) there holds
lim
t→∞
tτ‖xn(t)− x¯(t)‖ = 0.
Proof. Let R be an orthonormal matrix diagonalizing L ⊗
Id. Let Q = R
T (L ⊗ Id)R and without loss of generality
assume that the diagonal entries of Q are arranged so that
Q = diag(0, Qˆ), where Qˆ ∈ R(N−1)d×(N−1)d is positive
definite. (Since the graph G is connected, the nullspace of
L⊗ Id has dimension d.) Letting yt = Rxt, the recursion (4)
is equivalent to
yt+1 = yt − βtQyt − αt(∇h(yt) + ξt) + γtwt, (9)
h(y) := U(RT y) and ξt and wt satisfy Assumptions 7–8.
Let yt be decomposed as
yt =
(
y¯t
y
⊥
t
)
,
where y¯t ∈ Rd and y⊥t ∈ R(N−1)d. From (9) we have
y
⊥
t+1 = y
⊥
t − βtQˆy⊥t − αt∇h⊥(yt)− αtξ⊥t + γtw⊥t ,
By Assumption 1 we have ‖∇h(yt)‖ ≤ C2 + K‖yt|| for
some C2 ≥ 0. Hence, letting η ∈ (1/2, 1− τβ) we have
‖y⊥t+1‖ ≤ ‖y⊥t − βtQˆy⊥t ‖+ αt‖∇h⊥(yt)‖
+ αt‖ξ⊥t ‖+ γt‖w⊥t ‖
≤‖(I − βtQˆ)y⊥t ‖+ αtK(‖y⊥t ‖+ ‖y¯t‖) + αtC2
+ αt‖ξ⊥t ‖+ γt‖w⊥t ‖
≤(1− βtQˆ)‖y⊥t ‖+ αtK‖y⊥t ‖+ αtC2
+ αtKt
η + αt‖ξ⊥t ‖+ γt‖w⊥t ‖
≤(1− β¯t)‖y⊥t ‖+ αtKtη + αtC2
+ αt‖ξ⊥t ‖+ γt‖w⊥t ‖
where β¯t = βtλmin − αtK , λmin is the smallest eigenvalue of
Qˆ, and the third inequality follows from Lemma 2. Using the
Borel-Cantelli Lemma [23], it is straightforward to verify that
1
t ‖ξt‖ → 0 as t → ∞, almost surely (see, e.g., [22], Lemma
1). Moreover, by Assumption 8, ‖wt‖ possesses moments of
all order. Thus, there exist {Ft} adapted processes Vt and Jt
such that
αtKt
η + αt‖ξ⊥t ‖+ γt‖w⊥t ‖ ≤ t−(1−η)Vt(1 + Jt),
where supt≥1 Vt < ∞ almost surely, and Jt possesses mo-
ments of all orders. Substituting this into the previous chain
of inequalities we have
‖yt+1‖ ≤ (1− β¯t)‖y⊥t ‖+ t−(1−η)Vt(1 + Jt),
which fits the template of Lemma 1 since 1 − η > τβ . By
Lemma 1 we have tτ‖yt‖ → 0 for every τ ∈ [0, 1− η− τβ).
This holds for η arbitrarily close to 12 , so the desired result
follows.
Theorem 1 now follows immediately from Lemma 3
above and the following Lemma from [22].3
Lemma 4 ([22], Lemma 5). Let {xt} satisfy the recursion (4)
and let {x¯t} be given by (3) with initial condition x1 ∈ Rd.
Let Assumptions 1–9 hold. Further, suppose that cα and cγ
in Assumption 9 satisfy, c2γ/cα > C0, where C0 is defined
after Assumption 6 in [22]. Then, for any bounded continuous
function f : Rd → R, we have that limt→∞ E(f(x¯t)|x¯1 =
x1) =
∫
f(x)dπ(x), where π is as defined in Assumption 3.
3We remark that in Lemma 5 in [22] it is assumed that the agents’ utilities
satisfy a bounded-gradient-dissimilarity condition (Assumption 2 in [22]).
This is only required in the proof Lemma 5 of [22] to ensure consensus is
reached. Since consensus is reached under alternate assumptions here, this
assumption is not needed.
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