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Abstract
An asymptotic approximation theory is developed for some classes of linear second-order difference equations in Banach al-
gebras, subject to “finite moments perturbations.” The special case of linear matrix difference equations (or, equivalently, of
second-order systems) is included. Rigorous and explicitly computable bounds for the error terms are obtained.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper contains the first part of an asymptotic approximation theory for linear second-order difference equations
in Banach algebras. These equations have the form
2Yn + QnYn = 0, n ∈ Zν, (1)
where Qn = A + Gn, Zν := {n ∈ Z: n ν}, ν a fixed integer, and Qn,A,Gn and Yn are elements of a given Banach
algebra, B, with unity, I , and Yn := Yn+1 −Yn (hence 2Yn := Yn+2 −2Yn+1 +Yn). As in the corresponding case of
differential equations [2, Chapter 6], the set of solutions to Eq. (1) is a right-module on B, free, and of rank 2 (i.e., 2 is
the minimum number of independent generators). A pair of linearly independent generators for (1) is called “a basis”
of the module of solutions. In this paper we consider the special case with A = 0 in the coefficient Qn in (1), while
the case A = 0 will be considered in the second part. In Section 2 we show that Eq. (1) is a kind of canonical form for
a class of three-term recurrence relations with coefficients in B.
The special case of matrix valued quantities will be emphasized. In this case, Gn,Yn ∈ Mm(C), where Mm(C)
denotes the set of all m × m matrices on the complex field. Of course, the choice of matrix equations is equivalent
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vantages. The present case, referred to as that of “finite moments perturbation” (see [5]), generalizes that of scalar
difference equations studied in [6] (see also [7] for the finite moment perturbation asymptotics of abstract differen-
tial equations). Others than here, in [6], a unified theory was given, including both cases of (scalar) difference and
differential equations. That work, however, was made simpler by the commutativity of products.
The plan of the paper is the following. In Section 2, some preliminary results, to be used later as well as in the
second part, are derived. Section 3 contains the main results, and in Section 4 an example is given to illustrate the
theory.
2. Preliminary results
In this section, we establish some preliminary results. First of all we show that Eq. (1) represents a kind of canonical
form essentially for all second-order linear difference equations. This generalizes the same property that was shown
to hold in the scalar case [6]. We state this as a lemma. Since now on, B will denote a Banach algebra, in general
noncommutative, but with unity, I .
Lemma 2.1. Every linear homogeneous second-order difference equation,
Un+2 + AnUn+1 + BnUn = 0, n ∈ Zν, (2)
where An,Bn,Un ∈ B, n ∈ Zν , and such that the elements An are invertible for all n ∈ Zν , can be taken into the
form (1) setting
Un := ΘnYn, n ν, where Θn :=
(
−1
2
)n−ν−1
An−2An−3 . . .Aν, n ν + 2, (3)
while Θν+1 := I and Θν is an arbitrary invertible constant in B. The coefficient Qn in (1) turns out to be
Qn = −I + 4(AnAn−1 . . .Aν)−1BnAn−2An−3 . . .Aν, n ν + 2. (4)
Proof. Setting Un := ΘnYn in (2), we get
Yn+2 + Θ−1n+2AnΘn+1Yn+1 + Θ−1n+2BnΘnYn = 0. (5)
Then, we look for a matrix Θn such that
Θn+2 = −12AnΘn+1,
i.e., Θn+1 = − 12An−1Θn, and hence Θn will have the form in (3). On the other hand, with such a choice of Θn Eq. (5)
takes on the form of Eq. (1) with
Qn := −I + Θ−1n+2BnΘn,
i.e., (4). 
The following lemmas will be exploited in Section 3 below.
Lemma 2.2. Let the first-order difference equation
Zn+1 = RnZn, n nˆ, (6)
be given, with Zn, Rn belonging to B. If Zn is invertible for some n > nˆ, then Zn is also invertible for all n with
nˆ n n. Moreover, if μ := min{n nˆ: Rn is invertible ∀n ν} (assuming that such a set is nonempty), then Zn is
invertible for all n n, provided that n μ.
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Zn = ΨnZn0 , (7)
where Ψn is the solution to
Ψn+1 = RnΨn, n0  n n, (8)
with initial data Ψn0 = I . In fact, we have from (7) and (8) Zn+1 = Ψn+1Zn0 = RnΨnZn0 = RnZn, and Ψn0Zn0 = Zn0 ,
hence Zn = ΨnZn0 , by uniqueness. Thus, for n = n the solution will be
Zn = ΨnZn0 . (9)
Given that Zn is invertible, we get from (9) I = Z−1n ΨnZn0 , hence also Zn0 is invertible, and Z−1n0 = Z−1n Ψn.
Let, instead, n0 ∈ Zν , n0 > n μ. For every n such that n n n0, the solution Zn can be written as
Zn = ΓnZn0 ,
where Γn satisfies the backwards difference equation
Γn = R−1n Γn+1, n n < n0,
with “initial” (actually “final”) data Γn0 = I , invoking existence and uniqueness. Therefore, Zn = ΓnZn0 , and being
Zn invertible, we can conclude as before that also Zn0 is invertible. 
Lemma 2.3. Let the equation in (1) be given for n nˆ, where Yn and Qn belong to B. A sufficient condition ensuring
that two solutions to such equation, say {Tn} and {Sn}, are a basis for the right-module of solutions is invertibility of
the 2 × 2 matrix
D(n) :=
(
Tn Sn
Tn Sn
)
,
whose entries are in B, for some n nˆ.
Proof. Setting Xn := Yn, Eq. (1) becomes Xn = −QnYn. Hence, introducing the “vector” Ξn := (Yn,Xn)T , we
obtain the first-order “vector” difference equation
Ξn = PnΞn,
where
Pn :=
(
0 I
−Qn 0
)
,
whose solutions are the columns of the solution to the corresponding “matrix” equation
Zn = PnZn, (10)
where Pn,Zn belong to the Banach algebra M2(B). Thus,
Zn :=
(
Tn Sn
Tn Sn
)
,
where Tn, Sn are solutions to Eq. (1). Writing (10) in the form of Eq. (6), we obtain
Zn+1 = (I + Pn)Zn,
hence Eq. (6) with
Rn :=
(
I I
−Qn I
)
.
Now, it suffices to require the invertibility of Zn for n nˆ and then invoke Lemma 2.2 to guarantee the invertibility
of Zn for all n with nˆ n n.
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to Eq. (1). In fact, if Yn is one of such solutions, given the vector (Ynˆ,Ynˆ)T , we obtain
Yn = TnA + SnB, for n nˆ,
A and B being constant elements of B, provided that
Znˆ
(
A
B
)
=
(
Ynˆ
Ynˆ
)
,
hence, for (A,B)T = Z−1
nˆ
(Ynˆ,Ynˆ)
T
. 
The following lemma generalizes to difference equations a well-known asymptotic result, valid for linear first-order
differential equations in Banach algebras [2, Theorem 6.4.4].
Lemma 2.4. Consider the first-order difference equation
Fn = CnFn, n nˆ, (11)
with Fn,Cn ∈ B, and
∞∑
n=nˆ
‖Cn‖ < ∞. (12)
Then, a solution to such equation exists of the form
Fn = I + Ξn, n μ, (13)
with
‖Ξn‖ kn1 − kn , n μ, (14)
where
kn :=
∞∑
j=n
‖Cj‖, (15)
and μ := min{n nˆ: kn < 1}.
Proof. Looking for a solution to Eq. (11) of the form (13), we obtain an “error equation”
Ξn − Cn[I + Ξn] = 0
for the “error term” Ξn. This equation is solved by all solutions of the discrete Volterra-type “integral equation”
Ξn =
∞∑
j=n
(−Cj )[I + Ξj ],
as can be shown by a direct substitution. In the literature, this type of equations are often called summary equations,
see [1], e.g. Defining recursively the sequence (of sequences)
Ts+1(n) :=
∞∑
j=n
(−Cj )
[
I + Ts(j)
]
, s = 0,1,2, . . . ,
with T0(n) ≡ 0, it can be seen, by induction on s, that all series converge for every fixed value of n  μ, in view
of (12). Moreover, the estimates∥∥Ts+1(n) − Ts(n)∥∥ (kn)s+1
hold, since the sequence {kn} defined in (15) decreases with n. Defining
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∞∑
s=0
[
Ts+1(n) − Ts(n)
]
,
which converges uniformly in n for n μ, we obtain the estimate in (14),
‖Ξn‖
∞∑
s=0
∥∥Ts+1(n) − Ts(n)∥∥ ∞∑
s=0
(kn)
s+1 = kn
1 − kn ,
provided that kn < 1, hence for every n  μ. Therefore, when n → ∞, kn → 0 and thus also Ξn → 0 and Fn =
I + Ξn → I . 
Note also that the solution Fn, being invertible in a neighborhood of ∞ (since ‖Ξn‖ → 0 as n → ∞), generates
the module of solutions to Eq. (11) for n γ , where γ := min{n nˆ: I + Cn is invertible ∀n γ }, see Lemma 2.3.
3. The finite moments perturbation asymptotics
Set A = 0 in Eq. (1), hence
2Yn + GnYn = 0, n ∈ Zν, (16)
where Zν := {n ∈ Z: n ν}, Yn,Gn ∈ B, assuming that Gn → 0 as n → ∞, parallels the analogous case for scalar
difference equations studied in [6]. We can show that, under suitably stronger conditions on Gn, a “recessive” and a
“dominant” solution to Eq. (16) exist, with the natural asymptotic behavior that one may expect. Moreover, precise
estimates for the error terms can be obtained.
Similarly to the scalar case, we call recessive a solution Un such that another, independent solution, Vn, called
dominant, exists, invertible in a neighborhood of ∞, and such that V −1n Un → 0 as n → ∞.
Below, we derive a difference equation for the error terms involved, and convert it into a discrete Volterra-type
“integral equation” (summary equation). This is then solved by successive approximations, and the same can be done
for the first differences of the errors. The following quantities will be used:
m(0)n :=
∞∑
j=n
‖Gj‖, (17)
m(1)n :=
∞∑
j=n
(j − n + 1)‖Gj‖, (18)
m(2)n :=
∞∑
j=n
j (j − n + 1)‖Gj‖, (19)
which are well defined whenever the corresponding “moments,”
μ(k)n :=
∞∑
j=n
jk‖Gj‖, k = 0,1,2, (20)
exist. In this case, m(k)n is infinitesimal as n → ∞. We can now prove the following
Theorem 3.1. Consider Eq. (16) assuming
∞∑
n=ν
n‖Gn‖ < ∞. (21)
Then, the right-module of solutions to Eq. (16) is generated by the pair ({Un}, {Vn}), where
Un = I + En, Vn = n(I + Sn), (22)
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estimated as
‖En‖ m
(1)
n
1 − m(1)n
, ‖En‖ m
(0)
n
1 − m(1)n
, (23)
provided that n n1, being
n1 := min
n∈Zν
{
n: m(1)n < 1
}
. (24)
Concerning Sn, we can only state that Sn → 0 as n → ∞.
If the stronger condition
∞∑
n=ν
n2‖Gn‖ < ∞ (25)
holds, the right-module of solutions to Eq. (16) is generated, for n μ, by the pair ({Un}, {Wn}), where
Wn = nI + Rn, (26)
with
‖Rn‖ m
(2)
n
1 − m(1)n
, ‖Rn‖ μ(1)n +
m
(0)
n m
(2)
n
1 − m(1)n
, (27)
for n  n1. In general, Vn and Wn do not coincide, even though they have the same asymptotic behavior, but only
Vn − nI ≡ nSn = o(n), while Wn − nI ≡ Rn =O(m(2)n ) can be guaranteed when n → ∞.
Proof. Assume that condition (21) holds, and look for a solution of the form Un = I + En. Inserting the latter in
Eq. (16), we obtain the error equation
2En + Gn(I + En) = 0, n ∈ Zν . (28)
It can be easily checked that every solution to the summary equation
En =
∞∑
j=n
(n − j − 1)Gj (I + Ej) (29)
also satisfies equation (28). Define now, recursively, the sequence (of sequences) Hs(n),
Hs+1(n) :=
∞∑
j=n
(n − j − 1)Gj
[
I + Hs(j)
]
, s = 0,1,2, . . . , H0(n) ≡ 0. (30)
This sequence is well defined, since all series in (30) converge for every fixed value of n, with n  n1. This can be
proved by induction on s, in view of (21). Moreover, ‖Hs(n)‖  cs for n  n1, where the constant cs is recursively
defined by
cs = m(1)n1 (1 + cs−1) for s = 1,2, . . . , c0 = 0.
In fact, the case s = 0 is trivial, and assuming ‖Hs(n)‖ cs we get from (30)
∥∥Hs+1(n)∥∥ (1 + cs) ∞∑
j=n
(j − n + 1)‖Gj‖ = (1 + cs)m(1)n  (1 + cs)m(1)n1 =: cs+1,
the quantity m(1)n being a decreasing function of n.
Now we show that the series
En :=
∞∑[
Hs+1(n) − Hs(n)
] (31)s=0
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∥∥H1(n)∥∥=
∥∥∥∥∥
∞∑
j=n
(n − j − 1)Gj
[
I + H0(n)
]∥∥∥∥∥
∞∑
j=n
(j − n + 1)‖Gj‖ = m(1)n . (32)
Then, assuming ‖Hs(n) − Hs−1(n)‖ (m(1)n )s for some s  2, it follows that
∥∥Hs+1(n) − Hs(n)∥∥=
∥∥∥∥∥
∞∑
j=n
(n − j − 1)Gj
[
Hs(j) − Hs−1(j)
]∥∥∥∥∥

∞∑
j=n
(j − n + 1)‖Gj‖ ·
∥∥Hs(j) − Hs−1(j)∥∥

(
m(1)n
)s ∞∑
j=n
(j − n + 1)‖Gj‖ =
(
m(1)n
)s+1
. (33)
Now, the convergence of the series in (31) is uniform for n n1, being from (33)∥∥Hs+1(n) − Hs(n)∥∥ (m(1)n )s+1  (m(1)n1 )s+1, (34)
since m(1)n decreases with n, and the last term in (34) does not depend on n and is less than 1. From (31) and (33) the
estimate for En
‖En‖
∞∑
s=0
∥∥Hs+1(n) − Hs(n)∥∥ ∞∑
s=0
(
m(1)n
)s+1 = m(1)n
1 − m(1)n
follows, provided that m(1)n < 1, hence for every n n1. At this point, we observe that, by (30) and (31),
En = H1(n) +
∞∑
s=1
( ∞∑
j=n
(n − j − 1)Gj
[
Hs(j) − Hs−1(j)
])
= H1(n) +
∞∑
j=n
(n − j − 1)Gj
( ∞∑
s=1
[
Hs(j) − Hs−1(j)
])
= H1(n) +
∞∑
j=n
(n − j − 1)GjEj
=
∞∑
j=n
(n − j − 1)Gj +
∞∑
j=n
(n − j − 1)GjEj
=
∞∑
j=n
(n − j − 1)Gj (I + Ej).
Here, the “dominated convergence theorem” has been applied, considering the series for j from n to ∞ as a Bochner
integral [3, Chapter 3] with respect to the measure “which counts the number of points,” because the estimate∥∥∥∥∥
P∑
s=1
(n − j − 1)Gj
[
Hs(j) − Hs−1(j)
]∥∥∥∥∥
P∑
s=1
|n − j − 1| · ‖Gj‖
(
m
(1)
j
)s
 (j − n + 1)‖Gj‖
m
(1)
j
1 − m(1)j
 (j − n + 1)‖Gj‖ m
(1)
n1
(1) (35)1 − mn1
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m
(1)
n < ∞, by assumption. We conclude that En, defined by (31), does indeed solve the summary equation (29).
It is also possible to derive an estimate for the first differences, En, of the error term (cf. [6]). In fact,
‖En‖ = ‖En+1 − En‖
∞∑
s=0
∥∥Hs+1(n) − Hs(n)∥∥ (36)
(where the operator  acts on n), and from the definition of Hs(n),
Hs(n) = Hs(n + 1) − Hs(n)
=
∞∑
j=n+1
(n − j)Gj
[
I + Hs−1(j)
]− ∞∑
j=n
(n − j − 1)Gj
[
I + Hs−1(j)
]
=
∞∑
j=n
Gj
[
I + Hs−1(j)
]
, s = 1,2, . . . .
Using the estimate in (32), (33), this yields
∥∥H1(n)∥∥ ∞∑
j=n
‖Gj‖ = m(0)n ,
and
∥∥Hs+1(n) − Hs(n)∥∥=
∥∥∥∥∥
∞∑
j=n
Gj
[
Hs(j) − Hs−1(j)
]∥∥∥∥∥
∞∑
j=n
‖Gj‖
(
m
(1)
j
)s  (m(1)n )sm(0)n , s = 1,2, . . . .
Introducing this in (36), we obtain
‖En‖
∥∥H1(n)∥∥+ ∞∑
s=1
∥∥Hs+1(n) − Hs(n)∥∥m(0)n +
∞∑
s=1
(
m(1)n
)s
m(0)n =
m
(0)
n
1 − m(1)n
,
that is the estimate in (23).
We now focus on a second solution, of the form
Vn := Un
n−1∑
j=ν0
Fj , n > ν0, (37)
where ν0  ν and the sequence Fj has to be determined. Note that the form of a second solution in (37) in terms of
the solution Un, mimics what can be done for second-order scalar differential equations. Introducing (37) in (16), and
using the fact that Un is a solution to such equation, we obtain by a little algebra
2Vn = 2Un
n−1∑
j=ν0
Fj + Un+2(Fn + 2Fn) − 2Un+1Fn
= −GnUn
n−1∑
j=ν0
Fj + Un+2Fn + 2(Un+1)Fn
= −GnVn + Un+2Fn + 2(Un+1)Fn.
Now, Un+2 = I +En+2 is invertible for all n n2 where n2 := min{n ∈ Zν : ‖En+2‖ < 1}. Therefore, Vn is a solution
of (16) provided that Fn solves the first-order difference equation
Fn = −2U−1n+2(Un+1)Fn, n n2.
By Lemma 2.4, this equation has a solution for all n  ν0  n2, such that Fn → I as n → ∞, provided that
U−1 Un+1 is summable. Indeed, we haven+2
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n=ν0
∥∥U−1n+2Un+1∥∥=
∞∑
n=ν0
∥∥(I + En+2)−1En+1∥∥=O
( ∞∑
n=ν0
‖En+1‖
)
=O
( ∞∑
n=ν0
m
(0)
n+1
)
,
and
∞∑
n=ν0
m
(0)
n+1 =
∞∑
n=ν0
( ∞∑
j=n+1
‖Gj‖
)
< ∞,
as follows from an application of Fubini theorem (in case of the point-counting measure), since we have, by (18),
∞∑
n=ν0
∞∑
j=n+1
‖Gj‖ =
∞∑
j=ν0+1
j−1∑
n=ν0
‖Gj‖ =
∞∑
j=ν0+1
(j − ν0)‖Gj‖ = m(1)ν0+1 < ∞.
Finally, we show that
lim
n→∞
Vn
n
= I
or, equivalently, that Vn = n(I + Sn) with Sn → 0 as n → ∞. Now, using (37) and (22),
Sn = 1
n
(I + En)
n−1∑
j=ν0
Fj − I = 1
n
[
n−1∑
j=ν0
Fj − nI
]
+ En
n
n−1∑
j=ν0
Fj = 1
n
n−1∑
j=ν0
(Fj − I ) − ν0
n
I + o(1).
In fact,∥∥∥∥∥Enn
n−1∑
j=ν0
Fj
∥∥∥∥∥ ‖En‖n
n−1∑
j=ν0
‖Fj‖ n − ν0
n
max
jν0
‖Fj‖ · ‖En‖,
which is infinitesimal as j → ∞ since such is En, and maxj‖Fj‖ is bounded because Fj → I as n → ∞. Writing
now ∥∥∥∥∥1n
n−1∑
j=ν0
(Fj − I )
∥∥∥∥∥ 1n
∥∥∥∥∥
νε−1∑
j=ν0
(Fj − I )
∥∥∥∥∥+ 1n
n−1∑
j=νε
‖Fj − I‖, (38)
observe that, for every ε > 0 the sum of the term −(ν0/n)I and the o(1) term above can be made less than ε/3, taking
n sufficiently large, and also
1
n
n−1∑
j=νε
‖Fj − I‖ < ε3
for all n > νε , for a suitable νε > ν0. In fact, it suffices to choose νε such that ‖Fj − I‖ < ε/3 for all j  νε (since
Fj → I as n → ∞). Having fixed νε in this way, the first term in (38) can be made
1
n
∥∥∥∥∥
νε−1∑
j=ν0
(Fj − I )
∥∥∥∥∥< ε3
for all n > ν1(ε), for a suitably chosen ν1(ε) > νε , since here the sum is finite and fixed (having fixed νε). We conclude
that, for every ε > 0, ‖Sn‖ < ε for n > ν1(ε).
Let now assume that the stronger condition (25) holds. Proceeding as before, we can derive the error equation
2Rn + Gn(nI + Rn) = 0, n ∈ Zν, (39)
as it can be easily checked, and then the summary equation
Rn =
∞∑
(n − j − 1)Gj (jI + Rj),
j=n
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(of sequences)
Ks+1(n) :=
∞∑
j=n
(n − j − 1)Gj
[
jI + Ks(j)
]
, s = 0,1,2, . . . , K0(n) ≡ 0. (40)
All series in (40) converge for every fixed value of n n1, in view of condition (25). In addition, it can be seen that
‖Ks(n)‖ ds for n n1, the sequence of constants {ds}∞s=0 being recursively defined by
ds = m(2)n1 + m(1)n1 ds−1, s = 1,2,3, . . . , d0 ≡ 0.
In fact, the case s = 0 is trivial, and assuming that ‖Ks(n)‖ ds we obtain
∥∥Ks+1(n)∥∥ ∞∑
j=n
(n − j − 1)‖Gj‖(j + ds) = m(2)n + m(1)n ds m(2)n1 + m(1)n1 ds ≡ ds+1,
where the monotonicity of the moments (as functions of n) has been exploited.
Setting
Rn =
∞∑
s=0
[
Ks+1(n) − Ks(n)
]
, (41)
it turns out immediately that the series on the right-hand side of (41) converges uniformly with respect to n for n n1.
In fact, proceeding by induction (on s), we have first
∥∥K1(n)∥∥ ∞∑
j=n
j (j − n + 1)‖Gj‖ ≡ m(2)n ,
and, assuming that ‖Ks(n) − Ks−1(n)‖m(2)n (m(1)n )s−1 for some s  2, we get
∥∥Ks+1(n) − Ks(n)∥∥ ∞∑
j=n
(j − n + 1)‖Gj‖ ·
∥∥Ks(j) − Ks−1(j)∥∥
m(2)n
(
m(1)n
)s−1 ∞∑
j=n
(j − n + 1)‖Gj‖ = m(2)n
(
m(1)n
)s
,
again, being m(k)n for k = 1 or 2 a decreasing function of n. It follows from this and from (41) that
‖Rn‖
∞∑
s=0
∥∥Ks+1(n) − Ks(n)∥∥ ∞∑
s=0
m(2)n
(
m(1)n
)s m(2)n
∞∑
s=0
(
m(1)n
)s = m(2)n
1 − m(1)n
,
provided that m(1)n < 1, that is for every n n1.
From (41) we can obtain also an estimate for Rn. In fact, we get first from (40), upon a little algebra,
Ks(n) =
∞∑
j=n
Gj
[
jI + Ks−1(j)
]
,
for s = 1,2, . . . , and then
‖Rn‖
∥∥K1(n)∥∥+ ∞∑
s=1
∥∥Ks+1(n) − Ks(n)∥∥
 μ(1)n +
∞∑( ∞∑
‖Gj‖ ·
∥∥Ks(j) − Ks−1(j)∥∥
)
s=1 j=n
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∞∑
s=1
( ∞∑
j=n
‖Gj‖m(2)j
(
m
(1)
j
)s−1)
= μ(1)n +
∞∑
s=0
m(2)n
(
m(1)n
)s
m(0)n
= μ(1)n +
m
(0)
n m
(2)
n
1 − m(1)n
,
μ
(1)
n denoting the “first-order moment” of Gn, defined in (20).
Note that the solutions Un, Vn, Wn, can be extended to indices n < n1 but only up to the smallest index μ ν such
that I + Gn is invertible for all n μ. In fact, we know that ‖Gn‖ < 1 for every n n1.
To prove that the pair ({Un}, {Vn}) is a basis for the right-module of solutions to Eq. (16), it suffices to show that
the Casorati matrix [4]
C(n) :=
(
Un Vn
Un+1 Vn+1
)
, C(n) ∈ M2(B), (42)
is invertible in a neighborhood of ∞, hence for all n  μ. Clearly, {Un} and {Vn} are linearly independent, in view
of their asymptotic behavior, hence, for every fixed n, C(n) is an injective linear operator from M2(B) into M2(B).
In the matrix algebra Mm(C), others than in the general case, this would suffice to guarantee that C(n) is invertible.
In the general case, however, this is not enough. We first write Eq. (16) as a first-order system and invoke Lemma 2.3
to infer that {Un} and {Vn} generate the right-module of solutions to Eq. (16), checking (equivalently) the asymptotic
invertibility of the matrix
D(n) :=
(
Un Vn
Un Vn
)
, D(n) ∈ M2(B),
which is simpler to prove. In fact, let split D(n) as
D(n) =
(
I + En n(I + Sn)
En Vn
)
=
(
I + En n(I + Sn)
0 I + o(1)
)
+
(
0 0
En 0
)
=: D0(n) + D1(n), (43)
where Vn = I + o(1). From the definition of Vn in (37), we obtain
Vn = Un+1Fn + Un
n−1∑
j=ν0
Fj = I + o(1) +O(nEn), n > ν0,
since
1
n
n−1∑
j=ν0
Fj ∼ I, as n → ∞.
Now, nEn =O(nm(0)n ) by (23). Therefore, using (17), we get
n
∞∑
j=n
‖Gj‖
∞∑
j=n
j‖Gj‖ = μ(1)n ,
and μ(1)n → 0 as n → ∞. Hence,
nEn → 0, as n → ∞. (44)
Going back to D(n), it appears that the triangular matrix D0(n) in (43) is invertible for n sufficiently large, since its
diagonal elements are invertible (being ‖En‖ < 1), hence we can write
D(n) = D0(n)
[
I + (D0(n))−1D1(n)].
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certainly true if∣∣∣∣∣∣(D0(n))−1D1(n)∣∣∣∣∣∣< 1
for n sufficiently large (again, as above). Here, the multiplicative norm ||| · ||| in M2(B) is that induced canonically by
‖ · ‖. Upon simple calculations, we obtain finally
(
D0(n)
)−1
D1(n) =
(
(I + En)−1 −n(I + En)−1(I + Sn)[I + o(1)]−1
0 [I + o(1)]−1
)
·
(
0 0
En 0
)
=
(−n(I + En)−1(I + Sn)[I + o(1)]−1En 0
[I + o(1)]−1En 0
)
=
(−n[I + o(1)]−1En 0
[I + o(1)]−1En 0
)
. (45)
This shows that |||(D0(n))−1D1(n)||| = o(1) as n → ∞, since all entries of the latter matrix in (45) are infinitesimal
in view of (44) and (23).
Proceeding in a similar way, it can be proved that the pair ({Un}, {Wn}) is also a basis for the right-module of all
solutions to Eq. (16), with the simplification that we have now, Wn = I +Rn = I + o(1) as n → ∞, see (27). 
4. An example
Consider Eq. (16) with
Gn =O
(
n−p
)
, (46)
for some fixed number p > 2 and all n  ν. Therefore, ‖Gn‖ < Kn−p for some K > 0, and (21) is satisfied. By
Theorem 3.1, two solutions to (16) like those in (22) exist, with the error estimates
En =O
(
n2−p
p − 1
)
, En =O
(
n1−p
p − 1
)
,
for n > n1, with n1 defined in (24). These estimates are easily obtained. Under the assumption made on the decay
of Gn, one can only state that Sn → 0 as n → ∞. The pair of solutions ({Un}, {Vn}) generate the right-module of
solutions to Eq. (16).
If (46) holds with p > 3, a pair of solutions, ({Un}, {Wn}), to Eq. (16) exists, with Un as that in (22), (23), and Wn
defined in (26). The error terms related to the latter can be estimated as in (27), hence
Rn =O
(
n3−p
p − 2
)
, Rn =O
(
n2−p
p − 2
)
+O
(
n1−p
p − 1
)
·O
(
n3−p
p − 3
)
=O
(
n4−2p
p − 2
)
,
as it can also easily seen.
This simple example is the straightforward generalization of example (A) in [6, §5], concerning the scalar case (see
also [7], regarding the abstract differential equation analogue). More elaborate examples could be constructed, as was
done in the scalar cases in [6].
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