I. INTRODUCTION
The emergence of collective behaviors in chaotic systems have been studied extensively using various cellular automata and lattice models. The results indicated that low-dimensional structure and collective oscillations may arise on the macroscopic level in a system with extensively chaotic components at the microscopic level (Aihara et al., 19990; Kaneko, 1990; Pomeau, 1993; Marcq et al., 1997) . The significance of intermediate-range or mesoscopic effects has been outlined in further studies, with a special emphasis on neurodynamics (Kozma, 1998; Freeman, 1999) . Random cellular automata (RCA) appear to have many of the features of these systems, but are simpler to describe, easier to simulate, and are more amenable to rigorous analysis. The present paper concentrates on applying and generalizing the concept of RCA for the description of the dynamics of neural populations.
The theory of random cellular automata is closely related to that of percolation theory, which has been an active area of research in the past decades. Percolation theory lies at the interface of probability theory, combinatorics, and physics (Grimmett, 1999) . Interest in various aspects of standard percolation remains high, including estimates of critical probabilities (Bollobás, 1985; Balister, Bollobás, Stacey, 1993) . Recently, more and more modifications of the standard percolation models have been studied. In particular, there has been much work on the family of processes know as bootstrap percolation (Aizerman and Many percolation problems exhibit phase transitions. In the case of phase transitions, for p less than some critical probability p crit only finite clusters exist, and for p > p crit infinite clusters almost surely exist. Random automata are also closely related to certain models in statistical physics such as the Ising model. This naturally leads to questions about phase transitions and their associated critical exponents which describe properties of systems that are close to a phase transition. Studying phase transitions gains increasing popularity in various research fields beyond physics, including population dynamics, the spread of infectious diseases, social interactions, neural systems, and computer networks (Kauffman, 1993; Crutchfield, 1994; Haken, 1996; Watts, Strogatz, 1998 , Newman, 2000 .
In the realms of neuropercolation we extend percolation theory to study neural processes (Kozma et al., , 2004 . Recent studies explain spatial patterns of phase in beta-gamma EEG activity of human neocortex (Freeman, 2003d-e) . Neocortex maintains a stable, scalefree state by homeostatic regulation of neural firing, through which it adapts instantly and globally to rapid environmental changes. The coherent states created by the destabilization of the cortex are called 'wave packets' (Freeman, 2003a-b) . Destabilization is initiated at a given, seemingly random point of time and space on the cortex. This resembles phase transition in physical systems, which start at a certain nucleus.
EEG analysis gave spatiotemporal amplitude modulation (AM) patterns of unprecedented clarity (Freeman, 2004a-b) and supported the theory of self-organized criticality in neural dynamics (Bak, Tang, & Wiesenfeld, 1987; Bak, 1996; Jensen, 1998 (Hopfield, 1982; Berlekamp et al., 1982) , by merging the concepts of random graph theory (Erdos & Renyi, 1960; Bollobás, 1985) and non-local interactions represented by axonal connections. It bridges the gap between Ising-type models and meanfield approaches (Kozma et al, 2002; . Our studies identify several key factors that determine phase transitions in our neural models, including endogenously generated noise and the structure and extent of the non-locality of neural populations.
The resulting novel tools have been used to study the intricate complexity of various dynamic behaviors of neural populations (Puljic & Kozma, 2003) .
The present paper starts with the description of basic principles and formalism of neuropercolation. We introduce results of mean field models as well as locally connected RCA lattices. Next the critical behavior in mixed local and non-local models is described. We build phase diagrams to characterize the relationship between critical noise and extent of non-locality. This is followed by the characterization of a potential developmental process in brain after birth and early childhood, which may be responsible for maintaining dynamical state of brains at the edge of criticality.
II. OVERVIEW OF PHENOMENOLOGY OF NEUROPERCOLATION

A. Role of Dynamics in Neural Populations
We model the dynamical behavior of the neuropil, the densely interconnected neural tissue in the cortex. Most synaptic activity in the brain occurs in the neuropil. Neuropil is a unique felty substance, believed to be one of the most highly organized in the Universe.
It represents a complicated spatial network comprising interconnected neuronal processes intermingled with irregularly shaped processes of astrocytic glia (Peters et al., 1991) . Neural populations stem ontogenetically in embryos from aggregates of neurons that grow axons and dendrites and form synaptic connections of steadily increasing density. At some threshold the density allows neurons to transmit more pulses than they receive, so that an aggregate undergoes a state transition from a zero point attractor to a non-zero point attractor, thereby becoming a population. Interacting excitatory and inhibitory populations produce periodic, A chaotic system has the capacity to create novel and unexpected patterns of activity.
It can jump instantly from one mode of behavior to another. It retains in its pathway across its basins a history, which fades into its past, just as its predictability into its future decreases. Phase transitions between chaotic states constitute the dynamics that explains how brains perform such remarkable feats as abstraction of the essentials of figures from complex, unknown and unpredictable backgrounds, generalization over examples of recurring objects, reliable assignment to classes that lead to appropriate actions, planning future actions based on past experience, and constant updating by way of the learning process (Freeman, 1999) . Below, we describe certain topological and dynamical properties of the neuropil, ro support modeling phase transitions in brains.
B. Random Cellular Automata Formalism
General models of random cellular automata (RCA) are well-documented, see (Toom et al.; Gacs, 1990 ; Maes and Velde, 1997; and others). Here we limit our discussions to a model
n . The activation of site x at time t a x (t) can be 0 or 1 The fate of each site will be influenced by the sites in the neighborhood Λ(x). Introduce s(x) as the arousal function and r(x) as the depression function. The arousal function gives the probability that an inactive site becomes active, while the depression function is the probability that an active site becomes inactive at the next step. At time 0, the sites are active with probability p. At each time step t, every site is updated simultaneously according to the rules:
Here we introduced event C t as follows:
C t means that the majority of sites in the neighborhood Λ(x) are inactive at time t. Here
|Λ(i, j)| denotes the cardinality of neighborhood Λ(i, j). For example, in a 2-dimensional
lattice with local interactions, we have |Λ(i, j)| = 5, when self-connection is included.
In the case when no cell can change from active to inactive ( r(x) = 0 for all x ) we recover the bootstrap percolation model. Clearly, the family of random cellular automata is much richer than the family of bootstrap percolations. In particular, if all the probabilities are 0 or 1 we recover the theory of deterministic cellular automata, such as that of Conway's Game of Life (Berlekamp et al., 1982) . These models are known to be capable of producing extremely complex behavior. On the other hand, if we choose j(x), r(x) = 0, 1 for all x, then there is no need for an initial probability p, and with a suitable choice of the arousal and depression functions, we may achieve that the system hovers around a certain density of active sites.
C. Mean Field Random Cellular Automata Models
Phase transitions in mean field random cellular automata models are analyzed in details by . Here we summarize the results for the case of a finite grid or torus over Z 2 . In the mean field model instead of taking |Λ| specified neighbors, we take |Λ| elements of the grid at random with replacement. It is clear that the mean field model does not depend on the topology of the grid, and the only information of relevance is the cardinality
We define ρ t to be X t /N where N = n × n is the size of the finite grid or torus. Thus . Indeed, let us write the condition for the fixed point density as: . The above equation describing the fixed points approximates power law relationship with very good accuracy:
where β ≈ 0.5. Figure 1 illustrates the stable density values for 0 ≤ ε ≤ ε c as described by the above equation.
D. Local Majority Percolation Models
Theoretical description of phase transitions in local RCA is a very difficult problem.
Mathematical description of phase transitions in a narrow class of RCA with ε ≈ 0 are given in (Balister et al., 2004) . Namely, we gave a rigorous proof of the fact that the model spends a long time in either low-or high-density configurations before crossing very rapidly to the other state. Fairly good bounds have been proven on the very long time the model spends in the two essentially stable states and on the very short time it takes to cross from one essentially stable state to another. This result, in fact, gives a theoretical justification of the terminology 'neuropercolation' of our approach. It is expected that these results can be generalized to a wider range of ε. However, conditions near the critical regime of RCAs are not tractable by rigorous mathematical methods at present.
In the following discussions, we use extensive numerical simulations to study the critical behavior of the neuropercolation model. The simulation was run on a 2-dimensional torus
n of size up to 256x256. The next state of the site at a given location will be given by the majority of the states of itself and its four nearest neighbors. All the sites will be updated simultaneously at a certain time t. At any time instant the average activation ρ(t) has been calculated as the mean value over all lattice points, which is analogous to the magnetization parameter of Ising models (Makowiec, 1999 ).
As we vary ε in the range [0, 0.5], the model exhibits a behavior similar to that seen in the mean field model. For small ε there are two stable states, one with low density ρ and one with high density 1 − ρ. There is a probability that the system switches between high and low density states. This probability can be made very small by increasing the grid size n. For ε close to the critical probability, one sees large grid regions with high density and large regions with low density evolving in time and space. The variance of the density drastically increases as ε → ε c . An important difference between mean field models and local RCA is that the critical probability is significantly lower in RCA with ε c ≈ 0.1342. For ε c < ε < 0.5 the stationary density distribution of ρ t is unimodal for a sufficiently large but finite lattice. For ε < ε c the distribution becomes bimodal, as one would expect from the mean field model.
In the characterization of RCA, we follow the methodology applied by (Makowiec, 1999) , based on Binder's finite-size scaling theory (Binder, 1981) . Details of this methodology will be given in the next section, where models with nonlocal connections are described. Here we summarize the results obtained for the local RCA with majority voting rule. According to finite-size scaling theory, the following power laws are expected to hold: 
In the above equations, the following quantities are used: critical probability ε c , susceptibility χ, and correlation length ξ. The estimated values of the critical exponents β, γ, ν are given in Table I 
B. Experiments with Mixed Models
Examples of temporal dynamics of a system with 5% of the sites having one remote neighbor are shown in Starting with a lattice with randomly initiated site activation and having a small value of ε, the activity of the network quickly stabilizes in either mostly active or mostly inactive mode of behavior. Because the systems are of finite size, they jump after a sufficiently long time from one mode of behavior to the other. Figure 4 shows that the two modes are symmetrical. As ε c increases, jumps between the two stable states become more frequent.
Beyond the critical probability ε c the oscillations becomes unimodal and the oscillation intensity decreases. Figure 5 shows the average densities as the functions of ε for four typical systems: the systems with no remote neighbors (local), the systems with 25% sites having one remote connection (25% (1)), the systems with 100% sites having one remote connection (100% (1)), and the systems with 100% sites having four remote connections (100% (4)). Figure 6 shows the typical spatial patterns for various configurations of remote neighbors.
We applied 3 levels of ε in each configuration. The applied ε values correspond to subritical, critical, and supercritical regimes. Let us define the parameter m(t) = ρ(t) − 0.5, which can be interpreted as magnetization in our model. The sites have been initiated sites as mostly active. On the left side in Fig. 6 , ε is far below ε c . In the middle part, ε ≈ ε c .
On the right side of Fig. 6 , ε is greater then ε c . We can observe that subcritical and supercritical regimes give spatial distributions indicating ferromagnetic and paramagnetic states, respectively, as described by Ising models. In the case of critical noise level (middle column), a spatial clustering is apparent, especially for configurations with smaller number of remote connections, i.e., on Fig. 6 (a) and (b) .
C. Critical Exponents of Mixed Models
The probability distribution of the density (magnetization) is bimodal for ε < ε c . S ε increases, the peaks of the probability distribution function get closer to each other and its peakedness increases. Measures of the peakedness are given by the kurtosis, the 4th moment of the probability distribution. Peakedness is given by:
Binder defines the 4th order cumulants of the magnetization as follows:
Finite-size scaling theory implies that the interpolated values of Eq. (12) are expected to intersect at a unique point at the critical state, independently of the lattice size, which we denote here as l. The location of this intersection will give c . Following (Makowiec, 1999) , we write the scaling equations near the critical point, to obtain scaling exponents ν, β, and γ. Exponent ν describes scaling of the correlation length, and it is obtained from the obtained 4th order cumulant U(l, ε) as follows:
For the magnetization, the following relationship holds:
where the average magitute of the magnetization is given by:
Susceptibility χ is defined as follows:
Susceptibility χ satisfies the scaling relationship: The first step is to calculate ε c ; see Identity function 2β + γ = 2ν holds for Ising systems. The error of this identity I error is used to verify the conducted critical exponents estimation; see Table II . We conclude that the critical exponents significantly deviate from each other and, in particular, from the Ising model. Parameters ν and γ are decreasing, while β and ε c are increasing, as the number of remote connections increases. ε c is lower for more structured systems. Still, the identity function is satisfied in most cases with reasonable accuracy. It is expected that the somewhat larger errors can be further reduced if the number of iterations is increased. 
IV. DENSITY OF NON-LOCAL LINKS AS CRITICAL PARAMETER
In this section we study the quantitative relationship between the density of non-local connections and critical probability ε c . Previously we have observed that ε c increases as the density of remote connections increases. We have conducted a large number of experiments with various system configurations to quantify this relationship. In Fig. 8 a-d, ε c is shown as a function of the proportion of sites with remote connections for many different systems.
To calculate ε c , we applied the same method as before. In the experiments in Fig. 8 we used shorter runs that previously, as less accuracy is sufficient if we do not aim at determining the critical exponents. Such a phase diagram is shown in Fig. 9 where results obtained by various configurations are combined. Network structures with higher number of reciprocal remote connections make the system more vulnerable to disturbances, when the system evolution is governed by the random majority rule. One-way connections increase the network resistance to noise-induced phase transitions. This is due to the fact that a neighborhood is more likely to sustain a We propose the following hypothesis on the emergence of critical behavior with the potential of frequent phase transitions in the neuropil. The neural connectivity is sparse in the neuropil at the embryonic stage. Following birth, the connectivity increases and ultimately reaches a critical level, at which the neural activity becomes self-sustaining. The brain as a collective system is at the edge of criticality, and it now can undergo repeated phase transitions in a self-organized way, under the influence of external and internal factors. We suggest to implement this approach in a computational model as follows:
• Start with an initial population of nonlinear units, which model neural populations with given local properties;
• Incrementally increase the long-range connectivity using any desired strategy, producing, e.g., a scale-free network with preferential attachment, or other objects;
• Stop changing the connectivity when the critical state is approached. From this stage on, the structure is essentially fixed. Modifications still happens; e.g., due to learning effects;
• Use the effects of inputs and endogeneous noise to balance the system at the edge of phase transitions during its operation;
• Operate the system through repeated phase transitions as it processes, retrieves, and transforms data.
The above strategy is schematically illustrated in Fig. 10 . By way of structural evolution, the neuropil evolves toward regions of criticality or edge-of-criticality. Once the critical regions are established, the connectivity structure remains essentially unchanged. However, by adjusting the noise and/or gain levels, the system can be steered towards or away from critical regions. This is a control mechanism that provides the conditions to phase transitions in the neuropil. Obviously, the outlined mechanism is incomplete and in realistic neural systems a host of additional factors play crucial role. However, the given mechanism is very robust and it may provide the required dynamical behavior in a wide range of real life conditions. We suggested a novel method for modeling and functioning of the neuropil. The neuropercolation approach to phase transitions in the neuropil has the prospect of creating powerful, robust computational models that match the performance of neural systems. Our study identifies key control parameters of this process, i.e., communication noise, relative proportion of axonal connections. Phase diagram has been constructed and has been used to outline a hypothesis of self-organized development of the neuropil.
The proposed method of controling phase transitions in the neuropil will be tested both in discrete neuropercolation models and in the continuous domain of K models, which is based on ordinary differencial equations ). We explore the dynamics of spatio-temporal patterns in the neuropercolation model. In particular we will study conditions that may lead to the emergence of phase cones and itinerant chaotic dynamics, as observed by brain monitoring methods.
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