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En esta tesis explicamos el modelo matema´tico asociado al feno´meno de
unio´n de Josephson, el cual surge de la f´ısica cua´ntica y tiene e importantes
aplicaciones tecnolo´gicas. Para ubicar esta problema´tica en el capitulo I
presentamos todos los conceptos necesarios.
Es fundamental el me´todo analo´gico para estudiar este sistema desde la
complejidad del sistema pendular, as´ı conocemos el flujo asociado a nuestro
problema y su ecuacio´n de bifurcacio´n ba´sica I − V , para la cual se estu-
dian diversas variantes del problema. Este aspecto se estudia en el capitulo II.
A trave´s de una perturbacio´n de la ecuacio´n de Sine-Gordo´n, estu-
diamos la unio´n larga de Josephson en te´rminos espacio-temporal; lo que
se logra por el surgimiento de solitones asinto´ticos a sus equilibrios. Es-
ta versio´n del problema es mucho mas compleja y se estudia en el capitulo III.
El estudio de estabilidad de soluciones con saltos se realiza en torno de
ciertas soluciones perio´dicas o solito´nicas (llamadas tambie´n homocl´ınicas
o´ heterocl´ınicas, segu´n el caso); este interesante caso se resuelve mediante la
linealizacio´n global en torno de las recurrencias mencionadas. Este aspecto
se trata en el capitulo IV.
Finalmente estudiamos fundamentos de control, acoplamiento y sincroni-
zacio´n; los cuales surgen de la dina´mica que produce el feno´meno de la unio´n
Josephson. Son conceptos ba´sicos que se derivan del conocimiento de las
relaciones entre para´metros y/o variables. Para este estudio damos especial
tratamiento a la solucio´n del problema de Josephson con condiciones de
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frontera con una perturbacio´n singular. Esto lo tratamos en el capitulo V.
El estudio detallado que hemos realizado en este trabajo de grado ha sido
posible por la consulta a los siguientes referencias: [Fey], [S,STR], [F.Hopp],
[Y.KuZ], [S.Wig], [C.Chi], [J.Cr R.O, O′malley], [Fey], [A. Pik, M.Ros, J.
Kur], [A.G Mak V.I Nek], [ Su Vgils ], [T. Bo, M.H Je], [F.Xi H. Cedeira],
[G. Des, A. Dol, S.a.VGil, HSus.], [K.L], [Si, Zi], [VaV], [Shi, Bely].
Esperamos continuar con este proceso de investigacio´n, ampliando nuestro
conocimiento sobre “Los sistemas Dina´micos del efecto Josephson,”pues
es una linea de trabajo que promete necesitar cada vez mejores modelos
matema´ticos para aplicarlos significativamente a nuevas tecnolo´gicas.
CAP´ITULO 1
Conceptos preliminares






x para x > 0
0 para x ≤ 0. (1.1.1)
Entonces f(x) es suave; en particular fn(0) = 0 para todo n ≥ 0.
Figura 1.1: Funcio´n infinitamente diferencial en cero.
Prueba. Es claro que f(x) es suave excepto x = 0. Entonces nosotros solo
necesitamos verificar que fn(0) = 0 n ≥ 0. (Note que si nosotros probamos
que fn(0) = 0, esto implica que f (n−1)(x) es continua en x = 0). Es obvio que
f (n−1)(x) cuando x = 0. Entonces si nosotros probamos todas las derivadas
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existen automa´ticamente vemos que son continuas. Primero que todo, vemos



































All´ı sustituimos a y = 1
x
y usamos L’Hopital, como los limites izquierdo
y derecho son iguales, tenemos f ′(0) = 0.




x . Se demuestra por
induccio´n que todas las derivadas de orden superior tienen una forma similar
para x > 0,








donde Pn una funcio´n polinomial.








x para P1(y) = y








x > 0. Entonces






























para Pn+1(y) = −y2Pn(y), el cual es un polinomio siempre que Pn.
Entonces tenemos que revisar que f ′(x) = f (1)(x) satisface la hipo´tesis, y
tambie´n que si la hipo´tesis es cierta para f (n)(x), entonces es cierto para
P n+1(x). Usamos la induccio´n para mostrar nuevamente que fn(0) = 0.
Ahora asumimos que fn(0) = 0. Para el calcular f (n+1)(0), el l´ımite izquierdo
es 0 y el limite derecho es:



































De y = 1
x
tenemos que P˜n(y) = yPn(y) es otro polinomio. Los limites
izquierdo y derecho ambos son nulos, tenemos f (n+1)(0) = 0, lo cual completa
la induccio´n.
Proposicio´n 2. Dado a < b, existe una funcio´n suave h(x) tal que
h(x) = 0 para x ≤ a, 0 < h(x) < 1 para x ∈ (a, b), y h(x) = 1 para
x ≥ b.
Prueba. Primero hacemos g(x) = f(x−a)f(b−x) para f definido arriba.







Es fa´cil observar que h(x) tiene propiedades relevantes.
Proposicio´n 3. Haciendo 0 < a < b. Entonces existe una funcio´n de
valor real suave i(z) = ˜~(|z|) en Rk, tal que i(z) = 1 si |z| ≤ a y 0 < i(z) < 1
si |z| ∈ (a, b), y es 0 para |z| ≥ b.
Hacemos h˜ = 1 − h(x), donde h(x) es como arriba. Entonces la funcio´n
i(z) = h˜(|z|) satisface las propiedades. En particular, la regla de la cadena
muestra que i(z) es suave excepto posiblemente en z = 0. Pero en una
vecindad de z = 0, i(z) es igual a 1, entonces all´ı es suave tambie´n, i(z)
es la funcio´n “bump”.
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Figura 1.2: Funcio´n del tipo ”bump”.
1.2. El Lagrangiano
Consideramos una funcio´n suave
L : Rk × Rk × R→ R,
un par de puntos P1, P2,∈ Rk, dos nu´meros reales t1 < t2 y un conjunto
C = C(P1, P2, t1, t2) constituidas por curvas suaves q : R → Rk tales que
q(t1) = P1 y q(t2) = P2





es la ecuacio´n de Euler-Lagrange, es una ecuacio´n diferencial asociada a
la funcio´n L, llamada el Lagrangiano.
Encontramos los puntos extremos de la funcio´n φ; esto es, a partir del
concepto de la derivada direccional de una funcio´n escalar definida sobre
un espacio de curvas, el punto extremo corresponde al punto en el cual la
derivada direccional se anula.
Para obtener este punto extremo y para una curva γ(s) : R → Rk,
definimos nuestra “curva de curvas”, como la variacio´n de curvas en C a
trave´s de la siguiente funcio´n suave Q : R × R → Rk; con condiciones de
frontera Q(s, t1) ≡ P1, Q(s, t2) ≡ P2 como Q(s, t) ≡ γ(s)(t); esto es, para
q ∈ C con γ(0) = q tenemos Q(0, t) = q(t).
El vector tangente a γ en q es la curva V : R → Rk × Rk dado por
t→ (q(t), ϑ(t)), donde su segunda componente es










Q(s, t1)|s=0 = 0, ϑ(t2) = ∂
∂s
Q(s, t2)|s=0 = 0;
esto permite ver a V como un elemento del “espacio tangente de C en
q.”
Con estos elementos la derivada direccional Dφ(q)V de φ en q en la

























despue´s de evaluar en s = 0 y de integrar por partes, podemos reescribir
































Si Dφ(q)V = 0 para todo vector V ; entonces la curva q es llamada una
extremal, en otras palabras, q es una extremal si la u´ltima integral de la
ecuacio´n (1.2.4) se anula para toda funcio´n suave ϑ, la cual es nula en t1 y
t2. En total tenemos la siguiente proposicio´n:
Teorema 1.1.











Ejemplo 1. La ecuacio´n de pe´ndulo invertido se obtiene as´ı: sea la funcio´n
suave y perio´dica cuyo periodo es (L/g)
1
2 ; con para´metros de control δ (la




Entonces el desplazamiento puede ser visto como una fuerza externa con
perio´do (L/g)
1
2/Ω, y la fuerza entonces sera´:
z := mlΩ2H ′′(Ωt)senθ, (1.2.7)
la fuerza externa es percibida como un cambio en el campo gravitacional
dependiendo del tiempo (“ Einstein elevator ”), y entonces la nueva constante
gravitacional es dada por
g = Ω2δH ′′(Ωt)senθ, (1.2.8)
y la ecuacio´n del movimiento se obtiene reemplazando el g dado en (1.2.8)
en la siguiente ecuacio´n
mL2θ¨ +mgLsenθ = 0, (1.2.9)
Figura 1.3: El pe´ndulo usual
la cual es la ecuacio´n del pe´ndulo usual y surge del principio de
conservacio´n de energ´ıa con lagrangiano:{
























esta u´ltima ecuacio´n (2.1.11) se puede reescalonar usando los siguientes






s; α := 1
Ω2












1.2 El Lagrangiano 9
θ′′ + (α− βα(s))senθ = 0; (1.2.12)
Figura 1.4: Pe´ndulo invertido
en (1.2.12) tenemos que la funcio´n s→ a(s) es perio´dica con perio´do uno.
Si a(s) = sen(2pis) en (1.2.12) y la matriz fundamental φ(t, α, β) (esto es,
la matriz de 2 × 2, t → Ψ(t)2×2, cuyas columnas son soluciones linealmente




z′ = (α, βα(s))w,
(1.2.13)
entonces la solucio´n trivial de (1.2.13) es estable si
|trazaφ(1, α, β)| < 2. (1.2.14)
En (α, β) = (0, 0) se tiene











Visto de otra manera, para la funcio´n τ : R2 → R dada por (α, β) →
trazaφ(1, α, β), podemos obtener
φ′α = A(s)φα + Aα(s)◦φ
con
φ′α = 0; (1.2.16)






































el cual se resuelve por variacio´n de para´metros y se obtiene









De (1.2.15) obtenemos τα(0, 0) = 1.
Como la linealizacio´n de (1.2.12) alrededor de θ = 0 es
w′′ + (α − βa(s))w = 0; su matriz fundamental Ψ(t, α, β) en t = 0, hace
que traza Ψ(1, α, 0) = 2cos
√
α intercepte el eje α solo si
√
α es mu´ltiplo de pi.
Como α = `
Ω2
, se tiene que la solucio´n cero es inestable para pequen˜os





















Ejemplo 2. Para la EDP52φ = f en D ⊆ R2, con condiciones de frontera





1.3. Estabilidad en el sentido de Lyapunov
Sea x0 un punto de equilibrio de la ecuacio´n diferencial definida en Ω
x˙ = f(x), x ∈ Rn. (1.3.1)
Una funcio´n V : Ω → R, donde Ω ⊂ Rn es un subconjunto abierto con
x0 ∈ ∪, es llamada una funcio´n de Lyapunov para (1.3.1) en una vecindad Ω
de x0 si:
i V (x0) = 0
ii V (x) > 0 para todo x ∪ −{x0}
iii V˙ (x) = dv(x(t))
dt
= gradiente V (x(t)).f(x) ≤ 0
1.4 La Funcio´n de Melnikov 11




V (φt(y)) |t=0= gradV (y) < 0 es normal al conjunto
Sc = {xRn : V (x) = c}, donde t→ φt(y) es el flujo de (1.3.1).
Por ejemplo, el sistema
{
x˙ = y
y˙ = −w2y tiene un punto de equilibrio en
(0, 0) y V (x, y) = 1
2
(y2 +w2x2) es una funcio´n de Lyapunov en tal equilibrio.
1.4. La Funcio´n de Melnikov
Sea x˙ = f0(x) con xR2 una ecuacio´n diferencial con un punto de
equilibrio en x0 = 0, asumamos que dicho punto de equilibrio es una silla con
una conexio´n homocl´ınica como se ilustra en la figura 1.4. Si consideramos
el flujo en R2 × S1 definida por
x˙ = f(x), θ˙ = 1 (1.4.1)
el equilibrio de (1.3.1) se se convierte en una o´rbita perio´dica γ0 =
{(x, θ)R2 × S1/x = 0, θεS1} del tipo silla en un cilindro, como se ilustra
tambie´n en la siguiente figura 1.5
Figura 1.5: Conexio´n homocl´ınica en R2 × S1
Para pequen˜as perturbaciones de (1.4.1) tenemos el siguiente campo
perturbado:
x˙ = f0(x) + f1(x, θ), θ˙ = 1 (1.4.2)
Con εR+ y adema´s f1(x, θ) = f1(x, θ + 2pi). Las variedades invariantes
de la solucio´n γe, W
u(γε) y W
s(γε), no necesariamente se interceptan en el
cilindro; y la funcio´n de Melnikov es a la distancia entre estas variedades







f0(x0(t− θ0)) ∧ f1(x0(t− θ0), t), dt (1.4.3)
donde f0 ∧ f1 = f02f12. Las ra´ıces de M(θ0) corresponden a las o´rbitas
perio´dicas que se generan en las proximidades de la o´rbita homocl´ınica.
Por ejemplo el sistema de Duffing forjado de´bilmente, el cual se obtiene





= x− x3 + ε(γcos(wt)− δy)
con γ, δ, w > 0, y 0 < ε << 1; F = [y, x − x3]T , f = [0, γcos(wt) − dy]t
sistema para el cual ε = 0 el origen es punto de silla nodo





2secht,−√2sech(t)tan(t)), q0(t) = (±
√
2, 0). Entonces la
funcio´n de Melnikov es dada por la siguiente fo´rmula,
M(t0) =
∫ +∞
−∞ F (q0(t− t0)) ∧ f(q0(t− t0), t)dt =
= (q0(t− t0))y0(t− t0){ycos(wt)− δy0(t− t0)}dt
=
∫ +∞


















w) < piγw, entonces M tiene un zero simple y hay
caos para ε 6= 0 pequen˜o; en caso contrario, cuando la desigualdad sea “ > ”,
no se genera caos en la ruptura de la o´rbita homocl´ınica.
1.5. La Ecuacio´n Variacional.
Asumimos que Ω es abierto y f tiene derivada continua en Ω. Ahora
consideramos el sistema asociado a la ecuacio´n diferencial,{
x˙ = f(x), f : Ω ⊂ Rn → R;
x(t0) = x0
(1.5.1)
Donde (x, t) → φ(t, x) = φt(x) es el flujo definido por (1.5.1); si Jf , el






donde In×n es la matriz ide´ntica n× n; entonces la solucio´n de (1.5.2) es
Dφt(x0) = x0e
t.A, para A = Jf(φ0(x0)).
1.6 El problema de autovalores para el modelo de
Sturm-Liouville. 13
1.6. El problema de autovalores para el
modelo de Sturm-Liouville.
De otro lado, para la ecuacio´n diferencial con condiciones de frontera
siguiente (problema de Sturm):










tenemos un operador lineal L(y) = d
2y
dx2
− q(x)y, y el problema de
autovalores L(y) = iy; en particular para
y′′ + (i+ x)y = 0 (1.6.2)
con y(0) = y(1) = 0; tenemos que os autovalores son in = n2pi2 con
autofunciones linealmente independientes φi, ycos(npix), las cuales tambie´n
son ortogonales y tienen n ra´ıces en [0,1].










Es de intere´s para (1.6.2) hallar el autovalor mı´nimo i1 = pi2; y en otros
casos verificar si existe l´ım
n→∞
in < +∞.















(akcos(kt) + bksen(kt)) (1.6.4)










f(x)cos(kx)dx; entonces podemos invertir w = esen(u), usando u =

















Jϑ(kx)sen(kx), donde hemos usado que













1.7. El feno´meno de la Intermitencia, otra
ruta hacia el caos.
Si para un sistema continuo dependiente del para´metro a ∈ R, x˙ = f(x; a)
con a ∈ Rn, existe una o´rbita perio´dica inestable cuando a → ac y adema´s
en a = ac esta o´rbita perio´dica colapsa con otra o´rbita perio´dica pro´xima, de
perio´do mayor como se ilustra en la siguiente figura 1.6:
Figura 1.6: La explicacio´n del feno´meno de intermitancia a trave´s de la
existencia de una o´rbita perio´dica cr´ıtica con perio´do T (ac).
Cuando atraviesa ac el ciclo l´ımite llega a ser nuevamente inestable;
para a = ac > 0, aparece aleatoriamente de nuevo tal ciclo inestable, y
la interrupcio´n tiende a infinito tanto como (a − ac)− 12 cuando a ↓ ac (se
aproxima a ac por la derecha).
Para mapeos este feno´meno se puede ilustrar para fµ(x) = µ + x − x2
cuando µ ≈ 0 en un punto fijo no hiperbo´lico (del tipo silla-nodo); como se
ilustra en la siguiente gra´fica 1.7
Para u < 0 los iterados gastan bastante tiempo en la regio´n laminar
(cerca de la o´rbita perio´dica); luego oscila y recupera aleatoriamente la
misma o´rbita perio´dica.
1.8 Lazo homocl´ınico Γ ligados a un equilibrio del tipo Silla-foco.
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Figura 1.7: Explicacio´n de la intermitencia a trave´s de un punto fijo no
hiperbo´lico.
Pues tenemos f 2u(x)
∼= 2u− x− 2x2 (dejando so´lo los te´rminos de orden
dos) y si hacemos y = 2x, obtenemos
f4u(y) ≈ 2f 2u(y/2),
esto es, si N(µ) es el nu´mero promedio de iteraciones en la regio´n laminar




en la regio´n laminar de f 2µ.
1.8. Lazo homocl´ınico Γ ligados a un equili-
brio del tipo Silla-foco.
Sea el siguiente campo vectorial en R3:
x˙ = −ρx− wy + f11(x, z)x+ f12(x, y, z)y
y˙ = wx− ρy + f21(x, z)x+ f22(x, y, z)y
z˙ = γy
(1.8.1)
cuyo linealizado alrededor del origen es,
x˙ = −ρx− wy




Figura 1.8: El mapeo de Poincare´ para Γ en (1.8.1).
y asumimos que tiene una trayectoria homocl´ınica Γ como lo nuestra la
siguiente figura 1.8.
Para las secciones transversales S0 y S1 la transicio´n local D : S0 → S1
se consigue por integracio´n directa de (1.8.2):








y(τ) = 0(e−ρτ )
(1.8.3)
donde τ = − ln (y0
d
)
es el tiempo de vuelo; el mapeo global G es un
polinomio y la composicio´n de este par de funciones ρ = G0D es el siguiente























Este mapeo se puede reducir, usando el teorema de la funcio´n impl´ıcita,










+ ◦ (yρ) (1.8.5)
cuya gra´fica dependen de ρ obtenie´ndose: si ρ > 1 (no es cao´tico) o´ ρ < 0
es una dina´mica cao´tica, como se ilustra en la siguiente figura 1.9
En coordenadas polares el mapeo (1.8.5) es x¯ = γ¯cos(ϕ¯) y y¯ = γ¯sec(ϕ¯),
se transforma en
{













o si x+ > 0
pi si x+ < 0.
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Figura 1.9: El orden y el caos en (1.8.5)
1.9. Histe´resis (relacionada con la elastici-
dad)
Sea una ecuacio´n de evolucio´n como la siguiente,
dx
dt
= F (x(t), `) (1.9.1)
con ` = L(x) la curva que da´ los equilibrios, esto es, F (x(t), L(x)) = 0
para −pi < x < pi; para lo cual consideramos, en principio, que es sime´trica,
esto es, F (x, `) = F (−x, `).
En particular, para ciertos experimentos la fuerza de la gravedad crece
afecta´ndolo las fuerzas ela´sticas; y por ello se pierden las simetr´ıas para ` > `c,
`c valor cr´ıtico; origina´ndose una ruptura en el diagrama de bifurcacio´n. Lo
cual se ilustra en la siguiente figura 1.10.
Por ejemplo para el sistema no auto´nomo originado a partir de la siguiente
ecuacio´n diferencial
x¨+ x = −ε(βx˙+ δx+ x3 − xcos(t)); (1.9.2)
la cual es equivalente al siguiente sistema auto´nomo tridimensional,
x˙ = y
y˙ = −ε(βx˙+ δx+ x3 − xcos(t))
t˙ = 1
(1.9.3)
observamos que evoluciona en dos tiempos; el tiempo ra´pido τ = t
ε
y el
tiempo lento T = ετ ; y la solucio´n de (1.9.2) se puede expresar como una
expansio´n para ε en te´rmino de estos dos tiempos as´ı:
x(t) ∼= x0(t, T ) + εx1(t, T ) + ε2x2(t, T ) + ... (1.9.4)
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Figura 1.10: Una explicacio´n de la histe´resis
resulta que x0(t) = A(T )e
iτ + A¯(T )e−iτ ; en el ca´lculo de x1(τ, T ) aparece
la explicacio´n del feno´meno de “la histe´resis”, dada por una condicio´n de no
resonancia entre el sistema interno (lado izquierdo de (1.9.2)) con respecto
al sistema externo (lado derecho de la ecuacio´n(1.9.2)).
Figura 1.11: Histe´resis explicada por la inestabilidad de o´rbitas perio´dicas y
equilibrios inestables.
1.10. Teor´ıa de los semiconductores de
Ginzburg-Landau
La teor´ıa ba´sica de Landau afirma en que la penetracio´n de fase i puede
ser recordada como la que surge de una fase desordenada a partir de una
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fase ordenada.
En un modelo tridimensional de sistemas magne´ticos consiste en un
arreglo de dipolos; si la temperatura T = 0 todos los dipolos esta´n alineados,
si algunos dipolos se desal´ınean debido a la agitacio´n te´rmica. Para describir





donde n+ es el nu´mero de spins punteando hacia afuera, n− es el nu´mero
de spins punteando hacia adentro. En T = 0, n− = 0 y φ = 1; si n+ = 0,
entonces φ = −1; cuando T crece, |φ| decrece hacia un valor cr´ıtico Tc, como
se ilustra en la siguiente figura 1.12 referente a la energ´ıa libre z:
Figura 1.12: Variacio´n t´ıpica de φ(T ).





Con energ´ıa potencial f(γ) definida como dependiente de la funcio´n onda
posicio´n Ψ, es dada por:





De otro lado, para H0 un campo externo aplicado y Je la supercorriente,
tenemos:
curl(Bµ0B) = ∇× (Bµ0B) = µ0Je (1.10.4)
Au´n ma´s, podemos extender en (1.10.3) los efectos del campo magne´tico
a trave´s del siguiente operador

















Para el desplazamiento unidimensional, definimos la longitud fundamen-






y vemos que ξ(T ) es la longitud coherente para las
variaciones con respecto a Ψ; en efecto la integral de (1.10.6) es la energ´ıa
libre de Helmholtz dada por la siguiente relacio´n:
F = ∪ − T
∑
; (1.10.7)





Para obtener el estado estable a nivel de la temperatura T y campo H0,
minimizamos la llamada energ´ıa de Gibbs siguiente:
G(T,H0) = ∪ − T
∑
−H0.M ; (1.10.9)
esto es, hay que minimizar a
∫
V




(fn + α|Ψ(γ)|2 + β2 |Ψ(γ)|4 + 12m |
(−i~4− 2eA(γ))Ψ|2 + B2
2µ0
−H0B + 12µ0H20 )dγ,
(1.10.10)
como se sabe minimizamos en (1.10.10) usando las ecuaciones de Euler-
Lagrange (con Ψ es complejo, tambie´n es necesario minimizar con respecto












∂(∇JΨ∗) = 0; (1.10.11)




(−i~∇− 2eA)2Ψ + αΨ + β|Ψ|2Ψ = 0, (1.10.12)
con condiciones de frontera apropiados para Ψ en una superficie
apropiada, obtenemos la siguiente integral de superficie:








∂(∇Ψ∗) = 0⇔ η.(−i~∇− 2eA)Ψ = 0.











para este ca´lculo usamos H0.B = H curl A, esto es,
1
µ0
curl (curl A)↔ 1
µ0








conocida como la expresio´n local de la ecuacio´n de London.
Ahora obtenemos para el campo cr´ıtico Hcb para el superconductor, si






















y tambie´n se observa que i proporcional a (1− t)− 12 .
Entonces para un volumen dado V , de (1.10.10) obtenemos:
{
Gs = v(fn − |α|22β + 12µ0H20 ), en fase supercr´ıtica
Gn = vfn, en fase normal.
(1.10.19)
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En resumen obtenemos la siguiente ecuacio´n diferencial de Ginzburg-
Landau, GL, con condiciones de frontera:{
∂Ψ
∂x




= 0 en x = 0, `;
(1.10.21)
cuya solucio´n es Ψ˜(t) = exp{−ir(t− t0)} para un t0 arbitrario.








donde (1.10.22) se soluciona usando




para, n = 1, 2, 3, ... (1.10.23)
encontramos a f y decimos que si b < 0, Ψ˜ es linealmente estable para
R < Rc, donde
Rc = −{1 + (1 + b2)pi2/2`2}/b. (1.10.24)
1.11. Modelo experimental del efecto Joseph-
son
En [Fey] se apela a la teor´ıa de Ginzburg-Landau de la superconducti-
vidad. As´ı los dos superconductores φ(t) =
√
ρ1e
iφ(t); donde ρ1, ρ2 son las
densidades de los respectivos pares de Cooper; φ1, φ2 son las fases relativas
de sus funciones de ondas. El experimento de Josephson entre los dos
superconductores se coloco una pel´ıcula delgada.
Sea φ(t) = φ1(t)− φ2(t), y Jc = 2k~
√
ρ1ρ2, la corriente cr´ıtica a trave´s de
la unio´n de Josephson; entonces las ecuaciones ba´sicas del efecto Josephson
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Figura 1.13: a) Arreglo esquema´tico para la medicio´n del efecto Josephson en
una juntura o unio´n. b) Diagrama esquema´tico de dos junturas en paralelo.
c) Comportamiento de la longitud de penetracio´n h con la temperatura segu´n
la teor´ıa de Ginzburg-Landau.























, donde K = k(T ) corresponde a un
para´metro de la correlacio´n entre creacio´n-destruccio´n de de pares Cooper.
Por que cuando un metal se hace super conductor al vencer la fuerza de
coulomb transformando el par electro´n-foto´n en un par electro´n-electro´n.










En el evento de un voltage inducido a trave´s de la unio´n por un campo
magne´tico es v(t) = v0 + v1cos(wt), entonces (1.11.3) se convierte en:
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Figura 1.14: a) Los efectos de campos magne´ticos. b) Tipos de uniones de Jo-
sephson: contacto tu´nel, micropuente, punta de contacto. c) Comportamiento
de la longitud coherente y de la longitud de penetracio´n en la transicio´n de
una zona del material en estado normal a una zona superconductora para

























donde Jn es la funcio´n de Bessel de orden n. Cuando n~ω0 = −2ev0,
entonces I(t) en (1.11.4) es Jdc = (−1)nJ1Jn(2ev0/~ω0)senφ0 para los picos
n~ω0/2e(n = 0,±1,±2, ...) de corriente directa.
Si en el proceso de juncion de Josephson hay cargas externas (bios), se
puede inducir radiacio´n o “ruidos aleatorios”, los cuales pueden generar la
curva caracter´ıstica I − V como la mostrada en la siguiente figura 1.18:
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Figura 1.15: Diversos montajes experimentales de uniones Josephson.
Figura 1.16: a) El efecto produce una corriente directa (dc) cuando el par
de cooper atraviesa la barrera (gra´fica arriba); o si hay una diferencia de
potencial qu´ımica entre la barrera, el tunelamiento es acompan˜ado de una
emisio´n de fotones con energ´ıa hv = 24µ (gra´fica de abajo) donde la energ´ıa
gap 4µ es 4µ = ev. b) Relaciones entre las fases de los superconductores.
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Figura 1.17: La electrodina´mica de los pares de Cooper.
Figura 1.18: Esquema que la curva caracter´ıstica I − v afectada por bias
de´biles.
CAP´ITULO 2
La descripcio´n de los retratos de fases y las bifurcaciones
ba´sicas de la unio´n de Josephson
2.1. Descripcio´n del modelo
La unio´n de Josephson es un modelo experimental de la superconduccio´n
capaces de generar voltajes de extraordinaria alta frecuencia, entre 101 y
1011 ciclos por segundo. Este modelo experimental tiene muchas aplicaciones
tecnolo´gicas: en amplificadores, esta´ndares para voltaje, mezcladores,
interfero´metros y circuitos digitales.
La unio´n de Josephson puede detectar potenciales tan pequen˜os como
cuadrillo´n de un voltio y esto ha sido usado para detectar radiaciones
infrarrojos de galaxia distantes.
El feno´meno de unio´n de Josephson es explicado a trave´s de la meca´nica
cua´ntica, cuya dina´mica es no lineal porque de alguna manera la ecuacio´n que
lo gobierna es la misma que la del pe´ndulo. Primero explicaremos la dina´mica
de una unio´n amortiguada en el l´ımite, y ma´s tarde uniones subamortiguadas
y acopladas.
2.2. Fundamentos f´ısicos
La unio´n de Josephson consiste de dos superconductores separados por
una pel´ıcula delgada; esta u´ltima puede ser un aislador, un metal normal,
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un semiconductor. Los dos superconductores pueden ser caracterizados
por las dos funciones de ondas ψ1e
iθ1 , ψ2e
iθ2 , respectivamente; en estados
altos de superconduccio´n sus electrones forman pares de Cooper, descritos
por una u´nica y microsco´pica funcio´n de onda; esto implica un alto grado
de coherencia entre los electrones, los pares adoptan la misma fase para
minimizar la energ´ıa del superconductor.
En 1922 Brian Josephson advirtio´ sobre la posibilidad de que se
pasara´ corriente entre superconductores, au´n sin diferencia de voltaje entre
ellos. Este comportamiento es imposible cla´sicamente, podr´ıa ocurrir por
el tunelamiento de los pares Cooper a trave´s de la unio´n; la observacio´n
experimental fue inicialmente hecha por Anderson y Rowell en 1963. [K.L]
Figura 2.1: a) La diferencia de fase φ = φ1 − φ2. b) Corriente de la unio´n
Josephson
2.3. Relaciones de Josephson
Supongamos que una unio´n de Josephson es conectada a una fuente de
corriente continua, as´ı que una corriente I(t) > 0 se esta moviendo a trave´s
de la unio´n. Usando meca´nica cua´ntica, se puede mostrar que esta corriente
es menor que una cierta corriente cr´ıtica Ic, puede desarrollarse a trave´s de
esta unio´n, la unio´n funciona como una resistencia cero. Sin embargo, las
fases entre los dos superconductores viajara´n independientemente con una
diferencia de fase φ = φ1 − φ2, donde φ satisface la relacio´n de Josephson,
como se ilustra en la figura 2.1:
I(t) = Ic sinφ(t) (2.3.1)
La ecuacio´n (2.3.1) implica que la diferencia de fase crece cuando la
corriente externa I crece. Cuando I sobrepasa a Ic, la diferencia de fase no se
puede mantener constante y un voltaje se desarrolla a trave´s de la unio´n. La
2.4 Equivalencia entre un circuito del feno´meno de la unio´n de
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diferencia de fase en los superconductores crece ra´pidamente, con una rata de





donde v(t) es el voltaje a trave´s de la unio´n, ~ es la constante de Plank,
y e es la carga del electro´n; para la obtencio´n de (2.3.2) ver [Fey].
2.4. Equivalencia entre un circuito del feno´meno de la unio´n
de Josephson y la ecuacio´n del pe´ndulo
La relacio´n (2.3.1) se aplica so´lo a la corriente de pares de electrones. En
general la corriente que pasa a trave´s de esta unio´n tiene componentes de
una corriente de desplazamiento y una corriente ordinaria; representando la
corriente de desplazamiento por un capacitador, y la corriente ordinaria por
un resistor, logrando aun circuito equivalente mostrado en la figura 2.2 en la
cual aplicamos las leyes de corriente y voltaje de Kirchoff;
Figura 2.2: Circuito de Josephson donde is = icsen(φ)
para este circuito en paralelo los voltajes en cada parte tienen que ser
iguales a v, el voltaje a trave´s de la unio´n; la corriente a trave´s del capacitor
igual a cv˙ y la corriente a trave´s del resistor v
R
. La suma de la corriente y la




+ Ic sinφ = γ (2.4.1)







φ˙+ Ic sinφ = γ (2.4.2)
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ecuacio´n que es precisamente ana´loga a la ecuacio´n siguiente a cual
gobierna el pe´ndulo amortiguado por una constante de torque Γ:
mL2θ¨ + bθ˙ +mgL sin θ = Γ (2.4.3)
Aqu´ı las analog´ıas son como sigue:
pe´ndulo unio´n de Josephson
a´ngulo θ diferencia de fase φ
velocidad angular θ˙ voltaje ~
2e
φ
masa m capacitancia c
torque aplicado Γ corriente externa γ
constante de amortiguamiento b conductancia 1
R
ma´ximo torque gravitacionalmgl corriente cr´ıtica I
desplazamiento horizontal x = mgL sin θ corriente de tunelamiento del par
de electrones I = Ic sinφ
Esta analog´ıa es muy u´til para la visualizacio´n de la dina´mica de la unio´n
de Josephson; [Su, Zi] construyeron este mecanismo analo´gico, y midieron de
rotacio´n promedio del pe´ndulo como una funcio´n de torque aplicado; esto es el
ana´logo a la curva caracter´ıstica (I−v), curva de corriente-voltaje promedio,
la cual se obtiene en la unio´n de Josephson.
2.5. Valores T´ıpicos de los Para´metros
Antes de analizar (2.4.2) mencionamos los valores t´ıpicos de la unio´n de
Josephson. El rango de la corriente cr´ıtica Ic ∈ [1µA − amA], y el voltaje
t´ıpico es IcR ∼= 1mv. Como 2e~ ' 4,83 × 104hz/v, la frecuencia t´ıpica es del
orden 1011Hz. Finalmente la longitud de la escala t´ıpica para la unio´n de
Josephson es aproximadamente 1µm, pero esta depende de la geometr´ıa y
tipo de acoplamiento usado.
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donde φ′ = dφ
dτ
y β = 2eIcR~
es el para´metro de McCumler. Dependiendo del taman˜o, la geometr´ıa y
el tipo de acoplamiento usado en la unio´n de Josephson β ∈ [10−6, 106]. Para
el caso del l´ımite de sobreamortiguamiento, β  1, caso para el cual βφ′′





y veremos que este u´ltimo sistema tiende hacia un punto fijo estable
cuando γ < Ic, y cambia hacia una solucio´n per´ıodica cuando γ > Ic; conviene
ubicar los retratos de fase de (2.5.3) en el c´ırculo S1. Ver figura 2.5.3
Figura 2.3: Retratos de fases de la ecuacio´n 2.5.3
De la analog´ıa entre el pe´ndulo con la unio´n de Josephson tenemos
que el desplazamiento horizontal del pe´ndulo corresponde a la corriente
de tunelamiento a trave´s de la unio´n; as´ı que cuando existe un cambio de
voltaje a trave´s de la unio´n debido a una corriente directa, la corriente
alterna del tunelamiento regresa y avanza a trave´s del tunelamiento; la









> del pe´ndulo, e´ste u´ltimo es el promedio de las
velocidades angulares para los ciclos una vez alcanzado el torque cr´ıtico.
Observe que d
dt
φ(t) tiene el mismo signo pero no es constante, as´ı que el
voltaje v(t) a trave´s de la unio´n contiene las componentes de corriente alterna
y corriente continua, pero el promedio < dφ(t)
dt
> de la razo´n de cambio de











porque la corriente directa es el promedio con respecto al tiempo del
voltaje. La corriente continua del efecto Josephson puede ser observada a
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trave´s de la componente continua del voltaje, la cual se puede detectar por
instrumentos y puede causar radiacio´n con frecuencia v dada por hv = 2evdc;
frecuencia que coincide con la frecuencia de emisio´n de fotones por radiacio´n
electromagne´tica. La potencia de salida del efecto Josephson puede ser muy
pequen˜a, pero su utilidad esta en que su frecuencia puede cuidadosamente
controlada ajustando el voltaje a trave´s de unio´n; as´ı este montaje es un
sensible detector de radiacio´n.
2.6. Valor del voltaje promedio < v > como funcio´n de la



















implica < v >= IcR < φ
′ >.
Hay dos casos a considerar, cuando γ ≤ Ic, todas las soluciones de (2.5.3)




≤ φ∗ ≤ pi
2
. As´ı φ′ = 0
corresponde a un estado de reposo, y as´ı < v >= 0 para γ ≤ Ic. El otro caso








computamos < φ′ > tomando el promedio de la derivada con respecto al

























0 para γ ≤ Ic
IcR
√
(γ/Ic)2 − 1 para γ > Ic,
(2.6.3)
2.6 Valor del voltaje promedio < v > como funcio´n de la corriente
I, en el caso superamortiguado. 33
Figura 2.4: La curva V − I en el caso superamortiguado (β = 0) donde ∆ es
la energ´ıa gap.
como se muestra en la siguiente figura 2.4. Si se recupera I, el ciclo l´ımite
persiste para valores por debajo de I = 1, pero su frecuencia tiende a cero
cuando I → Ic, ma´s exactamente cuando [ln(I − Ic)]−1 → 0.
Cuando I crece, el voltaje permanece cero hasta I > Ic; entonces < v >
crece repentinamente y eventualmente es asinto´ticamente al comportamiento
o´hmico < v >= IR para I >> Ic.
El feno´meno es mucho ma´s interesante si β no es despreciable, en
particular la curva caracter´ıstica I − v puede reflejar un feno´meno llamado
“histe´resis”, como se muestra en la siguiente figura 2.5
Figura 2.5: La curva V − I cuando β > 0, feno´meno denominado histe´resis.
Si decrece el valor de I el voltaje no regresa a cero en Ic; esto porque
cuando β 6= 0 el sistema tiene inercia. En efecto, por la analog´ıa con el
pe´ndulo, la corriente cr´ıtica es ana´loga al torque cr´ıtico Γc debido a la
energ´ıa que guarda en este proceso, de rotacio´n continua.
En te´rminos matema´ticos este feno´meno ocurre porque un equilibrio
estable coexiste con una solucio´n per´ıodica estable, feno´meno que ocurre en
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sistemas bidimensionales. Cerca de Ic aparentemente hay un salto de < v >
hacia cero, porque [ln(I−Ic)−1] tiene derivada de todos los ordenes en I = Ic.
2.7. Histe´resis en la unio´n de Josephson
En esta seccio´n nosotros estudiamos la dina´mica del movimiento del
pe´ndulo amortiguado con un torque constante; esto es equivalente en alta
tecnolog´ıa, a la actividad de la superconduccio´n debida a la unio´n de
Josephson producida por una corriente constante.
Como en el pe´ndulo de´bilmente amortiguado, por la de´bil conductancia en
el modelo de Josephson existe un efecto de histe´risis gracias a la coexistencia
de un ciclo l´ımite estable y un punto fijo estable. En te´rminos f´ısicos el
pe´ndulo puede coincidir con una trayectoria rotacional alrededor de su parte
ma´s alta, con un apropiado estado de reposo donde la gravedad balancea el
torque aplicado. El estado final depende de las condiciones iniciales y nuestros
objetivos es entender.
Co´mo ocurre esta biestabilidad como se dijo la ecuacio´n que gobierna el






φ˙+ Ic sinφ = γ (2.7.1)
donde ~ es la constante de Planck dividida por 2pi, e es la carga del
electro´n, γ es la corriente externa; c y Ic son la capacitancia de la unio´n, su
resistencia y corriente cr´ıtica; y φ(t) es la diferencia de fase a trave´s de unio´n.
Para efectos de dar relevancia al rol de la unio´n se adimensional la
















φ′′ + αφ′ + sinφ = γ (2.7.3)
donde α e γ son la constancia de amortiguamiento y corrientes
amortiguadas, respectivamente; las derivadas son con respecto a t˜; podemos
escoger, sin pe´rdida de generalidad, α > 0 y I ≥ 0 (de otra manera
redefinimos φ como −φ). En (2.7.3) hacemos y = φ′ y obtenemos el siguiente
sistema
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{
φ′ = y
y′ = γ − sinφ− αy (2.7.4)
con espacio de fases un cilindro; puesto que φ ∈ S1, y ∈ R.
2.7.1. La cantidad y cualidad de los equilibrios




luego hay dos puntos fijos si γ < 1 y ninguno si γ > 1. Cuando hay








tiene traza A = τ = λ1 + λ2 = suma de valores propios=−α < 0, y
det(A) = cosφ∗ = ±√1− γ2. Cuando el discriminante ∆ > 0, tenemos
un nodo estable si τ 2 − 4∆ = α2 − 4√1− γ2 > 0, si el amortiguamiento es
suficientemente fuerte o si γ pro´ximo a 1; de otra manera el sumidero es una
espiral estable. En γ = 1 el nodo estable y la silla colapsan en una bifurcacio´n
para el equilibrio del tipo silla-nodo.
2.7.2. Existencia de O´rbitas Per´ıodicas
Que´ se espera cuando γ > 1?. No hay equilibrios y veamos que surge
una o´rbita per´ıodica. Siguiendo las ideas de Poincare´ veamos primero que la
o´rbita per´ıodica existe, en efecto cuando y′ = 0 tenemos la siguiente ceroclina
y = α−1(γ − sinφ) (2.7.7)
y el flujo baja en la parte de arriba y sube en la parte de abajo, como lo
muestra la siguiente figura 2.6
En particular, todas las trayectorias que eventualmente entran en la
franja y1 ≤ y ≤ y2 (como lo muestra la figura anterior) permanecen en
ella todo el tiempo posterior, (aqu´ı y1 y y2 son nu´meros fijos tales que
0 < y1 < (γ − 1)/α y y2 > (γ + 1)/α. Dentro de la franja el flujo siempre se
dirige hacia la derecha, porque y > 0 implica φ′ > 0.
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Figura 2.6: Existencia de una o´rbita perio´dica
Como φ = 0 y φ = 2pi son equivalentes sobre el cilindro, nosotros
dirigimos nuestra atencio´n a la franja rectangular 0 ≤ φ ≤ 2pi, y1 ≤ y ≤ y2;
esta franja contiene toda la informacio´n del comportamiento del flujo.
Ahora consideremos una trayectoria que comienza en la parte alta de “y”
sobre el lado izquierdo de la caja, y sigamosla hasta que intercepte el lado
izquierdo de la caja en un punto “P(y)”, se obtiene la aplicacio´n
y −→ P (y) (2.7.8)
La cual se denomina mapeo de Poincare´; y observemos co´mo se ubica
“P(y)” despue´s de una vuelta alrededor del cilindro, como se muestra en
la siguiente figura. El mapeo de Poincare´ es tambie´n llamado “mapeo del
primer retorno”, porque si una trayectoria comienza a una altura “y” sobre la
l´ınea φ ≡ 0(mod2pi) entonces “P(y)” es su altura cuando retorna a esta l´ınea.
Ahora veamos que existe un punto y∗ tal que P (y∗) = y∗, la cual
corresponde a una o´rbita cerrada; para ello veamos que una trayectoria que
comienza en y = y1 en φ = 0 satisface la relacio´n
P (y1) > y1
,
esto porque en este caso el campo vectorial asociado con (2.7.4)apunta
estrictamente hacia arriba y nunca retorna a y = y1; con el mismo argumento
se prueba que
P (y2) > y2,
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y “P(y)” es una funcio´n continua (lo cual sigue de la continuidad de las
soluciones de ecuaciones diferenciales y de la dependencia continua para
soluciones diferenciales); “P(y)” es una funcio´n mono´tona porque si no lo
fuera las trayectorias del campo diferencial deber´ıan cortarse. Por lo anterior
P (y) tiene una gra´fica como la siguiente figura 2.7
Figura 2.7: Mapeo de Poincare´ para el sistema (2.7.4) cuando γ > 1.
Por el teorema del valor intermedio, P (y) corta la diagonal; esto es, existe
un y∗ tal que P (y∗) = y∗; y∗ es una condicio´n inicial que corresponde a una
o´rbita per´ıodica.
2.7.3. Unicidad de la o´rbita per´ıodica
Clasificamos las o´rbitas per´ıodicas en R×S1 como “libres” o “rotativos”,
segu´n la siguiente figura 2.8:
Figura 2.8: O´rbitas perio´dicas en el cilindro R× S1
Para γ > 1, las o´rbitas per´ıodicas “libres” son imposibles en este caso
pues encerrar´ıan un punto fijo (teorema de Poincare´ Bendixson). Ahora
supongamos dos o´rbitas per´ıodicas rotatorias diferentes, el retrato de fases
ser´ıa como la segunda figura 2.8.
Una de las rotaciones debe estar estrictamente arriba de la otra porque
las trayectorias no se pueden cortar. Sean y2(φ) > y1(φ) para todo φ.
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Figura 2.9: Imposibilidad de dos o´rbitas perio´dicas
La existencia de tales dos o´rbitas per´ıodicas rotatorias conducen a una
contradiccio´n, como muestra el siguiente argumento con base en la siguiente




y2 − cosφ (2.7.9)
Despue´s de circular alrededor de una o´rbita per´ıodica del tipo rotativo,
el cambio en la energ´ıa ∆E tiene que acumularse, esto es:



















γ − φ− αy
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(2.7.12)
Sustituyendo (2.7.12) en (2.7.11) resulta dE
dφ
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Por ello (2.7.13) no se puede tener para ambas rotaciones. Esta
contradiccio´n prueba que la rotacio´n para γ > 1 es u´nica.
2.7.4. Conexiones heterocl´ınicas
Surgen conexiones heterocl´ınicas las cuales conectan dos equilibrios
(tambie´n soluciones homocl´ınicas que autoconectan un equilibrio) en los casos
que se ilustran en la figura 2.10.
Figura 2.10: conexiones heterocl´ınicas
El resumen de esta familia de los retratos de fases que aqu´ı pueden surgir
se resumen en el siguiente gra´fico de bifurcaciones ilustrado en la figura 2.11
Figura 2.11: Diagrama de Bifurcaciones
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Por la analog´ıa en el feno´meno de unio´n de Josephson y sistema pendular
amortiguado, b > 0, tenemos la siguiente ecuacio´n diferencial:
θ¨ + bθ˙ + sin θ = 0 (2.7.14)
y torciendo el cilindro en y = 0, podemos representar la evolucio´n de las
trayectorias en la siguiente figura 2.12
Figura 2.12: Retrato de fases para el sistema correspondiente a la ecuacio´n
2.7.14 y los niveles de energ´ıa.
De (2.7.14) podemos calcular el cambio de energ´ıa a lo largo de las









θ2 − cos θ
)
= θ˙(θ¨ + sin θ) = −bθ˙2 < 0; (2.7.15)
Esto es, la energ´ıa decrece mono´tonamente a lo largo de las trayectorias
heterocl´ınicas de (2.7.13), excepto en los equilibrios.
2.8. El modelo espacio-temporal de tunelamiento superconduc-
tor.
A continuacio´n generalizamos para una dimensio´n espacial la creacio´n
u´ntual (2.4.2).
Sea ψ(~r) = exp(i~k.~r) la funcio´n de onda de un par de electrones con
momento ~~k. El flujo a trave´s del esquema superconductor separado por la
pel´ıcula delgada, depende de co´mo la funcio´n de onda defiere entre sus lados
derecho e izquierdo. Si φ es la diferencia de fase, la fo´rmula para la den-
sidad de corriente es I = IC sinφ, donde Ic es la densidad de corriente cr´ıtica.
2.8 El modelo espacio-temporal de tunelamiento superconductor.
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Si aplicamos un campo ele´ctrico o magne´tico a este montaje, la cual




























donde d es la densidad del campo magne´tico; c es la capacitancia por
unidad de a´rea; la ecuacio´n (2.8.1) es el efecto en la fase de posicio´n
del campo magne´tico H; la ecuacio´n (2.8.2) es la fase dependiendo del
tiempo; finalmente la ecuacio´n (2.8.3) es la ecuacio´n de Maxwell, esto es,
curl H = ∇×H = 4pic I + ∂Dc∂t .
Las ecuaciones (2.8.1)-(2.8.2)-(2.8.3) es el conjunto de ecuaciones que
describen el estado de la barrera (ignorando los efectos de la resistibilidad
conjunta).
Figura 2.13: Tunelamiento entre dos superconductores con energ´ıa gap 41 y
42, con 42 > 41
Las ecuaciones (2.8.1)-(2.8.2)-(2.8.3) se pueden expresar en conjunto
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Recordemos que, con respecto a la ecuacio´n (2.8.1), la longitud de onda
de un electro´n es h
mv




; donde A es el vector potencial; as´ı el campo magne´tico
tiene un efecto sobre la longitud de onda. La teor´ıa de superconductores de
Ginzburg-Landau explica e´ste feno´meno.
De la ecuacio´n (2.8.2) de la formula E = ~w explica la relacio´n frecuencia-
energ´ıa en la meca´nica cua´ntica. Si la diferencia de potencia se aplica a trave´s
de la barrera, se libera la energ´ıa 2ev entre sus lados. Esto corresponde a una
diferencia de frecuencia de w = 2ev~ , y esta cantidad es la razo´n de la diferencia
de fase que esta en la ecuacio´n (2.8.2). Observemos que de la ecuacio´n (2.8.4),
para φ independiente de la posicio´n obtenemos,
d2φ
dt2
+ w2φ = 0
con w = µ
λ
.
Tambie´n en presencia de un campo magne´tico, la corriente cr´ıtica Ic es
modulada por este. La cual produce un feno´meno de difraccio´n, tal como







donde φJ es el flujo del campo magne´tico aplicado y φ0 = h/2e es el flujo
del superconductor, φ0 ∼= 2,07 × 10−15, el cual es un valor extremadamente
pequen˜o.
CAP´ITULO 3
Tren de solitones y las curvas caracter´ısticas de la unio´n
larga de Josephson
3.1. El modelo largo de unio´n de Josephson
En [F. Happ] se generaliza la ecuacio´n (2.8.4) reconociendo su para´metro
σ ≥ 0 y y obtener el siguiente modelo con condiciones de frontera finita para
la unio´n continua de Josephson (en el mismo documento se estudia el caso
discreto): {
ϕtt + σϕt − ϕxx + senϕ = 0
ϕx(0, t) = H, ϕx(1, t) = H + γ;
y se demuestra que este sistema tiene al menos una o´rbita per´ıodica
exponencialmente estable para σ > 0 y γ > 0.
A continuacio´n realizamos un estudio cualitativo un poco ma´s avanzado
de la dina´mica solito´nica de la ecuacio´n perturbada del tipo Sine-Gordon, la
cual modela la unio´n larga de Josephson; encontra´ndose solitones simples
y cao´ticos. Se realiza tambie´n el ana´lisis de la sincronizacio´n causada
por un campo magne´tico y en consecuencia, podemos construir la curva
caracter´ıstica I − ϑ en cada caso.
La investigacio´n de localizar soluciones de la unio´n larga de Josephson es
muy interesante y significante por sus aplicaciones. En particular para en-
contrar los para´metros para los cuales surgen “solitones multiamortiguados”
con la forma de estados acotados de solitones triviales (tren de solitones)y
44 Tren de solitones y las curvas caracter´ısticas de la unio´n
larga de Josephson
que se propagan a trave´s de la unio´n.
Los trenes de solitones para este modelo para la unio´n unidimensional
corresponden a la ecuacio´n en derivadas parciales con condiciones de frontera
siguiente: 
ϕxx − ϕtt = sin(ϕ) + αϕt − βϕxxt − γ
con condiciones de frontera
ϕx(0, t) = ϕx(l, t) = q sin(wt)
(3.1.1)
donde ϕ(x, t) es la diferencia de fase para la ecuacio´n de onda ma-
crosco´pica de los superconductores; γ es la corriente externa normalizada;
βϕxxt y αϕt son los componentes disipativos responsables por la corriente
electro´nica ordinaria a trave´s de la unio´n; ”`” es la longitud de la unio´n. El
sistema (3.1.1) describe una unio´n libre cuanto q = 0 y la unio´n forzada por
un campo magne´tico externo si q 6= 0.
La ecuacio´n (3.1.1) ha sido ampliamente estudiada, cuando β = 0, caso
para el cual se conocio´ el efecto de una campo magne´tico externo sobre la
I − ϑ curva caracter´ıstica de unio´n. Para α, β y I suficientemente pequen˜os
pero no nulos, encontramos la existencia de una solucio´n homocl´ınica hacia
equilibrios del tipo silla-nodo, construida sobre la base de la solucio´n exacta
de la ecuacio´n Sine-Gordon (α = β = I = 0); al mismo tiempo los
experimentos nume´ricos y f´ısicos han encontrado una dina´mica muy diversa
de este tipo de unio´n, lo que ha permitido investigar la curva caracter´ıstica,
I−ϑ, la cual describe los cambios estructurales de la evolucio´n de los solitones
multiamortiguados.
3.2. Teor´ıa cualitativa de la curva caracter´ıstica de la unio´n
larga de Josephson
Este estudio arroja los siguientes conceptos
i) La diferencia de potencial entre los electrodos superconductores, v(x, t),
var´ıa proporcionalmente a ϕt(x, t). La ecuacio´n (3.1.1) tiene una
solucio´n de la forma ϕ(ξ), donde ξ = ct− x es el cambio de variable de
una onda viajera con velocidad c; adema´s como estas soluciones tienen
la forma tan(ϕ(ξ)
4
) = e−ξ se cumple que
ϕ(+∞)− ϕ(−∞) = ±2npi, n ∈ N (3.2.1)
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Por lo cual ϕt(ξ) tiene la forma de un solito´n multiamortiguado ana´logo
al de la figura (1.8). Aunque la propagacio´n del frente de ondas a trave´s
de la unio´n produce pulsaciones en el voltaje, el voltaje promedio es




, n ∈ N (3.2.2)
Por ello para conocer la dependencia del voltaje medio “v” sobre la
corriente externa “γ” es necesario el conocimiento de “c”; con ello se
construye la curva caracter´ıstica I − v.
ii) El sistema (3.1.1) sera´ analizado para una clase de soluciones ϕ(−x+ct).
Estas soluciones conducen al sistema siguiente:
ϕ˙ = ϕ
y˙ = z
βcz˙ = −(1− c2)z + αcy + sinϕ− γ
(3.2.3)
donde la derivada se realiza con respecto a la variable ξ = −x+ ct. La





+ senϕ + γ − 1
a2
(ϕn−1 − 2ϕn + ϕn+1) = 0, donde α es la






; ϕn(t) = ϕ(x, t),
ϕn+1(t) = ϕ(x, t)± hϕx + 12h2ϕ2x + ..., con ϕnx = ∂
nϕ(x,y)
∂xn
, con n.h = 1
para n grande.
Existe un sistema dina´mico en el espacio de fases alternando estados
de equilibrio de dos tipos: silla-foco, con su separatriz estable unidi-
mensional, o silla-foco con separatriz estable bidimensional estable.
Las llamadas trayectorias homocl´ınicas, esto es, las trayectorias que
son biasinto´ticas (ξ → ±∞) relativa a estos puntos, cubren el cilindro
un nu´mero “n” arbitrario de veces antes de cerrar. Para n = 1,
la trayectoria corresponde un salto ordinario de ϕ o un solito´n ϕt.
Las o´rbitas son monoto´nicas en el caso de equilibrio del tipo silla; o
tendra´ soluciones oscilando permanentemente en torno al equilibrio,
en el caso silla-nodo; mientras que para el caso n > 1, tendremos un
solito´n con n-saltos (un paquete de solitones).
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Figura 3.1: a) Esquema de un arreglo anular. b) Microfotograf´ıa de un arreglo
real. c) Simulacio´n pendular equivalente a n-arreglo anular de Josephson con
solito´n; fusio´n de 2pi- solitones de la misma polaridad con un u´nico 4pi solito´n.
En este estudio nos interesamos en diferentes tipos de ondas es-
tacionarias para constantes α y β (ambos para´metros se toman
aproximadamente iguales a 10−2), e investigamos la dependencia de
la velocidad c del para´metro γ. Para estos propo´sitos construiremos
superficies en el espacio de fases tridimensional del sistema (3.2.3) que
son interceptados transversalmente a lo largo de sus trayectorias. Estas
superficies estables muestran algunas regiones (“tu´neles”), dentro de
los cuales se localizan las separatrices estables e inestables asociados
a los puntos de sillas. La investigacio´n anal´ıtica de la localizacio´n
de estos “tu´neles”, provee la existencia de trayectorias homocl´ınicas
n-envolventes y, consecuentemente, solitones de n-saltos para la
ecuacio´n (3.1.1).
La prueba anal´ıtica de los n-solitones nos permiten proponer, al
menos computacionalmente, gra´ficas cn contra γ. Las trayectorias
homocl´ınicas del sistema (3.2.3) con separatrices estables de dimen-
sio´n dos corresponden a curvas que designamos como curvas pin;
mientras que las otras dimensiones inestables de dimensio´n son de
dos las denominamos como curvas P n. Se puede comprobar que
existe so´lo una curva del tipo pi1 en el plano c − γ; la situacio´n es
completamente diferente de multi-solitones, y se puede ver que pi31 esta
entre pi4 y pi41 (estos u´ltimos son los dos tipos de curvas 4-homocl´ınicas).
Los resultados de los experimentos nume´ricos verifican que las
soluciones estacionarias para medios no acotados dan una buena
aproximacio´n para medios acotados del sistema (3.1.1) (cuando q = 0),
dado que la longitud de la unio´n es mucho ma´s grande.
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iii) Los solitones correspondientes a las curvas caracter´ısticas de la unio´n
deben ser estables en algu´n sentido, por esta estabilidad entendemos
el comportamiento de los solitones con respecto a una amplia gama de
condiciones iniciales ϕ(0, x).
La integracio´n nume´rica de (3.1.1) cuando q = 0 revela que el solito´n
corresponde a un u´nico salto a pi1 son estables; mientras que los multi-
solitones solamente son estables los correspondientes a las curvas de
bifurcaciones pin. Como un 5-solito´n puede ser tratado como un tren de
un 3-solitones y un 2-solitones, la dina´mica del 5-solitones recuerda la
dina´mica de las perturbaciones de la ecuacio´n cla´sica del modelo Kdv.
iv) El resultado del ana´lisis cualitativo correspondiente a la dina´mica de
(3.2.3) conduce a las siguientes conclusiones sobre las, I − v curvas
caracter´ısticas de la unio´n Josephson: hay dos diagramas diferentes
de las curvas caracter´ısticas I − v; si β es pro´ximo de cero existe
solamente una curva pi1 en el plano (c, I) y consecuentemente, la curva
caracter´ıstica I − v de Josephson consiste de un trazo; al crecer β
la tal curva caracter´ıstica contiene infinito nu´mero de partes, cada
parte corresponde al voltaje de multisolitones (n = 2, 3, 4); cuando
en estas l´ıneas de bifurcacio´n corresponden a valores pro´ximos de
c, las correspondientes partes esta´n muy cercanas unas de las otras
hacie´ndose indistinguibles.
Adema´s del voltaje u medio de la unio´n crece con n, pero tiene un
l´ımite superior, pues hay so´lo una cantidad de n-solitones realizables
para la longitud finita l de la unio´n; a la vez el rango de variacio´n de
la corriente bias decrece cuando n crece.
3.3. Las curvas caracter´ıstica de Josephson I − v forzadas por
un campo magne´tico alternante
Cuando un campo magne´tico de frecuencia w fuerza una unio´n de Joseph-
son, se observa el nuevo feno´meno cualitativamente diferente denominado
“solitones sincronizados por el campo”. Para multi-solitones, introducimos
la frecuencia intr´ınseca siguiente












los cuales describen el movimiento de un n-solito´n en una unio´n libre.
Cuando w ≈ w0, un m-solito´n se sincroniza con el campo magne´tico externo
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mediante el tiempo necesario para que un n-solito´n se mueva una distancia
de 2l y coincida con el per´ıodo del campo magne´tico externo.
En ausencia del campo magne´tico, cada valor de la corriente bias
corresponde (para n fijo) a un valor de la velocidad del n-solito´n o´ (tomando
en cuenta la relacio´n entre c y v) a un valor del voltaje de la unio´n.
En presencia del campo magne´tico de frecuencia w, un u´nico valor de c
(o´ respectivamente de v) corresponde a cierto rango de valores para la
corriente bias, cada n teniendo su correspondiente rango de valores. El valor
de c es tal que un n-solito´n se mueve una distancia de 2l en un per´ıodo del
campo externo T = 2pi
w
. Como resultado se forman pasos verticales en la
curva caracter´ıstica de Josephson I − v.
El mecanismo de la sincronizacio´n se puede entender fa´cilmente com-
parando el campo magne´tico externo en diferentes puntos de la regio´n de
sincronizacio´n cuando el n-solito´n se aproxima (uno de los lados) de la
frontera de la unio´n. Para el valor promedio de γ, la fase de la oscilacio´n
senoidal que modela el campo externo es pro´xima a 2pim (donde m es un
entero). Consecuentemente, el campo externo tiene un valor instanta´neo
casi igual a cero y el solito´n se propaga como si no existiera campo externo.
Cuando el valor de γ se toma cerca del valor de la frontera ma´s bajo, el
solito´n se aproxima a la frontera de la unio´n de Josephson.
Parte de la energ´ıa es entonces transferida del campo externo al solito´n
(el proceso es ma´s efectivo en la frontera del intervalo de sincronizacio´n), lo
cual resuelta en el incremento del promedio de la velocidad de los solitones.
De una manera similar, cuando γ toma valores cercanos a la frontera de la
unio´n en el instante en que el campo externo tiene un valor mı´nimo. En
este caso parte de la energ´ıa es transferida del solito´n al campo externo y la
velocidad promedio del frente de ondas decrece.
Claramente la regio´n de sincronizacio´n (el taman˜o de los pasos) crece con
el crecimiento de la amplitud del campo externo. Cuando w y w0 difieren
significativamente, no hay sincronizacio´n y la curva caracter´ıstica I − v de
la unio´n de Josephson forzada por el campo magne´tico no es diferente de
la unio´n “libre”. Esto es explicado porque la fase del campo magne´tico es
“nueva” y todo tiempo que el solito´n se aproxima a la frontera de la unio´n;
y el campo magne´tico externo transfiere su energ´ıa al solito´n y algunas
veces reduce su energ´ıa; lo cual conduce a que el “promedio” del efecto del
campo externo y la velocidad promedia del solito´n difieran suavemente de la
velocidad de la unio´n “libre”.
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3.4. Trayectoria homocl´ınicas y solitones.
Para simplificar el sistema (3.2.3) introducimos las siguientes variables:
θ = pi − ϕ, yH = −y y zH = −z, entonces omitiendo el sub´ındice H,
obtenemos
θ˙ = y, y˙ = z
βcz˙ = −(1− c2)z + cαy − sin θ + γ (3.4.1)
Ubicamos el retrato de fases del sistema (3.4.1) en un cilindroG = S1×R2.
Para γ < 1 el sistema tiene dos puntos de equilibrio del tipo silla:
01(θ = θ1 = arcsin(γ), y = z = 0) y θ2(θ = θ2 = pi − arcsin γ, y = z = 0). El
equilibrio 01 tiene una separatriz estable de la dimensio´n 1 y una separatriz
inestable de dimensio´n dos; mientras que θ2 tiene una separatriz estable de
dimensio´n dos y una separatriz inestable de dimensio´n uno.
Aparentemente, si una de las separatrices unidimensionales de los
estados de equilibrio, θ0j (θ = θj, y = z = 0) pertenece a una separatriz dos
dimensional θnj (θ = θj − 2pin, y = z = 0) donde j = 1, 2;n = ±1 ± 2, ...
entonces existe un lazo separatriz rotacional. Una trayectoria homocl´ınica
del sistema (3.4.1), se muestra en la figura 3.3. Los puntos θ02 y θ
1
2 se
identifican y en vez de θ introducimos de nuevo la coordenada ϕ.
Cuando β = 0 (α 6= 0, γ 6= 0) el sistema se reduce a un sistema de
segundo orden el cual describe la dina´mica del pe´ndulo f´ısico en un medio











, las cuales corresponden a diferentes
trayectorias homocl´ınicas rotacionales (γ∗(·)).
En este caso cuando ∂φ
∂x
(0, t) = H y ∂φ
∂x
(0, `) = H + Y, para el caso
discreto y y continuo, con α > 0 y γ > 0, existe exactamente una o´rbita
perio´dica exponencialmente estable, ver [LE, HO]
Cuando α, β, γ 6= 0, se debe notar que el sistema (3.4.1) no tiene equilibrio
diferentes de θ1 y θ2. Ahora consideremos la funcio´n de Lyapunov siguiente,









zy + (1− c2)
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(sin θ − I)dθ (3.4.2)
la cual proviene de una funcio´n de energ´ıa del tipo













La derivada de ϑ a lo largo de (3.4.1), v˙(θ, y, z), tiene la forma:
v˙(θ, y, z) =
(
c2 + αβ + β
α
)





+ (1 + cos θ)y2.
Se puede ver fa´cilmente que v˙(θ, y, z) ≥ 0, con v˙ = 0 solamente sobre
la l´ınea recta {y = c = 0}. Consecuentemente el sistema (3.4.1), no tiene
equilibrios ondulatorias diferentes de θ1 y θ2.
Demostraremos que existe en G una regio´n absorbente. Para ello
consideremos dos familias de planos:







W2 = z − δ
(







((1− c2)2 + 4αβc2) 12 − (1− c2)
2βc
Por el sistema (3.4.1), las derivadas de estas funciones W1 y W2 a lo largo
de este sistema se intersecten segu´n las siguientes desigualdades
W˙1|w1=h = −













Las desigualdades (3.4.4) implica que W1 = h, W2 = −h son superficies
que son interceptadas transversalmente a lo largo de una solucio´n del sistema
(3.4.1).
Designamos por G+ la porcio´n de G acotadas por los planos “l´ımites”
W1,2. Por (3.4.4) cualquier trayectoria de (3.4.1) con condiciones de frontera
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de G+ entra a esta regio´n y no la abandona, esto es, G+ es una regio´n
absorbente. Se puede ver fa´cilmente que G+ pertenece exclusivamente
al semi-plano z > 0 cuando y > − (1+γ)
αc
y al semiespacio z < 0 cuando
y < − (1+γ)
αc
. Esto y la ecuacio´n y˙ = z del sistema (3.4.1) produce que












Cuando ξ → +∞, esto es (|y|, |z| → ∞), el sistema (3.4.1) sera´ restringido
a la regio´n G+1 , la parte de G
+ encerrada por los planos Q1 y Q2; adema´s
podemos distinguir en G+1 la cual regio´n ”delgada” absorbente, G
+
0 , que esta
encerrada entre las siguientes dos superficies:
W3 = z − δy + δ(sin θ − γ)
αc
= z0




donde z0 = δ
2(1 + γ)βα−3c−2. En efecto realizando derivadas en la














cos θ · y
Claramente, cuando k ≥ k0 obtenemos las siguientes desigualdades
W˙3|w3=k < 0 y W˙4|w4=−k > 0.
Las cuales se interceptan en todos los puntos de la regio´n G+1 y
G+0 es ahora una regio´n absorbente. En consecuencia, como el campo






(sin θ − γ)− z0 < z < δy − δ
αc
(sin θ − γ) + z0 (3.4.6)
se satisfacen para cualquier solucio´n {θ(ξ), y(ξ), z(ξ)} del sistema (3.4.1)
que entra y por ello permanece en la regio´n G+0 .
A continuacio´n introducimos el sistema auxiliar de la forma
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θ˙ = y, y˙ = δy − δ
αc
(sin θ − γ) + z0 (3.4.7)
Note que el sistema (3.4.7)es la ecuacio´n del pe´ndulo; puesto que el
sistema (3.4.7) es independientes de z, sus trayectorias forman en G+0 una
superficie cil´ındrica conectando las superficies W3 = z0 y W4 = −z0.
Esta superficie cil´ındrica dentro de G+0 son interceptadas transversal-
mente en una direccio´n de las trayectorias del sistema (3.4.1). Ello puede
ser usado de aqu´ı en adelante para construir tu´neles que maximizan las
separatrices del punto de silla θ2.
La seccio´n transversal (z=constante) de los tu´neles para (3.4.7) y la
correspondiente orientacio´n del campo vectorial del sistema (3.4.1) son
presentados en la figura 3.2.
Figura 3.2: Orientacio´n del campo (3.4.1) en los tu´neles para z = constante.
Los tu´neles son regiones que contienen soluciones φ(t) enceradas por
curvas α(t) < φ(t) < β(t) y atrapan las soluciones para t[a, b] y atrapan





(ek|t−a| − 1) para
k ∈ Z+, k ≥ 1.
La seccio´n transversal a los tu´neles (z˙ = constante) y la direccio´n del
campo vectorial de la figura (3.2 a)) corresponde a una regio´n d+2 del espacio
de para´metros, d+2 corresponde a las desigualdades,
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donde γ∗ = 1,193 intercepta la condicio´n γ∗(λ∗) = 1. Los para´metros en









α2c− βδ > 0, y
√
δαc < λ∗
resultan los tu´neles los cuales son presentados en la figura 3.2(b).
Puesto que las uno y dos-dimensionales separatriz del estado de equilibrio
θ2 esta´n en los tu´neles y son localizados inversamente en los puntos de las re-
giones d+2 y d
−
2 cuando y < 0, entonces existe en el espacio de para´metros del
sistema entre d+2 y d
−
2 (3.4.1) un conjunto de bifurcaciones pi
1 de codimension
uno, el cual corresponde a la existencia de un lazo separatriz rotacional
conectando los puntos 002(θ = θ2, y = z = 0) y 0
1
2(θ = θ2 − 2pi, y = z = 0)
(esto es en n=1). Ver figura 3.3
Figura 3.3: Lazo separatriz en el espacio de fases G para el sistema (3.4.1);
ver seccio´n 1.8.
Regresando de nuevo a la variable original ϕ, nosotros encontramos que
los puntos de bifurcacio´n del conjunto pi1 corresponden al lazo separatriz
rotacional, conectando los equilibrios tipo silla (ϕ = ϕ2, ϕ˙ = ϕ¨ = 0) con el
equilibrio (ϕ = ϕ2 + 2pi, ϕ˙ = ϕ¨ = 2pi).
con el cual conecta el estado de equilibrio tipo silla de coordenadas
(ϕ = ϕ1, ϕ˙ = ϕ¨ = 0) con (ϕ = ϕ2 + 2pi, ) ϕ˙ = ϕ¨ = 0. En este caso




Ana´logas a d+2 , d
1
2. en el espacio de para´metros existen las regiones d
+,−
1,2
las cuales se dibujan en el plano (c, γ) (para α = 0,5, β = 0,02) en la figura
3.4, la cual tambie´n muestra las curvas pi1.
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Figura 3.4: Seccio´n transversal d+1,1 para α = 0,5; β = 0,02
El diagrama de bifurcacio´n en el plano (c, γ), para β pequen˜o, contiene
solamente las componentes de pi1 y P 1 como se ve en la figura 3.4
Cuando el para´metro β crece un poco ma´s las curvas pi1 y P 1 se desarro-
llan como sigue: comenzando con un valor β, estas curvas no interceptan la
l´ınea γ = 1 y se ilustran cuando c = 1 y γ < 1. Cuando i < 1 de las curvas
se interceptan porque el sistema es reversible cuando c = 1 (es invariante
a la transformacio´n θ → pi − θ, ξH → −ξH , z → −z); en consecuencia,
existe una trayectoria conectado los puntos 002 y 0
1
2, entonces para los mismos
valores de para´metros, existe tambie´n una trayectoria conectado 001 y 0
1
1.
Cuando β crece un poco ma´s, las componentes pi1c y P
1
c aparecen sobre
las curvas pi1 y P 1. Si los para´metros del sistema (3.4.1) pertenecen a las
componentes pi1c y P
1
c , el estado de equilibrio corresponde a una silla-foco
con un valor de silla positivo.
Entonces de acuerdo con Shilnikov y Belyakov [Shi, Belk] el conjunto
de bifurcacio´n del sistema (3.4.1) en la vecindad de pi1c y P
1
c contiene una
cantidad infinita de curvas las cuales corresponden a un conjunto hiperbo´lico
no-trivial en el espacio de fases. En particular para n < 1 el sistema (3.4.1),
existe un conjunto contable de superficies de bifurcacio´n que corresponden
al lazo separatriz de la envolvente de los 2pin fuentes de ondas (solitones
multisaltos). Por ejemplo, cuando c < 1 existe un conjunto contable de
curvas, {pi2j}∞j=1, las cuales corresponden a doble envoltura de los lazos
separatrices rotacionales que conectan los puntos 001 y 0
2
1, los cuales hacen j
oscilaciones en la vecindad del punto 011. En otras palabras, una propiedad
comu´n de todas las curvas pi2j es que un 2-solito´n corresponde a cualquiera
de estas curvas y consecuentemente, un tren compuesto de 2-solitones puede
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propagarse el sistema (3.1.1) para los valores de para´metros en {pi2j}∞j=1.
Los solitones correspondientes a las curvas pi2j con diferentes j difieren
uno del otro por el nu´mero de oscilaciones en el nivel ϕ = ϕ1 + 2pi. Cada
una de las curvas pi2j en el plano (c, γ) es una curva parabo´lica. Las partes
ma´s altas de “las para´bolas”, cuando j →∞, tiende al punto A, en pi donde
el valor de la silla se convierte en cero.
Las curvas pi2j , j > 1, esta´n localmente dentro de una pequen˜a regio´n pi
1
y pi21 sobre el plano (c, γ). La curva pi
2
1 se muestra en la figura 3.4. Note que
aunque todos los puntos de la curva pi21 corresponden a solitones con n = 2 y
j = 1, sus formas son cualitativamente diferentes dependiendo de la eleccio´n
del para´metro escogido sobre pi21.
Si los para´metros son tomados en la parte de pi21 que es pro´xima a
la curva pi1, la forma de solito´n es como el de los solitones con n = 1;
mientras que para valores de para´metros pertenecientes a la otra parte de
la “para´bola” pi21, el solito´n tiene la forma de la figura (1.8). Se nota que
aunque la curvas pi y pi21 son pro´ximas la una de la otra, ellas no se interceptan.
Adema´s entre cada par de curvas pi2j y pi
2
j+1 existe un conjunto de
bifurcacio´n constituido por curvas pi2jl (donde l depende de j) las cuales
corresponden a una 3-envolvente de lazo separatriz que conecta los puntos
001 y 0
3
1. Tambie´n 3-solitones pueden propagarse en (3.1.1) para valores de
para´metros en pi3jl. Simulaciones nume´ricas del sistema (3.4.1) revela que
debajo de la curva pi21 se localiza una curva parabo´lica pi
3
1. Tambie´n la curva




Una situacio´n similar ocurre para c > 1. En este caso, existe adema´s de
P 1, conjunto de bifurcacio´n P 2j , P
3
jl, las cuales corresponden a solitones cuya
cola tienden a los equilibrios ϕ = ϕ2 y ϕ = ϕ2 − 2pin.
As´ı el diagrama de bifurcacio´n del sistema (3.4.1) contiene un infinito de
elementos y por ello no puede ser representado en forma completa, pero sus
regularidades son claras. El plano (c, γ) contiene dos familias de curvas pi
y P , respectivamente para c < 1 y c > 1. Cada curva de bifurcacio´n de la
familia pi se intercepta, cuando c = 1, con una curva ana´loga de la familia P
(el sistema es reversible cuando c = 1).
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Todas las curvas de bifurcacio´n, excepto pi1 y P 1, son curvas parabo´licas.
Notemos tambie´n que las curvas de bifurcacio´n corresponden a n fijo
(n-solito´n), tiene muchas componentes correspondientes a otros n.
La curva de bifurcacio´n pro´xima corresponde a la forma del solito´n. Por
ejemplo pi4 con pi41; los puntos sobre la parte de pi
4 localizada cerca de pi41
corresponden a solitones que pueden representarse como un estado acotado
de un par de 2-solitones, con n = 2. Mientras que los puntos sobre pi21 cerca
de pi31, corresponden a los frentes de ondas de un paquete de dos solitones
con n = 3 y n = 1.
CAP´ITULO 4
Ana´lisis de estabilidad en el sentido de Lyapunov de los
pi−saltos en una 0− pi unio´n de Josephson.
4.1. Introduccio´n
Una aplicacio´n importante de la ecuacio´n Sine-Gordon es describir la
propagacio´n de flujos en uniones largas de Josephson. Los flujos cua´nticos o
fluxones, son descritos por un salto en la ecuacio´n de Sine-Gordon. Cuando
muchas y pequen˜as uniones son conectadas a trave´s de la inductancia de
los superconductores, ellos forman una l´ınea de transmisio´n discreta de Jo-
sephson. La propagacio´n de un fluxon es entonces descrita por una ecuacio´n
Sine-Gordon discreta. Algunos materiales son ma´s fa´cil fabricarlos mediante
un ret´ıculo que mediante una unio´n continua de Josephson; en el l´ımite
acoplado la unio´n discreta se transforma en una unio´n continua de Josephson.
Recientemente una conjetura, la cual fue propuesta en 1970 por Bu-
laevskii sobre el pi−salto de la fase en la ecuacio´n de Sine-Gordon [VaV]
afirma que esta se debe a impurezas magne´ticos este salto se caracteriza por
la presencia de una corriente cr´ıtica negativa en la unio´n, y es propia por
ejemplo en los superconductores constituidos por yBa2Cu3O7 − Au − Nb.
Inclusive en esta estructura la fases de la unio´n de Josephson llegan a
tener signos opuestos con respecto a la corriente cr´ıtica Ic, generando
esponta´neamente semiflujos, esto es, flujos fraccionales cerca de las esquinas,
como se muestra en la figura 4.3. El cual se usa para probar la simetr´ıa del
“gap”, y este a su vez, puede ser usada en memoria superconductora en
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montajes lo´gicos, o en mediciones de longitud de penetracio´n de las uniones
de Josephson.
Una regio´n la cual contiene un salto de fase pi es llamada una 0 − pi
unio´n de Josephson y es descrita por una ecuacio´n 0 − pi de Sine-Gordon.
El lugar donde la unio´n intercepta la unio´n pi corresponde a un punto de
discontinuidad. Una 0−pi unio´n de Josephson admite semiflujos magne´ticos,
tambie´n llamados pi-fluxones, relacionados con los puntos de discontinuidad.
Un semiflujo es representado por pi-salto en la 0− pi ecuacio´n Sine-Gordon.
Estudiamos en esta seccio´n el comportamiento cualitativo que surge por
desaparicio´n del autovalor cero. Ver seccio´n 1.3 y seccio´n 1.5. La estabilidad
se puede simular mediante los sistemas de la figura 4.1:
Figura 4.1: a) Simulacio´n pendular de dos o tres uniones Josephson en
paralelo. b) Circuito para las uniones de Josephson en paralelo.
4.2. El modelo para la 0− pi ecuacio´n discreta de Sine-Gordon
El lagrangiano que describe el arreglo 0− pi de la unio´n de Josephson es





















donde φn es la fase de n-unio´n; el pi salto de fase es descrito por
ϕn =
{
0, n ≤ 0
−pi 0 < n (4.2.2)
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El para´metro espacial ´´a” corresponde con la λj longitud de Josephson;
el tiempo t es normalizado con la frecuencia w−10 ; y la corriente bias con
densidad γ > 0 es escalonada con la densidad de corriente cr´ıtica Ic. La
ecuacio´n del movimiento de fase generado por el lagrangiano (4.2.1) es la
siguiente ecuacio´n discreta Sine-Gordon:
φ¨n − φn−1 − 2φn + φn+1
a2
= − sin(φn + θn) + γ (4.2.3)
para n ∈ Z, pero en te´rminos pra´cticos n es limitado por 2N . Tomamos
las condiciones de frontera teniendo en cuenta la manera como es aplicado al









en lo que sigue primero consideramos el caso h = 0.
4.3. Aproximacio´n para el ret´ıculo espacial
en el l´ımite continuo
Existe varios modelos continuos de aproximacio´n de (4.2.4) en el l´ımite
continuo cuando a << 1. Escribiendo φn = φ(na) y expandiendo los te´rminos














As´ı la aproximacio´n continua (4.2.3) es
φtt − Laφxx = − sin(φ+ θ) + γ (4.3.2)
donde θ(x) es definido similarmente a (4.2.2), esto es
θ(x) =
{
0, x < 0
−pi, x > 0
La aproximacio´n continua para el Lagrangiano asociado a (4.3.2) (ver











2 − 1 + cos(φ+ θ) + γθ
]
dxdt
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Notando que la normalizacio´n en el sistema discreto implica que la
coordenada espacial x es normalizada por la longitud de Josephson λj.
Existen varias maneras para construir la aproximacio´n del operador La
cuando a→ 0; la primera obviamente es
φtt − φxx − a
2
12
φxxx = − sin(φ+ θ) + γ, x 6= 0 (4.3.3)








Este resultado refleja la invertibilidad de La hasta orden cuatro. Aqu´ı 1−
a2
12
∂xx actu´a en (4.3.2) dando la siguiente aproximacio´n (hasta te´rminos de
orden cuatro):
φxx = φtt + sin(φ+ θ)− γ − a
2
12
∂xx(φtt + sin(φ+ θ)), x 6= 0 (4.3.4)
Cuya ecuacio´n esta´tica φtt = 0, es singularmente perturbada. Expandien-
do esta ecuacio´n y usando de nuevo la expansio´n para φxx, obtenemos
φxx = (φtt + sin(φ+ θ)− γ − a
2
12
(φtttt + [sin(φ+ θ)]tt
− φ2x sin(φ+ θ)) + cos(φ+ θ)[φtt + sin(φ+ θ)− γ]), x 6= 0 (4.3.5)
Cuya ecuacio´n esta´tica no proviene de un Hamiltoniano.













φx∂x(φtt + sin(φ+ θ)) +
1
2




la ecuacio´n esta´tica para dos veces (4.3.4)menos menos (4.3.5) es
φxx = sin(φ+ θ)− γ − a
2
12
(2φxx cos(φ+ θ))− φ2x sin(φ+ θ)
− cos(φ+ θ)(sin(φ+ θ)− γ), x 6= 0 (4.3.7)
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Esta ecuacio´n es una perturbacio´n regular del sistema Hamiltoniano
siguiente,


















El modelo (4.3.5) es no singular y tiene las mismas propiedades del sistema
discreto, reflejando sus propiedades f´ısicas.
4.4. El pi-salto y su espectro en el l´ımite continuo
En esta seccio´n consideramos (4.3.5) con a = 0, el cual es el modelo ideal
para una 0− pi unio´n de Josephson:
φtt − φxx + sin(φ+ θ) = γ, x 6= 0 (4.4.1)
Para una unio´n de Josephson sin corriente bias o un salto en las fases,
γ = 0 y φ(x) = 0, el modelo corresponde a una ecuacio´n Sine-Gordon. Una
solucio´n estable es la solucio´n ba´sica siguiente,
ϕFlux(x) = 4 arctan(e
x), φFlux(0) = pi (4.4.2)
En general la funcio´n de discontinuidad en (4.4.1) es para φxx en x = 0.
Luego el espacio natural para (4.4.1) consiste de funciones espacialmente
continuas y tienen derivada espacial continua. El comportamiento en el
infinito es regulado por el requerimiento de que la derivada espacial
pertenezca a H1(R) (el cual permite que la fase se aproxime a una constante













); luego, (4.4.1) es
considerado como un sistema dina´mico en el siguiente espacio funcional
H = {φ : R→ R/φx ∈ H1(R)}
Directamente se encuentra que para |γ| < 1 y x < 0, los equilibrios de
(4.4.1) son φ−s = arcsin(γ) y φ
−
c = arcsin(γ) + pi.
Similarmente, para |γ| < 1 y x > 0, estos puntos de equilibrio son
φ+s = arcsin(γ) + pi y φ
+
c = arcsin(γ) + 2pi.
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En [Su, Vgils] se muestra que existe varios tipos de frente de ondas
estacionarias, las cuales conectan estos equilibrios. Muchos frentes de ondas
estacionarias son llamadas pi-saltos, los cuales son ondas esta´ticas que
conectan los estados de equilibrio en x = ±∞ con una diferencia de fase
de pi. Tales ondas son soluciones de la ecuacio´n de onda esta´tica
φxx − sin(φ+ θ) = −γ, x 6= 0 (4.4.3)
En la x-dina´mica de (4.4.2), los puntos φ±s son puntos de silla y los





Los varios tipos de pi-saltos son construidos tomando una combinacio´n
apropiada de los retratos de fases para θ = 0 y θ = pi. Los retratos de
fases para γ = 0 son esencialmente diferentes de los correspondientes para
0 < γ < 1 (el caso −1 < γ < 0 sigue de este u´ltimo tomando φ → −φ y
γ → −γ). En el caso γ > 0 hay conexiones homocl´ınicas en kpi + arcsin(γ),
k ∈ Z, k par (θ = 0), o k impar (θ = −pi). Si γ = 0, entonces estas
conexiones homocl´ınicas se rompen creando conexiones heterocl´ınicas entre
kpi y (k + 2)pi.
Para el caso γ = 0, en la 0 − pi unio´n hay dos tipos de conexiones
heterocl´ınicas. La primera llamada de tipo 1 y denotada por φ1pi(x; 0),
conecta 0 con pi. El punto en el espacio de fase en los cuales esta´ la unio´n es
denotado por d1(0). El segundo, llamado de tipo 2 y denotado por φ
2
3pi(x; 0),
conecta 0 con 3pi. El punto en el espacio de fase donde esta la unio´n es
denotado por d2(0). Esta solucio´n no es un semiflujo, pero juega un rol en
el ana´lisis de los semiflujos para γ 6= 0.
Si 0 < γ << 1, entonces hay tres tipos de pi-saltos (conexiones hete-
rocl´ınicas) en la unio´n todos conectan arcsin(γ) y pi + arcsin(γ). El primer
semiflujo llamado de tipo 1 y denotado por φ1pi(x; γ) es una continuacio´n de
la conexio´n en γ = 0. El punto en el plano de fase donde esta´ la unio´n es
denotado por d1(γ). El pi-fluxon φ
1
pi(x; γ) es mono´tamente creciente.
El segundo tipo llamado de tipo 2 y denotado por φ2pi(x; γ). En el l´ımite
para γ˙ → 0, este se rompe en 3pi-saltos y la conexio´n heterocl´ınica entre 3pi
y pi (un 2pi-dobleces o un antifluxo´n). El punto en el espacio de fases donde
esta´ la unio´n es d2(γ). El pi-fluxon φ
2
pi(x; γ) es mono´tamente creciente pero
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tiene un salto. Ver figura 4.2
Figura 4.2: a) El retrato de fases para γ = 0 las trayectorias para x < 0
(l´ıneas gruesas) y para x > 0 (l´ıneas suspendidas), saltan en x = 0. b)El
retardo de fases para γ = 0,1; adema´s aparece d3 para describir el salto en
x = 0 y as´ı describir una solucio´n con diferencia de fase pi entre los puntos
extremos.
El tercer tipo llamado de tipo 3 es denotado por φ3pi(x; γ). En el l´ımite
para γ → 0, e´l rompe la conexio´n heterocl´ınica entre 0 y 2pi (fluxo´n) y un
antifluxo´n ondulatorio como el de tipo 1 conecta 2pi con pi. El punto per´ıodico
en el espacio de fases donde esta la unio´n es denotada por d3(γ). Este pi-
fluxo´n tiene un salto, pero menor que el de tipo 2. Siguiendo la primera
o´rbita homocl´ınica, los puntos de unio´n son ordenados de tal manera que
d1(γ) viene primero, seguido de d2(γ). Si γ crece los puntos d2(γ) y d3(γ) se
aproximan uno con el otro, hasta que coinciden en




en el punto (pi + arcsin(γ∗), 0). En este punto, la onda de tipo φ2pi(x; γ)
deja de existir (en el l´ımite se rompe en dos mitades, la conexio´n homocl´ınica
para x < 0 y la conexio´n homocl´ınica completa para x > 0).
El doblez de tipo 3, φ3pi(x; γ
∗), consiste en semiconexiones para x < 0 y
equilibrios para x > 0, y esta onda puede conectarse para γ > γ∗; el doblez
de tipo 3 es monoto´nico.
Si posteriormente γ crece, los puntos d1(γ) y d3(γ) se aproximan uno al
otro hasta que coinciden en
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Cuando γ = γcr, la o´rbita homocl´ınica al equilibrio hiperbo´lico para
x < 0 es tangencial en d1(γ) = d3(γ) a la variedad estable del equilibrio
hiperbo´lico para x > 0. Tan pronto como γ > γcr no hay ma´s intercepcio´n
de la o´rbita homocl´ınica para x < 0 con la variedad estable del equilibrio
hiperbo´lico para x > 0. Esto implica que no puede existir ningu´n pi-fluxo´n.
Ahora mostraremos que el tipo 1 es no lineal estable para todo 0 ≤ γ ≤
γcr. El tipo 2 y el tipo 3 son inestables para todos los valores γ para los cuales
existen los respectivos pi-fluxones. Lo cual se sintetiza en el siguiente
teorema:
Teorema 4.4.1. Las linealizaciones de los varios pi-saltos tienen las
siguientes propiedades:
i) Los autovalores de la linealizacio´n alrededor del tipo monoto´nico 1, pi-
fluxo´n φ1pi(x; γ), son estrictamente negativos para 0 ≤ γ < γcr. En
γ = γcr, el autovalor ma´s grande es cero. Esos pi-saltos son linealmente
estables.
ii) El autovalor ma´s grande de la linealizacio´n del pi-saltos del tipo 2,
φ2pi(x; γ), es estrictamente positivo para 0 < γ < γ
∗. Estos pi-saltos
son linealmente estables.
iii) El autovalor ma´s grande de la linealizacio´n alrededor de pi-fluxo´n de
tipo 3, φ3pi(x; γ) es estrictamente positivo para 0 < γ < γcr. Estos pi-
saltos son linealmente inestables. En el l´ımite cuando γ → 0 y γ → γcr,
el autovalor ma´s grande converge a cero.
Entonces la linealizacio´n alrededor de los pi-saltos tienen un autovalor
cero si y solo s´ı los pi-saltos toman un valor mu´ltiplo de pi en x = 0. Puesto
que el valor en x = 0 relacionado con el punto di(γ), ello puede ocurrir en
γ = γcr para las ondas colindantes de tipo 1 y tipo 3; en efecto escribimos
φ(x, t) = φipi(x; γ) + v(x, t)
alrededor de una solucio´n φipi(x; γ), y escribimos este cambio de variable
en la ecuacio´n (4.4.3); olvida´ndonos de todos los te´rminos de mayor orden,
obtenemos
[Dxx − cos(φipi(x; γ)) + θ(x)]ϑ = Dttϑ (4.4.6)
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usando la representacio´n espectral v(x, t) = eλtϑ˜(x), donde ϑ(x) es una
funcio´n continuamente diferenciable; obtenemos el siguiente problema de
autovalores,
Ji(x; γ)ϑ = λ2ϑ (4.4.7)
donde Ji es operador definido como
Ji(x; γ) = Dxx − cos(φipi(x; γ) + θ(x)) (4.4.8)
El dominio natural de Ji es H2(R). Nosotros llamamos un autovalor Λ de
Ji si existe una funcio´n ϑ ∈ H2(R), la cual satisface Ji(x; γ)ϑ = Λϑ. Puesto
que Ji depende suavemente de γ, los autovalores de Ji dependen tambie´n
suavemente de γ. Ver seccio´n 1.6.
El operador Ji es sime´trico; por ellos todos los autovalores son reales. Un
ca´lculo directo da´ que el espectro continuo de Ji esta en (−∞,−√1− r2).
Debido al teorema de la inclusio´n de Sobolev las autofunciones son con-
tinuamente diferenciales en H2(R); luego aplicando el teorema de Sturm,
resulta que los autovalores resultan acotados superiormente. Adema´s, si
ϑ1 es autofuncio´n de J
i con autovalor Λ1 y ϑ2 es autofuncio´n de J
i con
autovalores Λ2, con Λ2 > Λ1, existe al menos un cero de ϑ2 entre todo
par de ceros de ϑ1 (incluyendo los ceros en ±∞). De esto resulta que si la
autofuncio´n ϑ1 tiene signo fijo, entonces Λ1 es el autovalor ma´s grande de J
i.
El siguiente lema da´ la condicio´n necesaria y suficiente para que Ji tenga
un autovalor Λ = 0.
Teorema 4.4.2. El problema de autovalores
Ji(x; γ)ϑ = Λϑ, x ∈ R




pi(x; γ)es continuo en x = 0, esto es, φ
i




pi(0; γ) = 0 y existe algu´n x±, con signo (x±) = ±1, tal que
Dxφ
i
pi(x±; γ) 6= 0.
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Prueba:Puesto que φipi(x; γ) converge a un punto de silla para |x| → ∞,
implica que Dxφ
i
pi(x; γ) decae ra´pida y exponencial a 0 para |x| → ∞. Como
φipi(x; γ) resuelve (4.4.3), diferenciando con respecto a x tenemos que
Ji(x; γ)Dxφ
i
pi(x; γ) = 0 x 6= 0
esto implica que para toda k constante la funcio´n W ik(x) = kDxφ
i
pi(x; γ)
satisface Ji(x; γ)W ik(x) = 0 para x 6= 0. Luego para todo k− y k+, la solucio´n:
W i(x) =
{
W ik−(x), x < 0
W ik+(x) x > 0
resuelve Ji(x; γ)W i(x) = 0 para x 6= 0. La funcio´n wi(x) es continuamente
diferenciable si y so´lo si se tienen las dos siguientes condiciones:
1) W ik−(0−) = W
i
k+
(0+); en otras palabras, k−Dxφipi(0−; γ) =
k+Dxφ
i
pi(0; γ), puesto que φ
i






(0+); esto es, k−Dxxφipi(0−; γ) = k+Dxxφipi(0+; γ)
La primera condicio´n que satisface si k− = k+ o´ Dxφipi(0−; γ) = 0. Si
Dxφ
i
pi(0+; γ) = 0, nosotros podemos escoger k± tal que la segunda
condicio´n es satisfecha y no obtenemos una condicio´n trivial, excepto
cuando Dxφ
i
pi(x; γ) es trivial para x > 0, o´ x < 0.
S´ı Dxφ
i
pi(0; γ) 6= 0, necesitamos que Dxxφipi sea continua en x = 0
para satisfacer la segunda condicio´n. Debido a que Dxxφ
i
pi(0; γ) =
sin(φipi(x; γ) + θ(x)) − γ, Dxxφipi es continua en x = 0 si y so´lo si
sin(φipi(0; γ)) = 0.
Estos argumentos muestran que si una de las condiciones son satisfechas,
entonces Λ = 0 es un autovalor de Ji.
Ahora asumamos que Λ = 0 es un autovalor de Ji, esto implica que
existe una funcio´n continuamente diferencial ϑi(x) tal que Ji(x)ϑi(x) = 0
para x 6= 0 y ϑi(x) → 0 para |x| → ∞. La u´nica solucio´n que decae hacia
cero cuando +∞ son las soluciones sobre la variedad estable unidimensional,
y en −∞ son las soluciones de la variedad inestable unidimensional. Las
variedades estables e inestables son formados por mu´ltiplos de Dxφ
i
pi; luego
existen k± tales que
ϑi(x) =
{
k−Dxφipi(x) para x < 0
k−Dxφipi(x) para x > 0.
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Regresando a la situacio´n de arriba y concluimos as´ı que una de las
condiciones del teorema anterior deben ocurrir.
La segunda condicio´n en el teorema no ocurre. En efecto, la primera parte
de la segunda condicio´n, Dxφ
i
pi(0; γ) = 0 sucedera´ so´lo si di tiene una segunda
coordenada cero y esto se tiene so´lo si γ = γ∗ con d2 = d3. En este punto la
solucio´n deja de existir y la solucio´n φ3pi(x; γ
∗) consiste de equilibrios para
x > 0. As´ı esta solucio´n no satisface la segunda parte de la segunda condicio´n.
Para conocer el valor de γ, el cual satisface la primera condicio´n,
buscaremos la relacio´n entre Dxφ
i







2] = 2Dx[−γφipi(x; γ)− cos(φipi(x; γ) + θ(x))], x 6= 0








2 = 2[−γ(φipi(0; γ)−φipi(+∞; γ))+cos(φipi(0; γ))−cos(φipi(+∞; γ))],
sustrayendo estas dos ecuaciones y usando el hecho de
φipi(+∞; γ) = φipi(−∞; γ) + pi,
obtenemos
0 = −piγ − 2 cos(φipi(0; γ)); (4.4.9)
de aqu´ı cos(φipi(0; γ)) =
piγ
2
. As´ı la primera condicio´n es satisfecha cuando
cos(φipi(0; γ)) = ±1; luego γ = 2pi = γcr.
En lo que sigue consideremos los autovalores de la linealizacio´n para γ
pequen˜o. Notamos primero que pasa γ = 0, tenemos una expresio´n expl´ıcita
para pi-fluxo´n y luego el 3pi-saltos:{
φflux(x− ln(1 +
√
2)) para x < 0
pi − φflux(−x− ln(1 +
√
2)) para x > 0
(4.4.10)
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2)) para x < 0
3pi − φflux(−x+ ln(1 +
√
2)) para x > 0
(4.4.11)
Las derivadas de ambas funciones son pares y cos(φipi(0; γ) + θ) es
continua y par, puesto que φ1pi(0; 0) =
pi
2




Para γ << 1, la o´rbita homocl´ınica en el sistema con θ = 0 es crucial
para la aproximacio´n de las soluciones del tipo 2 al tipo 3. Esta´ o´rbita es
homocl´ınica hacia arcsin(γ) y es denotada como φh(x; γ). Ella es aproximada
hasta orden γ usando el 2pi-fluxo´n, φflux, y su linealizacio´n segu´n el siguiente
teorema:
Teorema 4.4.3. Para γ pequen˜o tenemos la siguiente conexio´n homocl´ınica
par φh(x; γ), donde
φh(x; γ) = φflux(x+ Lpi(γ)) + γφ1(x+ Lpi(γ)) + γ
2R2(x+ Lpi(γ); γ), x < 0
(4.4.12)
























| ln γ|+ ln 4√
pi
+O(√γ) (4.4.13)
Au´n ma´s, γ2R2(x+ Lpi(γ); γ) = O(γ) es uniforme para x < 0 y
γφ1(Lpi(γ); γ) = O(√γ).
As´ı





finalmente, φ1(x˜; γ) = O(1) y R2(x˜; γ) = O(1), uniforme para x˜ < 0.
Prueba: Haciendo x˜ = x+ Lpi(γ) tal que φh(−Lpi(γ); γ) = pi = φflux(0),
obtenemos todav´ıa que Dxφh(L − pi(γ); γ) = 0 obtenemos la expansio´n
φh(x; γ) = φflux(x) + γφ1(x) + γ
2R2(x; γ), x < Lpi(γ); linealizando
alrededor de φflux tenemos
J(x)φ1 = −1 (4.4.15)
4.4 El pi-salto y su espectro en el l´ımite continuo 69
donde este operador es J(x) = Dxx − cos(φflux(x)); el problema













φflux(x) es acotado y Ψu(x) es no acotada para
x→ ±∞.
















La solucio´n φ1 de (4.4.15) tiene que ser acotable cuando x → −∞ y
normalizada por (φ1(0)) = 0 (φh(0) = φflux(0) = pi); esto es, A = −12 y
B = 0. Tenemos l´ım
x→−∞
φ1(x) = 1 y l´ım
x→−∞
φh(x) = arcsen(γ) = γ + θ(γ
3).




φ1|u(x) = −arctanexsenhx, d
dx
φ1|(x) = −arctanexcoshx. (4.4.17)
Si x = σ|lnγ|, el orden significativo es para φ1(x) = θ(γ−σ); γ2R2(x; γ)
es del orden 0(γ2−2σ) para σ > 0 y x = σ|lnγ| + θ(1); esto es, φh(x) bifurca
cuando el orden es |lnγ|.
Tambie´n φ1appr(x) = φflux(x) + γφ1(x) es una θ(γ)-aproximacio´n de φh(x)
en (−∞, L] para L = 1
2
|lnγ| + θ(1). Para un L tal que φflix(L) + γφ1(L) =
θ(
√
γ), obtenemos Lpi =
1
2













Si y es tal que ex = y√
γ










+ θ(γ). Por lo cual se obtiene pi1(x; γ) = 0(1)
y R2(x; γ) = 0(1) uniformemente para x < 0, porque φh(x) y φflux(x)
convergen en orden γ ra´pida y exponencialmente a equilibrios cuando x →
−∞.
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4.5. Estabilidad para los diversos tipos de
pi-fluxones.
4.5.1. Estabilidad para las soluciones de tipo 1.
teorema:
Teorema 4.5.1. Para todo 0 ≤ γ < γcr, todos los autovalores de £1(x; γ)
son estrictamente negativas. Para γ = γcγ, el operador £
1(x; γcγ) tiene





5 + 1). Adema´s, para todo 0 ≤ γ ≤ γcγ, las semisaltos φ1pi(x; γ) de
tipo 1 son lyapunov estable, en el siguiente sentido: ∀ε > 0, ∃δ(ε) > 0 :
∀φ(x, t) solucio´n de (4.4.1) con φ(x; γ) −→ 0 y φ(x; γ) → pi cuando
x → +∞ con ‖φ(•; 0) − φ1pi(0; γ)‖H1 + ‖φt(•; 0)‖L2 < δ, debe satisfacer
‖φ(0; t)− φtpi(0; γ)‖L2 + ‖φt(0; t)‖L2 < ε, ∀t ∈ R.
Prueba. Por el teorema (4.4.3) si que £1 tiene un autovalor cero en
γ = γcγ. La autofuncio´n es Dxφ
1
pi(x; γcγ), la cual es siempre positiva puesto
que φ1pi(x; γ) es mono´tonamente creciente. De el teorema de Sturm, sigue
que ∧ = 0 es el autovalor ma´s grande de £1 en γ = γcγ. Estudiamos ahora
los autovalores de £1(x; 0), el operador continuo y par £1(x; 0) − ∧ tiene
dos soluciones linealmente independientes.
Puesto que el punto de equilibrio es un punto de silla, y la razo´n de
decaimiento hacia este punto es como e−x; si ∧ > −1 existe una solucio´n
que decae exponencialmente en +∞ y otra para −∞, notamos la u´ltima por
ϑ−(x;∧), y ϑ+ = ϑ+(x;∧) = ϑ− = ϑ−(x;∧) (puesto que £1 es sime´trico en
x); luego ∧ es un autovalor si Dxϑ+(0;∧) = Dxϑ−(0;∧), esto es ∧ un auto-
valor si DxV+(0,∧) = DxV−(0,∧); esto es Dxϑ−(0;∧) = 0 (o´ si ϑ−(0;∧) = 0).
Se sabe que ϑ−(x;∧) = sech(x−x1), ϑ−(x;∧) = eu(x−x1)[tan(x−x1)−µ],
para µ =
















Asumamos ahora que £1(x; γ) tiene un autovalor positivo ∧1(γ) para
algu´n 0 ≤ γ < γcγ, por la dependencia continua se tiene que ∧1(γˆ) = 0 para
algu´n 0 < γˆ < γcγ. Sin embargo el teorema 4.4.3 afirma que esto no es posible.
La estabilidad en el sentido de Lyapunov se obtiene del siguiente
Hamiltoniano temporal











2 − cos(φ+ θ)γ(φ+ θ)]dx,
el cual resulta ser una funcio´n de lyapunov para el sistema (4.4.1); esto
es, toda solucio´n φ(x, t) ∈ H2(R) de (4.4.1) satisface d
dt
H(φ, φt) = 0, y
de esto H(φ(·, t), φt(·, t)) = H(φ(·, 0), φt(·, 0)) para todo t ∈ R. Adema´s la
linealizacio´n D2H en (φ, P ) = (φ1pi, 0) es dada por
D2(φ1pi, 0) =




el cual es un operador estrictamente positivo sobre L2(R) × L2(R) con
dominio H2(R)× L2(R).
As´ı que existe c > 0 tal que para todo (φ, P ) ∈ H2 × L2 tenemos
H(φ, P ) − H(φ1pi, 0) ≥ c(‖φ − φ1pi‖2H1 + ‖P‖2L2). Finalmente existe C > 0 tal
que H(φ, P )−H(φ1pi, 0) ≤ C(‖φ−φ1pi‖2H1 +‖P‖2L2) para todo (φ, P ) ∈ H2×L2.
A continuacio´n enunciamos dos lemas sin prueba:
4.5.2. Inestabilidad para las soluciones de tipo 2 y 3:
Teorema 4.5.2. Para todo 0 < γ < γ∗, el autovalor ma´s grande de £2(x; γ)
es estrictamente positivo. En el l´ımite γ → 0, el autovalor ma´s grande de





Teorema 4.5.3. Para todo 0 < γ < γcγ, el autovalor ma´s grande de £
3(x; γ)
es estrictamente positivo. Para γ = γcγ, £
3(x; γ) se aproxima a O.
4.5.3. Ret´ıculo de pi-saltos en el l´ımite continuo.
Para la ecuacio´n (4.3.5) consideramos la evolucio´n que surge de la
ecuacio´n 0−pi Sine-Gordon con una pequen˜a perturbacio´n espacial; y tenemos
el siguiente teorema:
Teorema 4.5.4. Para todo a pequen˜o, la linealizacio´n alrededor de pi−flujo
tiene las siguientes propiedades:
(i) El auto valor de la linealizacio´n abre pi−biador del salto φ1pi(x; a; γ) es
estrictamente negativo para 0 ≤ γ < γcr(a). En γ = γcr(a) el mayor
autovalor es cero. Este pi−salto es linealmente estable.
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(ii) El autovalor ma´s grande de la linealizacio´n alrededor de fluxon del
tipo 2, φ2pi(x; a; γ), es estrictamente positivo para 0 < γ < γ
∗(a). Este
pi−salto es linealmente inestable.
(iii) El autovalor ma´s grande de la linealizacio´n alrededor de pi−fluxo de
tipo 3, φ3pi(x; a; γ) es estrictamente positivo para 0 < γ < γcγ(a). Esta
clase de pi−salto es linealmente inestable. En el l´ımite γ → 0 se tiene
γ → γcγ(a), entonces el autovalor ma´s grande converge a cero.
4.6. Resumen sobre semi-fluxones en
la unio´n larga de Josephson con
pi−discontinuidad.
La anisitropia ofrece la posibilidad de fases bias esto es, el pi−salto en la
fase de la corriente, unio´n se traduce en corriente cr´ıtica negativa; lo cual
se da´ en las unio´n en las esquinas como lo muestra la siguiente figura 4.3,
generando un fluxo magne´tico fraccional en las esquinas.
Figura 4.3: Esquema de una unio´n de Josepshon en una esquina, S-onda (Tc
bajo superconductor) y d-onda (Tc alto superconductor); se crea un semiflujo
conectado a el punto de discontinuidad.
La electrodina´mica de la unio´n de Josephson es descrita por la siguiente
ecuacio´n:
φxx − φtt = θ(x)senφ− γ + αφt, (4.6.1)
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ana´loga a la ecuacio´n (4.4.1), donde α < 0 es el coeficiente de
amortiguamiento de la corriente electro´nica a trave´s de la unio´n de Jo-
sephson. En la discontinuidad se tiene θ = 1 para x < 0 y θ = −1 para x > 0.
Para realizar simulaciones en el esquema de diferencias finitas reempla-
zamos t = n4 t y j = j˙ 4 x,
φtt ≈ [φnj − 2φn−1j + φn−2j ]/4 t2
φxx ≈ [φnj+1 − 2φnj + φnj−1]/4 x2
φt ≈ [φnj −+φn−1j ]/4 t
senφ ≈ senφn−1j
con la condicio´n de frontera φx = 0|x=±L y φy = 0|t=0.
El 0 − pi semiflujo de la funcio´n de Josephson satisface la condicio´n




4arctan(exp(x− x0)), x < 0,
4arctan(exp(x+ x0))− pi, x > 0, (4.6.2)
donde x0 = ln(
√
2 + 1). Este semi-fluxon es una combinacio´n de
2pi−fluxones de la ecuacio´n Sine-Gordon con θ = 1 y θ = −1.
Considerando las soluciones independiente del tiempo en (4.6.1),
φxx = φ(x)senφ− γ (4.6.3)
Los dos semifluxos indicados en la siguiente figura 4.4 para γ 6= 0,
correspondientes a las soluciones SF (2) y SF (3), ubicadas en los retratos de
fases obtenidos en dos planos soluciones las cuales, uno con φ ≡ 1 y otro con
φ ≡ −1 hacen una conexio´n homocl´ınica, la cual proviene de una conexio´n
heterocl´ınica
Cuando γ ∈ (0, γ∗ = 2√
4+pi2
) existen tres semifluxos, los cuales se reducen
a dos en γ ∈ (γ∗, γe = 2pi ). El semifluxo SF (2) no existe para γ > γ∗. Para
γ > γc la ecuacio´n (4.6.1) no admite soluciones del tipo semifluxos. Ver
figura 4.4
Para estudiar estabilidad de las soluciones SF (2) y SF (3), las cuales sera´n
atractivas globales, expresamos φ(x, t) = u(x)eit y obtenemos la siguiente
ecuacio´n de autovalores:
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Figura 4.4: Gra´fico de dos semiflujos no mono´tonos para γ = 0,01.
uxx − θ(x)u(x)cosΨ0 = ∧u(x) (4.6.4)
donde ∧ = i2 +iα; para las soluciones mencionadas, se observa que no
son estables porque existe al menos un autovalor positivo para todo valor γ,
ver figura 4.5.





≈ 0,31. En γ = 0, la solucio´n SF (2) es del tipo 3pi salto (mo´dulo 2pi)
la cual es dada por
φ0(x) =
{
4arctan(exp(x− x0)), x < 0.
4arctan(exp(x+ x0)) + pi, x > 0.
El solito´n SF (2) tiende hacia una estabilidad neutral en el l´ımite γ → 0
y γ → pi
2
, este semi-fluxo mono´tono tiende a O como su autovalor ma´s grande.
Para estabilizar un semiflujo no auto´nomo consideramos una perturba-
cio´n de la forma δ(a)senφ al lado derecho de la ecuacio´n (4.6.1), donde δ(a)
es una δ−distribucio´n delta localizada en x = a.
Experimentalmente esta perturbacio´n se puede hacer con un calentamien-
to localizado y usando iones luminosos.
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Figura 4.5: Los autovalores ma´s grandes como funcio´n de γ.

CAP´ITULO 5
Control, acoplamiento y sincronizacio´n en la unio´n de
Josephson
5.1. Control a trave´s de sistemas singular-
mente perturbados.
En esta seccio´n vamos a estudiar sistemas de la forma{
x˙ = f(x, y; ε)
y˙ = εg(x, y; ε)
⇐⇒
{
εx′ = f(x, y; ε)
y′ = g(x, y; ε)
(5.1.1)
en el l´ımite ε −→ 0, existe interaccio´n compleja del sistema ra´pido{
x′ = f(x, y, 0)
y′ = 0;
(5.1.2)
con el sistema lento siguiente{
0 = f(x, y, 0)
y′ = g(x, y, 0)
(5.1.3)
5.1.1. El pe´ndulo perio´dicamente excitado en amplitud
0(ε).
Segu´n la figura 5.1 siguiente, consideramos un pe´ndulo simple perio´dica-
mente excitado por εγcos(Ωt), con ε pequen˜o.
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Figura 5.1: Pe´ndulo con perio´do excitado εγsen(Ωt).
Entonces la ecuacio´n del movimiento es la siguiente:
x¨1 + εx˙1 + (1− εγcos(Ωt))senx1 = 0 (5.1.4)
el cual tiene la tiene la representacio´n siguiente como sistema ε− perturbado
de primer orden: 
x˙1 = x2
x˙2 = −senx1 + ε[γsenθsenx1 − δx2]
θ˙ = Ω, (x1, x2, θ) ∈ T 1 × R1 × T 1;
(5.1.5)










Se observa que (5.1.6) tiene los equilibrios hiperbo´licos (pi, 0) y (−pi, 0),
donde sus variedades estables e inestables estan en la curva de nivel H = 1;
adema´s este sistema tiene una o´rbita perio´dica
M = {(x1, x2, θ(t))/(x1, x2, θ(t)) = (pi, 0,Ωt+θ0) = (−pi, 0,Ωt+θ0)} (5.1.8)
conectada por un par de las trayectorias homocl´ınicas siguientes:
Γ± = (x±1h(−t), x±2hθ(t)) = (±2sen−1(tan(ht)),±sec(ht),Ωt+ θ0). (5.1.9)
Por el punto P± = (x±1h(−t0), x±2h(−t), θ0) trazamos el plano de Poincare´
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Figura 5.2: Mapeo de Poincare´ para las trayectorias heterocl´ınicas del sistema
(5.1.5).
piP± ≡ (DxH(x±1h(−t0), x±2h(−t0), 0)) = (senx±1h(−t0), sen±2h(−t0), 0).
Como se observa en la figura 5.2, obtenemos su funcio´n de Melnikov la cual
da la d± distancia entre la variedad estable W s(M) y la variedad inestable
W µ(M):
d±(t0, θ0, δ, γ,Ω) = ε
[
∫ +∞
−∞ {−δ[x±2h(t− t0)]2 + γx±2h(t− t0)senx±1h(t− t0)sen(Ωt+ θ0)}dt]
‖DxH(x±1h(−t0), x±2h(−t0))|
(5.1.10)
el numerador M± de (5.1.10) resulta ser igual a





cos(Ωt0 + θ0) (5.1.11)
Entonces de (5.1.11) obtenemos la siguiente ecuacio´n de bifurcacio´n en el







) + 0(ε2) (5.1.12)
la cual corresponde a la interseccio´n transversal entre las variedades
estables e inestables de la o´rbita perio´dica.
5.1.2. El pe´ndulo parame´tricamente forzado en ampli-
tud 0(1) y frecuencia 0(ε).
Corresponde a la siguiente ecuacio´n diferencial:
x¨1 + εδx˙1 + (1− γsen(εΩt))senx1 = 0 (5.1.13)
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esto es, el siguiente sistema perturbado:
x˙ = x2
x˙2 = −(1− γsenI)senx1 − εδx2
I˙ = εΩ
(5.1.14)
con (x1, x2, I) ∈ T 1 × R × T 1 y corresponde al siguiente sistema no
perturbado
x˙ = x2
x˙2 = −(1− γsenI)senx1
I˙ = 0
cuyo Hamiltoniano es H(x1, x2, I) =
x22
2
− (1 − γsenI)cosx1; con los
siguientes equilibrios hiperbo´licos y o´rbitas perio´dicas{
(x¯1, x¯2) = (pi, 0), (−pi, 0) para cada I ∈ [0, 2pi), 0 ≤ γ < 1;
M = (pi, 0, I) = (−pi, 0, I) con I ∈ [0, 2pi).
Las Conexiones Homocl´ınicas son las siguientes γ±{(x±h1(t), x±h2(t), I)} =
(±2sen−1tanh(√1− γsenIt),±2√1− γsenIsenh√1− γsenIt, I) y con






+ 0(ε), como en (5.1.12).
5.1.3. El pe´ndulo remolino.
En este caso θ tiene un valor cr´ıtico Ω, se comporta como θ = Ω +
εΩ˜cos(w, t) 0 < ε << 1; debajo de Ω, φ = 0 es inestable, lo mismo que
φ = pi.
Tambie´n surgen dos nuevos equilibrios φ = φ¯ = ±cos−1( g
`Ω2
). Cuando
Ω −→∞ se espera que φ¯ −→ pi
2
. El modelo se presenta en la figura 5.3:
Figura 5.3: El pe´ndulo remolino.
El sistema que rige este movimiento es el siguiente:
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
φ˙ = pφ
P˙φ = senφ[−1 + p2θcosφ/(µ+ sen2φ)2] + ε(−cφpφ), µ = jml2
φ˙ = Pθ
µ+sen2φ
P˙θ = ε(−cφpφ/(µ+ sen2φ) + T0 + T1sen(wt)) = εQ,
(φ, Pφ, θ, Pθ) ∈ T 1 ×<1 × T 1 ×<1
(5.1.15)
donde T0 es el torque constante. Como el sistema φ−Pφ−Pθ no depende
de θ, es suficiente analizar el sistema tridimensional:

φ˙ = pφ
P˙φ = senφ[−1 + p2θcosφ/(µ+ sen2φ)2] + εQφ(Pφ)
P˙θ = εQφ(φ, Pθ,Ψ)
Ψ˙ = ω, Ψ(t) = ωt(mod2pi);
(5.1.16)








P 2θ +(1−cosφ). El sistema (5.1.16) tiene equilibrios que generan
bifurcacio´n tipo orquilla; adema´s γP (Pθ) = (pi, 0, Pθ) y γD(Pθ) = (0, 0, Pθ)
son sillas conectadas por un par de o´rbitas homocl´ınicas.
Usando sistemas restringidos a las variedades invariantes MP (γP (Pθ),Ψ0)
y MD(γD(Pθ),Ψ0) para P0 > µ y Ψ0 ∈ [0, 2pi], podemos describir comporta-
mientos cao´ticos para el sistema (5.1.16)
Observando la variedad estable W s(Mε), e inestables W
u(Mε), de la
variedad lenta Mε, como se muestra en la figura 5.4.
Figura 5.4: Variedades estable e inestables de Mε.
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5.1.4. Oscilador de Duffing con control de retroalimen-
tacio´n:
x˙1 = x2
x˙2 = x1 − x31 − I − εδ2x
I˙ = ε(γx1 − αI + βcosθ)
θ˙ = 1
con (x1, x2I, θ)εR1 ∈ R1 × R1 × T 1.
Es u´til comparar este sistema, el cual modela el feno´meno de las
vibraciones meca´nicas, con los presentados hasta el momento en e´ste capitulo
para los pe´ndulos y la unio´n de Josephson.
5.1.5. Unio´n de Josephson con problemas de valores
de frontera singularmente perturbadas.
Sea φ(x, t) la funcio´n de onda a trave´s del “gap”, su localizacio´n a lo










+ senφ = 0, (5.1.17)
y aplicamos un campo magne´tico proporcional a una constante L a
ambos lados de la unio´n, con una corriente bios I aplicada en el lado derecho,
y con las siguientes siguientes condiciones de frontera:
∂φ
∂x
(0, t) = L, ∂φ
∂x
(1, t) = L + I. En condiciones esta´ticas tenemos que




− senφ = 0, ε << 1
∂φ
∂x
(0) = L, ∂φ
∂x
(1) = L+ I;
(5.1.18)
El problema con el valor inicial ε2 d
2φ
dt2
−senφ = 0 φ(0) = φ0 con φx(0) = L
se resuelve para 0 ≤ x ≤ 1. El valor terminal φ1 se da´ por el valor de I tal
que I = 1
ε
(φx − εL). Para cada 0 ≤ φ(0) ≤ 2pi encontramos un I y con ello
las soluciones de las curvas estables o inestables.







= senφ; Ψ(0) = εL,Ψ(1) = ε(L+ I).
(5.1.19)
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Construimos una solucio´n de (5.1.19) la cual intercepta las linea Ψ = εL
en x = 0 con la linea Ψ = ε(L + I) cuando x = 0, tal como se ilustra en el
retrato de fases de la siguiente figura 5.5. Un candidato para la cuasi-esta´tica
solucio´n es φ = 0, Ψ = 0; lo cual se ensaya construyendo la solucio´n correcta
que conecta estos puntos de frontera.
Figura 5.5: Analog´ıa y casi esta´tica solucio´n, la cual conecta las condiciones
de frontera singulares (5.1.19).
De la fo´rmula de variacio´n de para´metros aplicada al sistema (5.1.19),
primero buscamos la correccio´n al lado izquierdo mediante el siguien-
te cambio de variables φ(x) = εU(x
ε
),Ψ(x) = εV (x
ε
) con V (0) = L;
(U(ς, )V (ς)) −→ (0, 0) cuando ξ = x
ε
−→ +∞.








sen(εU) = U + 0(ε),
(5.1.20)
Entonces U y V se pueden expresar en series de potencia en ε,
U = U0 + εU1, as´ı tambie´n V. As´ı vemos que existe soluciones (U(ε), V(ε))
las cuales satisfacen las soluciones Uo(ξ) = −Le−ξ, Voξ(ξ) = −Le−ξ; estas
comienzan en la interseccio´n de la variedad estable de (0, 0) y la condicio´n
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V = L.
Luego construimos la correccio´n en la frontera derecha; para ello hace-
mos η = (1−x)
ε
, cuando η = 0 corresponde a x = 1, y cuando η −→ +∞
corresponde a (1−x)
ε
−→ +∞; as´ı η corresponde a la escala ra´pida, la cual se
mueve hacia atra´s desde x = 1.









sen(εu) = −u+ 0(ε),
(5.1.21)
con v(0) = L+ I y (u(η), v(η)) −→ (0, 0) cuando η −→ +∞.
La solucio´n de (5.1.18) se puede construir como en el caso anterior;
esto es, una solucio´n u´nica (u0(n), v0(n)) tal que u0(η) = (L + I)e
−η,
v0(η) = (L+ I)e
−η.
Combinamos estos resultados, y se espera que las soluciones aproximadas
del problema (5.1.18) tenga la siguiente forma:{
φ = −Le−xε + (L+ I)e (x−1)ε + 0(ε)
Ψ = ε(Le−
x




la cual es la forma de las dos correcciones en la frontera. esta´tico. Una
mejor aproximacio´n y conocimiento del te´rmino o(ε) se obtiene si ε > 0 es
tan pequen˜o que ε(L+ I) < 1.
5.1.6. La dina´mica del modelo Sine-Gordon singular-
mente perturbado.




], t > 0 :
{
utt − uxx + senu = ε[−αˆut + ∧ˆutxx + λˆsen(wt)], con las condiciones de fronteras
u(x, t) = u(−x, t) y u(−L
2




con 0 < εα << 1, 0 < ε|λ| << 1, ω = 1 − εω˜, ε > 0 y ω˜ > 0;
consideramos soluciones de la forma:
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uε(x, t) = 2
√
εω˜[B(X,T )eiωT +B∗(X,T )e−iωT ] + 0(ε) (5.1.24)
con x =
√
2εω˜x y T = εω˜t. Sustituyendo (5.1.24) en (5.1.23) obtenemos
la siguiente ecuacio´n perturbada no lineal de Schro¨ndinger
−iBT +Bxx + (|B|2 − 1)B = ε[iαB − i ∧Bxx + iλ¯], (5.1.25)








Asumimos que la solucio´n de (5.1.25) es de la forma B(X,T ) = 1√
2
c(T )+
b(T )cos(KX) con K = 2pi
Lx
; sustituyendo esta solucio´n en (5.1.25) y sin tener






|b|2 − 1)c+ 1
2





|b|2 − (1 + k2))b+ 1
2




2λ¯ y β = (α+λk2). Usamos el cambio de coordenadas c = |c|eiθ
y b = (x+ iy)eiθ, para obtener:





y3 + ε[λ y√
2I−x2−y2
senθ − βx]




y2 − ε[λ x√
2I−x2−y2
senθ + βy]
I˙ = −ε[λ√2I − x2 − y2cosθ + (β − α)(x2 + y2) + 2αI]




en te´rminos de H(x, y, I, θ) = I
2
2











k2y2 y H1(x, y, I, θ) = −λ
√





















resultando que este sistema es invariante para la siguiente propiedad de
simetr´ıa (x, y, I, θ) −→ (−x,−y, I, θ); adema´s (5.1.28) proviene del siguiente
sistema no-perturbado:














sistema para el cual el conjunto M = {(x, y, I, θ)/x = y = 0;
k2
2
< I < Imax} es una variedad invariante que contiene dos sillas y un
par de o´rbitas homocl´ınicas sime´tricas, con variedades invariantes estables e
inestables siguientes:





las trayectorias en (5.1.30) se aproximan a las trayectorias de (5.1.29)
cuando t −→∞, como se ilustra en la siguiente figura 5.6
Figura 5.6: Variedades estables e inestables de M.
Sobre M el sistema (5.1.29) es igual al siguiente sistema:{
I˙ = θ
θ˙ = 1− I (5.1.31)
para el cual todas sus trayectorias son perio´dicas excepto para I = 1, el
cual corresponde corresponde a un c´ırculo de equilibrios
Para especificar las o´rbitas homocl´ınicas en W s(M) ∩ W u(M), usamos
el cambio de coordenadas x + iy =
√
2beiφ, obteniendo en estas nuevas
coordenadas el siguiente sistema:
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
B˙ = −2B(I −B)sen(2φ)




θ˙ = 1− I −B(1 + cos(2φ)),
(5.1.32)




− I − 3
4
B2 + (I − k2)B +B(I −B)cos(2θ) (5.1.33)
igualando esta ecuacio´n a H = I
2
2
− I y luego reemplazamos en φ˙,
obtenemos







tanh(it)] + (1− I)t+ θ0, (5.1.34)
donde Ψ = θ + φ.
As´ı obtenemos la o´rbita homocl´ınica asinto´tica al c´ırculo de equilibrios
cuando t −→ ±∞, las cuales esta´n contenidas en la fase ”shift”4θ :
















Para el sistema perturbado (5.1.27) en la variedad lenta Mε, obtenemos
el siguiente campo vectorial:{
I˙ = −ε(λ√2Icosθ + 2αI)




y si estamos interesados en la dina´mica cerca de I = 1, se puede conocer
mejor haciendo haciendo los siguientes cambios de variables y para´metros:
















; y obtenemos el
siguiente sistema en A = {(x, y, h, θ)/x = y = 0, , |h| <⊂} ⊆Mε :{
h′ = −cosθ − xα − η(xα + 12cosθ)h+ 0(η2)




para η = 0 su Hamiltoniano es H(h, θ) = h
2
2
− senθ − xαθ, el
cual corresponde al pe´ndulo con una fuerza constante con equilibrios
P0 = (0, pi − arcosxα) y q =0= (pi + arcosxα).
El retrato de fases para 0 < xα < 1 es dado en la siguiente figura 5.7
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Figura 5.7: Retrato de fases de (5.1.36).
Si xα = 1 los dos equilibrios colapsan en una bifurcacio´n del tipo
silla-nodo.
Para I = 1 la funcio´n de Melnikov M(1, θb, xα, xβ, k) (evaluada a partir
del sistema no perturbado, y la cual se define como en la seccio´n 1.4) es igual
a la funcio´n M(1, θb, xα, xβ, k) :
M(1, θb, xα, xβ, k) = −∂H1
∂t
+β(xy˙− yx˙) + 2αθ+ (β−α)(x2 + y2)θ˙ (5.1.37)
con H1 = −λ
√
2I − x2 − y2senθ; para qε la funcio´n de Melnikov es
M(1, θb, xα, xβ, k) =
√









Esta funcio´n M muestra co´mo estas o´rbitas homocl´ınicas producen un
“Horseshoe de Smale.”
5.2. Modo de Posicio´n fija y transicio´n al caos
en sistemas disipativos.
5.2.1. Descripcio´n del modelo.
Los sistemas disipativos con dos frecuencias exhiben transicio´n al caos;
lo cual se puede estudiar a trave´s de mapeos de poincare´ sobre el c´ırculo, S1,
de sistemas continuos en el toro S1 × S1. El caos, en este caso, es causado
por la presencia de una l´ınea de resonancias, la cual registra la pe´rdida de
reversibilidad en el espacio de para´metros.
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Para nuestro caso la funcio´n oscilante de Josephson es representada por
una ecuacio´n diferencial con amortiguaciones, ana´loga a la correspondiente
del movimiento pendular.
El feno´meno de fase de posicio´n fija ba´sicamente se debe al acoplamiento
de los osciladores; sus iterados son en medida pequen˜a, el movimiento es
perio´dico (esta es la razo´n entre sus frecuencias ω1
ω2
es irracional ) como en
los sistemas Hamiltonianos.
Las ondas densamente cargadas, CDW, en este caso son gobernadas por
la siguiente ecuacio´n diferencial:
αθ¨ + βθ˙ + γsenθ = A+Bcos(ωt) (5.2.1)
donde α = ~
2eR
, γ es la corriente cr´ıtica Ic; A y B son las amplitudes
de las microondas correspondientes a las corrientes continuas y discretas; el
modelo correspondiente a la ecuacio´n (5.2.1) es conocido como oscilacio´n
resistible de la unio´n de Josephson, RSJ. Para el caso del pe´ndulo, α es la
masa, β es el coeficiente de amortiguamiento y γ es el campo gravitacional;
para ciertos valores los para´metros de la unio´n se pueden mover hacia un
estado de “ruido”, lo cual se interpreta como una condicio´n cao´tica.
En el sistema (5.2.1) el feno´meno de posicio´n fase fija, una tendencia de
la velocidad angular promedio < θ˙ > a fijarse como un un mu´ltiplo racional





Para pequen˜os valores de A el pe´ndulo permanece cerca del valor de
equilibrio 0; cuando A excede un valor cr´ıtico el sistema adquiere una
velocidad promedio aproximadamente igual a A/B (γ y β no suficientemente
grandes).





adema´s la onda CDW es proporcional a la velocidad θ, ICDW ∼< θ˙ > .
Luego un modo de posicio´n fija para < θ˙ > implica un modo fijo de la
corriente transportada por CDW (la corriente debido al transporte normal
de electrones se comporta de una manera normal y corresponde a la corriente
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directa). Los roles relacionados con las corrientes y voltajes son los contrario
para los sistemas con unio´n de Josephson respecto a los sistema CDW.




(esto es completando los ciclos del campo externo). Debido
a que (4.2.1) es una ecuacio´n de segundo orden, los valores de θn y θn en Tn
contiene toda la informacio´n del sistema; los valores de θn+1 y θ˙n+1 en Tn+1















As´ı el mapeo R se puede considerar como un mapeo del plano en s´ı mismo
(mo´dulo 2pi), o´ como una aplicacio´n sobre un cilindro (o un anillo) como se
ilustra en la figura 5.8.














ωα ≡ b (5.2.5)
luego si el sistema es disipativo (β > 0), el mapeo (5.2.1) es un mapeo
que contrae a´reas, |J | < 1; el amortiguamiento implica que toda condicio´n
inicial es asinto´tica a una u´nica curva invariante θ(t); esto significa que θ˙ es
una funcio´n de θ, o sea, R tiene una curva invariante g:
θ˙ = g(θn), (5.2.6)
insertando (5.2.6) en (5.2.4) obtenemos una u´nica relacio´n
θn+1 = f(θn) = G1((θn, g(θn))) (5.2.7)
donde f es un mapeo del c´ırculo 0 < θn ≤ 2pi sobre s´ı mismo; f : S1 ,
ver figura 5.8:
Para α << 1 las relaciones (5.2.6)-(5.2.7) han sido establecidas anal´ıtica-
mente; de otra manera (5.2.7) se puede lograr resolviendo nume´ricamente.
En la figura 5.9 se muestra lo que se espera de la gra´fica para el mapeo
(5.2.7) si B = β = γ = 1, ω = 1,76, β = 1,576, A = 1,4
Es un mapeo casi perio´dico, para el que conviene aproximar sus puntos
perio´dicos.
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Figura 5.8: Puntos fijos del mapeo R.
Figura 5.9: Gra´fica del mampeo f : S1 → S1.
5.2.2. El modo de posicio´n fija (Mode-Locking) y la
universalidad de los mapeos sobre el c´ırculo.
Los mapeos de tipo “seno”sobre el c´ırculo son definidos por la siguiente
ecuacio´n:
θn+1 = fΩ(θn) = θn + Ω− k
2pi
sen(2piθn), (5.2.8)
es un mapeo de perio´do 1 y fΩ(θn) = fΩ(θ + a). Para el mapeo
fΩ : S
1 −→ S1 es fa´cil identificar los puntos perio´dicos, quasiperio´dicos y
los que conducen al caos. El te´rmino lineal de (5.2.8) es θn, el te´rmino bias
es Ω, estos te´rminos de acoplamientos representan la frecuencia en ausencia
del te´rmino de acoplamiento no lineal k. Estudiamos el acoplamiento de los






Claramente en ausencia de te´rminos no lineales se tiene ω = Ω.
Bajo las iteraciones de θn podr´ıamos obtener θn+Q = θn+P ; resultando
nu´meros de rotacio´n racionales ω = P
Q
, casi perio´dicos cuando ω = q ∈ Qc; o
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cao´ticos cuando los iterados se comportan irregularmente (ver teor´ıa KAM;
Kolmogorov, Arnodl y Moser; quienes encontraron que el ciclo invariante
y no-resonante cuando ω es aproximado mediante la o´rbita casi-perio´dicas
para el mapeo de Poincare´ perturbado). La transicio´n al caos se presenta
cuando f(θ) pierde la invertibilidad.
Nos enfocamos en la estructura de bifurcacio´n de Locking (mode-locking)
la cual tambie´n explica la transicio´n del caos. El mapeo (5.2.8) se puede
someter a procesos iterados (por ejemplo para Ω = 0,2 y k = 0,9): para k < 1
la funcio´n es estrictamente mono´tona; k = 1 es cu´bica (la inversa tiene una
singularidad); para k > 1 es el mapeo el cual tiene ma´ximos locales y no es





En todos los casos conviene estudiar los gra´ficos (Ω, k) para distinguir






/ω(fΩ)P/Q ∈ [0, 1)
}
; la cual se describe en el






Las gra´ficas de θ contra f(θ) para distintos valores de k (k < 1, k = 1,
k > 1). En la gra´fica de Ω contra k, para k = 1 las o´rbitas quasi-perio´dicas
constituyen un conjunto de Kantor; Ω contra P
Q
(la cual tiene una naturaleza
autosimilar).
Para estudiar el espacio entre los pasos en la escala r estudiamos
el siguiente nu´mero de huecos en Ω que no corresponde a racionales
N(r) = (1− s(r))/γ, cuya dimensio´n D se calcula as´ı: N(r) ∼ (1
r
)D, esto es,
1− S(r) ∼ r1−D cuando r →∞.
D resulta ser la dimensio´n fractal de la escalera de la gra´fica Ω contra P
Q
(experimental se prueba que D ≈ 0,8); la escalera es el complemento de los
intervalos de modo fijo en Ω. Para k > 1, la transicional caos resulta por los
saltos errantes entre las resonancias.
Ahora buscamos el para´metro υ que mide la transicio´n al caos, para´metro
que tiene que ver con b (caracterizacio´n del exponente de la magnetizacio´n)
1−k juega el rol de la temperatura reducida. SiN1 es el nu´mero de resonancias
(el nu´mero de pasos los cuales son ma´s anchos que una escala dada para γ);
experimentalmente se ha encontrado una bump function, ver seccio´n 1.2,
como la siguiente,
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γ(N1, 1− k) = γ(N1, 0)exp(−b(N1))(1− k) (5.2.10)






= 0,44 ± 0,02. Si No es el nu´mero de
resonancias de la periodicidad esta por debajo de la criticidad (surgimiento
del conjunto de Kantor), tenemos que:
No ∼ (1− k)−Dυ, γ0 ≈ (1− k)ϑ, entonces v ≈ 2,63.







rdr ∼ (1− k)ϑ(1−D) ≡ (1− k)β, donde β ∼ 0,34± 0,02.
De lo anterior resulta que
D = 1− β
ϑ
.
Para la transicio´n al caos de la unio´n de Josephson (movimiento del
pe´ndulo amortiguado) se necesita que en G de (5.2.4) el mapeo f sea
creciente sobre el c´ırculo f ′(θn+1) ≈ −∞ (f ′(f(0)) → −∞); esto ocurre
porque b en (5.2.5) es tal que λ1 = λ2b
Q
2 en puntos del ciclo l´ımite Q.
Para conocer el comportamiento cualitativo para este tipo de modelos
escogemos un mapeo anal´ıtico que sea simple en lugar de hacer la integracio´n
de la ecuacio´n diferencial. Esta linea cr´ıtica es fundamentalmente un fractal,
pues ella depende de Q, lo cual se obvio por la disipacio´n del sistema. As´ı el
mapeo (5.2.4) es esencialmente igual a:{
θn+1 = θn + Ω− k2pisen(2piθn) + bγn
γn+1 = bγn − k2pisen(2piθn)
(5.2.11)








como el Jacobiano de esta u´ltima matriz es b, cuando b → 0 recobra el
comportamiento “seno”sobre el c´ırculo; y cuando b→ 1 es el mapeo esta´ndar.
El estudio y comportamiento de una o´rbita perio´dica Q se hace a trave´s
de sus valores propios
M = D(θ∗Q)D(θ
∗
Q−1)...D(Q1), λ1 = λ2 = b
Q
2
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De los valores grandes de Q se determina una curva en (k,Ω) ((β,A) en
la ecuacio´n (5.2.1)).
Si TγM = 1 + b
Q; la condicio´n de criticalidad se obtiene cuando λ1 =
λ2 = 0; y la condicio´n de estabilidad cuando Traza(D) = 1.
5.3. Sincronizacio´n de rotores y la unio´n de
Josephson.
En un disco sobre un “shaft”de un motor ele´ctrico, la frecuencia de
la rotacio´n se puede ver como ana´loga a la frecuencia de oscilaciones, y
entonces, para dos o ma´s rotores es de intere´s conocer el acoplamiento de
sus frecuencias.
Recordamos que la primera aproximacio´n del modelo de Josephson es
dΨ
dt




= α(−senΨ + γ + Isen(ωt)), (5.3.1)
Considerando a I−1 como un pequen˜o para´metro, podemos expresar la
solucio´n de (5.3.1) como una expansio´n de pequen˜as potencias de I−1, de la
siguiente forma:
Ψ = n(ωt) + I−1Ψ−1(t) + Ψ0(t) + ... < Ψ˙−1 >=< Ψ˙0 >= 0 (5.3.2)
Sustituyendo (5.3.2) en (5.3.1), obtenemos:
(5.3.4) Ψ−1(t) = αω−1sen(nωt) + Ψ0−1, Ψ
0
−1 = constante.
Sustituyendo de nuevo (5.3.4) en (5.3.1), obtenemos
dΨ0
dt
= αγ − nω − αsen[n(ωt) + αIω−1sen(ωt) + JdΨ0−1]; (5.3.3)
y usando la condicio´n < Ψ˙0 >= 0, resulta que
dΨ0
dt
= αγ − nω − α− αsenΨ0−1Jn(−αIω−1) (5.3.4)
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donde Jn es una funcio´n de Bessel de primera clase. Como |sen(Ψ0−1)| ≤ 1,











Por ejemplo es de intere´s para generadores de potencia ele´ctricos con
una carga comu´n, si estos esta´n sincronizados; lo cual tiene implicaciones en
redes de electricidad, pues la pe´rdida de uno de los generadores conduce a
interrupciones y hasta cata´strofes.
5.4. Los osciladores acoplados
Se representan mediante el siguiente sistema:{
θ˙1 = ω1 + k1sen(θ1 − θ2)
θ˙2 = ω2 + k2sen(θ1 − k2) (5.4.1)
sus estados de fase se ubican en un trozo S1 × S1, como en la figura 5.10
Figura 5.10: Osciladores acoplados en paralelo.
Si k1 = k2 = 0 (sistemas descoplados) y
ω1
ω2
∈ Qc, entonces existen o´rbitas
cuasi-perio´dicas.
De φ˙ = θ˙1 − θ˙2 = ω1 − ω2 − (k1 + k2)senφ, los puntos de equilibrio
son las soluciones de tipo senφ∗ = ω1−ω2
k1+k2
; esta solucio´n φ∗ corresponde
a una posicio´n de fase fija la cual separa constantemente a los dos osciladores.
En general el modelo de Kuramoto [Ku], para N osciladores acoplados
mutuamente con frecuencias ωk, tienen dina´mica gobernada por la siguiente
sistema:
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j=1 sen(φj − φk)
con la siguiente condicio´n para el acoplamiento en serie






(φ˙1 + φ˙2) para k = 1, 2
(5.4.2)
Figura 5.12: Sistemas acoplados en serie.
la primera ecuacio´n de (5.4.2) es equivalente a
dφk
dt
= ωk + εksen(φj − φk) (5.4.3)




j=1 sen(φj − φk). Observamos que si ω¯ la frecuencia central; θ = ω¯t; k
constante; Ψk = φk − ω¯t; entonces (5.4.3) es
dΨk
dt
= ωk − ω¯ − εksenΨk (5.4.4)
La solucio´n isocro´nica de (5.4.4) es Ψk = sen
−1[ (ωk−ω¯)
εk
], y la frecuencia
natural de los k−osciladores esta en la vecindad de ω¯, |ωk − ω¯| ≤ εk
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Para el sistema (5.4.4) las ideas de Kuramoto se concretan en la










)] y de la identidad
γ − γcsenΨ = (γ2 − γ2c )/(γ − γccosθ), obtenemos:
dφk
dt
= ωk − Q˙ω0(γ − γccosφk)
(γ2 − γ2c )
(5.4.5)
Si φk = ω0t + φ
0
k, la carga Q del circuito RCL se puede obtener de las




Qkncos(nφk − βn) (5.4.6)
Expresando Ψ en en te´rminos de φ, y obtenemos la siguiente ecuacio´n







I − Ic)cos(ω0t+φ0k) (5.4.7)

















Esta solucio´n se sustituye en (5.4.4) para el perio´do de rotacio´n ra´pida 2pi
ω0













, resultado que coincide con la forma de
(5.4.2).
Si el a´ngulo α = 0 la unio´n es atractiva; si α 6= 0 y para el caso
φ1 = φ2... = φN , esta solucio´n tiene una frecuencia que difiere de ω0, adema´s
es estable si εcosα > 0.
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; y la sincronizacio´n de la unio´n de Josephson, como en
Kuramoto, corresponde a una transicio´n controlada por una constante ε de
acoplamiento finito.
5.5. Serie de arreglos globalmente acoplados
de uniones de Josephson.
Corresponde a sistemas acoplados globalmente con movimientos de cargas
resistivas y γf con corriente bias. Este modelo corresponde a las siguientes
ecuaciones {
φ¨i + gφ˙i + senφi + iL = idc + iγfsen(Ωγτ)




j=1 gφ˙j; i = 1, ...N
(5.5.1)
donde φi es la diferencia de fase en la unio´n i, τ = ωpt, v = γIc, γ
la resistencia al movimiento; iL corriente a trave´s de de la carga resistiva;
ϑ = Vtotal/N es el voltage total a trave´s del arreglo de uniones Josephson;
σ = γN
R
, R es le resistencia al movimiento global; Ωγf = ωγf/ωp es la
frecuencia normalizada del tipo γf.
En la ecuacio´n (5.5.1), variado comportamiento espacio temporal la
transicio´n de la coherencia a la turbulencia no ha sido bien estudiada. Para
N = 1 es sistema (5.5.1) es{
φ¨+ g¯φ˙+ senφ = Ldc + iγfsen(Ωγfτ),
g¯ = (1 + σ)g
(5.5.2)
El sistema (5.5.2) tiene movimiento cao´tico para g¯ < 1 y Ωγf < 1; lo cual
se observa en las gra´ficas de φ contra idc, y tambie´n φ contra iγf .
Un concepto aplicado a sistemas globalmente acoplados es el de “nicho”;
esto significa que aunque la interaccio´n entre los elementos es ide´ntica, la
dina´mica puede romperse en varios nichos, cada uno consta de elementos
completamente sincronizados. As´ı φi y φj pertenecen al mismo nicho si
φi ≡ φj para todo tiempo, el nu´mero de nichos es (N1, N2, ...NNcl).
Las gra´ficas de id contra φ, para iγf , muestra un feno´meno de histe´resis
causado por los dos atractores que aparecen entre o´rbitas de perio´do 2 con
diferente estabilidad causadas por la presencia de equilibrios sillas-nodos.
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Ver seccio´n 1.9
El atractor ma´s simple de sistemas del tipo (5.5.1) son aquellas con
estructura coherente, esto es, φi(τ) = φ(τ), ncl = 1, N1 = N. Entonces
el linealizado de (5.5.1) alrededor de φ(τ) es





gδφ˙j = 0; j = 1, 2...N (5.5.3)




y = δφk − δφk+1; k = 1, ...N − 1; (5.5.4)
entonces la frontera de la estabilidad cr´ıtica es determinada por el
siguiente sistema de ecuaciones lineales:{
X¨ + g¯X˙ + cosX = 0,
y¨k + gy˙k + cosφyk = 0; k = 1, ...N − 1. (5.5.5)
La primera ecuacio´n corresponde a (2.4.17); la segunda ecuacio´n carac-
teriza la evolucio´n de la perturbacio´n de la diferencia entre dos celdas.
Puesto que la diferencia entre las dos es proporcional a σ, el sistema
recobra el escenario de la u´nica celda cuando σ = 0. Para valores espec´ıficos
de iγf , las gra´ficas de iQc−σ, idc−φ muestran un caos espacio temporal via
clusterizacio´n (nichos con bifurcaciones especificas). Adema´s las gra´ficas de
t = nT contra φ1 − φ2 muestran el feno´meno de “intermitencia”de Pomeau
- Mennville, explicados por el acoplamiento global. Ver seccio´n 1.7.
Un ejemplo de sistemas acoplados es el seno-atrial y atrio-ventricular










x˙4 = − 1L2 [x3 + f(x4) +R(x2 + x4)] + Acos(2pift)
con f yg cu´bicas.
De otro lado si la corriente a trave´s de todas las uniones de Josephson es





+ IcsenΨk = I − dQ
dt
, (5.5.6)
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Este sistema se representa en la figura 5.13 siguiente
Figura 5.13: Series de uniones de Josephson globalmente acopladas.
Conclusiones
1. Por un me´todo analo´gico nos aproximamos a la complejidad del sistema
que modela el feno´meno de la unio´n de Josephson mediante sistemas
pendulares.
2. El conocimiento de las soluciones solito´nicas se obtiene de la versio´n
espacio-temporal dado por le ecuacio´n Sine-Gordon, la cual modela
mejor este problema, en sus diversas variantes y sus aplicaciones
tecnolo´gicas.
3. A trave´s de herramientas como la linealizacio´n global en torno de
soluciones recurrentes (perio´dicas y homocl´ınicas); y otras ana´logas
como estudio de acoplamientos y sincronizaciones, obtenemos los
conocimientos ba´sicos de las dina´micas y bifurcaciones para arreglos
discretos de multi-unio´n; las cuales explican la transicio´n al caos
causado por histe´resis, resonancias, modo de posicio´n fija, o´ existencia
de soluciones homocl´ınicas. Esto u´ltimo feno´meno tiene importantes
implicaciones en las aplicaciones interdisciplinarias.
4. Fue muy u´til el me´todo de la perturbacio´n singulares asociados a
este modelo para encontrar soluciones con per´ıodos cr´ıticos y con
condiciones de frontera singulares.
5. La descripcio´n de la dina´mica aqu´ı estudiada es abundante en me´todos
los cuales se pueden transferir a otras aplicaciones tecnolo´gicas de
mucha importancia en esta e´poca.
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