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Abstract
Sequential data such as time series, video, or text can be challenging to analyse
as the ordered structure gives rise to complex dependencies. At the heart of this
is non-commutativity, in the sense that reordering the elements of a sequence can
completely change its meaning. We use a classical mathematical object – the ten-
sor algebra – to capture such dependencies. To address the innate computational
complexity of high degree tensors, we use compositions of low-rank tensor pro-
jections. This yields modular and scalable building blocks for neural networks
that give state-of-the-art performance on standard benchmarks such as multivari-
ate time series classification and generative models for video. Code available at
github.com/tgcsaba/seq2tens.
1 Introduction
We bring together three sets of ideas from different communities and use them to build neural net-
works (NN) for sequential data. None of them are particularly novel on their own but we show
that when combined they lead to fast, scalable, and remarkably simple architectures that perform
very well on benchmarks. They also enjoy the added benefit that their theoretical properties such as
universality can be studied with well-developed tools from algebra.
1. Representing order by subsequences. The simplest kind of sequence is a string, that is a
sequence of letters. They are determined by two things: (i) what letters appear in it, and (ii) in what
order they appear. A classical way to produce a graded description of strings is by counting their
non-contiguous sub-strings. These are the so-called k-mers [1, 2] which count all the non-contiguous
sub-strings of length ≤ k. For example:
”aabc”, 2-mers = {aa, ab, ac, ab, ac, bc}. (1)
When dealing with sequences of vectors instead of letters, this type of categorization is impractical,
but the second idea allows us to apply the same philosophy in this setting as well.
2. Non-commutative polynomials and the tensor algebra. A non-standard, more algebraic way,
to compute the k-mers of strings is to map every letters to a non-commutative indeterminate variable
and then parse the string by multiplication to generate a polynomial in non-commutative indetermi-
nates. For example, by substituting a 7→ (1 +X), b 7→ (1 + Y ), c 7→ (1 + Z) we map
”aabc” 7→(1 +X)(1 +X)(1 + Y )(1 + Z) (2)
= 1 + 2X + Y + Z +XX + 2XY + 2XZ + Y Z (3)
+XXY +XXZ + 2XY Z +XXY Z. (4)
Preprint. Under review.
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One may now read off all the k-mers from the coefficients of the resulting polynomial, e.g. the
term 2XY means that the 2-mer ab appears twice. Many other substitutions of letters to in-
determinates are possible but a remarkable fact is that they all lead to the same feature space,
namely the tensor algebra T(Rd). Importantly, this algebraic approach generalizes from strings
to vector-sequences. We call this method of representing sequences by elements of the tensor alge-
bra Seq2Tens.
3. Compositions and low-rank approximations. Matrices suffer from quadratic complexity in
the dimension, and for tensors of higher degree this is generally much worse. For matrices, one
may use low-rank (LR) approximations as a partial remedy, and motivated by this we construct LR
approximation to elements of T(Rd). To enhance the efficiency of the LR approximations, we apply
iterated compositions of Neural Low-rank Sequence-to-Tensor transformations (NLST). Combined
with the above ideas and standard sequence processing techniques, this results in highly tractable
neural networks for sequences.
Related work. Deep nets for sequential data are well-developed topic as evidenced by the success
of LSTMs, RNNs, and convolution networks (CNN) [3, 4, 5, 6]. Similarly, LR approximations for
matrices are a popular tool [7, 8], and the extension to tensors of higher degree is an ongoing research
effort [9]. Various approaches to LR tensors have already been applied to deep nets [10, 11, 12].
However, classical LR approaches such as tensor trains, CP, and Tucker format [13] approximate
a tensor of fixed degree. In contrast, our NLST transformation approximates elements of the dual
space of T(Rd) – that is, functionals of infinite sequences of tensors – and it accomplishes this
by iterating sequence-to-sequence transformations that exploit the sequential structure of the data.
More generally, the use of non-commutative algebras such as T(Rd) to describe sequences is a
classical topic in mathematics [14, 15]. Closely related to our approach are so-called path signatures
[16, 17, 18]. They inject a path evolving in continuous time into a subset of T(Rd) and have been
used in ML before [19, 20, 21, 22, 23, 24]. The main difference is that firstly, we decouple the
algebraic sequential non-linearity from the state space non-linearity which allows us to optimize
over both separately, and discretized signatures arise as a special case of this, see Appendix B.1.
Secondly, even applied to this special case, our NLST layer never needs to compute a signature;
instead it directly learns the functional which is much faster than other approaches.
Outline Section 2 formalizes the main ideas above to construct a feature map Φ that maps se-
quences in Rd to the tensor algebra T(Rd). Section 3 shows how the results of Section 2 can be
used to to build modular and scalable neural network layers. Section 4 demonstrates the flexibility
and modularity of this approach on both discriminative and generative benchmarks. In the appen-
dices we provide the mathematical background and full proofs for our theoretical results.
2 Capturing order via tensor multiplication
We denote the set of sequences of vectors in a vector space V 1 by
Seq(V ) = {x = (xi)i=1,...,L : xi ∈ V, L ≥ 1} (5)
where L ≥ 1 is some arbitrary length. Note that Seq(V ) is not a linear space since there is no natural
addition of two sequences of different length. Below we construct a feature map Φ : Seq(V ) →
T(V ) that represents a sequence as an element of the linear space T(V ). This space is graded by
the so-called tensor degree; informally, the higher the degree, the more complicated patterns are
captured (analogously to how k-mers capture longer patterns for higher values of k). A function
f(x) on sequences can then be described as a linear functional of Φ(x), that is f(x) ≈ 〈`,Φ(x)〉
for some ` ∈ T(V ). For a background on tensors we refer to Appendix A.
Tensor algebras. Denote by T(V ) the set of sequences of tensors of all degrees,
T(V ) := {t = (tm)m≥0 | t ∈ V ⊗m} (6)
where by convention V ⊗0 = R. For example, if V = Rd and t = (tm)m≥0 is some element
of T(Rd), then its degree 1 component is a d-dimensional vector t1, its degree 2 component is a
1The reader is invited to think of V as Rd, but we prefer the more general setting.
2
d× d matrix t2, and its degree 3 component is a degree 3 tensor t3. By defining addition and scalar
multiplication as
s + t := (sm + tm)m≥0, c · t = (ctm)m≥0 (7)
the set T(V ) becomes a linear space. Since each V ⊗m is a linear space, a finite sequence (`m)Mm=0
of tensors, `m ∈ V ⊗m, yields a linear functional on T(V ). We use the notation
〈`, t〉 :=
M∑
m=0
〈`m, tm〉. (8)
Example 2.1. The non-commutative polynomial P (x1, x2, x3) = 3+x1+2x1x3+5x22 corresponds
to the linear functional on T(R3),
x 7→ 〈`, (x⊗m)m≥0〉 where ` := (`0, `1, `2) :=
(
3,
(
1
0
0
)
,
(
0 0 2
0 5 0
0 0 0
))
. (9)
In particular, as idea 2 shows k-mers can be encoded on degree k-tensors.
Feature maps for sequences. We now produce a feature map Φ that represent a sequence x in V
as an element Φ(x) of the linear space T(V ). Key to this is that T(V ) is not just a linear space but
also carries a non-commutative product, namely the so-called tensor convolution product defined as
s · t := ( m∑
i=0
si ⊗ tm−i
)
m≥0 =
(
1, s1 + t1, s2 + s1 ⊗ t1 + t2, . . .
)
. (10)
We emphasize that is product is non-commutative, i.e. s · t 6= t · s and in a mathematically precise
sense, this is the most general non-commutative product, see Appendix A. We now use this non-
commutativity to capture the ordered structure in a sequence.
Definition 2.2. Define
Φ : Seq(V )→ T(V ), x 7→
L∏
i=1
(1 + xi) (11)
where 1 = (1, 0, 0⊗2, 0⊗3, . . .) ∈ T(V ) and xi is identified as (0,xi, 0⊗2, 0⊗3, . . .) ∈ T(V ).
A direct calculation shows that for x = (x1, . . . ,xL), Φ(x) = (Φm(x))m≥0 is given explicitly as
Φm(x) =
∑
1≤i1<···<im≤L
xi1 ⊗ · · · ⊗ xim ∈ V ⊗m. (12)
The sum is taken over all non-contiguous subsequences of x of length m in analogy to the k-mers
of strings. However, instead of just counting occurrences of letters, we now represent a subsequence
as an element of V ⊗m.
It is possible to replace the terms (1 + xi) in the definition of Φ with other embeddings of xi into
T(V ); we discuss this in detail in Appendix B but below we will use (11) as it is the simplest
and it also generalizes k-mers. The essential part of Definition 2.2 is that the product
∏
i is the
non-commutative convolution tensor product as defined in (10) . This methodology of representing
sequences by elements of non-commutative tensor algebras is what we call Seq2Tens.
Universality. A function ϕ : V → W between two vector spaces is said to be universal if all
continuous functions on V can be approximated as linear functions on the image of ϕ. One of the
most powerful features of neural nets is their universality [25]. A very attractive property of Φ is that
if one has a universal map on the state space V , then by composing it with Φ one gets a universal
map on sequences in V . The following statement and proof is made precise in Appendix B.1.
Theorem 2.3. Let ϕ : V → W be a universal map that satisfies some mild constraints, then the
map
Seq(V )→ T(W ), x 7→ Φ(ϕ(x), . . . , ϕ(xn)) (13)
is universal.
3
Low-rank tensors. If V is d-dimensional, the dm real numbers required to describe and store an
element of V ⊗m quickly become too costly. This is a problem even for degree 2 tensors, that is
matrices. To address the d2 complexity, low-rank approximations are widely used in practice [26].
The definition below generalizes the rank of matrices to tensors of any degree m.
Definition 2.4. The rank of a degree m tensor t ∈ V ⊗m is the smallest number r ≥ 0 such that one
may write
t =
r∑
i=0
t1i ⊗ · · · ⊗ tmi , t1i , . . . , tmi ∈ V. (14)
Definition 2.4 is also known as the outer-product rank.
Low-rank tensor functionals. A simple but significant observation is that for a rank-1 tensor
` = z1 ⊗ · · · ⊗ zm ∈ V ⊗m one may compute 〈`,Φ(x)〉 very efficiently without computing all of
Φ(x) = (Φm(x))m≥0 ∈ T(V ) since a direct calculation (see Appendix B.1.1 and D.2) shows that
〈`,Φ(x)〉 =
∑
1≤i1<···<im≤L
m∏
k=1
〈zk,xik〉. (15)
Theorem 3.1 below proves compositions of LR functionals approximate full rank functionals effi-
ciently. This combined with (15) explains the efficiency of the NLST layer that we introduce below.
3 Building models with deep low-rank functionals
Computing the map Φ in its entirety is usually infeasible as it suffers tremendously from the curse of
dimensionality. In fact, even if one only computes the tensor series up to degree M , one would need
O(dM ) coordinates to store all tensors, which is too expensive for most applications. Thankfully
Equation (15) shows that low-rank functionals can be very quickly computed. We now use this to
build the core layer of our Seq2Tens framework, the (stacked) NLST layer.
The NLST layer. As Φ applies to sequences of any length, we may use it to map the original
sequence to another sequence in feature space
Seq(V )→ Seq(T(V )), (x1,x2, . . . ,xL) 7→
(
Φ(x1),Φ(x1,x2), . . . ,Φ(x1, . . . ,xL)
)
. (16)
As pointed out above, this is very expensive computationally. If instead we are given a linear func-
tional `, then by using Equation (15), computing the sequence-to-sequence transformation
x 7→ (〈`,Φ(x1)〉, . . . , 〈`,Φ(x1, . . . ,xL)〉) (17)
is no more expensive than computing 〈`,Φ(x)〉. We can also do this in parallel, that is, given n
different low-rank functionals (`j)nj=1, the NLST layer is defined as the map
Φ˜θ : Seq(V )→ Seq(Rn), x 7→ (〈`1,Φ(x1, . . . ,xi)〉, . . . , 〈`n,Φ(x1, . . . ,xi)〉)Li=1. (18)
We refer to θ = (`j)nj=1 as the set of weights of the NLST layer. In analogy with NNs, n is called the
width of the layer Φ˜θ and the maximal degree of `1, . . . , `n is its order. In Appendices D.2 D.3, we
show that Φ˜θ can be regarded as a certain RNN on an infinite dimensional space, but more efficient.
Stacked NLST layers. The universality of Φ, Theorem 2.3, guarantees that any real-valued func-
tion f(x) of the original sequence x can be approximated by a linear functional 〈`,Φ(x)〉 of Φ(x).
However, the linear functional ` might need to be of very high degree which makes it costly, unsta-
ble, and prone to overfitting. We now leverage idea 3, namely that compositions of simple objects
can give efficient and robust approximations to complex objects. Theorem 3.1 makes this precise in
our context of sequences and tensor algebra functionals; the proof requires delicate concepts from
non-commutative algebra and is given in Appendix C where we also give more examples.
Theorem 3.1. Denote by Φ2 the map (16). If `1 is a degree 2 functional there exist some degree
m ≥ 2 functional `2, where m depends on `1, such that
〈`1,Φ2(x)〉 = 〈`2,Φ(x)〉. (19)
4
Motivated by Theorem 3.1 and the empirical successes of stacked RNNs [27, 28, 29], we can take
a composition of several NLST layers, each parametrized by a different set of weights θ1, . . . , θD
and iterate equation (18) D times. In practice, this amounts to choosing ni different functionals
`i1, . . . , `
i
ni at every stage i = 1, . . . , D and yields a sequence of maps
Seq(V )→ Seq(Rn1)→ Seq(Rn2)→ · · · → Seq(RnD ). (20)
Taking the last observation we are left with a map
ϕθ1,...,θD : Seq(V )→ RnD (21)
which, by Theorem 3.1 can cheaply approximate high degree functionals on Φ. We refer to ϕθ1,...,θD
as the D-times stacked NLST layer.
Bidirectional NLST layer. The transformation in equation (18) is completely causal. That is, each
step of the output sequence depends only on past information. For generative models it behoves us
to make the output depend on both the past and the future information [28, 30, 31]. Similarly to
bidirectional RNNs and LSTMs [32, 33], we may achieve this by setting
Φ˜bi(x) : Seq(V )→ Seq(Rn+n′), x 7→ (Φ˜θ1(x1, . . . ,xi), Φ˜θ2(xi, . . . ,xL))Li=1. (22)
The sequential nature is kept intact by making the distinction between what classifies as past infor-
mation (the first n coordinates), and what classifies as future information (the last n′ coordinates).
This amounts to having a form of precognition in the model, and has been applied in e.g. dynamics
generation [31], machine translation [34], and speech processing [33, 28].
Sequence preprocessing layers. We combine the discussed layers with standard preprocessing
techniques for sequences, such as: (i) State-space non-linearities: (xi)Li=1 7→ (ϕ(xi))Li=1, where
ϕ : V → W is some non-linear function. (ii) Delay embeddings: For a given number of lags l ≥ 1,
x = (xi) 7→ (xli)Li=1 where xli := (xi,xi−1, . . . ,xi−l). That is, we consider the V l-valued process
x along with its history up to time i− l. This is motivated by Takens’ Theorem [35, 36] and ensures
that a high-dimensional dynamical system can be reconstructed from low-dimensional observations.
(iii) Coordinate embeddings: x 7→ (i,xi) allows the subsequent layer to learn location specific
behaviour [37]. (iv) Taking differences: x 7→ (xi+1 − xi)Li=1 can increase the stationarity of the
sequence [38], and the stability of cumulative algorithms such as (12). We give more intuition about
the preprocessing layers and their usefulness in Appendix D.1.
Theorem 2.3 guarantees that if ϕ is a universal feature map on the state-space then x 7→
Φ(ϕ(x1), . . . , ϕ(xL)) is universal. In the sequel we take ϕ to be a multilayer perceptron (MLP),
that is, ϕ = ϕD ◦ · · · ◦ ϕ1 with ϕj(x) = σ(Wjx + bj). By combining the dense layers
ϕ1, . . . , ϕD with delay embeddings (lags), we get a temporal convolution layer, i.e. ϕj(xli) =
σ
(∑l
k=0 Wj,kxi−k + bj
)
, this motivates the use of convolutions in the preprocessing layer.
4 Experiments
We demonstrate the modularity and flexibility of the above NLST layer and its variants by applying
it to (i) multivariate time series classification, (ii) generative modelling of sequential data. In both
cases, we take a strong baseline model (FCN and GP-VAE as detailed below) and perform a simple
modification of the architecture by adding our layers. The additional computation time is negligible
(in fact, for FCN it allows us to reduce the number of parameters significantly), but it can yield
substantial improvements. This is remarkable, since the results of the original models are often
already state-of-the-art on well-established and popular (frequentist and Bayesian) benchmarks.
4.1 Multivariate time series classification
We consider the supervised learning problem of multivariate time series classification (TSC). Many
models have been proposed for this, and together they make up a semi-standardized benchmark
dataset. A wide range of previous publications report test set results on the archive [39], which
makes it possible to compare against several baseline methods without bias in parameter setting. We
provide further details on the problem formulation, baselines and datasets in Appendix E.1.
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Figure 1: Visualization of the proposed models for time series classification. SNLST only consists
of a stacked NLST block (yellow), while FCN-SNLST also precedes it with a CNN block (green).
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Figure 2: Box-plot of classification accuracies (left) and critical difference diagram (right).
We introduce two very simple architectures that utilize NLST layers: (i) SNLST stacks 3 NLST
layers, each of order 2 and width 64; (ii) FCN-SNLST precedes the stacked NLST block by a
CNN block of 3 convolutional layers of width 64 and filter sizes of 8, 5, 3; a downsized version of
FCN [40] with a time-embedding preceding each convolutional layer [37] and without a final global
average pooling (GAP) layer, see Figure 1. See Appendix E.1 for implementation details.
Benchmark results. We trained the introduced models on each dataset 5 times while the baseline
results were borrowed from their respective publications2. Figure 2 depicts a comparison of the re-
sults as a box-plot of distributions and a critical difference diagram of mean ranks using the Nemenyi
test [44]. The only significant differences are between DTW↔MLSTMFCN and DTW↔FCN-
SNLST based on the mean-ranks test. Table 6 in Appendix E.1 shows the full list of means and
standard deviations. Since mean-ranks based tests raise some paradoxical issues [45], their valid-
ity is questionable and it is customary to conduct pairwise comparisons using frequentist [46] or
Bayesian [47] hypothesis tests. We adopted3 the Bayesian signed-rank test approach from [48],
which is depicted in Table 1, while visualizations of the Bayesian posteriors are on Figure 5 in
Appendix E.1. The results of the signed-rank test indicate that while SNLST is only better with
moderate probability (p ≥ 0.6) than 4 of the baselines, FCN-SNLST performs better than most of
them with high probability (p ≥ 0.75), except for MLSTMFCN with which they are close to being
equivalent. Note however that as MLSTMFCN is effectively the concatenation of an FCN block
with an LSTM layer [42], the computations can be bottlenecked for very long sequences, which is
not the case for our method that can be implemented very efficiently, see Appendices D.3, D.4.
In conclusion, we have verified that SNLST already performs well on some classification tasks, and
by preceding it with a CNN, its performance is elevated to being comparable or better than the state-
of-the-art on the considered problems. Since the CNN block that precedes the FCN-SNLST layer
is effectively a downsized version of the FCN model, FCN-SNLST can be thought of as a smaller
2Except for FCN and ResNet, which we ran 5 times using the same settings as [40, 41]. For MLSTM-
FCN [42], the results are the same as those reported in [43]
3Using the implementation available at https://github.com/janezd/baycomp.
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Table 1: Posterior probabilities given by a Bayesian signed-rank test comparison of the proposed
methods against the baselines. {R > C}, {R < C}, {R = C} refer to the respective events that the
row method is better, the column method is better, or that they are equivalent.
Model SNLST FCN-SNLST
p(R > C) p(R = C) p(R < C) p(R > C) p(R = C) p(R < C)
SNLST − − − 0.000 0.017 0.983
SMTS [49] 0.369 0.000 0.631 0.005 0.000 0.995
LPS [50] 0.477 0.002 0.520 0.001 0.000 0.999
mvARF [51] 0.021 0.168 0.811 0.000 0.089 0.911
DTW [52] 0.086 0.000 0.914 0.000 0.000 1.000
ARKernel [53] 0.136 0.104 0.760 0.000 0.044 0.955
gRSF [54] 0.851 0.008 0.141 0.063 0.024 0.913
MLSTMFCN [42] 0.947 0.038 0.014 0.342 0.190 0.469
MUSE [43] 0.606 0.194 0.200 0.021 0.197 0.781
FCN [40] 0.971 0.000 0.029 0.176 0.033 0.791
ResNet [40] 0.962 0.000 0.038 0.122 0.000 0.878
FCN, but with the final GAP layer replaced by our SNLST block. By this reasoning, we effectively
upgraded the performance of an already high-performing model while simultaneously reducing its
total number of parameters by about a factor of 3, see Table 5 in Appendix E.1. This strengthens
our hypothesis that the NLST layers may very well find their best use as being part of larger models.
4.2 Generating sequential data
We now apply the Seq2Tens approach to build a Bayesian generative model and benchmark it on
sequential data imputation for time series and video data.
The GP-VAE model. The base model is the recent GP-VAE [55] that provides state-of-the-art
results for probabilistic sequential data imputation. The GP-VAE is essentially based on the HI-
VAE [56] for handling missing data in variational autoencoders (VAEs) [57] adapted to the handling
of time series data by the use of a Gaussian process (GP) prior [58] across time in the latent sequence
space to capture temporal dynamics. The GP-VAE assumes that x ∈ Seq(Rd) is generated as
pθ(xi | zi) = N (xi | gθ(zi), σ2Id), (23)
where z ∈ Seq(Rd′) denotes a latent process and gθ : Rd′ → Rd is the time-point-wise decoder
network parametrized by θ. The temporal interdependencies are modelled in the latent space by
assigning independent GP priors to the coordinate processes of z, i.e. denoting zi = (z
j
i )
d
j=1 ∈ Rd
′
,
it is assumed that zj ∼ GP(m(·), k(·, ·)), wherem and k are the mean and covariance functions. As
usual in VAEs, exact Bayesian inference is intractable and free-form variational approximations are
inefficient. Hence they apply amortized variational inference [59, 60] to fit a Gaussian approxima-
tion to the posterior time-marginals of z, the means and covariances of which are represented by the
so-called encoder network. This allows one to efficiently fit a model to several examples jointly at
training time, and make inference about unseen examples at testing time without any optimization
overhead. Missing data is handled by imputing the missing values with 0 before feeding them into
the encoder network, while the ELBO loss is only computed across the observed features during
training similarly to the HI-VAE solution [56]. See Appendix E.2 and [55] for further details.
GP-VAE + B-NLST. We make one simple change to the GP-VAE architecture without changing
any other hyperparameters: we introduce a single bidirectional NLST layer (B-NLST) into the en-
coder network and use it in the amortized representation of the means and structured covariances
of the variational posterior. As before, the B-NLST layer is preceded by a time-embedding and
differencing block, and succeeded by channel flattening and normalization4 as depicted in Figure 3.
4In this case layer normalization, since the additional minibatch noise injected by a batch normalization
layer can be detrimental while training VAEs.
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Table 2: Performance comparison of GP-VAE (B-NLST) with the baseline methods
Method HMNIST Sprites Physionet
NLL MSE AUROC MSE AUROC
Mean imputation - 0.168± 0.000 0.938± 0.000 0.013± 0.000 0.703± 0.000
Forward imputation - 0.177± 0.000 0.935± 0.000 0.028± 0.000 0.710± 0.000
VAE [57] 0.599± 0.002 0.232± 0.000 0.922± 0.000 0.028± 0.000 0.677± 0.002
HI-VAE [56] 0.372± 0.008 0.134± 0.003 0.962± 0.001 0.007± 0.000 0.686± 0.010
GP-VAE [55] 0.350± 0.007 0.114± 0.002 0.960± 0.002 0.002± 0.000 0.730± 0.006
GP-VAE (B-NLST) 0.251± 0.008 0.092± 0.003 0.962± 0.001 0.002± 0.000 0.743± 0.007
BRITS [61] - - - - 0.742± 0.008
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Figure 3: Reconstruction examples from Sprites (left), and encoder network used to represent the
means and covariances of the variational posterior with the original in green (right).
Benchmark results. To make the comparison, we ceteris paribus re-ran all experiments the au-
thors originally included in their paper [55], which are imputation of Healing MNIST, Sprites, and
Physionet 2012. The results are in Table 2, which report the same metrics as used in [55], i.e. neg-
ative log-likelihood (NLL, lower is better), mean squared error (MSE, lower is better) on test sets,
and downstream classification performance of a linear classifier (AUROC, higher is better). For all
other models beside our GP-VAE (B-NLST), the results were borrowed from [55]. We observe that
simply adding the B-NLST layer improved the result in almost all cases, except for Sprites, where
the GP-VAE already achieved a very low MSE score. Additionally, when comparing GP-VAE to
BRITS on Physionet, the authors argue that although the BRITS achieves a higher AUROC score,
the GP-VAE should not be disregarded as it fits a generative model to the data that enjoys the usual
Bayesian benefits of predicting distributions instead of point predictions. Thus, we have shown that
by simply adding our layer into the architecture, we managed to elevate the performance of GP-VAE
to the same level while retaining these same benefits. We believe the reason for the improvement is
a tighter amortization gap in the variational approximation [62], that is achieved by increasing the
expressiveness of the encoder. For further details and discussion, see Appendix E.2.
5 Summary
We used a classical non-commutative structure to construct a feature map for sequential data by
translating temporal dependencies to algebraic relations. Compositions of low-rank functionals al-
lowed us to build scalable “tensorized” versions of well-known models. We would like to emphasize
two points: (i) Although our analysis in the appendices applies advanced ideas from algebra, this
theoretical background is not needed for practitioners who want to apply the Seq2Tens approach
in their models. (ii) Our experiments indicate that simple applications of such layers in popular
architectures yields improvements on competitive baselines for both discriminative and generative
models. Finally, as both theory and empirical evidence have shown strong results in favour of our
approach, this suggests that when used as a modular building block, it can improve the performance
of a wide array of models in a computationally efficient manner.
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Broader Impact
At the heart of this work, there is a novel and theoretically motivated methodology for parsing se-
quential data in general, for which we believe a Broader Impact statement is not applicable. It could,
however, lead to the better understanding of such data types and to the design of more efficient or
expressive data analysis methodologies. As an application of the approach, we introduced a scalable
building block that can be used efficiently e.g. in the context of deep learning models. The possi-
ble direct consequences of this are difficult to pinpoint, since the method is no more specific then
variants of deep sequence models, which are applied to wide variety of tasks all over the world. The
question then becomes, what are those tasks that the introduced method could be better suited to than
alternatives? The experiments do suggest that it allows one to build more compactly parametrized
and expressive models, which in turn could lead to the development of machine learning models
being able to assimilate larger amounts of data for given amounts of computational resources.
The previous could benefit applications and industries working with big data, such as technology,
finance, healthcare, governments, advertisement, etc. Obviously, every technological advancement
carries with it both potential positive and negative aspects. For instance, positive impacts such as:
(i) classification and analysis of medical data can help in analysing patients records and alleviate
pressure from medical professionals, (ii) more informed and data assisted decision making on the
part of governments, companies and individuals, (iii) an increased sense of security due to machine
assisted surveillance systems. On the other hand, downsides may include negative aspects such as
(iv) generative models for audio data can be used for nefarious actions in e.g. deepfakes, (v) loss of
virtual anonymity due to the assimilation of individuals’ virtual footprint, such as data collected by
technological conglomerates, (vi) loss of privacy due to machine assisted surveillance systems.
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How to use this appendix
For practitioners, we recommend a look at Section A for a refresher on tensor notation and Sec-
tions D and E for experiment and implementation details. In particular, we draw attention to D.6
that summarizes what we believe to be our main contribution in non-technical terms, namely how
the expensive computation of Φ can be avoided
by compositions of formula (15). This is all you need to apply Seq2Tens in practice!
For theoreticians, we recommend Section B for a proof that Φ is universal and Section C where we
use the formula (15) to prove our main theoretical result, which is a formal proof of the effective-
ness of the stacked NLST layer. We reemphasize that these theoretical sections are not needed for
practitioners but we hope that they convince some readers that classic tools from non-commutative
algebra can lead to insight and new models in ML.
A Tensors and the Tensor Algebra
This section recalls some basics on the tensor product⊗, the linear space T(V ), and the convolution
product that turns T(V ) into an algebra – the so-called tensor algebra. We refer to [63, Chapter 16]
for more on tensors, to [15] for a detailed study of tensor algebra, and to [64] for applications of
tensors in statistics.
Tensor products on Rd. If x = (x1, . . . , xd) ∈ Rd and y = (y1, . . . , ye) ∈ Re are two vectors,
then their tensor product x ⊗ y is defined as the (d × e)-matrix, or degree 2 tensor, with entries
(x ⊗ y)i,j = xiyj . This is also commonly called the outer product of the two vectors. The space
Rd ⊗ Re is defined as the linear span of all degree 2 tensors x ⊗ y for x ∈ Rd, y ∈ Re. If z ∈ Rf
is another vector, then one may form a degree 3 tensor x ⊗ y ⊗ z with shape (d × e × f) defined
to have entries (x ⊗ y ⊗ z)i,j,k = xiyjzk. The space Rd ⊗ Re ⊗ Rf is analogously defined as the
linear span of all degree 3 tensors x⊗ y ⊗ z for x ∈ Rd, y ∈ Re, z ∈ Rf .
The tensor product of two general vector spaces V and W can be defined even if they are infinite
dimensional, see [63, Chapter 16], but we invite readers unfamiliar with general tensor spaces to
think of V as Rd below.
The tensor algebra T(V ). Ultimately we are not only interested in tensors of some fixed degree
m – that is an element of V ⊗m – but sequences of tensors of increasing degree. Given some linear
space V , the linear space T(V ) is defined as set of all tensors of any degree over V . Formally
T(V ) :=
∏
m≥0
V ⊗m = (V ⊗0, V, V ⊗2, V ⊗3, . . .) (24)
where we use the notation V ⊗2 = V ⊗ V, V ⊗3 = V ⊗ V ⊗ V and so on, by convention we let
V ⊗0 = R. We normally write elements of T(V ) as t = (t0, t1, t2, t3, . . .) such that tm ∈ V ⊗m,
that is,t0 is a scalar, t1 is a vector, t2 is a matrix, t3 is a 3-tensor and so on. Note that T(V ) is again
a linear space if we define addition and scalar multiplication as
s + t = (sm + tm)m≥0 ∈ T(V ) and c · t = (ctm)m≥0 ∈ T(V ) (25)
for s, t ∈ T(V ) and c ∈ R.
Example A.1. Let V = Rd. For x = (xi)i=1,...,d ∈ Rd consider t = (x⊗m)m≥0 ∈ T(Rd) where
we denote for brevity
tm := x
⊗m := x⊗ · · · ⊗ x︸ ︷︷ ︸
m many tensor products⊗
∈ (Rd)⊗m and by convention we set x⊗0 := 1 ∈ (Rd)⊗0.
That is, t1 = x⊗1 is a d-dimensional vector, with the i coordinate equal to xi; t2 = x⊗2 is d × d-
matrix with the (i, j)-coordinate equal to xixj ; t3 = x⊗3 is degree 3-tensor with the (i, j, k)-
coordinate equal to xixjxk. In this special case, the element t ∈ T(Rd) consists of entries tm =
x⊗m ∈ (Rd)⊗m that are symmetric tensors, that is the (i1, . . . , im)-th coordinate is the same as
the (iσ(1), . . . , iσ(d)) coordinate if σ is a permutation of {1, . . . , d}. However, we emphasize that in
general an element of T(Rd) does not need to be made up of symmetric tensors.
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A non-commutative product on T(V ). Key to our approach is that T(V ) is not only a linear
space, but what distinguishes it as a feature space for sequences is that it carries a non-commutative
product. In other words, T(V ) is not just a vector space but a (non-commutative) algebra (an algebra
is a vector space where one can multiply elements). This is the so-called tensor convolution product
and defined as follows
s · t := ( m∑
i=0
si ⊗ tm−i
)
m≥0 =
(
1, s1 + t1, s2 + s1 ⊗ t1 + t2, . . .
)
. (26)
In a precise mathematical sense, T(V ) is the most general algebra containing V , see [63, Chapter
16]
Linear functionals of T(V ). In the main text, we construct a feature map Φ that injects a sequence
x into a tensor algebra T(V ). Hence, to learn a real-valued function of a sequence f(x) ∈ R we
learn a linear functional of Φ(x) to approximate
f(x) ≈ 〈`,Φ(x)〉.
where ` is in the dual space of T(V ).
Example A.2. As a concrete example, applied to V = Rd and denoting for brevity t = Φ(x) ∈
T(Rd) we have
〈`, t〉 =
∑
m≥0
〈`m, tm〉.
In coordinates, 〈`0, t0〉 = `0t0 is the product of `0, t0 ∈ R, and 〈`1, t1〉 =
∑d
i=1 `
i
1t
i
1 is the normal
inner product of a vector `1 ∈ Rd with the vector t1 ∈ Rd. Similarly, 〈`2, t2〉 =
∑d
i,j=1 `
i,j
2 t
i,j
m is
the coordinate-wise contraction of the (d×d)-matrix `2 with the (d×d)-matrix t2, etc. Equivalently,
we can write
〈`, t〉 =
∑
i1,...,im∈{1,...,d},m≥0
`i1,...,imm t
i1,...,im
m
B A universal feature map for sequences
Seq2Tens in a nutshell. Given a sequence x = (x1, . . . ,xL) ∈ Seq(Rd) we build a feature map
Φ : Seq(V )→ T(Rd) as follows
(i) inject each sequence entry xi ∈ Rd into T(Rd) by some map xi 7→ ϕ(xi),
(ii) use the non-commutative product (26) to form an element of T(Rd),
Φ(x) = ϕ(x1) · · ·ϕ(xL) ∈ T(Rd).
Why is this is a potentially good idea? Firstly, if ϕ is injective, then there is no entry-wise loss of in-
formation in step (i). Secondly, step (ii) uses “the most general product” to multiply ϕ(x1) · · ·ϕ(xL)
so it is intuitive that there is no loss of information in the map x 7→ Φ(x) that acts on the whole
sequence. In other words x 7→ Φ(x) is an injection.
What have we gained? We have already seen in the main text, Idea 2 and Example 2.1, that a special
case of this construction applied with ϕ(xi) = 1 + xi are k-mers, and the number of k-mers can
be read off the kth level (Rd)⊗k of our feature space T(Rd). Hence, the grading of T(Rd) in terms
of tensor degree provides us with a description of the global structure of the sequence that gets
increasingly richer as the tensor degree k gets higher. This is analogous to how the k-mers reveal
more about the global structure of a string as k increases. Below we make all this precise, but add
one more aspect: besides constructing an injection Φ of our data (sequences of arbitrary length) into
a linear space (the tensor algebra T(Rd)), it is also desirable that the feature map Φ contains enough
non-linearities that non-linear functions of our data x ∈ Seq(Rd) become linear functions of our
features Φ(x). This property is called universality. The remainder of Section B make this statement
mathematically rigorous, in the the sense that Theorem B.3 shows that Φ is a universal feature map
for sequences in Rd whenever ϕ is a universal feature map for vectors in Rd.
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B.1 The universality of Φ.
Definition B.1. Let X be a topological space (the “data space”) and W a linear space (“the feature
space”). We say that a function f : X →W is universal (to Cb(X )) if the the set of functions
{x 7→ 〈`, f(x)〉 : ` ∈W ′} ⊆ Cb(X ) (27)
is dense in Cb(X ).
Example B.2. Classic examples of this in ML are
• For X ⊂ Rd bounded and W = T(Rd), the polynomial map p : Rd → T(Rd),x 7→
(1,x,x⊗2,x⊗3,x⊗4, . . .) is universal [65].
• The 1-layer neural net map x 7→∏θNθ(x) where θ runs over all configurations of param-
eters is universal under some very mild conditions [25].
We now prove the main result of this section
Theorem B.3. Let ϕ : X → T(V ),x 7→ (ϕm(x))m≥0, ϕm(x) ∈ V ⊗m be such that:
1. For any n ≥ 1 the support of (ϕ0, ϕ1, . . . , ϕm1)⊗n and ϕm2 are disjoint if 1 ≤ m1 < m2.
2. ϕ0 = 1 and ϕ1 : X → V is a bounded universal map with at least one constant term.
Then
Φ : Seq(X )→ T(V ), (x1, . . . ,xL) 7→
L∏
i=1
ϕ(xi) (28)
is universal.
Remark B.4. (i) By taking ϕ(x) = (1,x, 0, 0, . . .) one generalizes k-mers, Idea 2 and Exam-
ple 2.1,
(ii) By taking ϕ : Rd → T(Rd),x 7→ exp(x) one recovers Chen’s signature [66, 16, 67] as
used in rough paths.
(iii) By taking ϕ : Rd → T(V ), ϕ1(x) the polynomial map and ϕm(x) = 0 for m ≥ 2 one
recovers the iterated sums of [68]
(iv) TheoremB.3 implies that x 7→ ∏Li=1(1, ϕ1(x), 0, . . .) is universal whenever ϕ1 : X → V
is universal.
(v) By taking each ϕm to be a trainable Neural Network one gets a trainable universal map Φ
for sequences that includes all of the above,
We emphasize that the feature map (28) is very general since different choices of ϕ yield very
different algebraic structures; e.g. for signature as in (ii) Φ takes values in the character group of the
shuffle algebra [15]; but even for (iii) the resulting structure is very different and was only recently
studied, see [68]. (iv) allows one to use a NN for ϕ1 to learn the best structure implicitly from the
data. Despite this generality, Theorem B.3 guarantees that the resulting map Φ will be a universal
feature map for sequences.
B.1.1 The algebra of linear functionals on Φ.
The proof of Theorem B.3 uses the fact that if ϕ is universal, then the space of linear functionals
on Φ(x) forms a commutative algebra, that is for two linear functionals `1, `2 there exists another
linear functional ` such that
〈`1,Φ(x)〉〈`2,Φ(x)〉 = 〈`,Φ(x)〉. (29)
This new functional ` is constructed in explicit way from `1 and `2, with a so-called quasi-shuffle
product. In the remainder of this section B.1, we prepare and give the proof of Theorem B.3: subsec-
tion B.1.1 introduces the quasi-shuffle product, and subsection B.1.1 uses this to prove Theorem B.3.
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By the assumption in Theorem B.3 we may assume without loss of generality that ϕ is of the form
1 + ϕ1 ∈ (V ⊗0, V, . . .), and for the rest of this subsection we will assume for convenience that
ϕ = id since this does not change the algebraic structure in any way. That is, we consider the map
Seq(V )→ T(V ), Φ(x1, . . . ,xL) :=
L∏
i=1
(
1 + xi
)
. (30)
Since Φ takes values in the linear space T(V ), we may pair it with linear functions ` ∈ T(V )′. By
expanding equation 30 we see that
Φ(x1, . . . ,xL) = 1 +
L∑
i=1
xi︸︷︷︸
V
+
∑
1≤i1<i2≤L
xi1 ⊗ xi2︸ ︷︷ ︸
V ⊗2
+
∑
1≤i1<i2<i3≤L
xi1 ⊗ xi2 ⊗ xi3︸ ︷︷ ︸
V ⊗3
+ · · ·
(31)
In general, writing Φm(x) for the projection of Φ(x) onto V ⊗m, we have
Φm(x) =
∑
1≤i1<···<im≤L
xi1 ⊗ · · · ⊗ xim . (32)
So if ` = `1 ⊗ · · · ⊗ `m is a rank 1 functional acting on Φ, then
〈`,Φm(x)〉 = 〈`1 ⊗ · · · ⊗ `m,
∑
1≤i1<···<im≤L
xi1 ⊗ · · · ⊗ xim〉 (33)
=
∑
1≤i1<···<im≤L
〈`1 ⊗ · · · ⊗ `m,xi1 ⊗ · · · ⊗ xim〉 =
∑
1≤i1<···<im≤L
〈`1,xi1〉 · · · 〈`m,xim〉. (34)
Hence 〈`,Φm(x)〉 can be computed efficiently without computing Φ(x).
Non-linear functionals acting on Φ. We now investigate what happens when one applies non-
linear functions to Φ(x). To do this, we first note that since T(V ) is a vector space, we may form the
tensor algebra over T(V ), denoted by T(T(V )), or T2(V ). It may be decomposed as the following
multi-graded space
T2(V ) =
∏
n1,...,nk≥0
V ⊗n1
∣∣ · · · ∣∣V ⊗nk (35)
where we use the notation ⊗ for the tensor product on V and the bar | for the tensor product on
T(V ). See [69] for more on T2(V ) and the bar notation.
Definition B.5. If x ∈ V is a vector, we denote by x? its extension
x? := (x⊗m)m≥0 = (1, x, x⊗2, x⊗3, . . .) (36)
and if x = (x1, . . . ,xL) ∈ Seq(V ) is a sequence, then
x? := (x?1, . . . ,x
?
L) ∈ Seq(T(V )) (37)
Since x? is a sequence in T(V ), we may compute Φ(x?) which then takes values in T(T(V )) =
T2(V ).
The reason for the above definition is that when products of linear functions in T(V ) act on Φ(x),
they may be described as linear functions in T2(V ) acting on Φ(x?). That is, T(V ) is not big
enough to capture all non-linear functions acting on Φ(x), but T2(V ) is.
Note that since x? takes values in T(V ), rank 1 linear functionals on Φ(x?) can be written as
ei1 | · · · |ein .
Definition B.6. Assume that V has basis e1, . . . , ed. The quasi-shuffle product
? : T2(V )× T2(V )→ T2(V ) (38)
is defined inductively on rank 1 tensors `1 = ei1 | · · · |eim , `2 = ej1 | · · · |ejn by
(`1|ei) ? (`2|ej) = (`1|ei ? `2)|ej + (`1 ? `2|ej)|ei + (`1 ? `2)|(ei ⊗ ej). (39)
By linearity ? extends to a product on all of T(V ).
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Example B.7.
ei ? ej = ei|ej + ej |ei + ei ⊗ ej (40)
ei ? (ej |ek) = ei|ej |ek + ej |ei|ek + ej |ek|ei (41)
+ (ei ⊗ ej)|ek + ej |(ei ⊗ ek) (42)
(ei|ej) ? (ek|el) = ei|ej |ek|el + ei|ek|ej |el + ei|ek|el|ej (43)
+ ek|ei|ej |el + ek|ei|el|ej + ek|el|ei|ej (44)
+ (ei ⊗ ek)|ej |el + ei|(ej ⊗ ek)|el + (ei ⊗ ek)|el|ej (45)
+ ek|(ei ⊗ el)|ej + (ei ⊗ ek)|(ej ⊗ el) (46)
Lemma B.8. The map Φ satisfies the following
〈`1,Φ(x)〉〈`2,Φ(x)〉 = 〈`1 ? `2,Φ(x?)〉. (47)
Proof. By writing out Equation 32 in coordinates we get
〈ei1 | · · · |eim ,Φ(x)〉 =
∑
1≤k1<···<km≤L
〈ei1 ,xk1〉 · · · 〈eim ,xkm〉. (48)
In other words, Φ satisfies the recurrence equation
〈`|ei,Φ(x)L〉 =
L−1∑
k=1
〈`,Φ(x)k〉〈ei,xk+1〉 (49)
where we use the notation Φ(x)k = Φ(x1, . . . ,xk). We now proceed by induction. Assume that the
statement is true for `1, `2. Using the recurrence equation we may write
〈`1|ei,Φ(x)L〉〈`2|ej ,Φ(x)L〉 =
( L−1∑
k=1
〈`1,Φ(x)k〉〈ei,xk+1〉
)( L−1∑
k=1
〈`2,Φ(x)k〉〈ej ,xk+1〉
)
(50)
=
∑
1≤k1<k2≤L−1
〈`1,Φ(x)k1〉〈ei,xk1+1〉〈`2,Φ(x)k2〉〈ej ,xk2+1〉 (51)
+
∑
1≤k1<k2≤L−1
〈`2,Φ(x)k1〉〈ej ,xk1+1〉〈`1,Φ(x)k2〉〈ei,xk2+1〉 (52)
+
L−1∑
k=1
〈`1,Φ(x)k〉〈ei,xk+1〉〈`2,Φ(x)k〉〈ej ,xk+1〉. (53)
Using the recurrence equation again we may write this as
L−1∑
k=1
〈`1|ei,Φ(x)k〉〈`2,Φ(x)k〉〈ej ,xk+1〉+
L−1∑
k=1
〈`2|ej ,Φ(x)k〉〈`1,Φ(x)k〉〈ei,xk+1〉 (54)
+
L−1∑
k=1
〈`2,Φ(x)k〉〈`1,Φ(x)k〉〈ei ⊗ ej ,xk+1〉. (55)
By induction this simplifies to
L−1∑
k=1
〈`1|ei ? `2,Φ(x)k〉〈ej ,xk+1〉+
L−1∑
k=1
〈`2|ej ? `1,Φ(x)k〉〈ei,xk+1〉 (56)
+
L−1∑
k=1
〈`2 ? `1,Φ(x)k〉〈ei ⊗ ej ,xk+1〉 (57)
which can be rewritten as
〈(`1|ei ? `2)|ej ,Φ(x)L〉+ 〈(`2|ej ? `1)|ei,Φ(x)L〉+ 〈(`2 ? `1)|(ei ⊗ ej),Φ(x)L〉 (58)
=〈`1|ei ? `2|ej ,Φ(x)L〉 (59)
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Example B.9. For a simple example of this, note that
〈ei,Φ(x)〉〈ej ,Φ(x)〉 =
( L∑
k=1
〈ei,xk〉
)( L∑
k=1
〈ej ,xk〉
)
=
L∑
k1,k2=1
〈ei,xk1〉〈ej ,xk2〉 (60)
One may also write this with the quasi shuffle product since
〈ei,Φ(x)〉〈ej ,Φ(x)〉 = 〈ei|ej + ej |ei + ei ⊗ ej ,Φ(x)〉 (61)
=
∑
1≤k1<k2≤L
〈ei,xk1〉〈ej ,xk2〉+
∑
1≤k1<k2≤L
〈ej ,xk1〉〈ei,xk2〉+
L∑
k=1
〈ei,xk〉〈ej ,xk〉 (62)
=
L∑
k1,k2=1
〈ei,xk1〉〈ej ,xk2〉 (63)
We refer to [68] for more on quasi-shuffle algebras and their use for time warping invariant features
of time-series.
The space T2(V ) might seem very large and difficult to work with at first. The power of this
representation comes from the fact that one may leverage this in proving strong statements about the
original map Φ : Seq(V )→ T(V ), and we will use this in the next subsection.
B.2 Proof of Theorem B.3.
We prepare the proof of Theorem B.3 with the following lemma.
Lemma B.10. Let Seq1(V ) be the set of all x = (x1, . . . ,xL) ∈ Seq(V ) with the form xi =
(1, x1i , . . . , x
d
i ). That is, all sequences where one of the terms is constant. Then the map
Seq1(V )→ T(V ), (x1, . . . ,xL)→
L∏
i=1
(1 + xi) (64)
is injective.
Proof. Follows from an induction argument over L. For L = 1 it is clear since
〈ei,Φ(x)〉 = xi. (65)
Assume that it is true for L, let x = (x1, . . . ,xL+1),y = (y1, . . . ,yL+1), where we may assume
that both have length L + 1 by taking any number of components to be 0 if necessary. Let `1 be
some linear function that separates Φ(x1, . . . ,xL) and Φ(y1, . . . ,yL) and `2 some linear function
that separates Φ(x2, . . . ,xL+1) and Φ(y2, . . . ,yL+1), then by fixing some γ ∈ R:
〈`1 ⊗ e0 + γe0 ⊗ `2,Φ(x)− Φ(y)〉 (66)
= 〈`1,Φ(x1, . . . ,xL)− Φ(y1, . . . ,yL)〉+ γ〈`2,Φ(x2, . . . ,xL+1)− Φ(y2, . . . ,yL+1)〉. (67)
Since neither 〈`1,Φ(x1, . . . ,xL)−Φ(y1, . . . ,yL)〉 nor 〈`2,Φ(x2, . . . ,xL+1)−Φ(y2, . . . ,yL+1)〉
are 0 by assumption there exists some γ ∈ R such that 〈`1 ⊗ e0 + γe0 ⊗ `2,Φ(x) − Φ(y)〉 6= 0.
This shows the assertion.
We now have everything to give a proof of Theorem B.3. Recall that Φ is the map Φ(x) =∏L
i=1 ϕ(xi) and that we may assume that ϕ has the form ϕ(x) = 1 + ϕ1(x) ∈ (V ⊗0, V ), where
ϕ1 : X → V is a bounded universal map.
Proof of Theorem B.3. We will show that linear functionals on Φ are dense in the strict topology
[70]. By Theorem [70, Theorem 3.1] it is enough to show that linear functions on Φ form an algebra
since by Lemma B.10 they separates the points of Seq(X ). Since they clearly form a vector space it
is enough to show that they are closed under point-wise multiplication. Let `1, `2 be two such, then
by Lemma B.8
〈`1,Φ(x)〉〈`2,Φ(x)〉 = 〈`1 ? `2,
L∏
i=1
(1 + ϕ1(xi)
?)〉 (68)
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x · · ·
Φ(x) · · ·
Φ2(x) · · ·
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Figure 4: The sequence-to-sequence transformation. The bottom row is the original sequence x and
subsequent ones apply the map Φ in the sequence-to-sequence manner.
so it is enough to show that `1?`2 also is a linear function on Φ(x). Note that inductively it is enough
to show that if ei, ej are unit vectors, then ei ⊗ ej is a linear function on Φ(x). By assumption ϕ1
is bounded and universal, so the continuous bounded function x 7→ 〈ei, ϕ1(xk)〉〈ej , ϕ1(xk)〉 is
approximately linear, and we may write
〈ei, ϕ1(xk)〉〈ej , ϕ1(xk)〉 = 〈h, ϕ1(xk)〉+ ε(xk) (69)
where ε(xk) can be made arbitrarily small in the strict topology. The assertion now follows since
〈ei ⊗ ej ,
L∏
i=1
(1 + ϕ1(xi)
?)〉 =
L∑
k=1
〈ei, ϕ1(xk)〉〈ej , ϕ1(xk)〉 =
L∑
k=1
〈h, ϕ1(xk)〉+ ε(xk) (70)
= 〈eh,Φ(x)〉+ n max
1≤k≤n
ε(xk). (71)
C NLST: Low Rank Functionals of Φ
NLST in a nutshell. Even computing just the first M entries of Φ = (Φm(x))m≥0 ∈ T(Rd)
is very costly since it involves O(dm) coordinates. The key of our NLST layer is that we never
compute Φ(x) (or the first m levels)! Instead, we use formula (15) as derived in Section B.1.1,
that shows that LR functionals 〈`,Φ(x)〉 are extremely fast to evaluate. In the remainder of this
Section C we formalize idea 3, in the sense that we prove that compositions of very simple objects
(LR functionals) efficiently approximate complicated objects (full rank functionals of sequences),
Proposition C.3.
Sequence to Sequence. As Φ applies to sequences of any length, we may use it to map the original
sequence to another sequence in feature space,
Seq(V )→ Seq(T(V )) (72)
(x1,x2,x3, . . . ,xL) 7→
(
Φ(x1),Φ(x1,x2),Φ(x1,x2,x3), . . . ,Φ(x1, . . . ,xL)
)
. (73)
Since T(V ) is again a linear space, we can repeat this procedure to map Seq(T(V )) to
Seq(T(T(V ))). By repeating this D times, we have constructed sequence-to-sequence transforms
Seq(V ) = Seq(T(V ))→ Seq(T(T(V )))→ · · · → Seq(T (· · ·T︸ ︷︷ ︸
D times
(V ) · · · )). (74)
See Figure 4 for an illustration. We emphasize that in each step of the iteration, the newly created
sequence evolves in a much richer space than in the previous step. To make this precise we now
introduce the higher rank tensor algebras.
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Higher rank tensor algebras. Just like in Appendix B we need to enlarge the ambient space
T(V ). Recall that we defined T2(V ) := T(T(V )). This construction can be iterated indefinitely
and leads to the higher rank tensor algebras, recursively defined as follows:
Definition C.1. Define the spaces
T0(V ) = V, TD(V ) =
∏
m≥0
(
TD−1(V )
)⊗m
. (75)
(76)
We use the notation⊗(D) for the tensor product on TD−1(V ) which makes
(
TD(V ),+,⊗(D)
)
into
a multi-graded algebra over V . See [71] for more on this iterated construction.
Half-shuffles. By iterating the sequence-to-sequence D times, one gets a map
ΦD : Seq(V )→ TD(V ). (77)
These are very large spaces, but as we will see in Proposition C.3 below, linear functionals on the
full map Seq(V ) → TD(V ) can be de-constructed into so called half-quasi-shuffle on the original
map Φ : Seq(V )→ T(V ).
Just like in Appendix B we consider the sequence x as its extension x? taking values in T(V ). Hence
linear functionals can be written as linear combinations of elements of the form ei1⊗(2) · · ·⊗(2) ein .
Definition C.2. The half-quasi-shuffle product is defined on rank 1 tensors by
`1 ≺ (`2 ⊗(2) ei) = (`1 ? `2)⊗(2) ei (78)
and extends by bi-linearity to a map T2(V )× T2(V )→ T2(V ).
The following Proposition shows that by composing Φ with itself, low degree tensors on the second
level can be rewritten as higher degree tensors on the first level. This indicates that iterated compo-
sitions of Φ can be much more efficient than computing everything on the first level. We show this
for the first level, but by iterating the statement it can be applied for any number D ≥ 2.
For the next statement, let ` be a linear functional on T2(V ), then the unit vector e` is a linear
functional on T3(V ). We again assume without loss of generality that ϕ(x) = 1 + x and use the
notation Φ(x)k = Φ(x1, . . . ,xk).
Proposition C.3. Let Φ be the sequence-to-sequence transformation:
Seq(V )→ Seq(T(V )), (x1, . . . ,xL) 7→ (Φ(x1), . . . ,Φ(x, . . . ,xL)) (79)
and let ∆ : Seq(T(V )) → Seq(T(V )) be the discrete differentiation map ∆(x0, . . . ,xL) = (x1 −
x0, . . . ,xL − xL−1). Then
〈e`1 ⊗(3) e`2 ,Φ(∆Φ(x))〉 = 〈`1 ≺ `2,Φ(x)〉 (80)
Proof. By induction:
〈e`1 ⊗(3) e`2⊗(2)ei ,Φ(∆Φ(x))〉 (81)
=
∑
1≤k1<k2≤L
(〈`1,Φ(x)k1 − 〈`1,Φ(x)k1−1)〉(〈`2 ⊗(2) ei,Φ(x)k2〉 − 〈`2 ⊗(2) ei,Φ(x)k2−1〉)
(82)
=
L−1∑
k=1
〈`1,Φ(x)k〉
(〈`2 ⊗(2) ei,Φ(x)k+1〉 − 〈`2 ⊗(2) ei,Φ(x)k〉) (83)
=
L−1∑
k=1
〈`1,Φ(x)k〉
( ∑
1≤l≤k
〈`2,Φ(x)l〉xil+1 − 〈`2,Φ(x)l−1〉xil
)
(84)
=
L−1∑
k=1
〈`1,Φ(x)k〉〈`2,Φ(x)k〉xik+1 =
L−1∑
k=1
〈`1 ? `2,Φ(x)k〉xik+1 (85)
= 〈(`1 ? `2)⊗(2) ei,Φ(x)L〉. (86)
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D Details on algorithms
Here we give further information on the implementation of NLST layers detailed in the main text.
From here onwards, we fix the state-space of sequences V = Rd, which will be true for most
practical time series, and even video can be represented as such by e.g. applying a preprocessing
layer first and then flattening the coordinates.
D.1 Variations
Truncation degree. To reiterate from Section 2, the Seq2Tens feature map Φ : Seq(Rd)→ T(Rd)
represents a sequence x = (x1, . . . ,xL) ∈ Seq(Rd) as a tensor in T (Rd), defined as
Φ(x) = (Φm(x))m≥0, Φm(x) =
∑
1≤i1<···<im≤L
xi1 ⊗ · · · ⊗ xim , (87)
where Φm : Seq(V ) → V ⊗m is given by a summation over all noncontiguous length-m subse-
quences of x with non-repreating indicies. Therefore, for a sequence of length L ∈ N, Φm can
have potentially non-zero terms up to the Lth tensor level. An empirical observation is that for most
practical datasets that we encountered, computing everything up to the Lth level is redundant in the
sense that usually the first M ∈ N levels already contain most of the information a discriminative or
a generative model picks up on where M  L. It is thus better treated as a hyperparameter.
Separating functionals across levels. Now let us consider the low-rank Seq2Tens map Φ˜θ,
each output coordinate of which is given by a linear functional of Φ, i.e. Φ˜θ(x) =(〈`1,Φ(x)〉, . . . , 〈`n,Φ(x), 〉) for a sequence x ∈ Seq(Rd) and a collection of rank-1 weight tensors
θ = (`k)nk=1 ⊂ T (Rd). Then, a single output coordinate of Φ˜θ may be written for 1 ≤ k ≤ n as
〈`k,Φ(x)〉 =
∑
m=0
〈`km,Φm(x)〉, (88)
for `k = (`km)m≥0, i.e. we take inner products of tensors that are on the same level of the tensor
algebra, and then sum them all up. We found that rather than taking the summation across tensor
levels, it is beneficial to treat the linear functional on each level as an independent output to have
Φ˜m,θ(x) = (〈`1m,Φm(x), . . . , 〈`nm,Φm(x)〉) and Φ˜θ(x) = (Φ˜m,θ(x))m≥0, (89)
where now Φ˜θ has output dimensionality (M × n) with M ∈ N the truncation degree of Φ as
detailed in the previous paragraph. Hence this modification scales the output dimension byM , but it
will be important for the next step we discuss. It is for this modification that in Figure 1, each output
of an NLST layer has dimensionality 64× 2, since we set n = 64 and M = 2, while in Figure 3 the
B-NLST layer has output dimensionality h× 4, since we set n = h and M = 4.
The need for normalization. Here we motivate the need to follow each NLST layer by some form
of normalization. Let x = (x1, . . . ,xL) ∈ Seq(Rd) be a sequence. Let α ∈ R be a scalar and define
y = αx ∈ Seq(Rd) a scaled version of x. Let us investigate how the features change:
Φm(y) =
∑
1≤i1<···<iM≤L
yi1 ⊗ · · · ⊗ yim =
∑
1≤i1<···<iM≤L
(αxi1)⊗ · · · ⊗ (αxim) (90)
= αm
∑
1≤i1<···<iM≤L
xi1 ⊗ · · · ⊗ xim , (91)
and therefore we have Φ(y) = (Φm(y))m≥0 = (αmΦm(x))m≥0, which analogously translates into
the low-rank Seq2Tens map since
Φ˜m,θ(y) = (〈`1m,Φm(y)〉, . . . , 〈`nm,Φm(y)〉) = (〈`1m, αmΦm(x)〉, . . . , 〈`nm, αmΦm(x)〉) (92)
= αm(〈`1m,Φm(x)〉, . . . , 〈`nm,Φm(x)〉). (93)
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From this point alone, it is easy to see that Φm, and thus Φ˜m,θ will move across wildly different
scales for different values of m, which is inconvenient for the training of neural networks. To
counterbalance this, we used a batch normalization layer after each NLST layer in Section 4.1 that
computes mean and variance statistics across time and the batch itself, while in Section 4.2 we used
a layer normalization that computes the statistics only across time.
Sequence differencing. In both Section 4.1 and Section 4.2, we precede each NLST layer by a
differencing layer and a time-embedding layer, which we briefly motivated in Section 3. Here we
aim to expand on the intuition.
Let ∆ : Seq(Rd) → Seq(Rd) be the discrete difference operator defined for a sequence x =
(x1, . . . ,xL) ∈ Seq(Rd) as
∆x := (x1,x2 − x1, . . . ,xL − xL−1) ∈ Seq(Rd), (94)
where we made the simple identification that x0 ≡ 0, i.e. for all sequences we first concatenate a
0 observation along the time axis. This step is beneficial for two reasons: (i) now ∆ preserves the
length L of a sequence, (ii) now ∆ is one-to-one, since otherwise ∆ would be translation invariant,
i.e. it would map all sequences which are translations of each other to the same output sequence.
To motivate differencing, first let us consider Φm(x) for m = 1, and for brevity denote ∆xi =
xi − xi−1 for i = 1, . . . , L and the convention x0 = 0. Then, we may write
Φ1(x) =
L∑
i=1
∆xi = xL, (95)
which means that now the first level of the Seq2Tens map is simply point-wise evaluation at the last
observation time, and when used as a sequence-to-sequence transformation over expanding windows
(i.e. equation (16)), it is simply the identity map of the sequence.
Analogously, for the low-rank map we have
Φ˜1,θ(x) =
L∑
i=1
(〈`11,∆xi〉, . . . , 〈`n1 ,∆xi〉) = (〈`11,xL〉, . . . , 〈`n1 ,xL〉), (96)
which is simply a linear map applied to x in an observation-wise manner. The higher order terms,
Φm(x) and Φ˜m,θ(x) can generally be written as
Φm(x) =
∑
1≤i1<...im≤L
∆xi1 ⊗ · · · ⊗∆xim , (97)
and
Φ˜m,θ =
∑
1≤i1<···<im≤L
(〈z1m,1,∆xi1〉 · · · 〈z1m,m,∆xim〉, . . . , 〈znm,1,∆xi1〉 · · · 〈znm,m,∆xim〉)
(98)
for some rank-1 order-m tensors `km = z
k
m,1 ⊗ · · · ⊗ zkm,m for k = 1, . . . , n. We observed that this
way the higher order terms are relatively stable across time as the length of a sequence increases,
while without differencing they can become unstable, exhibit high oscillations, or simply blow-up.
An additional benefit of taking differences is that the maps Φ and Φ˜θ become padding invariant,
that is, invariant to repetitions of elements. It is easy to see this by checking that if xi = xi−1 then
∆xi = 0 and all the corresponding terms in the summations (97) and (98) are zeros. This makes
sequences of different length comparable without any explicit need for masking, by simply pre- or
post-padding each sequence with repetitions of the first/last observation.
Time-embeddings. By time-embedding, we mean adding as an extra coordinate to an input se-
quence the observation times (ti,xi)i=1,...,L ∈ Seq(Rd+1). Some datasets already come with a
pre-specified observation-grid, in which case we can use that as a time-coordinate at every use of a
time-embedding layer. If there is no pre-specified observation grid, we can simply add a normalized
and equispaced coordinate, i.e. ti = i/L.
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Time-embeddings can be beneficial preceding both convolutional layers and NLST layers. For con-
volutions, it allows to learn features that are not translation invariant [37]. For the NLST layer,
the interpretation is slightly different. Note that in both Sections 4.1 and 4.2, we employ the time-
embedding before the differencing block. This can be equivalently reformulated as after differenc-
ing adding an additional constant coordinate to the sequence, i.e. (ti − ti−1,xi − xi−1)i=1,...,L ∈
Seq(Rd+1), where ti − ti−1 = 1/L is simply a constant. This is motivated by Lemma B.10, which
states that the map Φ : Seq(Rd) → T (V ) is injective for sequences with a constant coordinate.
Thus, the time-embedding before the differencing block is equivalent to adding a constant coordi-
nate after the differencing block, and its purpose is to guarantee injectivity of the map Φ.
D.2 Recursive computations
Next, we show how the computation of the maps Φm and Φm,θ can be formulated as a joint recursion
over the values of m and over time.
Since Φm is given by a summation over all noncontiguous length-m subsequences with non-
repetitions of a sequence x ∈ Seq(Rd), simple reasoning shows that Φm obeys the recursion across
m and time for 2 ≤ l ≤ L and 1 ≤ m
Φm(x1, . . .xl) = Φm(x1, . . .xl−1) + Φm−1(x1, . . . ,xl−1)⊗ xl, (99)
with the initial conditions Φ0 ≡ 1, Φ1(x1) = x1 and Φm(x1) = 0 for m ≥ 2.
Let ` = (`m)m≥0 ∈ T (Rd) be a sequence of rank-1 tensors with `m = zm,1⊗· · ·⊗zm,m ∈ (Rd)⊗m
a rank-1 tensor of order-m. Then, 〈`m,Φm(x)〉 may be computed analogously to (99) using the
recursion for 2 ≤ l ≤ L, 1 ≤ m
〈`m,Φm(x1, . . . ,xl)〉 =〈zm,1 ⊗ · · · ⊗ zm,m,Φm(x1, . . . ,xl)〉 (100)
=〈zm,1 ⊗ · · · ⊗ zm,m,Φm(x1, . . . ,xl−1)〉 (101)
+ 〈zm,1 ⊗ · · · ⊗ zm,m−1,Φm−1(x1, . . . ,xl−1)〉〈zm,m,xl〉 (102)
=〈`m,Φm(x1, . . .xl−1)〉 (103)
+ 〈zm,1 ⊗ · · · ⊗ zm,m−1,Φm−1(x1, . . . ,xl−1)〉〈zm,m,xl〉 (104)
and the initial conditions can be rewritten as the identities 〈z0,0,Φ0〉 = 1, 〈zm,1,Φ1(x)〉 = 〈zm,1,x〉
and 〈zm,1 ⊗ · · · ⊗ zm,m,Φm(x1)〉 = 0 for 2 ≤ m.
A slight inefficiency of the previous recursion given in Lines (103), (104) is that one generally cannot
substitute 〈`m−1,Φm(x1, . . . ,xl−1)〉 for the 〈zm,1 ⊗ · · · ⊗ zm,m−1,Φm(x1, . . . ,xl−1)〉〉 term in
Line (104), since `m−1 6= zm,1⊗ · · · ⊗ zm,m−1 generally. This means that to construct the order-m
linear functional 〈`m,Φm(x1, . . . ,xl)〉, one has to start from scratch by first constructing the order-
1 term 〈zm,1,Φ1〉 first, then the order-2 term 〈zm,1 ⊗ zm,2,Φ2〉, and so forth. This further means
in terms of complexities that while Formula (99) has linear complexity in the largest value of m,
henceforth denoted by M ∈ N, Formula (103), (104) has a quadratic complexity in M due to the
non-recursiveness of the rank-1 tensors (`m)m = (zm,1 ⊗ · · · ⊗ zm,m)m.
The previous observation indicates that an even more memory and time efficient recursion can be
devised by parametrizing the rank-1 tensors (`m)m in a recursive way as follows: let `1 = z1 ∈ Rd
and define `m = `m−1⊗zm ∈ (Rd)⊗m for 2 ≤ m, i.e. `m = z1⊗· · ·⊗zm for {z1, . . . zm} ⊂ Rd.
This parametrization indeed allows to substitute `m−1 in Line (104), which now becomes
〈`m,Φm(x1, . . . ,xl)〉 = 〈`m,Φm(x1, . . . ,xl−1〉+ 〈`m−1,Φm−1(x1, . . . ,xl−1)〉〈zm,xl〉, (105)
and hence, due to the recursion across m for both `m and Φm, it is now linear in the maximal value
of m, denoted by M ∈ N. This results in a less flexible, but more efficient variant of the NLST, due
to the additional added recursivity constraint on the rank-1 weight tensors. We refer to this version
as the recursive variant, while to the non-recursive construction as the independent variant.
Next, we show how the previous computations can be rewritten as a simple RNN-like discrete dy-
namical system. For simplicity, we consider the recursive formulation, but the independent variant
can also be formulated as such with a larger latent state size. Let (`j)j=1,...,n be n ∈ N different
rank-1 recursive weight tensors, i.e. `j = (`jm)m≥0, `
j
m = z
j
1 ⊗ . . . zjm for zjm ∈ Rd, m ≥ 0 and
j = 1, . . . , n. Also, denote hjm,i := 〈`jm,Φm(x1, . . . ,xi)〉 ∈ R, a scalar corresponding to the output
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Algorithm 1 Computing the NLST layer with independent tensors across levels
1: Input: Sequences (xj)j=1,...,nx = (x
j
1, . . . ,x
j
L)j=1,...,nx ⊂ Seq(Rd),
rank-1 tensors (`k)k=1,...,n` = (z
k
m,1 ⊗ · · · ⊗ zkm,m)k=1,...,n`m=1,...,M ⊂ T (Rd), truncation degree
M ∈ N
2: Compute M [m, i, j, l, k]← 〈zjm,k,xil〉 for m ∈ {1, . . . ,M}, i ∈ {1, . . . , nx}, j ∈ {1, . . . , n`},
l ∈ {1, . . . , L} and k ∈ {1, . . . ,m}
3: for m = 1 to M do
4: Assign R←M [m, :, :, :, 1]
5: for k = 2 to m do
6: Iterate R←M [m, :, :, :, k]R[:, :,+ 1]
7: end for
8: Save Ym ← ·R[:, :,]
9: end for
10: Output: Sequences (Y1, . . . , YM ) each of shape (nx × L× n`)
Algorithm 2 Computing the NLST layer with recursive tensors across levels
1: Input: Sequences (xj)j=1,...,nx = (x
j
1, . . . ,x
j
L)j=1,...,nx ⊂ Seq(Rd),
rank-1 tensors (`k)k=1,...,n` = (z
k
1 ⊗ · · · ⊗ zkm)k=1,...,n`m=1,...,M ⊂ T (Rd), truncation degree M ∈ N
2: Compute M [m, i, j, l]← 〈zjm,xil〉 for m ∈ {1, . . . ,M}, i ∈ {1, . . . , nx}, j ∈ {1, . . . , n`} and
l ∈ {1, . . . , L}
3: Assign R←M [1, :, :, :]
4: Save Y1 ← R[:, :,]
5: for m = 2 to M do
6: Update R←M [m, :, :, :]R[:, :,+ 1]
7: Save Ym ← R[:, :,]
8: end for
9: Output: Sequences (Y1, . . . , YM ) each of shape (nx × L× n`)
of the jth linear functional on themth tensor level for the sequence (x1, . . . ,xi). We collect all such
functionals for given m and i into hm,i := (h1m,i, . . . h
n
m,i) ∈ Rn, i.e. hm,i = Φ˜m,θ(x1, . . . ,xi).
Additionally, we collect all weight vectors zjm ∈ Rd for a given m ∈ N into the matrix Zm :=
(z1m, . . . , z
n
m)
> ∈ Rn×d. Then, we may write the following vectorized version of equation (105):
h1,i = h1,i−1 + Z1xi, (106)
hm,i = hm,i−1 + hm−1,i−1  Zmxi for m ≥ 2, (107)
with the initial conditions hm,0 = 0 ∈ Rn for all m ≥ 1, and  denoting the Hadamard product.
D.3 Algorithms
We have shown previously that one may compute Φθ(x1, . . . ,xi) = (Φm,θ(x1, . . . ,xi))m≥0 recur-
sively in a vectorized way for a given sequence (x1, . . . ,xi) ∈ Seq(Rd). Now, in Algorithms
1 and 2, we additionally show how to further vectorize the previous computations across time
and the batch. For this purpose, let (xj)j=1,...,nX ⊂ Seq(Rd) be nX ∈ N sequences in Rd and
(`k)k=1,...,n` ⊂ T (Rd) be n` be rank-1 tensors in T (Rd).
Additionally, we adopted the notation for describing algorithms from [72]. For arrays, 1-based
indexing is used. Let A and B be k-dimensional arrays with size (n1 × · · · × nk), and let ij ∈
{1, . . . , nj} for j ∈ {1, . . . , k}. Then, the following operations are defined:
(i) The cumulative sum along axis j:
A[. . . , :,, :, . . . ][. . . , ij−1, ij , , ij+1 . . . ] :=
ij∑
κ=1
A[. . . , ij−1, κ, ij+1, . . . ].
24
Table 3: Forward pass computation time in seconds on a Gefore 2080Ti GPU for varying sequence
length L, fixed batch size N = 32, state-space dimension d = 64 and output dimension h = 64.
L Conv1D LSTM NLST NLST-R
M = 2 M = 6 M = 10 M = 2 M = 6 M = 10
32 8.1× 10−4 1.2× 10−1 1.7× 10−3 4.5× 10−3 9.9× 10−3 1.7× 10−3 2.5× 10−3 3.4× 10−3
64 8.5× 10−4 2.3× 10−1 1.8× 10−3 4.5× 10−3 9.9× 10−3 1.8× 10−3 2.6× 10−3 3.4× 10−3
128 9.7× 10−4 4.6× 10−1 2.1× 10−3 4.9× 10−3 1.0× 10−2 2.1× 10−3 2.9× 10−3 3.8× 10−3
256 1.1× 10−3 9.3× 10−1 2.4× 10−3 5.2× 10−3 1.1× 10−2 2.4× 10−3 3.2× 10−3 4.0× 10−3
512 1.3× 10−3 1.8× 100 3.2× 10−3 6.0× 10−3 1.1× 10−2 3.0× 10−3 4.0× 10−3 4.8× 10−3
1024 1.9× 10−3 3.7× 100 4.4× 10−3 7.1× 10−3 1.2× 10−2 4.4× 10−3 5.1× 10−3 6.0× 10−3
(ii) The slice-wise sum along axis j:
A[. . . , :,Σ, :, . . . ][. . . , ij−1, ij+1, . . . ] :=
nj∑
κ=1
A[. . . , ij−1, κ, ij+1, . . . ].
(iii) The shift along axis j by +m for m ∈ N:
A[. . . , :,+m, :, . . . ][. . . , ij−1, ij , ij+1, . . . ] :=
{
A[. . . , ij−1, ij −m, ij+1, . . . ], if ij > m,
0, if ij ≤ m.
(iv) The Hadamard product of arrays A and B:
(AB)[i1, . . . , ik] := A[i1, . . . , ik] ·B[i1, . . . , ik].
D.4 Complexity analysis
We give a complexity analysis of Algorithms 1 and 2. Inspection of Algorithm 1 says that it has
O(M2 ·nx ·L ·n`) complexity in both time and memory with an additional memory cost of storing
the O(M2 · n` · d) number of parameters, the rank-1 weight tensors (`km)m, which are stored in
terms of their components zkm,j ∈ Rd. In contrast, Algorithm 1 has a time and memory cost of
O(M · nx · L · n`), thus linear in M , and the recursive rank-1 weight tensors are now only an
additional O(M · n` · d) number of parameters.
Additionally to the big-O bounds on complexities, another important question is how well the com-
putations can be parallelized, which can have a larger impact on computations when e.g. running
on GPUs. Observing the algorithms, we can see that they are not completely parallelizable due to
the cumsum () operations in Lines 6, 8 (Algorithm 1) and Lines 4, 6 (Algorithm 2). The cumu-
lative sum operates recursively on the whole time axis, therefore it is not parallelizable, but can be
computed very efficiently on modern architectures.
To gain further intuition about what kind of performance one can expect for our NLST layers, we
benchmarked the computation time of a forward pass for varying sequence lengths and varying
hyperparameters of the model. For comparison, we ran the same experiment with an LSTM layer
and a Conv1D layer with a filter size of 32. The input is a batch of sequences of shape (nX×L×d),
while the output has shape (nX × L × h), where d ∈ N is the state-space dimension of the input
sequences, while h ∈ N is simply the number of channels or hidden units in the layer. For our layers,
we used our own implementation in Tensorflow, while for LSTM and Conv1D, we used the Keras
implementation using the Tensorflow backend.
In Table 3, we report the average computation time of a forward pass over 100 trials, for fixed batch
size nX = 32, state-space dimension d = 64, output dimension h = 64 and varying sequence
lengths L ∈ {32, 64, 128, 256, 512, 1024}. NLST and NLST-R respectively refer to the independent
and recursive variants, and M ∈ N denotes the truncation degree. We can observe that while the
LSTM practically scales linearly in L, the scaling of NLST is sublinear for all practical purposes,
exhibiting a growth rate that is more close to that of the Conv1D layer, that is fully parallelizable.
Specifically, while the LSTM takes 3.7 seconds to make a forward pass for L = 1024, all variants
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of the NLST layer take less time than that by a factor of at least a 100. This suggests that its
computations are highly parallelizable across time. Additionally, we observe that NLST exhibits
a more aggressive growth rate with respect to the parameter M due to the quadratic complexity in
M (although the numbers show only linear growth), while NLST-R scales very favourably in M as
well due to the linear complexity (the results indicate a sublinear growth rate).
D.5 Initialization
Below we detail the initialization procedure used by our models for the parameters θ of the NLST
layer, where θ = (`k)n`k=1 ⊂ T (Rd). As before, each `k = (`km)m≥0 ∈ T (Rd) is given as a sequence
of rank-1 tensors, such that `km = z
k
m,1 ⊗ · · · ⊗ zkm,m with zkm,j ∈ Rd for the independent variant,
while `km = z
k
1 ⊗ · · · ⊗ zkm with zm ∈ Rd for the recursive variant. Hence, by initialization, we
mean the initialization of the components zkm,j or z
k
m.
To find a satisfactory initialization scheme, we took as starting point the Glorot [73] initialization,
which specifies that for a layer with input dimension nin and output dimension nout, the weights
should be independently drawn from a centered distribution with variance 2/(nin + nout), where
the distribution that is used is usually a uniform or a Gaussian.
Independent variant. We first consider the independent variant of the algorithm. The weights are
given as the rank-1 tensors
`km = z
k
m,1 ⊗ · · · ⊗ zkm,m ∈ (Rd)⊗m for k = 1, . . . , n` and m ≥ 0. (108)
Denote zkm,j = (z
k
m,j,1, . . . , z
k
m,j,d) ∈ Rd, and assume that for a given m ∈ N that each of zkm,j,p
are drawn independently from some distribution with
E[zkm,j,p] = 0 and E[zkm,j,p]2 = σ2m for j = 1, . . . ,m and p = 1, . . . , d. (109)
Then, for a given multi-index i = (i1, . . . , im) ∈ {1, . . . , d}m, the ith coordinate of `km is given as
`km,i = z
k
m,1,i1 · · · zkm,m,im (110)
and has as its first two moments
E[`km,i] = 0 and E[`km,i]2 = σ2mm (111)
due to the independence of the corresponding terms in the product. Therefore, to have E[`km,i]2 =
2/(dm + n`), where we made the substitutions nin = dm and nout = n`, we can simply set
σ2m =
m
√
2
dm + n`
. (112)
Recursive variant. In the recursive variant, the weights themselves are constructed recursively as
`km = z
k
1 ⊗ · · · ⊗ zkm for k = 1, . . . , n` and m ≥ 0. (113)
Thus, for i = (i1, . . . , im) ∈ {1, . . . , d}m, the ith component of `km is given as
`km,i = z
k
1,i1 · · · zkm,im , (114)
and if we assume that for a given m ∈ N, zkm,im is drawn from a centered distribution with variance
σ2m, then we have
E[`km,i] = 0 and E[`km,i]2 = σ21 · · ·σ2m, (115)
which means that now our goal is to have σ21 · · ·σ2m = 2/(dm + n`) for all m ≥ 1, which is
achievable inductively by
σ21 =
2
d+ n`
and σ2m+1 =
dm + n`
dm+1 + n`
for m ≥ 1. (116)
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For both variants of the algorithms, we used the above described initialization schemes, where the
tensor component z’s were drawn from a centered uniform or a Gaussian distribution with the spec-
ified variances. Although the resulting weight tensors `km were of neither distribution, they had
the pre-specified first two moments, that seemed sufficient to successfully train models with NLST
layers when combined with succeeding normalization layers as described in Appendix D.1.
However, we remark that when Glorot [73] derived his weight initialization scheme, he consid-
ered a fully linear regime across layers, while for x = (x1, . . . ,xL) ∈ Seq(Rd), the features
Φm(x1, . . .xL) on which the weight tensors `km act will be highly nonlinear for any given m ≥ 2
with increasing levels of nonlinearity for larger values of m. Therefore, it is highly likely that better
initialization schemes can be derived by studying the distribution of Φm(x), that might also make it
possible to abandon the normalization layers succeeding the NLST layers and still retain the layers’
ability to learn relevant features of the data. Alternatively, data dependent initializations could also
prove useful here, such as the LSUV initialization in [74].
D.6 Breaking the curse of dimensionality
We would like to re-emphasize a central, but potentially elusive point, that we believe is a key
contribution of this work.
The problem. The feature map
x 7→ Φ(x) = (Φm(x))m≥0 Φm(x) =
∑
1≤i1<···<im≤L
xi1 ⊗ · · · ⊗ xim ∈ (Rd)⊗m. (117)
injects a sequence x into the linear space T(Rd).
But if we evaluate a linear functional ` = (`m)Mm=0,
〈`,Φ(x)〉 =
M∑
m=0
〈`m,Φm(x)〉,
see Example A.2, by first computing each Φm(x) and subsequently evaluating 〈`m,Φm(x)〉 then
this is very costly since both `m and Φm(x) are degree m tensors which have dm entries and thus
suffer from the curse of dimensionality.
The solution: formula (15) and being serious about Idea 3. Instead, formula (15) shows that
for rank-1 functionals, `m = z1 ⊗ · · · ⊗ zm, the computation of 〈`m,Φm(x)〉 is computationally
very cheap; in particular it does not to compute the tensor Φm(x); see Appendix B.1.1 and D.2. A
priori, the restriction to rank-1 functionals would severely limit the class of functions f(x) that can
be approximated by such linear functionals. But this is resolved by our (stacked) NLST layer: first
note, that by applying formula (15) we can quickly compute the sequence-to-sequence transform
Seq(Rd) 7→ Seq(Rd), x 7→ (〈`1,Φ(x1, . . . ,xi)〉, . . . , 〈`d,Φ(x1, . . . ,xi)〉)Li=1 (118)
for any set of d rank-1 weight tensors `k = (zkm,1⊗· · ·⊗ zkm,m)Mm=1, k = 1 . . . , d. Secondly, recall
that Idea 3 from the introduction says that compositions (here, sequence-to-sequence transforms) of
simple objects (here, rank 1 functionals) can approximate complex objects (here, full rank function-
als) This suggests that by stacking the NLST layer (118) one can recover the full expressiveness of
full rank functionals in a computationally very efficient way. We have validated this (i) theoretically,
in the form of Theorem 3.1, (ii) empirically, in our experiments with the stacked NLST layer.
A special case: signatures In Appendix D we have focused on the feature map (117) since it
is the natural generalizaton of m-mers but as discussed in Section B.1 this one special case of a
general construction. Another special case are discretized signatures (Remark B.4) which have been
used in ML [19, 20, 21, 22, 23, 75, 76]. All these works firstly compute the (signature) feature map
Φ(x) ∈ T(Rd) and subsequently a linear functional of it 〈`,Φ(x)〉. Combining this with neural
nets, sequence transforms, and pre/postprocessing can lead to competitive models [19, 20, 21, 22,
23, 75, 76] and specialized software is available to compute Φ(x). But these are computationally
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costly since the bottleneck is still the evaluation of the signature map Φ(x). So far, two approaches
have been explored to deal with the curse of dimensionality of (signature) tensors: (i) kernelization,
(ii) preprocessing with (random) projections of xi ∈ Rd to Axi ∈ Rd′ d′  d. The former
can be very competitive but suffers from the usual disadvantages of kernel learning; the latter only
ameliorates the curse of dimensionality since the cost is still O((d′)m). We emphasize that our
NLST approach immediately applies to signatures but is very different to any of the above since it
allows us to efficiently learn functionals of signatures without ever computing signatures!
E Details on experiments
In the following, we give details on the time series classification (Appendix E.1) and sequential
data imputation (Appendix E.2) experiments. For running all experiments, we used GPU-based
computations on a set of computing nodes, that were equipped with 11 NVIDIA GPUs in total: 4
Tesla K40Ms, 5 Geforce 2080 TIs and 2 Quadro GP100 GPUs.
E.1 Time series classification
Problem formulation. Classification is a traditional task in discriminative supervised machine
learning: let X be the data space and Y = {1, . . . , c} the discrete output space that consists of
only categorical values with c ∈ N the total number of classes. The problem is then to predict the
corresponding labels of a set of unlabelled examples X? = (x?i )
nX?
i=1 given a set of labelled examples
(X,y) = (xi, yi)
nX
i=1 ⊆ X × Y . In the context of time series classification (TSC), the data space
X = Seq(Rd) is the space of multivariate sequences, i.e. xi = (xi,j)lxij=1 where lxi ∈ N is the
length of the sequence xi that can change from instance from instance.
Table 4: Specification of datasets used for benchmarking
Dataset nc d lx nX nX?
Arabic Digits 10 13 4–93 6600 2200
AUSLAN 95 22 45–136 1140 1425
Char. Traj. 20 3 109–205 300 2558
CMUsubject16 2 62 127–580 29 29
DigitShapes 4 2 30–98 24 16
ECG 2 2 39–152 100 100
Jap. Vowels 9 12 7–29 270 370
Kick vs Punch 2 62 274–841 16 10
LIBRAS 15 2 45 180 180
NetFlow 2 4 50–997 803 534
PEMS 7 963 144 267 173
PenDigits 10 2 8 300 10692
Shapes 3 2 52–98 18 12
UWave 8 3 315 896 3582
Wafer 2 6 104–198 298 896
Walk vs Run 2 62 128–1918 28 16
Datasets details. We use a collec-
tion of multivariate TSC datasets avail-
able from [39] to benchmark our model
as several previous publications report
test set accuracies on this archive that
we can use as baselines, e.g. DTWi
[52], ARKernel [53], SMTS [49], LPS
[50], gRSF [54], mvARF [51], MUSE
[43], MLSTMFCM. [42]. We also in-
clude another two deep learning base-
lines from [40], FCN and ResNet, since
they were found to be the two best per-
forming architectures for TSC in [41]
among a variety of architectures.
Table 4 details the datasets from [39]
that were used for the TSC experiment.
The columns are defined as follows: nc
denotes the number of classes, d the di-
mension of the state space, lx the range
of sequence lengths, nX and nX? re-
spectively denote the number of examples in the prespecified training the testing sets. As pre-
processing, the state space dimensions were normalized to zero mean and unit variance.
Implementation details. The two models, SNLST and FCN-SNSLST, are structured as detailed
on Figure 1, where SNLST only consists of the stacked NLST block, while FCN-SNLST consists of
both the CNN and NLST block. In the CNN block, each convolutional layer is preceded by a time-
embedding layer and succeeded by a batch normalization layer and a ReLU activation. In the SNLST
block, each NLST layer is preceded by a time embedding and a differencing layer and succeeded by
a flattening5 and a batch normalization layer, as motivated in Appendix D.1. Note that in the SNLST
architecture, the first time difference layer has width d+ 1 instead of the 65 in FCN-SNLST.
5By flattening we mean merging all dimensions except the batch and time axes.
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We have additionally reimplemented FCN and ResNet using exactly the same settings and training
methodology as in [40], [41]. FCN is a convolutional network similar to the CNN block in our
model, but with larger layer widths of [128, 256, 128], no time-embeddings and a final final GAP
layer. The ResNet model consists of 3 such CNN blocks, each of 3 convolutional layers with varying
widths, and residual connections in-between. Hence, it is the largest model among the considered
architectures. We implemented all models in Keras using the Tensorflow blackend, while for our
NLST layers we used our own Tensorflow implementation. Code is available at GITHUBAUTHOR.
Table 5: Parameter comparison
Model Trainable parameters
Median Abs. Dev.
SNLST 3.6× 104 1.6× 103
FCN-SNLST 7.9× 104 2.4× 103
FCN 2.7× 105 3.7× 103
ResNet 5.1× 105 2.5× 103
Parameter comparison. Table 5 depicts the median
number of parameters for the deep learning models
and their absolute deviation. We can see that while
SNLST has about half as many parameters as FCN-
SNLST due to the added CNN block in the latter, FCN-
SNLST still has less parameters than FCN by a factor
of 3 as it is a much thinner network. ResNet has the
largest number of parameters with about twice as many
as FCN. The absolute deviation is relatively small for
all as the only source variation is the size of the kernel
in the first layer due to varying state space dimension-
ality. Furthermore, although we did not include MLSTMFCN in the parameter comparison, another
deep learning architecture among the baselines, it is straightforward to see that it has at least as many
parameters as FCN, since it is given by the concatenation of the FCN model with an LSTM layer.
Training details. Here we give details on the training methodology used for our models. The
main model, FCN-SNLST is overall a smaller, but deeper and thinner network than the other deep
learning baselines. It is an empirical observation that such models are more difficult to train than
shallow and wide architectures. In order to be able to use the same architectures on all datasets
without running the risk of overfitting on the smaller datasets, a minibatch size of n = 4 was used
as an implicit regularizer. As optimizer, we employed the SWATS optimizer6 [77], which starts with
Adam [78] and switches to vanilla SGD at an automatically determined switchover point, that in
our experience provided better results than using Adam just by itself and converged faster and more
reliably than SGD. The initial learning rate was set to α = 1 × 10−3, and we employed a learning
rate decay of β = 1/
√
2 after 50 epochs of no improvement in the training loss, and stopping early
after no improvement over 300 epochs, after which the lowest training loss parameter set was used.
The baseline models, FCN and ResNet, were trained with the same methodology as in [40, 41].
Results details. The full table of results are visible in Table 6, where for the models that we have
run ourselves (FCN, ResNet, SNLST, FCN-SNLST), we report the mean and standard deviation
over 5 model trains with different seeds. In Section 4, Figure 2 depicts the box-plot distributions of
classification accuracies and the corresponding critical difference (CD) diagram. The CD diagram
depicts the mean ranks of each method averaged over datasets with a calculated CD region using
the Nemenyi test [44]. For ranking, an average ranking method was used, as opposed to a dense
ranking, which in a group of ties assigns the average rank to all methods. Specifically, such a ranking
method underemphasizes those datasets where most methods achieve a 1.0 classification accuracy.
For the Bayesian signed-rank test [48], the resulting posterior probabilities are compared in Table 1,
Section 4. The posterior distributions themselves are visualized on Figure 5 The region of practical
equivalence (rope) was set to rope = 1 × 10−3, that is, two accuracies were practically equivalent
if they are at most the given distance from each other. For the visualizations and computation of
probabilities, the posteriors were evaluated using n = 105 Monte Carlo samples.
6We used the Keras implementation available at https://github.com/cainmagi/MDNT.
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Table 6: Classifier accuracies on multivariate time series classification datasets with the highest for
each row highlighted in bold.
Dataset SMTS LPS mvARF DTW ARKernel gRSF MLSTMFCN MUSE FCN ResNet SNLST FCN-SNLST
ArabicDigits 0.964 0.971 0.952 0.908 0.988 0.975 0.990 0.992 0.994(0.001) 0.996(0.001) 0.968(0.003) 0.993(0.001)
AUSLAN 0.947 0.754 0.934 0.727 0.918 0.955 0.950 0.970 0.976(0.003) 0.977(0.002) 0.969(0.004) 0.993(0.001)
Char. Traj. 0.992 0.965 0.928 0.948 0.900 0.994 0.990 0.937 0.991(0.001) 0.990(0.002) 0.957(0.005) 0.994(0.001)
CMUsubject16 0.997 1.000 1.000 0.930 1.000 1.000 1.000 1.000 1.000(0.000) 1.000(0.000) 1.000(0.000) 1.000(0.000)
DigitShapes 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000(0.000) 1.000(0.000) 1.000(0.000) 1.000(0.000)
ECG 0.818 0.820 0.785 0.790 0.820 0.880 0.870 0.880 0.852(0.023) 0.858(0.015) 0.842(0.004) 0.860(0.021)
Jap. Vowels 0.969 0.951 0.959 0.962 0.984 0.800 1.000 0.976 0.986(0.003) 0.990(0.004) 0.979(0.001) 0.980(0.002)
Kick vs Punch 0.820 0.900 0.976 0.600 0.927 1.000 0.900 1.000 0.960(0.049) 0.780(0.271) 1.000(0.000) 1.000(0.000)
LIBRAS 0.909 0.903 0.945 0.888 0.952 0.911 0.970 0.894 0.967(0.005) 0.964(0.007) 0.773(0.017) 0.957(0.007)
NetFlow 0.977 0.968 nan 0.976 nan 0.914 0.950 0.961 0.958(0.005) 0.863(0.043) 0.793(0.135) 0.960(0.004)
PEMS 0.896 0.844 nan 0.832 0.750 1.000 nan nan 0.770(0.021) 0.793(0.024) 0.747(0.015) 0.857(0.013)
PenDigits 0.917 0.908 0.923 0.927 0.952 0.932 0.970 0.912 0.968(0.001) 0.964(0.003) 0.954(0.003) 0.953(0.004)
Shapes 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.617(0.100) 0.917(0.091) 1.000(0.000) 1.000(0.000)
UWave 0.941 0.980 0.952 0.916 0.904 0.929 0.970 0.916 0.979(0.001) 0.979(0.001) 0.938(0.003) 0.969(0.002)
Wafer 0.965 0.962 0.931 0.974 0.968 0.992 0.990 0.997 0.989(0.002) 0.986(0.004) 0.981(0.002) 0.989(0.001)
Walk vs Run 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000(0.000) 1.000(0.000) 1.000(0.000) 1.000(0.000)
Avg. acc. 0.945 0.933 0.949 0.899 0.938 0.955 0.970 0.962 0.938 0.941 0.931 0.969
Med. acc. 0.964 0.964 0.952 0.929 0.952 0.984 0.990 0.976 0.978 0.978 0.969 0.991
Sd. acc. 0.059 0.073 0.055 0.111 0.073 0.058 0.039 0.043 0.106 0.075 0.089 0.046
Avg. rank 7.281 7.375 8.214 8.750 7.433 5.500 4.700 5.967 4.906 5.281 6.969 4.281
Med. rank 8.000 7.500 7.750 9.000 6.500 6.250 5.500 5.500 4.750 5.250 6.750 5.000
Sd. rank 3.082 3.122 2.622 3.022 2.441 3.136 2.419 3.259 2.603 3.104 2.356 1.591
Figure 5: Posterior distribution plots of pairwise Bayesian signed-rank test comparisons
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E.2 Generative sequential data imputation
Problem formulation. Imputation of sequential data can be formulated as a problem of generative
unsupervised learning. The input space is given as X = Seq(Rd) and we are given a number of
examples X = (xi)nXi=1 ⊂ Seq(Rd) with xi = (xi,tj )Lij=1. However, now it is not guaranteed that
all coordinates if xi,tj are observed for a given time-point tj . Therefore, we are also given for every
xi ∈ X an additional observation mask mi = (mi,tj )Lij=1 ∈ Seq({0, 1}d), that specifies whether a
given coordinate of xi was observed at time tj or not. The task is then to model the distribution of
the unobserved coordinates given the observed coordinates potentially at different time-points.
Model details. We expand on the GP-VAE [55] model in details. Let x = (xi)i=1,...,L ∈ Seq(Rd)
be a sequence of length L ∈ N. The model assumes that x is noisily generated time-point-wise con-
ditioned on discrete-time realizations of a latent process denoted by z = (zi)i=1,...,L ∈ Seq(Rd′),
pθ(xi|zi) = N (xi | gθ(zi), σ2Id), (119)
where gθ : Rd
′ → Rd is the time-point-wise decoder network parametrized by θ, while σ2 ∈ R
is the observation noise variance. The temporal interdependencies are modelled in the latent space
by assigning independent Gaussian process (GP) priors [58] to the coordinate processes of z, i.e.
denoting zi = (z
j
i )j=1,...,d′ ∈ Rd
′
, it is assumed that zj ∼ GP(m(·), k(·, ·)), where m : R → R
and k : R× R→ R are the mean and covariance functions. The authors propose to use the Cauchy
kernel as covariance function, defined as
k(τ, τ ′) = σ˜2
(
1 +
(τ − τ ′)2
l2
)−1
, (120)
which can be seen as an infinite mixture of RBF kernels, allowing one to model temporal dynamics
on multiple length scales. For the variational approximation [79, 80], an amortized Gaussian [59] is
used that factorizes across the latent space dimensions, but not across the observation times:
qψ(z1, . . . , zL | x1, . . .xL) = qψ(z11 , . . . z1L | x1, . . . ,xL) · · · , qψ(zd
′
1 , . . . z
d′
L | x1, . . .xL) (121)
= N (z11 , . . . , z1L |m1,A1) · · · N (zd
′
1 , . . . , z
d′
L |md′ ,Ad′), (122)
where mj ∈ RL are the posterior means and Aj ∈ RL×L are the posterior covariance matrices
for j = 1, . . . , d′. In general, estimating the full covariance matrices Aj ∈ RL×L from a single
data example x = (x1, . . . ,xL) ∈ Seq(Rd) is an ill-posed problem. To circumvent the curse
of dimensionality in the matrix estimation while allowing for long-range correlations in time, a
structured precision matrix representation is used, such that A−1j = BjB
>
j with Bj ∈ RL×L a
lower bidiagonal matrix, such as in [81, 82, 83], which results in a tridiagonal precision matrix and
a potentially dense covariance matrix.
Training across the whole dataset X = (xi)nXi=1 ⊂ Seq(Rd) is coupled through the decoder and
encoder parameters θ and ψ, and the ELBO is computed as
1
nX
nX∑
i=1
log p(xi) ≥ 1
nX
nX∑
i=1
( Li∑
j=1
Eqψ(zi,j | xi)[log pθ(xi,j | zi,j)] (123)
− βDKL [qψ(zi | xi) ‖ p(zi)])
)
, (124)
where the log-likelihood term is only computed across observed features as was done in [56]. Simi-
larly to β-VAEs [84], β is used to rebalance the KL term, now to account for the missingness rate.
Table 7: Specification of datasets used for imputation
Dataset nc m d Lx nX nX?
HMNIST 10 0.45 28× 28 10 60000 10000
Sprites - 0.6 64× 64× 3 8 9000 2664
Physionet 2 0.82 35 48 3997 -
Datasets details. Table 7 details
the datasets used, which are the
same ones that were considered in
[55]. The columns are defined as:
nc ∈ N denotes the number of
classes if the dataset is labelled,
m ∈ (0, 1) denotes ratio of miss-
ing data, d ∈ N denotes the state
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space dimension of input sequences, LX ∈ N denotes the length of sequences, nX, nX? ∈ N denote
the number of examples in the respective training and testing sets. As is visible, for Sprites no labels
are available, while for Physionet all examples are included in the training set. For HMNIST, the
MNAR version was used, which was found to be the most difficult missingness mechanism in [55].
Experiments details. As depicted in Figure 3, the difference between the original GP-VAE model
and ours is that is that we additionally employ a single bidirectional NLST block (B-NLST) in the
encoder network following the convolutional layer, but preceding the time-distributed dense layers.
The motivation for this is that the original encoder only takes local sequential structure into account
using the convolutional layer. Hence, it does not exploit global information about the sequence,
which might limit flexibility and expressiveness of the encoder network. This limitation can lead to
suboptimal inference, due to the fact that the encoder is not able to represent a rich enough subset of
the variational family of distributions. This is called the amortization gap in the literature [62].
We have thus hypothesized that by incorporating a bidirectional NLST layer into the model that takes
sequential structure into account not only locally, but globally, we can improve the expressiveness of
the encoder network, that can in turn improve on the variational approximation. However, it should
be noted that according to the findings of [62], a larger encoder network can potentially result in
the variational parameters being overfitted to the training data, and can degrade the generalization
on unseen data examples. Therefore, the main question is whether increasing the expressiveness
of the encoder will improve the quality of the variational approximation on both seen and unseen
examples, or will it lead to overfitting to the seen examples?
Another interesting question that we have not considered experimentally, but could lead to improve-
ments is the following. The time-point-wise decoder function assumes that d′ ∈ N is large enough,
so that z ∈ Seq(Rd′) is able to fully represent x ∈ Seq(Rd) in a time-point-wise manner including
its dynamics. Although in theory the GP prior should be able to learn the temporal dynamics in the
latent space, this might again only be possible for a large enough latent state size d′. In practice, it
could turn out to be more efficient to use some of the contextual information in the decoder network
as well, either locally, using e.g. a CNN, or globally, using e.g. NLST layers or RNNs/LSTMs.
Implementation details. For the implementation of the GP-VAE, we used the same one as in [55],
which implements it using Keras and Tensorflow. The B-NLST layer used our own implementation
based on the same frameworks. The hyperparameters of the models, which are depicted in Appendix
A in [55], were left unchanged. The only change we concocted is the B-NLST layer in the encoder
network as depicted in Figure 3. The width of the B-NLST layer was set to be the same as the
convolutional layer, and M = 4 tensor levels were used. The parametrization of the low-rank
weight tensors in B-NLST used the independent formulation as discussed in Appendix D.2.
We also made a simple change to how the data is fed into the encoder. In the original model,
the missing values were imputed with 0, while we instead used the forward imputed values. This
was necessary due to the difference operation preceding the B-NLST layer in Figure 3. With the
zero imputation, the coordinates with missing values exhibited higher oscillations after differencing,
while with forward imputation the missing values were more well-behaved. A simple way to see this
is that, if there were no preprocessing and convolutional layers in Figure 3 preceding the difference
block, then this step would be equivalent to imputing the missing values with zero after differencing.
Results details. Table 2 shows the achieved performance on the datasets with our enhanced model
GP-VAE (B-NLST) compared against the original GP-VAE [55] and the same baselines. We can
observe that just simply increasing the expressiveness of the encoder did manage to improve on the
results in almost all cases. The only case where no improvement was observable is Sprites, where
the GP-VAE already achieved a very low MSE score of MSE = 2× 10−3.
To gain some intuition whether the lack of improvement on Sprites was due to the GP-VAE’s per-
formance already being maxed out, or there was some other pathology in the model, we further
investigated the Sprites dataset and found a bottleneck in both the original and enhanced GP-VAE
models. Due to the high dimensionality of the state space of input sequences, d = 12288, the width
of the first convolutional layer in the encoder network was set to h = 32 in order to keep the number
of parameters in the layer manageable and be able to train the model with a batch size of n = 64,
while all subsequent layers had a width of h′ = 256. Thus, to see if this was indeed an informa-
tion bottleneck, we increased the convolution width to h = 256 and decreased the batch size to
32
n = 16, with all other hyperparameters unchanged. Then, we trained using this modification both
the baseline GP-VAE and our GP-VAE (B-NLST) five times on the Sprites datasets. The achieved
MSE scores were (i) GP-VAE (base): MSE = 1.4× 10−3 ± 4.1× 10−5, (ii) GP-VAE (B-NLST):
MSE = 1.3×10−3±4.9×10−5. Therefore, the smaller convolutional layer was indeed causing an
information bottleneck, and by increasing its width to be on par with the other layers in the encoder,
we managed to improve the performance of both models. The improvement on the GP-VAE (B-
NLST) was larger, which can be explained by the observation that lifting the information bottleneck
additionally allowed the benefits of the B-NLST layer to kick in, as detailed previously.
To sum up, we have empirically validated the hypothesis that capturing global information in the
encoder was indeed beneficial, and managed to improve on the results even on unseen examples in
all cases. The experiment as a whole supports that our introduced NLST layers can serve as useful
building blocks in a wide range of models, not only discriminative, but also generative ones.
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