Abstract. In this paper, the nonlinear Thomas-Fermi equation for neutral atoms by using the fractional order of rational Chebyshev functions of the second kind (FRC2), FU α n (t, L), on an unbounded domain is solved, where L is an arbitrary parameter. Boyd (Chebyshev and Fourier Spectral Methods, 2ed, 2000 ) has presented a method for calculating the optimal approximate amount of L and we have used the same method for calculating the amount of L. With the aid of quasilinearization and FRC2 collocation methods, the equation is converted to a sequence of linear algebraic equations. An excellent approximation solution of y(t), y (t), and y (0) is obtained.
Introduction
In this section, the introduction of numerical methods used for solving equations in unbounded domains is expressed. Furthermore, the mathematical model of Thomas-Fermi equation is introduced.
The problems on unbounded domains
There are several numerical methods for solving differential equations on unbounded domains, such as:
1. Finite difference method (FDM): One of the oldest and the simplest methods for solving differential equations is using the FDM approximations for derivatives. The FDMs are in a class of the discretization methods [2] .
Finite element method (FEM):
One of the important methods used for solving the boundary value problems for partial differential equations is the finite element method [2] .
3. Meshfree methods: Meshfree methods are those that do not require a connection between nodes of the simulation domain, i.e. a mesh, but are rather based on the interaction of each node with all its neighbors [3] . The use of Radial Basis Functions (RBFs) in meshless methods is very common in solving differential equations [4, 5] . This approach has recently received a great deal of attention from researchers [6, 7] .
Spectral methods:
Several approaches in Spectral methods have been proposed for solving the problems on unbounded domains:
(a) Using functions such as Hermite, Sinc, Laguerre, and Bessel functions that are defined on the unbounded domains. This approach investigated by Parand et al. [8, 9] , Funaro & Kavian [10] , and Guo & Shen [11] .
(b) Mapping an unbounded equation to a bounded equation. Authors of [12, 13] have applied this approach in their works. (d) Mapping the bounded basic functions to the unbounded basic functions. In this approach, the basic functions on a bounded domain convert to the functions on an unbounded domain. For example, Boyd [16] introduced a new spectral basis, called rational Chebyshev functions, on the unbounded domain by mapping on the Chebyshev polynomials, and also in Refs. [17, 18, 19] . There are three important mappings for this approach:
(A) Algebraic mapping: basic functions on a bounded domain t ∈ [a, b] by using the transformation of t = bx+aL x+L convert to functions on an unbounded domain x ∈ [0, ∞), where L is an arbitrary parameter [21] . In this paper, a Spectral method is introduced to solve unbounded problems by using the fractional order of rational Chebyshev orthogonal functions of the second kind.
The Thomas-Fermi equation
The Thomas-Fermi equation is an important nonlinear singular differential equation which is defined on semi-infinite domain [22, 23] :
The nonlinear Thomas-Fermi equation appears in the problem of determining the effective nuclear charge in heavy atoms, therefore, many great scholars were considered it, such as Fermi [24] , Feynman (physics) [25] , and Slater (chemistry) [26] .
The initial slope y (0) is difficult for computing by any means and plays an important role in determining many properties of the physical of ThomasFermi atom [27] . It determines the energy of a neutral atom in Thomas-Fermi approximation:
where Z is the nuclear charge. For these reasons, the problem has been studied by many researchers and has been solved by different techniques where a number of them are listed in Table 1 , in this table, the calculated value of y (0) by researchers is shown.
The rest of the paper is constructed as follows: the FRC2s and their properties are expressed in section 2. The methodology is explained in section 3. In section 4, results and discussions of the method are shown. Finally, a conclusion is provided.
2 Fractional order of rational Chebyshev functions of the second kind
In this section, the definition of the fractional order of rational Chebyshev functions of the second kind (FRC2s) and some theorems for them is provided.
The FRC2s definition
Using some transformations, some researchers have generalized the Chebyshev polynomials to semi-infinite or infinite domains, for example the rational Chebyshev functions on the semi-infinite domain [28] , the rational Chebyshev functions on an infinite domain [1] , and the generalized fractional order of the Chebyshev functions (GFCF) on finite interval [0, η] [29, 30, 31] are introduced by using transformations
, and x = 1 − 2( t η ) α , respectively. In the proposed work, by new transformation x = t α −L t α +L , L > 0 on the Chebyshev polynomials of the second kind, the fractional order of rational Chebyshev functions of the second kind on domain [0, ∞) is introduced, which is denoted
where L is a numerical parameter. The FU α n (t, L) can be calculated by using the following relation:
and we can also calculate:
where
Approximation of functions
Any function of continuous and differentiable y(t), t ∈ [0, ∞), can be expanded as follows:
where the coefficients a n can be obtained by:
In the numerical methods, we have to use first (m + 1)-terms FRC2s and approximate y(t):
, has precisely n real simple zeros on the interval (0, ∞) in the form
Proof. Chebyshev polynomial of the second kind U n (x) has n real simple zeros [1] :
Therefore U n (x) can be written as
Using transformation x = (t α +L) 3 as follows:
where δ mn is the Kronecker delta.
Proof. The Chebyshev polynomials of the second kind U n (x) are orthogonal as [1] :
Now, by using transformation x = t α −L t α +L , L > 0 on the integral, the theorem can be proved.
The methodology
The quasi-linearization method (QLM) based on the Newton-Raphson method has introduced by Bellman and Kalaba [32, 33] . Some researchers have used this method in their works [34, 35, 36, 37] .
Occasionally the linear ordinary differential equation that gets from the QLM at each iteration does not solve analytically. Hence we can use the Spectral methods to approximate the solution.
The QLM for Thomas-Fermi equation (1) is as follows:
where n = 0, 1, 2, 3, · · · . The QLM iteration requires an initialization or "initial guess" y 0 (t). We assume that y 0 (t) ≡ 1, i.e. the initial guess satisfies in the boundary condition at zero. Mandelzweig and Tabakin in Ref. [38] have shown that if the initial function is true in one of the conditions of (8) then the QLM is convergent.
Baker has shown that the solution of Eq. (1) is generated by the powers of t 1 2 as follows [39] : 
for this reason, in Eq. (3), we assume that α = 1 2 . We apply the FRC2s collocation method to solve the linear ordinary differential equations at each iteration Eq. (7) with boundary conditions (8) .
Approximation of functions y n+1 (t) by using Eq. (5) is shown by y m,n+1 (t). Now, for applying the collocation method, we construct the residual function for the Thomas-Fermi equation by substituting y m,n+1 (t) for y(t) in Eq. (1):
In this study, the roots of the FRC2s in the semi-infinite domain [0, ∞) (Theorem 1) have been used as collocation points. Also, consider that all of the computations have been done by Maple 2015.
Boyd in Ref. [1] has provided the method of the experimental trial-and-error for calculating the approximation of the optimal value of L:
"The experimental trial-and-error method (Optimizing infinite Interval Map Parameter) (Page 377 in Ref. [1] ): Plot the coefficients a i versus degree on a log-linear plot. If the graph abruptly flattens at some m, then this implies that L is TOO SMALL for the given m, and one should increase L until the flattening is postponed to i = m."
It must be noted that the optimal value of L is dependent on m. [32] and Mandelzweig & Tabakin [38] proved the convergence of the QLM. Let δy n+1 (t) ≡ y n+1 (t) − y n (t), then it can show that δy n+1 ≤ k δy n 2 where k is a positive real constant [38] . Therefore, the convergence rate is of the order of 2, i.e. O(h 2 ). We can also obtain for (n + 1)-th iteration:
Furthermore, it can be hoped that even if the initial guess is not appropriate, then after a while the solution converges [32] .
Results and discussion
Calculating the amount of y (0) of Thomas-Fermi potential is very important for determining many physical properties of Thomas-Fermi atom.
Comparison of methods: Zaitsev et al. [40] showed that the Adams-Bashforth and Runge-Kutta methods to solve this equation on unbounded domains are ill-conditioned, hence, researchers have used the methods of numerical and semi-analytical for solving the equation, and some researchers can calculate very good solutions. For example, authors of [55, 57, 58, 59, 60, 61, 64, 68, 70] used the analytical methods for solving the equation and Amore et al. [68] were able to calculate the best solution using Pade-Hankel method, correct to 26 decimal places. Authors of [54, 56, 62, 63, 65, 66, 67] used the numerical methods for solving the equation and Parand & Delkhosh [73] were able to calculate the best solution using the combination of the quasilinearization method and the fractional order of rational Chebyshev collocation method, correct to 37 decimal places. In numerical methods, there is usually a numerical arbitrary parameter which selected by authors. Such as, in [54] the parameter is chosen 0.258497 to accuracy 10 −6 , in [56] is chosen 0.93799968 to accuracy 10 −8 , in [63] is chosen 0.62969503 to accuracy 10 −6 , in [65] is chosen 0.0958885 to accuracy 10 −7 , and in [67] is chosen 1.588071 to accuracy 10 −7 . Here we choose L = 21 to accuracy 10 −37 . Table 1 presents some of the calculated values of y (0) of Thomas-Fermi potential by some researchers. It is clear that some researchers were able to calculate good solution and accuracy. The last three rows present the best solution obtained by the present method for different values of m. Table 2 presents the absolute errors in the calculation of y (0) for different values of m and the obtained results are compared with the best solution calculated in Ref. [73] . Tables 3 and 4 present the obtained results of y(t) and y (t) by the present method for different values of t. 
Conclusion
In this paper, the combination of the methods of the quasilinearization and the FRC2s collocation is used for constructing an approximation of the solution of the nonlinear singular Thomas-Fermi equation on unbounded domain. The present method has several advantages. For example, for the first time, the fractional order of rational Chebyshev functions of the second kind (FRC2s) has been introduced as a new basic for Spectral methods. The fractional basis were used to solve an ordinary differential equation and this provides an insight into an important issue. The roots of the FRC2s are used on unbounded domain [0, ∞) as collocation points for solving Thomas-Fermi equation and the problem does not convert to a bounded domain. Some researchers solved the equation by changing the variables in this equation [58, 62] 
