Introduction
The purpose of this paper is to introduce basic concepts, as of yet unknown, that are fundamental in the examination of composite moduli, while avoiding the notoriously difficult problem of prime-factorization. We introduce a new class of numbers, called the set of idempotent numbers, that is unavoidable when researching composite moduli. Among many interesting results, we give generalizations of well-known theorems and definitions, such as the Euler-Fermat Theorem and the concept of primitive roots. We consider the generalization of the equivalence condition for the solvability of a binomial congruence to be the main result of our paper.
The paper is organized into sections of definitions, theorems, and notes. We intended to include every single result known to us regarding idempotent numbers, so as to propagate any further research that may be done on the subject by other authors. We provide basically no references, since we were unable to find any, on this particular part of Number Theory. Some of the simpler results however, may be known to group theorists, or may be found among exercises in textbooks. Since we publish all of our results, it is no surprise that the reader may find incomplete lines of thought within the network of theorems. We welcome and surely appreciate any helpful comments and papers that would be related to them.
Many of our notes in this paper are meant to provide insight to the reader into our aims of research currently in progress. As we have formerly mentioned, the paper itself is concerned with revealing all the known implications of the existence of a set, called the set of idempotent numbers, modulo a composite number.
In the next section, we provide definitions and notations, which will be used throughout the paper.
In the section "Idempotent Numbers", we give results which show the fundamentality of this set, whenever we wish to explore the hazy structure of composite moduli. We also give a generalization of the definition of order, based on our generalization of the well-known Euler-Fermat Theorem.
In the section "Normal Numbers", we define a set, which has quite a hazy structure, although not as much as the whole of Z m .
In the section "Regular Numbers", we introduce the nicest and most general set, that one can work with, when examining composite moduli. We are going to show many properties for this set, that have only been known so far for its subset of reduced residues, and we will also partition it into subsets of Abelian groups. We also give several other definitions and results, to the best of our knowledge, as of yet unknown.
The next section is the most important one, since it contains the main result of this paper, which is an equivalence condition for the solvability of a binomial congruence, to the greatest degree of generality, we could hope to reach. This condition is currently difficult to calculate in practice.
The next section generalizes the well-known definition of primitive roots to composite moduli. It includes only a few results, which implies that it needs the most intensive level of research, since we believe that revealing the structure of generalized primitive roots, shall also solve the problem of calculating the condition we have spoken of above.
The section "Number Theoretic Functions", introduces functions defined through definitions of previous sections, all of them containing the idea of idempotent numbers.
The set of idempotent numbers shows interesting algebraic properties, as revealed in the next section. Some nice operators may be defined over its elements, which are analogous to operators known from Set Theory. We will also show that idempotent numbers form a commutative ring.
Our last section, entitled "Second-Degree Polynomials", discusses their sets of solutions, and in some special cases, characterizes them as well, with the use of idempotent numbers.
Basic Definitions
Let N denote the set of whole numbers greater than or equal to 1. By "number" we will mean any whole number. In the entire paper, let m denote a fixed integer, and let
i , p i prime, p i < p i+1 , α i ∈ N ∪ {0}, i ∈ N be the prime-factorization of m. This m is said to be square-free if α i ≤ 1 for all i ∈ N.
ω(m) := |{i ∈ N : α i > 0}|.
We shall call m a weakly even number, if p 1 = 2 and 0 ≤ α 1 ≤ 2. Furthermore, we shall call m a barely even number, if p 1 = 2 and α 1 = 1.
Let ⇒ denote logical inference. Let "iff" mean logical equivalence, or "if and only if", and let it be denoted by ⇔. Let ∃ denote existence (∃! meaning "exists exactly one"), and ∀ the logical term "for all". Let (a, b) denote the greatest common divisor of the numbers a and b. Also, in case of A ⊂ N, let gcd(a : a ∈ A) denote the greatest common divisor of all the elements in A. Let [a, b] denote the least common multiple of the numbers a and b. Also, in case of A ⊂ N, let lcm(a : a ∈ A) denote the least common multiple of all the elements in A. In case of an integral vector a ∈ N n , n ∈ N, let [a] denote the least common multiple of the coordinates of a. Let ϕ(m) denote the number of integers relatively prime to, and not exceeding m.
(Note that if m is weakly even, then the maximal order modulo m is ψ(m).)
Regarding other basic notations and theorems on congruences, see [1] .
Idempotent Numbers Definition 3.1 A number e is said to be idempotent modulo m, if
Let E m denote the subset of idempotent numbers in Z m .
We will mostly denote an idempotent number by e. The notation comes from the first letter of the Hungarian word for "unit", since there may be defined groups in Z m , with their units being idempotent numbers modulo m. If m has only one prime factor, then E m = {1, m}.
Proof Let i ∈ N be a fixed number, and α i > 0. There are two possibilities. 
In both cases 1. and 2., we have
Proof The proof goes the same way as above, by changing each ϕ(m) to ψ(m).
Many interesting facts follow from the two theorems above. One is that every polynomial is equivalent to a polynomial of degree less than or equal to 2ψ(m) − 1 (modulo m).
Proof This fact may be proven the same way as Theorem 3.1, by considering that
Proof From the proof of Theorem 3.1, we see that a number is idempotent modulo m iff it is congruent to either 0 or 1 modulo each of the prime power divisors of m. From this fact, our theorem follows quite clearly, by the application of the Chinese Remainder Theorem (see [1] ).
be the prime-factorization of
. We see that β i = 0 iff p
Without hurting generality, we may suppose that p i are ordered so that for some n ∈ N we have β i > 0 if 1 ≤ i ≤ n and β i = 0 if i > n. Let
This way we have for all e ∈ E m that
and ke ≡ 0 (mod m 2 ). So by the Chinese Remainder Theorem and Theorem 3.4 we have
Definition 3.2 For a ∈ Z, let its order modulo m to be the smallest n ∈ N for which a n ∈ m E m . Let |a| m denote this n.
Furthermore, let the inverse of a be denoted as The existence of the above n is guaranteed by Theorem 3.1.
Theorem 3.7 If for some
so we have that a n ∈ m E m .
Proof This follows from the fact that a number is idempotent modulo m iff it is congruent to either 0 or 1 modulo each of the prime power divisors of m.
Problem 3.1 Defining the sequence of numbers (a n ) ∞ n=1 recursively with a 0 := 1, a n := 42 a n−1 (n ∈ N) Note that the above problem may be solved in other ways as well. I decided to include it in our discussion, because this idea of a solution made me realize the importance of idempotent numbers when discussing composite moduli, and it also gave me incentive to investigate composite moduli from the viewpoint of idempotent numbers, starting the research which resulted in this paper.
Normal Numbers
Definition 4.1 a ∈ Z is said to be normal modulo m if the following logical inference holds 
Proof First, let us suppose that a ∈ Z m is normal. Then
Now, if the inference holds, with l := |a| m we have that a is normal.
Proof By Theorem 3.8, for k ∈ N we have
We also see from above that a is normal modulo m.
Theorem 4.4 If
.
Proof The first statement follows from Theorem 4.5. The second statement follows from Theorems 4.5 and 4.4 since
The case of a ∈ E m is trivial. We will apply this simple fact in our next theorem.
Regular Numbers
Proof First, let us suppose that R m = Z m . Then for all i : α i > 0 we have
Proof We need to show that for all a ∈ R m , if
Let us suppose that r > 0. Then we have
so a r ∈ m E m , which is a contradiction by Definition 3.2.
Proof If a ∈ R e m then a ≡ e · a (mod m) which is obviously in the set on the right-hand side. Now if a ∈ Z m is such that a ϕ(m) ≡ e (mod m), then multiplying this congruence by ea we have (ea)(ea)
Theorem 5.4 For all
from which we have our first congruence. The second one follows easily, by multiplying both sides by a ϕ(m) .
From Theorem 5.2, and the definition of normal numbers, we have that ϕ(m)
Note that based on our previous theorem, we may define the function
which has the property
Theorem 5.5 A number a ∈ Z m is regular iff the following logical inference holds
Let i ∈ N be such that α i > 0, and suppose that p i | a. Then as in the proof of Theorem 3.1, we have
Now, let us suppose that the inference holds. Let i ∈ N be such that α i > 0. There are two possible cases.
p i a
In this case we have (a, p
From these two cases we have that a ∈ R m .
Theorem 5.6 A number a ∈ Z m is regular iff the following equivalence holds
a k ≡ a l (mod m) ⇔ k ≡ l (mod |a| m ) (k, l ∈ N).
It is also true that if a ∈ Z m is regular, then the following equivalence holds
Proof Let us first suppose that a ∈ Z m is regular. The ⇒ part of the equivalence follows from Theorems 4.1 and 5.2. The ⇐ part is also true, since if l ≥ k and k ≡ l (mod |a| m ), then for some q ≥ 0, we have l = k + q|a| m , so
where the last congruence holds, because a is regular. Let us now suppose that the equivalence holds. Then, with k := |a| m + 1, l := 1, we have that a is regular. The second equivalence follows easily from the first.
Theorem 5.7 A number a ∈ Z m is regular iff there exists some n > 1 such that a n ≡ a (mod m).
Proof First, let us suppose that such an n exists. Then by Theorem 3.7 we have a n−1 ∈ m E m , from which a n−1 ≡ a |a|m (mod m) follows by the application of Theorem 3.6. So, by multiplying this congruence by a, we get our desired result. Now, supposing that a is regular, we may take n := |a| m + 1.
Proof The first equivalence follows clearly from Theorem 5.5. Using this, and the fact that
we get the second equivalence.
Proof Follows from Theorem 4.7.
Proof We will prove the equivalence using Theorem 5.5. Let us suppose that m 1 and m 2 have prime-factorizations
Then we have that
so we have that a ∈ R m . Now, let us suppose that a ∈ R m . By Theorem 3.8, for k ∈ N we have We advise the reader to observe throughout our paper, that in many cases it is sufficient to examine the set R 
Theorem 5.12 For
Furthermore,
Proof Follows from Theorem 5.10. The formula for |R m | follows from the fact that for 
Proof The first statement is equivalent to saying that a n |a|m (n,|a|m)
which by Theorem 5.6 is equivalent to
− n = 0), and this congruence obviously holds. In the omitted case
So for some k ∈ N, we have
For the second property, we can distinguish four different cases (for nonzero exponents). Case of i, j < 0:
Case of j < |i|:
where the last congruence is true with the application of the previous case.
(a
So by the unicity of the inverse (Theorem 5.13), we have
Case of i, j > 0 is trivial. Case of i > 0, j < 0 is similar to the case of i < 0, j > 0. 
Theorem 5.16 Let
Without hurting generality, we may suppose that there exist x, y ≥ 0 such that (n, k) = nx − ky. So we have
with the application of Theorem 5.15. Now, let us suppose that
The proof is similar for b k ∈ m c m .
It is also true that b Dm(b,c) ∈ m c m and
Proof By Theorem 5.16 and with induction, we have b
and from this it follows that D
So by the property now proven, we also have that
So we have
Proof We first prove the second property.
The first property follows from the second one. Now, we prove the third one.
We get |a| m | |b| m the same way. and from
where the numbers above have the properties
Then we have
So by Theorem 5.19
, Kn 1 n 3 ) = 1, and 
So ∃l ∈ N : kl ≡ n (mod |a| m ), which implies a
It is easy to find numbers m ∈ N, a, b ∈ N m for which the theorem above does not hold. 
Proof Follows easily from Theorem 5.22. 
Also, for any n ∈ N, (n, |a| m ) = 1, we have a n ∈ m a m = b m . Now, let us suppose that |a| m = |b| m and there exists some n ∈ N such that (n, |a| m ) = 1 and a n ∈ a) .
Proof The first, second, and third relations follow trivially from Theorem 5.17. To prove the fourth relation, for any k ∈ N we see that
To prove the fifth relation, a, b) .
Proof The first and second relations are trivial. The first inference follows from Theorem 5.29, and the second is trivial. Now, to prove the fifth relation,
we have
. 
Proof Let b ∈ R m be such that ∃ind 
The difficulty of the verification of the condition
lies within the calculation of ω m (a). So I believe that the examination of the mapping m → ω m (a) is probably the most logical direction, research on this subject should take. Let us look at some immediate corollaries of our theorem.
Proof The equivalence follows trivially from our previous theorem, since
Proof Our theorem follows from Theorem 5.16, and the fact that
We now look at a necessary and then a sufficient condition for the solvability of a binomial congruence modulo m.
Theorem 6.4 For
Proof Let the solution of the binomial congruence, be denoted by x 0 . Then
Proof If the conditions above are satisfied, then for some l ∈ Z |b|m , we have kl ≡ ind m b a (mod |b| m ). So since b ∈ R m , we have
We now look at some special solutions of a binomial congruence.
Next, we examine the number of solutions of a binomial congruence.
, where a |a|m ≡ e (mod m). 
Then we have that
and for i = j we have x
which is a contradiction. So we have that |S Which contradicts the maximality of |b| m = ω m (a). Now, to prove the second part, take any g ∈ G m . It is trivial, that g ∈ Ω m (g).
Note that our theorem implies the nonemptyness of G m .
Theorem 7.2 For
Proof To prove the ⇒ part of the equivalence
Now, if we suppose that (n, |g| m ) = 1, then there exists some k ∈ N such that nk ≡ ind
So g n ∈ m Ω m (a).
Theorem 7.3
For a ∈ R m the following equivalence holds
Proof Follows from our previous theorem.
Proof Let us suppose indirectly, that g / ∈ G m . This means that there exists some h ∈ R m and n ∈ N, such that |h| m > |g| m , and h n ≡ g (mod m). This implies that (n, |h| m ) > 1, and for i ∈ {1, 2}
So combining the two we get
which is a contradiction.
Our theorem above sheds some light on the still hazy structure of G m .
The inequality ω m (a) ≤ ω m (b) may be proven in the same way.
The theorem above shows, that in our quest of finding an easy method for the calculation of the function ω m , it would be worth examining the equivalence classes according to the relation ∼ m . It also implies that if a number is equivalent to a gen. primitive root, then it is a gen. primitive root as well. Therefore, it would also be worth examining the structure of G m and Ω m (a), partitioned according to our equivalence relation.
Number Theoretic Functions
In this section, we shall examine some functions, along with some of their properties, emerging from the discussions above.
and we shall denote it as f ∈ M. We will say that f is quasimultiplicative, if for all
and we shall denote it as f ∈ QM. We will say that f is division-invariant, if the following inference holds for all a, b
and we shall denote it as f ∈ DI. Lastly, we will say that f is prime-power divisioninvariant, if for all primes q and
and we shall denote it as f ∈ DI p α .
Note that the functions ψ (by our theorem below), m → |a| m (with domain {m ∈ N : a ∈ m N m }), a → (a, b) are quasimultiplicative. We suspect, that for most (if not all) quasimultiplicative functions, there exists some quick algorithm for their computation. The basis of this conjecture is that the well-known Euclidean Algorithm computes the function a → (a, b) ∈ QM. Furthermore, it is also possible, that the computation of most multiplicative functions relies heavily on prime-factorization; that is, their computation is mostly equivalent to prime-factorization, in terms of speed.
Theorem 8.1 For any
Then f ∈ QM.
Proof Take a, b ∈ D(f ), with prime-factorizations a = i∈N p
It is interesting to ponder the question whether there would exist such a g for all f ∈ QM.
Proof First, let us suppose that f ∈ QM, and take a, b
Now, suppose that the right hand side of the equivalence holds. Let a, b ∈ D(f ) and n i , k i ∈ N (i = 1, 2, 3) be such that
Such decompositions exist, and are easy to find, by looking at the prime factorizations of a and b. So we have [a, b] = k 1 n 2 n 3 k 3 , and
Now, suppose that the right hand side property is what holds for f . Then for any a, b
Theorem 8.4 If f ∈ QM is injective, then the following equivalence holds
Proof If f ∈ QM, then by Theorem 8.2, we have the ⇒ part of the equivalence. Now,
Definition 8. 2 For e ∈ E m , k ∈ N, let us define the following sets
Note that by Theorem 6.8 we have that Proof By the application of Theorem 5.11, we have the first statement of the theorem. So, this result shows that it is enough to prove the multiplicativity of our functions for the case of e = 1. Let k 1 , k 2 ∈ N be such that (k 1 , k 2 ) = 1 and r 
For simplicity's sake, let us suppose that
Since m is weakly even, we know that for all moduli p 
). Now, with the above facts, and the Chinese Remainder Theorem in mind, we have the following
. The multiplicativity of the function ρ 1 m , may be shown similarly. All we need to do, is change some equality signs to division signs, as follows,
So the theorem above, tells us, that if m is weakly even, then it is enough to determine r 
Theorem 8.6
Supposing that m is weakly even, β ∈ N, q ∈ N is prime, q β | ψ(m), n = ω(m), and without hurting generality, we may also suppose that for some δ ∈ (N ∪ {0})
Proof The first relation may be proven in the following manner, by considering the ideas that follow from m being weakly even, like in the proof of the previous theorem,
The second relation is quite trivial. The third one follows from the first and the second.
Theorem 8.7 If m is weakly even, then
Proof First, let us examine the case of m = p α , α ∈ N, p is prime, and there exists a primitive root modulo p α , and k = q β , q prime, β ∈ N. Then, for some r ∈ N, we have ϕ(p α ) = q δ r, q r, so by our previous theorem, we get
The general case follows quite trivially, through the Chinese Remainder Theorem. Proof Follows easily from our previous theorem.
Proof Let us group the elements of k R e m into equivalence classes, according to the equivalence relation of Definition 5.5. By Theorem 5.31, we have that each equivalence class has ϕ(k) elements, so the number of equivalence classes is
. Each representative of an equivalence class, has an orbit consisting of k elements, so we see that the above relation holds. 
Proof
(ae + bē)(ce + dē) ≡ (ac)e + (ad)eē + (bc)ēe + (bd)ē ≡ (ac)e + (bd)ē (mod m).
The second identity follows from the first one. Proof Follows trivially from our previous theorem.
Definition 9.2 Let B m denote the set
For e ∈ E m define B m (e) := {k ∈ B m : k | e}. 
Considering the properties above, we see that an isomorphism may be defined between E m and the class of subsets of any finite set, which has ω(m) elements.
Theorem 9.4
The structure E m ; {1, −1 , •} is an Abelian group, where each element is of order two.
Proof First, we will show that for all e 1 , e 2 ∈ E m , there exists one and only one e 3 ∈ E m such that e 1 = e 2 • e 3 . Let us take any e ∈ E m . Then e 2 • e ≡ē 2 − (ē 2 − e 2 )e (mod m) and (ē 2 − e 2 , m) = 1 since (ē 2 − e 2 ) 2 ≡ 1 (mod m). So by Theorem 3.5 we have 
Theorem 9.6
The structure E m ; {•, ⊗} is a commutative ring, with • being "addition" and ⊗ being "multiplication".
Proof Follows from our previous two theorems.
We see that because of the isomorphism that exists between E m and the subsets of a finite set, the above theorem states the well-known fact from Set Theory, that the subsets of a set form a commutative ring with respect to the operators ∩ and . Note that the first and second lines of identities show that • behaves somewhat like multiplication. In our upcoming theorems, we will prove properties of ⊗ which show that it may behave in a sense both like multiplication and addition. Proof The first four lines of properties, are quite trivial. The fifth property may be proven via induction, using the associativity of ⊗. The sixth and seventh lines are quite trivial calculations as well.
Our next theorem shows a peculiar property of ⊗, in which it behaves both like addition and multiplication. In fact, the second property sheds light on the double nature of this operator. Proof With the notation above, we have that our equation is equivalent to the equation (x − r 2 )(x − (−r 2 )) ≡ 0 (mod m). Now, since r 
