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Abstract
Anderson acceleration (AA) is a popular method for accelerating fixed-point itera-
tions, but may suffer from instability and stagnation. We propose a globalization
method for AA to improve its stability and achieve global and local convergence.
Unlike existing AA globalization approaches that often rely on safeguarding opera-
tions and might hinder fast local convergence, we adopt a nonmonotone trust-region
framework and introduce an adaptive quadratic regularization together with a tai-
lored acceptance mechanism. We prove global convergence and show that our
algorithm attains the same local convergence as AA under appropriate assumptions.
The effectiveness of our method is demonstrated in several numerical experiments.
1 Introduction
In applied mathematics, many problems can be reduced to solving a nonlinear fixed-point equation
g(x) = x, where x ∈ Rn and g : Rn → Rn is a given function. If g is a contractive mapping, i.e.,
‖g(x)− g(y)‖ ≤ κ‖x− y‖ ∀ x, y ∈ Rn,
where κ < 1, then the iteration xk+1 = g(xk) is ensured to converge to the fixed-point of g by
Banach’s fixed-point theorem. Anderson acceleration (AA) [2, 44, 3] is a technique for accelerating
the convergence of such an iterative process. Instead of using xk+1 = g(xk), it generates xk+1 as an
affine combination of the latest m+ 1 steps. Specifically, it first solves an optimization problem
min
α
∥∥∥f(xk) +∑m
i=1
αi(f(x
k−i)− f(xk))
∥∥∥2 , (1)
where f(x) := g(x) − x denotes the residual function and α = (α1, ..., αm)T ∈ Rm are the
combination coefficients to be optimized. Then using a solution α∗ to (1), AA generates xk+1 via:
xk+1 = βk
(
g(xk) +
m∑
i=1
α∗i (g(x
k−i)− g(xk))
)
+ (1− βk)
(
xk +
m∑
i=1
α∗i (x
k−i − xk)
)
. (2)
The parameter βk is typically set to zero and we will assume such conventional setting in this paper.
AA was initially proposed to solve integral equations [2] and has gained popularity in recent years for
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accelerating fixed-point iterations [44]. Examples include tensor decomposition [37], linear system
solving [30], and reinforcement learning [16], among many others [23, 6, 1, 46, 26, 25, 28, 21, 48].
On the theoretical side, AA has been shown to be equivalent to a quasi-Newton method for finding a
root of the residual function [12, 14, 33]. A local convergence analysis of AA for general nonlinear
problems was first given in [41, 40], although the provided convergence rate is no faster than the
original iteration. More recent analysis in [11] shows that AA can indeed accelerate the local linear
convergence of a fixed-point iteration.
AA can suffer from instability and stagnation [29, 34]. Different techniques have been proposed to
improve its stability or to achieve convergence. For example, safeguarding checks were introduced
in [26, 48] to only accept an AA step if it meets certain criteria, but without theoretical guarantee for
convergence. Another direction is to introduce regularization to the problem (1) for computing the
combination coefficients. In [15], a quadratic regularization is used together with a safeguarding step
to achieve global convergence of AA on Douglas-Rachford splitting, but there is no guarantee that
the local convergence is faster than the original solver. In [34, 35], a similar quadratic regularization
is introduced to achieve local convergence, although no global convergence proof is provided.
As far as we are aware of, none of the existing approaches can guarantee both global convergence
and accelerated local convergence of AA. In this paper, we propose a novel AA globalization scheme
that achieves these two goals simultaneously. Specifically, we apply a quadratic regularization
with its weight adjusted automatically according to the effectiveness of the AA step. We adapt the
nonmonotone trust-region framework in [42] to update the weight and to determine the acceptance
of the AA step. Our approach can not only achieve global convergence, but also attains the same
local convergence rate as the one given in [11] for AA without regularization. Furthermore, our local
results also cover applications where the mapping g is nonsmooth and differentiability is only required
at a target fixed-point of g. To the best of our knowledge, this is the first globalization technique for
AA that achieves the same local convergence rate as the original AA scheme. Numerical experiments,
including both smooth and nonsmooth problems, verify effectiveness and efficiency of our method.
Notations Throughout this paper, we restrict our discussion on the n-dimensional Euclidean space
Rn. For a vector x, ‖x‖ denotes its Euclidean norm, and B(x) := {y : ‖y − x‖ ≤ } denotes the
Euclidean ball centered at x with radius . For a matrix A, ‖A‖ is the operator norm with respect to
the Euclidean norm. We use I to both denote the identity mapping, i.e., I(x) = x, and the identity
matrix. For a function h : Rn → R`, the mapping h′ : Rn → R`×n represents its Fréchet derivative.
h is called L-smooth if it is differentiable and ‖h′(x)− h′(y)‖ ≤ L‖x− y‖ for all x, y ∈ Rn. An
operator h : Rn → Rn is called nonexpansive if for all x, y ∈ Rn we have ‖h(x)−h(y)‖ ≤ ‖x−y‖.
We say that the operator h is ρ-averaged for some ρ ∈ (0, 1) if there exists a nonexpansive operator
R : Rn → Rn such that h = (1− ρ)I + ρR. The set of fixed-points of the mapping h is defined via
Fix(h) := {x : h(x) = x}. The reader is referred to [4] for further details on operator theory.
For a given sequence {xk} and a set of m + 1 distinct (not necessarily sorted) integers Π :=
{k0, k1, . . . , km} ⊂ N, ki 6= kj , i, j ∈ {0, . . . ,m}, i 6= j, and α ∈ Rm, we introduce the notation:
xˆ[Π](α) := x
k0 +
∑m
i=1
αi(x
ki − xk0),
gk := g(xk), gˆ[Π](α) := g
k0 +
∑m
i=1
αi(g
ki − gk0),
fk := f(xk), fˆ[Π](α) := gˆ[Π](α)− xˆ[Π](α).
2 Algorithmic Framework and Convergence Analysis
2.1 Adaptive Regularization for Anderson Acceleration
We first note that the accelerated iterate xk+1 computed via (1) and (2) is invariant under permutations
of the indices for {f j} and {gj}. Concretely, let Πk := {k0, k1, . . . , km} be any permutation of the
index set {k, k − 1, . . . , k −m}. Then the value xk+1 computed in (2) with βk = 0 also satisfies
xk+1 = gk0 +
∑m
i=1
αki (g
ki − gk0) = gˆ[Πk](αk),
2
where the coefficients αk = (αk0 , . . . , α
k
m) are computed via
αk ∈ argmin
α
∥∥∥fk0 +∑m
i=1
αi(f
ki − fk0)
∥∥∥2 = argmin
α
∥∥∥fˆ[Πk](α)∥∥∥2 ,
which amounts to solving a linear system. In the following, we assume a particular choice of the
permutation where k0 := max{j : j ∈ argmini∈{k,k−1...k−m} ‖f i‖}, i.e., k0 is chosen to be the
largest index that attains the minimum residual norm among ‖fk−m‖, ‖fk−m+1‖, . . . , ‖fk‖. From
now on, we will denote xˆk(α) = xˆ[Πk](α), gˆ
k(α) = gˆ[Πk](α), and fˆ
k(α) = fˆ[Πk](α) for simplicity.
One potential cause of instability of AA is the (near) linear dependence of the vectors {fki − fk0 :
i = 1, . . . ,m}, which can cause (near) rank deficiency of the linear system matrix. To address this
issue, we introduce an quadratic regularization for the variables αk and compute them via:
min
α
‖fˆk(α)‖2 + λk‖α‖2, (3)
where λk is the regularization weight. Such a regularization approach has been suggested in a recent
paper by Anderson [3] and has also been applied in [15, 35]. A major difference between our method
and those in [15, 35] is the choice of λk: in [15] it is set in a heuristic manner, whereas in [35]
it is either fixed or specified via grid search. In contrast, we update λk adaptively based on the
effectiveness of the latest AA step. Specifically, we observe that a larger value of λk can make
the solution more stable, but may also hinder the fast convergence of AA if it is already effective
in reducing the residual without regularization. Thus we adjust λk based on the reduction of the
residual using the current step. We further note that the regularized quadratic problem (3) as well
as the automatic update of the regularization weight are similar to the Levenberg-Marquardt (LM)
algorithm [17, 22], a popular approach for stabilizing the Gauss-Newton method for nonlinear least
squares problems. The LM algorithm determines the acceptance of a trial step and adjusts the
regularization weight by comparing the predicted reduction of the target function with the actual
reduction. Following this idea, we define two functions predk and aredk that measure the predicted
and actual reduction of residuals resulting from the solution αk to (3) respectively:
predk(α
k) :=
m∑
i=0
γki‖fki‖2− c2‖fˆk(αk)‖2, aredk(αk) :=
m∑
i=0
γki‖fki‖2−‖f(gˆk(αk))‖2, (4)
where c ∈ (0, 1) and {γki : i = 0, 1, . . . ,m} are convex combination coefficients that satisfy
γki ≥ γ > 0 ∀ i ∈ {0, 1, . . . ,m} and
∑m
i=0
γki = 1. (5)
In this paper, we choose γk0 = 1 −mγ and γk1 = γk2 = . . . = γkm = γ for simplicity, although
other choices are also applicable. The ratio ρk = aredk(αk)/predk(α
k) indicates the effectiveness
of the trial step xk+1 = gˆk(αk) in reducing the residual. In particular, if this ratio is sufficiently
close to or larger than 1, then the trial step satisfies ‖f(xk+1)‖2 / c2‖fˆk(αk)‖2. Thus, we accept
the trial step if ρk ≥ p1 with a threshold p1 ∈ (0, 1) and we say the iterate is successful in this case.
Otherwise, we discard the trial step and choose xk+1 = gk0 = g(xk0) which, based on our choice
of permutation, is the fixed-point iteration step with the smallest residual among the latest m + 1
iterates. For the regularization weight, we set
λk = µk min{‖fk0‖δ, C1},
where δ ≥ 2, C1 > 0, and the factor µk > 0 is automatically adjusted based on the ratio ρk. The
value ‖fk0‖δ is inspired by [13] which relates the LM regularization weight to the residual norm. The
constant C1 is utilized to prevent excessively large regularization weights in the initial iterations due
to large residuals. The parameter µk is adjusted as follows. If ρk < p1, then we consider the decrease
of the residual to be insufficient and we increase the factor in the next iteration via µk+1 = η0µk
with η0 > 1. On the other hand, if ρk > p2 with a threshold p2 ∈ (p1, 1), then we consider the
decrease to be high enough and reduce the factor via µk+1 = max{η1µk, µmin} with 0 < η1 < 1
and µmin ≥ 0. Otherwise, in the case ρk ∈ [p1, p2], the factor remains the same in the next iteration.
Algorithm 1 summarizes the full method. Note that our acceptance strategy allows the residual for
xk+1 to be larger than the minimum residual fk0 among the past m + 1 iterates. Therefore, our
scheme is nonmonotone and follows the procedure investigated in [42]. In the next subsections, we
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Algorithm 1 Adaptive regularization for Anderson acceleration
Initialization: Choose 0 < p1 < p2 < 1, η0 > 1 > η1 > 0, µmin ≥ 0, γ > 0, δ ≥ 2, 0 < c < 1,
C1 > 0, and f > 0. Initialize x0 ∈ Rn and µ0 ≥ µmin. Select m ∈ N+ and set k = 0.
1: while ‖fk‖ > f do
2: For mˆ = min{m, k} construct a permutation Πk = {k0, k1, ..., kmˆ} of the index set {k, k−
1, . . . , k − mˆ}, with k0 = max{j : j ∈ argmini∈{k,k−1...k−mˆ} ‖f i‖}.
3: Set λk = µk min{‖fk0‖δ, C1} and solve (3) to obtain αk.
4: Choose γk0 , . . . , γkmˆ satisfying (5) and compute the reduction ratio: ρk :=
aredk(αk)
predk(αk)
.
5: Update the parameter µk+1 via: µk+1 =

η0µk if ρk < p1,
µk if ρk ∈ [p1, p2],
max{η1µk, µmin} if ρk > p2.
6: If ρk ≥ p1 accept the step xk+1 = gˆk(αk). Otherwise, reject it and set xk+1 = gk0 .
7: Set k ← k + 1.
8: end while
will see that this nonmonotone strategy allows us to establish fast local convergence that achieves the
acceleration effect of the original AA scheme.
The main computational overhead of our method is in the optimization problem (3), which amounts
to constructing and solving an m × m linear system (JTJ + λkI)αk = −DT fk0 where J =
[fk1 − fk0 , fk2 − fk0 , . . . , fkm − fk0 ] ∈ Rn×m. A naïve implementation that re-computes the
whole matrix J in each iteration will result in O(m2n) time for setting up the linear system, whereas
the system itself can be solved in O(m3) time. In practice, we often have m  n, thus we would
like to reduce the computational cost of constructing the linear system to improve efficiency. To
this end, we maintain a matrix Q = ETE ∈ R(m+1)×(m+1) where E ∈ Rn×(m+1) contains
fk−m, fk−m+1, . . . , fk in its columns, so that the entries of Q are inner products between the latest
residual vectors. The matrix Q can be updated in O(mn) time in each iteration, since we only need
to compute the inner products between fk and its preceding m residuals, while the other entries
of Q have been determined in previous iterations. Note that each entry of JTJ is computed as
(fki − fk0)T (fkj − fk0) = (fki)T fkj + (fk0)T fk0 − (fki)T fk0 − (fkj )T fk0 . Thus we evaluate
the entry in O(1) time by directly retrieving the inner products from the matrix Q, with a total time
of O(m2) for all entry evaluations. Similarly, the entries of JT fk0 are evaluated in O(m) total time.
In this way, the linear system setup only requires O(mn) computational time.
2.2 Global Convergence Analysis
We now present our main assumptions on g and f allowing us to establish global convergence
of Algorithm 1. Our conditions are mainly based on a monotonicity property and on point-wise
convergence of the iterated functions g(k) : Rn → Rn, g(k)(x) := (g ◦ · · · ◦ g
k times
)(x), for k ∈ N.
Assumption 2.1. We work with the following conditions:
(A.1) It holds that ‖f(g(x))‖ ≤ ‖f(x)‖ for all x ∈ Rn.
(A.2) We have ‖f(g(k)(x))‖ → 0 as k →∞ for all x ∈ Rn.
It is easy to see that Assumption 2.1 holds for any contractive g. In the following, we will verify that
it is also satisfied for ρ-averaged operators which define a broader class of mappings.
Proposition 2.2. Assume that g : Rn → Rn is a ρ-averaged operator with ρ ∈ (0, 1) and suppose
Fix(g) 6= ∅. Then Assumption 2.1 is satisfied for g.
Proof. By definition, the ρ-averaged operator g is also nonexpansive and hence, (A.1) holds for g.
To prove (A.2), let us fix x∗ ∈ Fix(g). Due to [4, Proposition 4.35(iii)], we obtain
‖g(x)− x∗‖2 + 1− ρ
ρ
‖f(x)‖2 ≤ ‖x− x∗‖2 ∀ x ∈ Rn,
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where we have utilized the fact f(x∗) = 0. Setting x ≡ g(k−1)(x), we can deduce that
‖g(k)(x)− x∗‖2 + 1− ρ
ρ
‖f(g(k−1)(x))‖2 ≤ ‖g(k−1)(x)− x∗‖2 ∀ k ≥ 1, x ∈ Rn.
Summing this inequality for all k ∈ N yields:
1− ρ
ρ
∞∑
k=0
‖f(g(k)(x))‖2 ≤ ‖x− x∗‖2 ∀ x ∈ Rn,
which implies ‖f(g(k)(x))‖ → 0 as k →∞.
Remark 2.3. The condition Fix(g) 6= ∅ is necessary in Proposition 2.2: as a counterexample,
g(x) = x+ 1 is a ρ-averaged operator for all ρ ∈ (0, 1) and has no fixed-point, and it does not satisfy
(A.2). Furthermore, as mentioned in the proof of Proposition 2.2, (A.1) is always satisfied if g is a
nonexpansive operator. However, nonexpansiveness is not a necessary condition for (A.1). In fact,
we can construct an operator g that is not nonexpansive but satisfies (A.1) and (A.2), e.g.,
g : R→ R, g(x) :=
{
0.5x if x ∈ [0, 1],
0 otherwise.
For any x ∈ [0, 1], it follows that g(k)(x) = 2−kx, f(g(k)(x)) = −2−(k+1)x and it is easy to verify
(A.1) and (A.2). For any x /∈ [0, 1] we have f(g(x)) = f(0) = 0, thus (A.1) and (A.2) also hold in
this situation. However, since g is discontinuous, it cannot be nonexpansive.
Example 2.4. Let us consider the nonsmooth optimization problem:
min
x∈Rn
r(x) + ϕ(x), (6)
where both r, ϕ : Rn → (−∞,∞] are proper, closed, and convex functions, and r is L-smooth. It is
well known that x∗ is a solution to this problem if and only if it satisfies the nonsmooth equation:
x∗ −Gµ(x∗) = 0, Gµ(x) := proxµϕ(x− µ∇r(x)), (7)
where proxµϕ(x) := argminy ϕ(y) +
1
2µ‖x− y‖2, µ > 0, is the proximity operator of ϕ, see also [4,
Corollary 26.3]. Gµ is also known as the forward-backward splitting operator, and it is a ρ-averaged
operator for all µ ∈ (0, 2L ), see, e.g., [7]. Hence, Assumption 2.1 is satisfied and our theory can be
used to study the global convergence of Algorithm 1 applied to (7).
Remark 2.5. For the problem (6), it is easy to show that Douglas-Rachford splitting, as well as
its equivalent form of ADMM, can both be written as a ρ-averaged operator with ρ ∈ (0, 1) (see,
e.g., [18]). Therefore, the problems considered in [15] are also covered by Assumption 2.1.
We can now show the global convergence of Algorithm 1:
Theorem 2.6. Suppose Assumption 2.1 is satisfied and let {xk} be generated by Algorithm 1. Then
lim
k→∞
‖fk‖ = 0.
Proof. To simplify the notation, we introduce the function P : N→ N:
P(k) := max
{
j : j ∈ argmini∈{k,k−1...k−mˆ}‖f i‖
}
.
If Algorithm 1 terminates after finitely many steps, the conclusion simply follows from the stopping
criterion. So, in the following, we assume that a sequence of iterates of infinite length is generated.
We consider two different cases:
Case 1: |S| <∞. Let k¯ denote the index of the last successful iterate in S (we set k¯ = 0 if S = ∅).
We first show P(k) = k for all k ≥ k¯+ 1. Since k¯+ 1 /∈ S , we have xk¯+1 = g(xP(k¯)) and by (A.1),
this implies ‖f(xk¯+1)‖ ≤ ‖f(xP(k¯))‖. From the definition of P , we have ‖f(xP(k¯))‖ ≤ ‖f k¯−i‖ for
every 0 ≤ i ≤ min{m, k¯} and hence P(k¯+1) = k¯+1. An inductive argument then yields P(k) = k
for all k ≥ k¯ + 1. Notice that for any k ≥ k¯ + 1, we have k /∈ S and xk+1 = g(xP(k)) = g(xk).
Utilizing (A.2), it follows that ‖fk‖ = ‖f(g[k−k¯](xP(k¯)))‖ → 0 as k →∞.
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Case 2: |S| =∞. Let us set Wk := maxk−m≤i≤k ‖f i‖2. If k ∈ S, then we have:
p1 ≤ ρk = aredk(α
k)
predk(αk)
.
By taking α = 0 in (3), we obtain ‖fˆk(αk)‖ ≤ ‖fP(k)‖ = mink−m≤i≤k ‖f i‖. Due to (5), this
yields
predk(α
k) ≥ ‖fP(k)‖2 − c2‖f(xP(k))‖2 = (1− c2)‖f(xP(k))‖2 > 0.
Since p1 is positive, it also holds that aredk(αk) > 0. Hence, if c2‖fP(k)‖2 ≤ ‖fk+1‖2 and using∑m
i=0 γki‖fki‖2 ≤Wk, we can deduce:
p1 ≤ aredk(α
k)
predk(αk)
= 1 +
c2‖fP(k)‖2 − ‖fk+1‖2
predk(αk)
≤ Wk − ‖f
k+1‖2
Wk − c2‖fP(k)‖2 ≤
Wk − ‖fk+1‖2
(1− c2)Wk ,
which implies
‖fk+1‖2 ≤ cpWk, cp := 1− (1− c2)p1.
Otherwise, if c2‖fP(k)‖2 > ‖fk+1‖2, we readily obtain ‖fk+1‖2 ≤ c2Wk ≤ cpWk. Moreover, in
the case k /∈ S, we have xk+1 = gP(k), and by assumption (A.2), it then follows that
‖fk+1‖2 ≤ ‖fP(k)‖2 ≤Wk.
Combining these estimates, we can infer that {Wk} is non-increasing. Next, we show Wk+m+1 ≤
cpWk for all k ∈ S. It suffices to prove that for any k + 1 ≤ i ≤ k + m + 1, we have ‖f i‖2 ≤
cpWk. Since we consider a successful iteration k ∈ S, our previous discussion has already shown
‖fk+1‖2 ≤ cpWk. We now assume ‖f i‖ ≤ cpWk for some k + 1 ≤ i ≤ k + m. If i ∈ S, we
obtain ‖f i+1‖2 ≤ cpWi ≤ cpWk. Otherwise, it follows that ‖f i+1‖2 ≤ ‖fP(i)‖2 ≤ ‖f i‖2 ≤ cpWk.
Hence, by induction, we have Wk+m+1 ≤ cpWk for all k ∈ S. Since {Wk} is non-increasing and
we assumed |S| =∞, this establishes Wk → 0 and ‖fk‖ → 0.
2.3 Local Convergence Analysis
Next, we analyze the local convergence of our proposed approach, starting with some assumptions.
Assumption 2.7. The function g : Rn → Rn satisfies the following conditions:
(B.1) g is Lipschitz continuous with constant κ < 1.
(B.2) g is differentiable at x∗, where x∗ is the fixed-point of g and there exist constants L,  > 0
such that for any x ∈ B(x∗) it holds that
||g(x)− g(x∗)− g′(x∗)(x− x∗)|| ≤ L‖x− x∗‖2.
Remark 2.8. (B.1) is a standard assumption widely used in the local convergence analysis of AA [41,
11, 34, 35]. The existing analyses typically rely on the smoothness of g. In contrast, (B.2) allows g to
be nonsmooth and only requires it to be differentiable at the fixed-point x∗, allowing our assumptions
to cover a wider variety of methodologies such as forward-backward splitting and Douglas-Rachford
splitting under appropriate assumptions. We note that AA for nonsmooth g has also been investigated
in [47, 15], but without local convergence analysis. In Section 3, we will verify the conditions (B.1)
and (B.2) on the numerical examples, with a more detailed discussion in Appendix A.
Remark 2.9. (B.1) implies that the function g is contractive, which is a sufficient condition for (A.1)
and (A.2). Thus, a function g satisfying Assumption 2.7 will also fulfill Assumption 2.1.
Similar to the local convergence analyses in [41, 11], we also work with the following condition:
Assumption 2.10. Let α¯k denote the solution to the problem:
min
α
∥∥∥fk0 +∑m
i=1
αi(f
ki − fk0)
∥∥∥2 = min
α
‖fˆ[Πk](α)‖2. (8)
We assume that there exists M > 0 such that ‖α¯k‖∞ ≤M for all k sufficiently large.
Remark 2.11. The assumptions given in [41, 11] are formulated without permuting the last m+ 1
indices. We further note that we do not need the solution α¯k to be unique.
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The acceleration effect of the original AA scheme has only been studied very recently in [11, Theorem
4.4] based on slightly stronger assumptions. In particular, their result can be stated as
‖f(gˆk(α¯k))‖ ≤ κθk‖fk0‖+
∑m
i=0
O(‖fk−i‖2), (9)
where
θk := ‖fˆk(α¯k)‖/‖fk0‖ (10)
is an acceleration factor. Since α¯k is a solution to the problem (8), we have ‖fˆk(α¯k)‖ ≤ ‖fˆk(0)‖ =
‖fk0‖ so that θk ∈ [0, 1]. Then (9) implies that for a fixed-point iteration that converges linearly with
a contraction constant κ, AA can improve the convergence rate locally. In the following, we will
show that our globalized AA method possesses similar characteristics under weaker assumptions.
2.3.1 Anderson Acceleration Improves the Convergence Rate
We first show that AA can enhance convergence of the underlying fixed-point iteration under As-
sumptions 2.7 and 2.10. We first give an estimate for the term g(xˆk(α))− gˆk(α).
Proposition 2.12. Suppose that Assumption 2.7 is satisfied. For any k ∈ N with xk, . . . , xk−m,
xˆk(α) ∈ B(x∗) and α ∈ Rm with ‖α‖∞ ≤M , we have:
‖g(xˆk(α))− gˆk(α)‖ ≤ C(M)
∑m
i=0
‖fk−i‖2, (11)
where C(M) := L(Mm+ 1)(Mm2 +M(m+ 1) + 2)/(1− κ)2.
Proof. Defining ν = (ν0, ..., νm) ∈ Rm+1 with ν0 = 1−
∑m
i=1 αi and νj = αj for 1 ≤ j ≤ m, we
obtain
gˆk(α) =
m∑
i=0
νig(x
ki), xˆk(α) =
m∑
i=0
νix
ki , and ‖ν‖∞ ≤ 1 +mM.
By Assumption (B.2) and using
∑m
i=0 νi = 1 and ‖
∑m
i=0 yi‖2 ≤ (m+ 1)
∑m
i=0 ‖yi‖2, we have:
‖g(xˆk(α))− gˆk(α)‖ = ‖g(xˆk(α))− g(x∗) + g(x∗)− gˆk(α)‖
≤ ‖g′(x∗)(xˆk(α)− x∗) + g(x∗)− gˆk(α)‖+ L‖xˆk(α)− x∗‖2
≤
∥∥∥g′(x∗)(xˆk(α)− x∗) +∑m
i=0
νi(g(x
∗)− g(xki))
∥∥∥+ L∥∥∥∑m
i=0
νi(x
ki − x∗)
∥∥∥2
≤
∥∥∥∑m
i=0
νi[g
′(x∗)(xki − x∗) + g(x∗)− g(xki)]
∥∥∥+ L(m+ 1)‖ν‖2∞∑m
i=0
‖xki − x∗‖2
≤ L(Mm+ 1)(1 + (m+ 1)‖ν‖∞)
∑m
i=0
‖xki − x∗‖2. (12)
Notice that the contraction property in (B.1) implies ‖f(xki)‖ ≥ (1− κ)‖xki − x∗‖ which together
with (12) yields (11).
Next, we establish the convergence rate as given in (9) under Assumptions 2.7 and 2.10.
Corollary 2.13. Suppose the conditions stated in Proposition 2.12 and Assumption 2.10 are satisfied
and choose α = α¯k. Then it holds that
‖f(gˆk(α¯k))‖ ≤ κθk‖fk0‖+ C(M)
∑m
i=0
‖fk−i‖2.
Proof. Using the definition of fˆk and gˆk, we have:
‖f(gˆk(α¯k))‖ = ‖g(gˆk(α¯k))− gˆk(α¯k)‖ ≤ ‖g(gˆk(α¯k))− g(xˆk(α¯k))‖+ ‖g(xˆk(α¯k))− gˆk(α¯k)‖
≤ κ‖fˆk(α¯k)‖+ ‖g(xˆk(α¯k))− gˆk(α¯k)‖.
The result then follows from Proposition 2.12 and (10).
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2.3.2 Transition to Pure Regularized Anderson Acceleration
Next, we verify that our approach has favorable global-to-local properties, i.e., after a finite number
of iterations every trial step xk+1 = gˆk(αk) will be accepted, so that the method eventually reduces
to a pure regularized AA scheme.
Proposition 2.14. Suppose that Assumptions 2.7 and 2.10 are satisfied and let k ∈ N be given with
xk, . . . , xk−m, xˆk(αk) ∈ B(x∗), ‖αk‖∞ ≤M , and consider y := gˆk(αk). Then, we have:
‖f(y)‖2 ≤ κ2‖fˆk(αk)‖2 + 2C(M)‖fk0‖
∑m
i=0
‖fk−i‖2 + C(M)2(m+ 1)
∑m
i=0
‖fk−i‖4.
Proof. First, we obtain:
‖f(y)‖2 = ‖g(y)− y‖2 ≤ ‖g(y)− g(xˆk(αk))‖2 + ‖g(xˆk(αk))− y‖2
+ 2‖g(y)− g(xˆk(αk))‖‖g(xˆk(αk))− y‖. (13)
By condition (B.1) of Assumption 2.7, and using the definition of αk in (3), we have:
‖g(xˆk(αk))− g(y)‖ ≤ κ‖xˆk(αk)− gˆk(αk)‖ = κ‖fˆk(αk)‖ ≤ κ‖fk0‖.
Hence, applying Proposition 2.12, it follows:
2‖g(y)− g(xˆk(αk))‖‖g(xˆk(αk))− y‖ ≤ 2C(M)‖fk0‖
m∑
i=0
‖fk−i‖2. (14)
The statement in Proposition 2.14, is then a consequence of (13), (14), and Proposition 2.12.
We now present one of our main results of this work.
Theorem 2.15. Suppose that Assumptions 2.7 and 2.10 hold and let the constant c in (4) be chosen
such that c ≥ κ. Then, there exists some k′ ∈ N such that ρk ≥ p2 for all k ≥ k′. In particular, every
iteration k ≥ k′ is successful with xk+1 = gˆk(αk).
Proof. We will prove that there exist some k′ such that for all k ≥ k′ we have k ∈ S. Due the
algorithmic construction and the definition of αk and α¯k, it follows
‖fˆk(αk)‖2 + λk‖αk‖2 ≤ ‖fˆk(α¯k)‖2 + λk‖α¯k‖2 ≤ ‖fˆk(αk)‖2 + λk‖α¯k‖2, (15)
which implies ‖αk‖∞ ≤ ‖αk‖ ≤ ‖α¯k‖ ≤
√
mM for all k. Next, we set ψk := maxk−m≤i≤k ‖f i‖
and Cg := C(
√
mM). Theorem 2.6 guarantees convergence in the sense that limk→∞ ‖fk‖ = 0 and
thus, we can choose k′ sufficiently large such that:
2Cg(m+ 1)ψ3k + [Cg(m+ 1)]2ψ4k < (1− p2) min{γ, 1− c2}ψ2k ∀ k ≥ k′.
Due to the contraction property (B.1), we have ‖f(xk)‖ ≥ (1− κ)‖xk − x∗‖ for all k which yields
xk → x∗ and gk → x∗. Hence, by increasing k′ (if necessary) we can assume gk ∈ Bˆ(x∗) for any
k ≥ k′ −m, where ˆ satisfies:
ˆ ≤ (1 + 2Mm 12 )−1.
Then, for all k ≥ k′, we have:
‖xˆk(αk)− x∗‖ ≤ ‖gk0 − x∗‖+ ‖αk‖∞
m∑
i=1
‖gk0 − gki‖ ≤ ˆ+ 2Mm 12 ˆ ≤ .
As a consequence, Proposition 2.14 is applicable for y = gˆk(αk) and we obtain:
‖f(gˆk(αk))‖2 ≤ c2‖fˆk(αk)‖2 + 2Cg‖fk0‖
m∑
i=0
‖fk−i‖2 + C2g (m+ 1)
m∑
i=0
‖fk−i‖4
≤ c2‖fˆk(αk)‖2 + 2Cg(m+ 1)ψ3k + [Cg(m+ 1)]2ψ4k.
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where we used c ≥ κ. Hence, setting Qk := 2Cg(m+ 1)ψ3k + [Cg(m+ 1)]2ψ4k, it follows
aredk(αk) =
m∑
i=0
γki‖fki‖2 − ‖f(gˆk(αk))‖2 ≥
m∑
i=0
γki‖fki‖2 − c2‖fˆk(αk)‖2 −Qk
≥ predk(αk)− (1− p2) min{γ, 1− c2}ψ2k.
Similarly, for the predicted reduction predk(α
k) and using γki‖fki‖2 ≥ γ‖fki‖2 +(γki −γ)‖fk0‖2,
we can show:
predk(α
k) =
m∑
i=0
γki‖fki‖2 − c2‖fˆk(αk)‖2 ≥ γψ2k + (1− γ)‖fk0‖2 − c2‖fk0‖2
≥ min{γ, 1− c2}ψ2k.
Combining the last estimates, we can finally deduce
aredk(αk)
predk(αk)
≥ predk(α
k)− (1− p2) min{γ, 1− c2}ψ2k
predk(αk)
≥ p2,
which completes the proof.
Note that the proof of this theorem further illustrates the importance of the nonmonotone acceptance
mechanism as it allows to balance the additional quadratic error terms caused by an AA step.
2.3.3 Acceleration Guarantee
We can finally show that our proposed approach basically has the same local convergence rate as the
original AA method as given in [11].
Theorem 2.16. Suppose that the Assumptions 2.7, and 2.10 hold and the parameters c, µmin in
Algorithm 1 satisfy c ≥ κ and µmin = 0. Then, for all sufficiently large k it holds that:
‖fk+1‖ ≤ κθk‖fk0‖+ o(‖fk0‖ δ2 ) +
∑m
i=0
O(‖fk−i‖2),
where θk := ‖fˆk(α¯k)‖/‖fk0‖ is the corresponding acceleration factor.
Proof. Theorem 2.15 implies ρk ≥ p2 for all k sufficiently large and hence, by the update rule of
Algorithm 1, it follows µk = max{η1µk−1, µmin}. Then we can infer λk = o(‖fk0‖δ). Using (15)
and Assumption 2.10, this shows
‖fˆk(αk)‖ ≤ ‖fˆk(α¯k)‖+
√
λk‖α¯k‖ = ‖fˆk(α¯k)‖+ o(‖fk0‖ δ2 ).
Moreover, mimicking the proof of Corollary 2.13, we have:
‖fk+1‖ = ‖g(xk+1)− xk+1‖ = ‖g(xk+1)− gˆk(αk)‖ ≤ κ‖fˆk(αk)‖+ ‖g(xˆk(αk))− gˆk(αk)‖.
Following the proof of Theorem 2.15, it holds that ‖αk‖∞ ≤
√
mM and xk, . . . , xk−m, xˆk(αk) ∈
B(x∗) and thus, Proposition 2.12 yields:
‖fk+1‖ ≤ κ‖fˆk(αk)‖+ o(‖fk0‖ δ2 ) +
m∑
i=0
O(‖fki‖2)
≤ κ‖fˆk(α¯k)‖+ o(‖fk0‖ δ2 ) +
m∑
i=0
O(‖fki‖2) + o(‖fk0‖2)
= κθk‖fk0‖+ o(‖fk0‖ δ2 ) +
m∑
i=0
O(‖fki‖2),
as desired.
Remark 2.17. Theorem 2.16 shows that if δ ≥ 4, then we have the same local convergence rate as
in [11]. If δ ≥ 2, then the convergence rate is the same as in [11] asymptotically.
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Figure 1: Comparison between gradient descent, RNA, and our method using the logistic regression
problem 16 on the covtype and sido0 datasets, with a different choice of parameter τ in each row.
3 Numerical Experiments
In this section, we verify the effectiveness of our method with numerical experiments, and compare
its performance with other globalization approaches. All experiments are carried out on a laptop with
a Core-i7 9750H at 2.6GHz and 16GB of RAM. For all examples, we choose p1 = 0.01, p2 = 0.25,
η0 = 2, η1 = 0.25, C1 = 1, and γ = 10−4 in Algorithm 1.
Following [35], we first consider gradient descent for a logistic regression problem, with the following
target function for the variable parameters x ∈ Rn:
F (x) =
1
N
∑N
i=1
log(1 + exp(−biaTi x)) +
τ
2
‖x‖2, (16)
where ai ∈ Rn and bi ∈ {−1, 1} are the attributes and label of the data point i, respectively. We
consider a fixed step-size gradient descent xk+1 = g(xk) with g(x) = x − 2LF+τ∇F (x), where
LF = τ + ‖A‖22/(4N) is the Lipschitz constant of ∇F and A = [a1, ..., aN ]T ∈ RN×n. Then g is
Lipschitz continuous with modulus κ = (LF − τ)/(LF +τ) < 1 and locally Lipschitz differentiable,
which satisfies Assumption 2.7. This method has also been used in [35] to evaluate their regularized
nonlinear acceleration (RNA) scheme. Therefore, we apply our approach (denoted by “LM-AA”)
and RNA to compare their performance on two datasets: covtype (54 features, 581012 points), and
sido0 (4932 features, 12678 points). For each dataset, we solve the problem with τ = LF /105
and τ = LF /109, respectively. We modify the source code released by the authors of [35]3 to
implement both RNA and our method. We set m = 10 and c = κ for our method. RNA performs an
acceleration step every k iterations, and we test k = 5, 10, 20, respectively. All other RNA parameters
are set to their default values as provided in the source code (in particular, with grid-search adaptive
regularization weight and line search enabled). Fig. 1 plots for each method the normalized target
function value (F (xk) − F ∗)/F ∗ with respect to the iteration count and timing, where F ∗ is the
ground-truth global minimum. Overall, our method outperforms all three variants of RNA. One
exception is the sido0 dataset with τ = LF · 10−5, where RNA with k = 5 takes few iterations to
converge than our method. However, our method outperforms RNA in the actual timing thanks to its
low computational overhead.
Next, we consider a nonsmooth problem of total variation (TV) based image deconvolution [45]:
min
w,u
∑N2
i=1
‖wi‖2 + β
2
∑N2
i=1
‖wi −Diu‖22 +
µ
2
‖Ku− s‖22, (17)
where s ∈ [0, 1]N2 is anN×N input image, u ∈ RN2 is the output image to optimize,K ∈ RN2×N2
is a convolution operator, Di ∈ R2×N2 represents the discrete gradient operator at pixel i, w =
3https://github.com/windows7lover/RegularizedNonlinearAcceleration
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Figure 2: We apply our globalized AA scheme to an alternating minimization solver for the image
deconvolution problem (17), which achieves a notable increase in performance.
(wT1 , ...w
T
N2)
T ∈ R2N2 are auxiliary variables for the image gradients, µ > 0 is a fidelity weight, and
β > 0 is a penalty parameter. The method in [45] performs alternating minimization between u and w.
When β and µ are fixed, this can be treated as a fixed-point iteration wk+1 = g(wk). It can be shown
that g satisfies Assumption 2.7, and ‖g(x)− g(y)‖ ≤ (1− 11+4β/µ )‖x− y‖ for all x, y ∈ R2N
2
(see
Appendix A.2 for a detailed derivation of g and verification of the Assumption 2.7). Therefore, we
apply Algorithm 1 using c = 1− 11+4β/µ and m = 1, 3, 5, respectively. We choose smaller values of
m than logistic regression, because the alternating minimization has a low computational cost per
iteration compared with the overhead of our method, and choosing a large m can actually increase
the runtime. We test the method with K = I on a 1024× 1024 image with Gaussian noise (mean: 0,
variance: σ = 1 · 10−2), using µ = 0.05/σ as suggested in [45]. Fig. 2 plots the residual functions of
the original solver and our accelerated methods with µ = 100 and µ = 1000, with a notable increase
of performance from our method.
4 Conclusions
In this paper, we propose a globalization technique for Anderson acceleration using an adaptive
quadratic regularization together with a nonmonotone acceptance strategy. We prove its global
convergence under weaker assumptions than existing AA globalization methods. We also show that
it has the same local convergence rate as the original AA scheme, so that the globalization does not
hinder the acceleration. This is the first AA globalization method that achieves global convergence
and fast local convergence simultaneously. Thanks to its weak assumptions required for convergence,
our method can be applied on a variety of numerical solvers to improve their efficiency.
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A Verification of Local Convergence Assumptions
In this section, we briefly discuss different situations that allow us to verify and establish the local
conditions stated in Assumption 2.7.
A.1 The Smooth Case: Lipschitz Continuity of g′
As we have already seen in Section 3, if the mapping g is continuously differentiable in a neighborhood
of its associated fixed-point x∗, then (B.2) holds if the Fréchet derivative g′ is locally Lipschitz
continuous around x∗, i.e., for any x, y ∈ B(x∗) we have
‖g′(x)− g′(y)‖ ≤ L‖x− y‖. (18)
Assumption (B.2) can then be shown via utilizing a Taylor expansion. Let us notice that for (B.2)
it is enough to fix y = x∗ in (18). Such a condition is known as outer Lipschitz continuity at x∗.
Furthermore, assumption (B.1) holds if supx∈Rn ‖g′(x)‖ < 1, see, e.g., [5, Theorem 4.20].
A.2 TV Based Image Deconvolution
The alternating minimization solver for image deconvolution problem (17) can be written as a
fixed-point iteration
wk+1 = g(wk) := (S ◦ h)(wk), (19)
with
S(w) := (sβ(w1)T , ..., sβ(wN2)T )T ∈ R2N
2
,
sβ(x) := max
{
‖x‖ − 1
β
, 0
}
x
‖x‖ ,
and
h(w) := DM−1(DTw + (µ/β)KT f),
D := (DT1 , ...D
T
N2)
T ,
M := DTD +
µ
β
KTK.
Let us notice that the mapping h and the fixed point iteration (19) are well-defined when the null
spaces of K and D have no intersection, see, e.g., [45, Assumption 1].
Next, we verify Assumption 2.7 for the mapping g in (19).
Proposition A.1. Suppose that the operator KTK is invertible. Then, the spectral radius ρ(T ) of
T := DM−1DT fulfills ρ(T ) < 1 and condition (B.1) is satisfied.
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Proof. Utilizing the Sherman-Morrison-Woodbury formula and the invertibility of KTK, we obtain
(I + ξD(KTK)−1DT )−1 = I − ξD(KTK)−1(I + ξDTD(KTK)−1)−1DT = I − T, (20)
where ξ := β/µ. Due to λmin(I + ξD(KTK)−1DT ) ≥ 1 and λmax(I + ξD(KTK)−1DT ) ≤
1 + ξ‖D(KTK)−1DT ‖, it then follows
σ((I + ξD(KTK)−1DT )−1) ⊂
[
1
1 + ξ‖D(KTK)−1DT ‖ , 1
]
,
where σ(·) denotes the spectral set of a matrix. Combining this observation with (20), we can infer
σ(T ) ⊂
[
0, 1− 1
1 + ξ‖D(KTK)−1DT ‖
]
=⇒ ρ(T ) < 1.
Furthermore, following the proof of [45, Theorem 3.6], it holds that
‖g(w)− g(v)‖ ≤ ρ(T )‖w − v‖ ∀ w, v ∈ R2N2
and hence, assumption (B.1) is satisfied.
Concerning assumption (B.2), it can be shown that g is twice continuously differentiable on the set
W = {w : ‖[h(w)]i‖ 6= 1/β, ∀ i = 1, ..., N2}. (In this case the max-operation in the shrinkage
operator sβ is not active). Moreover, since h is continuous, the setW is open. Consequently, for
every point w ∈ W , we can find a bounded open neighborhood N(w) of w such that N(w) ⊂ W .
Hence, if the mapping g has a fixed-point w∗ satisfying w∗ ∈ W , then we can infer that g is
locally Lipschitz differentiable on N(w∗) and assumption (B.2) has to hold at w∗. Finally, if K is
identity, then notice that the finite difference matrix D satisfies that ‖D‖ ≤ 2, so we can infer that
ρ(T ) ≤ 1− (1 + 4β/µ)−1 which justifies the choice of c in our algorithm.
A.3 Further Extensions
We now formulate a possible extension of the conditions presented in section A.1 to the nonsmooth
setting. Assume that g is locally Lipschitz continuous and let us consider the following properties:
• The function g is differentiable at x∗.
• The mapping g is strongly (or 1-order) semismooth at x∗, [31], i.e., we have
sup
M∈∂g(x)
‖g(x)− g(x∗)−M(x− x∗)‖ = O(‖x− x∗‖2) as x→ x∗.
Here, the multifunction ∂g : Rn ⇒ Rn×n denotes Clarke’s subdifferential of the locally
Lipschitz continuous (and possibly nonsmooth) function g, see, e.g., [8, 31].
• There exists an outer Lipschitz continuous selection M∗ : Rn → Rn×n of ∂g in a neighbor-
hood of x∗, i.e., for all x sufficiently close to x∗ it follows
M∗(x) ∈ ∂g(x) and ‖M∗(x)−M∗(x∗)‖ ≤ LM‖x− x∗‖
for some constant LM > 0.
Then, the mapping g satisfies the condition (B.2) at x∗.
Proof. The combination of differentiability and semismoothness implies that g is strictly Fréchet
differentiable at x∗ and as a consequence, Clarke’s subdifferential at x∗ reduces to the singleton
∂g(x∗) = {g′(x∗)}. We refer to [31, 32, 24] for further details. Thus, we can inferM∗(x∗) = g′(x∗)
and we obtain
‖g(x)− g(x∗)− g′(x∗)(x− x∗)‖
≤ ‖g(x)− g(x∗)−M∗(x)(x− x∗)‖+ ‖[M∗(x)−M∗(x∗)](x− x∗)‖
≤ O(‖x− x∗‖2) + LM‖x− x∗‖2,
for x→ x∗, where we used the strong semismoothness and outer Lipschitz continuity in the last step.
This establishes (B.2).
15
The class of strongly semismooth functions is rather rich and includes, e.g., piecewise twice con-
tinuously differentiable (PC2) functions [43], eigenvalue and singular value functions [38, 39], and
certain spectral operators of matrices [9]. Let us further note that the stated selection property is
always satisfied when g is a piecewise linear mapping. In this case, the sets ∂g(x) are polyhedral and
outer Lipschitz continuity follows from [10, Theorem 3D.1]. If the mapping g has more structure and
is connected to an underlying optimization problem like in forward-backward and Douglas-Rachford
splitting, nonsmoothness of g typically results from the proximity operator or projection operators. In
such a case, further theoretical tools are available and for certain function classes it is possible to fully
characterize the differentiability of g at x∗ via a so-called strict complementarity condition. (In fact,
the condition w∗ ∈ W from section A.2 is equivalent to such a strict complementarity condition).
We refer the interested reader to [27, 24, 19, 36].
Finally, let us mention that a local convergence result for AA has been presented in [20] for potentially
nonsmooth g under the assumption that g is strongly semismooth (in a neighborhood of a fixed-
point x∗). In the proof of their main result, the authors infer that the mapping g then has to satisfy
a condition that is equivalent to assumption (B.2), see display (24) in [20]. Unfortunately, our
latter discussion demonstrates that strong semismoothness alone is not enough to establish such an
implication.
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