Abstract-Automatic target detection is of great importance in high-resolution synthetic aperture radar (SAR) images processing. In this paper, we proposed a hybrid HMM-TSVM model to detect targets in SAR images. Our proposed SAR image target detection system is made up of three steps. In this first step, the testing/training SAR images are preprocessed, and image visual features are extracted through 2DPCA, which is an improved version of principal component analysis. In the second step, we use the HMM model to construct the training sequence from training image dataset. Particularly, the relationships between the image in the azimuth and feature vectors are used to generate the feature sequences and training sequences for hidden Markov model. Furthermore, the feature sequences and training sequences are extracted from feature vectors with similar target images in an azimuth. In the third step, targets are detected from testing SAR images by TSVM classifier based on the training sequence by exchanging the labels of pair of different unlabeled samples to solve an objective function. Experimental results demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
Synthetic aperture radar (SAR) refers to a form of radar which is exploited to create images of an object. Synthetic aperture radar denotes an active microwave remote sensing imaging radar, which can obtain data in all weather conditions and has been widely applied in ocean surveillance and monitor [1] [2] . For example, space-borne SAR can be exploited to detect the ocean oil pollution and seaport state timely.
Synthetic Aperture Radar images are usually collected by various platforms (for example the U2, Global Hawk, or F-15E) for different various purposes, such as reconnaissance and targeting [3] . The collection capacity for such imagery is growing rapidly, and along with that growth is the expanding need for computer-aided or automated exploitation of SAR images.
SAR utilizes the motion of the SAR antenna over a target region to give accurate spatial resolution. SAR is typically set on aircrafts or spacecrafts. Particularly, SAR is developed from an advanced mode of side-looking airborne radar [5] [6] [7] . Moreover, SAR can create high resolution images with comparatively small physical antennas whether using physical aperture or synthetic aperture.
In order to obtain a SAR image, successive pulses of radio waves should be transmitted to describe a target scene. Next, the echo of each pulse is received and saved as well. Afterwards, the pulses are transmitted and the echos received through a single beam-forming antenna, with wavelengths utilized within the range from a meter to several millimeters [8] . Considering that the SAR devices move with the aircraft or spacecraft, the antenna location which is related to the target will change as well.
As is shown in Fig. 1 , three distinct types of ground vehicles (BMP, BTR70, and T72) are given. For each category, optical image and the related SAR image are illustrated.
As is well known that SAR images have been widely used in remote sensing and other applications [9] [10] [11] . SAR can also be implemented as inverse SAR by detecting a moving target for a constant substantial time with a specific antenna.
One aspect of the aided/automated exploitation is automatic target detection. Particularly, automatic target detect from synthetic aperture radar (SAR) image is an important aspect of current computer vision research. Automatic target detection algorithm aims to seek targets such as regions in a SAR image and then calculates a class for each region of interests. Automatic target detection in SAR image usually involves training process with example images of known objects [12] [13] [14] [15] .
In recent years, automatic target detection for SAR images has been a hot research topic in computer vision field. In the following parts, some typical works about target detection for SAR images are listed as follows.
Amoon et al. proposed a novel method for automatic target detection in (SAR) images. In this algorithm, a genetic algorithm-based feature selection and a SVM classifier are utilized to choose the optimal feature subset of Zernike moments for reducing the computational complexity. Particularly, the feature extraction using Zernike moments has the characteristics of linear transformation invariance and robustness [9] .
Choi et al. proposes an efficient approach of classifying targets by utilizing a classifier level fusion of range profile and inverse synthetic aperture radar image, at the same time, a scenario-based construction approach of the training database is proposed as well. In particular, the range profile and the inverse synthetic aperture radar image can be exploited in classifying unknown targets [10] . Qin et al. presents an optimization algorithm based on the maximal likelihood estimation to obtain the model for jointly capturing target motion and scattering parameters. Afterwards, initial value calculating approaches with targets' ghost images can be presented to ensure global and rapid convergence [11] .
Pan et al. concentrated on the modulation effect of rotationally symmetric ballistic targets with precession, and then they utilize Doppler in the radar backscattering and revealed by short-time Fourier transform [12] .
Wang et al. focused on detect the ship targets in highresolution inverse synthetic aperture radar image using the complex motion. Furthermore, the authors proposed a novel SAR target algorithm based on the extension form of match Fourier transform, which can compute the parameters of multi-component cubic chirps through 2D maximisations and Fourier transform [13] .
In paper [14] , sun et al. proposed a novel SAR target detection model to find the rigid body micro-motion target by rotating parts, and then obtains the formulas of micro-Doppler based on target rotation. To promote the accuracy of SAR target detection, low frequency filter algorithm is proposed to separate the echoes of the rigid body [14] .
Wang et al. proposed a novel method to detect moving targets in SAR, in which a new forward model based on the temporal Doppler induced by the movement of antennas and moving targets as well.
Particularly, the authors construct the reflectivity images of the moving targets and then calculate the motion parameters based on a filtered back projection technology which can be integrated with the contrast or gradient optimization approach [15] . However, the above SAR targets detection methods have not effectively utilized global features and local features in SAR images. On the other hand, the relationship between the image in the azimuth and feature vectors has not been fully utilized. Therefore, the target detection results in the existing methods can not be satisfied. Compared with the former researches, the main innovations of this paper lie in the following aspects:
(1) In the testing/training SAR images pre-processing, we introduce 2DPCA in image visual feature extraction.
(2) Hidden Markov model is used to build the training sequence from the visual features in training SAR images, which can represent a SAR image as a feature vector based on training sequence, and then convert the target detection problem to a classification problem.
(3) In the classification process of the proposed algorithm, transductive support vector machine is utilized, which can fully use the unlabeled samples.
This paper illustrates a novel automatic target detection method for high-resolution synthetic aperture radar images. The rest of the paper is organized as follows. Section 2 illustrates the SAR image pre-processing and feature extraction. In section 3, HMM based training sequence modeling is given. Section 4 proposes the SAR image target detection method from the HMM based training sequences. To demonstrate the effectiveness of the proposed algorithm, experiments are conducted in section 5. Finally, the conclusions are drawn in section 6.
II. SAR IMAGE PRE-PROCESSING AND FEATURES EXTRACTION
As is shown in Fig. 1 , flowchart of the proposed SAR image target detection method is illustrated in Fig.1 . The main ideas of our method lie in three aspects: 1) The testing/training SAR images should be pre-processed in advance, and then image visual features are extracted based on 2DPCA, 2) We utilize the HMM model to construct the training sequence from the visual features in training SAR images, and 3) Exploiting the proposed HMM based training sequence model, testing SAR images are classified by TSVM to detect targets. In this section, we explain how to implement the SAR image pre-processing and feature extraction. Because the original SAR images in the MSTAR dataset is quite complex, it is necessary to make the preprocessing to implement the image segmentation in advance. Firstly, the original images are transformed by the logarithm conversion. This process could convert speckles from the multiple model to additional model. Secondly, for each pixel ( , ) xy if a SAR image I , the mean  and the variance  can be calculated by the following equation.
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As the image enhancement technology can prune some information with no use, we exploit the power-law transformation to implement the image enhancement process for the target image as follows.
where L and F represents the latter and former transformed image respectively, and  refers to a constant. Furthermore, in the real case, the distance between the SAR image and the original image is quite different, hence, it is of great importance to normalize the target image. 
where i X refers to the th i training image with a mn  matrix, and X represents the mean sample matrix of all training sample matrix.
N means the number of training images. In order to obtain high quality projection vectors, the following equation should be utilized.
Based on the covariance matrix defined in Eq.4, the following equation can be obtained as follows. 
Similarly, the feature matrix of each testing SAR image can be calculated by the 2DPCA.
III. HMM BASED TRAINING SEQUENCE MODELING
Hidden Markov model (HMM) is distinguished from a general Markov model in which the states in an HMM could not be estimated directly and can not be observed based on another set of stochastic processes [20] [21] [22] [23] [24] [25] . Supposing that total number of states is N and number of distinct observations for each state is M . Moreover, where  refers to a vector of the probabilities for the initial state, A means the transition matrix to record the probabilities of transition between states, and B represents a matrix of the observation probability densities. Afterwards, the feature sequence and HMM training sequence generating process is described in Fig.2 . We use the relationships between the image in the azimuth and feature vectors to generate the feature sequence and training sequences for hidden Markov model. The feature sequences and training sequences are obtained from feature vectors with similar target images in an azimuth. Each kind of target sample contains a large number of images with different azimuth, and the azimuth angle is in the range of 0 degree to 360 degree with the interval is one degree. Next, we extract the feature vectors in a same category, and then rank the feature vectors according to the azimuth of each image. Hence, the feature vector sequence is obtained, in which each element in a specific feature vector can form a sequence.
Then, we use the feature vector of a specific image as a starting point, and choose the m feature vectors from a feature vector sequence in a rectangular window. Hence, a group of feature sequences with the length of m is obtained. The training sequence group of HMM can be constructed by connecting all the feature sequences together according to azimuth. Therefore, each SAR object image can use feature vectors of a series of adjacent azimuth images to generate a group of feature sequences. As feature sequences are generated by the feature vectors of the multiple images belonged to the same category, it contains the information of multiple images within a same class.
The distances between observation and hidden states are defined as follows. log log log ( ) , , , Using the proposed HMM based training sequence modeling method, the SAR image can be represented as a feature vector based on training sequence, and then the rest task we should do is to make classification. The classifier we used is the transductive support vector machine [16] [17] [18] [19] (TSVM), which is more powerful than the standard SVM. TSVM integrates SVM with the transductive learning algorithm. For a given set of independent distribution, the labeled samples L are defined as follows.
Meanwhile, the unlabeled samples based on the same distribution are defined as follows. 
Afterwards, the optimization process of TSVM based on the transductive learning is defined in Eq.13. , CC refer to user-defined parameters for labeled and unlabeled samples respectively. Based on the above definition, the TSVM algorithm we use is given as the following four steps.
Step 1: Set the parameters * , CC , and the condition * CC  is satisfied, and then implement an initial SVM classifier based on the labeled samples.
Step 2: Set the number of positive labeled samples from the unlabeled samples utilizing the proportion of positive samples in the set of samples which have been labeled.
Step 3: Classifying all the unlabeled samples with the initial classifier, and then label the unlabeled samples to separate positive and negative ones.
Step 4: Exchanging the labels of pair of different unlabeled samples to solve the objective function in Eq.13. Particularly, this process is repeated until there is no pair satisfying the given condition.
V. EXPERIMENT
In this section, experiments are conducted to make performance evaluation based on the MSTAR dataset, which is a SAR radar image database to classify eight kinds of tank targets. Each image has size of about 128 by 128. Moreover, different target images may have slightly different sizes. The images are already centered with 0 degree to 360 degree of orientation. As all the targets have similar length and width, the size and shape of targets are nearly similar to each other. Different form optical images, a SAR image can reflect the internal structure of target's point scatters. Therefore, SAR images which contain the same target with different orientation angles show high degrees of differences.
The training and testing datasets are described in Table  2 In experiment scheme 1, we test the effect of logarithm and paw-law transformation with different exponents in the SAR image pre-processing step, and the detection rate with different value of parameter  (shown in Eq.2) In Fig. 3 , parameter r represents the number of columns and rows in the identity matrix, and we can know that utilizing the 2DPCA, the highest detection rate is achieved when  is equal to 4.
Afterwards, utilizing different target SAR images collected from the MSTAR database, we test the performance 2DPCA for feature extraction with other related methods, that is, PCA [26] and ICA [27] , and Experimental results are shown in Fig. 4 .
From Fig. 4 , we can see that 2DPCA performs best in the above three methods. The reasons lie in that 1) The PCA approach require many more coefficients to represent the feature matrix of a SAR image, 2) For the method of ICA, more computation cost are needed, and 3) Although 2DPCA follows a global feature extraction process which does not suitable to save important local features, this method is more efficient than others. In experiment scheme 2, to test the influence of image rotation to the proposed algorithm, we constructed another two datasets (containing seven categories of SAR images) to make performance evaluation. One dataset utilizes SAR images without rotation, and the second one applies SAR images with rotation. Details of these two datasets are illustrated in Table 3.   TABLE III.  DESCRIPTION OF TRAINING AND TESTING DATASETS  FOR SCHEME 2   Without rotation  With rotation  Training  set   Testing  set   Training  set   Testing  set  C1:BTR_60  171  85  171  85  C2:2S1  200  99  200  99  C3:BRDM_2  199  99  199  99  C4:D7  200  99  200  99  C5:T62  200  99  200  99  C6:ZIL131  200  99  200  99  C7:ZSU_23_4 200  99  200  99   TABLE IV From the experimental results in Table 4 and Table 5 , it can be seen that the average detection accuracy of the proposed algorithm using the dataset without rotation and with rotation are 88.4%, and 90.6% respectively. Hence, the proposed algorithm can effectively detect targets with high precision whether the SAR image is permitted to be rotated or not.
In the following part, we will test target detection accuracy using the proposed HMM+TSVM with HMM+SVM, and the dataset we utilized is listed in Table  3 (shown in Fig. 5 ). Combining Fig. 5 and Fig. 6 , the conclusions can be drawn that our proposed HMM+TSVM performs better the HMM+SVM. The reason lie in that TSVM can effectively promote the generalization of SVM by integrating the information of unlabeled samples, and then enhance the classification accuracy.
Based on the above experimental results, we discover that the proposed algorithm can obviously promote the detection rate of SAR image target recognition than other methods.
VI. CONCLUSIONS
This paper proposes a novel SAR image target detection algorithm by integrating HMM model and TSVM classifier. Firstly, the testing/training SAR images are pre-processed, and image visual features are extracted through 2DPCA. Secondly, we utilize the HMM model to construct the training sequence from training image dataset. Thirdly, targets are detected from the testing SAR images by TSVM classifier based on the training sequence by solving an objective function.
