In this paper, we study multivariate vector sampling expansions on general finitely generated shift-invariant subspaces. Necessary and sufficient conditions for a multivariate vector sampling theorem to hold are given.
Introduction and Main Results
If H is a Hilbert space, we define H (q) = H × H × · · · × H(q term). Given f = (f 1 , f 2 , · · · , f q ) T , g = (g 1 , g 2 , · · · , g q ) T ∈ H (q) , the inner product f and g is defined by f, g H (q) = q p=1 f p , g p H .
Let ϕ j = (ϕ j,1 , ϕ j,2 , · · · , ϕ j,r ) T ∈ L 2 (R d ) (r) , 1 ≤ j ≤ N be a stable generator for the shift-invariant subspace We assume throughout the paper that the vector functions in the shiftinvariant subspace V 2 ϕ are continuous on R d . Equivalently(see [1] or [2] ), that the generator ϕ j , 1 ≤ j ≤ N is continuous on R d and
Then we have
Proof. Since the sequence
Similarly, we also have
Given a nonsingular matrix M with integer entries. Let
Thus, for any function
and its related constants
In this case, the optimal Bessel bound is B G /m.
In this case, the optimal frame bounds is A G /m and B G /m. 
where we have considered the
and ess sup
To prove (a), assume that there exists set
3) we obtain the system is not complete. conversely, if the system is not complete, by using (1.3) we obtain a Fp(x) different from 0 in a set with positive measure such that Gp(x)Fp(x) = 0. Thus rank Gp(x) < m on a set with positive measure. 
is an eigenvector of norm 1 associated with the largest eigenvalue of
, and if B G < ∞ then the optimal Bessel bound is B G /m. This completes the proof of (b). The proofs of (c) are completely analogous. To prove (d), we assume that m = s and that the sequence is a frame. We see that it is a Riesz basis by proving that the analysis operator
is surjective (see [7, Theorem 6.5 .1]). To this end, notice that when m = s for any 1 ≤ p ≤ N the matrix G p , 1 ≤ p ≤ N is a square matrix and hence, the condition A G > 0 implies that for any 1 ≤ p ≤ N the inverse matrix G −1 p (x) exists and its entries are essentially bounded.
and let F be the function such that
This function belongs to
T , and using (1.2) we obtain that
Riesz basis. Let f j,p,α : 1 ≤ j ≤ s, 1 ≤ p ≤ N, α ∈ Z d be its dual Riesz basis. Then, by using(1.2) we obtain for 1
Thus the matrix G(x) has a right inverse; in particular, s ≤ m. As a consequence (a) we have s ≥ m and, finally, s = m.
where P (x) is an s×r matrix with entries
The set of systems {L 1 , L 2 , · · · , L s } is an M -stable filtering sampler for V 2 ϕ if there exist two positive constants C 1 and C 2 such that [5] for any
For 1 ≤ j ≤ s and 1 ≤ p ≤ N , we define g j,p (x) by
is also a Bessel sequence in L 2 [0, 1) d . By (1.4) and (1.6), these two Bessel sequences satisfy
Hence, they form a pair of dual frames for For each f ∈ V 2 ϕ , we have
If {S p j (t − M α) : 1 ≤ j ≤ s, 1 ≤ p ≤ N, α ∈ Z d } is a frame for V 2 ϕ , then the formula (1.7) gives
where C is a Bessel bound for {S p j (t − M α) : 1 ≤ j ≤ s, 1 ≤ p ≤ N, α ∈ Z d }. Hence, the set {L 1 , L 2 , · · · , L s } is an M -stable filtering sampler for V 2 ϕ .
