The paper is devoted to the Dirichlet problem for monotone, in general multivalued, elliptic equations with nonstandard growth condition. The growth conditions are more general than the well-known p(x) growth. Moreover, we allow the presence of the so-called Lavrentiev phenomenon. As consequence, at least two types of variational settings of Dirichlet problem are available. We prove results on the existence of solutions in both of these settings. Then we obtain several results on the convergence of certain types of approximate solutions to an exact solution.
Introduction
This paper is devoted to the Dirichlet boundary value problem − ∇a(x, ∇u) = ∇g(x), u = on ∂Ω, (1.1) for monotone elliptic equations with nonstandard growth, where Ω ⊂ ℝ n is a bounded Lipschitz domain. The growth condition is defined in terms of a generalized N-function φ(x, t) which is, in general, only a measurable function of x (see Section 2 for details). A typical example is φ(x, t) = t p(x) (p(x) growth). For the sake of simplicity, in this section we assume that g ∈ L ∞ (Ω).
Equations of such type appear in many applications such as modeling electrorheological fluids, thermistor problem and image restoration to name a few (see, e.g., [2, 6, 7, 15, 16, 21, 22, 24, 26] and references therein).
A very interesting and important feature of equations with nonstandard growth is the so-called Lavrentiev phenomenon. One of its faces is the density problem for the naturally defined Musielak-Sobolev space W ,φ (Ω) related to the growths condition. Namely, in general, the space C ∞ (Ω) of smooth compactly sup- are H-solutions. In the regular case the only choice for V is
hence, there is only one type of variational solutions, and any weak solution is a variational one. In the non-regular case this is not so. Moreover, there is an example of the Dirichlet problem of the form (1.1), with p(x) growth, that has a weak solution which is not variational (see [27] ). For the existence of solutions for the Dirichlet problem with regular p(x) growth we refer to [1, 2] and references therein. For problems with more general, but x-independent, growth we refer to a survey pater [14] . The case of non-regular, in general, p(x) growth is studied in [27] . This paper contains a number of other results including the convergence of approximating solutions. Paper [11] is devoted to problems with more general growth conditions. However, existence results are obtained only for H-solutions of the Dirichlet problem and analogues of W-solutions for the Neumann problem. Furthermore, the coerciveness condition contains an additional requirement which is not needed.
In this paper we study problem (1.1) under more general growth condition than p(x) growth. The most important assumption on the growth function φ(x, t) is that φ and its conjugate satisfy the so-called doubling condition. We do not assume that the problem is regular. Furthermore, in some of the results below we allow multivalued functions a(x, ξ).
Our motivation to focus on this class of equations came from the homogenization theory. The authors of [28] consider the periodic homogenization for Dirichlet problem of the form (1.1), where the right-hand side is of the form −∇a(ε − x, ∇u), and the function a(y, ξ) is strictly monotone with respect to ξ and satisfies the p(y) growth condition. It is shown that there exist two homogenized operators −∇â H (∇u) and −∇â W (∇u) such that H-and W-solutions u H,ε and u W,ε converge weakly to solutions of homogenized problems, together with fluxes. In general, the two homogenized operators are distinct. These homogenized operators are of nonstandard growth, with non-power growth functions φ H (t) and φ W (t) independent of x and satisfying assumptions accepted below. Furthermore, if we drop the strict monotonicity assumption, then it is reasonable to expect a similar result, with multivalued homogenized operators, in general. This is a well-known phenomenon in the case of elliptic operators with standard growth (see, e.g., [8] and [18, Example 3.2 
.1]).
In this paper we first obtain a result on the existence of H-and W-solutions for a multivalued version of problem (1.1). With this aim we interpret the problem in terms of an operator equation with multivalued maximal monotone operator. Then we consider a sequence of approximate problems
where the functions a k converge to a in certain sense. Assuming first that approximate problems (1.3) satisfy the same growth condition as (1.1), we prove that, along a subsequence, approximate H-and W-solutions converge weakly to H-and W-solutions of (1.1), respectively. In this result we actually allow that both the original and approximated problems are multivalued. Finally, we consider single-valued problems (1.1) and (1.3), and assume that the growth condition for approximate problems is given in terms of a sequence φ k of generalized N-functions. Under certain conditions we show that approximate H-solutions converge weakly to an H-solution of (1.1). Another set of conditions guaranties convergence of approximate W-solutions to an exact W-solution.
Preliminaries
In this section we collect some basic properties of Musielak-Orlicz and Musielak-Orlicz-Sobolev spaces. For more details we refer to [11, 17] .
Let 
The set of all generalized N-functions is denoted by N(Ω).
Let φ ∈ N(Ω). We define the convex functional
This functional is called the modular. Then, the Musielak-Orlicz space, also called generalized Orlicz space,
We equip this space with the Luxemburg norm 
It is well known that φ * ∈ N(Ω) and φ is the conjugate function to φ * . If φ, φ * ∈ N(Ω), then the following Young inequality holds:
We use the following assumption in the sequel. (Φ) For every t > there exists a constant κ t > such that
Remark 2.1. Suppose that both φ ∈ N(Ω) and φ * are doubling and satisfy (Φ). Then there exist p and q,
for almost all x ∈ Ω, all t ≥ , and some positive constants c , c , c and c , where p ὔ and q ὔ are conjugate exponents defined by (p ὔ ) − + p − = . Indeed, doubling implies that φ(x, ts) ≤ ct φ(x, s) for all t ≥ and s ≥ (see, e.g., [13] ). Together with (Φ) this yields the upper bound in (2.4). Similarly, doubling for φ * implies the upper bound in (2.5). The lower bounds follow by duality.
Proposition 2.1 ([10]). Let φ ∈ N(Ω) be doubling and u, u n
(vi) Modular convergence is equivalent to norm convergence, i.e., ϱ(u n − u) → if and only if ‖u n − u‖ φ → .
for almost all x and all t ≥ . Furthermore, the embedding constant is bounded by γ − .
Proposition 2.5 ([10]). If φ, φ * ∈ N(Ω) are doubling and satisfy
In the spirit of [27] , we introduce two types of Musielak-Sobolev spaces with zero boundary traces:
and H ,φ , where φ ∈ N(Ω). The first one is defined by
and is equipped with the norm
Here W , (Ω) stands for the standard Sobolev space of L functions with L gradients and zero boundary values. The second space is defined by
We say that φ ∈ N(Ω) is a regular N-function if these two spaces coincide.
Sufficient conditions for regularity can be found in [4] . The operator ∇ maps isometrically the spaces W ,φ (Ω) and 8) and, hence, the space H − ,φ * (Ω) can be interpreted as a factor space of
Letf g be its restriction to H ,φ (Ω). All elements of H − ,φ * (Ω) are of this form. However, in general W − ,φ * (Ω)
contains functionals which are not of the form f g . Through the paper we assume, unless otherwise stated, that φ, φ * ∈ N(Ω) are doubling and satisfy (Φ).
Existence
Let X be a reflexive Banach space and let X * be its dual. The duality pairing in X × X * is denoted by ⟨ ⋅ , ⋅ ⟩. We consider multivalued operators F : X → X * , that is, maps which take every point x ∈ X to some set Fx ⊂ X * . These applications are simply called operators when no confusions may arise. The graph and the domain of the operator F are the sets
respectively. The operator F is single-valued on some set Y ⊂ X if for every x ∈ Y, Fx contains at most one element. For operators A, B, we write A ⊆ B whenever Ax ⊆ Bx for every x ∈ X.
The monotone graph A is a maximal monotone graph (or maximal monotone operator) if for every monotone
We note also that if F is a maximal monotone multivalued operator from X into X * , then for any x ∈ D(F) the value Fx is a closed convex subset of X * . The operator F is said to be upper semicontinuous if for every x ∈ X and for every open neighborhood W of Fx there exists a neighborhood U of x ∈ X such that Fx ⊂ W for every x ∈ U. For the proofs of Theorem 3.1 and Theorem 3.2, we refer to [5] and [20] , respectively (see also [12, 19] ). Following [3] (see also [9] ), we say that a sequence F k of maximal monotone operators from X into X * converges to a maximal monotone operator F from X into X * if for every x ∈ X and y ∈ X * such that y ∈ Fx there exist sequences x k ∈ X and y k ∈ X * such that y k ∈ F k x k , and x k → x strongly in X and y k → y strongly in X * .
Later on we need the following proposition.
Proposition 3.1. Let F k be a sequence of maximal monotone operators that converges to a maximal monotone operator F, and let x k ∈ X and y k ∈ X * be two sequences such that y k ∈ F k x k . Suppose that x k → x weakly, y k → y weakly, and lim inf⟨x k , y k ⟩ ≤ ⟨x, y⟩.
Then y ∈ Fx and lim inf⟨x k , y k ⟩ = ⟨x, y⟩.
In the present paper we study the Dirichlet problem for multivalued elliptic equations of the form
where g is a given vector function in certain Musielak-Orlicz space. We denote by B(ℝ n ) the σ-field of all Borel subset of ℝ n , while L(Ω) and ⊗ stand for the σ-field of all Lebesgue measurable subsets of Ω and for the tensor product, respectively. The symbols | ⋅ | and ⋅ are reserved for the Euclidian norm and the inner product in ℝ n , respectively. 
for any closed subset C ⊂ ℝ n , (iii) There exist positive constants c , c and a nonnegative function h ∈ L (Ω) such that for almost all x ∈ Ω, the inequalities φ
hold true for any ξ ∈ ℝ n and η ∈ a(x, ξ).
To each a ∈ M Ω we associate two (multivalued) operators A W and A H acting in Musielak-Sobolev spaces. The first one, These operators have the following useful representations. The gradient operator ∇ generates two linear operators
e. in Ω and
Also we consider adjoint operators
The operator ∇ * H acts as −div (in distributional sense), while P ∘ ∇ * W = ∇ * H , where P is the operator introduced in (2.8). So, the operator ∇ * W can be considered as a W-version of negative divergence. Given a ∈ M Ω , we introduce a multivalued operator a acting from
and With this notation, (3.5) becomes φ
Applying the inverse function (φ * ) − of φ * with respect to the second variable, we have that
or, making the substitution τ = φ * (x, t) and renaming τ again by t,
By the inequality
for any t ≥ and x ∈ Ω (see [17] ), we obtain that
Making use of inversion and change of variables again, we get
cγ(s)sφ(x, t) ≤ φ(x, st).
Then,
which implies the required. Now we are ready to give the first main result of the present paper.
Theorem 3.3. Let a ∈ M Ω and let A W (respectively, A H ) be the associated operator. Then, for any f
Proof. We prove the result for the operator A W only, the other case being similar. First, we show that A W is a maximal monotone operator. To this end, it is sufficient to verify, in view of Theorem 3.1, the following properties of A W : (i) for any u ∈ W ,φ (Ω), the set
is a nonempty convex subset of W − ,φ * (Ω),
(ii) the values of A W are weakly closed and A W is upper-semicontinuous from W ,φ (Ω), with its strong topology, into W − ,φ * (Ω) , with its weak topology.
To prove (i), we first show that A W u ̸ = for any u ∈ W ,φ (Ω). By Definition 3.2, the set a(x, ∇u(x)) is a nonempty closed and convex subset of ℝ n for a.e. x ∈ Ω. Moreover, it is easily seen that x → a(x, ∇u(x)) is a measurable multivalued map from Ω into ℝ n . Hence, the well-known measurable selection theorem (see, e.g., [19, Theorem 6.3] ) implies the existence of a measurable selection g : Ω → ℝ n of this map, i.e., g(x) ∈ a(x, ∇u(x)) a.e. in Ω. By (3.2) ,
As consequence, g ∈ L φ * (Ω) n , which implies that ∇ * W g ∈ A W u. Since a(x, ∇u(x)) is a convex subset of ℝ n for a.e. x ∈ Ω, it follows that A W is a convex subset of W − ,φ * (Ω).
Therefore, (i) follows. Now let us prove (ii). For, we have to show that if
and
, and ∇ * W g = f . Now, we have to show that g(x) ∈ a(x, ∇u(x)) a.e. in Ω, which in turn implies that f ∈ A W u. To this end, by monotonicity of a, it is enough to prove that the Lebesgue measure |Y| of the set
is equal to zero. This can be done making use of exactly the same argument as at the end of proof of [18, Theorem 2.1.6], and we obtain (ii). Finally, we prove that A W is coercive. Let u ∈ W ,φ (Ω) and f ∈ A W u. Without loss of generality, we suppose that ‖u‖ W > . Then there exists g ∈ a(∇ W u) such that ∇ * W g ∈ A W u. By (3.3), we have that
By the definition of c φ (s),
and φ ∈ N(Ω) is doubling, it follows from Proposition 2.1 that 
Finally, we give an interpretation of Theorem 3.3 in terms of equation (3.1) .
, with w as above, holds for all
Obviously, W-and H-solutions are weak solutions. Now, applying Theorem 3
, we obtain the existence of W-and H-solutions. Certainly, strict monotonicity of a(x, ξ)
for almost all x ∈ Ω implies the uniqueness of W-solution as well as the uniqueness of H-solution. However, these two solutions may be distinct if the function φ is not regular (see [27] ).
Convergence of solutions
Along with equation (3.1), we consider a sequence of approximate problems
We suppose that a ∈ M Ω , a k ∈ M Ω and (A) a k (x, ⋅ ) → a(x, ⋅ ) for almost all x ∈ Ω in the sense of maximal monotone operators.
It follows from Theorem 3.3 that, under these assumptions, equations (3.1) and (4.1) possesses both H-and W-solutions. These solutions are not necessarily unique. We denote by u H,k (respectively, u W,k ) any H-solution (respectively, W-solution) of equation (4.1).
Theorem 4.1. Assume that assumption (A) holds and g ∈ L φ
* (Ω) n . Then:
for some H-solution u H of equation (3.1).
As explained in Section 3, the sequence of multivalued functions a k ( ⋅ , ⋅ ) generates a sequence of maximal monotone operators a k acting from Proof. Let z ∈ L φ (Ω) n and let w ∈ L φ * (Ω) n be such that w ∈ a(z), i.e., w(x) ∈ a(x, z(x)) a.e. on Ω. Furthermore,
. This is a measurable function on Ω and
a.e. on Ω. Since the operator a k (x, ⋅ ) + I is strictly monotone for almost all x ∈ Ω, there exist a unique ζ
The same arguments show that there exist a unique measurable function ζ ὔὔ (x) and, for every k, a unique measurable function ζ
on Ω. Inequalities (3.2) and (3.3) for a k , and η
Letting
By the dominated convergence theorem, we obtain 
By inequality (3.2), the sequence w k is bounded in L φ * (Ω) n . Therefore, without loss of generality, we may assume that
Equations (4.2) and (4.3) imply that
and lim
As a consequence, 
