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Abstract
Let f be a holomorphic endomorphism of Pk of degree d. For each quasi-attractor
of f we construct a finite set of currents with attractive behaviors. To every such an
attracting current is associated an equilibrium measure which allows for a systematic
ergodic theoretical approach in the study of quasi-attractors of Pk. As a consequence,
we deduce that there exist at most countably many quasi-attractors, each one with
topological entropy equal to a multiple of log d. We also show that the study of these
analytic objects can initiate a bifurcation theory for attracting sets.
1 Introduction
If f is a continuous self-map of a topological space X there are several notions of attractors
for the dynamical system defined by the iterates fn := f ◦ · · · ◦ f of f. In this paper, we
will only consider the following topological ones. A compact subset A of X is called an
attracting set if it has a non-empty open neighborhood U, called a trapping region, such
that f(U) ⋐ U and A = ∩∞n=0f
n(U). An attractor is an attracting set which possesses
a dense orbit. Hurley [Hur82] also introduced the notion of quasi-attractors which are
intersections of attracting sets. They are related to Conley’s chain recurrence classes
[Con78]. The minimal chain recurrence classes are exactly the minimal quasi-attractors
which therefore correspond to the chain recurrent quasi-attractors. Unlike attractors, there
always exists at least one chain recurrent quasi-attractor when X is compact.
In this paper, we consider the case where X is the complex projective space Pk and
f is a holomorphic endomorphism of algebraic degree d ≥ 2. This situation has been
studied by many authors, see e.g. [FS01, FW99, JW00, Din07, Ron12, Dau14]. In [Din07],
Dinh constructed, under geometric assumptions, an attracting current and an equilibrium
measure associated to an attracting set. Our first aim is to generalize this construction to
all quasi-attractors without any assumption. These analytic objects will give us interesting
information about the dynamics on a quasi-attractor and also about its structure. Another
motivation was to study attracting sets for holomorphic families of endomorphisms. In one
complex variable, the bifurcation locus of a holomorphic family of rational maps on P1 is the
closure of the set of parameters where an attracting cycle appears or disappears. When this
happens, there still exists at the limit a periodic cycle, which is neural. In higher dimension,
the situation is more complicated. It seems more difficult to follow an attracting set and
to study directly the limit set when it “disappears”. It could therefore be easier to consider
the analytic objects associated to them and their numerical invariants. For example, in
Section 5 we give criteria to determine if an attracting set moves continuously with the
parameter.
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To introduce our results, we have to fix some notations and recall classical statements.
Denote by ω the standard Fubini-Study form on Pk. If E is a subset of Pk then we define
Cp(E) to be the set of positive closed currents S of bidegree (p, p), supported in E and
of mass 1, i.e. 〈S, ωk−p〉 = 1. Observe that Ck(E) corresponds to the set of probability
measures supported in E.
From now on, f will be an endomorphism of Pk of algebraic degree d ≥ 2. The Green
current of order p of f is defined by T p := limn→∞ d
−np(fn)∗ωp. Its support Jp is called
the Julia set of order p. These Julia sets give a filtration
P
k =: J0 ⊃ J1 ⊃ J2 ⊃ · · · ⊃ Jk ⊃ Jk+1 := ∅,
which will be of particular importance in the sequel. It is a result of Fornæss-Sibony
[FS95a] and Ueda [Ued94] that J1 is equal to the Julia set J of f i.e. the complement
of the largest open set where the family of iterates (fn)n≥1 is normal. The set Jk is the
support of the equilibrium measure of f, µ := T k, which has many interesting dynamical
properties. However, a quasi-attractor which intersects Jk has to be equal to the whole
space Pk. Therefore, this measure µ gives no information about proper quasi-attractors.
As we will see later, our results and techniques have similarities with those used in
the study of horizontal-like maps [DS06] (see also [Duj04], [DNS08]). But our geometric
setting is a priori very different and we need a better understanding of it. In [Dau14],
Daurat introduced a notion of dimension for an attracting set which stays pertinent for
quasi-attractors. A quasi-attractor A has dimension s if Ck−s(A) 6= ∅ and Ck−s−1(A) = ∅.
Our first result is to give an equivalent definition.
Proposition 1.1. A quasi-attractor A has dimension s if and only if A ∩ Js 6= ∅ and
A ∩Js+1 = ∅.
Although simple, this fact is essential since it provides us with geometric information
about A. If A is a quasi-attractor of dimension s then T s+1 belongs to Cs+1(P
k \A) which
implies that A is weakly (k − s)-pseudoconvex (see Section 2). This will allow us to use
the ddc-method developed by Dinh and Sibony to study the dynamics induced by f on
Ck−s(U) for a trapping region U of A. In particular, we obtain that there exists on each
attracting set at least one current which exhibits equidistribution properties.
Theorem 1.2. Let A be an attracting set of dimension s with a trapping region U. There
exist a trapping region Dτ ⊂ U and a current τ in Ck−s(Dτ ) such that
lim
N→∞
1
N
N−1∑
n=0
1
dns
(fn)∗R = τ
for all continuous currents R in Ck−s(Dτ ).
We say that τ is an attracting current of bidimension (s, s) associated to A (see Defi-
nition 3.7 for a precise definition). They can be considered as attractive periodic points in
the set Ck−s(P
k). In general, there exist several such currents supported in A and it is not
possible to remove the Cesàro mean in the theorem. For example, if A = {p0, p1, p2} is the
union of an attracting fixed point p0 and an attracting cycle {p1, p2} of period 2 then A
is an attracting set of dimension 0 with two attracting measures, the Dirac mass δp0 and
2−1(δp1 + δp2). For the latter, if R is a smooth probability supported in a small neighbor-
hood of p1 then the sequence (f
n)∗R has two different limit values, δp1 and δp2 . However,
if we exchange f by f2 in this example then the sequence (fn)∗R converges and we obtain
three attracting measures which cannot be decomposed anymore. This phenomenon still
holds in the general case.
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Theorem 1.3. Let A be an attracting set of dimension s. The set of attracting currents of
bidimension (s, s) supported in A is finite. Moreover, there exists an integer n0 ≥ 1 such
that if τ is an attracting current of bidimension (s, s) supported in A for fn0 then
lim
n→∞
1
dnn0s
(fnn0)∗R = τ
for all continuous currents R in Ck−s(Dτ ). Here, Dτ is the trapping region associated to τ
and fn0 by Theorem 1.2.
A key ingredient in the proofs of these two theorems is to consider positive closed
currents as geometric objects and to use them in order to build new trapping regions.
In the example above, at the end each connected component of A is the support of
an attracting measure. In general, it is not enough to consider the connected components
but it is possible to associate to each current τ in Theorem 1.3 an attracting set Aτ which
can be seen as the “irreducible component” of A containing τ, cf. Definition 5.1. When
A is algebraic, this definition coincides with the classical one and A is the union of its
irreducible components. It is likely that such a decomposition holds in general.
We now come back to quasi-attractors. If A is a quasi-attractor of dimension s then, by
definition, A is equal to the intersection of attracting sets {Ai}i≥0. As the intersection of
two attracting sets is again an attracting set, we can assume that the sequence {Ai}i≥0 is
decreasing and that each of them is of dimension s. A fundamental question is to know if all
these sequences have to be stationary i.e. if all quasi-attractors are indeed attracting sets.
In the real setting, it is easy to create an example with a quasi-attractor which is not an
attracting set. In real dimension larger or equal to three, Bonatti-Li-Yang [BLY13] prove
that it is even possible to find a residual subset U of an open set of Cr diffeomorphisms,
r ≥ 1, such that if f ∈ U then none of the minimal quasi-attractors of f is an attracting
set. It means that this phenomenon can have some kind of robustness. In the holomorphic
setting, we are only able to exclude it in some special cases. For example, if A = ∩i≥0Ai
is such a quasi-attractor in P2 then the Hausdorff dimension of each Ai has to be larger or
equal to 3 (see Remark 6.1). However, a consequence of the finiteness in Theorem 1.3 is
that, from the point of view of currents, attracting sets and quasi-attractors are the same.
Corollary 1.4. If A is equal to the intersection of a decreasing sequence of attracting sets
{Ai}i≥0 of dimension s then there exists an integer i0 ≥ 0 such that the attracting currents
of Ai are equal to those of Ai0 for all i ≥ i0. Moreover, the minimal elements in the set
of dimension s quasi-attractors are in one-to-one correspondence with the set of attracting
currents in Ck−s(P
k). In particular, a holomorphic endomorphism of Pk admits at most
countably many minimal quasi-attractors.
We define the attracting currents of the quasi-attractor A to be those of the attracting
set Ai0 . Regarding the cardinality of the set of quasi-attractors, by a result of Gavosto
[Gav98] (see also [Buz97]) if k ≥ 2 then a holomorphic endomorphism of Pk can have
infinitely many sinks, thus in particular infinitely many attractors. So the bound in the
corollary is sharp and we do not know a direct proof of it when k ≥ 3. By cohomological
arguments, there exists at most one minimal quasi-attractor of dimension larger or equal to
k/2. Hence, the case k = 2 follows easily from the definition of the dimension (cf. [FW99]
for a different proof). Again, this result is not true in the real setting. Bonatti and Moreira
remark that the unfolding of a homoclinic tangency can create, in a residual subset of an
open set of diffeomorphisms, uncountably many minimal quasi-attractors.
From an invariant current, it is classical to build an invariant measure (see e.g. [FS01]).
Let τ be an attracting current of bidimension (s, s). We define the equilibrium measure ντ
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associated to τ as the intersection of τ with the Green current of order s:
ντ := τ ∧ T
s.
Using previous results from [BS92], [dT08], [Din07], it is easy to deduce from Theorem 1.2
and Theorem 1.3 the following properties for ντ .
Corollary 1.5. Let A be a quasi-attractor of dimension s for f. If τ is an attracting
current in Ck−s(A) then its equilibrium measure ντ is an ergodic measure of maximal
entropy s log d on A and it has at least s positive Lyapunov exponents. Moreover, if n0 is
the integer defined in Theorem 1.3 then ντ has at most n0 ergodic components with respect
to fn0 , each of which is mixing.
In particular, the topological entropy of a quasi-attractor is always a multiple of log d
and this multiple is exactly the dimension of the quasi-attractor. Observe that this dimen-
sion is a geometric invariant which is independent of f. It is easy to see that quasi-attractors
of dimension 0 are finite unions of sinks. Therefore, a quasi-attractor has zero topologi-
cal entropy if and only if it is a union of sinks. Another consequence is that if f is not
chain recurrent on Pk and possesses no attractive periodic orbit then such an equilibrium
measure must be supported in J \Jk.
Unfortunately, we were not able to prove that ντ is always hyperbolic. It is the case in
all known examples cf. [Taf13], [DT16]. If we knew that the convergence in Theorem 1.3
has exponential speed then the hyperbolicity of ντ would follow from an easy adaptation of
arguments in [dT08]. The property of ντ to be hyperbolic would have several consequences.
For example, in [Dau16] Daurat proved in this situation and when k = 2 that ντ represents
an equidistribution of saddle periodic points in Dτ and that the Green current T is laminar
in Dτ . Moreover, if τ were the unique invariant current in Ck−s(Dτ ) then techniques
developed by Bedford-Lyubich-Smillie [BLS93] would imply that ντ is the unique measure
of entropy s log d on Dτ (see [Dau16]). These two questions, the speed of convergence in
Theorem 1.3 and the uniqueness of τ, are related and we postpone them to a later work.
See Section 3.6 for results in that direction.
In order to better illustrate the above results we consider now the case of minimal
quasi-attractors, i.e. quasi-attractors which are chain recurrent. We emphasize that these
dynamically meaningful objects have the advantage to always exist and that attractors are
special cases of them.
Corollary 1.6. Let K be a minimal quasi-attractor of dimension s. There exists an integer
n0 ≥ 1 such that if we exchange f by f
n0 then K splits into n0 minimal quasi-attractors
K = K1∪· · ·∪Kn0 such that each Ki is contained in a trapping region UKi which supports
a unique attracting current τi ∈ Ck−s(Ki) with
lim
n→∞
1
dns
(fn)∗R = τi
for all continuous currents R in Ck−s(UKi). Moreover, the equilibrium measure ντi is mix-
ing, of maximal entropy s log d on Ki and has at least s positive Lyapunov exponents.
In particular, this result implies that each set Ki as above is still a minimal quasi-
attractor for all iterates of f. This prevents phenomena such as adding machines to appear.
Adding machines are simples examples of minimal quasi-attractors without periodic orbit
and which split into arbitrarily large number of pieces when we exchange f by an iterates.
Finally, we study attracting sets for holomorphic families of endomorphisms. We show
that the number of attracting currents of bidimension (s, s) is constant in a family and that
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we can glue them together in order to form structural varieties. In particular, we obtain that
the sum of the Lyapunov exponents of the equilibrium measure ντ is a plurisubharmonic
function of the parameter, see Corollary 5.8. This suggests that we can undertake a
bifurcation theory of attracting sets in Pk using positive closed currents defined on the
parameter space by these plurisubharmonic (p.s.h) functions.
The paper is organized as follows. In Section 2, we introduce the notions of weakly
p-pseudoconvex sets and of structural varieties which provide us with the tools to study
the set Ck−s(U). Then, Section 3 is devoted to the dynamics in this space of currents.
We establish there the existence and the finiteness of attracting currents as well as several
equidistribution results toward them. Theorem 1.2 is a consequence of Theorem 3.12 and
Theorem 1.3 comes from a combination of Theorem 3.28 and Theorem 3.35. This allows
us in Section 4 to apply classical methods in order to study the equilibrium measures. In
Section 5, we define the irreducible components of an attracting set and we investigate
their behavior in families. In the last section, we consider more specifically the case of
quasi-attractors and we prove the three corollaries state above. We also suggest a list of
open questions.
The author would like to thank Fabrizio Bianchi, Christian Bonatti and Tien-Cuong
Dinh for helpful discussions or constructive comments.
2 Basic facts about pluripotential theory and geometry of Pk
All the results in this section are well-known and we refer to [Dem12] for an introduction
to pluripotential theory. First, we recall the notion of weakly p-pseudoconvex sets. As we
will see in the next section, a trapping region in Pk is always weakly p-pseudoconvex for
some p which will give us a geometric setting for the sequel. In the second part of this
section we give simple results about structural varieties in Pk. From now on, and for the
rest of the paper, k, p and s are three non-negative integers such that s = k − p.
2.1 Weakly p-pseudoconvex domains
Dinh and Sibony introduced the following definition (cf. [DS09]). Following their conven-
tions, in the sequel positivity for forms and currents corresponds to strong positivity in
[Dem12].
Definition 2.1. A compact subset K of a complex manifold X of dimension k is weakly
p-pseudoconvex if there exists a positive smooth (s, s)-form φ such that ddcφ is strictly
positive on K.
It is easy to see that a compact subset K of Pk such that Cs+1(P
k \K) is not empty is
weakly p-pseudoconvex in Pk (see [DS09]). Indeed, Fornæss and Sibony show that such a
set is (p− 1)-pseudoconvex (cf. [FS95b] for definitions and mind the difference in indices).
An important point about weakly p-pseudoconvex compact sets in Pk is that a current
of bidegree (p, p) supported on such a set is totally determined by its values on smooth
forms φ with ddcφ ≥ 0. To be more precise, let U be an open set of Pk such that there
exists a positive smooth (s, s)-form φ0 with dd
cφ0 ≥ ω
s+1 on U. We denote by P(U) the
set of C2 (s, s)-forms φ on U such that 0 ≤ φ ≤ ωs and ddcφ ≥ 0.
Lemma 2.2. There exists a constant c > 0 such that if φ is a (s, s)-form of class C2 on
P
k then the restriction φ˜ to U of
1
c+ 2
(
φ
c‖φ‖C2(Pk)
+ φ0 + ω
s
)
5
is in P(U).
Proof. There exists a constant c > 1 such that −c‖φ‖C2(Pk)ω
s ≤ φ ≤ c‖φ‖C2(Pk)ω
s and
−c‖φ‖C2(Pk)ω
s+1 ≤ ddcφ ≤ c‖φ‖C2(Pk)ω
s+1 on Pk, for all (s, s)-forms of class C2. Therefore
ddc
(
φ
c‖φ‖C2(Pk)
+ φ0
)
≥ 0,
on U. Moreover, if c > 1 is large enough, φ0 ≤ cω
s and thus φ˜ defined above satisfies both
conditions in the definition of P(U).
As a direct consequence, we have the following lemma.
Lemma 2.3. If R and S are two (p, p)-currents supported on U such that
〈R,ψ〉 = 〈S,ψ〉
for all ψ ∈ P(U) then R = S.
Proof. If φ is a C2 (s, s)-form on Pk then by Lemma 2.2〈
R,
φ
c‖φ‖C2(Pk)
+ φ0 + ω
s
〉
=
〈
S,
φ
c‖φ‖C2(Pk)
+ φ0 + ω
s
〉
.
Moreover, ωs and c−1φ0 are also in P(U), hence 〈R,φ0〉 = 〈S, φ0〉 and 〈R,ω
s〉 = 〈S, ωs〉.
Therefore, 〈R,φ〉 = 〈S, φ〉.
In the dynamical part of this paper, we are interested to open subsets U of Pk such
that Cs+1(P
k \ U) and Cp(U) are both non-empty. But to study Cp(U) it is enough to
consider the smallest open subset U˜ ⊂ U such that Cp(U˜) = Cp(U).
Definition 2.4. Let U be an open subset of Pk such that Cp(U) 6= ∅. We define the
s-pseudoconcave core U˜ of U by
U˜ =
⋃
S∈Cp(U)
supp(S).
Remark 2.5. If U is an open subset of Pk such that Cs+1(P
k \U) 6= ∅ then we can define
the (p− 1)-pseudoconvex hull Û of U to be the complement of ∪S∈Cs+1(Pk\U)supp(S). Both
this set and U˜ have interesting geometric properties. When s = 0, Û is the rationally
convex hull of U, cf. [Gue99] and [DS95]. To our knowledge, these sets have not been
studied in general.
2.2 Structural varieties
We are now interested in the geometry of Cp(U). We will study this set by the means of
special families parametrized by complex manifolds called structural varieties. The theory
of structural varieties was introduced by Dinh and Sibony, cf. [DS06], [Din07] and [DS09].
We refer to these references for more details on this concept. Here we just recall the facts
that we will need in what follows.
Let M and X be two complex manifolds of dimension m and k respectively. Let
πM : M × X → M and πX : M × X → X be the canonical projections. To a positive
closed (p, p)-current R in M ×X such that πX(supp(R)∩ π
−1
M (M
′)) ⋐ X for all M ′ ⋐M,
the slicing theory of Federer [Fed69] associates for almost all θ ∈ M a positive closed
(p+m, p+m)-current 〈R, πM , θ〉. It is supported on {θ} ×X and we will identify it to a
(p, p)-current ofX. The familyR(θ) := 〈R, πM , θ〉 defines a structural variety parametrized
by M. We denote it by {R(θ)}θ∈M or simply R. When M is biholomorphic to a disk we
call it a structural disk. When X is weakly p-pseudoconvex, a consequence of Lemma 2.3
is that R(θ) is defined for all θ ∈ M. Another important point about structural varieties
is that the function θ 7→ 〈R(θ), φ〉 inherits properties from the test form φ.
Theorem 2.6. [DS06, Theorem 2.1][Din07, Proposition A.1] Let U be an open subset of
P
k such that U is weakly p-pseudoconvex. Every structural variety in Cp(U) is defined
everywhere. Moreover, if R is such a structural variety and if φ is a real continuous
(s, s)-form on U such that ddcφ ≥ 0 (resp. ddcφ = 0, resp. dφ = 0) then the function
h(θ) := 〈R(θ), φ〉 is plurisubharmonic (resp. pluriharmonic, resp. constant). In particular,
the mass of R(θ) is independent of θ.
Our approach deeply exploits the fact that the ambient space is Pk. In particular,
that Pk has a big automorphism group which acts transitively on Pk but also on T ∗Pk is
important. This allows us to use convolution in order to construct structural disks which
regularize currents (see e.g. [DS09]). To this aim, we introduce some notations.
We endow Pk with the distance induced by the Fubini-Study metric and if η > 0
and E ⊂ Pk then we denote by Eη the neighborhood of E defined by Eη := {x ∈
P
k |dist(x,E) < η}. Let W be a small neighborhood of Id in Aut(Pk) which is biholo-
morphic to the unit ball B(0, 1) of Ck
2+2k. We will often identify an automorphism σ in
W with the corresponding point in B(0, 1) and we assume that Id is associated to 0. If
0 < r ≤ 1, we denote by BW (r) the subset of W corresponding to B(0, r). Moreover, we
choose a smooth probability measure ρ on W with full support. We state without proof
the following elementary lemma in order give notations.
Lemma 2.7. For all 0 < r ≤ 1 there exists η(r) > 0 such that if x, y ∈ Pk with dist(x, y) ≤
η(r) then there is σ ∈ BW (r) with σ(x) = y. Moreover, if K is a compact subset of an open
set V of Pk then there exists a constant 0 < r ≤ 1 such that for all σ in BW (r), σ(K) ⊂ V.
The following construction will be repeatedly used in the sequel.
Proposition 2.8. Let K be a compact subset of an open set V of Pk. Let 0 < r ≤ 1 be as
in Lemma 2.7. There exist constants l > 0 and C > 0 with the followings properties. For
each current S ∈ Cp(K) there is a structural disk S in Cp(V ) such that
• S(0) = S and for θ 6= 0, S(θ) is smooth with ‖S(θ)‖C2 ≤ C|θ|
−l,
• for each L ⋐ D∗, there exists CL > 0 such that ‖S(θ) − S(θ
′)‖C2 ≤ CL|θ − θ
′| if
θ, θ′ ∈ L,
• if θ 6= 0 then S(θ) is strictly positive on (supp(S))η(2−1r|θ|).
Moreover, if θ0 6= 0 then S(θ0) depends continuously on S with respect to the smooth
topology for S(θ0) and the weak topology for S.
Proof. Using the identification between W and B(0, 1) we can define
S(θ) :=
∫
BW (1)
(rθσ)∗Sdρ(σ).
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Almost all the properties stated above about S(θ) can be found in [DS09] [Din07] or are
classical consequences of convolution. The only point which is well-known but not proved
explicitly in the literature is the strict positivity of S(θ). It simply comes from the fact
that if u is a (strongly) positive element of
∧(p,p)
C
k and v is a weakly positive element of∧(s,s)
C
k, both non-zero, then (σ∗u)∧v > 0 for almost all elements σ ∈ Glk(C). Therefore,
if R is a current of the form δa ∧Ψ where Ψ ∈
∧(p,p) T ∗aPk is (strongly) positive and non-
zero then R(θ) :=
∫
BW (1)
(rθσ)∗Rdρ(σ) is strictly positive on B(a, η(2
−1r|θ|)). Thus the
result follows since S can be disintegrate into currents with support at a point.
The two following results are basic but we state them explicitly since they play a central
role in the sequel. They have been already used in [Din07].
Lemma 2.9. Let (un)n≥0 be a uniformly bounded sequence of subharmonic functions de-
fined on D which is locally equicontinuous on D∗. Assume that there exists c ∈ R such
that
lim sup
n→∞
un(θ) ≤ c,
for all θ ∈ D and
lim
n→∞
un(0) = c.
Then the sequence (un)n≥0 converges pointwise to the constant function c.
Proof. Since the sequence is uniformly bounded, there exists a subsequence (uni)i≥0 which
converges in L1 to a subharmonic function u∞ such that, for all θ ∈ D, u∞(θ) ≥ lim supi→∞ uni(θ)
with equality outside a polar subset of D. The local equicontinuity on D∗ implies that the
convergence is pointwise on D∗. Hence, u∞ ≤ c on D
∗ and the maximum principle gives
that u∞(θ) = c for all θ ∈ D since limn→∞ un(0) = c. The result follows since u∞ was an
arbitrary limit value of (un)n≥0.
Lemma 2.10. Let (an)n≥0 and (bn)n≥0 be two sequences of real numbers. If there are two
constants c ∈ R and α > 0 such that
lim sup
n→∞
bn ≤ αc, lim sup
n→∞
(an − bn) ≤ (1− α)c and lim
n→∞
an = c
then limn→∞ bn = αc.
Proof. We have
αc ≥ lim sup
n→∞
bn ≥ lim inf
n→∞
bn = − lim sup
n→∞
(−bn) = lim
n→∞
an − lim sup
n→∞
(an − bn)
≥ c− (1− α)c = αc,
which gives the desired result.
3 Dynamics in the set of currents
This section is devoted to the proof of Theorem 1.2 and Theorem 1.3. The main construc-
tion is contained in Theorem 3.12. The idea, already present in [Din07], is that in the
set of invariant currents an attracting current τ maximizes plurisubharmonic observables.
However, as in our setting it may exist several attracting currents, this maximum cannot
be global. One of the main difficulties is to associate to τ a trapping region on which this
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maximum is global and to prove that this trapping region is not to small (see Theorem
3.12 and Lemma 3.27).
The organisation of this section is as follows. First, we briefly recall some results about
holomorphic endomorphisms of Pk and we state Lemma 3.2 which will allow us, in Section
3.2, to give equivalent formulations Daurat’s definition of the dimension of an attracting
set. We also fix the setting for the sequel and give the definition of attracting currents.
Then, in Section 3.3, we explain how to associate to an invariant current S a family of
trapping regions NS(r) which will be a key point in Lemma 3.27. This brings us to Section
3.4 where we study equidistribution toward an attracting current. In particular, we prove
Theorem 3.12 and Lemma 3.27. They imply the existence and the finiteness of attracting
currents which give Theorem 1.2 and the first point in Theorem 1.3. The second part of
this theorem is obtained in Section 3.5. We conclude this section with results related to
the speed of convergence.
3.1 Holomorphic endomorphisms of Pk
We refer to [DS10] for a detailed exposition on pluripotential methods in complex dynamics
in several variables, in particular for the definition of the Green currents and push-forwards
and pull-backs of currents.
We denote by Hd(P
k) the space of holomorphic endomorphisms of Pk of algebraic
degree d. Let f be in Hd(P
k) with d ≥ 2. If l is an integer with 0 ≤ l ≤ k then by Bézout
theorem, the action of f∗ on the cohomology group H l,l(Pk,R) is the multiplication by
dl. By duality, the action of f∗ on H
l,l(Pk,R) is the multiplication by dk−l. Therefore, the
normalized pull-back d−lf∗ and the normalized push-forward dl−kf∗ define operators from
the set Cl(P
k) to itself.
As we said in the introduction, there exists a special current T l in Cl(P
k) called the
Green (l, l)-current of f. It is invariant by d−lf∗ and dk−lf∗ and if S is a smooth form in
Cl(P
k) then d−lnfn∗S converges to T l.Moreover, the Green (1, 1)-current T has continuous
local potentials so its self-intersection of order l is well-defined and coincides with T l. The
support Jl of T
l is called the Julia set of order l of f. This defines a filtration of sets
∅ =: Jk+1 ⊂ Jk ⊂ · · · ⊂ J1 ⊂ J0 := P
k.
Dinh [Din07] and de Thelin [dT06] prove that these Julia sets are related to the topological
entropy of f restricted to compact subsets of Pk.
Theorem 3.1. Let 1 ≤ l ≤ k. If K ⊂ Pk is a compact set such that K ∩Jl = ∅ then the
topological entropy of f restricted to K is smaller or equal to (l − 1) log d.
The fact that the action of f∗ on H
l,l(Pk,R) dominates the one on H l+1,l+1(Pk,R)
will allow us to construct positive closed currents supported in a trapping region U from
positive currents, not necessarily closed, also supported on U. This is a consequence of the
following lemma which was establish by Dinh [Din07, Proposition 4.7].
Lemma 3.2. Let f be in Hd(P
k) with d ≥ 2. Let χ be a positive smooth function in Pk.
If S is a current in Ck−l(P
k) then the sequence d−ln(fn)∗(χS) has bounded mass and each
of its limit values is a positive closed (k − l, k − l)-current of Pk of mass c := 〈S ∧ T l, χ〉.
On the other hand, the fact that the potential of d−n(fn)∗ω converges uniformly to the
one of T implies the following uniform continuity result, cf. [Din07, Proposition 5.2]. We
recall that if S ∈ Ck−l(P
k) and χ is a smooth function then we can define (d−lnfn∗ χS)∧T
l
by 〈(d−lnfn∗ χS) ∧ T
l, φ〉 = 〈S ∧ T l, χ(fn∗φ)〉.
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Lemma 3.3. Let S be a current in Ck−l(P
k) and let χ be a positive smooth function.
Assume that the sequence (d−ln(fn)∗(χS))n≥0 converges to cS∞. If (ni)i≥0 and (mi)i≥0
are two sequences converging to +∞ then
lim
i→∞
(d−lnifni∗ χS) ∧ (d
−lmifmi∗ωl) = lim
i→∞
(d−lnifni∗ χS) ∧ T
l = cS∞ ∧ T
l.
Moreover, the map from Ck−l(P
k) to Ck(P
k) defined by S 7→ S ∧ T l is continuous.
Proof. First observe that by Lemma 3.2, c = 〈S ∧ T s, χ〉 and S∞ ∈ Ck−l(P
k). From this,
the proof of the first point is identical to the one of [Din07, Proposition 5.2]. The second
point is a classical consequence of the continuity of the potential of T, see e.g. [Dem12] or
[DS10].
3.2 Dimension of an attracting set and attracting currents
Daurat introduced the following definition in [Dau14]. Here, we still use the convention
that s = k − p.
Definition 3.4 (Daurat). Let A ⊂ Pk be an attracting set. We say that A has codimension
p or dimension s if Cp(A) 6= ∅ and Cp−1(A) = ∅. The dimension of a trapping region is
by definition the dimension of the associated attracting set.
As observe by Daurat, if A has dimension s then its Hausdorff dimension is larger or
equal to 2s. The first results of this section give equivalent formulations of this defini-
tion and they imply Proposition 1.1. In particular, they show that an attracting set of
codimension p in Pk is weakly p-pseudoconvex which is a crucial point in our approach.
Proposition 3.5. Let A ⊂ Pk be an attracting set for f. For 0 ≤ l ≤ k the following
properties are equivalent.
1) A ∩Jl = ∅.
2) Cl(P
k \ A) 6= ∅.
3) Ck−l(A) = ∅.
Proof. As by definition Jl = supp(T
l), if A∩Jl = ∅ then T
l belongs to Cl(P
k \A) which
is therefore not empty.
It is well-known by a cohomological argument that if S is in Cl(P
k) and R ∈ Ck−l(P
k)
then the support of S intersects the one of R. Therefore, if Cl(P
k\A) 6= ∅ then the support
of each current in Ck−l(P
k) intersects Pk \ A. In particular Ck−l(A) = ∅.
Finally, to prove that 3) implies 1), we proceed by contraposition. Let U be a trapping
region for A and assume that A∩Jl 6= ∅. Therefore, there exists a positive smooth function
χ with compact support in U such that c := ‖χωk−l ∧ T l‖ 6= 0. Hence, using Lemma 3.2
and the fact that f(U) ⋐ U and A = ∩n≥0f
n(U), each limit value of d−ln(fn)∗(χω
k−l) is
of the form cR with R ∈ Ck−l(A). In particular, Ck−l(A) is not empty.
Corollary 3.6. Let A ⊂ Pk be an attracting set for f with a trapping region U. Then the
following properties are equivalent.
1) A is of dimension s.
2) A ∩Js 6= ∅ and A ∩Js+1 = ∅.
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3) Cp(A) 6= ∅ and Cs+1(P
k \A) 6= ∅.
In particular, if A is of dimension s then A and U are weakly p-pseudoconvex.
Proof. As s = k− p, the first part is a direct consequence of Proposition 3.5. This implies
that ifA is of dimension s then T s+1 is in Cs+1(P
k\A). Therefore T s+1 is also in Cs+1(P
k\U)
since it is invariant by d−(p−1)f∗. Hence U is weakly p-pseudoconvex.
This result was already obtained in [FW99] for minimal quasi-attractors when k = 2.
More precisely, they prove that a minimal quasi-attractor of Pk which is not finite must
contain an entire curve.
In [Din07], Dinh considers trapping regions U satisfying geometrical conditions that
we denote by (HD) : there exist two linear subspaces I and L of dimension p − 1 and
s respectively such that I ∩ U = ∅ and L ⊂ U. Moreover, for each x ∈ L the unique
dimension p linear subspace I(x) containing I and x has to intersect U in a subset which
is star-shaped with respect to x in I(x) \ I ≃ Cp. In particular, U has dimension s. The
key point in these assumptions (HD) is that for each element S of Cp(U) there exists a
canonical structural disk which links S to [L]. For such trapping regions, Dinh obtains
almost all the results contained in this section. However, in a general setting it seems very
difficult to investigate the structure of Cp(U).
We now fix the setting for the rest of this section. From now on, f is an element of
Hd(P
k) with d ≥ 2. Since we are especially interested in the action of f on Cp(P
k), we
define the following operators from Cp(P
k) to itself. For S is in Cp(P
k), set
ΛS := d−sf∗S,
and for each n ≥ 1
∆nS :=
1
n
n∑
i=1
ΛiS.
If U is a trapping region of codimension p then we consider the following two special
subset of Cp(U). Define Ip(U) as the set of currents S ∈ Cp(U) such that ΛS = S. Since
f(U) ⋐ U, each limit value of (∆nS)n≥1 with S ∈ Cp(U) belongs to Ip(U). Hence, Ip(U) is
non-empty as Cp(A) 6= ∅. The set Dp(U) was introduced by Dinh in [Din07]. It consists of
all possible limit values of sequences of the form (ΛnSn)n≥0 with Sn ∈ Cp(U). As observed
by Dinh, S is in Dp(U) if and only if there exists a sequence (Sn)n≥0 in Dp(U) such that
S = S0 and ΛSn+1 = Sn. We can now give the definition of an attracting current in Cp(U).
Definition 3.7. Let U be a trapping region of codimension p. We say that a current
τ ∈ Cp(U) is attractive on U if
lim
n→∞
∆nR = τ,
for all continuous form R in Cp(U). In this situation, we say that τ is an attracting current.
Observe that if τ ∈ Cp(U) is attractive on U then it is the unique attracting current
in Cp(U). We will see in the sequel that the convergence toward an attracting current is
more general and that R need not be closed nor positive. An important issue for what
follows is to obtain a lower bound to the size of a region on which τ is attractive. To this
purpose we consider the two following numbers, rU and ηU , which are related to the rate
of contraction of f(U) ⋐ U.
Definition 3.8. Let U ⊂ Pk be a trapping region. We denote by rU the maximum of the
number 0 < r ≤ 1 such that f ◦ σ(U ) ⊂ U for all σ ∈ BW (r). And we set ηU := η(rU ),
where η(rU ) is defined in Lemma 2.7.
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An important observation is that f(UηU ) ⊂ U. The number rU depends on f and it
increases if we exchange f by an iterate.
3.3 Trapping regions associated to an invariant current
In this subsection we will construct for each invariant current a family of trapping regions.
The construction is elementary and only uses the fact that the support of an invariant
current is also invariant. However, we will later see that these trapping regions are related
to subsets of Cp(U) which are in some sense pathwise-connected and this fact will be
essential in the sequel.
Let K ⊂ Pk be an invariant compact subset for f, f(K) = K. If 0 < r ≤ 1 then we
define NK(r) to be the set of pseudo-orbits obtained with BW (r) and starting on K. To
be more precise, a point x belongs to NK(r) if and only if there exist a finite sequence
σ1, . . . , σl in BW (r) and a point y ∈ K such that
x = f ◦ σ1 ◦ f ◦ . . . ◦ f ◦ σl(y).
Notice that NK(r) depends only on r, K, W and f. Obviously, since f(K) = K and
Id ∈ BW (r) we have K ⊂ NK(r). As f is an open map and BW (r) is open, it is easy to
check that NK(r) is open for all 0 < r ≤ 1. Moreover, by definition f ◦σ(NK(r)) ⊂ NK(r)
for all σ ∈ BW (r). Since NK(r) ⊂ ∪σ∈BW (r)σ(NK(r)), it follows that f(NK(r)) ⋐ NK(r),
i.e. NK(r) is a trapping region. We can also observe that NK(r′) ⊂ NK(r) for all r
′ < r
since f is an open map and therefore
NK(r) =
⋃
0<r′<r
NK(r′).
In particular, for each 0 < r ≤ 1 there exists 0 < r′ < r such that f(NK(r)) ⋐ NK(r
′).
Moreover, observe that f(NK(r)η(r)) ⊂ NK(r) where η(r) is defined in Lemma 2.7 and is
independent of K.
In general NK(r) can be much bigger than K. For example on P
1, if K is a Siegel fixed
point then NK(r) = P
1 for all r > 0. In the same way, NJk(r) = P
k for all r > 0. However,
if K is an attracting set then the attracting set associated to NK(r) is K for r > 0 small
enough.
In the sequel, we are interested to the following setting. Let U be a trapping region
of codimension p. Let S be a current in Ip(U). The set supp(S) is invariant thus we can
define for 0 < r ≤ 1
NS(r) := Nsupp(S)(r).
Since f ◦ σ(U) ⊂ U for all σ ∈ BW (rU ), the set NS(r) is contained in U if r ≤ rU .
Moreover, supp(S) ⊂ NS(r) hence Cp(NS(r)) 6= ∅. Therefore, NS(r) is a trapping region
of codimension p if r ≤ rU .We also consider the following subsets of Cp(P
k). For 0 < r < 1,
define CS(r) as the smallest closed convex set in Cp(P
k) which contains all currents of the
form
Λσ1∗Λσ2∗ · · ·Λσl∗S,
where σ1, . . . , σl are elements of BW (r). The discussion above implies that CS(r) ⊂ Cp(U)
when r < rU . Finally, for 0 < r ≤ 1, we set CS(r) := ∪r′<rCS(r′).
Proposition 3.9. Let 0 < r ≤ 1. The set NS(r) satisfies
NS(r) =
⋃
R∈CS (r)
supp(R).
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Proof. If x is in NS(r) then there exist σ1, . . . , σl in BW (r) and y ∈ supp(S) such that
x = f◦σ1◦f◦. . .◦f◦σl(y). In particular, x is in the support of R := Λσ1∗Λσ2∗ · · ·Λσl∗S. But
there exists r′ < r such that σ1, . . . , σl are also in BW (r
′). Hence, R is in CS(r′) ⊂ CS(r)
and NS(r) ⊂ ∪R∈CS(r)supp(R).
Conversely, a current of the form R := Λσ1∗Λσ2∗ · · ·Λσl∗S with σ1, . . . , σl in BW (r
′) is
in Cp(NS(r
′)) and therefore CS(r′) ⊂ Cp(NS(r′)). The second inclusion follows since
NS(r) =
⋃
0<r′<r
NS(r′) and CS(r) =
⋃
r′<r
CS(r′).
As we are especially interested in invariant currents, we define IS(r) := CS(r)∩Ip(U).
It is a compact convex set and it satisfies the following monotonic property.
Lemma 3.10. Let 0 < r < 1 and let S be in Ip(U). If R is in IS(r) then
CR(r) ⊂ CS(r) and IR(r) ⊂ IS(r).
Proof. Observe that the second inclusion follows easily from the first one. Assume that
R ∈ IS(r) and let R
′ be in CR(r). As R is in CS(r), by definition there exists a sequence
of probability measures (ρn)n≥1 where ρn is defined on BW (r)
n such that
Rn :=
∫
BW (r)n
Λσ1∗ · · ·Λσn∗Sdρn(σ1, . . . , σn)
converge toward R. In the same way, there exists a sequence of probability measures (ρ′n)n≥1
such that
R′n :=
∫
BW (r)n
Λσ1∗ · · ·Λσn∗Rdρ
′
n(σ1, . . . , σn)
converge toR′. Therefore, it is easy to see that there exists an increasing sequence (ψ(n))n≥1
such that the sequence of currents defined by∫
BW (r)n
Λσ′1∗ · · ·Λσ
′
n∗
(∫
BW (r)ψ(n)
Λσ1∗ · · ·Λσψ(n)∗Sdρψ(n)(σ1, . . . , σψ(n))
)
dρ′n(σ1, . . . , σn),
converge to R′. Hence, R′ is in CS(r).
A current R in CS(r) is not necessary linked to S by a structural disk a priori. However,
we can approximate R by currents linked to S with good properties.
Lemma 3.11. Let 0 < r < 1 and let R be in CS(r). There exists a sequence of structural
disks (Rn)n≥1 in Cp(P
k) such that
• Rn(0) = S for all n ≥ 1,
• limn→∞Rn(r) = R,
• Rn(θ) belongs to CS(|θ|) and in particular Rn(θ) ∈ Cp(U) if |θ| < rU ,
• if θ 6= 0 then Rn(θ) is the image by Λ of a smooth current.
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Proof. Let 0 < r < 1. Let R be in CS(r). As in the proof of Lemma 3.10, there exists a
sequence of probability measures (ρn)n≥1 such that
Rn :=
∫
BW (r)n
Λσ1∗ · · ·Λσn∗Sdρn(σ1, . . . , σn)
converge toward R. Using the fact that W is biholomorphic to the unit ball B(0, 1) in
C
k2+2k and by identifying σ ∈ W with the corresponding point in B(0, 1), we can define
the structural disk
Rn(θ) :=
∫
BW (r)n
Λ(σ˜1(θ))∗ · · ·Λ(σ˜n(θ))∗Sdρn(σ1, . . . , σn).
Here σ˜(θ) := θσ/r if σ ∈ BW (r). This disk satisfies Rn(0) = S since Id ∈W corresponds to
0 ∈ B(0, 1) and ΛS = S.Moreover, θσ/r ∈ BW (|θ|) if σ ∈ BW (r) and thus Rn(θ) ∈ CS(|θ|).
Therefore, the sequence (Rn(θ))n≥1 satisfies the first three points in the lemma. It is enough
to modify it slightly in order to obtain the last point. Indeed, arguing as in Proposition
2.8, it is easy to check that if ρ is a smooth probability measure on W and (an)n≥1 is an
increasing sequence of positive numbers converging to 1 sufficiently fast then
Rn(θ) :=
∫
W
∫
BW (r)n
Λ(anσ˜1(θ) + (1− an)θσ)∗ · · ·Λ(σ˜n(θ))∗Sdρn(σ1, . . . , σn)dρ(σ)
fulfils all the four points.
3.4 Existence and finiteness of attracting currents
The next theorem gives the existence of attracting currents and it implies Theorem 1.2.
However, it is slightly more precise with, in particular, an explicit estimate on the size of
the trapping region Dτ . This last point constitutes the keystone for the finiteness results
in the sequel.
Theorem 3.12. Let U be a codimension p trapping region. There exists an attracting
current τ which is extremal in Ip(U). Moreover, τ is attractive on a trapping region Dτ
such that f(σ(Dτ )) ⊂ Dτ for all σ ∈ BW (rU ). In particular, Nτ (rU ) ⊂ Dτ .
In order to prove the theorem, let (φj)j≥1 be a dense sequence in P(U). By Corollary
3.6 and Lemma 2.3, two elements R and S of Cp(U) are equal if and only if 〈R,φj〉 = 〈S, φj〉
for all j ≥ 1. We will use this sequence (φj)j≥1 to construct a decreasing sequence of
trapping regions in U which will turn out to be stationary. The limit of this stationary
sequence will be Dτ .
In this purpose, we define inductively D0 := U, M0 := Cp(U) and for j ≥ 1
cj := max
S∈Ip(Dj−1)
〈S, φj〉,
Mj := {S ∈ Cp(Dj−1) | 〈∆nS, φj〉 → cj},
and
Dj := ∪S∈Mjsupp(S).
We will see in the proof of the following proposition that these objects are well-defined.
Proposition 3.13. Each Dj is a non-empty open subset of P
k. Moreover, f(σ(Dj)) ⊂ Dj
for all σ in BW (rU ) and j ≥ 0. In particular, f(Dj,ηU ) ⋐ Dj . Here ηU is defined in
Definition 3.8.
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Remark 3.14. The fact that ηU doesn’t depend on j is important for the sequel. It gives
in some sense a uniform rate of contraction.
Proof. Since by definition f(σ(U)) ⊂ U for all σ in BW (rU ), the proposition holds for
j = 0.
Now let j ≥ 1 and assume that the proposition holds for Dj−1. In particular Dj−1
is non-empty and thus by definition Cp(Dj−1) 6= ∅. As Dj−1 is invariant, it implies that
Ip(Dj−1) is a non-empty compact set and therefore, there exists R ∈ Ip(Dj−1) such that
〈R,φj〉 = maxS∈Ip(Dj−1)〈S, φj〉 =: cj . It follows that R belongs to Mj and thus Dj is not
empty.
The following arguments will be recurrent in the sequel. We explain them in detail
here in order to be able to be more succinct in the later uses. Let R be a current of Mj .
Since Dj−1 is open, we can consider the structural disk R of Cp(Dj−1) obtained from R
by Proposition 2.8 with V = Dj−1 and K = supp(R). By Theorem 2.6, the functions
un(θ) := 〈∆nR(θ), φj〉
are subharmonic. They satisfy 0 ≤ un ≤ 1 since 0 ≤ φj ≤ ω
s. Moreover, Proposition 2.8
implies that they are locally equicontinuous on D∗. By definition of Mj and cj , we have
lim
n→∞
un(0) = cj ≥ lim sup
n→∞
un(θ)
for all θ ∈ D. Therefore, by Lemma 2.9, the sequence (un)n≥1 converges pointwise to
cj . Hence R(θ) ∈ Mj for all θ ∈ D. Therefore, Dj is also open since supp(R(θ)) is a
neighborhood of supp(R) when θ 6= 0.
Finally, in order to prove that Dj is a trapping region, first observe that R ∈ Cp(Dj−1)
belongs to Mj if and only if ΛR is also in Mj . Indeed, since f(Dj−1) ⋐ Dj−1, ΛR ∈
Cp(Dj−1) and the fact that each limit value of ∆nR is Λ-invariant implies that the limit
values of 〈∆nR,φj〉 are the same than those of 〈∆n(ΛR), φj〉. Now, let x ∈ Dj and σ ∈
BW (rU ). By Proposition 2.8 applied with V = f
−1(U), K = U and r = rU , there exists a
structural disk R of Cp(f
−1(U)) such that supp(R(θ)) is the union over all σ˜ ∈ BW (|θ|rU )
of σ˜(supp(R)). In particular, σ(x) belongs to supp(R(θ)) for |θ| < 1 large enough. On
the other hand, by the induction hypothesis, {ΛR(θ)}θ∈D is a structural disk in Cp(Dj−1)
with ΛR(0) = ΛR in Mj. As above, by considering the functions
vn(θ) := 〈∆nΛR(θ), φj〉
which are also locally equicontinuous on D∗, we obtain that for all θ ∈ D, ΛR(θ) is in Mj
and therefore f(σ(x)) is in Dj .
So each Dj is a trapping region such that Dj+1 ⊂ Dj . The associated attracting sets
Ej := ∩n≥1f
n(Dj) therefore also define a decreasing sequence of sets.
Remark 3.15. If we choose φ1 = ω
s then all S ∈ Cp(U) satisfy 〈S, φ1〉 = 1 and M1
is equal to Cp(U). Therefore, D1 is equal to the union of the support of all currents in
Cp(U), i.e. it is the s-pseudoconcave core U˜ of U and thus U˜ is a trapping region. The
attracting set associated to it is in some sense the part of “pure” dimension s in A. Notice
that it is easy to show that the (p − 1)-pseudoconvex hull Û defined in Remark 2.5 is also
a codimension p trapping region.
The next step toward Theorem 3.12 is to show that these sequences are both stationary.
For the sets (Ej)j≥0, it will simply comes from the uniform rate of contraction, f(Dj,ηU ) ⋐
Dj with ηU > 0 independent of j.
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Lemma 3.16. Let η > 0. There exists a constant m ≥ 1 which depends only on η such
that each monotonic sequence of attracting sets (Aj)j≥1 in P
k admitting a trapping region
Vj with f(Vj,η) ⋐ Vj has at most m distinct elements.
Proof. Let i, j ≥ 1. If Ai is not included in Aj, it is neither included in Vj,η. Therefore, there
exists xi ∈ Ai such that B(xi, η)∩Vj = ∅. It easily follows that B(xi, η/3) ⊂ Vi,η/2 \Vj,η/2.
Since Pk has volume 1, it cannot exist more than m := V ol(B(x, η/3))−1 such distinct
balls.
We need the following proposition to prove that the sequence of trapping regions is also
stationary.
Proposition 3.17. The set Mj contains all continuous elements of Cp(Dj).
Proof. Let R be a continuous form in Cp(Dj). Since supp(R) is a compact subset of Dj
and Dj = ∪S∈Mjsupp(S), by Proposition 2.8 there exist currents Si in Mj, 1 ≤ i ≤ n0,
and structural disks Si in Cp(Dj) such that Si(0) = Si and R ≤ C
∑n0
i=1 Si(θi) for some
C > 0 and θ1, . . . , θn0 ∈ D. By the definition of cj we have that
lim sup
n→∞
〈
∆n
(
C
n0∑
i=1
Si(θi)−R
)
, φj
〉
≤ (Cn0 − 1)cj
and
lim sup
n→∞
〈∆nR,φj〉 ≤ cj .
But, as we have seen, Si ∈Mj implies that Si(θi) ∈Mj and then
lim
n→∞
〈∆nSi(θi), φj〉 = cj.
Therefore, by Lemma 2.10 limn→∞ 〈∆nR,φj〉 = cj , i.e. R ∈Mj .
As a consequence, Dj is the union of the support of continuous forms in Cp(Dj). It also
gives the following result.
Proposition 3.18. If Ej+1 = Ej then Dj+1 = Dj .
Proof. We already know that Dj+1 ⊂ Dj. If Ej+1 = Ej then there exists N > 0 such
that fN(Dj) ⋐ Dj+1. As above, since fN(Dj) is a compact subset of Dj+1, there exists a
smooth form S ∈ Cp(Dj+1) whose support contains f
N (Dj). In particular, by Proposition
3.17 S belongs to Mj+1. Define
S˜ :=
1
dNp
(fN)∗S.
It is a current in Cp(f
−N (Dj+1)) such that limn→∞〈∆nS˜, φj+1〉 = cj since f∗f
∗ is equal
to dk times the identity on positive closed currents. The fact that fN (Dj) is contained
in supp(S) implies that Dj ⊂ supp(S˜). Therefore, if S˜ is the regularization given by
Proposition 2.8 with V = f−N(Dj+1) then it satisfies
• S˜(θ) > 0 on Dj if θ 6= 0,
• ΛN S˜(θ) ∈ Cp(Dj+1) for all θ ∈ D,
• ΛN S˜(0) = S ∈Mj+1.
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Hence, we obtain exactly as in the proof of Proposition 3.17 that all continuous forms in
Cp(Dj) are in Mj+1. That implies the desired result.
We deduce form this our first result of convergence.
Proof of Theorem 3.12. By Lemma 3.16 and Proposition 3.18 there is j0 ≥ 1 such that
Ej = Ej0 and Dj = Dj0 for all j ≥ j0. As Mj contains all continuous elements of Cp(Dj)
and that Cp(Dj0) ⊂ Cp(Dj) for all j ≥ 0, it follows that
lim
n→∞
〈∆nS, φj〉 = cj,
for all j ≥ 0 and for all continuous forms S ∈ Cp(Dj0). Thus, each limit value S∞ of ∆nS
must satisfy
〈S∞, φj〉 = cj ,
which, by Lemma 2.3, completely determines S∞. In particular, this limit value is unique
and doesn’t depend on S. We call it τ and set Dτ := Dj0 . It is an invariant current and
Nτ (rU ) ⊂ Dτ since τ ∈ Cp(Dτ ) and f ◦ σ(Dτ ) ⊂ Dτ for all σ ∈ BW (rU ).
To prove that τ is extremal in Ip(U) let τ1 and τ2 be two elements of Ip(U) such
that τ = 2−1(τ1 + τ2). Define i0 = min{i ≥ 1 | 〈τ, φi〉 6= 〈τ1, φi〉}. If i0 6= +∞ then the
construction of τ implies that 〈τ, φi0〉 > 〈τ1, φi0〉 and 〈τ, φi0〉 ≥ 〈τ2, φi0〉 which is impossible.
Therefore, i0 = +∞ and τ = τ1 = τ2.
Remark 3.19. The set Nτ (rU ) is contained in Dτ but they are not equal in general. For
an attractive fixed point z0, τ is the Dirac mass at z0, Nτ (rU ) is included in the immediate
basin of z0 while Dτ equal to the whole trapping region U.
The following remark will be crucial in the sequel.
Remark 3.20. As a consequence of Theorem 3.12, if S is an attracting current of bidegree
(p, p) which is attractive on a trapping region V then
〈S, φ〉 = max
R∈Ip(V )
〈R,φ〉,
for all φ ∈ P(V ). Indeed, it simply comes from the facts that S is the unique attracting
current in Cp(V ) and that, for each φ ∈ P(V ), the construction in the proof of Theorem
3.12 gives an attracting current τ such that 〈τ, φ〉 = maxR∈Ip(V )〈R,φ〉 if we start with a
dense sequence (φj)j≥1 in P(V ) such that φ1 = φ. In particular,
〈S, φ〉 = 〈R,φ〉
for all R ∈ Ip(V ) and all smooth form φ such that dd
cφ = 0.
Another direct consequence of Theorem 3.12 is that attracting currents are extremal.
Corollary 3.21. Attracting currents of bidegree (p, p) in U are extremal points of Ip(U).
In particular, if such a current S puts mass on an analytic set of dimension s then S is a
combination of currents of integration on analytic sets of pure dimension s.
Proof. Let S be an attracting current in Cp(U). By definition, S is attractive on some
trapping region V. If S is decomposable in Ip(U), S = 2
−1(S1 + S2), then S1 and S2 are
supported in V, i.e. S is also decomposable in Ip(V ). On the other hand, by Theorem
3.12 applied to V, there exists an attracting current which is extremal in Ip(V ). But this
implies that S = S1 = S2 since S is the unique attracting current in Ip(V ).
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For the second point, by Siu’s decomposition theorem, there exist analytic sets [Hi] of
pure dimension s, positive numbers ci, and a positive closed current S
′ having no mass on
analytic sets of dimension s such that S =
∑
ci[Hi] + S
′. Moreover, this decomposition
is stable under Λ i.e. Λ(
∑
ci[Hi]) is a combination of currents of integration and ΛS
′ has
no mass on analytic set of dimension s. The fact that ΛS = S implies that Λ(
∑
ci[Hi]) =∑
ci[Hi] and ΛS
′ = S′. Since S is extremal in Ip(U), one of these two currents must
vanish.
Remark 3.22. 1) There exist examples of attracting currents which are not supported by
a pluripolar set but with non-zero Lelong number at some points, cf. [Dau14, Section 6.3].
2) It would be interesting to know if the fact that an attracting current is algebraic implies
that the associated attracting set is algebraic.
In the remaining part of this section, we will extend little by little our results about
equidistribution. The key idea is simple. We will use structural disks of center S ∈ Ip(U)
to dominate a current or a part of it and then deduce from Theorem 3.12 information about
the possible limit values when we apply the dynamics. A good example of this strategy
will be the proof of Lemma 3.27. But, first we need to establish several intermediate
results which give information about attracting currents. The following one says that if S
is attractive on V then it is also attractive on the full basin of V and not only for closed
forms. This last point is the counterpart in our setting of a result obtained by Dinh in
[Din07, Section 4].
Lemma 3.23. Let S be an attracting current of bidegree (p, p) which is attractive on a
trapping region V. Let BV := ∪n≥0f
−nV be the basin of V. For all continuous forms R in
Cp(P
k) and all positive smooth functions χ with compact support in BV we have that
lim
n→∞
∆n(χR) = cS,
where c = 〈R ∧ T s, χ〉.
Proof. By Lemma 3.2 there exists R∞ ∈ Cp(V ) and an increasing sequence (ni)i≥0 such
that limi→∞Λ
niχR = cR∞. If c = 0 then the lemma follows easily. Assume that c >
0 and choose c′ > 0 such that c′ < c. Let R∞ be the regularization of R∞ in Cp(V )
given by Proposition 2.8. There exist a smooth positive function χ∞ ≤ 1 and θ0 ∈ D
∗
such that χ∞ is equal to 1 on supp(R∞) and supp(χ∞) ⊂ supp(R∞(θ0)). In particular,
〈R∞ ∧ T
s, χ∞〉 = 1. Hence, there exists i0 ≥ 0 such that c
′′ := 〈(Λni0χR) ∧ T s, χ∞〉 ≥ c
′
and thus 〈R ∧ T s, χ(χ∞ ◦ f
ni0 )〉 = c′′ ≥ c′.
Since limN→∞∆NR∞(θ0) = S, exactly as in Proposition 3.18 we can use a regulariza-
tion in Cp(f
−ni0 (V )) of the smooth current
R˜∞ :=
1
dpni0
(fni0 )∗R∞(θ0),
in order to obtain a structural disk R˜∞ such that
• ‖R˜∞(θ)− R˜∞(θ
′)‖C0 ≤ C|θ − θ
′|,
• R˜∞(θ) > 0 on supp(χ∞ ◦ f
ni0 (χR)) if θ 6= 0,
• Λni0 R˜∞(θ) ∈ Cp(V ) for all θ ∈ D,
• limN→∞∆NR˜∞(0) = S.
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On the other hand, since S is the unique attracting current in Cp(V ), it satisfies 〈S, φ〉 =
maxS′∈Ip(V )〈S
′, φ〉 for all φ ∈ P(V ). Therefore,
lim sup
N→∞
〈∆NR˜∞(θ), φ〉 ≤ 〈S, φ〉,
for all φ ∈ P(V ). And exactly as in the proof of Proposition 3.13, the equality for θ = 0
implies that limN→∞∆NR˜∞(θ) = S for all θ ∈ D. In a similar way, if θ1 is in D
∗ then
there exists 0 < c1 < 1 such that
R˜∞(θ1) ≥ c1(χ∞ ◦ f
ni0 (χR))
and therefore
lim sup
N→∞
〈∆N (R˜∞(θ1)− c1(χ∞ ◦ f
ni0 (χR))), φ〉 ≤ (1− c1c
′′)〈S, φ〉,
lim sup
N→∞
〈∆N (χ∞ ◦ f
ni0 (χR)), φ〉 ≤ c′′〈S, φ〉,
for all φ ∈ P(V ). Hence, we have limN→∞∆N (χ∞ ◦ f
ni0 (χR)) = c′′S ≥ c′S. As χR ≥
χ∞ ◦ f
ni0 (χR) and c′ < c was arbitrary, any limit value R′ of (∆NχR)N≥1 has to satisfy
R′ ≥ cS. It follows by Lemma 3.2 that R′ = cS since R′ is positive of mass c.
Remark 3.24. If R∞ is a limit value of (∆nω
p)n≥1 then Lemma 3.23 implies that for
each attracting current S in Cp(P
k) there exists c > 0 such that R∞ ≥ cS.
Lemma 3.25. Let S1 and S2 be two different attracting currents of bidegree (p, p), at-
tracting on V1 and V2 respectively. If S1 and S2 are different then V1 ∩Js ∩ V2 = ∅ and
Cp(V1) ∩ Cp(V2) = ∅.
Proof. We proceed by contraposition. Let assume that V1∩Js∩V2 6= ∅. Let χ be a positive
smooth function with compact support in V1 ∩ V2 and such that c := 〈T
s, χωp〉 > 0. By
Lemma 3.23 we must have limN→∞∆N (χω
p) = cSi for i = 1, 2. It follows that S1 = S2.
In the same way, if there exists R ∈ Cp(V1) ∩ Cp(V2) then we can use a regularization
to obtain a smooth current R′ ∈ Cp(V1) ∩ Cp(V2). Therefore, the definition of attracting
current implies
S1 = lim
N→∞
∆NR
′ = S2.
Lemma 3.26. Let η > 0. There exist at most finitely many different attracting currents of
bidegree (p, p) which are attracting on a trapping region V such that f(Vη) ⊂ V. Moreover,
this number is bounded by a constant depending only on η > 0.
Proof. Let (Si)i∈I be a family of attracting (p, p)-currents such that Si is attractive on a
trappings region Vi with f(Vi,η) ⊂ Vi. Assume that they are pairwise distinct. By Lemma
3.25 Vi,η ∩ Js ∩ Vj,η = ∅ if i 6= j. Finally, by Corollary 3.6 Vi ∩ Js 6= ∅. Hence, if
xi ∈ Vi ∩Js then the balls B(xi, η/3) with i ∈ I are pairwise disjoint which implies that
I is finite with card(I) ≤ V ol(B(x, η/3))−1.
The following technical but important result says that an attracting current in Cp(U)
has to be attractive on a large trapping region.
Lemma 3.27. Let U be a trapping region of codimension p. If S is an attracting current
in Cp(U) then S is attractive on NS(rU ).
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Proof. Let S ∈ Ip(U) be an attracting current. By definition S is attractive on a trapping
region V and in particular S belongs to Ip(V ). Possibly by exchanging V by U ∩ V, we
can assume that V ⊂ U. Define r0 to be the supremum of the number r > 0 such that S
is attractive on NS(r). Since f(V ) ⋐ V, we have NS(rV ) ⊂ V and therefore r0 has to be
positive with r0 ≥ rV > 0. Our goal is to prove that r0 ≥ rU .
Assume by contradiction that r0 < rU . First observe that S is attractive on NS(r0)
since NS(r0) = ∪r<r0NS(r). On the other hand, for each r0 < r ≤ rU and each R ∈ Ip(U),
Theorem 3.12 applied to NR(r) gives the existence of an attracting current τ ∈ Ip(NR(r))
which is attractive on Nτ (r). Since f(Nτ (r)η(r)) ⊂ Nτ (r) with η(r) ≥ η(r0) > 0, Lemma
3.26 implies that the set of such currents is finite. We denote them by τ1, . . . , τm. To
summarize, for each r0 < r ≤ rU and each R ∈ Ip(U) there exists i ∈ {1, . . . ,m} such
that τi ∈ Ip(NR(r)). Moreover, as they are finitely many there is r1 with r0 < r1 < rU
such that τi is attractive on Nτi(r1) for each 1 ≤ i ≤ m. Due to the definition of r0, it
implies that S is not equal to τi, 1 ≤ i ≤ m.
Let φ˜ be a smooth (s, s)-form on Pk such that ddcφ˜ > 0 on U. Let r > 0 be such
that r0 < r < r1. Since IS(r) is a compact convex set, there exists R ∈ IS(r) such that
c˜(r) := max
R′∈IS(r)
〈R′, φ˜〉 = 〈R, φ˜〉.
The first step is to show that we can choose R to be a convex combination of τ1, . . . , τm.
To this purpose, first notice that R ∈ IS(r) implies, by Lemma 3.10, that IR(r) ⊂ IS(r).
Therefore, max
R′∈IR(r)
〈R′, φ˜〉 = c˜(r). Moreover, as we have observe above, the set NR(r)
has to support one of the current τi, for some 1 ≤ i ≤ m. Assume for simplicity that it is
τ1. Let χ1 be a positive smooth function with compact support in Nτ1(r), bounded by 1
and equal to 1 on f(Nτ1(r)). In particular, χ1 ◦ f ≥ χ1. Since τ1 ∈ Ip(NR(r)) we have
that Nτ1(r) ⊂ NR(r) and therefore
c1(r) := max
R′∈CR(r)
〈R′, χ1T
s〉
has to be strictly positive. Again, by the continuity of R′ 7→ R′ ∧ T s and the compactness
of CR(r), this value c1(r) is reached by a current R
′ in CR(r). By Lemma 3.11, there exists
a sequence of structural disks (Rn)n≥1 such that Rn(0) = R, for each θ ∈ D
∗ Rn(θ) is
the image by Λ of a smooth current, belongs to CR(|θ|) and R
′ = limn→∞Rn(r). Now, let
n ≥ 1 and let define
uN (θ) := 〈∆NRn(θ), φ˜〉.
They are subharmonic functions on D such that
uN (0) = 〈R, φ˜〉 = c˜(r) and lim sup
N→∞
uN (θ) ≤ c˜(r)
for all θ ∈ Dr. This last point comes from the fact that each limit values of ∆NRn(θ) is in
IR(r) if |θ| ≤ r. Therefore, lim supN→∞ uN (θ) = c˜(r) for almost all θ ∈ Dr. In particular,
there exists θn ∈ Dr such that lim supN→∞ uN (θn) = c˜(r) and
〈Rn(θn), χ1T
s〉 ≥ 〈Rn(r), χ1T
s〉 − 1/n.
On the other hand, as χ1 ◦ f ≥ χ1 we have that
〈∆NRn(θn), χ1T
s〉 ≥ 〈Rn(θn), χ1T
s〉.
By taking a suitable subsequence of (∆NRn(θn))N≥1 we obtain at the limit a current Rn
such that Rn ∈ IR(r), 〈Rn, φ˜〉 = c˜(r) and 〈Rn, χ1T
s〉 ≥ 〈Rn(r), χ1T
s〉 − 1/n. Finally, if
R∞ is a limit value of (Rn)n≥1 then
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• R∞ ∈ IR(r),
• 〈R∞, φ˜〉 = c˜(r) and
• 〈R∞, χ1T
s〉 = c1(r).
The latter equality implies that R∞ ≥ c1(r)τ1. To be more precise, since Rn(θn) is the
image by Λ of a smooth current and Rn(θn) ≥ χ1Rn(θn) we deduce from Lemma 3.23 that
Rn ≥ 〈Rn(θn), χ1T
s〉τ1 which implies at the limit that R∞ ≥ c1(r)τ1, as τ1 is attractive
on Nτ1(r). If c1(r) = 1 then we have prove the fact that the value c˜(r) can be reach by a
convex combination of τ1, . . . , τm since τ1 = R∞ and 〈R∞, φ˜〉 = c˜(r). Otherwise, we can
write R∞ = c1(r)τ1+(1−c1(r))R
′
∞ where R
′
∞ ∈ Ip(NR(r)). Now we claim that τ1 cannot
belong to Ip(NR′
∞
(r)). Indeed, if τ1 is in Ip(NR′
∞
(r)) then there exists a structural disk
R′∞ obtained as a convex combination of structural disks of the form
Λσ1(θ)∗Λσ2(θ)∗ · · ·Λσl(θ)∗R
′
∞,
where σi : ∆→W are holomorphic functions with σi(0) = Id, such that
〈R′∞(θ1), χ1T
s〉 = c′ > 0,
for some θ1 ∈ Dr. But, the structural disk R∞ obtained exactly as R
′
∞ except that R
′
∞ is
exchanged by R∞ gives a current R∞(θ1) ∈ CR∞(r) ⊂ CR(r) such that
〈R∞(θ1), χ1T
s〉 = c1(r)〈τ1(θ1), χ1T
s〉+ (1− c1(r))〈R
′
∞(θ1), χ1T
s〉
= c1(r) + (1− c1(r))c
′ > c1(r),
which contradicts the definition of c1(r). Therefore, τ1 /∈ Ip(NR′
∞
(r)). However, as above
NR′
∞
(r) has to support one of the currents τ1, . . . , τm. Since it cannot be τ1, we can assume
for simplicity that it is τ2.With the same construction than above applied to R∞, we obtain
a current R2,∞ ∈ IR∞(r) such that
〈R2,∞, φ˜〉 = c˜(r) and R2,∞ = c1(r)τ1 + c2(r)τ2 + (1− c1(r)− c2(r))R
′′,
where c2(r) is positive and maximal. Again, the maximality of c1(r) and c2(r) implies that
the set NR′′(r) cannot contains τ1 nor τ2. By induction, after at most m steps we obtain
a current Rr ∈ IS(r) such that 〈Rr, φ˜〉 = c˜(r) and
Rr =
m∑
i=1
ci(r)τi with ci(r) ≥ 0,
m∑
i=1
ci(r) = 1,
i.e. Rr is in the convex hull of τ1, . . . , τm.
Let (rl)l≥2 be a sequence decreasing toward r0, bounded by r1 and such that each
sequence (ci(rl))l≥2 converges. Define ci(r0) := liml→∞ ci(rl), Rr0 :=
∑m
i=0 ci(r0)τi =
liml→∞Rrl and c˜(r0) := 〈Rr0 , φ˜〉 = liml→∞ c˜(rl).We deduce from c˜(r) := maxR∈IS(r)〈R, φ˜〉
with S ∈ IS(r) that c˜(r0) ≥ 〈S, φ˜〉.
Now, we claim that 〈S, φ〉 ≥ 〈Rr0 , φ〉 for all smooth forms φ such that dd
cφ ≥ 0 on
U. This gives a contradiction and thus concludes the proof that r0 ≥ rU . To be more
precise, observe that it implies 〈S, φ˜〉 = 〈Rr0 , φ˜〉 since c˜(r0) ≥ 〈S, φ˜〉. Moreover, if ψ is
a smooth (s, s)-form then there exists M > 0 such that ddc(Mφ˜ ± ψ) ≥ 0. Therefore,
〈S,Mφ˜ ± ψ〉 ≥ 〈Rr0 ,Mφ˜ ± ψ〉 and thus 〈S,ψ〉 = 〈Rr0 , ψ〉 which implies that S = Rr0 . In
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particular, supp(τ1) ⊂ supp(S) as Rr0 =
∑m
i=0 ci(r0)τi with c1(r0) > 0. It is a contradiction
since τ1 is an attracting current with τ1 6= S and S is the unique attracting current in Cp(V ).
It remains to prove the claim. Let φ be a smooth form such that ddcφ ≥ 0 on U. Let
l ≥ 2. Since Rrl belongs to IS(rl) there exists, by Lemma 3.11, a sequence of structural
disks (Rln)n≥0 such that R
l
n(0) = S, Rrl = limn→∞R
l
n(rl), R
l
n(θ) belongs to CS(|θ|) and
is the image of a smooth current by Λ if θ 6= 0. For N ≥ 1, we can define the structural
disk Rln,N by R
l
n,N(θ) := ∆N (R
l
n(θ)). In particular, as CS(r1) ⊂ Cp(U), the restriction of
these disks to Dr1 defined structural disks in Cp(U). Let u
l
n,N be the subharmonic function
defined on Dr1 by u
l
n,N (θ) := 〈R
l
n,N (θ), φ〉. The sequence (u
l
n,N )n≥0 is uniformly bounded
thus there exists a subsequence (ulni,N )i≥0 which converges to a subharmonic function u
l
∞,N
such that for all θ ∈ Dr1
ul∞,N (θ) ≥ lim sup
i→∞
〈Rlni,N(θ), φ〉. (3.1)
In particular, ul∞,N (0) ≥ 〈S, φ〉 and u
l
∞,N (rl) ≥ 〈∆NRrl , φ〉 = 〈Rrl , φ〉. Moreover, outside
a polar subset of Dr1 the inequality (3.1) is an equality hence for almost all θ ∈ Dr1
ul∞,N(θ) = 〈∆N R˜(θ), φ〉 where R˜(θ) is a limit value of (R
l
ni(θ))i≥0. In the same way, there
exists a limit value ul of (u
l
∞,N )N≥1 such that ul(0) ≥ 〈S, φ〉, ul(rl) ≥ 〈Rrl , φ〉. Moreover,
for almost all θ ∈ Dr1 , ul(θ) = 〈R̂(θ), φ〉 for some current R̂(θ) ∈ IS(|θ|). On the other
hand, as S is the unique attracting current in NS(r0), we deduce from Remark 3.20 that
〈S, φ〉 = max
R′∈Ip(NS(r0))
〈R′, φ〉.
Thus, ul(θ) ≤ 〈S, φ〉 for all θ ∈ Dr0 . Since ul(0) ≥ 〈S, φ〉, the maximum principle implies
that ul(θ) = 〈S, φ〉 for all θ ∈ Dr0 . Hence, if u∞ denotes the limit of a subsequence of
(ul)l≥2 then u∞(θ) = 〈S, φ〉 for all θ ∈ Dr0 . It is an easy consequence of the mean value
inequality and of the upper semicontinuity of u∞ that u∞(θ) = 〈S, φ〉 also for θ ∈ Dr0 ,
and in particular u∞(r0) = 〈S, φ〉. Therefore, by Hartogs’ lemma
〈Rr0 , φ〉 ≤ lim
l→∞
ul(rl) ≤ u∞(r0) = 〈S, φ〉,
which was the claimed inequality.
The following theorem is a direct consequence of Lemma 3.26 and Lemma 3.27. It
implies the finiteness in Theorem 1.3.
Theorem 3.28. Let U be a trapping region of codimension p. The set of attracting currents
in Cp(U) is finite. Moreover, the cardinality of this set is bounded by a constant depending
only on ηU .
Proof. If S is an attracting current in Cp(U). By Lemma 3.27, S is attracting on NS(rU ).
On the other hand, we have seen in Section 3.3 that f(NS(rU )ηU ) ⊂ NS(rU ). Therefore,
by Lemma 3.26 there exist at most m such currents with m = V ol(B(x, ηU/3)
−1.
Remark 3.29. In the same way than in Remark 3.20, we could have easily deduced from
Theorem 3.12 that there are finitely many attractive currents τ1, . . . , τm in Cp(U) such that
max
S∈Ip(U)
〈S, φ〉 = max
1≤i≤m
〈τi, φ〉,
for all form φ in P(U). This observation would be suffisant for several results in the sequel
but not for those about quasi-attractors and holomorphic families.
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We have seen that the attracting currents are extremal in Ip(U). However, as the
example of an attracting cycle of period 2 shows, they might not be extremal in the set
of positive closed currents invariant by Λ2. This explains why the equilibrium measures
τ ∧ T s are not mixing in general. But we have the following result which is an important
step toward the study of the set Dp(U).
Proposition 3.30. There exists an integer n0 ≥ 1 such that if we exchange f by f
n0 then
for all n ≥ 1 the set of attracting currents for fn in Cp(U) is equal to the set of attracting
currents for f in Cp(U).
Proof. Let Ap(f
n, U) denote the set of attracting currents for fn in Cp(U). Since f
n(UηU ) ⊂
U for all n ≥ 1, Theorem 3.28 says that the cardinality of Ap(f
n, U) is bounded indepen-
dently of n. Let n0 ≥ 1 be such that Ap(f
n0 , U) has the maximal number of elements. We
will show that for all n ≥ 1, Ap(f
n0 , U) ⊂ Ap(f
nn0 , U) which implies the proposition by
maximality.
By definition, if τ ∈ Ap(f
n0 , U) then Λn0τ = τ. Therefore, the construction of Section
3.3 applied to fn0 instead of f gives a trapping region N n0τ (rU ) for f
n0 such that τ is
attracting on N n0τ (rU ) with respect to f
n0 . Moreover, by Lemma 3.25 N n0τ (rU ) ∩ Js ∩
N n0τ ′ (rU ) = ∅ if τ
′ is another element of Ap(f
n0 , U).
Assume by contradiction that for some n ≥ 2, there exists τ ∈ Ap(f
n0 , U) such that τ
is not attracting for fnn0 . By Theorem 3.12, there exists an attracting current σ for fnn0 ,
attracting on a trapping region Dσ for f
nn0 such that Dσ ⊂ N
n0
τ (rU ). Therefore, if R is
a continuous form in Cp(Dσ) then
lim
N→∞
1
N
N−1∑
i=0
Λinn0R = σ.
On the other hand, the fact that τ is attracting on N n0τ (rU ) implies
lim
N→∞
1
N
N−1∑
i=0
Λin0R = τ.
Hence,
τ =
1
n
n−1∑
i=0
(Λn0)iσ.
Since σ 6= τ, there is 1 ≤ i1 ≤ n − 1 such that σ1 := (Λ
n0)i1σ is different from σ. We
claim that σ1 is also an attracting current for f
nn0 . Indeed, let S be a continuous form in
Cp(f
n0i1(Dσ)). As f
nn0(Dσ) ⋐ Dσ, the continuous form
S˜ :=
1
dpn0i1
(fn0i1)∗S
is supported in the basin, with respect to fnn0 , of Dσ. Therefore, by Lemma 3.23
lim
N→∞
1
N
N−1∑
i=0
Λinn0S˜ = σ.
Using that Λn0i1 S˜ = S, we obtain
lim
N→∞
1
N
N−1∑
i=0
Λinn0S = Λn0i1
(
lim
N→∞
1
N
N−1∑
i=0
Λinn0 S˜
)
= Λn0i1σ = σ1,
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which proves the claim.
As N n0τ (rU ) ∩ Js ∩ N
n0
τ ′ (rU ) = ∅ if τ
′ is another current in Ap(f
n0 , U), this shows
that the set Ap(f
nn0 , U) has strictly more elements than Ap(f
n0 , U) which contradicts the
definition of n0.
3.5 Structure of Dp(U)
In this subsection, we will show that possibly by exchanging f by an iterate we can remove
the Cesàro mean in the definition of attracting currents. In particular, the convergence in
Theorem 1.3 will follow as a consequence. To this purpose, we study the set Dp(U). Unlike
Ip(U), this set doesn’t change when we exchange f by f
n. As a first step, like in the case
of Ip(U), to a current in S ∈ Dp(U) we associate a sequence of open sets (VSn)n≥0. Since
S is not invariant it is neither the case for these sets.
For the rest of this section, we fix an attracting current τ of bidegree (p, p). By definition,
τ is attractive on a codimension p trapping region V. We assume that τ is attractive on
V with respect to any iterates of f. It is the minimal requirement in order to remove the
Cesàro mean and it will turn out to be sufficient. Notice that, by Proposition 3.30, up to
change f by an iterate this assumption is always satisfied.
Let S ∈ Dp(V ). As we have seen in Section 3.2, there exists a sequence (Sn)n≥0 in
Dp(V ) such that S0 = S and ΛSn+1 = Sn. This sequence might not be unique a priori and
the construction below depends on it. However, for each current S ∈ Dp(V ) we choose
such a sequence. The set VSn is defined as the union of the support of all currents of the
form
Λσ1∗Λσ2∗ · · ·Λσl∗Sn+l,
where σi are elements of BW (rV ). Exactly with the same arguments than for the sets
NK(r), we can show that these sets are open and satisfy f(VSn+1) ⋐ VSn . We have the
following relation between V, Nτ (rV ) and (VSn)n≥0.
Lemma 3.31. There exists an integer m ≥ 1 such that Nτ (rV ) ⊂ ∪
m
n=0VSn ⊂ V for all
S ∈ Dp(V ).
Proof. The inclusion VSn ⊂ V for all n ≥ 0 is obvious. It simply comes from the facts that
supp(Sn) ⊂ V and f(σ(V )) ⊂ V for all σ ∈ BW (rV ).
In order to prove Nτ (rV ) ⊂ ∪
m
n=0VSn , let χ1, . . . , χM be positive smooth functions with
compact support in V such that
•
∑M
i=1 χi ≥ 1A∩Js , where A is the attracting set associated to V,
• for each 1 ≤ i ≤M, ci := 〈T
s, χiω
p〉 > 0,
• the diameter of supp(χi) is less than ηV /2.
Since τ is attractive on V, it follows from Lemma 3.23 that limn→∞∆nχiω
p = ciτ, with
ci > 0. But the support function R 7→ supp(R) is lower semicontinuous with respect to
the weak topology for R and the Hausdorff metric on the compact sets. Therefore, there
exists m ≥ 1 such that supp(τ) ⊂ (supp(∆mχiω
p))ηV /2, for all 1 ≤ i ≤M.
Let x be a point in Nτ (rV ). Again, by definition there exist y ∈ supp(τ) and σ1, . . . , σl ∈
BW (rV ) such that x = f ◦σ1◦· · ·◦f ◦σl(y). On the other hand, since
∑M
i=1 χi ≥ 1A∩Js and
‖Sm+l+1∧T
s‖ = 1, there is 1 ≤ i ≤M such that 〈Sm+l+1, χiω
s〉 > 0. Moreover, we deduce
from the invariance of supp(τ) by f and from y ∈ supp(τ) ⊂ (supp(∆mχiω
p))ηV /2 that
there exist z ∈ supp(χi), an integer 1 ≤ j ≤ m and σ ∈ BW (rV ) such that y = f(σ(f
j(z))).
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Finally, since the diameter of supp(χi) is less than ηV /2 and 〈Sm+l+1, χiω
s〉 > 0 there is
w ∈ supp(Sm+l+1) and σ
′ ∈ BW (rV ) such that σ
′(w) = z. It follows that x is in the
support of
Λσ1∗ · · ·Λσl∗Λσ∗Λ
jσ′∗Sm+l+1
which is contained in VSm−j with 0 ≤ m− j ≤ m− 1.
Notice that we will not need in the sequel that m is uniform in S ∈ Dp(V ).
Remark 3.32. Since τ is attractive on Nτ (rV ), we can exchange V by Nτ (rV ) and thus
obtain Nτ (rV ) = ∪
m
n=0VSn .
If φ is in P(V ) we define
cφ := max
S∈Dp(V )
〈S, φ〉,
which is a maximum because Dp(V ) is compact. Observe that if L
nφ := d−snfn∗φ then
cLnφ = cφ for all n ≥ 1 since 〈S,L
nφ〉 = 〈ΛnS, φ〉 and that ΛnDp(V ) = Dp(V ). If S is in
Dp(V ) then we denote by PS the set of forms φ in P(V ) such that 〈S, φ〉 = cφ. Finally,
we define for a given φ ∈ P(V ) the following objects inductively. Let R0 ∈ Dp(V ) be a
current such that 〈R0, φ〉 = cφ and let I0 := {0}, i(0) := 0. For n ≥ 1 we define
i(n) := inf{l ≥ i(n− 1) + 1 | ∃R ∈ Dp(V ), 〈R,L
lφ〉 = 〈R,Liφ〉 = cφ ∀i ∈ I(n− 1)}.
If i(n) = +∞, we set I(n) := I(n − 1) and Rn := Rn−1. Otherwise, we set I(n) :=
I(n − 1) ∪ {i(n)} and we choose a current Rn ∈ Dp(V ) such that 〈Rn, Liφ〉 = cφ for all
i ∈ I(n). Finally, I(∞) := ∪n≥1I(n) is the limit of the sets I(n) and we choose a limit
value R∞ ∈ Dp(V ) of the sequence (Rn)n≥1. Observe that L
iφ belongs to PR∞ for all
i ∈ I(∞) and that I(∞) is a maximal subset of N with such a current. The next step is
to show that I(∞) contains an infinite arithmetic progression.
Proposition 3.33. Let S be in Dp(V ) and let (Sn)n≥0 be a sequence in Dp(V ) such that
S0 = S and ΛSn+1 = Sn. There exist an integer γ ≥ 1 and a current R ∈ Dp(V ) such that
both PS and PSγ are contained in PR. In particular, applied to S = R∞ it implies that
I(∞) + γ ⊂ I(∞).
Proof. Let m ≥ 1 be the constant obtained from Lemma 3.31. Let Sni+2m+1 be a subse-
quence of Sn+2m+1 which converges. We call the limit S∞,2m+1 and as ΛSn+1 = Sn we
have that Sni+l converges to S∞,l := Λ
2m+1−lS∞,2m+1 for all 0 ≤ l ≤ 2m+1. Since Dp(V )
is compact, all these currents belong to it.
It follows from Lemma 3.31 that Nτ (rV ) ⊂ ∪
m
i=0VS∞,i and Nτ (rV ) ⊂ ∪
m
i=0VS∞,m+1+i .
Therefore, there exist 0 ≤ γ1, γ2 ≤ m such that VS∞,γ1 ∩Js ∩ VS∞,m+1+γ2 6= ∅. Moreover,
Js is invariant and f(VS∞,i+1) ⊂ VS∞,i thus VS∞,0∩Js∩VS∞,γ 6= ∅ with γ := m+1+γ2−
γ1 ≥ 1. From this it is easy to see, by combining the construction in Proposition 2.8 and
in Lemma 3.11, that there are a positive smooth function χ with compact support in V
and two structural disks {S∞,0(θ)}θ∈D, {S∞,γ(θ)}θ∈D of center S∞,0 and S∞,γ respectively
such that
〈T s, χωp〉 = α > 0, S∞,0(θ0) ≥ χω
p and S∞,γ(θ0) ≥ χω
p,
for some α > 0, θ0 ∈ D
∗. Moreover, as in Proposition 2.8, the map R 7→ R(θ0) defined by
the construction above is continuous with respect to weak topology and the C∞ topology
respectively. Therefore, possibly by slightly modifying χ we obtain that the corresponding
structural disks {Sni(θ)}θ∈D, {Sni+γ(θ)}θ∈D of center Sni and Sni+γ respectively satisfy
Sni(θ0) ≥ χω
p and Sni+γ(θ0) ≥ χω
p,
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for ni large enough.
Since, the disks {ΛniSni(θ)}θ∈D and {Λ
niSni+γ(θ)}θ∈D are centered at S and Sγ re-
spectively, the domination above implies, by Lemma 2.10, that if αR is a limit value of
Λniχωp then R is in Dp(V ) and 〈R,φ〉 = cφ, 〈R,ψ〉 = cψ as soon as φ ∈ PS and ψ ∈ PSγ ,
i.e. PS ∪PSγ ⊂ PR.
To prove the last point, observe that by taking S = R∞ we obtain a current R ∈ Dp(V )
such that Liφ and Li+γφ both belong to PR for all i ∈ I(∞). But as I(∞) is maximal, it
turns out that I(∞) + γ ⊂ I(∞).
Here is the only point where the fact that τ is attractive for all the iterates of f is
involved.
Lemma 3.34. Let φ be in P(V ). If there exist an integer γ ≥ 1 and a current S ∈ Dp(V )
such that Lnγφ ∈ PS for all n ≥ 0 then φ belongs to Pτ .
Proof. If 〈S,Lnγφ〉 = cφ for all n ≥ 0 then for all N ≥ 1〈
1
N
N∑
n=1
ΛnγS, φ
〉
= cφ.
Any limit value S∞ of N
−1
∑N
n=1Λ
nγS is invariant by Λγ . As τ is the unique attracting
current in V with respect to fγ , it follows from Remark 3.20 that
〈τ, φ〉 ≥ 〈S∞, φ〉 = cφ.
Therefore, since cφ := maxR∈Dp(V )〈R,φ〉 and τ ∈ Dp(V ) we conclude that 〈τ, φ〉 = cφ and
thus φ ∈ Pτ .
We can now prove the following theorem which gives the convergence in Theorem 1.3.
Theorem 3.35. If R is a continuous form in Cp(V ) then limn→∞Λ
nR = τ.
Proof. Let φ be in P(V ) and let I(∞) and R∞ as above. By Proposition 3.33, there exists
γ ≥ 1 such that I(∞) + γ ⊂ I(∞). In particular, as 0 belongs to I(∞) we deduce that
nγ ∈ I(∞) for all n ≥ 0, i.e. Lnγφ is in PR∞ for all n ≥ 0. It follows from Lemma 3.34
that φ is in Pτ . Therefore, since φ ∈ P(V ) was arbitrary, we have P(V ) = Pτ .
From this, the proof is very similar to the one of Lemma 3.23. Let R be a continuous
form in Cp(V ). We choose a subsequence (Λ
niR)i≥0 which converges toward a current R
′.
It has to satisfy R′ ∈ Dp(V ) and therefore 〈R
′, φ〉 ≤ cφ = 〈τ, φ〉 for all φ ∈ P(V ) as
P(V ) = Pτ . Let χ be a positive smooth function, bounded by 1, equal to 1 on f(Nτ (rV ))
and with support in Nτ (rV ). In particular, χ ◦ f ≥ χ. Moreover, arguing as in Proposition
2.8 and Lemma 3.11 we can construct a structural disk {τ(θ)}θ∈D of center τ such that
τ(θ) > 0 on supp(χ) if |θ| < 1 is large enough. If φ ∈ P(V ) then the sequence of
subharmonic functions defined by
ui(θ) := 〈Λ
niτ(θ), φ〉
verifies lim supi→∞ ui(θ) ≤ cφ and ui(0) = cφ for all i ≥ 0. Therefore, Lemma 2.9 implies
that lim supi→∞ ui(θ) = cφ for almost all θ ∈ D. In particular, possibly by exchang-
ing (ni)i≥0 by a subsequence, there exists θ1 ∈ D such that τ(θ1) > 0 on supp(χ) and
limi→∞〈Λ
niτ(θ1), φ〉 = cφ. Let l ≥ 0 be large enough and define S := d
−pl(f l)∗(τ(θ1)). As
in Lemma 3.23, we can use a regularization in Cp(f
−l(V )) of S in order to obtain a struc-
tural disk S such that limn→∞〈S(θ), φ〉 = cφ and S(θ) > 0 on supp(χ ◦ f
l) for all θ ∈ D∗.
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In particular, as R is continuous, if θ2 ∈ D
∗ there is c > 0 such that cχ ◦ f lR ≤ S(θ2). It
follows that
〈R′, φ〉 = lim
i→∞
〈ΛniR,φ〉 ≥ lim
i→∞
〈Λni(χ ◦ f lR), φ〉 = lim
i→∞
〈Λni−l(χΛlR), φ〉 = clcφ,
where cl := 〈χΛ
lR,T s〉.
On the other hand, since τ is attractive on V, we have limN→∞∆NR = τ. Moreover,
χ ◦ f ≥ χ implies that cl is an increasing sequence and its Cesàro mean converges to
〈τ, χT s〉 = 1. Thus, liml→∞ cl = 1 and therefore 〈R
′, φ〉 ≥ cφ. As the equality holds for all
φ ∈ P(V ) we have that R′ = τ. The result follows since R′ was an arbitrary limit value of
(ΛnR)n≥1.
3.6 Speed of convergence
In this subsection, we study the speed of convergence in Theorem 1.3 and its consequences.
First we show that the convergence is uniform for uniformly bounded currents. We were not
able to establish an exponential speed in general. However, we prove it for pluriharmonic
observables which will allow us to apply techniques developed in [Taf13] and [DT16] in
order to obtain an exponential speed in some special cases.
As in the previous subsection, we fix an attracting current τ of bidegree (p, p) which is
attractive on a codimension p trapping region V and we assume that τ is attractive on V
with respect to any iterates of f.
Proposition 3.36. Let M > 0. If (Rn)n≥1 is a sequence of continuous forms in Cp(V )
such that ‖Rn‖∞ ≤M then
lim
n→∞
ΛnRn = τ.
Proof. Using a dense sequence in Cp(V ) it is easy to construct S ∈ Cp(V ) such that
supp(R) ⊂ supp(S) for all R ∈ Cp(V ). Observe that V ⊂ f
−1(V ) and therefore we can
consider a regularization S˜ of S in f−1(V ) obtained by Proposition 2.8. It is a smooth form
which satisfies S˜ > 0 on supp(S). In particular, S˜ > 0 on supp(R) for all R ∈ Cp(V ). Since
τ is attractive on V, it is also attractive on f−1(V ) thus limn→∞ Λ
nS˜ = τ. If (Rn)n≥1 is a
sequence of continuous forms in Cp(V ) which are uniformly bounded, there is 0 < c < 1
such that S˜ ≥ cRn for all n ≥ 1. On the other hand, any limit value R
′ of (ΛnRn)n≥1 is in
Dp(V ) and therefore has to satisfy 〈R
′, φ〉 ≤ 〈τ, φ〉 for all φ ∈ P(V ) as we have seen in the
proof of Theorem 3.35. The same is true for the limit values of (1−c)−1Λn(S˜−cRn) hence
we can apply Lemma 2.10 which implies that limn→∞〈Λ
nRn, φ〉 = 〈τ, φ〉 for all φ ∈ P(V )
i.e. limn→∞Λ
nRn = τ.
We denote by H the set of continuous real (s, s)-forms φ on V such that ddcφ = 0 and
|〈R− τ, φ〉| ≤ 1 for all R ∈ Cp(V ).
Proposition 3.37. There exist two constants C > 0 and 0 < λ < 1 such that for all
R ∈ Cp(V ), φ ∈ H, and n ≥ 1 we have
|〈ΛnR− τ, φ〉| ≤ Cλn.
Proof. First we consider the regularization {τ(θ)}θ∈D of τ in V obtained by Proposition
2.8. If φ is in H then u(θ) := 〈τ(θ) − τ, φ〉 defines a harmonic function on D such that
|u| ≤ 1 and u(0) = 0. Therefore, if θ0 ∈ D then by Harnack’s inequality there exists α < 1
such that |〈τ(θ0)− τ, φ〉| ≤ α for all φ ∈ H.
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If R ∈ Cp(V ) then we denote by R the structural disk obtained by regularizing R in
f−1(V ). Observe that by Proposition 2.8 there exist θ1 ∈ D
∗ and M > 0 such ‖R(θ1)‖∞ ≤
M for all R ∈ Cp(V ). For each n ≥ 2, we denote by Rn(θ) the regularization of Λ
n(R(θ))
in V evaluated at θ. It is easy to check that Rn corresponds to the diagonal of a structural
variety defined on D2 in Cp(V ) and thus, it is a structural disk in Cp(V ) which center is
ΛnR.
Since τ is attractive on f−1(V ), by Proposition 3.36 ΛnR(θ1) converges to τ uniformly
on R ∈ Cp(V ). Therefore, the continuity in Proposition 2.8 implies that there exist θ0 ∈ D,
0 < c < 1 and N ≥ 2 such that
RN (θ1) ≥ cτ(θ0)
for all R ∈ Cp(V ). If φ is in H then the function v(θ) := 〈RN (θ)− τ, φ〉 is harmonic with
|v| ≤ 1 and
v(θ1) = 〈RN (θ1)− τ, φ〉 = 〈(Rn(θ1)− cτ(θ0))− (1− c)τ, φ〉 + c〈τ(θ0)− τ, φ〉
≤ 1− c+ αc,
where α < 1 is defined above. Thus, 〈RN (θ1) − τ, φ〉 ≤ 1 − c + αc < 1 for all φ ∈ H
and R ∈ Cp(V ) and therefore, by Harnack’s inequality there exists λ˜ < 1 such that
〈ΛNR − τ, φ〉 ≤ λ˜. As −φ ∈ H if φ ∈ H, we obtain that |〈ΛNR − τ, φ〉| ≤ λ˜ for all
R ∈ Cp(V ), i.e. λ˜
−1LNφ ∈ H. It follows that λ˜−nLnNφ ∈ H for all φ ∈ H. In particular
|〈ΛnNR− τ, φ〉| ≤ λ˜n
for all R ∈ Cp(V ), φ ∈ H and n ≥ 1 which implies the desired result.
In [Taf13] and [DT16], the geometric assumptions of Dinh (HD) were used in order to
obtain the existence of the attracting current τ but also to prove the exponential speed
for pluriharmonic observables. As we now know that these two points are always satisfied,
repeating almost word by word the proofs of these articles we obtain an exponential speed of
convergence in two special cases. The first case concerns attracting sets of small topological
degree introduced by Daurat [Dau14]. The map f is said to be of small topological degree
on V if lim supn→∞ |f
−n(x) ∩ V |1/n < ds for all x ∈ Pk. In the second setting, we assume
that V is strictly q-convex. We refer to [HL88] and [Dem12] for this notion. We will use the
conventions of [HL88] but observe that q-convex domains in [HL88] correspond to strongly
(k − q)-convex ones in [Dem12].
Theorem 3.38. Let τ be a current which is attractive on the codimension p trapping region
V with respect to each iterate of f. Assume that one of the following conditions is satisfied.
(1) p = 1 and f is of small topological degree on V.
(2) V is strictly (p − 1)-convex and there exist two open sets V1 and V2 such that V ⊂
V1 ⊂ V2, V1 is a deformation retract of a dimension s complex manifold L ⊂ V1 and
‖
∧s+1Df(z)‖ < 1 for all z ∈ V2.
Then there exist constants c > 0 and 0 < λ < 1 such that
|〈ΛnR− τ, φ〉| ≤ cλn‖φ‖C2
for all R ∈ Cp(V ) and all C
2 test form φ. In particular, τ is the unique invariant current
in Cp(V ).
28
Sketch of proof. We only give the main ideas and we refer to [DT16] or [Taf13] for details.
For (1), we can consider the unique function u such that ddcu = R− τ and 〈µ, u〉 = 0.
If un := d
−snf∗u then dd
cun = Λ
nR − τ. On one hand, when x ∈ V the assumption of
small topological degree implies that most of the points in f−n(x) are outside V. On the
other hand, an easy consequence of Proposition 3.37 is that |un(y)| ≤ cλ
n uniformly for
y ∈ Pk \ V. These two facts and a volume estimate for sublevel sets of p.s.h functions
implies that (un)n≥1 converges exponentially fast to 0 in L
1 which is equivalent to the
desired result. Observe that in that setting we also obtain exactly as in [DT16] that τ have
continuous local potentials.
In the second case, we need a resolution of the ddc-equation with estimates for ddc-exact
(s + 1, s + 1)-forms on V. To this aim, we follow the method of Dinh-Nguyen-Sibony in
[DNS08]. In short, we start with a real C2 (s, s)-form φ on V1 and we use the deformation
retraction to solve dξ = ddcφ with estimates and we can assume that ξ is real, i.e. ξ = Ξ+Ξ
where Ξ is a (s, s + 1)-form. As dξ is a (s + 1, s + 1)-form, it follows that ∂Ξ = 0 and
dξ = ∂Ξ+∂Ξ. The deformation retraction also implies that Hs,s+1(V1,C) = 0. Therefore, Ξ
is ∂-exact on V1 and thus on V. Since V is strictly (p−1)-convex we can use the version with
estimates of the Andreotti-Grauert theory by Henkin-Leiterer [HL88] to solve the ∂Ψ = Ξ
with estimates on V. Hence, if ψ = −iπ(Ψ−Ψ) then ddcψ = ∂∂(Ψ−Ψ) = ∂Ξ+∂Ξ = ddcψ
on V.
In a second time, let R be in Cp(V ) and let φ be a C
2 (s, s)-form on Pk. The assumption
on ‖
∧s+1Df(z)‖ implies that ‖d−snddcfn∗φ‖∞,V2 is small. Therefore, the resolution above
gives the existence of a (s, s)-form ψn on V such that ‖ψn‖∞,V is small and dd
cψn =
d−snddcfn∗φ. Hence, we have
〈Λn+lR− τ, φ〉 = 〈ΛlR− τ, d−nsfn∗φ− ψn〉+ 〈Λ
lR− τ, ψn〉.
By Proposition 3.37, the first term is small if l is large enough and the second one is small
since ψn is small.
Remark 3.39. 1) The (p − 1)-convexity assumption always holds in a larger trapping
region. Indeed, as we have already observe if V is a trapping region of codimension p then
the same holds for its (p−1)-pseudoconvex hull V̂ . By definition, V̂ = Pk\supp(S) for some
S ∈ Cs+1(P
k). Using a regularization S′ of S, we can obtain an open set V̂ ′ := Pk\supp(S′)
with smooth boundary. By [FS95b], it is (p−1)-pseudoconvex. Hence, a result of Matsumoto
[Mat93] implies that V̂ ′ is (p− 1)-convex. Reducing slightly V̂ ′ we obtain a codimension p
trapping region which contains V and which is strictly (p− 1)-convex.
2) The notion of small topological degree is well-adapted to codimension 1 attracting sets.
In codimension p, we can consider trapping regions V such that for each current S ∈
Cs+1(P
k) we have lim supn→∞ ‖f
n∗S‖
1/n
V < d
s. Very likely, Theorem 3.38 should hold in
that setting and τ should have continuous super-potential (see [DS09] for this notion). With
our approach it is necessary to solve the ddc-equation on V which seems possible to handle
with considering the first point of this remark.
The second condition seems difficult to check at first sight but if the associated at-
tracting set A is a complex manifold of dimension s then the existence of arbitrarily small
neighborhoods as V1 is easy. Moreover, in that case A is (p− 1)-complete thus by [Dem12,
Theorem IX.2.13] A admits a fundamental family of strictly (p−1)-convex neighborhoods.
If furthermore f is sufficiently critical on A, e.g. if Df vanishes in all directions normal
to A, then
∧s+1Df vanishes on A and the condition (2) is fulfilled by some well-chosen
neighborhoods V ⊂ V1 ⊂ V2 of A. Small perturbations of such maps give a large family
of examples which satisfy this condition since both conditions in Theorem 3.38 are stable
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under perturbations. We give two special families of examples. The first one is inspired
by [BD02, Theorem 4.1].
Example 3.40. Let g : Ps → Pk be a holomorphic map such that A0 := g(P
s) is smooth
and of dimension s. Let I ⊂ Pk be a linear subspace of dimension p− 1 such that I ∩A0 =
∅. If L ⊂ Pk is a linear subspace of dimension s then we can consider the projection
π : Pk \ I → L. By identifying L with Ps we obtain a map f0 := g ◦ π : P
k \ I → Pk with
f0(A0) = A0 and which has rank s. In particular,
∧s+1Df0 = 0 everywhere. A generic
small perturbation of f0 gives a holomorphic map f : P
k → Pk which has an attracting set
A near A0 which satisfies condition (2) in Theorem 3.38. Moreover, if for the perturbation
we only use homogeneous polynomials hi such that hi = 0 on A0 then A = A0.
The second family concerns perturbations of invariant critical hypersurfaces. They are
the counterparts in higher dimension of super-attractive fixed points in dimension 1.
Example 3.41. Let f0 be in Hd(P
k). Assume there exists a smooth hypersurface H which
is f0-invariant and included in the critical set of f0. Then, by [FS94, Lemma 7.9] and
[Sta06], H is an attracting set for f0. Since H is critical, any small perturbation of f0 has
an attracting set close to H which satisfies (2) in Theorem 3.38.
We now show that the equidistribution toward τ gives an estimate on the mass of
(fn)∗ωs+1 which stay near τ. In particular, if the equidistribution has exponential speed
then it will imply that the measure ν = τ ∧ T s is hyperbolic, cf. Theorem 4.4. Recall that
V˜ denotes the s-pseudoconcave core of V defined in Definition 2.4. It is also a trapping
region which contains the current τ.
Proposition 3.42. If f and V are as above then ‖(fn)∗ωs+1‖
V˜
= o(dsn). Moreover, let
assume that for each M > 0 there exist constants λ < 1 and c > 0 such that
|〈Λn(S −R), φ〉| ≤ cλn,
for all n ≥ 0, φ ∈ P(V ) and continuous forms S,R ∈ Cp(V ) such that ‖S‖∞ ≤ M,
‖R‖∞ ≤M. Hence, we have
lim sup
n→∞
(
‖(fn)∗ωs+1‖
V˜
)1/n
≤ λds < ds.
Proof. Since V˜ is a trapping region, it admits a small neighborhood V˜ ′ such that f(V˜ ′) ⋐
V˜ ⋐ V˜ ′. Let χ be a positive smooth function with support in V˜ ′ and such that χ = 1 on V˜ .
By the definition of V˜ , if V˜ ′ is small enough there exists a smooth form S ∈ Cp(V˜
′) such
that S > 0 on V˜ . Therefore, if φ is a current, smooth on V˜ ′, such that ddcφ = ωs+1−T s+1
then we have
d−sn‖(fn)∗ωs+1‖V˜ ≤ d
−sn〈(fn)∗ωs+1, χωp−1〉 = d−sn〈ωs+1 − T s+1, (fn)∗(χω
p−1)〉
= 〈Λnddc(χωp−1), φ〉 = 〈bΛn(S −R), φ〉,
where b > 0 is a constant such that bS ≥ ddc(χωp−1) and R := S − b−1ddc(χωp−1). The
fact that τ is attractive on V implies that limn→∞〈Λ
n(S−R), φ〉 = 0. This proves the first
point. Moreover, if we have an exponential speed of convergence
|〈Λn(S −R), φ〉| ≤ cλn,
then obviously we obtain the second point in the proposition.
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4 The equilibrium measures
In this section, we deduce several properties on the equilibrium measure ντ := τ ∧ T
s
associated to τ from the equidistruction results towards τ. Most of the arguments in this
section are now standard. The upper bound for the entropy of ντ directly comes from
[Din07] and [dT06] following Gromov [Gro03]. The proof of the lower bound and of the
mixing property of ντ are based on [BS92]. Finally, the estimates on the Lyapunov expo-
nents follow [dT08]. As the proofs are almost identical, we mainly focus our attention on
the differences and the writing will be concise.
In this section, as in the end of Section 3, we fix an attracting current τ of bidegree
(p, p) which is attractive on a codimension p trapping region V and we assume that τ is
attractive on V with respect to every iterates of f.
Theorem 4.1. The measure ντ is mixing.
Proof. Let φ and ψ be two smooth real-valued functions. We have to show that
lim
n→∞
〈ντ , φ(ψ ◦ f
n)〉 = 〈ντ , φ〉〈ντ , ψ〉.
Since ντ = τ ∧ T
s, we have
〈ντ , φ(ψ ◦ f
n)〉 = 〈(φτ) ∧ T s, ψ ◦ fn〉 = 〈(Λnφτ) ∧ T s, ψ〉.
In order to prove that Λn(φτ) converges to 〈τ ∧T s, φ〉τ we observe that the currents S± :=
2τ ± ‖φ‖−1∞ φτ are both positive and c
± := 〈S±, T s〉 = 2 ± ‖φ‖−1∞ 〈ντ , φ〉. Therefore, if Ψ
belongs to P(V ) then lim supn→∞〈Λ
nS±,Ψ〉 ≤ c±〈τ,Ψ〉. It follows easily that 〈Λn(φτ),Ψ〉
converges to 〈ντ , φ〉〈τ,Ψ〉 for all Ψ ∈ P(V ), i.e. Λn(φτ) converges to 〈ντ , φ〉τ. Thus the
theorem follows from Lemma 3.3.
Theorem 4.2. The measure ντ has maximal entropy s log d on V.
Proof. Since V ∩Js+1 = ∅, Theorem 3.1 implies that hντ (f) ≤ s log d. The proof of the
lower bound is identical to the one in [BS92] (see also [dT06], [Din07]) and is based on the
following equidistribution result. Let H be a linear subspace of Pk of dimension s such
that there exists a positive smooth function χ supported on V with c := 〈[H]∧T s, χ〉 > 0.
Lemma 3.23 implies that for a generic choice of H, there exists an increasing sequence ni
with limi→∞Λ
ni(χ[H]) = cτ. Therefore, by Lemma 3.3 we have
lim
i→∞
1
ni
ni−1∑
j=0
(Λniχ[H]) ∧ Lni−jωs = cτ ∧ T s = cντ .
From this, we can follow the proof of [BS92], based on Yomdin’s result [Yom87], which
gives in this setting that hντ ≥ s log d.
Theorem 4.3. The measure ντ has at least s positive Lyapunov exponents.
Proof. Let χ1 ≥ · · · ≥ χk be the Lyapunov exponents of ντ . Since hντ > 0, the Margulis-
Ruelle inequality implies that χ1 > 0. On the other hand, if log(Jacf) /∈ L
1(ντ ) then
χk = −∞. In particular, if log(Jacf) ∈ L
1(ντ ) then we can apply the result of [dT08] and
otherwise χ1 6= χk and we can use [Dup12]. In both cases, we obtain that if c is such that
χ1 ≥ · · · ≥ χc > 0 ≥ χc+1 ≥ · · · ≥ χk,
then hντ ≤ c log d. Since hντ = s log d, it gives c ≥ s.
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We were not able to prove that ντ is hyperbolic in general. However, all known examples
satisfy additional conditions which imply that ντ has p = (k − s) negative exponents. In
particular, ντ is hyperbolic. Here is a condition which holds for all these examples and, we
believe, might also hold in the general case. Define
ds+1,loc := lim sup
n→∞
‖fn∗ωs+1‖
1/n
V .
We state the following theorem without proof. The ideas come from [dT08] and a proof in
our setting can be found in [DT16, Section 5] when s = k−1. The general case is identical.
Theorem 4.4. If ds+1,loc < d
s then each ergodic measure ν supported in V with hν =
s log d is hyperbolic with p exponents smaller or equal to
1
2
log
(
ds+1,loc
ds
)
and s exponents larger or equal to 2−1 log d. In particular, it is the case for ντ .
Proposition 3.42 implies that if the speed of convergence toward τ is exponential then
ds+1,loc < d
s. In particular, it is the case under the assumptions of Theorem 3.38. However,
observe that the second condition in this theorem gives easily by itself that ντ has p negative
exponents.
5 Properties of attracting currents and bifurcations
In this section, we initiate a study of the interactions between the structure and the dy-
namics of an attracting set A and its attracting currents. First, we define the irreducible
components of A and we give a relation between them and the support of the attracting
currents. Our results in this direction are very partial but they show that an attracting
set is far to be an arbitrary subset of Pk. In a second subsection, we study holomorphic
families with a common trapping region and we show that attracting currents can be used
to define new currents in the parameter space which may encode some bifurcations.
5.1 Irreducible components
Let U be a trapping region of dimension s and let A be the associated attracting set. We
proved in Section 3 that the set of attracting currents in Cp(U) is finite and non-empty.
Then, could we recover the attracting set A from the attracting currents? Is A the union
of the supports of these attracting currents? If we only consider those in Cp(U), it is not
the case. The self-map [z : w : t] 7→ [z2 : w2 : t2] of P2 = C2 ∪ L∞ has A := (0, 0) ∪ L∞
as an attracting set. The set C1(A) has only one element, [L∞], and A 6= supp([L∞]).
The reason is that A is not of pure dimension 1. It also has a component of dimension 0.
Therefore, we also have to consider the attracting currents of smaller bidimensions, i.e. of
higher bidegrees. However, this can create redundancies. Indeed, in the above example
there are four attracting currents, [L∞] and the Dirac masses at the three attractive points,
and two of these points lie on L∞. Thus, we only consider special attracting currents to
define the irreducible components of A.
Definition 5.1. An irreducible component of A of dimension k− l is an attracting set AS
associated to a trapping region NS(rU ) where S ∈ Cl(U) is an attracting current such that
NS(rU ) has dimension k− l and is not included in the (k− l+1)-pseudoconvace core of U.
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Following Theorem 3.28 we deduce that an attracting set only has finitely many irre-
ducible components. It is easy to check that when A is algebraic, possibly by exchanging
f by an iterate, the algebraic irreducible components coincide with the ones defined above.
In particular, A is the union of its irreducible components and AS = supp(S) for each
component. Are these two statements still true in general? Although we were not able
to prove or disprove them, the following results give a link between AS and supp(S). The
first one has nothing to do with attracting current. We only use that the set NS(rU ) is
filled by structural disks centered at S.
Proposition 5.2. Let S be an attracting current of bidegree (l, l) in U. Let R be a positive
ddc-closed (k − l, k − l)-current defined in NS(rU ). Then each connected component of
supp(R) ∩NS(rU ) intersects supp(S).
The current R can be chosen as the restriction to NS(rU ) of an element of Ck−l(P
k).
That is why we emphasize with the intersection with NS(rU ).
Proof. Let X be a connected component of supp(R) ∩ NS(rU ). Assume by contradiction
that X ∩ supp(S) = ∅. Therefore, there exists a positive smooth function defined on
NS(rU ) such that χ = 1 on a neighborhood of X and supp(χ) ∩ supp(S) = ∅. The
current χR is non-zero, positive, ddc-closed and its support is disjoint from supp(S). On
the other hand, using the definition of NS(rU ), it is easy to construct a structural disk S
in Cl(NS(rU )) with S(0) = S, S(θ) is smooth if θ ∈ D
∗ and such that there exists θ0 ∈ D
∗
with 〈χR,S(θ0)〉 > 0. Since χR is dd
c-closed, Theorem 2.6 implies that the function u
defined by u(θ) := 〈χR,S(θ)〉 is harmonic. But, u(0) = 0 as supp(χR) ∩ supp(S) = ∅.
Hence, the maximum principle implies that u vanishes on D which contradicts u(θ0) =
〈χR,S(θ0)〉 > 0.
Remark 5.3. If S∧R is well-defined then each connected component of supp(R)∩NS(rU )
intersects supp(S ∧ R). In particular, if R is the restriction of T k−l to NS(rU ) then each
connected component of Jk−l ∩ NS(rU ) intersects supp(νS) where νS := S ∧ T
k−l. It is
likely that these components are related to the stable manifolds of the measure νS .
Corollary 5.4. Let S be an attracting current of bidegree (l, l) in U. If for each x ∈ AS
there exists a positive ddc-closed (k − l, k − l)-current R defined on a neighborhood of AS
such that {x} is a connected component of supp(R)∩AS then AS = supp(S). In particular,
if l = 1 and the Hausdorff dimension of AS is strictly less than 2k− 1 then AS = supp(S).
Proof. By definition we have supp(S) ⊂ AS . To prove that AS ⊂ supp(S), let x be in
AS and assume there exist a neighborhood Ω of AS and a positive dd
c-closed (k − l, k −
l)-current R defined on Ω such that x is an isolated point in supp(R) ∩ AS . As Ω ∩
NS(rU ) is a neighborhood of the attracting set AS , we can define by induction, for each
n ≥ 1, a decreasing family of trapping regions (Ωn)n≥1 such that Ωn is included in Ω ∩
NS(rU ) ∩ (AS)1/n. In particular, S is attractive on Ωn. Therefore, by Proposition 5.2
supp(S) intersects the connected component Xn of NS(rΩn) ∩ supp(R) which contains x.
These sets form a decreasing family of connected compact subsets of supp(R) which all
intersect supp(S). Hence, X∞ := ∩n≥1Xn is also a compact connected subset of supp(R)
which intersects supp(S). Moreover, Xn ⊂ (AS)1/n thus X∞ ⊂ AS . It follows that X∞ =
{x} and x ∈ supp(S).
The last point comes from the fact that if the Hausdorff dimension of AS is less than
2k− 1 then the Hausdorff dimension of a generic slice of AS by a line H is less then 1 and
thus is totally disconnected. Hence, the result above applies with R = [H].
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This criteria applies to the following family.
Example 5.5. Let g be in Hd(P
s). If k > s we can consider the endomorphism f0 of P
k
defined by
[z0 : · · · : zs : zs+1 : · · · : zk] 7→ [g(z0, . . . , zs) : z
d
s+1 : · · · : z
d
k].
It has degree d and the dimension s linear spaces L := {[z0 : · · · : zk] ∈ P
k | zs+1 = · · · =
zk = 0} is an attracting set for f0. Moreover, f0 also preserves the pencil P of dimension
p linear spaces which contain I := {[z0 : · · · : zk] ∈ P
k | z0 = z1 = · · · = zs = 0} and pass
through a point of L. If ρ > 0 is small enough, the set
U :=
{
[z0 : · · · : zk] ∈ P
k | max
s+1≤i≤k
|zi| ≤ ρ max
0≤i≤s
|zi|
}
is a trapping region for L such that the intersection of U with an element of P is iso-
morphic to a ball in Cp. Let denote by Fd,s the set constituted by all (g,Rs+1, . . . , Rk)
where g ∈ Hd(P
s) and Rs+1, . . . , Rk are homogeneous polynomials of degree d. For each
(g,Rs+1, . . . , Rk) ∈ Fd,s and for ǫ = (ǫs+1, . . . , ǫk) ∈ C
p we can associated to λ :=
(g,Rs+1, . . . , Rk, ǫ) a map fλ which sends [z0 : · · · : zs : zs+1 : · · · : zk] to
[g(z0, . . . , zs) : z
d
s+1 + ǫs+1Rs+1(z0, . . . , zk) : · · · : z
d
k + ǫkRk(z0, . . . , zk)].
If ǫ is close enough to 0 then fλ is holomorphic, preserves the pencil P and admits U as
a trapping region. We denote by Aλ the associated attracting set. If ǫ is small enough,
following [FS01, Proposition 2.17] we can prove that the Hausdorff dimension of Aλ ∩H
is strictly smaller that 1 for every element H in P. In particular, these sets are totally
disconnected. On the other hand, there exists a unique attracting current τλ for fλ in U.
Therefore, Corollary 5.4 implies that Aλ = supp(τλ). Observe that in this situation, the
existence of τλ can be deduced from [Din07].
5.2 Families of attracting sets
We will now consider holomorphic families of endomorphisms admitting a common trapping
region U ⊂ Pk. To be more precise, letM be a complex manifold and let F : M×Pk → Pk be
a holomorphic map such that fλ := F (λ, .) has degree d for all λ ∈M.We assume that there
exists an open set U such that fλ(U) ⋐ U for all λ ∈M and we define Aλ := ∩n≥0f
n
λ (U).
We are interested in the variation in the dynamics and the structure of Aλ with λ.
The constant defined in Definition 3.8 depends on λ and we denote it by rU (λ). For
simplicity, we only consider the local setting where M is biholomorphic to a ball and there
exists r0 > 0 such that rU (λ) ≥ r0. Moreover, if M is chosen small enough then the two
following properties are satisfied (see Lemma 2.7 and above for notations):
• for all λ, λ′ ∈ M, x ∈ Pk and σ ∈ BW (r0/2) there exists σ
′ ∈ BW (r0) such that
fλ ◦ σ(x) = fλ′ ◦ σ
′(x),
• for all λ, λ′ ∈M, if V is an open subset such that fλ(Vη(r0/2)) ⋐ V then fλ′(V ) ⋐ V.
We first show that attracting currents form locally structural varieties. See [DS03] and
[Pha05] for a similar approach for the equilibrium measure µ.
Theorem 5.6. Let λ0 ∈ M. If τ1(λ0), . . . , τN (λ0) denote the the attracting currents in
Cp(U) with respect to fλ0 then there exist structural varieties {τi(λ)}λ∈M , 1 ≤ i ≤ N, such
that for all λ ∈ M the set of attracting currents in Cp(U) with respect to fλ is exactly
{τ1(λ), . . . , τN (λ)}. In particular, the number of attracting currents in Cp(U) is constant.
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Proof. To each attracting current τi(λ0) is associated a trapping region N
λ0
τi(λ0)
(r0) on
which τi(λ0) is attractive by Lemma 3.27. Here we add a symbol λ0 to point out the
dependence on the parameter. Let λ ∈M. The assumption on the size of M ensures that
fλ◦σ(N
λ0
τi(λ0)
(r0)) ⋐ N
λ0
τi(λ0)
(r0) for all σ ∈ BW (r0/2). Therefore, by Theorem 3.12 there is
at least one attracting current S in Cp(N
λ0
τi(λ0)
(r0)) for fλ. We first show that S is unique.
Since fλ ◦ σ(N
λ0
τi(λ0)
(r0)) ⋐ N
λ0
τi(λ0)
(r0) for all σ ∈ BW (r0/2), the set N
λ
S (r0/2),
defined with respect to fλ, is included in N
λ0
τi(λ0)
(r0). Moreover, Lemma 3.27 implies
that S is attractive on N λS (r0/2). On the other hand, the assumption on M implies
fλ0(N
λ
S (r0/2)) ⋐ N
λ
S (r0/2). Again, Theorem 3.12 states that fλ0 possesses an attract-
ing current in N λS (r0/2) ⊂ N
λ0
τi(λ0)
(r0) which therefore has to be equal to τi(λ0). In
particular, τi(λ0) ∈ Cp(N
λ
S (r0/2)). Hence, S has to be unique since by Lemma 3.25
Cp(N
λ
S (r0/2)) ∩ Cp(N
λ
S′ (r0/2)) = ∅ if S
′ is another attracting current in Cp(N
λ0
τi(λ0)
(r0))
for fλ. Thus, we can set τi(λ) := S.
To show that these families of currents form structural varieties, first observe that
since τi(λ0) ∈ Cp(N
λ
τi(λ)
(r0/2)) we can take a regularization R of τi(λ0) in the tubular
neighborhood supp(τi(λ0))η(r0/2). Therefore, by Lemma 3.23 we have
lim
n→∞
1
n
n∑
i=1
1
dsi
(f iλ)∗R = τi(λ).
Define f˜ : M × Pk → M × Pk by f˜(λ, z) = (λ, fλ(z)). If π : M × P
k → Pk denotes the
projection on the second coordinate then the currents R := π∗R and Rn with
Rn :=
1
n
n∑
i=1
1
dsi
(f˜ i)∗R
define structural varieties parametrized by M and they are supported in M × U. Since U
is weakly p-pseudoconvex, the set of such currents is relatively compact. Let (Rni)i≥1 be a
subsequence which converges to some current R∞. If φ belongs to P(U) then the sequence
of p.s.h function uni(λ) := 〈Rni(λ), φ〉 converges to u∞(λ) := 〈R∞(λ), φ〉. Therefore,
u∞(λ) ≥ lim supi→∞ uni(λ) = 〈τi(λ), φ〉, with equality outside a pluripolar subset E of
M. On the other hand, since u∞ is p.s.h, it satisfies u∞(λ) = lim supλ′→λ,λ′ /∈E u∞(λ
′).
Moreover, any limit value of τi(λ
′) when λ′ converges to λ is fλ-invariant and supported
on N λτi(λ)(r0). Therefore, by Remark 3.20 we have
u∞(λ) = lim sup
λ′→λ,λ′ /∈E
u∞(λ
′) ≤ 〈τi(λ), φ〉 ≤ u∞(λ).
Hence, 〈τi(λ), φ〉 = 〈R∞(λ), φ〉 for all λ ∈ M and all φ ∈ P(U), i.e. R∞ is a structural
variety which slices at λ is τi(λ).
To conclude, observe that for λ ∈ M we can exchange the role of λ0 and λ. It proves
that the set of attracting currents in Cp(U) for fλ is exactly {τ1(λ), . . . , τN (λ)}.
Remark 5.7. We do not know if these structural varieties are continuous. However, as we
have observe in the proof, any limit value of τi(λ) when λ converges to λ0 is fλ0-invariant.
Therefore, if τi(λ0) is the unique fλ0-invariant current in N
λ0
τi(λ0)
(r0) then the structural
variety {τi(λ)}λ∈M is continuous at λ0. The same holds if there exists a current R in
Cp(N
λ0
τi(λ0)
(r0)) and φ ∈ P(U) with dd
cφ > 0 on U such that〈
1
n
n−1∑
i=0
1
dsi
(f iλ)∗R,φ
〉
−−−→
n→∞
〈τi(λ), φ〉
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uniformly on M.
One important consequence of Theorem 5.6 is that the Lyapunov exponents of the
equilibrium measures can be used to define p.s.h functions on M. For simplicity, assume
there exists a unique attracting current τ(λ) in Cp(U) with respect to fλ. Let ν(λ) be
the equilibrium measure associated to τ(λ) and let denote by χ1(λ) ≥ · · · ≥ χk(λ) the
Lyapunov exponents of ν(λ). We also consider the numbers χ˜1(λ) ≥ · · · ≥ χ˜k+1(λ) such
that {χ˜1(λ), . . . , χ˜k+1(λ)} = {χ1(λ), . . . , χk(λ), log d}.
Corollary 5.8. For each 1 ≤ l ≤ k + 1 the function Ll(λ) :=
∑l
i=1 χ˜i(λ) is plurisubhar-
monic or identically equal to −∞ on M. In particular, the same holds for λ 7→
∑k
i=1 χi(λ).
Proof. The lift Fλ : C
k+1 → Ck+1 of fλ extends holomophically to P
k+1. We still denote by
0 the origin of Ck+1 ⊂ Pk+1. If π : Pk+1\{0} → Pk is the canonical projection then π◦Fλ =
fλ ◦ π. Since U is a trapping region for fλ, it is easy to check that U˜ := π
−1(U) ∪B(0, r)
in Pk+1 is a trapping region for Fλ if r > 0 is small enough. It has codimension p. Indeed,
if R belongs to Cp(U) then π
∗R extends to an element of Cp(U˜). Hence Cp(U˜ ) 6= ∅. On
the other hand, the origin 0 is super-attractive thus if T˜ (λ) denotes the Green current
of Fλ and if R˜ ∈ Cq(U˜ ) then R˜ ∧ T˜ (λ) is supported in a compact subset of π
−1(U).
Therefore, π∗(R˜∧ T˜ (λ)) is a well-defined element of Cq(U) which implies that q ≥ p, i.e. U˜
has codimension p. Hence, by Theorem 5.6 there exists a structural variety {τ˜(λ)}λ∈M in
Cp(U˜) such that τ˜(λ) is an attracting current for Fλ. Moreover, since the intersection of U˜
with a small neighborhood of the hyperplane at infinity is a trapping region of dimension s,
it doesn’t intersect supp(T˜ s+1(λ)). Hence, the measure ν˜(λ) := τ˜(λ)∧T˜ s+1(λ) is supported
in a fixed compact of Ck+1 and for each n ≥ 1 and 1 ≤ l ≤ k + 1 we can consider the
functions
Ln,l(λ) := 〈ν˜(λ), n
−1 log ‖ ∧l DxF
n
λ ‖〉.
Since {T˜ (λ)}λ∈M is a structural variety with continuous potential (cf. [DS10, Remark
1.33]) the measures ν˜(λ) also form a structural variety. Thus, Ln,l are p.s.h on M or
identically equal to −∞. Following the proof of [Pha05, Theorem 2.2], we obtain that
Ll(λ) := limn→∞Ln,l(λ) is equal to the sum of the l largest Lyapunov exponents of ν˜(λ)
and is p.s.h (or equal to −∞). To prove that Ll(λ) is equal to
∑l
i=1 χ˜i(λ), observe that Fλ
preserves the pencil of lines passing through 0. Its action on it is naturally identified to fλ
and the action restricted to a line is of the form t 7→ td. Therefore, it is sufficient to prove
that π∗ν˜(λ) = ν(λ).
To this purpose, let ω˜ be a smooth element in C1(P
k+1 \B(0, r)) and let χ˜ be a positive
smooth function with compact support in Pk+1 \ {0} which is equal to 1 on Pk+1 \B(0, r).
The equality fλ ◦ π = π ◦ Fλ gives for a current R ∈ Cp(U)
π∗
(
1
n
n∑
i=1
F iλ∗π
∗R
di(s+1)
∧
Fm∗λ (ω˜ ∧ π
∗ωs)
dm(s+1)
)
=
(
π∗
1
n
n∑
i=1
F iλ∗π
∗R
di(s+1)
∧
Fm∗λ ω˜
dm
)
∧
fm∗λ ω
s
dms
=
1
n
n∑
i=1
π∗
F iλ∗
dis
(
π∗R ∧
F
(m+i)∗
λ ω˜
d(m+i)
)
∧
fm∗λ ω
s
dms
=
1
n
n∑
i=1
f iλ∗
dis
R ∧
fm∗λ ω
s
dms
. (5.1)
When m = n go to infinity, by Lemma 3.3, the last term converges to νλ. On the other
hand, since ω˜ has compact support in Pk+1 \ B(0, r) and 0 is super-attractive, the first
term is equal to
π∗
(
1
n
n∑
i=1
F iλ∗χ˜π
∗R
di(s+1)
∧
Fm∗λ (ω˜ ∧ π
∗ωs)
dm(s+1)
)
36
where χ˜π∗R is a smooth current in Cp(U˜). If R is chosen to be strictly positive on
supp(π∗τ˜(λ)∧T˜ (λ)) then each limit value R˜∞ of n
−1
∑n
i=1 d
−i(s+1)F iλ∗χ˜π
∗R satisfies R˜∞ ≥
cτ˜(λ) for some c > 0. Therefore, the equation (5.1) implies that ν(λ) ≥ cπ∗(τ˜(λ)∧T˜
s+1(λ)).
Since the right hand side is invariant and ν(λ) is ergodic, we obtain the desired equality.
We have several remarks about this construction. First, these p.s.h functions detect
when the attracting set is critical. To be more precise, {Lk+1 = −∞} corresponds to
parameters where ν(λ) has at least one exponent equal to −∞ while for parameters in
{Ls+2 = −∞} the measure ν(λ) has exactly p exponents equal to −∞. We also have that
on the open set {Ls+2 < 0} the measure ν(λ) is hyperbolic. As observe by Pham [Pha05,
Corollary 2.6], for each δ ∈ R the functions Ll,δ(λ) :=
∑l
i=1max{χ˜i(λ), δ} are also p.s.h.
Moreover, all the constructions in this subsection can be extended to larger parameter
spaces M ⊂M ′ where the trapping region U is not necessary preserved. In this case, the
slices of the structural varieties defined in Theorem 5.6 might not be attractive. However,
the above functions are still p.s.h on M ′ and if we know that the measure ν(λ) is always
hyperbolic when U is preserved then the function Ls+2,0 would satisfy
Ls+2,0(λ) = log d+
s∑
i=1
χi(λ) + max(χs+1(λ), 0),
and would be a good way to identify the parameters for which the attracting set associated
to U “bifurcates”. In particular, we can recover in this way the classical bifurcation locus
when k = 1. Finally, let us notice that for an arbitrary endomorphism f of Pk we can
consider a limit value R∞ of n
−1
∑n
i=1 d
−isf i∗ω
p. By Lemma 3.24, this current dominates all
attracting currents of f in Cp(P
k) and it may be used to study them in family. In particular,
it seems easy to prove that outside a plutipolar subset of Hd(P
k) all the equilibrium
measures considered in this paper have finite Lyapunov exponents.
It should exist several relations between the functions Ll and the dynamics or the
bifurcation of fλ which deserve to be study in the future.
We conclude this section with a remark about the dependency of an attracting set on
the parameter.
Proposition 5.9. Assume there exists a unique attracting current τ(λ) in Cp(U) with
respect to fλ. Let denote by Aλ the attracting set associated to U with respect to fλ. If
λ 7→ τ(λ) is continuous at λ0 and if Aλ0 = supp(τ(λ0)) then the map λ 7→ Aλ is continuous
at λ0.
Proof. The fact that attracting sets depend upper semicontinuously of the parameter is
already true for continuous maps. On the other hand, the map S 7→ supp(S) is lower
semicontinuous for currents and supp(τ(λ)) ⊂ Aλ. Therefore, if Aλ0 = supp(τ(λ0)) then
λ 7→ Aλ has to be continuous at λ0.
In particular, this result applies to Example 5.5. To be more precise, we have already
seen that if ǫ ∈ Cp is close enough to 0 then the attracting set Aλ defined in Example 5.5
has a unique attracting current τ(λ) such that Aλ = supp(τ(λ)). Moreover, if ǫ is close
enough to 0 then the map fλ satisfies the second condition in Theorem 3.38. Hence, the
current τ(λ) is the unique invariant current in U for fλ and thus λ 7→ τ(λ) is continuous.
Therefore, if M is a small enough neighborhood of Fd,s × {0} in Fd,s × C
p then Aλ
moves continuously on M. Observe that since Aλ = supp(τ(λ)), it implies that supp(τ(λ))
depend continuously of λ. But it is not the case for supp(ντ(λ)). To see this, it is sufficient
to choose an element g0 ∈ Hd(P
s) such that the support of the equilibrium measure µg is
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not continuous at g0. For λ := (g, 0, . . . , 0, 0), Aλ is equal to the linear space L ≃ P
s and
ντ(λ) can be identifies with µg. Therefore, the map λ 7→ supp(ντ(λ)) is not continuous at
λ0 := (g0, 0, . . . , 0, 0). Moreover, the same arguments where g0 is a Lattès map show that
it is not possible to follow continuously minimal quasi-attractors on M.
6 Quasi-attractors and open questions
In this last section, we first consider the case of quasi-attractors. Indeed, using Lemma
3.27 we could transpose easily all our results about attracting currents to this case. Recall
that, following [Hur82], a quasi-attractor is an intersection of attracting sets. Such a set
is said to be minimal if it is minimal for the inclusion in the set of all quasi-attractors. If
A is a quasi-attractor in Pk then we can define the dimension of A exactly as in Definition
3.4. We can now give the proof of the three corollaries stated in the introduction.
Proof of Corollary 1.4. When A has dimension s then, as we said in the introduction,
there exists a decreasing sequence (Ai)i≥0 of attracting sets, all of dimension s, such that
A = ∩i≥0Ai. Let Ap(Ai) be the set of attracting currents in Cp(Ai). By Theorem 3.28,
these sets are finite and non-empty. The fact that Ai+1 ⊂ Ai implies Ap(Ai+1) ⊂ Ap(Ai)
and therefore, there exists i0 ≥ 0 such that Ap(Ai) = Ap(Ai0) if i ≥ i0. In particular,
supp(τ) ⊂ ∩i≥i0Ai for all τ ∈ Ap(Ai0) i.e. all the attracting currents in Cp(Ai0) are
supported in A. The first point in the corollary follows.
To obtain the correspondence, assume there exist two different attracting currents
τ1 and τ2 in Cp(A). If we denote by Ai0,τj the irreducible component of Ai0 associated
to τj, j ∈ {1, 2}, then Kj := A ∩ Ai0,τj is a quasi-attractor of dimension s such that
Cp(K1) ∩ Cp(K2) = ∅. Therefore, if A supports more than one attracting current, it is
not minimal in the set of quasi-attractors of dimension s. Hence, if we associate to each
attracting current τ in Cp(A) the intersection Kτ of all quasi-attractors of dimension s
which contain supp(τ), we obtain the desired correspondence.
Finally, it is a general result that there exist only countably many attracting sets.
Each of them supports only finitely many attracting currents of maximal bidimension.
Therefore, there are only countably many attracting currents. As a quasi-attractor which
is minimal has to be minimal in some dimension, it supports a unique attracting current
of maximal bidimension which characterizes it. Thus, the set of minimal quasi-attractors
is at most countable.
Remark 6.1. Let K be a minimal quasi-attractor of dimension s and let τ be the associated
attracting current. If there exists an attracting set A which contains supp(τ) and such that
its irreducible component Aτ associated to τ satisfies Aτ = supp(τ) then supp(τ) ⊂ K ⊂
Aτ = supp(τ), i.e. K has to be equal to the attracting set Aτ . Therefore, a study of the
relation between an attracting set and the associated irreducible component can be a way to
prove that all quasi-attractors are indeed attracting sets. In particular, by Corollary 5.4 if
s = k − 1 and K = ∩i≥0Ai is not an attracting set then the Hausdorff dimension of each
Ai is larger or equal to 2k − 1.
Proof of Corollary 1.5. The proof that ντ is ergodic is identical to the one of Theorem
4.1 but with Cesàro means. The other points are direct consequences of Proposition 3.30,
Theorem 4.1, Theorem 4.2 and Theorem 4.3.
Proof of Corollary 1.6. Let K be a minimal quasi-attractor of dimension s for f. Assume
that K is not minimal with respect to fn and let K ′ ⊂ K be a minimal quasi-attractor for
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fn. Using the minimality of K for f, it is easy to see that f i(K ′) is also a minimal quasi-
attractor for fn for all 1 ≤ i ≤ n−1 and K = ∪n−1i=0 f
i(K ′).Moreover, if n is chosen minimal
in order to have fn(K ′) = K ′ then the sets f i(K ′) are pairwise disjoint for 0 ≤ i ≤ n− 1.
In particular, if a minimal quasi-attractor of dimension s splits, all its components also has
to be of dimension s.
On the other hand, if U is a trapping region of dimension s which contains K then by
Theorem 3.28, the number of attracting currents in Cp(U) for f
n is uniformly bounded on n.
As a minimal quasi-attractor of dimension s for fn supports such a current, their cardinality
is also uniformly bounded on n. Therefore, there exists a minimal n0 ≥ 1 such that K
splits into a maximal number of minimal quasi-attractors for fn0 , K = K1 ∪ · · · ∪ Kn0 .
In particular, each of them has to be of dimension s and must be minimal for all iterates
of fn0 . As we have seen, the sets Ki are pairwise disjoint with Ki = f
i−1(K1). Each of
then supports an attracting current τi with respect to f
n0 and it is easy to check that
τi = Λ
i−1τ1. Moreover, the fact that Ki is minimal for all iterates of f
n0 implies that τi
is attractive for all iterates. From now on, for simplicity, let exchange f by fn0. Then,
Theorem 3.35 implies that for each 1 ≤ i ≤ n0 there exists a trapping region UKi of
dimension s such that for all continuous form R ∈ Cp(UKi) we have τi = limn→∞Λ
nR.
In particular, Ki intersects UKi and thus Ki ⊂ UKi by minimality. The properties of ντi
come from Corollary 1.5.
6.1 Open questions
To conclude, we ask the following questions. Some of them were already in [Din07]. The
first three ones are fundamental to understand the structure of quasi-attractors.
Question 1. Can there exist an endomorphism of Pk with a minimal quasi-attractor which
is not an attracting set?
Question 2. Is an attracting set the union of its irreducible components defined in Defi-
nition 5.1?
As we observed in Remark 6.1, a positive answer to the next question will give a
negative one to Question 1.
Question 3. Let A be an attracting set. Let τ be an attracting current supported on A. Is
the irreducible component of A associated to τ equal to supp(τ)?
Question 4. Do the equilibrium measures ντ always hyperbolic?
If it is the case then the Closing Lemma of Katok (cf. [dTN15] for a version available
in our setting) implies that each attracting set possesses a periodic orbit. A weak version
of Question 1 should therefore be the following.
Question 5. Is there an endomorphism of Pk with a quasi-attractor which possesses no
periodic orbit?
Question 6. Let U be a trapping region of dimension s with a unique attracting current τ.
Is τ the unique invariant current in Cp(U)? Is ντ the unique measure of maximal entropy
in U?
Question 7. Does the convergence towards an attracting current always happen with ex-
ponential speed?
This last question implies Question 4 by Theorem 4.4 and Question 6 by [Dau16].
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