Abstract-We introduce a two-stage analysis of color spectra. In the first processing stage, correlation with the first eigenvector of a spectral database is used to measure the intensity of a color spectrum. In the second step, a perspective projection is used to map the color spectrum to the hyperspace of spectra with first eigenvector coefficient equal to unity. The location in this hyperspace describes the chromaticity of the color spectrum. In this new projection space, a second basis of eigenvectors is computed and the projected spectrum is described by the expansion in this chromaticity basis. This description is possible since the space of color spectra as conical. We compare this two-stage process with traditional principal component analysis and find that the results of the new structure are closer to the structure of traditional chromaticity descriptors than traditional principal component analysis.
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I. INTRODUCTION
C OLOR is traditionally described by three-dimensional (3-D) vectors. The underlying coordinate systems are either hardware-oriented (for example, RGB), designed to mirror major features of human color perception (like CIELUV, CIELAB) or are designed for easy intuitive understanding of color properties (with HSV-type systems as examples). All of these systems are top-down constructions, i.e., they are designed with a certain class of applications in mind. A somewhat different way to describe color is a color atlas which samples color space. This could be described as a bottom-up design since only the colors are used to build the atlas. But the sampling is guided by the color perception of the human observer and the final atlas describes therefore the properties of the color space and the properties of the observer responsible for the sampling. A more complete overview of common color coordinate systems can be found in [1] .
In this article we take a completely different approach to design color coordinate systems which is completely data-driven. The properties of the sensor never enters the design. We will argue that for purely geometrical reasons the color coordinate systems must have a certain form. In the case where we use the spectra of colors in a representative color atlas, such as the Munsell or the NCS system, we will show that this approach leads to a coordinate system which describes a color by its intensity and its chromaticity. We will show that the chromaticity description derived from the color atlas is (up to an affine coordinate transform) almost identical to the chromaticity description in the CIELUV system. We will discuss some of the consequences of these findings at the end of the paper. The author is with the Media Group, Campus Norrköping, Linköping University, SE-60174 Norrköping, Sweden (e-mail: reile@itn.liu.se).
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II. TWO STAGE PRINCIPAL COMPONENT ANALYSIS
The spectrum contains all the information about the physical properties of a color and we will therefore consider color space as a collection of spectra. Such a spectrum is a function where the wavelength variable is . We make the only assumption that the spectrum is a square integrable function on the real line, i.e., an element of the Hilbert space . Not all elements in the Hilbert space are however spectra since physically realizable spectra must be nonnegative everywhere. We denote the space of color spectra by and have therefore . Before we give a formal definition of the main two-stage principal component analysis approach we motivate it with some empirical observations.
• The space has a cone-like structure in the sense that if a color spectrum is in then is also in for all nonnegative constants , but is never in (see also [2] ).
• Given a collection of spectra the first eigenfunction computed from this set is usually positive everywhere.
• The scalar product between the first eigenfunction and a spectrum is therefore always positive.
• Denote the hyperspace of spectra with by . Then the perspective projection from the full space to is well-defined.
• The projected spectra originate in spectra which are linear combinations of the eigenfunctions which belong to the smaller eigenvalues. These eigenvectors are orthogonal to the first eigenvector. Since the first eigenvector is positive everywhere we find that the remaining eigenvectors must have negative values. The projected spectra should therefore be located around the origin of the space .
• Two colors which differ only by a multiplicative constant are projected to the same point in . The projection of the spectra in the color space to maps all spectra which differ only by their intensity to the same point. Therefore we call the chromaticity space and the half-line the intensity line. We formalize these heuristic ideas in the general Hilbert space setting. We assume that we have a probability measure on the Hilbert space . For this measure we define the correlation function as (1) where is a probability measure of the spectra. This function defines an operator on :
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We define the function as the eigenfunction belonging to the largest eigenvalue of the operator .
The projection of the spectra along is now defined as the operator with
For the projected spectra we can now compute the correlation function as (4) and define the eigenfunctions , as the eigenfunction belonging to the largest eigenvalues of the operator . These eigenfunctions define the second projection operator with (5) Together, and define a mapping
We call the intensity coefficient and the chromaticity vector. We also note that from the definition of in (3) we get for the chromaticity coefficients the expressions
The projection is one way to describe a spectrum by numbers. Another choice is ordinary principal component analysis which describes the spectrum as a linear combination of the largest eigenfunctions of the operator (see, for example, [3] ).
Reversing the two projections leads to the following reconstruction procedure: In the first step [(5) and (7)] we reconstruct from the coefficients by the sum
Then we invert (3) as (9) From this we see that we get the usual reconstruction formula when the basis function is orthogonal to all basis functions , .
III. EXPERIMENTAL RESULTS
In most of our experiments, we used a database of measured spectra from the NCS color system. This collection consists of 1750 spectra measured with 10-nm increments between 400 nm and 700 nm. Apart from the NCS system, we also used the database of Munsell spectra consisting of 1269 chips measured with 1 nm increments in the range from 380 nm to 800 nm. In these experiments, we are primarily interested in the structure of the space of reflection spectra. Once this structure is established, the interaction between the reflection spectra and the illumination characteristics can be investigated. The spectra of the Munselland the NCS system are of course only samples of the space of reflectance spectra. In this study we assume however that some of the important statistical properties of the database match the corresponding properties of the space of reflectance spectra sufficiently well to allow some interesting observations. Since we do not take into account the illumination effects we choose the equal energy spectrum as a white point in the calculations involving the CIELUV system.
From the spectra in the database we computed first the eigenvectors belonging to the largest eigenvalues. For the NCS database the first three eigenvectors are shown in Fig. 1 . After the Fig. 3 . Chromaticity in the original system. spectra were projected down to the chromaticity hyperspace we computed the eigenvectors belonging to the largest eigenvalues from the projected spectra. The first two of these chromaticity eigenvectors and the second and third eigenvector computed from the original spectra are shown in Fig. 2 . These eigenvector pairs are very similar to each other as can be expected from their construction. The small differences have however an influence on the distribution of the chromaticity vectors in the chromaticity hyperspace as can be seen from Figs. 3 and 4. They show that the chromaticity vectors computed from the projected spectra are located in a triangular formed region whereas the original vectors are located in a more round region. One standard color coordinate system is the CIELUV system. For color spectra with intensities over a certain threshold, it defines the following coordinates (see [4, p. 828] ): (10) where are the tristimulus values of the spectrum and are the tristimulus values of the nominally white object spectrum. In Fig. 5 we show the distribution of the spectra in the standard -diagram where the white point is given by the equal energy spectrum.
We estimated the similarity between the -chromaticity and the chromaticity distribution of the ordinary and the two-step principal component chromaticity with the help of regression experiments. In the first experiment, we computed the linear regression estimate of the centered -chromaticity vectors from the centered principal component chromaticity vectors. For the matrix containing the centered -chromaticity vectors and the matrices and containing the centered chromaticity vectors from the traditional and the two-step principal component analysis we computed the 2 2 matrices , which provide MMSE-solutions to the equations . Then, we computed how the -saturation and hue variables and are estimated by their counterparts computed from the regression analysis. These results are illustrated in Fig. 6 for the hue and in Fig. 7 for the saturation. In the points marked as are results of the new two-step algorithms whereas the dots are the traditional principal component analysis results. The mean error for the regression of the coordinates based on traditional principal component analysis is 0.021 whereas the corresponding number for the two-step description is 0.007. These results show that the two-step chromaticity vectors correlate better to the traditional -chromaticity values. The difference between the two methods is not as pronounced when the chromaticity description is used. In this case, the intensity of a spectrum enters the coordinates in a nonlinear way. For the chromaticity the saturation distributions are shown in Fig. 8 which should be compared to Fig. 7 which shows the results for . Even though the differences are smaller they are still noticeable. The mean of the norm of the regression error vectors is 63.14 for traditional principal component analysis and 47.35 for the two-step description.
The spectrum-based -mean-squared reconstruction error is another error measure that depends on the physical properties of the spectra. We calculated the reconstruction errors for the one-step principal component analysis and its two-step counterpart. We computed them for both the Munsell and the NCS database and for approximation orders three to ten. To make the error measure comparable the spectra in the database were normalized so that the maximum value of the reflectance spectra in each of the databases was one. It is to be expected that the traditional PCA-based reconstruction errors should be smaller than the reconstruction error for the two-stage PCA. This was confirmed by the experiments. The numerical values of the mean reconstruction errors are listed in Table I . Fig. 9 illustrates the reconstruction errors for the spectra in the NCS database. The black solid curve gives the (sorted) values of the reconstruction error for the traditional three-coefficient reconstruction with eigenvectors as basis. The points are the reconstruction errors for the corresponding two-step analysis experiment. It shows that for most spectra the traditional reconstruction error is slightly lower.
The results reported for the NCS system also hold for other color systems like the Munsell or the Pantone system.
IV. DISCUSSION AND SUMMARY
We started from the observation that reflectance spectra can be described in a conical coordinate system. Then we formulated the hypothesis that this cone is a sequence of chromaticity spaces. For three dimensional approximations we postulated that a natural coordinate system is given by the main axis of the cone and the coordinates in the chromaticity disk. These coordinates are obtained by the first eigenvector of the spectra involved and a principal component analysis of the remaining chromaticity vectors. We showed that traditional principal component analysis and this two-step principal component analysis are equivalent if the first eigenvector of the complete set of spectra and the eigenvectors of the chromaticity principal component analysis are uncorrelated. In the experimental part we showed that traditional principal component analysis is slightly more efficient than the two-step analysis in terms of MMSE. We also showed that the chromaticity vectors obtained by the combination of the perspective projection and the chromaticity principal component analysis is more similar to traditional -chromaticity. Since -coordinates are designed to mirror the color perception properties of the human visual system we may conclude that the new method has larger structural similarity with human color vision than traditional principal component analysis. This result could be of interest in the study of the connection between natural scene statistics and properties of the human vision system (see, for example, [5] - [9] ).
There are many open problems that remain to be solved and for many of them require more empirical data for their solution. Among these open questions are the following.
• We assume that visual systems are analyzing the incoming stimuli. There are at least three different signal sets that could be of interest: the reflectance spectra of the objects, the illumination spectra or both of them. Which of them is of primary importance? • In our analysis, we assumed that the statistics of the color chips are sufficiently similar to the statistics of the spectral distributions of interest. We assumed implicitly that the statistics of the reflectance spectra are of interest and that the illumination spectra could be ignored. For the case where we consider an environment with dominating incandescent (A-type) illumination we get very different results for the conventional principal component analysis and the two-step version investigated in this paper (see Fig. 10 for the eigenvectors). We do not compare the relation of these systems to the traditional CIELUV system since the human system was never optimized for an A-type illumination world. Apart from their biological implications the results of this study could also have important consequences for theoretical models of color processing as demonstrated in [2] , [10] , and [11] .
In conclusion, we showed that the geometrical framework of a two stage principal component analysis has a structural similarity with traditional colorimetry. It is truly device independent since its design is completely defined in terms of the set of color spectra under consideration. It has important implications for the design of color image processing methods and provides a natural framework for the definition of -dimensional chromaticity coordinates.
