ABSTRACT Multi-label feature selection that identifies important features from the original feature set of multi-labeled datasets has been attracting considerable attention owing to its generality compared to conventional single-label feature selection. The unimportant features are filtered by scoring the dependency of features to labels. In conventional multi-label feature filter studies, the score function is obtained by approximating a dependency measure such as joint entropy because direct calculation is often impractical due to the presence of multiple labels with limited training patterns. Although the efficacy of approximation can differ depending on the characteristics of the multi-label dataset, conventional methods presume a certain approximation method, leading to a degenerated feature subset if the presumed approximation is inappropriate for the given dataset. In this study, we propose a strategy for selecting an approximation among a series of approximations depending on the number of involved variables and consequently instantiate a score function based on the chosen approximation. The experimental results demonstrate that the proposed strategy and score function outperform conventional multi-label feature selection methods.
I. INTRODUCTION
Multi-label feature selection (MLFS) identifies a subset of important features dependent on a given label set [1] , [2] . Because the redundant features of input data can be reduced and possibly improve the accuracy of latter learning methods or classifiers [1] , [3] , [4] , MLFS is regarded as a promising technique within the machine learning community [5] - [7] . Given input data with original feature set F and label set L where |L| = t, the goal of MLFS is to identify a feature subset S ⊂ F with n |F| features that have the largest dependency on multiple labels [8] . Because S should concurrently support multiple labels using only n features [9] , MLFS is a generalized method of a conventional single-label feature selection that can be applied to several varied problems for both single and multi-label datasets.
Recently, many studies have reported effective methods for MLFS that select most important features ranked by its corresponding criterion [10] , [11] . Among the criteria considered from this field [12] , [13] , the dependency between a feature subset S and L can be measured using mutual
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information [1] , [8] , [14] - [17] .
M (S; L) = H (S) − H (S, L) + H (L)
where H (X ) = − P(X ) log P(X ) is the joint entropy of the involved variable set X . The equation indicates that the estimation of high dimensional joint probability is required to obtain the values of H (S, L) and H (L). The joint entropy of X can be approximated by obtaining the sum of entropies of subsets of X [18] . In most studies [1] , [17] , the subset size is fixed at a specific number k to approximate the joint entropy in a practical way, called a k-cardinality entropy approximation, wherein k is usually fixed at two. However, applying an optimal k-cardinality approximation to calculate an accurate estimation of the joint entropy between high-dimensional labels and features is practically unfeasible owing to insufficient patterns in a dataset [9] . Furthermore, the required computational cost increases considerably when k increases as that may exceed computational limits. For this reason, the optimal value of cardinality k is dependent to datasets and computational resources. As the optimal k is unknown until the actual result is verified, one of the solutions is to give a generalized approximation method that can instantiated various k-cardinality based criterion to user. One reason for this is that the user can obtain different performances based on varied k-cardinality and chose the performance that was better. In addition, the user can apply k-cardinality approximation as it is suitable for computational capacity. Therefore, we proposed a novel approximation generalized to cardinality k that can be selected to deal with various datasets. We generalized the approximation to calculate the entropy in terms of k and instantiate it to the k-cardinality entropy-based criterion specified by the users. Based on the derivation, a new criterion for MLFS problem is proposed. Finally, the main contributions of this paper are as follows:
• We proposed a novel MLFS based on the general form of entropy calculation.
• We compared the performance of our proposed method by varying the cardinality of approximation to search for a practical approximation.
• Comprehensive experimental results and statistical analysis proved the effectiveness of proposed method.
The remainder of this paper is organized as follows: Conventional MLFS methods are reviewed in Section II. In Section III, incremental search to navigate the optimal feature subset is introduced and a new generalized approximation technique is proposed. In Section IV, our analysis shows that the derived criterion is able to identify an effective feature subset for improving multi-label learning accuracy. Finally, our conclusions are given in Section V.
II. RELATED WORK
In this section, we briefly review related works on MLFS methods. Traditional feature selection for both single and multi-label learning involves two major methods; the filter method and the wrapper method. Both methods are aimed at selecting relevant features to search optimal feature subsets. The filter method evaluates the quality of features through mathematical criteria such as information theory [9] , l 2,1 -norm function optimization [19] , quadratic optimization [17] , and graph theory [20] . In contrast, the wrapper method evaluates feature subsets using classifiers and improves them. Generally, the wrapper method incurs a higher computational cost than the filter method, and selected feature subset by the wrapper method is dependent on the classifier used. Owing to its effectiveness and efficiency, the filter method is the most popular approach for MLFS problems [21] . Among filter-based MLFS, one of the major trends is transforming multi-label datasets to single-label datasets [2] , [22] . This approach has advantages in terms of ease of use [23] because conventional single-label feature selection has been widely studied. For example, multiple labels can be transformed into a single label using the powerset of labels [24] wherein each combination of label subsets is assigned to a new class. However, this approach can cause overfitting or data imbalance issues owing to the creation of too many classes. In contrast, filter methods calculating the quality of features by relation between features and labels directly were proposed. Among various mathematical approaches, the effectiveness of information theory-based filter methods have been reported [1] , [11] , [13] . Pairwise multi-label utility (PMU) [9] was proposed based on mutual information that calculates the second-cardinality interaction of features and labels. A criterion based on Max-dependency and Min-redundancy (MDMR) [1] combines mutual information with max-dependency and min-redundancy. However, these information theory-based filter methods can suffer from inaccurate entropy estimation owing to specified secondcardinality entropy approximation that does not consider the characteristic of datasets. As it is not guaranteed that all datasets' optimal k-cardinality is second-cardinality, we need to investigate another k-cardinality entropy approximationbased criterion to obtain better performance.
III. PROPOSED METHOD A. INCREMENTAL SEARCH
To identify the optimal feature subset that maximizes (1), feature selection method has to evaluate all possible |F| n candidate feature subsets because features in F can be dependent on each other [25] . As this exhaustive search strategy easily becomes an impractical task with a large number of |F|, an incremental search strategy can be considered to circumvent the prohibitive computational cost. In this manner, starting from S = {∅}, the selected feature subset can be obtained by adding a feature f + ∈ {F − S} sequentially that maximizes (2) until S is composed of desirable number of features n.
As the value of M (S; L) in (2) is uninfluential in determining superiority among a new candidate feature f + , (2) can be simplified as
B. APPROXIMATION OF JOINT ENTROPY
Let X be the power set of X where |X | = n, and X k = {e|e ∈ X , |e| = k} where k ≤ n. Then the sum of k-cardinality entropy is defined as follows [9] . Definition 1: Sum of the k-cardinality entropy.
Based on Definition 1, Han's inequality can be rewritten as Proposition 1 [9] , [26] , [27] .
Proposition 1: k-cardinality representation of Han's inequality.
Proposition 1 indicates the upper bound of joint entropy involving n variables can be represented using a series of entropy terms involving n − 1 variables with a coefficient VOLUME 7, 2019 related to the cardinality of X . Thus, the cardinality of involved variables is reduced compared to X . In addition, because each term in U n−1 (X ) is an entropy term, the upper bound of each term can also be obtained. By aggregating the upper bounds for each entropy term involving n−1 variables, the number of involved variables can be further reduced by applying Proposition 1 repeatedly to each entropy term in U n−1 (X ). To achieve this, an upper bound for U k (X ) that deals the entropy terms involving variable subsets with k cardinality, can be written as Lemma 1.
Lemma 1: Upper bound of U k (X ).
Proof: Detailed derivation is provided in the work of [9] . Thus, Proposition 1 is a special case of Lemma 1 when k = n.
By applying Lemma 1 repeatedly, a series of inequalities can be instantiated as follows.
Thus, Lemma 2 that represents the series of upper bound for H (X ) can be obtained as follows.
Lemma 2: Series of upper bound for H (X )
.
where the coefficient
Proof: For each U k (X ) term, the value k is reduced once each time the upper bound is obtained, with entropy terms involving k − 1 variables. Thus, it can be represented as U k−1 (X ) with a coefficient written as
Because m + k − 1 = n, β m can be rewritten as
The equation indicates that each process obtaining the upper bound implies a coefficient m/(n − m). As the coefficient implied from each process is multiplied cumulatively, this can be formulated as follows.
By combining the sum of k-cardinality entropy and (11), Lemma 2 is obtained.
Suppose that |X | = 5 for example, then the series of upper bound can be instantiated as
Thus, the right most hand term of Lemma 2 indicates Shannon's intrinsic upper bound as
Lemma 2 indicates the value of each upper bound is monotonically increased as growing number of m because H (X ) and all the U k (X ) terms are greater than or equal to zero. Moreover, Lemma 2 allow the approximation of H (X ) based on a series of entropy terms involving a desirable cardinality of variable subsets to ensure a reliable probability estimation according to the characteristics of given dataset. Suppose that the value m is chosen. Then the upper bound according to m can be written as Theorem 1.
Theorem 1: Upper bound of H (X ) with a specific cardinality.
where m denotes the number of times we obtained the upper bound of H (X ) sequentially. Proof: From (8), the coefficient α m for each term representing the sum of k-cardinality entropy was obtained. In addition, because the cardinality of the involved variable subsets decreased one by one from n as the number of times we obtained the upper bound increases, this can be formulated as U n−m (X ).
It will be convenient and also intuitive if Theorem 1 is rewritten based on the sum of k-cardinality entropy. As a result, Theorem 1 can be represented as Corollary 1.
Corollary 1: k-cardinality upper bound of H (X ).
Proof: Because the subscript n − m is replaced by k, m = n − k. By rewriting m using n and k, Corollary 1 can be obtained.
One last issue is related to the calculation of α n−k because it incurs a series of multiplications to obtain the actual value when k is a small value. In this case, the calculation of α n−k can be simplified, resulting in Corollary 2 as follows.
Corollary 2: Efficient calculation of coefficients.
where b = min(n − k, k − 1). Proof: Based on (8) and (13), the inverse of the coefficient is written as
k−1 by the binomial theorem, (15) can be rewritten as 1
Because the value α n−k is the same as α k−1 , the algorithm calculates α k−1 to obtain the value of α n−k instead of calculating it directly if it reduces the calculation effort.
Corollary 2 indicates symmetricity among coefficients. Suppose the algorithm chooses k = 2 to obtain the upper bound involving variable sets of cardinality two. Then the algorithm is able to obtain the value of α n−2 by calculating α k−1 = α 1 that incurs fewer number of multiplications from the calculation than that of α n−2 .
C. INSTANTIATION OF CRITERION
Based on Corollary 1, the upper bound involving variable subsets of k cardinality can be easily obtained. Suppose that a reliable joint entropy calculation can be achieved when k = 2 and the algorithm tries to calculate joint entropy terms in (3) by approximating them using their upper bounds. In this case, H (X ) is approximated as
Owing to Corollary 2, (17) can be simplified as
Based on (18) , J that involves high-dimensional joint entropy calculation is approximated as
Part 1 in (19) can be rewritten as [18] 1 (20) where × denotes the Cartesian products between two variable sets. Because Part 3 is a constant term for evaluating all candidate features in {F − S}, (20) can be simplified as
Subsequently, Part 2 in (19) can be rewritten as
Because Part 4 is a constant term, (22) can be simplified as
By combining (21) and (23), J is rewritten as
Part 5 in (24) can be simplified as
By replacing Part 5 in (24) using (25),J is simplified as
Because Part 6 in (26) is a constant term,J is simplified as
As a result, the criterion J is approximated as
The number of entropy terms in Part 7 is |S| and that in Part 8 is |L|. The criterionJ does not tell how the first feature should be selected when S = {∅} because the approximator described in (18) assumes that there are at least two variables in X . For this case where |S| = 0,J can be instantiated as follows.
Part 9 in (29) does not need to be approximated. On the contrary, Part 10 is approximated as
Part 11 (30) Because Part 11 is a constant term, (30) can be simplified as
By replacing Part 10 using (31), the criterion is written as
Thus, the criterion J when S = {∅} is approximated as
For the cases where k > 2, the criterion can be easily instantiated in a similar manner. It is worth mentioning that an equivalent form of (33) is written as
which is the same criterion when S = {∅} for most of mutual information-based MLFS methods [1] , [3] , [8] , [9] , [17] , [18] despite the calculation of (33) being more efficient.
D. RELATION TO PREVIOUS STUDY
In conventional mutual information-based MLFS methods, the criteria were described using mutual information terms. Because the instantiated criterion is closely related to mutual information as demonstrated in Section III-C, the characteristics ofJ may be intuitively identified after writing it using mutual information terms. Let us rewrite Part 7 in (28) using mutual information terms as follows. Next, Part 8 can be rewritten as follows.
By replacing Part 7 and Part 8 using (35) and (36) respectively,J can be rewritten as follows.
By cancelling out H (f + ) terms, (37) can be rewritten as
Because Part 12 is a constant term, (38) can be simplified asJ
Suppose that L = {l} in which leads to a single-label feature selection problem. Then, the criterionJ is simplified asJ
which is one of well-known criterion for single-label feature selection problems owing to its effectiveness in addition to its intuitiveness [25] . Thus, (39) identifies f + that maximizes the dependency between f + and labels in L while minimizing the dependency between f + and features in S because it will imply a large and a small value of Part 7 and Part 8, respectively. We named our method as Generalized Informationtheoretic Criterion for MLFS (GICS), in which the procedural step for identifying the final feature subset can be described as Algorithm 1. The time complexity of proposed GICS can be written as O(|F| · |L| + |F| · |S|). It would be worth mentioning that the calculation results of joint entropy terms between features and labels in Line 4 can be reused from the calculation of Line 6, leading to the acceleration of procedure with additional memory usage.
IV. EXPERIMENTAL RESULTS

A. DATASETS AND EVALUATION
We experimented on eight multi-label datasets from various domains. Enron is a subset of the Enron email corpus wherein each email document can be categorized according to multiple objectives [28] . Genbase comes from the biological domain that includes the functions of genes and proteins [29] .
Medical dataset is sampled from a large corpus of suicide letters obtained from natural language preprocessed clinical free text [30] . Language Log (LLog) was generated from text mining, wherein each feature corresponds to the occurrence of a word and each label represents the relevancy of each text pattern to a specific subject [31] . The Scene dataset is related to the semantic indexing of still scenes, where each scene may contain multiple objects [32] . The remaining three datasets (Arts, Entertainment, Health) comes from the Yahoo dataset collection. Table 1 shows the standard statistics of the datasets employed in our experiments such as the number of patterns, features, labels, and distinct label sets [31] , [33] .
We compared our proposed GICS to three conventional MLFS methods: Manifold-based Constraint Laplacian Score (MCLS) [10] , MDMR [1] , and PMU [9] . Different from the embedded methods such as Lasso Regularization and Decision Tree, the proposed method is independent of the classification process, indicating that the subsequent multi-label classifier can be varied. To evaluate the effectiveness of the selected feature subsets, two well-known multi-label classifiers were employed; Multi-label Naive Bayes (MLNB) [34] and Multi-label Nearest Neighbor (MLkNN) with k = 10 [35] . Experiments were repeated ten times on each dataset conducted by a holdout crossvalidation; 80% of patterns were randomly chosen as a training set and the rest 20% were used as the test set to obtain the classification performance. The predicted label from the test set by classifiers are measured using four evaluation metrics: multi-label accuracy, Hamming loss, ranking loss, and normalized coverage. Higher values of multi-label accuracy and lower values of the remainder (Hamming loss, ranking loss, normalized coverage) indicate good classification performance. A detailed definition of each evaluation measure is described in [4] , [33] .
B. COMPARISON RESULTS
Figs. 1 and 2 show the Hamming loss performance of multilabel classifiers depending on each feature subset selected by the compared methods. In Fig. 1a , the horizontal axis represents the number of selected features, and the vertical axis represents the corresponding Hamming loss value. In Fig. 1 , MLkNN is used to predict labels. GICS outperformed the compared methods in the Entertainment, Llog, and Scene datasets when the size of the feature subset is larger than 15. In Fig. 1d , GICS and MDMR's Hamming loss performances are converged when the size of feature subset is larger than 15 in the Genbase dataset. However GICS shows faster convergence than MDMR. In Fig. 2 , MLNB is used to predict labels. GICS outperformed the compared methods in all datasets. Tables 2 and 3 show the performance values depending on four evaluation measures for each method when the number of selected features is 30 and the average rank of each methods on all datasets. For each evaluation measure, a down arrow symbol in the Hamming loss, ranking loss, and normalized coverage indicates a smaller value for the corresponding performance value, demonstrating better quality of classification results. The best value along with each dataset is marked in bold text. The results indicate that GICS outperformed the other compared methods for most datasets. Even if GICS did not show the best performance such as multi-label accuracy in Enron datasets, GICS shows second-best results in all datasets that did not show the best performance. We conducted statistical tests to confirm GICS's performance [36] . Table. 4 shows the results of the Friedman test in terms of all performance measures at a significance level of α = 0.05 and the critical value for each evaluation measure. The Friedman statistics F F are larger than the critical values in terms of all evaluation measures. Thus, the null hypothesis, which means the proposed methods and other conventional methods show no significant difference, is rejected. After the Friedman test, we performed the Bonferroni-Dunn post-hoc test. Fig. 3 shows the Critical Distance diagrams for each evaluation measure indicating the average ranks of each methods. In the diagrams, the conventional methods are connected with the GICS with a thick line, indicating no significant difference in performance. In terms of multi-label accuracy, ranking loss, and normalized coverage, the GICS shows statistical superiority in the performances to MCLS, PMU. In terms of Hamming loss, the GICS shows statistical superiority compared to all conducted conventional methods.
C. CARDINALITY ANALYSIS
Through GICS, various criteria can be created based on what cardinality k is chosen depending on the characteristics of the datasets. Although our primary criterion is derived based on k = 2, we conducted the final experiment to validate the classification performance with varying k and obtain an optimal option of k because each criterion varied by k can output different feature subsets. Figs. 4 shows the Hamming loss performance by the MLkNN of feature subsets each selected by the criterion based on k = 1, 2, and 3 on the Llog dataset. Considering the criterion of k = 1 is
which selects features as a manner of unsupervised feature selection. The experimental results indicate that the Hamming loss performance of the criterion based on k = 2 and 3 outperformed the criterion based on k = 1 after more than ten features are selected. The Hamming loss performance of the criterion based on k = 1 is stagnates around 0.0156 when the number of selected features increases. Both criterion based on k = 2 and 3 do not show a significant difference in the Hamming loss performance when the number of the selected features is lower than 20. After more than 20 features are selected, the performance of the criterion based on k = 3 is consistently better than that based on k = 2. However, with regard to the execution time, the criterion based on k = 3 consumes considerably more time and memory; for example, in the Llog dataset, the criterion based on k = 3 consumes approximately 95.66 min for each iteration, whereas that based on k = 2 consumes 1.63 min from MATLAB on the Intel Core i7-7700 (3.6GHz) with 32GB RAM.
V. CONCLUSION
In this study, we proposed a cardinality generalized entropy approximation method wherein cardinality can be chosen by users. There is a trade-off that using various cardinality based criteria can help us find better feature subsets but that it requires higher computational cost. Our theoretical analysis shows that the derived criterion is closely related to the well-known criterion for conventional single-label feature selection problem. The experimental results demonstrate the effectiveness of our proposed method and proved that our proposed method can obtain a good feature subset.
