Introduction
Concurrent systems can be usually speci ed as systems of communicating processes obtained by composing sequential processes by means of binary parallel composition operators. The latter express process interaction in terms of action composition. Their semantics is usually de ned by two types of rules.
{ Synchronization rules that specify how an action of the product process is de ned as the result of the (simultaneous) occurrence of two actions in two component processes.
{ Interleaving rules, that specify how an action of a component process is an action of the product process. These rules allow some component processes to be idle while the others progress. Combining synchronization and interleaving rules is essential for the speci cation of systems as process coordination requires both synchronization and waiting. However, their adequate combination must satisfy two con icting requirements :
Deadlock-freedom : Deadlocks may appear in the product process as a result of enforcing synchronization, for instance, when two processes are at states from which only non matching synchronization actions can be performed. Such deadlocks can be avoided by using \escape" transitions generated by application of interleaving rules. However, the presence of both synchronization and interleaving actions may imply non maximal progress.
Maximal progress : When synchronization of two actions is possible, interleaving rules, used precisely to avoid deadlocks, may be applicable. Maximal progress means that synchronization is preferred to interleaving when both are possible. This is sometimes achieved by using restriction or hiding operators that prune out interleaving actions.
The above problems are ampli ed for timed or hybrid systems where time progress is synchronous and waiting times are bounded. This can be easily observed when hybrid speci cations are obtained by adding timing constraints to untimed communicating systems speci cations, as it has been pointed out in SY96].
In SY96, BS97b] it is claimed that specifying time progress conditions independently from discrete transitions may be source of inconsistencies in speci cations. We propose a model where time progress constraints are associated with actions and thus time progress is directly related with the ability of a system to perform actions. This model satis es the property of time reactivity in the sense that if no action is enabled at a state, time can progress.
Following the process algebra approach, we consider discrete (untimed) systems represented as terms generated from a set of abstract actions by using operators such as pre xing, non deterministic choice and parallel composition. We extend the semantics of these operators to hybrid actions.
For a given abstract action a, a hybrid action extension of a, is de ned as a triple (g a ; d a ; f a ) where g a and d a are unary predicates and f a is a total function on a continuous set of states. The predicate g a is a guard characterizing the states from which a is enabled while d a is a deadline satis ed by all the enabling states at which the action a becomes urgent (time progress is stopped). The function f a represents the e ect of the action when it is executed.
As usually, for a given n-ary operator op, the hybrid actions of the term op(t 1 ; : : : ; t n ) are obtained by composing the hybrid actions of the arguments t i .
We show that the semantics of operators on abstract actions can be extended to hybrid actions in di erent manners. The extensions have the same semantics for discrete transitions but may di er in urgency (ability to perform actions within a given delay).
We assume that parallel composition of two discrete systems can be expressed as the non-deterministic choice of terms starting with interleaving or synchronization actions (by means of some expansion theorem BK85]). The expansion theorem is extended to hybrid actions in the following manner : { To guarantee maximal progress, non-deterministic choice is replaced by priority choice that gives higher priority to synchronization actions over interleaving actions.
{ Synchronization operators between abstract actions are extended to hybrid actions. The guard and the deadline resulting from the synchronization of two hybrid actions depend on the guards and deadlines of the synchronizing hybrid actions. We show that for hybrid actions di erent synchronization operations of practical interest can be de ned by taking as synchronization guards and deadlines modal formulas. In particular, we identify three important synchronization modes : AND-synchronization where the guards of the synchronization action is the conjunction of the guards of the contributing actions. MAX-synchronization used to model synchronization with waiting and for which the synchronization action occurs as soon as all of the contributing actions have been completed. MIN-synchronization where the synchronization action occurs as soon as one of the contributing actions is completed. The paper is organized as follows. In section 2, we de ne hybrid extensions of discrete systems as a labeling homomorphism that extends pre xing and choice operators. Section 3 presents a framework for parallel composition of hybrid systems as an extension of parallel composition of untimed systems. For the three basic synchronization modes parallel composition rules are proposed that guarantee both local deadlock-freedom and maximal progress. We conclude by indicating possible application directions.
Hybrid extensions of discrete systems
We consider a simple (discrete) algebra of terms S A with pre xing and nondeterministic choice. We show that a hybrid extension of S A can be de ned as a labeling of the underlying transition system associating with a state s, an evolution function . s and with any action a a hybrid action h(a). . using deadlines to specify urgency (eventually p within k) and 3 -k p (once p since k) where p is a unary predicate on V , and k 2 R + f1g.
Discrete systems
As usual, we write 3p and 3 -p for 3 1 p and 3 -1 p respectively, and 2p and 2 -p for :3:p and :3 -:p respectively.
We have already de ned a non-deterministic choice operator . This is a well-known manner to give priority to actions in untimed systems.
However, for timed systems priority can concern not only instantaneous con ict resolution but also take into account possibility of waiting. For instance, if we take g 1 0 = g 1^2 :g 2 and d 1 0 = d 1^g1 0 , we restrict the enabling states of b 1 to only those states from which b 2 will never be enabled.
De nition 4. priority order Consider the relation < A (N f1g) A. We write a 1 < k a 2 for (a 1 ; k; a 2 ) 2< and suppose that < k is a partial order relation for all k 2 N f1g a 1 < k a 2 ) 8k 0 < k: a 1 < k 0 a 2 a 1 < k a 2^a2 < l a 3 ) a 1 < k+l a 3 Property : The relation a 1 a 2 = 9k a 1 < k a 2 is an order relation.
De nition 5. priority choice operator Given <, a priority order and fb i :s i g i2I , a set of term, we de ne the priority Consider the guards g 1 , g 2 of the actions a 1 ; a 2 . Figure 2 gives the guards g 0 1 obtained when g 1 is restricted by considering the priority orders a 1 < 0 a 2 , a 1 < 1 a 2 , a 1 < 1 a 2 .
Proposition 6. The priority choice operators de ned above satisfy the following properties.
1. 3g i ) 3(g 0 i _ W ai aj g j ) 2. 3 W i2I g i = 3 W i2I g 0 i The rst property means that if action a i can occur in the non-prioritized choice then either a i can occur in the prioritized choice or some action of higher priority. The second property is a consequence of the rst and simply says that P < preserves (local) deadlock-freedom : if some action can be executed in the nonprioritized choice then some action can be executed in the prioritized choice and vice versa.
Parallel composition
In this section we de ne parallel composition operators by following the same approach as in the previous section. First, we show how parallel composition on hybrid systems can be de ned as an extension of parallel composition on untimed systems. We thus obtain general composition rules for which some practically interesting cases are discussed later. It is important to notice that these properties hold independently of the way the guards and deadlines of the synchronization actions are de ned. Composition of guards : synchronization modes As already discussed in SY96,BS97b], for timed and hybrid systems the guard g 1;2 can be in general a modal formula in terms of the guards g 1 and g 2 . We consider in particular three important synchronization modes :
Synchronization modes of hybrid actions
AND-synchronization requires that synchronization takes place only when both synchronized transitions can be executed. This means g 1;2 = g 1^g2 . Consider the example of two synchronizing actions with guards g 1 and g 2 . Then, in general interleaving actions are needed to avoid deadlock. Their guards in this case will be g 1 0 = g 1^2 :(g 1^g2 ) and g 2 0 = g 2^2 :(g 1^g2 ).
MAX-synchronization requires that the rst of the two synchronized actions that becomes enabled awaits for the other to become enabled. The enabling of the latest action triggers synchronization. A consequence of this assumption is that waiting may be unbounded. For a given execution trace, the time interval in which the synchronized action is enabled has as lower bound the maximum of the times they become enabled and as upper bound the maximum of the times they become disabled. The corresponding guard g 1;2 is de ned by guards are g 1 and g 2 , the interleaving actions will have guards g 1 0 = g 1^2 :g 1;2 and g 2 0 = g 2^2 :g 1;2 , which can be simpli ed into g 1 0 = g 1^2 2 -:g 2 and g 2 0 = g 2^2 2 -:g 1 .
and it implies that the synchronization action a 1 p a 2 can occur when one of the two synchronizing actions is enabled and the other will be eventually enabled. That is, synchronization may occur in a time interval whose lower bound is the minimum of the times they become enabled and the upper bound is the minimum of the times they become disabled. The corresponding guard g 1;2 is described by the formula g 1;2 = (3g 1^g2 ) _ (g 1^3 g 2 ).
In the case where An example of such a function is # (falling edge 
Applications
As an application of the above results, we de ne a parallel composition operator for typed hybrid actions that is, actions b i = (a i ; g i ; i ; f i ) such that i 2 f 0;#; 1g.
We suppose that for each pair of actions (a 1 ; a 2 ) the synchronization mode is given. The resulting interleaving and synchronization actions depend on the synchronization mode. The synchronization action b 1;2 is b 1;2 = (a 1 p a 2 ; g 1;2 ; 1;2 ; f 1;2 ) where g 1;2 is de ned in 3.2 according to the synchronization mode and 1;2 is as speci ed in the table given in 3.2. The interleaving actions b 0 i are of the form b 0 i = (a i ; g 0 i ; 0 i ; f i ) where g 0 i = g i^2 :g 1;2 and 0 i = i (by proposition 9) for i = 1; 2.
Some applications of this general framework can be found in SY96] where it is shown that for timed Petri nets the underlying synchronization mode is MAXsynchronization. This allows to represent state machine decomposable timed Petri nets as the MAX-parallel composition of timed automata with delayable actions and makes possible the application of e cient timing analysis techniques to timed Petri nets.
An application domain for our results is modeling of multimedia systems where combinations of the di erent synchronization modes are necessary for a natural description of timing constraints. Several formalisms used in this area o er such possibilities. One of the most general seems to be the model of Time Stream Petri Nets, by Diaz et al SDLdSS96] . These are Petri nets with interval time constraints where nine di erent synchronization modes can be associated with delayable transitions. It can be shown that the guards corresponding to the di erent synchronization modes can be expressed compositionally as modal formulas in terms of the guards of the components.
We are currently studying the application of the results to de ne the semantics of the language used in the MADEUS tool for the speci cation of multimedia documents JLSIR97]. This language allows the description of timing constraints by means of logical and relational operators used to express causality and synchronization relations. The interesting fact is that very often a combination of the three synchronization types is necessary to specify coordination. The results of the study will be published in BST97].
Discussion
We present a general framework for the composition of hybrid automata. We show that from elementary hybrid actions, choice and parallel composition, complex systems can be de ned.
The main di erence with other approaches is that we associate with actions time progress conditions which specify for how long an enabled action may wait. Time progress conditions at a given state depend on the urgency of the enabled actions.
The big variety of choice and parallel composition operators results from the di erent ways enabledness and urgency of components can be combined. Contrary to untimed systems, it is necessary to use modalities to express di erent kinds of composition that are of practical interest. However, for many tractable subclasses of hybrid automata modal operators can be eliminated, e.g. for linear hybrid automata ( ACH + 95]). In that case, modalities are used just for notation convenience and do not modify the basic model.
Di erent choice operators can be expressed in terms of a basic non-deterministic choice operator which combines the behaviors of the contributing actions so as to obtain maximum urgency. Restricting guards to respect priorities leads to the de nition of less prompt choice operators. Other kinds of restrictions remain to be investigated.
Priority choice plays an important role for the de nition of a parallel composition operator that respects maximal progress and avoids deadlock by means of appropriate interleaving actions.
The proposed framework is very general. Validation by practice is necessary. It is important to notice that so far AND-synchronization has been used for timed process algebras and the di erent timed extensions of the language Lotos LL95] as well as for timed and hybrid automata. MAX-synchronization is implicitly used in the di erent extensions of timed Petri nets.
We believe that AND-synchronization is more appropriate for responsive synchronization, where process coordination is supposed to be strong enough to impose that all the timing constraints of the contributing actions are respected. This is often the case for input/output, sender/receiver synchronization where one of the actions is not submitted to deadline constraints. For example, in the train-gate example often mentioned in the literature ACH + 95] communication between the two processes (train and gate) is responsive as the gate reacts to input signals sent by the train. Applying AND-synchronization to obtain the product automaton means that the deadlines and upper bounds of each process must be respected. On the contrary, synchronization between the gate process and a car stopped before the gate should allow for waiting and MAXsynchronization seems more appropriate in this case. We believe that MAXsynchronization should be used to extend parallel composition of asynchronous processes a la CSP. When a hybrid system is obtained as the hybrid extension of an untimed system of communicating automata, it is seems natural to use MAX-synchronization for actions that can wait inde nitely before synchronizing.
Finally, MIN-synchronization corresponds to a kind of (symmetric) interrupt and one can hardly imagine examples where the use of this synchronization mode alone su ces.
