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Abstract
We give sufficient conditions for a positive-definite function to admit decomposition into a sum of
positive-definite functions which are compactly supported within disks of increasing diameters Ln. More
generally we consider positive-definite bilinear forms f → v(f,f ) defined on C∞0 . We say v has a finite
range decomposition if v can be written as a sum v =∑Gn of positive-definite bilinear forms Gn such
that Gn(f,g) = 0 when the supports of the test functions f,g are separated by a distance greater or equal
to Ln. We prove that such decompositions exist when v is dual to a bilinear form ϕ → ∫ |Bϕ|2 where B is
a vector valued partial differential operator satisfying some regularity conditions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Λ be an open set in Rd , which may be all of Rd , and let D(Λ) = C∞0 (Λ). Let f,g →
v(f,g) be a bilinear form defined for f,g ∈ D(Λ). The form v is said to be positive-definite if
v(f,f ) > 0 for every non-vanishing f ∈D(Λ).
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j1 Gj when
v(f,f )=
∑
j1
Gj(f,f )
holds for all f ∈D(Λ).
The forms v, Gj are said to be translation invariant if Λ= Rd and v(Ttf,Ttg)= v(f,g) for
all t ∈ Rd , where Ttf (x)= f (x + t). We often encounter the case where the bilinear form arises
from a function v˜(x − y) such that
v(f,g)=
∫ ∫
f (x)v˜(x − y)g(y) dx dy.
v˜ is said to be a positive-definite function when the form v is positive-definite.
Definition 1.1. Let v be a translation invariant bilinear form. We say that v admits a translation
invariant finite range decomposition if, for some L > 1, there exist positive-definite forms Gj
such that
(1) v =∑j1 Gj ;
(2) Gj(f,g)= 0 if dist(suppf, suppg) Lj ;
(3) for j ∈ N, Gj is translation invariant.
This paper is concerned with the question of when a bilinear form has a finite range decom-
position. Our main result on the existence of such decompositions is given in Theorem 2.6. It
concerns bilinear forms associated to the Green’s functions of a large class of elliptic partial
differential operators. It also gives a decomposition if v is not translation invariant and then con-
dition (3) is replaced by a kind of uniformity of convergence of ∑j1 Gj . Theorem 2.8 and
Proposition 2.9 give a more explicit form of this decomposition. In Section 4 we give concrete
examples based on the construction used to prove existence in Section 3.
Our interest is motivated by an equivalent question concerning Gaussian random fields. It
is well known (e.g., see [9]) that for any continuous bilinear form v there exists a general-
ized Gaussian random field, i.e. a distribution valued random variable φ such that for any
test functions ϕ1, . . . , ϕn ∈ D(Λ) the vector (〈φ,ϕ1〉, . . . , 〈φ,ϕn〉) is centered Gaussian and
Cov(〈φ,ϕ〉, 〈φ,ψ〉) = v(ϕ,ψ). The existence of a finite range decomposition of v is equiva-
lent to the existence of a decomposition φ =∑j1 ζj , where ζj are independent generalized
Gaussian random fields with covariance functionals Gj respectively and such that 〈ζj , ϕ〉 and
〈ζj ,ψ〉 are independent if dist(suppϕ, suppψ) Lj .
Many models in statistical mechanics have the form of an expectation EZ of a nonlinear
functional Z of a Gaussian random field φ, where φ has long range power law correlations and
the functional Z depends on the field φ in a large region Λ ⊂ Rd . The large size of Λ and the
long range correlations make it difficult to get accurate estimates on EZ. The class of methods
known as the Renormalisation Group (RG) was originated by K.G. Wilson [12,13] in order to
address this problem.
A very convenient version of Wilson’s idea was introduced in rigorous mathematical argu-
ments by Gallavotti et al. in [1,2]. These authors write the field φ = ∑j1 ζj as a sum of
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ments and then they define the conditional expectation Ej to be the integration over increment ζj .
E.g., let Zj+1 = EjZj so that EZ = limZj . The paper [1] is a good introduction to the RG.
In essentially all papers based on [2] and related decompositions introduced by other authors,
e.g., [6,7], the decay of the ζj covariance is exponential on scale Lj but not finite range as in
property (2) above. The machinery known as “cluster expansions” was developed to control this
lack of exact independence and these expansions have become the workhorse of rigorous work
on the RG. Thus finite range decompositions are certainly not essential for progress in the RG,
but by removing the need for cluster expansions they replace a major technical prerequisite of
this subject. Wavelet decompositions are also used in the RG [5]. These decompositions can
have the finite range property but not independence of ζi and ζj for j 
= i because they are not a
decomposition of the covariance into a sum of positive definite forms.
These considerations have motivated us to write this paper to prove that finite range decom-
positions exist for a wide class of Gaussian fields. In the case that the covariance of the Gaussian
field φ is homogeneous, e.g., |x − y|−α , it is easy to establish existence of these decompositions
and we have made this point and used them, for example, in [3]. In [4] we proved that the re-
solvent of the Laplacian (aI − )−1 with a  0 admits finite range decompositions and also
showed that these decompositions exist when  is the finite difference Laplacian on the simple
cubic lattice Zd .
Finite range decompositions for radial functions have appeared for different reasons in the
context of the stability of matter. In [8] are given necessary and sufficient conditions on the
derivatives of a function f that defines a radially symmetric kernel f (‖x − y‖) so that the bi-
linear form associated to f (‖x − y‖) has an expansion with non-negative coefficients into tent
functions.
We defer precise definitions and give a little outline of our results. Two bilinear forms v and
E are said to be dual if the Hilbert space completions of C∞0 (Rd) in the two bilinear forms
are dual relative to the L2(Rd) inner product. Our main condition for v to admit a translation
invariant finite range decomposition is that the dual bilinear form E is associated with a constant
coefficient partial differential operator B by
E (ϕ,ϕ)=
∫
Rd
|Bϕ|2 dx,
where B can be vector valued. B need not be first order. As an example consider
B = (∂1, . . . , ∂d , λI)
so that
E (ϕ,ϕ)=
∫
Rd
(|∂ϕ|2 + λ2|ϕ|2)dx. (1.1)
By integration by parts this form is associated to the elliptic partial differential operator B ′B =
− + λ2. The duality of v,E means that the distribution kernel of v is a Green’s function
(B ′B)−1 for the partial differential operator B ′B .
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compositions because one can deduce from it that the kernel of (B ′B)−α with α ∈ (0,1] also has
a finite range decomposition. We know of no examples of positive-definite forms that are not in
this wider class.
The construction in our proof achieves much more because it also creates decompositions
satisfying items (1), (2) when B has non-constant coefficients and Λ need not be all of Rd .
In this case v is not translation invariant, hence (3) cannot be satisfied and is replaced by the
following. If the partial differential operator B has constant coefficients, but the domain Λ is not
all of Rd then the decomposition satisfies:
• Translation invariance away from ∂Λ. For j ∈ N small enough such that 2Lj < diamΛ,
Gj(Ttf,Ttf ) is independent of t and Λ for f, t such that the support of Ttf is in Λ but
separated from the boundary of Λ by a distance greater than Lj .
In a few examples like the ones discussed in Section 4 where we can make explicit computa-
tions of norms, we find that the terms in our decompositions decay with a scaling that correctly
reflects the dimensional analysis of the operator B ′B . If the coefficients of B are not constant,
we do not know very much about the rate of convergence of the decomposition. We only have
the following estimate which says that the decomposition converges uniformly with respect to
translation of the argument f :
• Uniformity. There exists a constant c such for all L > c there exist finite range decomposi-
tions such that for all f = B ′Bϕ in B ′BD(Λ),
0 v(f,f )−
∑
jn
Gj (f,f )
(
c
L
)(n−p)∨0
v(f,f ), (1.2)
where p is the smallest integer such that diam suppϕ  Lp . The class B ′BD(Λ) is dense in
the Hilbert space with inner product v.
We examine these decompositions for the simple case of the Laplacian in Section 4 in order
to understand these decompositions more concretely and in particular to examine their smooth-
ness. In Section 5 we continue these calculations for the Laplacian to construct a finite range
decomposition with C∞ smoothness.
2. Notation and main result on existence
The proofs of the results in this section are found in Section 3.
Let B = (B1, . . . ,Bn) be an n-vector of partial differential operators,
Bi =
∑
α
ci,α(x)∂
α.
We call
E (ϕ,ψ)=
n∑
i=1
∫
BiϕBiψ dx = (Bϕ,Bψ)L2 (2.1)
a Dirichlet form. We impose the following assumptions.
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(1) For each i, α, ci,α ∈ C∞(Λ).
(2) For each ψ ∈D(Λ) there exists c such that for all ϕ ∈D(Λ)
∣∣∣ ∫ ψϕ dx∣∣∣ c(E (ϕ,ϕ))1/2. (2.2)
(3) The continuity Hypothesis 2.2 explained below.
By the first assumption Bϕ is defined for all ϕ ∈D(Λ) and
B ′ψ =
∑
i,α
(−∂)α(ci,αψi)
is defined for ψ any vector-valued smooth function. Note that this implies that for any ϕ ∈D(Λ)
B ′Bϕ ∈D(Λ). By integration by parts (Bϕ,ψ)L2 = (ϕ,B ′ψ)L2 .
By the second assumption, with ϕ = ψ , E (ψ,ψ) = 0 implies ψ = 0 and so E is an inner
product defined on D(Λ). Let H+(Λ) be the Hilbert space completion of D(Λ) with inner
product E . The corresponding norm will be denoted by ‖ · ‖+. For any open subset U ⊂ Λ, let
H+(U) be the closed subspace of H+(Λ) obtained by taking the closure of D(U).
Definition 2.1. We say that H+(U) is continuous at U if
⋂{H+(V ): V ⊃U}=H+(U).
The last of the three hypotheses mentioned above is
Hypothesis 2.2. Λ is convex andH+ is continuous at U for all sets U which are bounded, convex
and open.
This is an implicit condition on the coefficients of the partial differential operator B . A suffi-
cient condition for Hypothesis 2.2 to hold is provided by the following lemma.
Lemma 2.3. Let U be a bounded convex open set.H+ is continuous at U if, there exists x∗ ∈U ,
δ > 0, C > 0 and a convex open U˜ ⊃ U , U˜ ⊂ Λ such that |ci,α(x∗ + λ(x − x∗))|  C|ci,α(x)|
for all x ∈ U˜ , all i, α and all λ ∈ [1 − δ,1].
Remark 2.4. In particular, Hypothesis 2.2 holds if the coefficients ci,α are bounded away from
zero in every bounded subset of Λ.
Let H−(Λ) be the abstract dual space of bounded linear functionals on H+(Λ). H−(Λ) is
contained in the space of distributions
H−(Λ)⊂D ′(Λ)
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convergent in the topology of D(Λ) if there exists a compact set K ⊂ Λ with suppϕn ⊂ K and
all derivatives ∂αϕn converge uniformly). Therefore
H−(Λ)=
{
f ∈D ′(Λ): ‖f ‖−,Λ <∞
}
, (2.3)
where
‖f ‖−,Λ = sup
{〈f,ϕ〉: ϕ ∈D(Λ), E (ϕ,ϕ) 1}. (2.4)
Since the dual of a Hilbert space is an isomorphic Hilbert space, the norm arises from an inner
product.
Definition 2.5. Define G(f,g)= (f, g)−,Λ to be the inner product on H−(Λ). In particular,
G(f,f )= ‖f ‖2−,Λ. (2.5)
By Assumption (2), a function ψ ∈D(Λ) determines a linear functional fψ ∈H−(Λ) by
〈fψ,ϕ〉 =
∫
Λ
ψϕ dx
and in this sense D(Λ)⊂H−(Λ) so that G is a positive-definite bilinear form on D(Λ).
The main result of this paper is the following.
Theorem 2.6. Under Assumptions (1)–(3) given above, G admits a decomposition satisfying
(1), (2) in Definition 1.1 and the uniformity estimate (1.2). If Λ = Rd and if B has constant
coefficients, then this decomposition for G is a translation invariant finite range decomposition.
If the partial differential operator B has constant coefficients, but the domain Λ is not all of Rd ,
then the decomposition is translation invariant away from ∂Λ as defined above.
To understand why this is a decomposition of the Green’s function for the differential operator
B ′B we use a standard argument called the Friedrich’s extension [10, p. 278], [11, p. 177]. We
will show that G is the form for a Green’s function for the partial differential operator B ′B with
zero boundary conditions on ∂Λ.
By the definition of the + norm, for all ϕ ∈D(Λ), ‖ϕ‖2+ = ‖Bϕ‖2L2 . Therefore the closure
B¯ :H+(Λ)→ L2
(
Λ,Rn
)
of B is an isometry. Let B¯ ′ : L2(Λ,Rn) →H−(Λ) be the dual operator and define L = B¯ ′B¯ .
This is a map from H+(Λ) to H−(Λ) and it satisfies
〈B¯ ′B¯ϕ,ψ〉 = (ϕ,ψ)+
for all ϕ,ψ ∈ H+(Λ). Therefore it is the Riesz isomorphism that identifies the Hilbert space
H+(Λ) with the dual H−(Λ) and so G is related to the inverse of L by
G(f,g)= (f, g)−,Λ =
〈
L −1f,g
〉
.
On the domain ϕ ∈D(Λ) we can omit the closures so that L ϕ is our differential operator B ′Bϕ.
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Theorem 2.6.
For U any convex bounded open subset of Λ, let pU be the orthogonal projection in H+(Λ)
onto the subspace H+(U). In particular pU = 0 for U = ∅. We set
Ux = (x +U)∩Λ.
Lemma 2.7. For each ϕ ∈H+(Λ) there exists a unique vector T ϕ in H+(Λ) such that
(T ϕ,ψ)+ = 1|U |
∫
dx (pUxϕ,ψ)+ for all ψ ∈H+(Λ). (2.6)
The linear operator T :H+(Λ) →H+(Λ) is a contraction.
The main ingredient of the decomposition is the following theorem allowing to “cut out” from
G a bilinear form which is positive-definite and of finite range.
Theorem 2.8. Let U be a convex, bounded open subset of Λ. For f ∈H−(Λ), define
A ′Uf = f − T ′f. (2.7)
Then the bilinear form G1 such that
G(f,f )=G1(f,f )+G
(
A ′Uf,A ′Uf
) (2.8)
is:
(1) positive-definite;
(2) finite range with range 2 diamU .
We construct the finite range decomposition by an iterated application of Theorem 2.8. Let
U0 be a convex open bounded set containing the origin and for j = 1,2, . . . let Uj be a sequence
of domains obtained by scaling U ,
Uj =
{
x: L−j x ∈U}.
For each domain construct T ′j ,A ′j , G˜j by replacing U by Uj in the construction of G1 given
above. Set f1 = f and for j  2, set fj = A ′j−1fj−1. Define bilinear forms Gj for j  1 by
Gj(f,f )= G˜j (fj , fj ).
Proposition 2.9.
(1) G(f,f )=∑nj=1 Gj(f,f )+ ‖A ′n . . .A ′1f ‖2−,Λ.
(2) Given L> 1, let the diameter of U0 be chosen less than 12 (1 −L−1). Then for all j  1 the
range of Gj is less than Lj .
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for all L> 1, for all f ∈ B ′BD(Λ),
∥∥A ′n . . .A ′1f ∥∥−,Λ 
(
c
L
)(n−p)∨0
‖f ‖−,Λ,
where f = B ′Bϕ and p  0 is smallest integer such that the diameter of the support of ϕ is
less than Lp .
(4) For all f ∈H−(Λ) and therefore, in particular, f ∈D(Λ), G(f,f )=∑j1 Gj(f,f ).
Let us discuss a bit more our operator AU , which is the key ingredient of our decomposition.
Remark 2.10. Let U be a bounded open subset of Λ. The linear operator defined on H+(Λ) by
PU = I − pU (2.9)
is called the Poisson operator of the domain U for the following reason. Consider ψ = PUϕ,
where ϕ ∈H+(Λ). Then (a) ψ satisfies B ′Bψ(x) = 0 for x ∈ U , where B ′B is the partial dif-
ferential operator applied in the distribution sense, and (b) ψ(x) − ϕ(x) ∈ H+(U). Part (b) is
obvious by the definition of PU . It implements the boundary condition on ψ that ψ = ϕ out-
side U . To check (a), let φ ∈ D(U) be a test function and recall that B ′B on the domain D(U)
is the Riesz isomorphism. Therefore∫
Λ
ψB ′Bφ dx = (PUϕ,φ)+ = (ϕ,PUφ)+ = 0.
For example, when B ′B = − and U has a smooth boundary, conditions (a), (b) constitute
solving the Dirichlet problem inside U with boundary conditions given by ϕ restricted to ∂U .
Poisson kernels also provide another useful representation for the operator AU of Theo-
rem 2.8.
Lemma 2.11. Assume that U is a bounded open set. Then
AUϕ = 1|U |
∫
Rd
1x+UP(x+U)∩Λϕ dx, (2.10)
where P(x+U)∩Λ was defined in (2.9). If P(x+U)∩Λϕ(y) is jointly measurable with respect to
(x, y) then (2.10) can be understood as an integral defined pointwise, and we can write
AUϕ(y)= 1|U |
∫
y−U
P(x+U)∩Λϕ(y)dx. (2.11)
Remark 2.12. In the case L = B ′B = −, or more generally, L = λ2I − , we can use this
to give the following interpretation to the construction of G1. The inner product (f1, f2)−,Λ
is the interaction energy of two distributions fi of electrostatic charge. Suppose that fi is an
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in terms of replacing fi by another distribution ρi chosen so that (1) ρi is supported in a compact
region Ki centred on Qi ; (2) the potential outside Ki is unchanged. Then, for Qi sufficiently far
apart that Ki do not overlap (f1, f2)−,Λ − (ρ1, ρ2)−,Λ = 0.
The factor P ′Uxfi constructs a charge distribution, with these properties, on the boundary of
Ux  Qi . Then AU spreads the charge distribution fi out by (1) spreading out the charge at Qi
onto the boundary of Ux and (2) averaging over all Ux containing point A. This very specific
choice of ρi achieves the difficult simultaneous goals of making G1 positive-definite and smaller
than G(f,f ) and finite range.
The advantage compared with our construction in [4] is that this particular average over Ux
allows us to avoid reliance on translation invariance and to generalise so as to include Green’s
functions of operators that are of higher than second order.
3. Proofs for Section 2
In order to prove Lemma 2.3 we need the following result. Define Dλϕ(x) = ϕ(x/λ) where
ϕ ∈D(V ) and ϕ is considered to be a function on Rd by defining it to be zero outside V ⊂Λ.
Lemma 3.1. Let V be an open convex subset of Λ containing x∗ = 0. If there exist C1 > 0, δ > 0
such that |ci,α(λx)| C1|ci,α(x)|, for all i, α, λ ∈ [1−δ,1] and x ∈ V , then Dλ uniquely extends
to an operator Dλ :H+(V ) →H+(V ). The resulting family of operators is uniformly bounded
in operator norm and is left strongly continuous in λ at λ= 1.
Proof. Let ϕ ∈D(V ). Then Dλϕ ∈D(V ). Also
E (Dλϕ,Dλϕ)=
∑
i,α
∫ ∣∣ci,α∂αDλϕ∣∣2 dx =∑
i,α
λd−2|α|
∫ ∣∣ci,α(λx)∂αϕ∣∣2 dx
 C(δ)
∑
i,α
∫ ∣∣ci,α(x)∂αϕ∣∣2 dx = C(δ)E (ϕ,ϕ).
D(V ) is dense in H+(V ) so this proves that Dλ is uniformly bounded in operator norm and
extends uniquely. By dominated convergence,
lim
λ↑1 ‖Dλϕ − ϕ‖+ = 0
for ϕ ∈ D(V ). By the uniform boundedness of Dλ strong continuity on a dense subset implies
strong continuity. 
Proof of Lemma 2.3. We give the proof for case x∗ = 0. Let ϕ ∈⋂{H+(V ): V ⊃ U}. Since⋂{H+(V ): V ⊃ U} ⊃ H+(U), it suffices to prove that ϕ ∈ H+(U). Let Un be the open set
of all points in Λ within distance 2−n of U . Then there exists a sequence ϕn ∈ D(Un) that
converges to ϕ in H+ norm. By Lemma 3.1, for 1 − δ  λ < 1, Dλϕn → Dλϕ. Also, for any
λ < 1, Dλϕn ∈ D(U) for all sufficiently large n. Therefore, for all λ < 1, Dλϕ ∈ H+(U). By
Lemma 3.1, ϕ = limλ→1− Dλϕ, therefore ϕ ∈H+(U). 
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remaining results of Section 1.
In order to show Lemma 2.7 and Theorem 2.8 we need some properties of the operators pU
and T . Lemmas 3.3 and 3.5 show that operator T of (2.6) is well defined and is a contraction.
Lemma 3.10 and Proposition 3.11 are essential for the proof that bilinear form G1 in (2.8) is
positive definite and of finite range.
Lemma 3.2. pUpV = 0 if U ∩ V = ∅.
Proof. First, note that if U,V are disjoint open sets, if ϕ ∈ H+(U) and ψ ∈ H+(V ), then
(ψ,ϕ)+ = 0, because it is enough to prove this when ϕ ∈ D(U) and ψ ∈ D(V ) and then
(ψ,ϕ)+ = (Bψ,Bϕ)L2 = 0 because B is a partial differential operator (PDO). By this remark,
for any ψ ∈H+(Λ), (ψ,pUpV ϕ)+ = (pUψ,pV ϕ)+ = 0. 
Lemma 3.3. If H+ is continuous at U and U is bounded, then pUx is strongly continuous in x
at x = 0.
Proof. We will give the proof in three steps (open and closed are defined as subsets of Λ with
relative topology):
(1) If Un, n= 1,2, . . . , is a sequence of open sets such that for every compact set K ⊂U , there
exists n(K) such that Un ⊃K for n n(K). Then pUnpU converges strongly to pU .
(2) If H+ is continuous at U , if Un,n = 1,2, . . . , is a sequence of open sets such that for every
open V ⊃U , there exists n(V ) such that Un ⊂ V for n n(V ). Then pUn(I −pU) converges
strongly to 0.
(3) If H+ is continuous at U and U is bounded, then pUx is strongly continuous in x at x = 0.
(1) Let ϕ ∈H+(Λ). We have to prove that pUnpUϕ → pUϕ in norm. Equivalently, we must
prove pUnϕ → ϕ for any ϕ ∈H+(U). It suffices to prove this for ϕ ∈ D(U), because pUn are
uniformly bounded in operator norm. By the hypothesis on the sequence Un, Un contains the
support of ϕ for all sufficiently large n and therefore pUnϕ = ϕ for all sufficiently large n.
(2) It suffices to prove that ‖pUnϕ‖+ → 0 for all ϕ ∈H+(U)⊥. Every subsequence of pUnϕ
has a weakly convergent subsequence, because the ball in H+(Λ) is weakly compact. Let φ be
the limit of a subsequence. Then, by the hypothesis on Un, for any V ⊃U , φ ∈H+(V ), because
H+(V ) is a subspace and therefore weakly closed. By the continuity hypothesis, Definition 2.1,
φ ∈H+(U). Therefore, along this subsequence
‖pUnϕ‖2+ = (pUnϕ,ϕ)+ → (φ,ϕ)+ = 0.
Since this is valid for every subsequence, ‖pUnϕ‖+ → 0.
(3) Let ϕ ∈H+(Λ) and let x → 0. We have
pUx∩Uϕ = pUx∩UpUϕ → pUϕ by (1),
pUx∪Uϕ − pUϕ = pUx∪Uϕ − pUx∪UpUϕ → 0 by (2). (3.1)
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ζx ∈H+(Ux). Therefore by orthogonality of ψx and ζx and then (3.1) we obtain
‖ψx‖2+ + ‖ζx‖2+ = ‖ψx + ζx‖2+ = ‖pUx∪Uϕ − pUx∩Uϕ‖2+ → 0.
Hence ψx tends to zero and consequently, using (3.1) again, pUxϕ → pU as x → 0. 
The support of Bϕ is contained in suppϕ for ϕ ∈ D(Λ) because B is a PDO. Since any
ϕ ∈H+(U) can be approximated by a sequence ϕn with suppϕn ⊂U ,
B¯H+(U)⊂ L2(U). (3.2)
From now on we assume that U is a bounded open convex set and Λ is convex so that, by
Hypothesis 2.2, H+ is continuous at Ux = (x + U) ∩ Λ for all x ∈ Rd . Fix ϕ ∈ H+(Λ) and
define
Fx = B¯pUxϕ.
Since B¯ is an isometry, Lemma 3.3 implies that x → Fx is a norm-continuous map from Rd
to L2. Also Fx is bounded in L2 norm uniformly in x. Therefore (Fx,Fy)L2 is continuous in
(x, y), so that the following integrals are well defined or possibly positive infinite.
Lemma 3.4. ∫
dx
∫
dy
∣∣(Fx,Fy)L2 ∣∣ |U |
∫
dx(Fx,Fx)L2 ,
where |U | denotes the Lebesgue measure of U .
Proof. Let  > 0. Choose disjoint cubes of side  whose union equals Rd and insert the partition
of unity 1 =∑1Δ,
∫
dx
∫
dy
∣∣(Fx,Fy)L2 ∣∣=
∫
dx
∫
dy
∣∣∣∣∑
Δ
(Fx,1ΔFy)L2
∣∣∣∣.
The sum over Δ was interchanged with the inner product using Fubini’s theorem and
F¯x(·)Fy(·) ∈ L1.
By (3.2), we can insert 1Uy∩Δ
=∅,Ux∩Δ
=∅. Taking the sum over Δ outside the absolute values
we bound by
∫
dx
∫
dy
∑
Δ
1Uy∩Δ
=∅,Ux∩Δ
=∅
∣∣(Fx,1ΔFy)L2 ∣∣.
Insert the Cauchy–Schwartz inequality in the form
(Fx,1ΔFy)L2 
1
(Fx,1ΔFx)L2 +
1
(Fy,1ΔFy)L2 .2 2
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in any order. Therefore both terms give the same contribution and we bound by
∑
Δ
∫
dx
∫
dy1Uy∩Δ
=∅(Fx,1ΔFx)L2 .
Let |U | =
∫
dy1Uy∩Δ
=∅. For the future, note that |U | tends as  → 0 to the volume |U | of U .
Then the preceding expression equals
|U |
∑
Δ
∫
dx(Fx,1ΔFx)L2 = |U |
∫
dx(Fx,Fx)L2
and the lemma follows by taking  → 0. 
Lemma 3.5. ∫
dx
∣∣(pUxϕ,ψ)+∣∣ |U |‖ϕ‖+‖ψ‖+.
Proof. It is sufficient to prove case ψ = ϕ because∫
dx
∣∣(pUxϕ,ψ)+∣∣=
∫
dx
∣∣(pUxϕ,pUxψ)+∣∣
∫
dx‖pUxϕ‖+‖pUxψ‖+

(∫
‖pUxϕ‖2+ dx
)1/2 (∫ ‖pUyψ‖2+ dy)1/2.
Now we consider case ϕ =ψ for which there are no absolute values because (pUxϕ,ϕ)+  0.
By the Cauchy–Schwartz inequality,
∑
i
λi(pUxi ϕ,ϕ)+ =
(∑
i
λipUxi ϕ,ϕ
)
+

(∑
i
λipUxi ϕ,
∑
j
λjpUxj ϕ
)1/2
+
‖ϕ‖+
=
(∑
i,j
λ¯iλj (pUxi ϕ,pUxj ϕ)+
)1/2
‖ϕ‖+.
By considering Riemann sums, this implies∫
dx(pUxϕ,ϕ)+ 
(∫
dx
∫
dy(pUxϕ,pUyϕ)+
)1/2‖ϕ‖+. (3.3)
By Lemma 3.4,
∫
dx
∫
dy(pUxϕ,pUyϕ)+ =
∫
dx
∫
dy(Fx,Fy)L2  |U |
∫
dx(Fx,Fx)L2
= |U |
∫
dx(pUxϕ,pUxϕ)+ = |U |
∫
dx(pUxϕ,ϕ)+.
Putting this into (3.3), we obtain the lemma for the case ψ = ϕ. 
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the map ϕ → T ϕ is linear and ‖T ‖ 1. 
Remark 3.6. The integral defining T also exists in the stronger sense of Bochner integration [14,
p. 132].
To prove Theorem 2.8 we are going to need some more properties of the operator T .
Lemma 3.7.
(T ϕ,T ϕ)+  (ϕ,T ϕ)+.
Proof. Using (2.6) twice, first with ψ = T ϕ we have
(T ϕ,T ϕ)+ = 1|U |
∫
dx
1
|U |
∫
dy(pUxϕ,pUyϕ)+. (3.4)
Hence by the definition of Fx ,
(T ϕ,T ϕ)+ = 1|U |
∫
dx
1
|U |
∫
dy(Fx,Fy)L2
 1|U |
∫
dx(Fx,Fx)L2 by Lemma 3.4
= 1|U |
∫
dx(pUxϕ,ϕ)+. 
Let T ′ :H−(Λ) →H−(Λ) be the operator dual to T on the dual space H−(Λ) of bounded
linear functionals on H+(Λ). This means
〈T ′f,ϕ〉 = 〈f,T ϕ〉.
Lemma 3.8. The supports of T ′f , A ′f , Tf and A f are contained in the closure of⋃
x∈suppf Ux .
Proof. For A , T this follows easily from the definitions. Since A ′ = I − T ′ it suffices to con-
sider T ′. Let ϕ be a test function with support outside the closure of
⋃
x∈suppf Ux . Then
〈T ′f,ϕ〉 = 〈f,T ϕ〉 = 1|U |
∫
dx〈f,pUxϕ〉 = 0
because the integrand is zero if Ux ∩ suppf = ∅. 
Likewise p′U :H−(Λ)→H−(Λ) is the dual of pU . Recalling the discussion following Theo-
rem 2.6, it is easy to verify that p′ =L pUL −1 and p′ is an orthogonal projection.U U
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(1) p′Uf = 0 if suppf ⊂ (U)c;
(2) p′Up′V = 0 if U ∩ V = ∅.
Proof. (1) Let ϕ ∈D(U). 〈p′Uf,ϕ〉 = 〈f,pUϕ〉 = 0 because supppUϕ ⊂U .
(2) Take the dual of Lemma 3.2. 
Lemma 3.10. The bilinear form:
(1) (f,T ′g)−,Λ has range diamU and is positive-definite;
(2) (T ′f,T ′g)−,Λ has range 2 diamU and is positive-definite.
Proof. (1) By using the isomorphism L and (2.6) we have
(T ′f,g)−,Λ = 1|U |
∫
dx
(
p′Uxf, g
)
−,Λ =
1
|U |
∫
dx
(
p′Uxf,p
′
Ux
g
)
−,Λ.
By Lemma 3.9 the integrand vanishes at x except when suppf and suppg both intersect the
closure of Ux . Therefore, it is identically zero if the distance between suppf and suppg is larger
than diamU .
The above formula proves that (T ′f,f )−,Λ  0. To prove that (T ′f,g)−,Λ is positive-
definite, it suffices to prove that (T ϕ,ϕ)+ > 0 when ϕ 
= 0 because T ′ =L TL −1. Since
(T ϕ,ϕ)+ = 1|U |
∫
dx(pUxϕ,pUxϕ)+
it is clear that the right-hand side is non-negative and vanishes iff pUxϕ = 0 for all x. Suppose
that pUxϕ = 0 for all x. Let ψ ∈D(Ux) for some x. Then
(ϕ,ψ)+ = (ϕ,pUxψ)+ = (pUxϕ,ψ)+ = 0.
Therefore ϕ is orthogonal to the subspace generated by
⋃
x D(Ux). By using a partition of unity
any function in D(Λ) can be written as a sum of functions in
⋃
x D(Ux) so ϕ is orthogonal to a
dense subset and therefore is zero.
(2) (T ′f,T ′g)−,Λ is clearly positive-definite. From the proof of Lemma 3.4,
(T ′f,T ′g)−,Λ = 1|U |
∫
dy
1
|U |
∫
dx
(
p′Uyf,p
′
Ux
g
)
−,Λ.
The rest of the argument is similar to (1): the closures of Ux,Uy must intersect, otherwise the
integrand vanishes by Lemma 3.9. Also by Lemma 3.9, Ux must intersect suppg and Uy must
intersect suppf . 
Proposition 3.11.
(1) (T ′f,T ′f )−,Λ  (f,T ′f )−,Λ;
(2) ‖T ′f ‖−,Λ  ‖f ‖−,Λ.
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Proof of Theorem 2.8. Since A ′U = I − T ′,
G1(f,f )=G(f,f )−G
(
A ′Uf,A ′Uf
)
= (f,f )−,Λ −
(
A ′Uf,A ′Uf
)
−,Λ
= 2(f,T ′f )−,Λ − (T ′f,T ′f )−,Λ
 (f,T ′f )−,Λ,
where the last bound is from Proposition 3.11. Thus G1 is positive-definite. It is finite range by
Lemma 3.10. 
Lemma 3.12. ∥∥A ′Uf ∥∥−,Λ  ‖f ‖−,Λ. (3.5)
Proof. By Proposition 3.11,
(
A ′Uf,A ′Uf
)
−,Λ = (f,f )−,Λ − 2(f,T ′f )−,Λ + (T ′f,T ′f )−,Λ
 (f,f )−,Λ − (f,T ′f )−,Λ
= (f,A ′Uf )−,Λ.
Therefore ‖A ′Uf ‖2−,Λ  ‖A ′Uf ‖−,Λ‖f ‖−,Λ. 
In the next lemma we assume that U is an open bounded convex set that contains the ori-
gin and, for R > 1 we define the dilated set UR = {y: 1Ry ∈ U}. Since dilation and translation
preserve convexity,H+ is continuous at x +UR . We define T with U replaced by UR .
Lemma 3.13. Let A = I − T and let Dϕ be the diameter of the support of ϕ, then there exists a
constant C such that for all ϕ ∈H+(Λ),
‖A ϕ‖+  CDϕ
R
‖ϕ‖+.
Proof. We assume that R >Dϕ since, otherwise, the result follows from Lemma 3.12. Let V =
UR and Vx = V + x. Then
A ϕ = ϕ − |V |−1
∫
dx pVx∩Λϕ.
By (3.2), B¯pVx∩Λ = 1Vx B¯pVx∩Λ. Also, since
∫
dx 1Vx (y) is independent of y and equals |V |,
B¯A ϕ = |V |−1
∫
dx 1Vx B¯(I − pVx∩Λ)ϕ.
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1Vx B¯(I − pVx )ϕ =
{0 if suppϕ ⊂ Vx,
0 if suppϕ ⊂ Rd \ V x
where we used (3.2) in the second case, so that
‖A ϕ‖+ = ‖B¯A ϕ‖L2  |V |−1
∫
dx
∥∥1Vx B¯(I − pVx )ϕ∥∥L2
= |V |−1
∫
X(ϕ)
dx
∥∥1Vx B¯(I − pVx )ϕ∥∥L2
 |V |−1∣∣X(ϕ)∣∣‖ϕ‖+,
where X(ϕ) is the set of x such that 1Vx B¯(I − pVx∩Λ)ϕ 
= 0. By the previous equation X(ϕ) is
contained in the set of x such that Vx intersects both suppϕ and the complement of suppϕ. If
x ∈X(ϕ), then the smallest ball that covers Vx neither contains nor is disjoint from the smallest
ball that covers suppϕ. Therefore the distance between the centres of these balls lies in the
interval [R −Dϕ,R +Dϕ] and there are constants C1,C depending on U such that
|V |−1∣∣X(ϕ)∣∣ C1R−d((R +Dϕ)d − (R −Dϕ)d)CDϕ
R
. 
Proof of Proposition 2.9. (1) The first item follows immediately by induction using Theo-
rem 2.8 with U replaced by Uj , j = 1,2, . . . , n.
(2) Given L, let U0 have diameter D  12 (1 − L−1). Recall from just before Proposition 2.9
that f1 = f and, for j  2, fj =A ′j−1fj−1. By induction using Lemma 3.8, for j  2,
suppfj ⊂
{
y: dist(y, suppf )D
j−1∑
k=1
Lk
}
. (3.6)
We find, following the proof of Theorem 2.8, that
Gj(f,f )= 2
(
fj , T
′
j fj
)
−,Λ −
(
T ′j fj , T ′j fj
)
−,Λ.
By Lemma 3.10, Gj(f,g) = 0 when the supports of fj and the analogously defined gj are
separated by at least 2LjD. Therefore, Gj has range 2D
∑j
k=1 Lk  Lj .
(3) Recall that L ϕ = B ′Bϕ for ϕ ∈ D(Λ) and that L is the Riesz isometry. The operators
Aj are self-adjoint operators on H+(Λ). It easily follows that A ′j =LAjL −1. Therefore∥∥A ′n . . .A ′1f ∥∥−,Λ = ‖An . . .A1ϕ‖+ = ‖ϕn+1‖+, (3.7)
where we have defined ϕj inductively by setting ϕ1 = ϕ and, for j > 1, ϕj =Aj−1ϕj−1. Since
(3.6) says that the diameter of the support of fj is less than diam suppf + Lj−1 and since
Lemma 3.8 allows us to make exactly the same induction for ϕj , the diameter of the support of
ϕj is bounded by diam suppϕ +Lj−1 which, for j − 1 p, is less than 2Lj−1 because p  0 is
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‖ϕj+1‖+ = ‖Ajϕj‖+  CL−1‖ϕj‖+ for j − 1 p. By induction,
‖ϕn+1‖+  Cn−pL−(n−p)‖ϕp‖+
for n p. Combine this with (3.7) and Lemma 3.12 to obtain
∥∥A ′n . . .A ′1f ∥∥−  Cn−pL−(n−p)‖ϕ‖+.
Since ‖ϕ‖+ = ‖L −1f ‖−, we have proved part (3).
(4) Since L = B¯ ′B¯ is the isomorphism from H+(Λ) to H−(Λ) and since D(Λ) is dense in
H+(Λ), the set B ′BD(Λ) is dense in H−(Λ). From (3) we know that the form R defined by
R(f,f )=G(f,f )−
∑
j1
Gj(f,f )
vanishes for f in the dense set B ′BD(Λ). By (1), G(f,f ) R(f,f ) 0 so R is bounded and
therefore continuous on H−(Λ). Therefore R(f,f )= 0 for all f . 
Proof of Lemma 2.11. Since p(x+U)∩Λϕ vanishes outside x +U , we have
AUϕ = ϕ − |U |−1
∫
dx1x+Up(x+U)∩Λϕ = |U |−1
∫
dx 1x+U(ϕ − p(x+U)∩Λϕ)
which finishes the proof of (2.11). The second part of the lemma is obvious. 
4. Examples
In this section we apply the general theory of the previous sections to the case B ′B = − and
obtain explicit formulas for the operator AU which is the key ingredient of our decomposition.
In one dimension we also obtain a formula for AU when B ′B is a diffusion operator.
The calculations in this and the next section are motivated by a desire for insight into the
smoothing properties of Ak . The bilinear form G defines a linear operator, f → G(f, ·) from
H−(Λ) toH+(Λ). Using the same letters for forms and operators, the construction for Gj given
above Proposition 2.9 is
Gj =A1 . . .Aj−1
(
G−AjGA ′j
)
A ′j−1 . . .A ′1 (4.1)
for j  2. Thinking of A ′j as A acting to the left we see that the integral operator kernel of G
should be smoothed by the operators Ak , if Ak is smoothing. G1 = G − A1GA ′j will not be
smoother than G because it inherits a singularity on the diagonal from G.
Throughout this section we set U = BL—the ball centered at 0 and of radius L. B is the
standard unit ball.
We first give the formula for the kernel of the operator A away from the boundary of the
set Λ.
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such that the set Λ−2L = {x ∈ Λ: dist(x, ∂Λ) > 2L} is nonempty. If y ∈ Λ−2L then ALϕ(y) =∫ d
R
hL(y − x)ϕ(x) dx, where
hL(x)= 1|B|L2|x|d
∫
∂BL
(
2x · z− |x|2)1|x−z|LσL(dz), (4.2)
where σL denotes the surface measure (normalized to 1) on a sphere of radius L. In the case
d = 1, σL(dx)= 12 (δ−L(dx)+ δL(dx)) where δt (dx) denotes a unit point mass at x = t .
Notice that since σL is a uniform measure on the sphere ∂BL the value of hL(x) depends only
on |x|.
Proof. From Theorem 2.8 and Lemma 2.11, for ϕ ∈H+(Λ) and y ∈Λ−2L we have
ALϕ(y)= 1|BL|
∫
y+BL
Px+BLϕ(y)dx. (4.3)
By translation invariance,
ALϕ(y)= 1|BL|
∫
y+BL
PBLϕx(y − x)dx, (4.4)
where ϕx(z)= ϕ(x + z).
Recall the well-known formula for the Poisson kernel of the ball BL
PBLϕ(y)=
∫
∂BL
Ld−2(L2 − |y|2)
|y − z|d ϕ(z)σL(dz).
Note that this is valid also for d = 1. Applying this to (4.4), then changing the order of integration
and substituting x = x′ − z we obtain
ALϕ(y)= 1|BL|
∫
∂BL
∫
1x∈y+BL
Ld−2(L2 − |y − x|2)
|y − x − z|d ϕ(x + z) dx σL(dz)
= 1|BL|
∫
∂BL
∫
1x∈z+y+BL
Ld−2(L2 − |y − x + z|2)
|y − x|d ϕ(x) dx σL(dz)
= 1|BL|
∫ ∫
∂BL
1z∈x−y+BL
Ld−2(L2 − |y − x + z|2)
|y − x|d σL(dz)ϕ(x) dx
=
∫
d
hL(y − x)ϕ(x) dx
R
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hL(x)= L
d−2
|BL|
∫
∂BL
L2 − |x − z|2
|x|d 1|x−z|LσL(dz)
= 1|B|L2|x|d
∫
∂BL
(
2x · z− |x|2)1|x−z|LσL(dz)
because |x − z|2 = |x|2 − 2x · z+L2. 
The function hL of this proposition can be written in a more explicit form, namely:
Proposition 4.2. In the notation of Proposition 4.1, if d = 1 then
hL(x)= 12L
(
1 − |x|
2L
)
1|x|2L. (4.5)
If d = 2 then
hL(x)= 1
π2L2
1∫
|x|/2L
√
1 − r2
r2
dr1|x|2L
= 1
π2L2
(√(
2L
|x|
)2
− 1 − arccos |x|
2L
)
1|x|2L. (4.6)
If d = 3 then
hL(x)= 38πL|x|2
(
1 − |x|
2L
)2
1|x|2L. (4.7)
These expressions show that the kernel hL of AL is singular at x = 0, but the singularity is
integrable. In Section 5 we will see that AL increases the smoothness (away from the boundary)
by at least one derivative.
Proof. Assume first that d = 1. Then the right-hand side of (4.2) equals
1
|B|L2|x|d
∫
∂BL
(
2xz− x2)1|x−z|LσL(dz)= 12L2|x| 12
∑
z=±L
(
2xz− x2)1|x−z|L
= 1
4L2|x|
(
2L|x| − |x|2) ∑
z=±L
1|x−z|L = 12L
(
1 − |x|
2L
)
1|x|2L.
Case d  2. Referring to (4.2) let α be the angle between x and z so that x · z = L|x| cosα
and the constraint |x − z|L is equivalent to 0 α  arccos(|x|/2L). Then
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∫ (
2L cosα − |x|)10αarccos(|x|/2L)σL(dz).
For d  3 we can integrate over all points z ∈ ∂BL with α fixed. This set of points constitutes a
(d−2)-dimensional ball of radius L sinα. Keeping in mind that σL(dz) is normalized, we obtain
hL(x)= 2L|B|L2|x|d−1
1
cd−2
arccos(|x|/2L)∫
0
(
cosα − |x|
2L
)
sind−2 α dα (4.8)
with cd−2 =
∫ π
0 sin
d−2 α dα. This equation also holds for d = 2, because the normalised measure
on the (d − 1)= 1-dimensional sphere is σL(dz)= 1π dα with 0 α  π and cd−2 = π . Putting
d = 2 into (4.8) we obtain
hL(x)= 2
π2L|x|
arccos(|x|/2L)∫
0
(
cosα − |x|
2L
)
dα
= 2
π2L|x|
(
sin
(
arccos
(|x|/2L))− arccos(|x|/2L) |x|
2L
)
= 1
π2L2
(√(
2L
|x|
)2
− 1 − arccos(|x|/2L)).
This finishes the proof for d = 2 since for r < 1
d
dr
(√
1
r2
− 1 − arccos r
)
= −
√
1 − r2
r2
.
Consider case d = 3. From (4.8) we have
hL(x)= 34πL|x|2
arccos(|x|/2L)∫
0
(
cosα − |x|
2L
)
sinα dα.
Making the change of variables t = cosα we obtain
hL(x)= 38πL|x|2
(
1 − |x|
2L
)2
. 
Remark 4.3. Note that for hL as in Proposition 4.1,
hL(x)= L−dh1(x/L) ∀x ∈ Rd . (4.9)
The next proposition illustrates the behaviour in dimension d = 1 near the boundary.
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rem 2.8 is of the form ALϕ(y)=
∫
(a,b)
aL(y, x)ϕ(x) dx, where
aL(y, x)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 for (y, x) /∈ (a, b)× (a, b),
y−a
2L(x−a) for a < y  x  (a + 2L)∧ b,
b−y
2L(b−x) for (b − 2L)∨ a  x < y  b,
hL(x − y) otherwise,
(4.10)
here hL is defined by (4.2). If ϕ ∈H+(Λ) then ALϕ is twice continuously differentiable in Λ =
(a, b). If b − a > 4L and f ∈H−(Λ)∩Cb(Λ) then A ′Lf is twice continuously differentiable in
(a + 2L,b− 2L). In general it is not differentiable at points a + 2L and b− 2L even when f is
smooth.
This kernel reduces to hL(y − x) for x, y ∈ (a + 2L,b − 2L) assuming this interval is not
empty. For y near a or near b, aL(y, x) is no longer a function only of y − x and the dependence
on y has a corner at y = a + 2L and at y = b − 2L.
Remark 4.5. We see that there are singularities near the boundary but not if ϕ ∈H+(Λ). This
observation could be useful because in (4.1) the operator Aj−1 acts on G whose kernel G(x,y)
does satisfy zero boundary conditions.
Proof of Proposition 4.4. Let (r, s)⊂Λ, ϕ ∈H+(Λ), then
P(r,s)ϕ(y)=
{
ϕ(r)
s−y
s−r + ϕ(s) y−rs−r for y ∈ (s, r),
ϕ(y) for y /∈ (s, r). (4.11)
Hence P(x+BL)∩Λϕ(y) is a jointly measurable function of (x, y) and consequently by Lemma 2.11
ALϕ(y)= 12L
∫
y+BL
P(x+BL)∩Λϕ(y)dx. (4.12)
Let y ∈ x +BL. Recalling that ϕ(z)= 0 if z /∈ (a, b), by (4.11) we obtain
P(x+BL)∩Λϕ(y)=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ(x −L)x+L−y2L + ϕ(x +L)y−(x−L)2L
if x ∈ (a +L,b −L),y ∈ x +BL,
ϕ(x +L) y−a
(x+L)−a
if a < x +L< (a + 2L)∧ b, a < y < x +L,
ϕ(x −L) b−y
b−(x−L)
if (b − 2L)∨ a < x −L< b,x −L< y < b,
0 if x /∈ (a −L,b +L).
(4.13)
Clearly ALϕ(y) = 0 for y /∈ (a, b). If y ∈ (a, b) and b − a > 2L then by (4.12) and (4.13) we
have
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a+L∫
a−L
ϕ(x +L) y − a
x +L− a 1|x−y|L dx
+ 1
2L
b+L∫
b−L
ϕ(x −L) b − y
b − (x −L)1|x−y|L dx
+ 1
2L
b−L∫
a+L
ϕ(x −L)x +L− y
2L
1|x−y|L dx
+ 1
2L
b−L∫
a+L
ϕ(x +L)y − (x −L)
2L
1|x−y|L dx
= 1
2L
a+2L∫
a
ϕ(x)
y − a
x − a 1yx dx +
1
2L
b∫
b−2L
ϕ(x)
b − y
b − x 1xy dx
+ 1
2L
b−2L∫
a
ϕ(x)
2L− (y − x)
2L
10y−x2L dx
+ 1
2L
b∫
a+2L
ϕ(x)
2L+ (y − x)
2L
1−2Ly−x0 dx, (4.14)
which gives (4.10).
If b − a < 2L and y ∈ (a, b) then by (4.13)
ALϕ(y)= 12L
b−L∫
a−L
ϕ(x +L) y − a
x +L− a 1a<y<x+L dx
+ 1
2L
b+L∫
a+L
ϕ(x −L) b − y
b − (x −L)1x−L<y<b dx
= 1
2L
b∫
y
ϕ(x)
y − a
x − a dx +
1
2L
y∫
a
ϕ(x)
b − y
b − x dx,
which also gives (4.10).
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a continuous function on [a, b] which vanishes at a and b. Assume first that b − a > 4L. By
(4.14) we obtain that for y ∈ (a + 2L,b − 2L)
ALϕ(y)=
y∫
y−2L
ϕ(x)
2L− y + x
(2L)2
dx +
y+2L∫
y
ϕ(x)
2L+ y − x
(2L)2
dx. (4.15)
From this we obtain for y ∈ (a + 2L,b − 2L)
d
dy
ALϕ(y)= 1
(2L)2
(
−
y∫
y−2L
ϕ(x)dx +
y+2L∫
y
ϕ(x) dx
)
(4.16)
and
d2
dy2
ALϕ(y)= 1
(2L)2
(
ϕ(y − 2L)+ ϕ(y + 2L)− 2ϕ(y)). (4.17)
If y ∈ (a, a + 2L) then, again by (4.14) we have
ALϕ(y)=
y∫
a
ϕ(x)
2L− y + x
(2L)2
dx +
a+2L∫
y
ϕ(x)
y − a
2L(x − a) dx
+
y+2L∫
a+2L
ϕ(x)
2L+ y − x
(2L)2
dx, (4.18)
d
dy
ALϕ(y)= 1
(2L)2
(
−
y∫
a
ϕ(x) dx +
a+2L∫
y
ϕ(x)
2L
x − a dx +
y+2L∫
a+2L
ϕ(x)dx
)
(4.19)
and
d2
dy2
ALϕ(y)= 1
(2L)2
(
ϕ(y + 2L)− ϕ(y)− ϕ(y) 2L
y − a
)
. (4.20)
Now it is easy to see, taking into account that ϕ(a) = 0, that if we let y → a + 2L all the
corresponding limits in (4.15)–(4.20) coincide. Hence ALϕ is also twice continuously differen-
tiable at y = a + 2L. The same reasoning shows that ALϕ is twice continuously differentiable
in (b − 2L,b) and at b − 2L, which proves the statement of the proposition in case b − a > 4L.
The cases 2L b − a  4L and b − a  2L can be investigated in a similar way.
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continuously differentiable in (a + 2L,b− 2L) but does not have to be differentiable at a + 2L.
(Similar argument can be applied to show that the same happens at b − 2L.) Note that
A ′Lf (x)=
∫
R
aL(x, y)f (y) dy
and by (4.10) we have that for x ∈ (a + 2L,b − 2L)
A ′Lf (x)=
x∫
x−2L
2L+ y − x
(2L)2
f (y)dy +
x+2L∫
x
2L− y + x
(2L)2
f (y)dy.
Similarly as in (4.16) we obtain
d
dx
A ′Lf (x)=
1
(2L)2
(
−
x∫
x−2L
f (y)dy +
x+2L∫
x
f (y) dy
)
. (4.21)
Clearly, the second derivative also exists in (a+2L,b−2L). On the other hand, if x ∈ (a, a+2L)
then
A ′Lf (x)=
x∫
a
y − a
2L(x − a)f (y) dy +
x+2L∫
x
2L− y + x
(2L)2
f (y)dy.
Hence for x ∈ (a, a + 2L) we have
d
dx
A ′Lf (x)=
1
(2L)2
(
−
x∫
a
2L(y − a)
(x − a)2 f (y)dy +
x+2L∫
x
f (y) dy
)
. (4.22)
Letting x → a + 2L in (4.21) and (4.22) we see that left and right derivatives of A ′Lf at a + 2L
are equal if and only if
a+2L∫
a
f (y) dy =
a+2L∫
a
y − a
2L
f (y)dy,
which is not true in general. 
Proposition 4.4 can be extended to the case when the operator −B ′B generates a one-
dimensional non-degenerate diffusion process. Operator AL can be written in terms of the scale
function of the diffusion process.
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dx
, where c is twice continuously
differentiable and c2(x)  const > 0. Let s denote the scale function of the diffusion process
generated by −B ′B . Then the kernel of the operator AL is of the form:
aL(y, x)=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
s(y)−s(a)
2L(s(x)−s(a)) for a < y  x < (a + 2L)∧ b,
s(b)−s(y)
2L(s(b)−s(x)) for (b − 2L)∨ a < x < y < b,
s(x+2L)−s(y)
2L(s(x+2L)−s(x)) for a < x < (b − 2L)∨ a, x  y  x + 2L,
s(y)−s(x−2L)
2L(s(x)−s(x−2L)) for (a + 2L)∧ b x  b, x − 2L< y < x,
0 otherwise.
(4.23)
Note that in Proposition 4.4 the diffusion was Brownian motion stopped at the boundary of Λ,
which has the scale function s(x)= x.
Proof. It is well known that the Poisson operator of a second order differential operator can
be written in terms of the diffusion process generated by this diffusion operator. Namely if
(Ω,F ,X, {Px}x∈R) is the family of diffusions generated by −B ′B and τ = inf{t  0: Xt /∈ U}
then PUϕ(y)= Eyϕ(Xτ ).
Now return to our proposition. Let (Ω,F ,X, {Px}x∈R) be the family of diffusions generated
by −B ′B . Let τr = inf{t  0: Xt = r} and τ(r,u) = inf{t  0: Xt /∈ (r, u)}. Since s is the scale
function for X, then
Px(τu < τr)= s(x)− s(r)
s(u)− s(r) for x ∈ [r, u]
and consequently the Poisson kernel of an interval (r, u)⊂Λ has the form
P(r,u)ϕ(y)= Eyf (Xτ(r,u) )= ϕ(u)
s(y)− s(r)
s(u)− s(r) + ϕ(r)
s(u)− s(y)
s(u)− s(r)
for x ∈ (r, u).
Using this fact, similarly as in the proof of Proposition 4.4 for ϕ ∈H+(Λ) we obtain the follow-
ing. If y ∈ (a, b) and b − a  2L then
ALϕ(y)= 1
L
a+2L∫
a
ϕ(x)
s(y)− s(a)
s(x)− s(a)1yx dx +
1
L
b∫
b−2L
ϕ(x)
s(b)− s(y)
s(b)− s(x)1xy dx
+ 1
L
b−2L∫
a
ϕ(x)
s(x + 2L)− s(y)
s(x + 2L)− s(x)10y−x2L dx
+ 1
L
b∫
ϕ(x)
s(y)− s(x − 2L)
s(x)− s(x − 2L)1−2Ly−x0 dx,a+2L
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ALϕ(y)= 1
L
b∫
y
ϕ(x)
s(y)− s(a)
s(x)− s(a)1yx dx +
1
L
y∫
a
ϕ(x)
s(b)− s(y)
s(b)− s(x)1xy dx,
which also agrees with (4.23). This finishes the proof of Proposition 4.6. 
5. Smoothness
We shall say that a finite range decomposition G =∑∞1 Gj is smooth if the forms Gj have
kernels gj (x, y) such that
Gj(f,f )=
∫ ∫
f (x)gj (x, y)f (y) dx dy
and, for j  2, these kernels gj are C∞.
We continue to consider only the case B ′B = − but now with d  3 and with Λ= Rd . The
existence of a smooth finite range decomposition in this case is easy by other methods because
the Greens function is homogeneous but the construction of this section could provide smooth
finite range decompositions in the wider context of Theorem 2.6.
By the next lemma A smooths by adding at least one derivative, in the sense that the decay of
the Fourier transform is improved by at least one power. In this section we will group together in-
finitely many operators Ak with very small length scales L−k into a new operator A which maps
to C∞ and yet has range L0. Then repeating the construction of Gj given above Proposition 2.9
with this new A generates a C∞ finite range decomposition.
Lemma 5.1. Let h := h1 be defined by (4.2) with L= 1. Then
hˆ(y)= |∂B||B|
∫
∂B
σ (dw)
∫
∂B
σ (dz)
sin2((y ·w)(w · z))
(y ·w)2 . (5.1)
Moreover, if d = 1 then
∣∣hˆ(y)∣∣ 2
1 + |y|2 (5.2)
and if d  2 then there exists a constant Cd such that
∣∣hˆ(y)∣∣ Cd
1 + |y| . (5.3)
We give the proof at the end of the section. Given a ball U centred of the origin of diameter
D we define UL−j = {x: Ljx ∈ U} and we let AL−j be the operators as in Theorem 2.8 with U
replaced by UL−j corresponding to the Laplacian on Rd , d  3.
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Aϕ = lim
n→∞AL−n . . .AL−2AL−1A1ϕ (5.4)
exists in H+(Λ) and
A ϕ = h ∗ ϕ, (5.5)
where h ∈ C∞0 (Rd) and the support of h is contained in |x| DLL−1 . Moreover,
G(f,g)= Γ0(f, g)+G(A′f,A′g), f, g ∈H−
(
R
d
)
, (5.6)
where Γ0 is a positive-definite operator of finite range smaller than 2D + 2DL/(L− 1).
By replacing A by A in the construction described above Proposition 2.9, we have
Corollary 5.3. For D > 0 there exists c(D) such that for each L  c(D) the iteration of (5.6)
generates C∞ finite range decompositions of G.
Proof of Proposition 5.2. Using the results of the previous section we have ALϕ = hL ∗ ϕ with
hL given by (4.2). Hence
AL−n . . .AL−2AL−1A1ϕ = hL−n ∗ · · · ∗ hL−1 ∗ h1 ∗ ϕ.
Notice that by the definition of AL as an average of Poisson kernels we have that each hL
integrates to 1.
Let X0,X1, . . . be independent random variables with the same density h1. Then, by (4.9)
L−kXk has density hL−k . It is clear that
∑∞
k=0 L−kXk converges almost surely to some random
variable Y which has a density. Let us denote it by h. It is also clear that Y is bounded by
DL/(L − 1), i.e. support of h is the ball centered at 0 and of radius DL/(L − 1). Notice that∑m
k=0 L−kXk has density h˜m = h1 ∗ · · · ∗ hL−m . Choose m such that
m∏
k=1
∣∣hˆk(x)∣∣ CL,n|x|d+2 , (5.7)
we can do it by (4.9) and Lemma 5.1. (5.7) implies that h˜m is continuously differentiable.
From the definition of h it follows that
h(x)= h˜m ∗L−(m+1)dh
(
L−(m+1)·)(x) (5.8)
and since h˜m is continuously differentiable, (5.8) implies that h is smooth.
For nm we can write
h1 ∗ · · · ∗ hL−n(x)=Eh˜m
(
x −
n∑
L−kXk
)
.k=m+1
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lim
n→∞h1 ∗ · · · ∗ hL−n(x)=Eh˜m
(
x −L−(m+1)Y )= h(x),
where the last equality follows by (5.8).
In a very similar way, possibly choosing larger m, we can show that also the derivatives of
h1 ∗ · · · ∗ hn converge to the derivatives of h and are bounded. From this we obtain that for any
ϕ ∈ D(Rd) we have (5.4) with Aϕ = h ∗ ϕ. Moreover, since for each n we have ‖AL−n‖  1,
(5.4) holds for any ϕ ∈H+(Rd) and ‖A‖ 1.
To prove the other part of the theorem, let us denote
G−k(f, g)=G(f,g)−G
(
A ′
L−k f,A
′
L−k f
)
, f, g ∈H−
(
R
d
)
, (5.9)
and
G˜−n(f, g)=G(f,g)−G
(
A ′1 . . .A ′L−nf,A
′
1 . . .A
′
L−ng
)
, f, g ∈H−
(
R
d
)
. (5.10)
Using (5.9) we can write
G˜−n(f, g)=G−n(f, g)+
n∑
k=1
G−(n−k)
(
A ′
L−(n−k+1) . . .A
′
L−nf,A
′
L−(n−k+1) . . .A
′
L−ng
)
. (5.11)
From Theorem 2.8 it follows that G−k is positive-definite for each k, hence so is G˜−n. From the
same theorem we have that range G−k is 2DL−k and we also know that
diam suppA ′
L−kϕ = diam suppϕ + 2DL−k.
Combining these two facts with (5.11) we obtain that G˜−n has range smaller than 2D +
2DL/(L− 1). By (5.4)
G(f,g)−G(A′f,A′G)= lim
n→∞ G˜−n(f, g).
Hence G(·,·)−G(A′·,A′·) is positive-definite and of range  2D + 2DL/(L− 1). 
Proof of Lemma 5.1. By (4.2) we have
hˆ(y)=
∫
|x|2
eix·y 1|B||x|d
∫
∂B
σ (dz)
(
2x · z− |x|2)12x·z|x|2 .
Function h is symmetric, hence hˆ is real, so we can replace eix·y by cos(x · y). We change the
order of integration and substitute x = rw where r = |x| and w = x/|x| to obtain
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∫
∂B
σ (dz)
∫
∂B
σ (dw)1w·z>0
2(w·z)∫
0
dr cos(rw · y)((2w · z)− r)
= |∂B||B|
∫
∂B
σ (dz)
∫
∂B
σ (dw)1w·z>0
1 − cos(2(w · y)(w · z))
(w · y)2 .
By symmetry with respect to z we obtain
hˆ(y)= |∂B||B|
∫
∂B
σ (dz)
∫
∂B
σ (dw)
1 − cos(2(w · y)(w · z))
2(w · y)2 ,
which is equal to (5.1).
The estimate (5.2) is now obvious since by (5.1)
hˆ(y)= sin
2 y
y2
(hˆ(y) can be also easily computed directly using (4.5)).
The proof of (5.3) for d  2 is a little more involved. Clearly hˆ is bounded since h is integrable.
Now assume that |y| > 1 and consider first the case d = 2. Let α be the angle between w and z
and β the angle between y and w, then, using symmetries in (5.1), we have
hˆ(y)= C
π/2∫
0
dβ
π/2∫
0
dα
sin2(|y| cosβ cosα)
|y|2 cos2 β .
Next we substitute u= cosα, v = cosβ to obtain
hˆ(y)= C
1∫
0
dv
1∫
0
du
sin2(|y|u)
|y|2v2
1√
1 − v2√1 − u2
 C1
1/2∫
0
dv
1∫
0
du
1
1 + (|y|uv)2
u2√
1 − u2
+ C1|y|2
1∫
1/2
dv
1∫
0
du
1√
1 − v2√1 − u2
 C1|y|
∞∫
0
dv
1∫
0
du
1
1 + v2
u√
1 − u2 +
C2
|y|2 
C3
|y| ,
which proves (5.3) for d = 2.
The proof for d  3 is easier. We start in the same way obtaining
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π/2∫
0
dβ
π/2∫
0
dα
sin2(|y| cosβ cosα)
|y|2 cos2 β sin
d−2 α sind−2 β
 Cd,1
1∫
0
dv
1∫
0
du
sin2(|y|uv)
|y|2v2
 Cd,2
1∫
0
dv
1∫
0
du
1
1 + (|y|uv)2 u
2
 Cd,2|y|
∞∫
0
dv
1
1 + v2
1∫
0
udu,
which finishes the proof of (5.3). 
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