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EFFECTIVE TOPOLOGICAL COMPLEXITY OF SPACES
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Abstract: We introduce a version of Farber’s topological complexity suitable for
investigating mechanical systems whose configuration spaces exhibit symmetries. Our
invariant has vastly different properties to the previous approaches of Colman–Grant,
Dranishnikov, and Lubawski–Marzantowicz. In particular, it is bounded from above
by Farber’s topological complexity.
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1. Introduction
A motion planner in a space X is an algorithm which, given a pair
of points (x, y) ∈ X ×X, outputs a path from x to y in X. This notion
is usually considered in the context of robotics, where X is taken to be
the space of all states (“configuration space”) of a mechanical system.
Topology on X is such that paths produced by the motion planner are
continuous. A path can then be interpreted as a movement of the robot
from one state to the other.
One would hope for a motion planner that is stable in the sense that a
minor change of either the initial or terminal state results in a predictable
change of the path taken by the robot. This, however, is rarely possible;
see [8, Theorem 1]. In order to quantify the “order of instability” of con-
figuration spaces of mechanical systems, Farber [8], [9] introduced the
notion of topological complexity (TC ). Due to its applications in topo-
logical robotics and close relation to Lusternik–Schnirelmann category,
it has attracted plenty of attention.
The first author has been supported by the National Science Centre grant 2014/12/S/
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Mechanical systems often come equipped with symmetries visible in
their configuration spaces, thus it not surprising that there have been
attempts at weaving symmetries into the definition of topological com-
plexity before, vide Colman–Grant [4], Dranishnikov [6], and Lubawski–
Marzantowicz [10]. They are, however, useful if one is either interested
in motion planning algorithms that are somehow symmetric, or simply
seeks for new invariants that are interesting from mainly mathematical,
as opposed to robotical, point of view. Our foundational idea is com-
pletely different. We believe that symmetries present in configuration
spaces can be used to ease the task of motion planning. Consider the
following example.
Example. Assume that the task of the mechanical arm R below is to
grab and screw in an object, and in order to do so, it rotates its “head”
around an axis contained in the plane of Figure 1.
B
A B
A
Figure 1.
It is easy to imagine that the arm can be designed in a way which
makes the exact position of pliers irrelevant: the object in question can
be grabbed equally well from the positions (A,B), (B,A), and all in
between. This S1-symmetry can be interpreted as follows: even though
these positions are physically different states of R, they are functionally
equivalent, and therefore teaching the robot how to move from one to
another is a waste of effort. While planning the motion, an algorithm
should be allowed to “leap” between the states.
With this sort of example in mind, we introduce a new G-homotopy
invariant, effective topological complexity TCG,∞, designed to measure
“order of instability” of configuration spaces of mechanical systems with
symmetries. It is a modification of the Lubawski–Marzantowicz ap-
proach and its standout property is that it is bounded from above by TC .
In fact, a more general phenomenon occurs: if H ⊆ G is any subgroup,
then TCG,∞ ≤ TCH,∞ (Lemma 3.2). The new invariant also enjoys a
cohomological lower bound and a product inequality resembling those
of TC (Theorems 4.1 and 6.1, respectively).
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2. Preliminaries
2.1. Topological complexity. Write PX for the space of continuous
paths in a topological space X. The map pi1 : PX → X ×X given by
pi1(γ) = (γ(0), γ(1)) for γ ∈ PX
is well-known to be a fibration. A motion planner on an open subset
U ⊆ X ×X is a section of pi1 over U , i.e. a map s : U → PX such that
pi1 ◦ s is equal to the inclusion iU : U → X ×X. Topological complexity
of X, denoted TC (X), is the least integer ` ≥ 1 such that there exists
an open cover of X ×X by ` sets which admit motion planners. (Note
that we use the non-reduced version of TC here.)
There exists the following cohomological lower bound for TC . (If R
is a ring, the nilpotency of an ideal I ⊆ R, denoted nil I, is defined to be
the least integer ` ≥ 0 such that I`+1 = 0.)
Theorem 2.1 ([8, Theorem 7]). For any field k,
TC (X) > nil ker[H∗(X;k)⊗H∗(X;k) `−→ H∗(X;k)].
Remark 2.2. Let us comment on how one arrives at this result, as we will
invoke the argument later on. Topological complexity can be expressed
in terms of sectional category of pi1, written secat(pi1). If p : E → B is
any fibration, then secat(p) > nil ker[p∗ : H∗(B;k) → H∗(E;k)] for any
field k by [11, Theorem 4]. Thus
TC (X) = secat(pi1) > nil ker[pi
∗
1 : H
∗(X ×X;k)→ H∗(PX;k)].
Farber noticed that pi∗1 coincides with the cup product homomorphism.
Example ([8, Theorem 8]). Topological complexity of the sphere Sn,
n ≥ 1, is given by:
TC (Sn) =
{
2, n odd,
3, n even.
We note that in both cases the lower bound provided by Theorem 2.1 is
accurate: TC (Sn) = nil ker[pi∗1 : H
∗(Sn × Sn;Q)→ H∗(PSn;Q)] + 1.
2.2. Equivariant versions of topological complexity. There have
been several approaches to defining an equivariant counterpart of topo-
logical complexity:
• “equivariant topological complexity” (Colman–Grant [4]),
• “strongly equivariant topological complexity” (Dranishnikov [6]),
• “invariant topological complexity” (Lubawski–Marzantowicz [10]).
We briefly review their definitions in what follows.
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Let G be a topological group. Given a G-space X, view PX as a
G-space via the formula
(gγ)(−) = g(γ(−)) for g ∈ G and γ ∈ PX.
The space X ×X can be seen as a G-space with the diagonal G-action.
The map pi1 : PX → X × X then becomes a G-fibration. Equivari-
ant topological complexity of X, TCG(X), arises as the minimal num-
ber ` ≥ 1 such that there exists an open G-invariant cover of X × X
by ` sets which admit G-equivariant motion planners. Strongly equivari-
ant topological complexity of X, TC ∗G(X), is defined similarly, only that
X × X is now viewed as a (G × G)-space via the component-wise ac-
tion, and the open cover in question is required to be (G×G)-invariant.
Clearly,
TC (X) ≤ TCG(X) ≤ TC ∗G(X).
The variant of Lubawski and Marzantowicz is a little bit different.
Define
PX ×X/G PX = {(γ, δ) ∈ PX × PX | Gγ(1) = Gδ(0)}
and consider it as a (G×G)-space with the component-wise action. The
map pi2 : PX ×X/G PX → X ×X given by
pi2(γ, δ) = (γ(0), δ(1)) for (γ, δ) ∈ PX ×X/G PX
turns out to be a (G×G)-fibration. Invariant topological complexity ofX,
TCG(X), is defined to be the least integer ` ≥ 1 such that there exists an
open (G×G)-invariant cover U1, . . . , U` of X×X and (G×G)-equivariant
maps si : Ui → PX ×X/G PX with pi2 ◦ si = iUi , 1 ≤ i ≤ `. There is
no obvious relationship between TC (X) and TCG(X), both inequalities
can occur.
All three invariants have a common lower bound in TC (XG), where
XG = {x ∈ X | gx = x for any g ∈ G} is the fixed point set of X. As
a result, they can be arbitrarily larger than TC (X). (See [2, Proposi-
tion 4.5] for what we believe to be an interesting family of examples of
this sort of behaviour.) In particular, if XG is disconnected, the invari-
ants are infinite, a phenomenon for which we do not know a satisfactory
explanation from the point of view of robotics.
Example ([2, Theorems 3.5 and 3.6]). Let Sn be a sphere equipped
with a linear Z/p-action. Assume that (Sn)Z/p = Sr, 0 < r < n. Then:
1. TC Z/p(S
n) =
{
2, both n and r are odd,
3, either n or r is even,
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2. TC Z/p(Sn) = 3, unless n is odd and r = n − 2, or n is even and
r = n− 1.
The two omitted cases for TC Z/p remain unsettled.
Remark 2.3. We are also aware of the notion of “groupoid topological
complexity” due to Angel–Colman [1]. It deals with measuring complex-
ity of the problem of symmetric motion planning in a way which does
not force it to be infinite if the fixed point set is disconnected. Interest-
ingly enough, it can be re-interpreted in terms of synchronous motion
planning of a group of robots. The bottom line, however, is that it has
different properties from the invariant introduced in this paper; in par-
ticular, it is bounded from below by Lusternik–Schnirelmann G-category
(cf. Subsection 7.1).
3. Effective topological complexity
Let k ≥ 1 be an integer, G a topological group. Given a G-space X,
write
Pk(X) = {(γ1, . . . , γk) ∈ (PX)k | Gγi(1) = Gγi+1(0) for 1 ≤ i ≤ k − 1}.
In particular, P1(X) = PX and P2(X) = PX ×X/G PX. Define the
map pik : Pk(X)→ X ×X by
pik(γ1, . . . , γk) = (γ1(0), γk(1)) for (γ1, . . . , γk) ∈ Pk(X).
Let us briefly explain that this is a fibration. Following [10], denote the
saturated diagonal of X by k(X), i.e.
k(X) = {(g1x, g2x) ∈ X ×X | g1, g2 ∈ G and x ∈ X}.
Consider the restriction of the fibration (pi1)
k : (PX)k → (X×X)k with
respect to the subspace X×k(X)k−1×X ⊆ (X×X)k. The outcome is a
fibration Pk(X)→ X×k(X)k−1×X. Composing it with the projection
onto the first and last coordinates clearly results in pik.
Definition 3.1. 1. A (G, k)-motion planner on an open subset U ⊆
X × X is a section of pik over U , i.e. a map s : U → Pk(X) such
that pik ◦ s = iU .
2. Denote by TCG,k(X) the least integer ` ≥ 1 such that there ex-
ists an open cover of X ×X by ` sets which admit (G, k)-motion
planners.
It is clear that TCG,1(X) = TC (X). Note that we do not require
(G, k)-motion planners to be equivariant, hence TCG,2(X) ≤ TCG(X).
Examples of strict inequality are not hard to come by, and we will see
many of them later on.
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We will now record a number of properties of TCG,k. Here is what
we consider to be the cornerstone of our approach.
Lemma 3.2. The following inequalities hold for any k ≥ 1 and any
subgroup H ⊆ G:
(1) TCG,k(X) ≤ TCH,k(X),
(2) TCG,k+1(X) ≤ TCG,k(X).
Proof: (1) This is a straightforward consequence of the definition.
(2) Modify a (G,k)-motion planner s=(s1, . . . ,sk) to a (G, k+1)-motion
planner by adding a constant path at its end: s 7→(s, constsk(−,−)(1)).
Theorem 3.3. If there exists a G-map f : X → Y and a map g : Y → X
such that f ◦ g ' idY , then TCG,k(Y ) ≤ TCG,k(X). In particular, if X
and Y are G-homotopy equivalent, then TCG,k(X) = TCG,k(Y ).
Proof: The proof follows that of Farber’s [8, Theorem 3]. We spell it
out here for the convenience of the reader.
Assume that we have a (G, k)-motion planner s = (s1, . . . , sk) on an
open subset U ⊆ X × X. Let V = (g × g)−1(U) ⊆ Y × Y and fix a
homotopy H : Y × [0, 1] → Y such that H(−, 0) = idY and H(−, 1) =
f ◦ g. Define a map s˜ = (s˜1, . . . , s˜k) : V → Pk(Y ) as follows:
s˜i(x, y) =

H(x,−) ∗ f ◦ s1(g(x), g(y)), i = 1,
f ◦ si(g(x), g(y)), 2 ≤ i ≤ k − 1,
f ◦ sk(g(x), g(y)) ∗H−1(y,−), i = k,
where ∗ denotes concatenation of paths and H−1(y,−) is the path go-
ing in the opposite direction to H(y,−). Clearly, s˜1(x, y)(0) = x,
s˜k(x, y)(1) = y, and, given that s is a (G, k)-motion planner and f is a
G-map, (s˜1(x, y), . . . , s˜k(x, y))∈Pk(Y ). This shows that s˜ is a (G, k)-mo-
tion planner on V and, consequently, TCG,k(Y ) ≤ TCG,k(X).
For any G-space X, (TCG,k(X))∞k=1 is a decreasing sequence of G-ho-
motopy invariants and since the sequence is bounded from below by 1,
it stabilizes at some point.
Definition 3.4. Let k0≥1 be the minimal number such thatTCG,k(X)=
TCG,k+1(X) for any k ≥ k0. Set
TCG,∞(X) = TCG,k0(X).
This is the effective topological complexity of X.
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One can interpret motion planning in this context as follows. A path
output by a (G,∞)-motion planner is typically no longer continuous,
but its discontinuities are of prescribed nature – they are parametrised
by symmetries. Whenever a robot follows such a path and runs into a
point of discontinuity, it re-interprets its position accordingly within a
batch of symmetric positions, and then resumes normal movement.
It is clear that TCG,∞ satisfies the properties described in Lemma 3.2
and Theorem 3.3. An obvious necessary condition for TCG,∞(X) to be
finite is path-connectedness of the orbit space X/G.
Remark 3.5. Effective topological complexity is less than or equal to any
other version of equivariant topological complexity discussed in Subsec-
tion 2.2.
Note that if X is contractible, then, regardless of the nature of a
group action, TCG,∞(X) = 1. Recall that a G-space X is said to be
G-contractible if the identity X → X is G-homotopic to a G-map with
values in a single orbit. Clearly any homogeneous G-space, in particular,
any topological group G considered as a G-space via group multiplica-
tion, is G-contractible.
Proposition 3.6. If a G-space X is G-contractible, then TCG,∞(X) =
1.
Proof: This follows from the fact that TCG,∞(X) ≤ TCG(X) for any
G-space X, and the latter equals 1 whenever X is G-contractible, see [2,
Corollary 2.8, Remark 2.9].
4. A lower bound for TCG,∞
Effective topological complexity enjoys the following analogue of The-
orem 2.1. (In this section we make use of the existence of the transfer
map in cohomology without further ado. See [3, Chapter III, Section 2]
for details.)
Theorem 4.1. Let G be a finite group and X a G-CW complex. If k is
a field of characteristic zero or prime to the order of G, then
TCG,∞(X) > nil ker[H∗(X/G;k)⊗H∗(X/G;k) `−→ H∗(X/G;k)].
Proof: We will prove that the inequality in question in fact holds for any
TCG,k(X) with k ≥ 2.
View Pk(X) as a Gk-space via the component-wise action. The
space X×X is naturally a (G×G)-space, but it can be considered as a Gk-
space by precomposing the action with the projection Gk → G×G onto
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the first and last coordinates. This way pik : Pk(X)→ X ×X becomes a
Gk-equivariant map, hence it induces a map pik :Pk(X)/Gk→X/G×X/G
between respective orbit spaces. Let p : P (X/G)→ X/G×X/G denote
the usual path fibration and η : Pk(X)/Gk → P (X/G) concatenation
of a sequence of k paths in X/G. These maps fit into the following
commutative diagram.
Pk(X) X ×X
Pk(X)/Gk X/G×X/G
P (X/G)
pik
pi′G
pik
piG
η p
Choose a field k of characteristic zero or prime to |G| and apply the
functor H∗(−;k) to the diagram above. Note that if α ∈ ker p∗, then
pi∗G(α) ∈ kerpi∗k. Indeed,
pi∗k(pi
∗
G(α)) = (pi
′
G)
∗(p¯i∗k(α)) = pi
∗
G(η
∗(p∗α)) = 0.
Thanks to the choice of coefficients, pi∗G is a monomorphism, which im-
plies that if a product of elements α1, . . . , α` ∈ ker p∗ is non-zero, then
so is the product of elements pi∗G(α1), . . . , pi
∗
G(α`) ∈ kerpi∗k. This shows
that
nil ker p∗ ≤ nil kerpi∗k.
As mentioned in Remark 2.2, the left-hand side is equal to nilpotency of
the cup product homomorphismH∗(X/G;k)⊗H∗(X/G;k)→H∗(X/G;k),
and the right-hand side constitutes a (sharp) lower bound for secat(pik).
It is, however, clear from the definition that TCG,k(X) = secat(pik).
Corollary 4.2. Let G be a finite group and X a G-CW complex. If G
acts trivially on H∗(X;k) and
TC (X) = nil ker[H∗(X;k)⊗H∗(X;k) `−→ H∗(X;k)] + 1
for some field k of characteristic 0 or prime to the order of G, then
TCG,∞(X) = TC (X).
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Proof: Since G acts trivially on cohomology, H∗(X/G;k) ∼= H∗(X;k)
and, consequently:
TC (X) = nil ker[H∗(X;k)⊗H∗(X;k)→ H∗(X;k)] + 1
= nil ker[H∗(X/G;k)⊗H∗(X/G;k)→ H∗(X/G;k)] + 1
≤ TCG,∞(X) ≤ TC (X).
5. Calculations of TCG,∞
5.1. Effective topological complexity of free G-spaces.
Theorem 5.1. If G is a finite group and X is a free G-space, then
TCG,k(X) = TCG,k+1(X) for any k ≥ 2. In particular, TCG,∞(X) =
TCG,2(X).
Proof: Let U ⊆ X ×X be an open subset admitting a (G, k+ 1)-motion
planner s. We will turn it into a (G, k)-motion planner.
Given (x, y) ∈ U , write s(x, y) = (γ1, . . . , γk+1) and set Γ(x, y) to
be the unique element of G such that Γ(x, y)γk(1) = γk+1(0). (Unique-
ness of Γ(x, y) is a consequence of freeness of the action.) This gives a
continuous function Γ: U → G. Now define
s˜(x, y) = (γ1, . . . , γk−1,Γ(x, y)γk ∗ γk+1).
Clearly, s˜(x, y) is a “(G, k)-path” in X between x and y. Since both
s and Γ are continuous, letting (x, y) ∈ U vary yields a (G, k)-motion
planner on U .
Lemma 5.2. Let G be a finite group and X a finite-dimensional free G-
CW complex. If there exists a prime p such that X is not mod p acyclic
and Hi(X;Z/p) is finitely generated for all i ≥ 0, then TCG,∞(X) ≥ 2.
Proof: In view of Theorem 5.1, it suffices to prove that TCG,2(X) ≥ 2.
By the freeness assumption, the map ω0 : PX → X/G assigning to a
path the orbit of its initial point is a fibration. Since P2(X) fits into the
pullback diagram
P2(X)
PX
PX
X/G
ω1
ω0
the map P2(X)→ PX is a fibration whose fibre is homotopy equivalent
to G. Let n ≥ 1 be the largest integer such that Hn(X;Z/p) 6= 0. Apply-
ing the Serre spectral sequence with Z/p-coefficients shows immediately
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that Hi(P2(X);Z/p) = 0 for i > n. Therefore pi∗2 sends any element of
H2n(X×X;Z/p) to zero. Since TCG,2(X) is equal to sectional category
of pi2, the conclusion follows (see Remark 2.2).
It is instructive to compare the last result with Proposition 5.7.
5.2. Effective topological complexity of Z/p-spheres. Through-
out this section n ≥ 1 is a fixed integer. All considered spaces are
assumed to be Z/p-CW complexes or, equivalently, CW complexes with
cellular Z/p-actions.
Proposition 5.3. Let p > 2 be a prime. Effective topological complexity
of a Z/p-sphere Sn is given by
TC Z/p,∞(Sn) =
{
2, n is odd,
3, n is even, n > 0.
Proof: Since p > 2, the action is trivial on rational cohomology, and the
conclusion follows from Corollary 4.2.
Clearly, if p = 2 and the action preserves orientation, the conclusion of
Proposition 5.3 still holds. Thus what remains is to deal with orientation-
reversing involutions.
Recall that k(Sn) is the saturated diagonal of Sn. Let ∆:Sn→Sn×Sn
be the diagonal map and j : k(Sn)→ Sn × Sn the inclusion.
Lemma 5.4. Suppose that Z/2 acts on Sn with an r-dimensional fixed
point set, 0 ≤ r ≤ n− 2. Then:
(1) Hi(k(Sn);Z/2) ∼=
{
Z/2, i = 0, r + 1,
Z/2 ⊕ Z/2, i = n.
(2) If α ∈ Hn(Sn;Z/2) is the mod 2 fundamental class of Sn, then
j∗(α⊗ 1) = j∗(1⊗ α) 6= 0.
Proof: (1) Let Z/2 = {e, g}, with g the generator, and define
kκ(Sn) = {(κx, x) ∈ Sn × Sn | x ∈ Sn} for κ = e, g.
Observe that k(Sn) = ke(Sn) ∪ kg(Sn). Indeed, given (κ1x, κ2x) ∈
k(Sn), set κ˜ = κ1κ2 and x′ = κ2x, so that (κ1x, κ2x) = (κ˜x′, x′). This
shows that k(Sn) = {(κx, x) ∈ Sn × Sn | κ ∈ Z/2 and x ∈ Sn}, and the
latter clearly decomposes as claimed.
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Since the action is assumed to be cellular, we can push-forward the
CW-structure of Sn to kκ(Sn) via homeomorphism x 7→ (κx, x). The
intersection ke(Sn) ∩ kg(Sn) ∼= (Sn)Z/2 is then a common subcomplex
and has the mod 2 cohomology of a sphere by Smith theory. The con-
clusion now follows from the Mayer–Vietoris sequence corresponding to
the decomposition of k(Sn).
(2) We can identify Hn(k(Sn);Z/2) with
Hn(ke(Sn);Z/2)⊕Hn(kg(Sn);Z/2),
as shown above. The composition
Hn(Sn × Sn;Z/2) j
∗
−→ Hn(k(Sn);Z/2)
∼=−→ Hn(ke(Sn);Z/2)⊕Hn(kg(Sn);Z/2)
is given by ξ 7→ j∗e (ξ) + j∗g (ξ), where jκ : kκ(Sn)→ Sn × Sn denotes the
inclusion, κ = e, g. But jκ : kκ(Sn)→ Sn × Sn factors as
kκ(Sn)
proj2−−−→ Sn ∆−→ Sn × Sn κ×id−−−→ Sn × Sn,
which induces the same map as ∆ on mod 2 cohomology, and the latter
is given by ∆∗(α⊗ 1) = ∆∗(1⊗ α) = α.
We will denote j∗(α⊗ 1) = j∗(1⊗ α) = β from now on.
Lemma 5.5. If Z/2 acts on Sn with an r-dimensional fixed point set,
0 ≤ r ≤ n− 2, then TC Z/2,∞(Sn) ≥ 2.
During the course of the proof we will use the following subscript
convention: if ` ≥ 1 and ξ ∈ H∗(X;Z/2), then
ξi = 1⊗ · · · ⊗ 1⊗ ξ
i-th
⊗ 1⊗ · · · ⊗ 1 ∈ H∗(X;Z/2)⊗` for 1 ≤ i ≤ `.
Proof: As explained right after the proof of Proposition 5.3, the con-
clusion is a fortiori true for orientation-preserving actions, hence we
restrict our attention to orientation-reversing involutions. Furthermore,
since any action on S2 is equivalent to an orthogonal one, we can assume
that n ≥ 3. Indeed, if an orthogonal action on S2 has a 0-dimensional
fixed point set, then it clearly preserves orientation.
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Let k ≥ 2. Consider the following commutative diagram.
(ΩSn)k
(ΩSn)k
ΩSn
Pk(Sn)
(PSn)k
PSn
Sn × k(Sn)k−1 × Sn
(Sn × Sn)k
Sn × Sn
id f ¯ = id×jk−1 × id
proj1,2k
The top row arises as a restriction of the middle one, which is the k-fold
product of the path space fibration pi1, which in turn is represented in
the bottom row. The map f : Pk(Sn) → (PSn)k is the inclusion, and
the unmarked oblique map is given by (γ1, . . . , γk) 7→ (γ1(0), γk(1)) for
any (γ1, . . . , γk) ∈ (PSn)k.
Note that the composition Pk(Sn) → (PSn)k → Sn × Sn coincides
with pik, thus as soon as we understand the kernel of f
∗, we will be able
to infer information about the kernel of pi∗k. In order to do so, we will
analyse and compare Serre spectral sequences corresponding to fibrations
in the diagram above.
Let (E˜∗,∗∗ , d˜∗), (E¯
∗,∗
∗ , d¯∗), and (E
∗,∗
∗ , d∗) denote the mod 2 cohomology
Serre spectral sequences corresponding to fibrations in the bottom, mid-
dle, and top rows of the diagram, respectively. As these fibrations either
have simply connected bases or are pull-backs of such, they are oriented,
hence spectral sequences in question have untwisted coefficients.
Recall that
H`(ΩSn;Z/2) ∼=
{
Z/2, ` ≡ 0 mod(n− 1),
0, otherwise.
Therefore, provided that r ≥ 1, each of these sequences has only one non-
trivial differential targeting a single non-zero entry on the n-th diagonal;
denote those by d˜, d¯, and d, respectively. This justifies the isomorphisms
drawn in the diagram below.
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Hn(Sn × Sn;Z/2)
Hn((PSn)k;Z/2) ∼= Hn((Sn × Sn)k;Z/2)/ im d¯
Hn(Pk(Sn);Z/2) ∼= Hn(Sn × k(Sn)k−1 × Sn;Z/2)/ im d
f
∗
pi∗k
If r = 0, there possibly is one more non-zero entry on the n-th diagonal
for (E∗,∗∗ , d∗), but this will not be an issue, as Hn(Sn × k(Sn)k−1 ×
Sn;Z/2)/ im d still appears as a direct summand of Hn(Pk(Sn);Z/2).
In both cases our task is to identify the relevant differentials. Let
γ ∈ Hn−1(ΩSn;Z/2) be the generator. Consider (E˜∗,∗∗ , d˜∗) first. The
differential d˜ : E˜0,n−1n → E˜n,0n is given by d˜(γ) = α⊗ 1 + 1⊗ α. Indeed,
it is well-known that pi∗1 can be expressed as the edge homomorphism
Hn(Sn × Sn;Z/2) ∼= E˜n,0n → E˜n,0∞ ∼= Hn(Sn × Sn;Z/2)/ im d˜
∼= Hn(PSn;Z/2),
thus its kernel is precisely the image of d˜. But pi∗1 is also easily seen to
coincide with ∆∗. Therefore,
pi∗1(α⊗ 1 + 1⊗ α) = ∆∗(α⊗ 1) + ∆∗(1⊗ α) = 2α = 0 ∈ Hn(PSn;Z/2),
so that α ⊗ 1 + 1 ⊗ α ∈ im d˜. Identifying H∗((Sn × Sn)k;Z/2) with
H∗((Sn)2k;Z/2), we see that
d¯ : E¯0,n−1n ∼= H0
(
(Sn)2k;Hn−1((ΩSn)k;Z/2)
)
→ Hn((Sn)2k;H0((ΩSn)k;Z/2)) ∼= E¯n,0n
is given by d¯(γi) = α2i−1 + α2i for 1 ≤ i ≤ k.
Now recall that the map (id, f, ¯) of fibrations induces a map
fn : E¯
∗,∗
n → E∗,∗n which satisfies d ◦ fn = fn ◦ d¯ by naturality of spectral
sequences.
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E∗,∗n
0
n− 1 •
•
d
E¯∗,∗n
0
n− 1•
•
d¯
fn = id
fn
= ¯
Observe that fn : E¯
0,n−1
n → E0,n−1n is the identity and fn : E¯n,0n → En,0n
is induced by the inclusion ¯. Therefore d = ¯∗ ◦ d¯ and, with slight abuse
of the subscript notation, we can write that
d(γi) = ¯
∗(α2i−1 + α2i) =

α1 + β2, i = 1,
βi + βi+1, 2 ≤ i ≤ k − 1,
βk + αk+1, i = k,
where we identified
H∗(Sn × k(Sn)k−1 × Sn;Z/2)
∼= H∗(Sn;Z/2)⊗H∗(k(Sn);Z/2)⊗(k−1) ⊗H∗(Sn;Z/2).
Since our aim is to understand pi∗k, we will be interested in behaviour
of f∗ on the elements α1 +im d¯, α2k+im d¯ ∈ Hn((PSn)k;Z/2), i.e. those
which come from Hn(Sn × Sn;Z/2) by means of the oblique map in the
diagram. Obviously, we have:
f∗(α1 + im d¯) = α1 + im d,
f∗(α2k + im d¯) = αk+1 + im d.
But, in view of our computations,
∑k
i=1 d(γi) = α1 + αk+1, thus
(α1+α2k)+im d¯∈ker f∗ and the conclusion follows (see Remark 2.2).
Given non-antipodal points x, y ∈ Sn, let s′(x, y) denote the unique
shortest arc connecting x and y traversed with constant velocity. This
notation will be useful in proofs of Propositions 5.6 and 5.7.
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Proposition 5.6. Suppose that Z/2 acts on Sn reversing orientation
and with an r-dimensional fixed point set, 0 ≤ r ≤ n− 2. If:
(1) n is odd, or
(2) n is even and the action is linear,
then TC Z/2,∞(Sn) = 2.
Proof: (1) This follows immediately from Lemmas 3.2 and 5.5, as
TC (Sn) = 2 for odd n.
(2) As a consequence of Lemma 5.5, we have TC Z/2,∞(Sn) > 1. We
will construct a two-fold open cover U1, U2 of S
n×Sn by sets that admit
(Z/2, 2)-motion planners.
For an auxiliary step, let r˜ = n − r − 1. The action in question is
equivalent to the one given by the involution
g : (x0, . . . , xn) 7→ (−x0, . . . ,−xr˜, xr˜+1, . . . , xn).
Since it reverses orientation, r˜ is even and the fixed point set (Sn)Z/2 =
{(x0, . . . , xn) ∈ Sn | xi = 0 for i ≤ r˜} is odd-dimensional. Define a
homeomorphism τ : Sn → Sn by
τ(x0, . . . , xn) = (−x0, . . . ,−xr˜,−xr˜+2, xr˜+1, . . . ,−xn, xn−1).
We are now in position to produce the said cover of Sn × Sn. Set:
U1 = {(x, y) ∈ Sn × Sn | y 6= −x},
U2 = {(x, y) ∈ Sn × Sn | y 6= −τ(x)}.
It can be easily verified that (x,−x) ∈ U2 for any x ∈ Sn, hence these
sets in fact form an open cover of Sn × Sn. Furthermore, s′ is a motion
planner on U1 in the classical sense. As explained in Lemma 3.2, we can
consider s′ as a (Z/2, 2)-motion planner.
Now define s2 : U2 → P2(Sn) as follows:
s2(x, y) = (constx, s
′(gx, τ(x)) ∗ s′(τ(x), y)) for (x, y) ∈ U2.
Since τ is chosen so that τ(x) 6= −gx for any x ∈ Sn, the map s2 is
well-defined. It is straightforward to see that it is also continuous, thus
it constitutes a (Z/2, 2)-planner on U2.
In Propositions 5.7 and 5.9 we deal with the two excluded cases, i.e.
codimension-one fixed point set and free actions, respectively. Their
proofs are essentially easier versions of the argument used for justifying
Proposition 5.6. Also note that Z/2 can be readily replaced with any
finite group in Proposition 5.9.
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Proposition 5.7. If Z/2 acts on Sn by reflection interchanging the
hemispheres (i.e. the action is linear and r = n−1), then TC Z/2,∞(Sn) =
1.
Proof: Let Γ(x) be the trivial element of Z/2 if x ∈ Sn+ and its generator
otherwise. Define a (Z/2, 3)-motion planner s : Sn × Sn → P3(Sn) by
setting
s(x, y) = (constx, s
′(Γ(x)x,N) ∗ s′(N,Γ(y)y), consty) for x, y ∈ Sn,
where N ∈ Sn denotes the north pole.
The argument above can be easily modified to yield:
Corollary 5.8. Let X be a topological space, A ⊆ X its closed subspace.
Consider the adjunction space X ∪A X equipped with a reflection which
interchanges the two copies of X. Then TC Z/2,∞(X ∪A X) ≤ TC (X).
In particular, the suspension ΣX of a space X, equipped with a reflection
interchanging the two cones, has TC Z/2,∞(ΣX) = 1.
Proposition 5.9. If Z/2 acts freely on Sn, then TC Z/2,∞(Sn) = 2.
Proof: In view of Theorem 5.1, we can restrict attention to (Z/2, 2)-mo-
tion planners. Lemma 5.2 tells us that TCG,2(Sn) > 1. Set:
U1 = {(x, y) ∈ Sn × Sn | y 6= −x},
U2 = {(x, y) ∈ Sn × Sn | y 6= −gx}.
Clearly, U1 and U2 form an open cover of S
n × Sn. A (Z/2, 2)-motion
planner on U1 arises in exactly the same way as in Proposition 5.6.
Define s2 : U2 → P2(Sn) as follows:
s2(x, y) = (constx, s
′(gx, y)) for (x, y) ∈ U2.
Let us summarise the content of the section below. (We take r = −1
to mean that the fixed point set is empty, i.e. the action is free.)
Corollary 5.10. Let p be a prime. Suppose that Z/p acts on Sn with
an r-dimensional fixed point set, −1 ≤ r ≤ n− 1.
• If p > 2, then TC Z/p,∞(Sn) = TC (Sn) =
{
2, n is odd,
3, n is even, n > 0.
• If p = 2, then TC Z/p,∞(Sn) depends on r as follows:
Effective Topological Complexity 71
O. preserving O. reversing
r = −1 2
0 ≤ r ≤ n− 2
2
for n odd
3 2
for n even for n even, if linear
r = n− 1 — 1
not possible if linear
6. Product inequality
Theorem 6.1. Let X be a G-space and Y an H-space, both path-con-
nected and metric. Consider the product X×Y with the component-wise
(G×H)-action. Then
TCG×H,∞(X × Y ) ≤ TCG,∞(X) + TCH,∞(Y )− 1.
Proof: A (G, k)-motion planner on U and a (H, k)-motion planner on V
combine to give a (G×H, k)-motion planner on U ×V , and the proof is
exactly the same as that of Farber’s [8, Theorem 11].
Note that an analogue of Theorem 6.1 for G = H and the component-
wise action replaced with the diagonal one is no longer true.
Example. Consider an involution on S1 which interchanges the two
hemispheres and leaves S0 = {(−1, 0), (1, 0)} fixed. In view of Propo-
sition 5.7, this has TC Z/2,∞(S1) = 1. If the said analogue held, then
the corresponding diagonal involution on S1 × S1 would also have
TC Z/2,∞(S1 × S1) = 1. However, it is easy to see that its orbit space is
homeomorphic to S2. Thus TC Z/2,∞(S1×S1) > 2 by Theorem 4.1 and,
consequently, TC Z/2,∞(S1 × S1) = TC (S1 × S1) = 3.
7. Closing comments
7.1. Relation of TCG,∞ and catG. Topological complexity is well-
known to be related to Lusternik–Schnirelmann category:
Theorem 7.1 ([8, Theorem 5]). If X is path-connected and paracom-
pact, then
cat(X) ≤ TC (X) ≤ 2 cat(X)− 1.
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Thus it is natural to ask whether TCG,∞ is somehow related to
Lusternik–Schnirelmann G-category. (Recall that catG(X) is defined
as follows. A G-invariant subset U ⊆ X is called G-categorical if the
inclusion U → X is G-homotopic to a G-map with values in a single
orbit. Then catG(X) is defined to be the least integer ` ≥ 1 such that
there exists an open cover of X by ` sets which are G-categorical.) In
fact, both TCG and TC
G enjoy a catG analogue of Theorem 7.1, at least
for spaces with non-empty fixed point sets.
Let us explain that we cannot possibly hope for a lower bound for
TCG,∞ in terms of catG. In fact, the following examples show that
if T C were a somehow defined homotopy invariant with the property
that T C(X) ≤ TC (X), then it likewise would not be possible to obtain
such a lower bound. In other words, this phenomenon is not governed by
the choice of particular definition, but rather by adopted “philosophy”.
• Let G be a non-trivial discrete group. The universal space EG is
contractible, hence TC (EG) = 1 and, consequently, T C(EG) = 1.
But EG is a free G-space, and so
catG(X) = cat(EG/G) = cat(BG),
which is equal to the cohomological dimension of G, see [7]. In
particular, the difference can be arbitrarily large.
Since EG is not G-contractible (a necessary condition for G-
contractibility of a G-space X is contractibility of the orbit
space X/G), this also shows that we cannot have the property
that T C(X) = 1 if and only if X is G-contractible.
• Consider the antipodal action on Sn. Then
catZ/2(S
n) = cat(RPn) = n+ 1.
On the other hand, TC(Sn) ≤ 3. Thus we cannot have catG ≤ T C
even in the realm of actions on closed manifolds.
• The outlook is the same if we turn attention to actions with fixed
points. In [2, Proposition 4.5] we have constructed an exam-
ple of a Z/p-action on Sn, n ≥ 5, with an essential homology
(n− 2)-sphere Σ as the fixed point set, and this has catZ/p(Sn) ≥
cat(Σ) ≥ n− 1.
Remark 7.2. We point out that the first two examples above also show
that TCG,∞(X) does not coincide with TC (X/G) in general, not even
for free actions.
7.2. Open problems. Let us conclude the paper with several natural
problems which we do not know the answers to at this point.
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• Identify the fibre of fibration pik. (This was raised by J. Gonzalez
during the Workshop on TC and Related Topics, held at Oberwol-
fach in March 2016.)
• Characterize the class of spaces with TCG,∞(X) = 1. A reason-
able guess seems to be that this happens if and only if the orbit
space X/G is contractible, provided that G is a finite group and X
is a finite-dimensional G-CW complex. Under these assumptions
contractibility of X implies contractibility of X/G, see [5, Theo-
rem 6.15]. This is clearly required in the “only if” direction, as
contractible spaces have effective TC equal to 1. An easy coun-
terexample where this fails without finite-dimensionality assump-
tion is EG.
• Determine what sort of sequences can arise as (TCG,k(X))∞k=1.
They certainly need to be non-increasing and bounded from below
by 1, but perhaps there are other restrictions, presumably related
to the nature of the action (cf. Theorem 5.1). In particular, it
would be interesting to know whether such a sequence can be arbi-
trarily long before it stabilizes and how big the difference between
two consecutive elements of a sequence can be.
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