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Abstract
A wide range of applications have been recognized for terahertz radiations. In fact,
medical imaging, homeland security screening, very high-speed wireless telecommunica-
tions systems and even drug and gas detection are boosting the development of terahertz
emitters and receivers. The work of this thesis is among the efforts in that regard.
Actual terahertz detectors are suffering many drawbacks, they are bulky, very slow, not
very sensitive or operates at non-practical temperatures. Combined with the complexity
to realize terahertz emitters, it explains the difficulties of terahertz radiations to ensure
market penetration with practicable civil applications. In that regard, we aim to better
understand and improve a specific terahertz photodetector: the Terahertz Quantum Well
Photodetector. Those devices working principle relies on a photocurrent created by the
excitation of electrons from ground states of quantum wells to the continuum under tera-
hertz impinging light. The intensity of the photocurrent is depending on the intensity of
the radiation received by the device.
The device active region is made of a multiple quantum wells GaAs/AlxGa1−xAs system.
By changing the design of the device, that is the thicknesses of each layer, the aluminum
fraction of the doping concentration, we can modify its performances. Documented and
commented Matlab functions and routines have been implemented in order to simulate a
given structure and scripts have been written to find the optimum parameters for a target
absorption frequency. Our model has been verified by comparison with experimental data
reported in the literature.
Based on our model, we systematically study the impact of the active region and con-
tact parameters on the device performances. In addition, innovative designs are proposed
in order to reduce the undesirable dark current and thus increase the detectivity. They
benefits from many-body effects, effects that are usually a constraint on the design. To
our knowledge this is the first time those effects are used to realize innovative designs and
increase the performances of quantum well infrared photodetectors.
Finally we expose other designs that have been tested in the infrared domain with
QWIP and adapt them to the terahertz range. In particular, we propose a quantum
cascade photodetector, a double barrier bound-to-miniband and a phonon-assisted band
to miniband structures.
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Chapter 1
Introduction
1.1 Motivation and Objectives
The maximum spectral luminance of the sun is between 400 and 800 nm. In addition the
atmosphere is transparent at those wavelength. The correlation of this two facts explains
why the human eye is mainly sensitive to those specific radiations, that we therefore called
”visible light”. Nevertheless, it represents only a very small part of the wavelengths that
are used in our lives. Figure 1.1 reminds the relative frequencies and terminology for usual
radiations in photonics and electronics as well as the visible light range.
The link between the radiation emitted by one object and its temperature can be
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Figure 1.1: Wave terminology as regards their frequency and wavelength
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Figure 1.3: Luminance at 36, 20 and 0°C
described in a first approximation by the black body model, introduced by Kirchhoff in
1860. Figure 1.2 shows the luminance of the sun and figure 1.3 of objects at usual tem-
peratures (0°C, 20°C and the human body temperature of 36°C). In fact, if we assume
that the sun’s temperature on its surface is 5750K, the maximum emitted wavelength is
λmax =
2.898× 10−3
T
= 504 nm according to Wien’s law, as we can see on figure 1.2. This
confirms our previous discussion about the human eye sensitivity. Figure 1.3 displays the
luminance for the human body (at 38°C) and environment at 20°C and 0°C. The wave-
length corresponding to this temperature interval is around 9 to 10 µm. This has been one
of the main reason for the research investment in the mid-infrared range, especially be-
tween 8 and 12 µm. Indeed thermal radiation detection promised many applications from
military to civil domain like night vision[2], industrial component inspection[3], pedestrian
tracking[4] or physiological activities monitoring[5].
Nevertheless, terahertz (THz) radiation has been forsaken for a long time. This fre-
quency range is loosely defined as f = 0.3− 30 THz, equivalently λ = 1000− 10µm in wave-
length or E ≈ 4− 40 meV in energy. This is mainly due to the fact that it is not very
present in natural events and usual technologies: it is far from the frequencies of visible
light, usual photonics devices or electronics clock speeds. Frequencies below the THz range
are mainly generated with semi-conductor based electronic devices and higher frequencies
with photonics devices. Then, the development of terahertz waves emission, amplification
and detection devices has not been explored until recently. Figure 1.4 highlights the lake of
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practical devices between the electronics (up to 300 GHz) and photonics (down to 30 THz),
the so-called terahertz gap. Indeed, every component has its own drawbacks: photomixers
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Figure 1.4: Available sources in and around the THz range. Novel devices under research
are represented in ovals. Picture from[1]
suffer of very low output powers beyond 1 THz (in the order of µW ), p-Ge laser is working
in pulsed mode, free electron and gas lasers are bulky, Quantum Cascade Lasers operate
at cryogenic temperatures, ...
Nevertheless, the development of THz will tackle various issues. First, to fill the THz
gap raises many interesting challenges from the research point-of-view as regards theoret-
ical modeling, fabrication technologies or characterization. Secondly, technological break-
throughs in the THz range will not only complete the already existing applications but also
boost utterly new industrial outlets. A road map of THz applications has been established
by Tonouchi[1]. As an example, research is pursued in the fields of medicine and biological
(tumor imaging, non-destructive diagnosis, pharmacology, ...)[6, 7, 8] or industrial (wafer
and LSI inspection, gas sensing)[9]. In addition to those applications usual in the infrared
range, we can cite more innovative applications like open-space telecommunications[10],
food control, drug detection and security screening[11]. Many chemical compounds and
gases have characteristic rotational and vibrational absorption spectrum in the THz range,
explaining that the first application for THz wave have been spectroscopy. The oldest use
3
of THz spectroscopy has been for spatial application, to identify the radiations received
from space[12]. In fact, estimations have been made that an important part of the photons
generated by the Big Bang fall into the THz domain[13]. Furthermore, some material are
transparent in the THz range whereas they are opaque in the visible or infrared range
leading to great application in imaging, called T-Ray by analogy with X-Ray imaging.
To illustrate those new imaging possibilities, we led imaging experiments in transmission
mode with different objects. They are described in section 1.2.
In addition, THz open-space telecommunications has been demonstrated for both au-
dio and video[14] signals. It has been shown that even if an obstacle is in the signal path,
the communication can still take place as long as this obstacle material does not entirely
absorb THz radiations. In addition, higher band rate of 100 Gbps are expected in the
short-run for both indoor and outdoor communications, which is much higher compared to
usual microwave wireless system. Nevertheless, terahertz range faces a major problem: it
is importantly absorbed by atmosphere, especially water, thus compromising long-distance
open-space communications and experiments. As a result, terahertz is also studied in the
scope of spatial applications, as there is no atmosphere in space, such as spectroscopy[15].
Many applications have been listed in Saeedkia’s handbook[16] such as tomographic imag-
ing, applications in the aerospace, wood, pharmaceutical and semiconductor industry as
well as in art conservation.
1.2 Imaging experiment
In order to demonstrate the potential of terahertz radiations we realized a THz imaging
setup. A THz Quantum Cascade Laser (QCL) emits THz radiations that are focused
by a lens to a micro-bolometer THz camera. In fact, THz beam is very divergent and
need to be focus by putting a lens at a focal distance from the QCL facet. The set up
is described in figure 1.5 The QCL is emitting at 3 THz and is cooled down at 10K. The
camera is the IRXCAM-THz developed by INO and is made up of a 160 × 120 pixels
micro-bolometer Focal Plane Array (FPA)[17] optimized for 3 THz. Several objects have
been studied in transmission mode. In fact, we studied hidden pictures in bank notes from
different countries (Canadian dollars, euros, Argentinian pesos). Euro banknotes are made
of cotton fiber, Canadian dollars of synthetic polymer (new banknotes) and Argentinian
pesos of flax and cotton fibers. For example, we have been able to reveal concealed euro
symbols, faces, building and numbers as shown on figure 1.6. Polymer banknotes turned
out to yield better quality pictures.
4
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Figure 1.5: Imaging experiment setup
Results with the other banknotes are presented in appendix A. Similarly to infrared
Figure 1.6: Bank note in the visible (left) and the THz (right) range
and ultraviolet ink, we can imagine to produce terahertz ink in order to limit banknote
counterfeit.
In addition to this transmission mode setup, we also studied the possibility to realize
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reflection mode imaging. To do so, the sample to image is placed after the lens, at 45°
with the terahertz beam and the camera is moved to also be at 45° with the coin. The
setup and an example of resulting image are shown respectively in figures A.5 and A.6 of
appendix A.
We estimated the resolution of our system by measuring the smallest element that we could
resolve in a repeatable way. We found it to be between 165 and 200 µm. Resolution broke
down below 150 µm.
1.3 Literature Review
In this section, we review the main sensors used to detect terahertz radiations and quan-
tum well photodetectors structures. Detectors are transducers that are characterized by
interdependent parameters:
 the band of response. It is the spectral range for which the detector returns a signal.
Depending on the application, either a wide or a very sharp spectrum can be desired.
 the responsivity. Most detectors produce an electrical signal under enlightenment, the
responsivity is translating the current (or voltage) response per unit optical incident
power: Rλ = ∆I/Popt. This parameters is to be maximized. The responsivity and
detectivity derivations and deeper meanings will be given in section 2.5.4.
 the response speed. A common quantitative figure of merit for the speed of response
is the time constant. It is the time taken by the signal to rise up to 63% of its
maximum value. A definition with the falling time is also often encountered. The
time rise is another parameter representative of the speed of response. It is the time
needed to rise from 10% to 90% of the signal maximum value.
 the noise level. Noise can result from many different physical effects (Johnson-
Nyquist noise, shot noise, Flicker noise). An exhaustive review of all those effects is
behind the scope of this thesis. The noise is to be kept as low as possible.
 the dimension of the detectors. The physical dimensions of the device are a crucial
parameter for some applications (spatial, portable sensors, ...). The sensitive area of
the detector is also of importance.
 the operating temperature. This is a crucial parameter as it dictates the cooling
system required to use the device. We can distinguish the detectors operating at room
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temperature (T > 300K), at thermoelectric coolers temperature (T > 240K), at
liquid nitrogen temperature (T > 77K) and at liquid helium temperature (T > 4K).
 the cost. The production and utilization cost will determine the market targeted by
the detector.
We will explain how to quantitatively estimate the spectral response, the responsivity,
the noise induced by the dark current as well as the operating temperature in chapter 2.
1.3.1 Terahertz detectors
As mentioned in section 1, Terahertz radiations have been a dynamic topic of research in
the late decade. In fact, the conquest of this frequency range is supported by both scientific
(fill the gap between electronics and photonics) and industrial motivations. We have seen
that
We can sort terahertz detectors in subcategories depending on their operating principle:
Detector Temperature Response time NEP (W/
√
Hz) Year
Golay cell Room Temperature ≈ 0.1 s 2× 10−10 1947[18]
(RT)
Pyroelectric RT 2× 10−10 1950s[19, 20]
Thermopile RT ≈ 1− 10 ms 5× 10−9[21]
Power meters ≈ 1 s[22] 5× 10−6
Semiconducting 4.2 K ≥ 10µs (Si) 10−13 − 10−12 (Si) 1971[23]
bolometers ≈ 5 ms (Ge) 5× 10−17 (Ge)[24] 1961[25]
Superconducting 95 mK 40 ps[26] 3.3× 10−17
bolometers
Micro-bolometers RT 200 ns[27] ≈ 1.6× 10−10[28] 1980s
Table 1.1: Thermal detectors review
 the thermal detectors such as Golay cells, pyroelectric detectors, thermopiles, power
meters, semiconducting and supraconducting bolometers and micro-bolometers. In
this case, the incoming photons produce a measurable temperature change. They are
usually slow and their Noise Equivalent Power (NEP) is low. Their characteristics
are summarized in table 1.1.
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 the photoconductive detectors. Most of them are realized with extrinsic Germanium
(Ge), Indium Antimonide (InSb), Gallium Arsenide (GaAs) or rely on block impu-
rity band (BIB). For those devices, the incoming photons interact with electrons in
the material which produce a readable current (or change in the resistance). Their
response time is much faster and draw benefits of a lower NEP. Those devices are
reviewed in table 1.2.
 the heterodyne detectors. By letting two signal with two frequencies f1 and f2
close but different interact together, they can produce two signals of frequencies
f− = |f1 − f2| and f+ = f1 + f2. If f1 and f2 are in the GHz range, it is possible
for f+ to fall in the THz domain.Schottky diode Mixer (SDM), Superconductor-
Insulator-Superconductor Mixer (SISM) and Hot Electron Mixer (HEM) belong to
this category. Those devices are usually preferred for the lower end of the THz
frequency range, consequently we did not reviewed them in a table.
Detector Temperature Response time NEP (W/
√
Hz) Year
Ge:Sb < 4.2 K 50− 500 ns 10−12 down to 4.4× 10−17[29] 1959[30]
Ge:Ga < 4.2 K ≈ 10 ns 8× 10−13 down to 10−17[31] 1965[32]
Ge:Be < 4.2 K down to 10−16 1983[33]
InSb comparable to Ge:Ga 1960s[34]
GaAs 23− 250 ns[35] 4× 10−14[36] 1960s
BIB 6 K 5.23× 10−15[37] 1980
Table 1.2: Photoconductive detectors review
Recent literature reviews on THz photodetectors are available for further information[38,
39, 40].
Finally, efforts have also been made to reduce the dimensionality of the devices. Romeo
reported a THz detector with excellent performances[41]. Operating at room temperature,
its responsivity has been measured to be 10 VW−1, its NEP approximately 10−11 W
√
Hz
and its response time less than 3 µm .
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1.3.2 Quantum Well Photodetectors
Quantum Well Infrared Photodetectors
The discovery and development of intersubband transitions in quantum structures boosted
optoelectronic research and technologies with the invention of novel devices. Among those
devices we can cite the QCL and the Quantum Well Infrared Photodetector (QWIP).
An advantage of intersubband transitions is the possibility to tune the device operating
wavelength, either for emission or absorption, over a wide range. In fact, by changing
the quantum structure size and material we can span from about 1µm to 300µm. As
regards the QWIP, the material of choice is usually GaAs/AlxGa1−xAs and usual quantum
structures then lead to an absorption range of about 3 − 14µm. The operation of QWIP
devices will be described in section 2.1. The main advantage of QWIP among other pho-
todetectors in the same spectrum region, such as HgCdTe or InSb, relies on the maturity
of GaAs and AlxGa1−xAs materials and growth and fabrication processes. In addition,
QWIP have shown itself to be very flexible. As an example, it fits perfectly for high-speed
and multicolor applications in addition of being very compact of easily integrable. As a
consequence they are a perfect candidate for high-speed wireless telecommunications and
imagers.
The first studies on intersubband transitions (ISBT) as been first summarized by Ando in
the early eighties[42]. Suggestion to use ISBT to realize infrared photodetectors has been
published in the late seventies[43]. First demonstration of infrared absorption in quan-
tum well structures has been reported in 1983[44, 45] and the first QWIP experiments in
1985[46] and 1987[47]. In those papers, three QWIP devices have been characterized at
room temperature and have peak absorption at 8.15 µm , 10.25µm and 10.8µm . The
motivation at this time was to realize fast low-power optical logic, the response speed be-
ing very fast, around 30ps. After those forerunning experiments, QWIP has been widely
studied and extensive literature reviews exist on the subject[48, 49] as well as books[50, 51].
Different active region designs have been followed to increase the performance of QWIP.
We will here summarize them exhaustively. QWIP devices can be sorted in two categories:
photoconductive QWIP and photovoltaic QWIP. Photoconductive need a bias to operate
whereas photovoltaic can be used under zero bias condition. For single color devices, the
active region is a repetition of one pattern that we call a module. We can distinguish the
designs according to this module composition.
The first design, which is still the more common, relying on a single well module, each
module being separated by a thick barrier It is also the main photoconductive device. The
impinging photon can excite an electron from the ground state of the well to a state of
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higher energy, either bound to the well (figure 1.7) or in the continuum (figure 1.8). This
design is chosen for this work and it will be studied in detail in chapter 2. Asymmetric
quantum wells has also been reported to tune the spectrum width[52].
Photoconductive devices benefit from a good responsivity but suffer from an electric-field
... ...
ℏω
Figure 1.7: Bound-to-bound
... ...
ℏω
Figure 1.8: Bound-to-continuum
induced high dark current. Photovoltaic QWIPs tackle this issue as they do not need a
bias to operate. The next presented designs belong to photovoltaic category. If we decrease
the thickness of the barrier, the states are not localized anymore and couple together to
extend into the whole active region. Doing so, we create minibands for both the ground
and excited states. Different strategies have been studied to collect the electrons: a graded
collector has first been used (figure 1.9)[53] before being replaced by a square collector
(figure 1.10)[54]. A square collector avoid leakage current from the ground miniband to
the collector.
... ℏω
Figure 1.9: Miniband-to-miniband, graded
collector
... ℏω
Figure 1.10: Miniband-to-Miniband,
square collector
In order to keep a localized ground states and achieve bound-to-miniband transitions,
digital graded superlattices have been used. First attempts were using only two materials
(figure 1.11) and were suffering from an important interwell tunneling from ground state to
ground state. To avoid this drawback, double-barrier structures have been designed with
wells of higher energy for the digital graded superlattices (figure 1.12)[55]. Peak absorption
wavelength lower than 2µm has been reached with this last design[56, 57].
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ℏω
Figure 1.11: Bound-to-miniband
ℏω
Figure 1.12: Bound-to-miniband, stepped
So as to reach higher detectivity, the four zone QWIP has been proposed by Schneider[58].
This design benefits from phonon-assisted tunneling taking place between the two wells of
each module (figure 1.13). This photovoltaic design has shown similar detectivity com-
pared to photoconductive QWIP. This design has been successfully combined with the
single well module design to achieve two-color detection in the Mid-Wavelength Infrared
(MWIR) and Long-Wavelength Infrared (LWIR)[59].
... ℏω
...
Capture
Tunneling Absorption
ℏω
Figure 1.13: Four zone QWIP
Finally, one of the most recent and promising design is the Quantum Cascade Detector
(QCD)[60]. In this case, the electron in the excited in not extracted to the next module
through the continuum but it cascades to the next module ground state through a series
of electronic relaxation (figure 1.14). Very low absorption wavelength of 1.7 µm has been
reached with this design[61]. A review of the design, fabrication and characterization of
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QCD has been published by Giorgetta[62].
......
ℏω ℏω
Figure 1.14: Active region of a Quantum Cascade Detector
Terahertz Quantum Well Photodetectors
The first fruitful attempts to sense THz radiation by using GaAs/AlxGa1−xAs QWP has
been reported in 2004 by both Liu[63] and Graf[64]. Liu chose the single well module
approach whereas Graf used a QCD device. One motivation to widen the spectral range
sensed by QWP to the THz range is the possibility to exploit the background acquired
on QWIP, either about their design, fabrication, characterization as well as the maturity
of GaAs material. Beside from study of its behavior under high magnetic field[65], QCD
design has not been push further after this first attempt. In fact, the energy of the op-
tical transition (≈ 10 meV) being lower than the phonon energy in GaAs (≈ 36 meV),
the extraction of the electron through the cascade is solely relying on electron-electron
scattering instead of Longitudinal Optical phonon (LO-phonon) scattering. In addition,
those devices did not show good performances: the responsivity has been measured to be
8.6 mAW−1 and the detectivity was 5×107 cm
√
Hz
√
W with a peak absorption wavelength
of λ = 84µm at 10 K[64].
More usual bound-to-quasibound THz QWP device has been more studied. State-of-the-
art regarding the performance, design of the active region and light coupler as well as an
imaging experiment have been reported by Cao in 2011[66] and Guo in 2013[67]. The
polarization rules applies exactly the same way as for the n-type QWIP and then we need
a light coupling structure for the light to be absorbed by the device. Both usual 45°and
surface plasmon induced by metal grating have been experimented. Simulations showed
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that metal gratings for the top contact are to increase the absorption efficiency by a factor
30 according to theoretical studies[68, 69]. No p-type THz QWP has been found in the lit-
erature. Most of the recent research on THz QWP has been led by H.C. Liu’s group.They
obtained the best performances for THz QWP: a response time lower than 1 ns and an
NEP lower than 10−11W/
√
Hz for temperature lower than 20 K over a spectral range of
3.0-7.0 THz. At low temperatures, a responsivity comparable to QWIP (0.4− 1.0 AW−1)
has been measured.
Other material are also considered for THz QWP. For example, GaN/AlxGa1−xN based
devices have been studied from 2013 and are expected to cover GaAs/AlxGa1−xAs Rest-
strahlen forbidden band from 5 to 12 THz[70, 71]. In fact the phonon energy in GaN is
much higher (92 meV) compared to GaAs (36 meV). In addition, such devices are expected
to be very fast (the relaxation is around 150 fs) and they could theoretically operates at
room temperatures. Nitride-based devices are nevertheless very challenging as regards the
growth quality and theoretical simulations, as a consequence no grown THz QWP has been
reported yet.
Realistic application relying on THz QWP have yet been reported. THz imaging ex-
periments proofed that it is possible to detect concealed metallic objects such as keys or
surgical blades[72, 73]. Besides from imaging, THz free space telecommunications channels
using a QCL as a source and a THz QWP as a receiver has been demonstrated[74, 75].
As mentioned previously, the ideal detector would be fast, sensitive, cheap, reproducible
and integrable. Apart from its necessity to be cooled down to cryogenic temperature, Ter-
ahertz Quantum Well Photodectors appear to be a relevant candidate. In fact, it exhibits
a potential very fast response time, a good responsivity, detectivity and NEP. In addition,
by being an adaptation of the Quantum Well Infrared Photodetector (QWIP) to longer
wavelengths, it is possible to capitalize on the important research that has been done to
develop their performances. Especially, the active region design and the light coupling
structure has been widely studied in the literature. In addition, we expect that it is pos-
sible to integrate THz QWP in Focal Place Arrays (FPAs) like QWIP. Finally, we choose
GaAs/AlxGa1−xAs system as those are well-known materials and the technology is mature.
This thesis focuses on the modeling and design of different structure for THz QWP
devices. Discussion on the calculation and the improvement of the performances of this
devices will be followed. In particular, the main bottleneck in device performance is the
dark current which is too high because of thermal limitations. Designs relying on many-
body effects reducing the dark current will be presented.
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1.4 Thesis Overview
The focus of this thesis is to describe the physics, simulation and fabrication of THz QWPs
and propose new designs that improve their performances.
Chapter 2 theoretically describes the operation of THz QWP. After explaining the oper-
ating principles of QWPs, we focus on the design of the active region. We discuss how to
choose the optimum well and barrier thickness, fraction of aluminum and doping concen-
tration. The light coupling structure and top metal coverage are studied. We show that,
unlike for QWIP device, a metal coverage of 50 % is not necessary optimum. In order
to reach more accuracy and better match the experimental results, many-body effects are
included in the energy potential calculation. Finally, we highlight the figures of merit that
reflect the performances of the device: absorption intensity and spectrum, (termionic and
tunneling) dark current, photocurrent, responsivity, detectivity and operating tempera-
ture.
In chapter 3, we report our simulation results. First we report the impact of the well
and barrier thicknesses and explain how to find their optimum values. The impact of the
operating temperature on the performances is then discuss. The calculated potentials and
figures of merits for different design are reported. New designs are proposed to increase the
performances of THz QWP. By modifying the doping profile we show that we can reduce
the dark current by one order of magnitude. We also calculate the absorption spectrum
and the peak absorption of those devices.
Information about the fabrication of THz QWPs is given in appendix D.
The main output of this master project is an ensemble of MATLAB routines and functions
that are simulating the performances of given active region. In addition to those codes
simulating devices, scripts have been written to design the optimum devices for a target
absorption frequency.
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Chapter 2
Quantum Well Photodetector design
2.1 QWP mechanisms
Quantum Wells Photodetectors (QWPs) are Multiple Quantum Wells (MQWs) structures.
One complete device is represented in figure 2.1. The light is impinging through a 45° facet
n+ Si:GaAs
n+ Si:GaAs
MQW
Top contact
Bottom contact
Substrate
x
y
z
Figure 2.1: Structure of one QWP device.
in the substrate. In fact, a light shining in the z direction can not be absorbed because
of the polarization rule. This need of a light coupling structure will be detailed in section
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2.3. The radiation is then penetrating in the substrate and the active region, which made
of periodic repetitions of barriers and wells of the same thickness sandwiched between two
highly doped layers. In the active region, the absorption of light generates photocurrent
that can be read at the metal contacts.
The two n+ layers are undergoing different limitations. First, they have to be doped high
enough to ensure a good electronic transport from the active region to the electrodes.
The high doping (with the help of the extra doping introduced by the contact struc-
ture) reduces the depletion region at the metal-semiconductor junction, thus allowing a
tunneling-assisted ohmic contact. Second, the doping has to be kept low enough to avoid
Thz absorption from the free-carriers.
For THz QWP, materials of choice for the active region are GaAs and AlxGa1−xAs for the
wells and barriers respectively. This choice is justified by the fact that the growth tech-
nology for GaAs and AlxGa1−xAs is mature, our devices being grown by Molecular Beam
Epitaxy. In addition the conduction band-edge discontinuity is easily tunable by changing
the Aluminum fraction and matches the energy of THz radiations. In fact, ∆Ec = 0.904x
which yields, for example, a barrier of 9.04 meV (2.2 THz) for 1% of Aluminum , 18.08 meV
(4.4 THz) for 2% and 45.2 meV (10.9 THz) for 5%. The active region is then made of a
repetition of identical quantum wells and barriers as pictured in figure 2.2. When a photon
is absorbed, its energy excites an electron from the ground state of one well to a state of
higher energy. The photocurrent generation is in other word relying on an intrasubband
transition in the conduction band.
...
z
tb
...
GaAs AlxGa1-xAs
E1
E2
ℏω
Figure 2.2: Detail of the active region.
Two different kind of active region can be distinguished from the optical transition
point-of-view:
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 the transition occurs two bound states (figure 2.3.a). Both wavefunctions are then
localized which causes a high absorption, a poor escaping efficiency for the electron
and a sharp absorption spectrum.
 the transition occurs between the ground state and the continuum (figure 2.3.b). The
absorption is then lower, the escaping efficiency higher and the absorption spectrum
broader.
... ...
ℏω
E1
E2
a) Bound-to-bound
... ...
ℏω
E1
continuum
b) Bound-to-continuum
Figure 2.3: Two possible configuration for the optical transition.
It has been demonstrated with QWIP that to ensure an optimum detection, we have to
use an intermediate situation between those two designs with the second energy state at
resonance with the top of the barrier.
2.2 Active Region Model
2.2.1 Structure parameters
All the QWPs in this thesis are based on the GaAs/AlxGa1−xAs material system, in which
GaAs is the quantum well layer and AlxGa1−xAs is the barrier layer. As n-type QWPs
are relying on unipolar intrasubband transitions within the conduction band, we can omit
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the valence band and limit the scope of the simulation to the conduction band in a first
approximation. The first parameter we have to choose is the fraction of aluminum x. It will
define the potential barrier height and thus the achievable energy for the optical transition.
The conduction band offset between AlxGa1−xAs and GaAs is approximated by:
∆Ec = 0.904x (eV ) (2.1)
The effective mass is taken to be mw = 0.067m0 in GaAs and mb(x) = (0.067 + 0.083x)m0
in AlxGa1−xAs . The targeted device total thickness has to be around 3.5µm. Actually, we
can not grow thicker devices as it would increases growth defects but have to fit enough
wells to ensure strong enough absorption. We usually grow THz QWP with around 10 to 50
wells in the active region. For example if the well thickness is 200 A˚ and the barrier is 800 A˚
wide, the highly doped layers are 500 nm each, we can put 26 wells. Devices are under
bias while it is operating, this is included in the simulation by tilting the potential. This
potential is supposed to be uniform across the active region. We did not include electric
field domains that are observed in QWIPs. In fact, when we have electric field domain,
we usually observe a plateau-like IV curve[76, 77]. This behavior has not been reported
for THz QWPs[78, 79, 80] for absorption frequencies below the Reststrahlen band and
as a result we did not take electric field domain into account. In addition, we neglected
the electric field non linearity for the wells close to the contacts, induced by electronic
recharging effects. The resulting tilted potential is refined by including Many-Body Effects
(MBEs). This part will be detailed in subsection 2.2.3. In addition, so as to be able to
calculate the states in the continuum and have more accurate calculations, we add two
high padding potential barriers on each sides of the simulated wells. Furthermore, despite
it is common to only use one well for the simulations in the literature, we took into account
multiple wells to run our calculation and then consider the states in the center well. Those
states are then repeated periodically to the neighboring wells, shifted in energy accordingly
to the electric field. For example, under an electric field F, the ith energy states of the kth
well is:
Eki = E
0
i − keFLp (2.2)
E0i being the i
th energy states of the central well, e the electron charge and Lp = tw + tb
being the length of one period.
Another important structure parameter is the doping of each module. Traditionally THz
QWPs has been uniformly doped at the center of each well, typically over 100 A˚. No device
with δ-doping or doping not in the center of the wells has been reported. The amount of
dopant to be used in THz QWP has been studied and confirmed[78], but to our knowledge
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no work has been realized on the impact of the doping profile. The doping concentration
is calculated the same way as for QWIP devices. The Fermi level has to be equal to:
Ef = αkBT (2.3)
where T is the temperature, kB is the Boltzmann constant, and α is a constant. We choose
α = 1 if we want to maximize the BLIP temperature and α = 2 if we are looking to optimize
the highest dark-current-limited detectivity[81]. The 2-dimensional doping density is then
deduced by:
N2D =
meEf
pi~2
=
αmekBT
pi~2
(2.4)
In this equation, me is the effective mass of the electron, Ef is the Fermi level and ~ is the
reduced Planck constant. Further explanations on this choice will be given in section 2.5.4
2.2.2 Energy state and wavefunction calculation
The energy levels and wavefunctions in the structures has been obtained by using the trans-
fer matrix (TM) method[82]. To ensure a more realistic calculation of the energy states
and reduce the boundary effects, we run the simulation not only for one sole quantum well,
but for multiple modules with a higher potential on the sides as a virtual boundary. We
then consider the well in the center as it is the less affected by the boundaries. These pro-
cedures has been used for QWIP simulation in the literature[83]. We represent an example
in figure 2.4. As we can see, the higher states are more affected by the side-effects as their
wavefunctions are less localized.
In order to have a more accurate simulation, we have included the effective mass
nonparabolicity[84, 85]. It is then energy and position dependant within the wells and
barriers. The nonparabolicity coefficient for GaAs is assumed to be 4.9× 10−19 m2. This
value has been successfully used for THz QCLs.
An issue with this procedure is the subdivision of the energy range. In fact, if we use a
linear subdivision of the energy range, the required computational time becomes too long
for low electric fields. Indeed the barrier being very thick, the ground state level do not
coupled together and as a consequence they do not split significantly. For an example,
for very low electric field, the spacing between the ground states of neighboring wells can
be lower than 10−3 meV while we have to look for energy states over more that 20 meV.
The use of a linear subdivision would induce to calculate the transfer matrix for at least
106 points. To avoid this non realistic computational time and because we usually run our
simulation over a wide range of applied electric field, we start with the higher electric field
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Figure 2.4: Example of potential and wavefunctions calculated with the TM method. The
wavefunctions are offset for more clarity.
for which the energy states are spaced enough to use a coarse linear subdivision. We then
benefit from those energy states to narrow the energy range to study for the next electric
field. With this method, we reduced the number of energy states to use below 104. As a
consequence the computational time is reduced by two orders of magnitude.
2.2.3 Many-body effect
Exchange-correlation potential for electron gas has been developed in the frame of the local
density theory[86]. Many-body effects on intersubband transitions in multiple quantum
wells structure has been theorized by Bloss[87]. The first observation of many-body effects
on the peak absorption frequency of THz QWP has been reported by Graf[88]. The energy
states and wavefunctions are calculated from the one-dimensional Schro¨dinger equation:
−~2
2me
∇2Ψ(r) + V (r)Ψ(r) = EΨ(r) (2.5)
with a total potential V (r) = Vcr(r) + VH(r) + Vxc(r) + eFz and an electron effective mass
me.
Vcr represents the ideal square potential of the crystal, VH is the Hartree potential resulting
from the electron gas and the ionized donors, Vxc is the exchange-correlation potential, and
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the last term eFz represents the voltage induced potential drop.
The Hartree and the exchange-correlation potentials are calculated within the local density
approximation[87, 88]:
VH(z) =
e2
s0
∫ z
−∞
(z − z′)(ND(z′)− n(z′))dz′ (2.6)
where s (0) is the static (vacuum) permittivity, ND(z) is the doping profile and n(z)
represents the electronic distribution:
n(z) =
mekBT
pi~2
∑
i
ln
(
1 + e
Ef−Ei
kBT
)
|Ψi(z)|2 (2.7)
T is the temperature, Ef the Fermi level, Ei the i
th bound state, Ψi(z) is the i
th wave-
function, me is the effective mass of the electron, kB is Boltzmann constant, ~ is Planck
constant. The Hartree potential is then determined by both doping profile and carriers
distribution. As a consequence the dopant position is critical. The doping concentration
is not a degree of freedom as we have seen in section 2.2.1. Furthermore, it is also not
possible to exploit the electron distribution as they sit at the ground state of each well
which wavefunction is not alterable easily. The effective mass is imposed by the choice of
the material.
Vxc =
−2
piαrs
(
1 +
Brs
A
ln(1 +
A
rs
)
)
(Ryd) (2.8)
where α = (9pi/4)−1/3, rs =
me
m0s
(4pin(z)/3)−1/3, A = 11.4, B = 0.6213. It is important to
emphasize that the exchange-correlation potential is only depending on the carrier distri-
bution n(z) through rs and on the effective mass. We do not have a control on those two
parameters and on Vxc as a result.
Accordingly, the dopant position is the only parameter we can play with to change the
potential corrections induced by the MBEs. This idea will be exploited in section 3.2 to
propose new designs.
In addition to these two effects on the band structure, we can refine our model by
including two dynamic effects: depolarization and exciton shifts. The corrected transition
energy is then given by:
E ′21 = E21
√
1 + α− β (2.9)
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where E ′21 and E21 are the optical transition energies respectively with and without the
dynamic corrections and α represents the depolarization shift:
α =
2e2N2D
s0E12
∫ +∞
−∞
(∫ z
−∞
Ψ2(z
′)Ψ1(z′)dz′
)2
dz (2.10)
N2D is the two-dimensional sheet carrier density. β is the exciton shift:
β = −2N2D
E12
∫ +∞
−∞
dzΨ2(z)
2Ψ1(z)
2 δVxc(n(z))
δ(n(z))
(2.11)
2.3 Optical Coupling
2.3.1 Polarization Rule
The transition rate Wi→f between an initial state |i〉 (of energy Ei) and a final state |f〉
(of energy Ef ) is quantified by Fermi’s golden rule:
Wi→f =
2pi
~
|〈f |H ′|i〉|2δ(Ef − Ei − ~ω) + 2pi~ |H
′
fi|2δ(Ef − Ei + ~ω) (2.12)
The first term stands for the absorption of a photon of energy ~ω by the material and the
second one for the emission of a photon of energy ~ω. More details about this derivation
is found in textbooks[89]. For an optical transition, the interaction Hamiltonian is:
H ′(r) = −eA0e
ikop.r
2m0
eˆ.pe−iωt − eA0e
−ikop.r
2m0
eˆ.peiωt (2.13)
eˆ is a unit vector in the direction of the electric field, A0 is the amplitude of the potential
vector, kop is the wavevector of the radiation and p is the momentum operator. The
transition rate for the absorption becomes:
W absi→f =
2pi
~
|H ′fi|2δ(Ef − Ei − ~ω) (2.14)
The matrix element can be rewritten as a function of the electric field representing the
light:
H ′fi = −e〈f |er.E|i〉 (2.15)
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From this last equation, we can see that the matrix element, and then the transition rate,
vanishes when the light is shining perpendicularly to the top facet, in the growth direction.
This natural configuration being not possible, we have to use a light coupling structure.
So far, three main light coupling structure have been widely used for QWIPs and under
investigation for THz QWPs:
 we tilt the device at the Brewster angle
 one facet is etched at 45° and the light is shone orthogonally to this facet
 a metal grating is deposited below the top metal contact and the light is shone along
the growth direction.
A light coupling structure is not needed for p-type QWP and Quantum Dots Photode-
tectors (QDPs)[90]. In fact, for those devices the polarization rule is different and is not
forbidding absorption of light in the growth direction. In p-type QWP, a large absorption is
possible thank to valence-band mixing effects between the light and heavy-hole bands[91].
2.3.2 Coupling structures
Aware of this polarization rule, different schemes to couple the light into the device have
been studied.
The easiest configuration is to tilt the device at the Brewster angle. The refractive index of
GaAs is nr = 3.3 which yield a Brewster angle of approximatively 73
◦. This is a useful way
to do prototyping and experiments in transmission mode. Nevertheless in this configuration
the light is coupled with the active region with a relatively small angle of 17◦ that gives a
low absorption.
The 45° facet structure has been the first to be used due to its simplicity. Indeed we
glue the device on top of a 45° mount by the mesa side, substrate being exposed, and
we lap it horizontally. Additional information are given in section D. In addition, in this
configuration, the light experiences total internal reflection at the top contact and at the
bottom of the substrate and the absorption is taking place each time the light passes
through the active region. Absorption can be typically multiplied by 4 to 6 times this way.
Nevertheless with this structure, it is not possible to integrate devices in a FPA. Those
advantages and drawbacks make it mainly used for prototyping.
If we want to realize a QWP FPA, the light has to impinge perpendicularly to the
devices. As a consequence, it is not possible to use a 45° facet to couple the light into
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the device. The strategy adopted for QWIP devices is to realize a metal grating on top of
the mesa. They have been widely studied in the infrared range[92, 93, 94] and rely on the
diffraction of the light by the grating. They have also been shown to increase the absorp-
tion [95]. As a general rule, the grating period Lg should be related with the wavelength in
vacuum λ and refractive index of GaAs nr by Lg = λ/nr and their depth d should be the
fourth of the period d = Lg/4. Doing so the zero-order diffraction is suppressed and the
first-order diffracted beam can be absorbed. Even tough this procedure has been successful
in the infrared range, it is not usable as is in the terahertz range. In fact, if we assume we
want to sense a wavelength of λ = 330µm, we should etch a grating of period Lg = 100µm
but this is the typical pixel size. To cope with this problem we capitalize on another
physical effect: the surface plasmon. Surface plasmons correspond to carrier oscillations
at the interface between a metal and a dielectric that can be excited by light thus creat-
ing a polariton. We refer to the literature for more theoretical information[96, 97]. Such
subwavelength gratings have been very recently studied for THz QWP and are expected
to yield tens of time more efficient coupling structures compared to the 45◦ facet[68, 69].
Recently the corrugated coupling structure has been proposed and studied by Choi[98].
They consist in V-shaped mesas realized by anisotropic chemical etching. The light im-
pinges from the bottom of the devices and reflects twice onto this so-etched 45◦ facets.
2.4 Top Metal Coverage
If we use the 45° configuration, the light is bouncing back inside the QWP at the metal top
contact such as shown in figure 2.5. The reflected wave is then interfering with the incident
wave which result in a standing wave inside the cavity[99]. As a result, the density of light
in the active region is changing along the growth axis and we can estimate its variation with
a simple electromagnetic model. We assume that the light is impinging with a wave vector
k = kxsin(θ)xˆ+kzcos(θ)zˆ and |k| = 2pi/λ where λ is the wavelength of the radiation. The
top contact is considered as a perfect metal. If the top metal contact was covering 100%
of the surface, the electric field would be:
Fm =
FxFy
Fz
 = 2F exp (ikxx− iωt)
i cos θ sin(kzz)0
sin θ cos(kzz)
 (2.16)
On the other side, we can virtually derive what would be the electric field if no metal was
present on top of the active region. The critical angle between GaAs (nGaAs = 3.3) and
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Figure 2.5: 45° facet configuration resulting in a standing wave.
the air (nair ≈ 1) is around:
θc = arcsin
(
nair
nGaAs
)
≈ arcsin
(
1
nGaAs
)
≈ 16.1◦ (2.17)
As the angle of incidence is much higher than the critical angle, the impinging light experi-
ences dielectric reflection that introduces an additional pi/2 phase shift. The total electric
field is then:
Fd = 2F exp (ikxx− iωt)
 cos θ cos(kzz)0
i sin θ sin(kzz)
 (2.18)
If we have an intermediate situation where only x % of the device is covered by metal, the
rest being surrounded by air, we write the resulting electric field as:
Ft = Fm
√
x+ Fd
√
1− x (2.19)
According to the polarization rule, only the electric field in the growth direction, zˆ, can be
absorbed. By using the previous equations, we can derive the modulus of the z component
of the resulting electric field:
|F tz |2 = |2F sin θ|2
(
x+ sin2 (kzz) (1− 2x)
)
(2.20)
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Calculations to reach this result and additional details are shown in appendix C.
We plotted the power density |F tz |2 for a QWIP and a THz QWP on figure 2.6. The
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b) Terahertz device (λ = 111µm)
Figure 2.6: Power density for an infrared and a terahertz QWP, the modules are represented
in dashed green.
structure of this QWIP has been used to highlight the effect of interferences[99]. Our
result differ from the paper as we considered the material index of GaAs to be n = 3.3
instead of 3.6. For the second device (THz QWP), we have 23 modules with a well width
of tw = 19.5 nm and a barrier thickness of tb = 95.1 nm (20 modules with tw = 4.4 nm and
tb = 47.5 nm for the QWIP). The frequency of the incoming light in the vacuum is set to
f0 = 2.7 THz (λ0 ≈ 111µm). In addition, the GaAs spacer between the top contact and
the first barrier is set to 400 nm, compared to 300 nm for the QWIP. As the wavelength is
much shorter in the case of the QWIP, the power density is varying much faster compared
to the THz QWP. This effect is not desirable as:
 detection non linearities are introduced. In our QWIP example (figure 2.6 a)), the
power density is changing from 80% to 0% of its maximum value if we set x = 100%.
The number of electrons excited by photo-absorption would drastically different for
each well.
 the absorption becomes spatial dependant and the thickness of great importance. In
our example for QWIP, the potential wells are located at a minimum of the power
density if we assume that the metal covers the whole surface (x = 100%). As a
consequence, the resulting absorption would be very low.
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The usual way to avoid those unwanted effects in QWIP is to cover 50 % of the device
with the metal top contact. In fact, in this special value, the power density becomes
uniform: ∣∣F tz ∣∣2 = |2F sin θ|22 (2.21)
When the light impinges with an angle θ = 45◦ this yield
∣∣F tz ∣∣2 = |F |2.
Accustomed to this practice, the impact of the metal coverage has never been studied for
THz QWPs. Nevertheless, the wavelength being much larger in the THz domain (by an
order of magnitude), the first extremum of the power density inside the device is far from
the quantum wells region. It varies much slower than with a QWIP device. Figure 2.6 b)
shows that even with a full metal coverage (x = 100%), the power varies only from almost
100% to 85% of its maximum value. For a metal coverage of 60%, the variation ranges
from 60% to 57%. Compared to QWIP, we can consequently increase the power density
inside the THz QWP up to a factor 2 by increasing the metal proportion with respect to
the area of the mesa without increasing too much the non linearities.
2.5 Figures of merit
2.5.1 Absorption
The absorption of THz QWP devices is very low, typically a fraction of percent for each
well. As a results it is essential to optimize this parameter. Not only the magnitude of the
absorption is critical, but so is it spectrum. The absorption spectrum of QWPs is usually
very sharp and they are designed to operate at a specific frequency. The absorption of one
well is expressed by:
η(ω) =
e2hN2D
4pi0nrmec
sin2 θ
cos θ
∑
n=2
f1,n
∆E
(E1,n − ~ω)2 + (∆E)2 (2.22)
In this equation, h, me, c and nr are respectively Planck constant, the electron effective
mass, the speed of light and the refractive index of GaAs. At optical frequencies nr = 3.3
for GaAs. N2D is the sheet doping density calculated with equation 2.4. ∆E is a parameter
that reflects the broadening of the energy states (we assume the usual value of 10 meV), θ
is the incident angle of the light. We assume to be using a 45◦ facet (θ = 45◦) configuration.
E1,n is the energy spacing between the ground and the n
th state and f1,n is the oscillator
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strength between the ground and the nth state, defined in a first approximation by:
f1,n =
2meE1,n
~2
|〈Ψn|zˆ|Ψ1〉|2 (2.23)
Ψn is the wavefunction associated with the i
th state and zˆ is the position operator. This
equation holds when the effective mass of the electrons is constant across the barrier. A
more detailed calculation has been used taking into account the effective mass nonparabolicity[100]
as mentioned in section 2.2.2. It yields slightly lower oscillator strength compared to equa-
tion 2.23.
The total absorption of a structure with N wells is η =
∑
i
ηi = Nηi if we assume all the
well to be identical.
From equation 2.22 we can identify the main parameters that affect the absorption.
 The parameter showing the most immediate dependence is the doping N2D. The
dependence of the absorption on the doping is linear. Even though is seems favorable
to increase N2D, we will explain in section 2.5.4 that an optimum value should not be
overcome. In fact, it would increase the dark current and thus reduce the detectivity
or the maximum operation temperature.
 The next parameter having an impact on the absorption is the oscillator strength
between the ground state and the higher energy states f1,n≥2. From equation 2.23,
it linearly depends on the optical transition energy, making it harder to reach lower
frequencies, and the spatial overlap of the wavefunctions associated with the optical
transition. If we target a specific wavelength, we can only exploit the wavefunctions
shape, which means vary the potential shape. This is the approach that we followed
in section 3.2: we took advantages of the MBEs to tailor the potential and tune the
parameters.
 Finally, the linewidth of the spectrum is determine by the parameter ∆E that repre-
sents the energy states broadening. This absorption linewidth has been allocated to
the roughness and phonon scattering after both theoretical and experimental investi-
gations by Unuma[101, 102]. Throughout this project we assume that ∆E = 10 meV,
we also sometime choose non-realistic very small values (below 1 meV) to identify
clearly the role of each optical transition as regards the absorption spectrum.
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2.5.2 Dark Current
Different models has been developed to estimated the dark current. Monte-Carlo, rate
equations, 3D carrier drift, emission-capture models, self-consistent drift-diffusion and self-
consistent emission-capture has been used with some success. We decided to focus on the
emission-capture and 3D carrier-drift model as they are the only model that has shown
good results in the THz range. Nevertheless, even within the framework of this model, no
definitive agreement has been accepted as regards some parameters.
The total dark current can be expressed has:
jd =
∫ ∞
E1
ρ(E)fFD(E)D(E)dE (2.24)
where E1 is the ground state energy, ρ is the density of states and fFD(E) is the Fermi-
Dirac distribution. D(E) is the transmission probability. In our case, we just have one
bound state in the well, then we can simplify this expression into:
jd =
me
pi~2L
∫ ∞
E1
fFD(E)D(E)dE (2.25)
In fact, the 2D density of states is given by:
ρ = ρ2D =
me
pi~2L
∑
n
H(E − En) = me
pi~2L
(2.26)
H is the Heaviside function, me the effective mass and ~ the Planck constant. No general
consensus has been reached as regards the value of L. According to Levine[103], Liu and
Schneider[81], L = Lp = tw + tb is the period of the MQW region. Nathan[104] considers
it is only the well width tw as it is not possible to decrease the dark current indefinitely by
increasing the barrier thickness.
Dark current can be decomposed in three different components: interwell tunneling jtu,
tunneling assisted thermionic emission jtat and direct thermionic emission jth:
jd = jtu + jtat + jth (2.27)
The interwell tunneling is taking place between the ground states of adjacent wells, tun-
neling assisted thermionic emission is when an electron from the ground state reach the
continuum after tunneling through the barrier and direct thermionic emission is when an
electron gain enough thermal energy to jump direct from the ground state to the contin-
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uum. Those dark current mechanisms are pictured in figure 2.7. Those leakage path for
the current are pictured in figure 2.7.
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Interwell tunneling
Tunneling assisted thermionic
Direct thermionic
Figure 2.7: Dark current mechanisms in a QWP.
According to Nathan[104], the tunneling dark current can be expressed as:
jtun =
evmeD(E1)
pi~2tw
kbT ln
[
1 + exp (Ef/kbT )
1 + exp ((Ef − eV ))/kbT )
]
(2.28)
This equation takes into account both interwell tunneling and tunneling-assisted thermionic
emission.
The direct thermionic dark current is caused by the electrons distributing above the barrier.
For those electrons, D(E) = 1 as they belong to the continuum. The direct thermionic
dark current then write:
jth =
evmw
pi~2L
∫ +∞
Vb
fFD(E)dE (2.29)
=
evkbT ln
(
1 + exp (
Ef−Vb
kbT
)
)
pi~2L
(2.30)
D(E) is the transmission probability and has been calculated in the framework of the
WKB approximation. In the case of an ideal square well potential, we obtain the formula
presented in table 2.1 for an electric field F .
The calculation of D(E) in the framework of the WKB approximation is detailed in
appendix B for arbitrary potential shapes. It is exponentially dependant on the barrier
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Energy E transmission probability D(E)
E < Vb − eFLp exp
{(
− 4
3eF
) √
2mb
~
[(Vb − E)3/2 − (Vb − E − eF tb)3/2]
}
Vb − eFLp ≤ E < Vb exp
[(
− 4
3eF
) √
2mb
~
(Vb − E)3/2]
]
E ≥ Vb 1
Table 2.1: WKB approximation of D(E)
thickness tb, and as a result so is the tunneling dark current. This will be illustrated in
subsection 3.1.2. V is the voltage drop across the barrier and v is the drift velocity related
to the electric field F by:
v(F, T ) =
µ(T )F√
1 + (µ(T )F/vsat)
2
(2.31)
For the mobility µ(T ) we used the values reported by Tan[80] as well as his derivation
of the total dark current:
jda =
emb
pi~
√
mbkbT
2pi
∫ +∞
E1
D(E)dE
1 + exp ((E − Ef )/kbT ) (2.32)
One goal to achieve when designing the QWP is to keep the thermionic dark current higher
than the tunneling component in order to avoid bottom-out effect. This challenge will be
develop in section 3.1.2.
2.5.3 Photocurrent
The total photocurrent is given by:
Iphoto = eηΦgphoto = eηΦ
pe
Npc
(2.33)
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where gphoto =
pe
Npc
is the photoconductive gain, pe and pc are respectively the escape and
capture probabilities:
pe =
τrelax
τrelax + τesc
(2.34)
pc =
τtrans
τtrans + τc
(2.35)
(2.36)
Each well is creating a photocurrent:
iiphoto = eΦη
ipie (2.37)
The total photocurrent is deduced to be:
Iphoto = eφηgphoto (2.38)
gphoto = pe/Npc is the photoconductive gain and φ the number of incident photon per unit
time. From this equation, we can see that we can maximize the photocurrent by increasing
the absorption and the escape probability. This explains why we have to use bound-to-
quasibound devices. With a bound-to-bound transition the absorption is high, due to the
strong oscillator strength, but the escape probability is low as the electron have to tunnel
through the barrier to reach the continuum. The opposite takes place with a bound-to-
continuum QWP: the escape probability is maximum but the absorption is low as the
excited state is not localized. A new structure relying on many-body effects is described
as device S03 in section 3.2 to finely tune this trade off between optical absorption and
electronic escape from the well to the continuum.
As an example we estimate the evolution of the photocurrent with the capture probability
pc for a THz QWP designed to absorbed a light of energy 10 meV. The one well absorption
is ranging from 0.01% to 0.1% (typical values for a THz QWP) with a step of 0.01%. The
pixel size is taken to be 100 µm× 100 µm = 10−4 cm2. To calculate the incident number
of photons per unit time we consider a laser with an output power of 1 mW, achievable
with actual THz QCLs. The resulting photocurrent is shown in figure 2.8. We can note
the linear dependence of the photocurrent on the absorption. The expected currents range
between approximately 100 µA to 1 mA. It agrees with the responsivity reported in the
literature[79].
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Figure 2.8: Evolution of the photocurrent with the capture probability for different ab-
sorptions.
2.5.4 Macroscopic figures of merit: Responsivity and Detectivity
Two main factor of merits are usually calculated to quantify the QWP performances: the
responsivity and detectivity. They translate the microscopic and mesoscopic parameters,
such as the energy states position, the absorption and the dark current, at the macroscopic
scale. A better understanding and a formal derivation of those quantities allow us to iden-
tify the parameters that we have to optimize to improve THz QWP performances. They
have been widely studied and derived in the past, more information can be found in the
literature[81].
Responsivity
The responsivity measures the amount of photocurrent Iphoto that can be generated for a
given input enlightenment energy hνφ, where h is Planck constant, ν the photon frequency
and φ the number of incident photon per unit time and η(λ) is the absorption spectrum.
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It is calculated with:
R(λ) =
Iphoto
hνφ
(2.39)
=
e
hν
η(λ)gphoto (2.40)
In the case of a bound-to-quasibound (or bound-to-continuum) device, we have pe ≈ 1 and
then by measuring the responsivity we can experimentally deduce the capture time pc from
equation 2.40:
pc =
e
hν
η
1
NR
(2.41)
where N is the number of wells in the active region.
Detectivity
Even tough the responsivity gives valuable information on the detector performances, it
fails to take into consideration the amount of dark current. The detectivity links the
responsivity R and relevant dark current processes. For a detector of surface A, it is
defined as:
D∗ = R
√
A
S
(2.42)
S = 4egIdark is the dark current power spectral density (we assume that the gain is close
to the photoconductive gain: g ≈ gphoto).
Depending on the operation temperature, the main source of dark current is different.
 At high temperature the dark current primarily rises from the detector active region.
The electrons are excited from the ground states of the wells to the continuum not
by absorbing a photon energy but by gaining thermal energy. In this case, we can
write the detectivity depending either on the 2D or 3D concentration of electrons
above the barrier (respectively Nab2D and N
ab
3D):
D∗det =
λ
2hc
η√
N
√
τc
Nab3DLp
(2.43)
=
λ
2hc
η√
N
√
τscatt
Nab2D
(2.44)
In those equation, τc is the electron capture time in the well and τscatt is the electron
scattering time to the continuum. The 3D concentration of carriers above the barrier
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is usually written as:
Nab3D = 2
(
mwkBT
2pi~2
)3/2
exp
(
− hc
λcutkBT
+
Ef
kBT
)
(2.45)
Where λcut , 1.1λpeak is the cut-off wavelength and Ef the Fermi level.
It has been shown that D∗det ∝ Ef exp(−Ef/2kBT ), as a consequence D∗det is maxi-
mized when Ef = 2kBT (in order to have ∂D
∗
det/∂Ef = 0). It imposes a value for
the doping as it is related to the Fermi level by:
N2D =
meEf
pi~2
(2.46)
 At low temperature, typically below 15K, the detector dark current becomes smaller
than the noise induced by the fluctuation of the photocurrent caused by background
photons. This is the background limited performance, or BLIP, regime. The sen-
sitivity of the detector is optimal under BLIP conditions. The critical temperature
for which the dark current equalizes the background photocurrent is called the BLIP
temperature, written as TBLIP . If we want to maximize TBLIP , we have to verify the
condition Ef = kBT . In BLIP condition, the detectivity becomes:
D∗BLIP =
λpeak
2hc
√
ηpeak
φback
(2.47)
In this expression, λpeak and ηpeak are respectively the peak absorption wavelength
and value, φback is the flux of photon emitted by the background per unit area that
impinges on the QWP. Equation 2.47 shows that the only free parameter we can
tune to optimize D∗BLIP is the peak absorption ηpeak, as we usually target a specific
wavelength and the background photon flux is imposed by the operation environment.
According to the definition of TBLIP , which is the temperature for which the photocur-
rent generated by background temperature equals the dark current, we can estimate it by
finding the temperature for which the photocurrent generated by the background photon
equalizes the device dark current. It verifies:
ηwτcφback = 2
(
mwkBT
2pi~2
)3/2
exp
(
− hc
λcutkBT
+
Ef
kBT
)
(2.48)
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where ηw is the absorption of one well. We know that ηw is linearly proportional to the
doping, and then the Fermi level. We deduce that we have the maximum BLIP temper-
ature when Ef = kBT . We refer the reader to the literature for further detail on this
calculation[81].
In this chapter we derived a model to estimate the main parameters translating the
performances of QWP devices. Within our framework, we can calculate the potential
taking into account the MBEs, the energy states, the absorption, the dark current and
photocurrent, the responsivity and detectivity and the BLIP temperature. This model can
be used to simulate existing structures or to design new optimum structures. For example,
in the next chapter we will use it to present new designs and show that we can benefits from
MBEs to improve the device performances. We also discussed the impact of the top metal
coverage on the absorption and showed the important difference between the infrared and
terahertz cases.
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Chapter 3
Simulation results
3.1 Device Optimization
3.1.1 Well width
The THz QWPs in this study are based on the GaAs/AlxGa1−xAs material system, in
which GaAs is the quantum well layer and AlxGa1−xAs is the barrier layer. The main task
of THz QWP device design is to find the optimum well width for a given barrier height
to maximize device detectivity at a design frequency. It is defined as the well thickness
at which the first excited state in the well is in resonance with the top of the energetic
barrier, under no bias condition. First, we calculated the the optimum well width for a
given barrier height by using the ideal square potential only and ignoring the many-body
effects. In a second step, MBEs were included in simulations to obtain self-consistent
new wave functions and energy states and determine the optimum well width for each Al
fraction. MBEs that are taken into account are detailed in subsection 2.2.3.
Figure 3.1 shows the correlation between Al fraction and well thickness when only the
ideal potential (black curve) is taken into account as well as the corresponding absorption
frequency (black values). The corrected peak absorption frequencies are written in red
in figure 3.1. Peak absorption frequency is blue shifted after taking MBEs into account,
agreeing with Graf[88]. The blue shift is slightly overestimated because the simulation
does not include the exciton effect on the intersubband transition, which tends to red shift
the absorption frequencies. Simulations also show that the first excited state becomes
off resonance with the top of the energetic barrier under the influence of MBEs, thus
significantly elongating carrier escape time and reducing photocurrent. To re-install the
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resonance, new optimal well width needs to be identified in the context of MBEs. The
blue curve in figure 3.1 shows this revised well thickness along with the corresponding
corrected peak absorption frequency. MBEs render the quantum well effectively deeper,
thus a narrower well is needed to raise the first excited state so as to re-align with the
barrier top.
120 140 160 180 200 220 240 260
0.01
0.015
0.02
0.025
0.03
0.035
1.44
1.87
2.31
2.73
3.17
 3.6
4.03
4.46
4.89
5.03
Well width (A) 
Fr
ac
tio
n 
of
 A
lu
m
in
um
 
 2.2
2.63
3.06
 3.5
3.93
4.37
 4.8
5.24
5.67
5.82
2.08
2.53
2.97
3.41
3.84
4.27
 4.7
5.12
5.56
5.69
Optimum well width
without MBE
Optimum well width
including MBE
Including MBE
Figure 3.1: Optimum well width without and including MBE. Absorption frequency is
indicated without (black) and including corrections (red). Doping is 4× 1010 cm−2.
For example, at Al fraction of 1.5 % one can note that the optimum well width is
reduced from 213 A˚ to 157 A˚ before and after the consideration of MBEs. For a device
with 23 modules[105], this well-width reduction means that total growth would be 1288 A˚
less or an extra module (1108 A˚) can be fit in within the same target device thickness to
increase the total absorption.
To better understand the impacts of doping density, designs with different sheet doping
densities ranging from 109 cm−2 to 1011 cm−2 are simulated. The results are shown in
figure 3.2. As expected, larger correction to the peak absorption peak is observed at higher
doping densities. For commonly-used doping densities (mid-1010 cm−2) and Al fraction
(1% to 3%) the peak absorption frequency is blue-shifted by up to 20% before and after
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considering . As the doping concentration increases to 1011 cm−2, this blue shift becomes
more prominent (dotted vs solid curves in the inset of figure 3.2).
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Figure 3.2: Evolution of Hartree, exchange-correlation potentials amplitude and depolar-
ization shift with doping. Inset: Peak absorption frequency without MBE and with MBE
for each fraction of Aluminum and different doping concentration.
The red curves in figure 3.2 shows the contribution of each part of many-body effects
to the correction of intersubband transition energy (proportional to the peak absorption
frequency shift). It represents the magnitude of VH and Vxc as well as the depolarization
shift defined by:
∆Edep = E
′
21 − E21 = E21
(√
1 + α− 1
)
(3.1)
In this equation, E ′21 is the optical transition energy when taking the depolarization into
account and E21 is the transition energy without, α is the depolarization coefficient given
by equation 2.10.
Exchange-correlation is shown to be the dominant effect, especially at low doping densities.
The figure shows MBEs are clearly playing an important role in THz QWP designs, espe-
cially for low barrier heights. In this case VH and Vxc tend to be comparable to, and even
greater than, the natural conduction band offset (intrinsic energetic barrier height). An-
other important impact of the many-body effects is the energy state burying. In fact, the
first excited state is below and thus lose its alignment with the top of the barrier because
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of the additional Hartree and exchange-correlation potentials such as pictured in figure
3.3. This causes the wave functions to decay much faster in the barrier and increases the
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Figure 3.3: Potential and wavefunctions with (solid lines) and without (dashed lines) taking
into account the MBEs.
oscillator strength by 60-70%. On the other hand, carrier escape time is much elongated,
and as a result photocurrent decreases drastically. To address this issue, the well width
has to be decreased to bring the excited state back to resonance. The left curve (blue) in
figure 3.1 shows this new optimum well width.
3.1.2 Barrier width
In THz QWP[79] as in QWIP, the thickness of the barrier is of critical importance as
regards the dark current. The thicker the barrier is, the smaller is the tunneling probability
and then the tunneling component of the dark current. If the barrier is too thin, the
tunneling component can become predominant compared to the direct thermionic emission.
In this case the dark current does not decrease when we lower the temperature below a
specific value. This is the ”bottom-out” phenomenon[78]. In this situation, the device
may not reach BLIP operation. In fact, the dark current is exponentially dependent on
the temperature as we can see with equation 2.32, whereas the tunneling component is
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constant with temperature. To avoid such a bottom-out behavior, a rule of thumb is to
keep the simulated tunneling component one order of magnitude below the estimated dark
current.
We represented on figure 3.4 the dark current and its tunneling component for barrier
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Figure 3.4: dark current density and it tunneling component for barrier thickness varying
from 400A˚ to 1000A˚ with a step of 100A˚.
thickness ranging from 400A˚ to 1000A˚ with a step of 100A˚ at a temperature of 7K.
From the figure, we verify that the thermionic emission is constant with barrier thickness
for a barrier thickness greater than 600A˚. While increase the barrier thickness from 400A˚
to 1000A˚, the tunneling dark current density is reduced from 7.6 × 10−2 A/cm2 to 1.2 ×
10−7 A/cm2, or more than 5 orders of magnitude. The value of 700A˚ appears to be a critical
thickness for the barrier, below it the tunneling is more important than the thermionic
emission and bottom-out phenomena will definitely occur.
As the barrier thickness is very large for THz QWP, the energy states of the neighboring
wells are not coupled and then are not affected by the barrier thickness. If we reduce
the barrier thickness, this assumption does not hold anymore. This explained that the
thermionic emission for the two thinnest barriers (400A˚ and 500A˚) is higher.
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3.1.3 Operating temperature
Due to the shallow potential barrier which is typically around 25 meV, many parameters
are very sensitive to temperature. In comparison, for a temperature of 11 K, kBT ≈ 1 meV.
This is especially noticeable with the dark current and the detectivity.
A correct estimation of the dark current dependence on the temperature is important to
understand the behavior of the device at low temperature. For example it is required to
estimate the detectivity at a given temperature or the BLIP temperature. As mention in
subsection 3.1.2, the tunneling component of the dark current is weakly sensitive to the
temperature unlike the thermionic emission which strongly depends on the temperature.
Figure 3.5 represented the dark current as well as its tunneling component for temper-
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Figure 3.5: Tunneling and thermionic components of the dark current for a temperature
dependant and a constant mobility for temperatures varying from 7K (black) to 20K (red)
with a 1K step.
atures from 7K to 20K with a step of 1K (red is for higher temperatures and black for
colder temperatures).
If the mobility is assumed to be constant, as we expect from low temperature GaAs
[106, 107], important discrepancy with the experimental data is faced. The usual value that
is chosen in the literature is µ = 1× 104 cm2Vs−1. The resulting dark current is displayed
in figure 3.5 a). As expected, we find that the tunneling component is independent of the
temperature. Nevertheless the thermionic emission is importantly overestimated for high
temperatures (T > 12K) and underestimated for low temperatures (T < 11K).
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Tan reported that the multiple quantum well structure may introduce a temperature de-
pendent mobility. As a consequence, he used the mobility as a fitting parameter to match
the experimental data[80]. After reproducing his results, which are not taking the MBEs
into account, we use this value of the mobility to estimate the dark current components.
Results for both thermionic and tunneling components are reported in figure 3.5 b). The
values for the dark current (solid lines) now match the experimental data. Furthermore, the
tunneling component decreases by two orders of magnitude as the temperature increases
from 7K to 20K. Nevertheless we can not entirely rely on this model for the mobility to
design new structures. In fact, it has not been validate by other experiments involving
different devices. In addition it would make the mobility changes over more than one
order of magnitude, from 5.3 × 104 cm2Vs−1 to 1.2 × 103 cm2Vs−1. This is very far from
the expected constant value of µ = 1 × 104 cm2Vs−1 for a small range of temperatures.
Resulting simulation of the dark current using this model for new designs will be reported
in subsection 3.2.4.
The detectivity is also very sensitive to the temperature. We simulated it for wavelengths
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Figure 3.6: Evolution of the detectivity
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ranging from 50µm to 200µm. The resulting detectivities are shown in figure 3.6. The
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important and quick decrease of detectivity with the temperature is strongly correlated by
the number of electrons thermally excited to the continuum. Their evolution is represented
in figure 3.7 depending on the wavelength of absorption. The higher the target wavelength
of absorption, the shallower is the barrier, and the easier it is for the carrier to escape to
the continuum because of thermal energy. For this estimation, we assumed that we have
23 modules of length Lp = tw + tb = 200 + 951 = 1151A˚, a capture time of τc = 5 ps, an
absorption of 0.03% for each well and an optimum doping inducing Ef = 2kBT . Within
those approximations and in order to give a comparison, we obtain the same detectivity
for a THz QWP with a cut-off wavelength of 80µm at 5 K and a QWIP with a cut-off
wavelength of 14µm at 80 K. For a cut-off wavelength of λcut ≈ 110µm the detectivity
decreases from 1.375×107 cm
√
Hz/W to 266.9 cm
√
Hz/W when the temperature increases
from 5 K to 20 K. A more accurate estimation should calculate the real capture time taking
into account all the scattering processes, and the fact that the well width, barrier thickness
as well as the absorption are not constant for different wavelengths.
Finally, we estimated the BLIP temperature of device V267[105] as we can compare our
model to the experimental value of TBLIP ≈ 12K[80]. For our calculation we used the
reported values of ηw = 0.16%, λcut = 1.1× λpeak = 1.1× 80µm = 88µm and we assumed
τc = 5 ps, typical value for QWIPs (not measured yet for THz QWPs)[66]. Left-hand and
right-hand side of equation 2.48 are shown in figure 3.8. The intersection of the curves gives
TBLIP . For our example we find TBLIP = 9 K which is to compare to the experimental
value of TBLIP = 12 K. This is a satisfying result given the simplicity of the model and
our assumptions.
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Figure 3.8: Density of carriers in the continuum excited by the background photons (red)
and responsible of the device dark current (blue).
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3.2 New Designs
3.2.1 Potential calculation
As seen in section 3.1.1 the many-particles effects have a dramatic impact on device perfor-
mance of THz QWPs. By changing the doping distribution, the effective potential profile
can be engineered to exploit MBEs and new device structures with improved performance
is thus proposed and designed.
Device tw (A˚) tb (A˚) X Ldop (A˚) Lspace (A˚) fabs(THz)
S01 157 951 1.5 100 0 2.72
S02 180 951 1.8 100 3.8×Ldop 2.77
S03 200 951 1.9 200 4×Ldop 2.87
Ideal 188 951 1.9 100 0 2.73
Table 3.1: Studied designs, N2D = 4× 1010 cm−2 for all devices
Three THz QWPs designs with different doping profiles are designed with a target peak
absorption frequency around 2.75 THz. Their design parameters are summarized in Table
3.1. S01, S02 and S03 are doped respectively in the center of the well, into and further
into the barriers. For comparison, a fourth THz QWP (Ideal) was also simulated without
MBEs. Their effective potentials and the lowest two wavefunctions are plotted in figures
3.9 to 3.12.
Those figures show the additional MBE potentials deviate the effective potential profile
substantially from the ideal square potential (see figure 3.9 and 3.10). By splitting the
dopant profile into two parts and move them symmetrically into the barriers, the devi-
ation in potential profile can be substantially reduced (figure 3.11). In fact, Vxc is not
changing as it depends mainly on the ground wave function, whereas VH becomes positive
in the center of the well when moving the doping out of the well and into the barriers,
thus compensating for Vxc. The total effective potential is therefore modified back to the
ideal square potential. If the doping profile is shifted further into the barriers (S03) VH
can overcome Vxc in the barrier, thus creating potential bumps close to the well as shown
in figure 3.12. Then the structure could behave like a double barrier QWP[108] without
having two barriers with different Al concentration, which simplifies the growth process.
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Figure 3.11: Potential of the design S02.
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Figure 3.12: Potential of the design S03.
3.2.2 Absorption spectrum
The absorption spectrum has been calculated for each structure under a bias of 1.5 ×
104 V.m−1 and is represented in figure 3.13.
From this figure, we verify that the design peak absorption frequency is around 2.75
THz. The peak absorptions are slightly off 2.75 THz as the optimization of the well widths
has been done at zero bias condition. Indeed the peak absorption frequency is not constant
as the bias applied to the device increases. Figure 3.14 shows the dependency of the peak
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Figure 3.15: Evolution of the absorption with the electric field for each studied structure.
absorption on the electric field. We can notice that the absorption is lower than the ideal
case when we include the many-body effects (S01). This is attributed to the fact that
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the wavefunctions are more weakly confined as the potential barriers are thinner. S02
brings the peak absorption back to a value comparable, and even slightly higher than
the ideal structure. This is because the potential barrier of S02 is very close to an ideal
square barrier. The wavefunctions are then similarly confined for the both structures, thus
resulting in a comparable oscillator strength and absorption. For the ideal structure as well
as for S01 and S02, the absorption quickly converges to a stable value. Both S03 absorption
and peak absorption frequency appear to be highly electric-field dependant. Actually, the
wavefunction shape is strongly determined by the position of the energy state compared
to the potential bump. Three cases can be distinguished:
 The excited energy state is below the potential bump. In this situation, the state is
well localized inside the well in a similar way as with a square barrier.
 The state energy is located between the bottom and the top of the bump. In this
case, special attention has to be given to the design. For specific well width, the
wavefunction can be mainly localized between the right and left bumps of two adja-
cent modules, outside of the well. It would drastically reduce the oscillator strength
and consequently the absorption.
 The energy state is above the bump, in the continuum. The results are then similar
to bound-to-continuum devices.
If we want to maximize the confinement of the wavefunction, the energy state should be
at the bottom of the bump. To rise it to higher energy allows to find a trade off between
the absorption and the escape probability. In this sense, the potential bumps can be used
similarly to the extra barriers of the double-barrier QWIP[108].
The evolution of the absorption with the electric field is represented in figure 3.15. Several
observations can be made from this figure. First the ideal structure absorption is constant
and equals to 2.4 × 10−4. If we assume that we have 25 wells in our device, it yields
a total absorption of 0.625%. This is a small value compared to QWIP that typically
reach absorption around 25% but it agrees with the literature. The only restriction on the
tuning of peak absorption frequency is the limitation of the growth quality. In fact, we
assume that the smallest variation of the fraction of Aluminum that we can achieve with
a good control is of 0.1%. As we have to change the well width to keep the excited state
in resonance with the top of the barrier, it induces a discontinuous variation of the peak
absorption frequency. For example, if a fraction of aluminum X1 yields a peak absorption
frequency of f1 and the fraction X2 = X1 + 0.1% a frequency f2 the frequencies between
f1 and f2 will not be reachable.
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3.2.3 Transmission probability of the barrier
The transmission coefficient D(E) is a key parameter in the value of both the interwell
tunneling and tunneling-assisted thermionic dark currents. This dependence is highlighted
in the definition of the dark current by formula 2.24, and more specifically for the tunneling
component by equation 2.28. We can note that the tunneling dark current is linearly
proportional to the transmission coefficient. Considering that it varies over a broad order
of magnitude range (typically from very small values, around 10−12 − 10−11, to unity), it
is critical to achieve an accurate estimation of this coefficient. It is even more challenging
as no simulation results as been reported for the transmission coefficient of QWP with
non-squared potential barriers. Therefore, we chose to confirm the procedure described
in appendix B with the ideal square potential barrier corresponding to the ideal structure
detailed in table designs. In figure 3.16 we superimpose both the theoretical and numerical
curves obtained respectively in solid red and blue circles.
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Figure 3.16: Comparison between the theoretical (solid red) and numerical (blue circle)
calculation of the transmission coefficient with the WKB approximation (left side). The
difference is represented in solid black with the right axis.
The values of the transmission coefficient are given on the left axis and span from
≈ 10−11 to 1. We do not start to calculate D(E) at E = 0 but at E = E1 = 5.82 meV.
In fact, the density of states below E1 is zero, there is no electron to tunnel through the
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barrier. As a consequence the knowledge of D(E < E1) is not required. On the right-side
axis, we report the absolute difference between both approaches and represent it with the
solid black curve. Good agreement is reached between the two estimations.
Our procedure being ascertained by this verification, we can calculate the transmission
coefficients for the new design proposed in table 3.1. We represented them together in
figure 3.17.
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Figure 3.17: Comparison between the transmission coefficients numerically calculated with
the WKB approximation for the proposed designs.
In light of this figure, several observations can be done about the transmission coefficient
D(E):
 it is importantly underestimated if we don’t take into account the MBEs. D(E)
increases by more than one order of magnitude when the MBEs are included in the
simulation (D01(E < Vb)  Did(E < Vb)). This is because the effective barrier
thickness becomes smaller at the top of the barrier.
 the slope of D01(E < 0.9Vb) is larger than Did(E < 0.9Vb). The fact that the effective
barrier thickness decreases with energy for structure S01 explains this trend.
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 by shifting the doping to the side as with structures S02 and S03, we reduce D(E)
and its derivative away from Vb back to a value comparable to the square potential
barrier. Here again it is because the effective barrier width is almost constant with
energy and close to the ideal design.
 the differences between Did(E), D02(E) and D03(E) are located close to their re-
spective barrier heights Vb, as in the case for their potential. As an example, the
potential bumps on S03 barrier’s sides make D03(E) reaches unity slower, translated
by a lower slope close to Vb, compared to the ideal case.
We will see in subsection 3.2.4 that the impact of the transmission coefficient on the dark
current is justified.
3.2.4 Dark current
The total dark current as well as its interwell tunneling component at 7K of the four
structures in Table 3.1 were calculated and the results are plot in figure 3.18. As a rule of
thumb, the tunneling component of the dark current should be kept sufficiently low (i.e.
about one order of magnitude below the total dark current) to avoid bottom-out effects[78].
From the figure, one can note that this rule is satisfied in the ideal square potential case
where MBEs are not included in the simulation. When the MBEs are included and the
doping profile remains the same (such as S01), both the total dark current and its tunneling
component are drastically increased, leading to deteriorated device performance. The
overall effective potential in S02 is getting closer to the ideal square potential, thus its
tunneling current component is reduced comparing to S01. Shifting dopant further apart
into the barriers in S03, the tunneling component is further reduced to a level that is very
similar to that of the ideal square potential case. More importantly, the total dark current
in S03 is now lower than that of the ideal case, partially to its effective double barrier
potential profile. According to section 3.2.2, the absorption is similar for S01 and S03, but
the dark current of S03 is one order of magnitude lower than that of S01. As a result, the
detectivity of S03 will be at least three times as that of S01 (D ∝ η/
√
jdark).
We can note that the correlation between the dark current and the transmission coefficient
that we expect from subsection 3.2.3 is justified.
In the light of this results, we can underline another consequence as regards the design of
the barrier thickness. In fact, if we compare S02 dark current and the tunneling component
we can see that the later one is lower by more than one order of magnitude. It means that
the barrier is unnecessarily thick and it length can be reduce. By doing so, we can either
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Figure 3.18: Total and tunneling part of dark current at 7K. By shifting the doping, we
decrease the dark current by one order of magnitude.
reduce the total length of the device or fit more wells inside the active region without fear
of experiencing bottom-out effect at lower temperatures.
3.3 Limits of bound-to-quasibound QWP and future
designs
3.3.1 Very low frequency QWPs
One challenge for the next generation of QWIP is to reach lower frequencies of absorption.
In fact it becomes very difficult to efficiently design devices targeting peak absorption
frequencies below 3 THz for several reasons.
The first hurdle we meet when lowering the absorption frequency is related with the height
of the barrier. In fact, as the excited state as to be in resonance with the top of the barrier,
the potential becomes very shallow. This has different drawbacks related with the design
and fabrication.
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 The control of the aluminum fraction and migration during the growth is even more
critical. To reach very long wavelength, typical fraction of aluminum is below 1%.
 The barrier being lower, thermionic emission is easier which causes an important
increase of the dark current. To reduce this thermally-activated dark current to
a practical value, the device has to be cooled down to lower temperature. Liquid
Helium is reaching its limits and other cooling systems have to be taken into account.
Nevertheless, these systems are bulkier, more expensive and more difficult to set up,
which shifts further away THz QWP from commercial applications.
 The absorption is also importantly lowered. In fact, according to equation 2.22 and
2.23, the absorption of each well linearly depends on the doping and the energy of
the optical transition with are both diminishing. In addition the barriers and wells
thickness are increased, as a consequence less wells can be used as we do not want to
increase the total width of the device. It results an additional reduction of the total
absorption.
 In relation with the decrease of those parameters, we have seen in subsections 2.5.4
and 3.1.3 that the detectivity decreases exponentially as the wavelength of detection
increases.
Another concern is that when we target such low frequencies of absorption, it can be
hard to even reduce the height of the potential barrier because of the many-body effects.
Indeed, the MBEs introduce a potential that is superimposed to the ideal square potential.
This effect is maximum is we uniformly dope the center of the well. To illustrate this
limitation we simulated a non-realistic device with a well width of 280, a barrier thickness
of 951, an aluminum fraction of 1% and a sheet doping density of 4 × 1010 cm−2. We
calculate the potential without including the MBEs and taking them into account with
a uniform doping in the center of the well and inside the barrier. Results are shown in
figure 3.19. If the doping is in the center of the well, as it is usual with the THz QWPs
presented in the literature, the accumulated additional potential introduced by the MBEs
is around 4.93 meV whereas the ideal potential barrier is 9.06 meV. In other word, the
barrier height is increased by 54.3%. If we adopt the strategy developed in section 3.2 and
shift the doping to the barrier we can reduce this discrepancy. The extra potential added
by the MBEs is now only of 0.84 meV, or 9.32% of the ideal barrier.
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Figure 3.19: Potentials calculated for the design presented in the text box, without includ-
ing the MBEs (blue) and with them, doping being either in the center of the well (red) or
in the barrier (black).
3.3.2 New designs
The very shallow barrier appears to be a problem as seen in the previous part. This limita-
tion is inherent in the actual THz QWP and QWIP structure. Innovative devices have to
be develop in order to alleviate this issue. In this section, we study the possibility to adapt
designs used in the infrared region, and mentioned in section 1.3.2, to the terahertz range.
The potentials, energy states and wavefunctions of three of them have been simulated: the
THz QCD and the bound-to-miniband and phonon-assisted band-to-miniband THz QWP.
For those devices, the barrier is much higher than for a standard THz QWP. In fact the
fraction of aluminum is varying from 8% to 15% compared to 1% to 3% for a THz QWP. In
particular it induces that the impact of MBEs is much less in comparison with the shallow
barriers THz QWPs.
Terahertz Quantum Cascade Detectors
A first alternative is to turn to the THz QCD. In fact it has been the first design proposed
to sense THz radiation with a MQW structure, reported by Graf et al [64]. They achieved
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a good detectivity (5 × 107 cm
√
Hz/W) despite the low responsivity (8.6 mA/W) and
managed to detect signals up to 50 K.
For the device we simulated, the layers are (in A˚): 24/ 300 / 35 / 140 / 50 / 155 / 40 /
172 / 38 / 190 / 36 / 220 where barriers are in bold characters. The aluminum fraction
is x = 15%. The resulting potential and wavefunctions of one module are plotted in figure
3.20. The energy of the optical transition is 14.39 meV (3.48 THz).
The optical transition happen between the states A7 and B1, the excited electron then
cascades along the states B1 to B7. For the QCD operating in the infrared range, the
transition between two states of the cascade relies mainly on LO-phonon transition. Nev-
ertheless, the energy of the optical transition is below the LO-phonon energy for terahertz
absorption. It is typically around 5-15 meV whereas the LO-phonon energy is of 36 meV
for GaAs . Then, this cascading is taking place by electron-electron scattering which is
much slower than the LO-phonon scattering, as a result it is difficult to efficiently extract
the electrons from the excited state B1 to the next ground state B7.
The greatest advantages of this structure is that it can be operated at zero bias, as a con-
sequence the dark current is much lower leading to higher potential maximum temperature
and better detectivity (despite a lower responsivity). In addition, the continuum does not
have to be taken into account as the transitions always occur between bound-states. It
greatly reduce the complexity of the modeling. We also benefits from the work done on
QCL as they have a nearby operation principle and theoretical modeling. However QCDs
are facing a lower quantum efficiency compared to QWIPs. QCD theory has been recently
studied by Delga[109, 110].
Bound-to-miniband THz QWP
Another design that has been tried in the infrared range is the bound-to-miniband active
region. We have adapted this scheme to the THz range and propose a design for THz GaAs
bound-to-miniband QWP. It is based on the following layer thicknesses for one module:
70 / 320 / 60 / 195 / 70 / 195 (in A˚, barriers are in bold). The corresponding fraction
of aluminum are 8 / 0 / 8 / 0.8 / 8 / 0.8 in %. A different fraction of aluminum has been
used for wells that are not involved in the absorption but only in the carriers transport in
order to reduce the tunneling between adjacent ground states. The resulting potential and
energy states are shown in figure 3.21 and the corresponding wavefunctions in figure 3.22.
The energy of the optical transition is between 10.8 meV and 12.5 meV (corresponding to
2.61 THz and 3.02 THz). In fact, as they couple together, excited energy states are splitting
and occupy a broad range of frequency, over 1.7 meV (or 412 GHz). Even more spreading
of the excited miniband is expected for realistic devices with more modules.
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Figure 3.20: Quantum cascade detector in the terahertz range.
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Figure 3.21: Band diagram of a bound-to-
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Figure 3.22: Band diagram of a bound-to-
miniband THz QWP representing the wave-
functions.
Phonon-assisted band to miniband
This innovative design is relying on a bound-to-miniband followed by a phonon transitions
and operates under an electric-field. It is closer to the mechanism of a QCL. We show in
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figure 3.23 a proof of concept device potential and wavefunctions. The layers are 318 /
85 / 92 / 85 / 86 / 85 / 75 / 85 / 68 / 85 / 62 / 85 and the fraction of aluminum is
of 9%. A realistic design would require design optimization. The electron is excited from
the ground state of the larger well to the excited state of the same well, couple with a
miniband. The electron is then extracted from this miniband to the next ground state by
LO-phonon relaxation. In fact, the energy difference of the miniband and the ground state
of the next module is equal to the LO-phonon energy in GaAs , ELO = 36 meV. An issue
could be the leakage paths indicated in red, from miniband to miniband through states 2
or 3 of the larger well.
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Figure 3.23: Phonon-assisted band to miniband detector in the terahertz range.
In chapter 3 we reported the simulation results we obtained with our framework. First
we showed how to design structures with optimum well and barrier width as well as the
possibility to quantify the impact of the temperature on the performances with our model.
These results have been presented at CLEO 2013 conference[111]. We then proposed
new designs that benefits from MBEs to reduce the dark current and thus increase the
detectivity. To our knowledge, this is the first time MBEs are used as an advantage to
design QWP devices, they are usually an obstacle that moves away the devices from the
targeted performances. We reported this principle to take advantages of MBEs to improve
the performances in Applied Physics Letters [112]. Finally, we adapted some devices that
had been used in the infrared range to the terahertz domain.
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Chapter 4
Conclusion and future work
The technologies to detect THz radiations are still underdeveloped. This is in part due
to the lack of convenient devices to emit at those frequencies, but to the lack of practical
detectors. The development of thus components would boost the use of THz technologies
for many applications, including homeland security, biomedical imaging, very high-speed
wireless telecommunications or spectroscopy. In regards to fill this ”THz gap” the per-
formances of actual detectors need to be improved. Considerable progress has been made
with the development of THz QWP devices. Nevertheless, the underlying physics and
the impact of the active design on the performances remain not completely understood or
predictable.
In this thesis we reported the implementation of a framework to simulate and improve
the design of QWP devices in the THz range. Matlab code was written not only to simulate
given active region but also to find optimum design parameters. The functions that were
implemented are commented and reusable for potential future work on this subject.
We first described the working principles of QWPs. We derived one model to design
THz QWPs main parameters, especially the well and barrier thicknesses, the doping and
the fraction of aluminum. Special attention was given to the energy potential calculation
by including the MBEs. Light coupling into the devices was discussed. The profile of the
electric field power density inside the devices was estimated and shown to be totally differ-
ent compared to QWIP devices. To the opposite to actual habit, it is shown that the top
contact can cover more than half the mesa area. Finally methods to calculate the usual
figures of merit were given. It includes the absorption, dark current and photocurrent,
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responsivity, detectivity and operating temperature of the devices. Compared to models in
the literature, we were able to calculate the dark current for arbitrary potential shapes, in
particular the transmission coefficient could be calculated for non-square potentials. This
is the first time that dark current simulations for THz QWPs taking into account the
many-body effects are reported.
In a last chapter, we reported simulation results obtained within this framework and
compared them to the literature. Therefore, we were able to simulate ab initio the peak ab-
sorption frequency, the dark current and especially its tunneling component and the electric
field power density distribution in the device. We also wrote routines to estimate the ab-
sorption spectrum, the detectivity and the BLIP temperature by building on experimental
parameters reported in the literature. New designs benefiting from MBEs were presented.
They were shown to reduce the dark current by one order of magnitude and thus increase
the detectivity by three times. Relying on our simulations, we shed the light on some
limitations that will be encountered for lower peak absorption frequencies. We proposed
designs with different carrier transport mechanisms that could palliate those shortcomings.
Overall, this work showed how to more accurately model THz QWPs. Especially, pro-
gresses were made for the simulation of the dark current components. Thus, for the first
time to our knowledge the transmission coefficient was calculated for arbitrary potentials,
leading to better estimation of the tunneling and thermionic dark current paths. To be
able to include arbitrary potentials is critical when we take into account the many-body
effects. In fact, they make the potential to be non-square and thus it was not possible to
calculate the dark current with the state-of-the-art models. For the first time to our knowl-
edge, a side-doped Thz QWP design was proposed showing better performances from our
framework. Indeed, by shifting the doping we were able to change the potential by using
the many-body effects. According to our simulations, the dark current was reduced by one
order of magnitude and then the detectivity increased by a factor 3. Designs to realize
bound-to-miniband and phonon-assisted band-to-miniband are proposed for the first time.
Finally to follow the research on THz QWPs we can distinguish two directions to work
on in the future.
On the one hand, the model can be changed in order to be more accurate and to be able
to calculate more parameters. Especially, we think that rate equations and density matrix
models could lead to better results and understanding of the physics behind THz QWPs,
as it has been the case for THz QCLs. The rate equation model has been mainly studied
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by Jovanovic´ et al.[113, 114] and Trinite´ et al.[83] for QWPs in the infrared range. To our
knowledge it has never been applied to THz QWPs. Likewise, the density matrix model
has never been used for THz QWPs. Further improvement of the model might also be
reached by taking into account the diffusion of the dopant during the growth of the device.
In fact, the doping profile has been shown to have a critical impact on the potential shape
and, as a consequence, on the design. In addition, it has been shown that QWIPs undergo
electric field domains, causing non periodicity in the potential shape, especially for the
wells close to the contacts. Deeper understanding of these phenomena would also help to
design devices with better performances.
On the other hand, samples have to be grown, fabricated, packaged and characterized
to confirm, or invalidate, our new designs. In fact, we have been able to confirmed our
model with experimental data reported in the literature for standard designs. Nevertheless
we are not sure how accurately the MBEs can be manipulated to tailor new designs.
We made THz QWP devices and their fabrication is detailed in appendix D. The device
characterization is ongoing and the resulting experimental data will be used to confirm our
simulation results in near future.
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Appendix A
Imaging experiments
A.1 Transmission mode
Figure A.1: 20 euros banknote in transmis-
sion mode
Figure A.2: 50 Canadian dollars banknote
in transmission mode
In this section we report additional results that we obtain as regards terahertz imaging.
We studied in transmission mode banknotes from different countries made of various ma-
terials. In 20 euros banknote (figure A.1) we manage to identify architectural structures
such as an abbey and pillars. Through new polymer-made 50 Canadian dollars banknote,
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we resolved tower steeple, numbers and maple leaf such as indicated in figure A.2. With
Figure A.3: 2 Argentinian pesos banknote
in transmission mode
Figure A.4: 10 pesos Argentinian pesos
banknote in transmission mode
2 and 10 Argentinian pesos banknote, we recognize respectively the watermarked faces of
Bartolome´ Mitre and Manuel Belgrano.
A.2 Reflection mode
We also conducted experiments in reflection mode. The setup is described in figure A.5.
A piece of wafer has been used to align the system. The studied sample was a 1 Canadian
dollar coin. From figure A.6 we see that we can resolve the duck. In reflection mode, the
difficulty to align correctly the system and the diffraction effects tend to decrease further
the image quality.
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Figure A.5: Imaging experiments setup in reflection mode
Figure A.6: Imaging experiments in reflection mode with a 1 Canadian dollar coin
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Appendix B
Transmission Coefficient Derivation
in the WKB approximation
B.1 Square barrier
We consider a square barrier potential such as pictured in figure B.1. By solving Schro¨dinger
Region 1 Region 2 Region 3
z
ψ1  = A1eikz
+ B1e-ikz
(z) ψ2 = A2eκiz
+ B2e-iκz
(z) ψ3 = A3eikz
+ B3e-ikz
(z)
Figure B.1: Square potential barrier and wavefunctions corresponding to each region
equation, we find the stationary states in each region:
Ψ1 = A1e
ikz +B1e
−ikz (B.1)
Ψ2 = A2e
iκz +B2e
−iκz (B.2)
Ψ3 = A3e
ikz +B3e
−ikz (B.3)
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where k =
√
2mwE/~ and κ =
√
2mw(Vb − E)/~. We assume that there is no wave
incoming from the right side (B3 = 0). We use the continuity of Ψ(z) and
∂Ψ(z)
m∗(z)∂z
at
each interface (z = 0 and z = tb) to find the transmission coefficient:
T (E) =
∣∣∣∣A3A1
∣∣∣∣ = 4E(Vb − E)4E(Vb − E) + V 2b sinh2(κtb) (B.4)
≈ 16E(V0 − E)
V 20
e−2κtb (B.5)
The approximation holds when we have a thick barrier (κtb  1) and E(Vb − E) 
V 2b sinh
2(κtb).
B.2 Arbitrary barrier
We divide the potential in N =
z2 − z1
dz
steps and assume the potential is constant over
each dz subdivisions such as shown in figure B.2. Within the approximation of a thick
z
V(z)
V(z)~
0
z1 2z
Figure B.2: Discretization of the potential barrier for an arbitrary shape
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barrier, we can further simplify the transmission coefficient of equation B.5 into:
T (E, z) = e−2k(z)dz with k(z) =
√
2m∗(z) (V (z)− E)
~
(B.6)
m∗(z) and V (z) are the electron effective mass and potential at position z. The probability
of finding the electron at z + dz is its probability to be at x multiply by the transmission
probability:
P (z + dz) = T (z)P (z) (B.7)
We apply the logarithm function to solve this equation, and by defining P˜ = lnP (z) and
T˜ = lnT (z) = −2k(z)dz:
dP˜ = P˜ (z + dz)− P˜ (z) = −2k(z)dz (B.8)
Which is integrated from z1 to z2 to get the resulting transmission coefficient:
T˜ (E) = ln
P (z2)
P (z1)
(B.9)
= P˜ (z2)− P˜ (z1) (B.10)
= −2
∫ z2
z1
k(z)dz (B.11)
We finally deduce the transmission coefficient for the barrier:
T (E) ≈ exp
−2∫ z2
z1
√
2me(z)(V˜ (z)− E)
~
dz
 (B.12)
The integral is evaluated numerically for energies from the ground state to the barrier
height Vb. T (E) is set to 1 for E ≥ Vb.
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Appendix C
Interferences phenomenon in the
active region
C.1 Power density of the electric field growth axis
component
In case we have a metal covering the whole device, the electric field can be written:
Fm =
FxFy
Fz
 = 2F exp (ikxx− iωt)
i cos θ sin(kzz)0
sin θ cos(kzz)
 (C.1)
If their were no metal but only air surrounding the devices, total internal reflection (TIR)
would happen as explained in section 2.4. Taking into account the pi/2 phase shift intro-
duced by the TIR and neglecting the phase shift caused by the expansion of the electric
field in the air, the electric field would be:
Fd = 2F exp (ikxx− iωt)
 cos θ cos(kzz)0
i sin θ sin(kzz)
 (C.2)
If we cover only x% of the device with metal, the light impinging through the facet with
an angle θ, the resulting electric field can be estimated by:
Ft = Fm
√
x+ Fd
√
1− x (C.3)
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According to the polarization rule, only its component along the growth direction z can
be absorbed. The power density of this component is:∣∣F tz ∣∣2 = |2F sin θ|2 ∣∣cos(kzz)√x+ i sin(kzz)√1− x∣∣2 (C.4)
= |2F sin θ|2 (x cos2(kzz) + (1− x) sin2(kzz)) (C.5)
= |2F sin θ|2 (sin2(kzz) + x (cos2(kzz)− sin2(kzz))) (C.6)
= |2F sin θ|2 (sin2(kzz) + x (1− 2 sin2(kzz))) (C.7)
= |2F sin θ|2 (sin2(kzz)(1− 2x) + x) (C.8)
(C.9)
C.2 Interpretation
The first variable is the light angle of incidence θ. When the light is shining perpendicularly
to the device surface (θ = 0) we verify that the z-component power density is going to zero.
Hence no light is absorbed.
The second parameter is the percentage of the device covered with metal x. Three cases
have to be distinguished:
1. x > 50%, the metal occupy more than half the mesa surface.
2. x = 50%, the metal occupy exactly than half the mesa surface.
3. x < 50%, the metal occupy less than half the mesa surface.
In the first case, the power density is maximum at the top contact and decreases until
it reaches a minimum. The behavior of the third case is opposite, the power density is
minimum at the top contact and starts to increase while going further in the device. We
note that the power density is periodic, of period λ = λ0/n (λ0 is the wavelength is the
vacuum). Examples are given in figure C and the variations of the power density depending
on x are given in figure C.1. When we are in the intermediate case (x = 50%), the term
sin2(kzz)(1− 2x) goes to 0 and the power density is then constant throughout the device.
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z∣∣F tz ∣∣2
when
x > 0.5
∣∣F tz ∣∣2
when
x < 0.5
0 λ/4 cos θ λ/2 cos θ
2xF 2
2(1− x)F 2
2xF 2
2xF 2
2(1− x)F 2
2xF 2
Figure C.1: Variation of the power density through the device, z = 0 being the top contact
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Appendix D
Fabrication
D.1 Fabrication and packaging
Devices with different mesa sizes have been fabricated. Each mesa are square and their
rims are 200 µm , 400 µm , 600 µm , 800µm , 1 mm and 1.5 mm. The four smaller
mesas are duplicated twice to optimize the wafer use. The relative positions of the mesas
is represented in figure D.1 which is the mask used for their etching.
The wafer is first cleaved into pieces of around 2cm×2cm by using a diamond scribe. A
1.5 mm
120 um
200 um400 um600 um800 um1 mm
Figure D.1: Disposition of the devices in one bar
niche is made on the wafer side and a force is applied to cleave it. This piece will be used
to make 3 rows of devices according to the mask pattern in appendix D.2. The procedure
is described in more details in the process sheet in appendix D.3 and represented in figure
D.2. We use a standard cleaning procedure on the piece (Acetone, Isopropanol and RIE).
A first layer of photoresist is deposited by spin-coating and exposed. The device is plunged
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Figure D.2: Fabrication steps
in H2SO4 : H2O2 : H2O (piranha solution) to etch the areas of the device not covered by
the photoresist down to the bottom highly doped layer and thus form the mesas. The
etching rate has been measured and fluctuates between 220 and 390 nm/min for a piece in
the center of the wafer after 3 minutes of etching. The overall rate value is 308 nm/min
and the final value is 318 nm/min. The total depth etched is between 3.19 nm and 3.21 nm.
Clean and sharp results are obtained as we can see on the microscope pictures D.3 and
D.4 of the smallest features (alignment and identification marks).
The next step is to deposit a passivation layer of SiN, protect the side walls of the mesa
with photoresist and etch the rest with CF4/O2 RIE. Finally, Aluminum bottom and top
contacts are deposited at the same time by usual liftoff techniques. In appendix D.2, we
show all the mask at our disposal. We have only one mask for the mesa etching and one
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120 um
20 um
Figure D.3: Alignment mark after etching
500 um
19
5 
um
Figure D.4: Alignment mark after etching
for the SiN passivation layer. Nevertheless, we designed 5 masks for the metal contact
deposition. Each of them produces a top contact with a mesa coverage varying from 50 to
90 % with a step of 10 % to experimentally confirm the discussion lead in section 2.4.
The packaging is separated in four steps: bar dicing, 45° facet polishing, mounting and
wire-bounding. Those steps are synthesized in figure D.5. The 3 rows of devices are then
Dicing Polishing
Mounting
Wire
bounding
Figure D.5: Packaging steps
diced from each other by using a micromaterial process laser. The model we use is a
LPFK Protolaser U3. The resulting cleaving is sharp but the facet we obtain is dirty
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over ≈ 100µm. Devices being 500µm away from the facet after cleaving, the dirty layer
is consequently not in contact with the devices, far by ≈ 400µm. The facet on which
the light will impinge is then polish at 45° for each of these bars. A rectangular cuboid
with one facet milled at 45° metallic sample holder has been realized for this procedure.
The sample is glued with wax at the top edge of the holder angled facet and mounted
into a sample holder. Hand-polishing is performed by hand by pressing the sample holder
successively onto 600, 800 and 1200 grits sandpapers rotating at approximately 50 rpm on
a standard lapping machine. The edge of the holder with the glued device is held in the
opposite direction of the rotating sandpaper in order to avoid to loosen the device from the
holder. Finally, 3µm diamond paste polishing is performed to reach an atomic-flat facet.
The resulting polished sample is dismounted from the sample holder with an acetone bath
at 50°C.
The sample is then mounted on a device carrier and connection is made with gold wire-
bounding.
Two package holder and cold finger has been designed. The cold fingers are represented in
figure D.7. On one hand, The first cold finger is inclined by 45°and is mounted for IV and
absorption spectrum measurement. On the second hand, the other cold finger has an angle
of 72°with the vertical and is used to measure the absorption spectrum with a TDS setup.
In this setup, we look a the modification of a femtosecond signal after traveling through
the studied sample. As a consequence, a window is made in the second cold finger to allow
the light to go through the sample.
Cryostat
Device
Cold finger
a) Cold finger with a 45 °angle
Cryostat
Cold finger
Device
b)Cold finger with a 72 °angle
Figure D.6: Position of the cold finger and device in the cryostat
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Figure D.7: Top view of the cold fingers used for QWP characterization
D.2 Mask
We represent in figure D.8 the mask that we have used for the fabrication. The center
pattern is used for the mesa etching, the center left pattern for the SiN passivation layer and
the other patterns (apart from the bottom and top left pattern) for top metal deposition.
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Figure D.8: Mask used for the fabrication
D.3 Process sheet
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I. Wafer Structure 
This table sum up all the parameters of the design 
Parameter Name Value 
Well width    195   
Barrier     951   
Electron sheet density         
        
Aluminum fraction   1.9% 
Number of modules   23 
Doping (over      )        
        
Designed frequency   
 
      THz 
 
 
 
 
 
 
 
 
 
II. Device fabrication 
No Process Step Date Comments 
1 Initial clean (standard)   
 Acetone, 5 min (50 C)   
 Isopropanol, 5 min (50 C)   
 DI rinse, repeat steps 1 and 2   
 Ni blow dry   
 O2 plasma RIE 2 min: 20-20-20 (set-pressure-power)   
 Ni blow   
    
Active region 
400 nm GaAs : Si to    7 𝑐𝑚   
𝐿𝑤 GaAs well doped in the 
center 100   with 𝑁𝐷 
𝐿𝐵 AlGaAs barrier 
𝐿𝐵 AlGaAs barrier 
  3 
800 nm GaAs : Si to    7 𝑐𝑚   
GaAs substrate 
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2 Photoresist spinning   
 Ni blow   
 HDMS spin, 40 sec (500 rpm)   
 HDMS bake, 3 min (90 C)   
 S1813 spin (3 steps, continuous):   
 5 sec (900 rpm)   
 1 min (4000 rpm)  ~1.3 micron 
 Pre-bake, 3 min (90 C)  Acetone to remove poor film 
    
3 Exposure  Mask 1 (mesas) 
 Set soft contact, 36 micron alignment gap   
 Expose, 8 sec (364 nm)   
    
4 Development   
 MIF 314 developer, ~30 sec (watch for features)   
 Feature inspection   
 Post-bake, 5 min (110 C)  Check the features 
    
5 Mesa wet etch   
 Piranha is explosive and corrosive, extra safety steps: 
Email notification of all lab users, signs on doors 
Full face and hand protection, 
Perform during low-traffic hours 
Neutralize with KOH pellets, DO NOT STORE 
  
 H2SO4:H2O2:H2O, 1:8:320, monitor every 30 sec until 
target depth of 3.2 micron 
 ~300 nm/min into GaAs, will 
slow down and oscillate +/- 
30%, monitor closely 
    
6 SiN deposition  Passivation layer 
 PECVD nitride deposition, 6000 A, (350 C)   
    
7 Photoresist spinning   
 Ni blow   
 HDMS spin, 40 sec (500 rpm)   
 HDMS bake, 3 min (90 C)   
 AZ 3312 spin (3 steps, continuous):   
 1 min (4000 rpm)   
 10 sec (500 rpm)   
 1 min (3000 rpm)   
 Pre-bake, 5 min (90 C)   
    
8 Exposure  Mask 2 (nitride windows) 
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 Set soft contact, 36 micron alignment gap, align   
 Expose, 4 sec (364 nm)   
    
9 Development   
 AZ developer, ~30 sec (watch for features)   
 Feature inspection   
 Post-bake, 5 min (110 C)   
    
10 Window etching   
 CF4/O2 plasma RIE, 10 min 
15/5-40-75 (set-pressure-power) 
  
    
11 Photoresist removal   
 AZ developer, 5 min  Confirm with microscope 
    
12 Photoresist spinning   
 Ni blow   
 HDMS spin, 40 sec (500 rpm)   
 HDMS bake, 3 min (90 C)   
 AZ 3312 spin (3 steps, continuous):   
 1 min (4000 rpm)   
 10 sec (500 rpm)   
 1 min (3000 rpm   
 Pre-bake, 5 min (90 C)   
    
13 Exposure  Mask 3 (metal contacts) 
 Set soft contact, 36 micron alignment gap, align   
 Expose, 4 sec (364 nm)   
    
14 Development   
 AZ developer, ~30 sec (watch for features)   
 Feature inspection   
 Post-bake, 5 min (110 C)   
    
15 Metal deposition   
 EB deposition of  Al (450 nm)   
    
16 Metal liftoff   
 AZ developer, ~10 min  Confirm with microscope 
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