This paper explores the role played by multiple credit rating agencies (CRAs) in the market for corporate bonds. Moody's, S&P and Fitch operate in a competitive setting with market demand for both credit information and the certification value of a high rating. We empirically document the outcome of this competitive interaction over the period 2002 to 2007. Virtually all bonds in our sample are rated by both Moody's and Standard and Poors (S&P), and between 40% and 60% of the bonds are also rated by Fitch. This apparent redundancy in information production has long been a puzzle. We consider three explanations for why issuers apply for a third rating: 'information production,' 'adverse selection' and 'certification' with respect to regulatory and rules-based constraints. Using ratings and credit spread regressions, we find evidence in favor of Certification only. Additional evidence shows that the reported certification effects are consistent with an equilibrium outcome in a market with information-sensitive and insensitive bonds. In such a setting, ratings help to prevent market breakdowns.
Introduction
Credit Rating Agencies (CRAs) produce information about the risk of fixed income securities.
However, the various ways the information is used by financial, legal and regulatory entities may potentially influence the nature of the information production process. Bond ratings are not only used to assess risk, they are also used for certification, e.g. to classify securities into investment grade (IG) and high yield (HY, or junk) status. These classifications in turn influence institutional demand and serve as bright-line triggers in corporate credit arrangements and regulatory oversight. For example, regulations may mandate banks and insurance companies to keep much higher reserve capital for high yield issues than for investment grade, where the level of reserve capital required goes up in large discrete increments depending on which side of the investment grade boundary an issue lies. The institutional and regulatory importance of credit ratings to issuers and investors has raised questions about whether the current system provides the proper incentives to optimally produce reliable, value-relevant information about risk.
Almost all large, liquid US corporate bond issues are rated by both S&P and Moody's but not by Fitch. Fitch thus plays the role of a "third opinion" for large bond issues. 1 The most prevalent institutional rule used for classifying rated bonds is that, if an issue has two ratings, only the worse rating can be used to classify the issue (e.g. into investment-grade or non-investment grade). However, if an issue has three ratings, the middle rating should be used (see for example the Basel II accord or the NAIC guidelines). 2 Therefore, if S&P and Moody's ratings are on opposite sides of the investment grade boundary, the Fitch rating (assuming it is the marginal, third rating) will decide into which class the issue falls.
In light of this practice, a natural question is whether Fitch might play the role of "tie-breaker" for large bond issues, and if so, what the nature is of the "tie" being broken, specifically whether Fitch's decision seems informational or regulatory/rules-based. We thus address the question of whether the third rating agency primarily plays a certification role or an informational role in the marketplace for bond ratings. If the certification role dominates, only the weaker issuers would need a third rating. Therefore, we also investigate whether the option of a third rating leads to adverse selection effects in pricing.
1 For smaller issues, Fitch is occasionally one of two raters. However, almost all bonds in our final sample are rated by both Moody's and S&P (see also Figure 1 ). Specifically, about 95% of all bonds in our database with at least 2 ratings are rated by both S&P and Moody's. This lack of cross-sectional variation in having an S&P or Moody's rating means that we can only study the implications for having Fitch as a third rating. Accordingly, we remove from our sample all bond issues that do not have ratings from both S&P and Moody's. For this sample of bond issues rated by both Moody's and S&P and using quarterly observations for [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] , about 60% of observations have a Fitch rating. As a result, the main focus of our paper will be to consider the 'marginal' role of Fitch ratings, while controlling for S&P and Moody's ratings. 2 The National Association of Insurance Commissioners (NAIC) is the organization of state insurance regulators. 3 To address these issues, we consider three hypotheses that could lead to demand for multiple credit ratings: An 'information production' hypothesis, a 'rating shopping' hypothesis and a 'certification' hypothesis. Under the information hypothesis, investors are averse to uncertainty, which is reduced by adding extra ratings. Under the rating shopping hypothesis, issuers 'shop' until their average rating at least conforms to their own credit assessment. Under the certification hypothesis, market and regulatory forces create a need for one or more CRAs to credibly separate issues into two types: investment grade and non-investment grade. For all three hypotheses, we derive implications which are tested in the empirical section of the paper. For example, for information production, one would not expect systematic differences in ratings across CRAs, whereas for rating shopping (by selection) and certification ('niche' rating) one would expect an extra rating to be more optimistic. 3 For our empirical analysis, we use bond price data, issue and firm characteristics and credit ratings for U.S. corporate bond issues over the period 2000 through 2007. 4 Consistent with previous research (see for example Cantor and Packer, 1997) we find that Fitch, on average, assigns the highest (i.e., most credit-worthy) ratings, while Moody's on average assigns a lower rating than both S&P and Fitch. Given these systematic differences, we conduct further tests on the three hypotheses. A logit model predicting whether an issue is rated by Fitch finds little evidence that proxies for asymmetric information or dispersion of opinion predict a Fitch rating, which is evidence against both rating shopping and information production.
Instead, having a Fitch rating is strongly associated with S&P and Moody's ratings being on opposite sides of the investment grade boundary. This is consistent with the Fitch rating having a significant certification value as a "tie-breaking" rating agency for purposes of certification of investment grade status. Consistently, financials, which are extremely dependent on a credit rating are more likely to have a Fitch rating when Moody's and S&P disagree. However, we do not observe this pattern for other measures of uncertainty or opaqueness. However, we do not find that Fitch ratings are different from typical Fitch ratings (particularly more optimistic) in these specific cases where Fitch ratings may be the "tie breaker" for an investment grade classification, notwithstanding the significant economic consequences of Fitch's decision.
Next, we consider the impact of multiple ratings on credit spreads in order to estimate the importance of the certification and information effects. While credit ratings, in general, contain information about risk, the information about risk provided by the third rating agency (assumed to be Fitch) seems marginal. The major and critical exception is that, if they are relatively positive, Fitch 4 ratings lead to lower credit spreads around the investment grade boundary. In particular, bond issues for which the Fitch rating pushes a bond over the investment grade threshold (i.e., where S&P and Moody's are on opposite sides of this boundary) have a credit spread that is 45 basis points lower than when it confirms the High-yield [HY] status, controlling for risk characteristics. This economically very large difference suggests that the certification effect can significantly lower the issuer's cost of capital (apart from endogeneity considerations, which do not seem obvious for the very specific case of S&P and Moody's being on opposite sides of the IG boundary, e.g., we control for various measures of uncertainty, including credit rating dispersion).
For bond issues that are not at the margin of the investment-grade classification, the certification effect of adding a Fitch rating is negative on average, increasing the credit spread by about 8 basis points when Fitch confirms the average rating given by Moody's and S&P. Thus, absent the benefit of certification, the third rating seems associated with a higher risk-adjusted cost of capital. This is consistent with a certification-related adverse selection effect and further evidence against information production as an explanation for multiple ratings.
We further investigate certification as a co-ordination mechanism for differentiating securities with respect to information sensitivity. Following Gorton and Pennacchi, (1990) and Boot and Thakor (1993) , we consider a setting with two types of investors in which issues with a lower credit quality carry more uncertainty. With one type of investors having regular trading needs and only the other type able to efficiently conduct costly research to reduce uncertainty, we get a market breakdown for intermediate quality bonds. In this setting, credit ratings can restore trading by reducing the uncertainty about the value of information. Theoretically, this should lead to lower liquidity of high yield bonds, a concentration of Fitch (certification-induced) ratings around the IG-HY boundary and higher credit spreads for Fitch rated bonds especially in periods of high uncertainty when the value of certification increases. These predictions are confirmed empirically, such that the certification effects documented in this paper seem consistent with an equilibrium outcome in a market with information-sensitive (i.e., high yield) and insensitive (i.e., very high credit quality) bonds.
Taken together, our work suggests that a major function of CRAs is to certify to relatively uninformed traders that they do not face a significant informational disadvantage. Absent the IG-HY boundary certification, there might be a no-trade equilibrium due to adverse selection. In the long run, a necessary condition for the credit rating agency to have credibility about the IG-HY classification is that it produces and uses value-relevant information about the firm. A rubber-stamp without research will not serve the certification purpose in the long run, especially if the regulatory emphasis on credit ratings would change in the aftermath of the current credit crisis. Thus, the research by CRAs -to the extent that it is independently verifiable -is a means to earn the trust of the marketplace. Competition among CRAs in information-production seems a necessary condition for effective certification, even if in equilibrium the third rater does not seem to provide significant new information. 5 The remainder of the paper is organized as follows. Section 2 contains our motivation for the empirical tests and the various hypotheses, and also considers related literature. In section 3, we discuss the sample construction and methodology. Section 4 presents the empirical results on the three hypotheses. Section 5 explores the certification effect in more depth and section 6 concludes.
Motivation

Credit Rating Agencies and Regulation
There are three major credit rating agencies (CRAs) in the U.S. market: S&P, Moody's and Fitch. In addition to these big three, there are seven minor CRAs that issue credit ratings that qualify for meeting regulatory standards. While the purpose of a credit rating is to reflect the creditworthiness of an issue or issuer, the rating agencies have some discretion in the philosophy underlying their rating system and are not required to make their rating methodology public. 5
CRAs are licensed as Nationally Recognized Statistical Rating Organizations (NRSRO) by the Securities and Exchange Commission. This official designation has a number of effects. First, CRAs are exempt from Regulation FD, allowing corporations to share value-relevant information with the rating agency without disclosing it publicly. Second, the SEC designation allows credit ratings to be used for meeting regulatory requirements that call for a minimum or an average rating value. For example, until June, 2008 the SEC required that money market mutual funds hold instruments with a credit rating in one of the two short-term higher credit rating categories. This effectively provided a "safe harbor" for mutual funds with respect to litigation over fund failures.
Banking regulations enacted under the so-called 'Basel II accords' explicitly rely on NRSRO ratings for determining risk-based capital. In particular, bonds held by banks are assigned risk "weights" based upon their credit ratings, which in turn are used to calculate how much reserve capital should be held. 6 US insurance companies are subject to very similar risk-based capital requirements and European financial companies will follow soon with the implementation of 'Solvency II.' Although there is much discussion about treating bank and insurance assets in the context of their total portfolio that would take into account co-variance rather than security-specific risk, as of mid-2008, a large portion of U.S. institutional portfolios are still subject to regulation tied to ratings by a relatively small number of NRSROs.
In June, 2008, the SEC proposed to eliminate language in many regulations pertaining to NRSROs, and instead allow an alternative decision-making function, perhaps recognizing that reliance on credit ratings agencies had the potential to distort the information gathering and investment decision-5 Indeed, some ratings have a point-in-time perspective, whereas others (including the three major CRAs) employ a 'through-the-cycle' vision. Similarly, while some rating agencies aim to reflect cross-sectional variation in default probabilities (like S&P and Fitch), others aim to also incorporate loss given default and reflect dispersion in expected loss (like Moody's). 6 This is what most smaller banks will use. 6 making process. The motivation for this change stemmed from the subprime mortgage crisis that began in 2007, and from concerns that the top three CRAs may represent an artificial, effective oligopoly enabled by government regulation. Among other things, the concern is that this oligopoly might not be the optimal mechanism for revealing information related to the risk of fixed income securities, and instead might be used as an artificial safe-harbor to excuse investment managers from exercising business judgment. As such, it could allow the CRAs to extract rents from corporations by virtue of serving as "gate-keepers" to the investment-grade (IG) rating, especially as the CRAs are paid by the corporations whose bonds are rated. Moreover, competition among CRAs could lead to a so called "race to the bottom", i.e. competition over deteriorating standards to attract more customers. This is an often heard concern about the structured finance market in the (subprime) mortgage crisis.
While all of the aforementioned issues are of a regulatory nature, the wider financial industry has also grown increasingly dependent on CRAs. Financial institutions typically center self-regulation around credit ratings, e.g. mutual funds stating in their charter to only invest in investment-grade (IG) quality fixed income securities. Trading and internal risk management models often take credit ratings either as primary or as calibration inputs. Many corporate credit arrangements, like collateral requirements and haircuts are further driven by credit ratings. Moreover, ratings are an important factor in determining whether a bond qualifies for inclusion in prominent corporate bond indices like the Lehman Brothers US Corporate IG Index. Inclusion in such an index may greatly improve the liquidity of an issue, since for example index tracking institutions will trade more in them. Several papers show that a higher liquidity leads to lower credit spreads (see for example Chen, Lesmond and Wei, 2007) .
Typically, these procedures tend to incorporate all (multiple) rating information available, extending possible certification effects well beyond those resulting from financial regulation. 7
Why Multiple Ratings Matter
In this section, we consider different mechanisms that could lead firms to solicit and pay for multiple ratings. We base these hypotheses also on empirical evidence provided by the previous literature. The three hypotheses we consider are (i) the "Information Production" hypothesis, (ii) the "Rating Shopping" hypothesis and (iii) the "Certification" (or clientele or regulation) hypothesis.
Below, we will give a short description of each and discuss its testable empirical predictions. Table 1 summarizes their empirical predictions.
To start with, the reason for multiple ratings could be the need for increased information production, with more ratings reducing uncertainty about the credit quality of the rated bonds. Each CRA produces potentially different and new information relative to the other CRAs. If investors appreciate this additional information, it may lead to a reduction in uncertainty and result in lower credit spreads for bonds with more ratings. The natural implication of this hypothesis is that the marginal value of an extra rating will be largest for the bonds that are subject to most uncertainty. However, in a 7 See for example Lehman Brothers AG Index Factsheet; nowadays this index is called Barclays Global Investor US corporate IG index. 7 rational asset pricing framework, an information effect will only take place when the rating errors made by, or disagreements amongst, CRAs are systematic. If not, rating errors or disagreements would average out in a well-diversified portfolio of bonds. For example, this can happen when each rating agency fails to incorporate important information from different systematic factors. In this case, ratings can unconditionally be accurate, but not conditional on these factors. Another setting in which an information effect can arise is more behavioral in nature. If investors are averse to even idiosyncratic rating errors, for example if they have utility functions that are averse to Knightian uncertainty (Knight, 1921) , they would be willing to pay for bonds with reduced uncertainty caused by more ratings. One would expect that issuers with greater ex-ante uncertainty are more likely to apply for extra ratings since the potential reduction of uncertainty is largest for them. Second, the "Rating Shopping" effect arises in a setting in which credit rating agencies (CRAs) make rating errors and issuers have better information about their credit quality and try to optimize their average rating. Assuming an unbiased expected rating for each CRA, the optimal strategy for the issuer may be to apply for a rating at the first CRA, and if it is better than the true credit quality, stop, and otherwise apply with the next CRA. Applying for private ratings and making these public if favorable, or deciding which CRA to use based on advice from an investment bank that has knowledge about each CRA's precise rating algorithms leads to similar patterns. For a rating shopping effect, not only the existence of the effect would be of interest. The way this behavior is priced by investors would also be interesting. If aware of this behavior, investors would prefer an average rating given by three CRAs to the same average rating given two, and also to a rating by a single agency. They would thus accept a lower credit spread for multiple ratings, as is the case for an information story. However, in contrast to an information effect, we would expect to see better extra ratings compared to their base rating for issuers with more uncertainty. Uncertainty in ratings over time (time variation in ratings) would reduce the rating shopping effect, because the optimal outcome is more likely to change quickly.
The third explanation for multiple ratings is the "Certification," e.g., whether a bond issue is investment grade (IG) or high yield (HY), which could arise when financial regulation and institutional rules impose frictions on the formation of optimal portfolios. Financial regulation has traditionally relied heavily on credit ratings to determine the suitability and riskiness of fixed income investments.
One important purpose of ratings is to determine the reserve capital that banks and insurance companies need to hold for corporate bonds in their portfolio. However, the universe of rules in which credit ratings play a role extends well beyond the corporate bond market. Ratings are also of importance in the structured finance market, the commercial paper market, when determining haircuts on collateral on the discount window of the central bank and when determining whether projects can qualify for government assistance (see for example the Basel Committee on Banking Supervision, 2000). The recent government "rescue" of AIG in 2008 followed a change in the rating of AIG's corporate debt which, in turn, triggered a need for increased collateral in its counterparty arrangements. This event underscores the enormous potential impact of certification, especially for financial firms. 8 The most prominent distinction based on credit ratings is whether an issue, issuer or structured product is investment grade (IG) or high yield (HY). Much financial regulation is based on this classification and creates strong incentives for issuers to have a rating that will make them IG. In particular, the most prevalent institutional rule used for classifying rated bonds is that, if an issue has two ratings, only the worse rating can be used to classify the issue (e.g. into investment-grade or noninvestment grade). However, if an issue has three ratings, the middle rating should be used (see for example the Basel II accord or the NAIC guidelines). Therefore, if e.g. S&P and Moody's ratings are on opposite sides of the investment grade boundary, the Fitch rating (assuming it is the marginal rating) will decide into which class the issue falls.
Under the certification hypothesis, a CRA systematically giving better ratings than the other CRAs could be used to (at least partially) satisfy financial regulation. A rating from this CRA could be requested by issuers for which the extra rating might make them qualify for IG or by issuers that consider themselves likely to experience a downgrade to below IG as some kind of hedge. When investors are aware of this, they may consider this extra rating a bad signal, i.e. that the issue/issuer apparently cannot get a sufficiently good rating from the other CRAs, or is expecting a future downgrade from those. However, if the additional (and potentially upward-biased) rating reduces the probability of experiencing bad effects from a downgrade, this may increase the price of the bond issue.
The net effect on the credit spread depends on which of the two effects dominates. For financial firms, their credit rating is one of their most vital business assets, since it is used in so many market practices and regulations. Therefore, under the certification hypothesis, split ratings by Moody's and S&P should give incentives to get a Fitch rating. Moreover, in terms of rating changes, an extra rating may provide a hedge against the regulatory and rule based effects of rating downgrades while also increasing the probability to reap regulatory benefits from upgrades. This effect should be more pronounced for more volatile ratings over time.
Each of the three explanations of multiple ratings (Information Production, Rating Shopping and Certification), have distinct empirical predictions, though different explanations can co-exist. There are potential differences in whether or not we would expect (i) systematic differences across CRAs, (ii) positive association between uncertainty and the level and (iii) the number of ratings, (iv) an impact of the additional rating on credit spreads independent of the information contained therein, (v) the importance of regulatory boundaries and (vi) the association with the time series of rating changes.
Under Information Production, there would be no systematic differences across CRAs, more uncertainty would lead to more ratings but not affect their level; and if the additional rating confirms the other ratings and/or gives better information, credit spreads will be lower. Under Rating Shopping, systematic differences across CRAs are likely to exist, with additional / later ratings being better; more uncertainty would again lead to higher credit spreads and more ratings but now also to better ratings.
Finally, under Certification, systematic differences across CRAs again could exist; uncertainty would play no role; unconditionally an additional rating could be a bad signal and thus increase credit spreads 9 if it comes from a CRA that systematically provides better ratings; and strongest effects are expected when the marginal rating matters most for whether the bond issue satisfies the investment grade classification. The various empirical predictions are summarize in the table below, where '-' indicates that the hypothesis is not supported, '+' means it is supported, and '?' means no prediction. 
Related Research
As asset pricing relies fundamentally on the production and dissemination of information, and this process is endogenously determined, the extent of the related literature is vast. CRAs are only one type of research and information provider to the securities markets. Much of the academic literature about the role of research and information providers has focused on equity analysts rather than debt rating agencies. Studies on the equity markets have addressed a broad range of questions about research providers, ranging from whether analysts' opinions convey value-relevant information, to whether conflicts of interest and personal strategic considerations influence the nature of the information provided. CRAs present a different institutional structure for analysis. While the same basic principals regarding information production apply, CRAs have become integral to regulation pertaining to the credit market (see also the discussion above).
Research about the role of CRAs is more limited, but has provided a useful framework for empirical study. Theory has asked what role CRAs play in the equilibrium pricing process. Boot, Milbourn and Schmeits (2006) highlight CRAs as a valuable coordination device. In a setting in which it is optimal for firms to separately offer informationally-insensitive securities, the investment-grade boundary provides a common signal delineating which securities of the firm can be regarded as such. In this framework, the CRAs provide little value-relevant information at the investment grade boundary other than certification, but some useful valuation information about riskier issues. The further implication of this theory is that firms might specialize at these contrasting tasks.
10
In contrast to Boot et al., Carlson and Hale (2005) point out that CRAs could also be destabilizing, because each investor's optimal strategy becomes highly dependent on the strategy followed by the other investors, once ratings have been issued. Thus, ratings can lead to a multiple-equilibrium problem. In a similar model, Bannier and Tyrell (2006) introduce reputation and competition among rating agencies. Under certain conditions, this will stimulate investors to search for private information and will thus not only restore a unique equilibrium, but could even lead to a more efficient one.
Each of the three potential explanations for multiple ratings has generated empirical research.
On the issue of information production, a number of papers have looked at the effects of rating changes on asset prices. For example, Kliger and Sarig (2000) use a refinement in the Moody's ratings system to
show that rating changes channel information to the market that changes the value of the debt. However, their results also suggest that this information leaves the aggregate company value intact and thus only influences the value of the debt relative to the value of the equity. Guentay and Hackbarth (2006) investigate the effect of analyst dispersion on credit spreads. They find that higher analyst dispersion is associated with higher credit spreads and conclude that this is probably due to cash flow uncertainty.
Becker and Limbourn (2008) consider what happened when Fitch became the third rating agency after
Moody's and S&P. They find that that "ratings became friendlier to issuers and less informative as competition increased." Morgan (2002) finds that banks, being inherently more opaque than industrials, are more likely to have rating disagreement between Moody's and S&P. Jewell and Livingston (1999) investigate whether ratings differ systematically across rating agencies. They find that the average Fitch rating is much better than Moody's and S&P ratings, but that this effect disappears once they restrict their sample to bonds only rated by all three CRAs. They also investigate whether rating shopping takes place, but find no evidence. Covitz and Harrison (2003) look at the trade-off that rating agencies face between income resulting from giving out favorable ratings and expected future fees from customers resulting from reputation. They argue that reputation concerns dominate and prevent CRAs from being "bribed" by wealthy customers. Bannier, Behr and Güttler (2007) , like Poon (2003) and Poon and Firth (2005) , investigate possible adverse selection and hold-up in the context of CRA and issuer incentives when CRAs issue ratings on an unsolicited basis. 9
In research most closely related to our own, Cantor and Packer (1997) also look for evidence of the information effect, the shopping effect and the certification effect. They use issuer-level ratings data
for the year 1994 to understand the motivation for using a third rating agency, but do not use bond price and yield data to evaluate the market effects and price implications of the third rating. Like our paper, they find that the third CRA rating is systematically higher, however, they fail to find evidence that the 9 Adverse selection may explain why unsolicited ratings are on average worse than solicited ones. That is, firms that receive a favorable unsolicited rating do not apply for a solicited rating anymore, whereas firms with an unfavorable unsolicited rating pay for another (solicited) opinion. On the other, CRAs could create a holdup problem by underestimating the creditworthiness of companies in their unsolicited ratings to prompt those companies to seek (improved) paid-for solicited rating subsequently. The general conclusion of this literature is that unsolicited ratings are lower than solicited ratings, and that this difference is largely due to adverse selection of debt issuers. There seems to be only weak evidence for holdup by CRAs. Our dataset does not include information on unsolicited ratings for US corporate bonds, so this paper does not address these findings.
use of a third CRA is motivated by information, rating shopping or certification effects. Since the time of their study, bond price data has become more widely available for research. This allows us to conduct more powerful tests of the market response to the additional rating, and to understand in greater detail how market participants interpret ratings. Brister et al. (1994) find evidence of a "super-premium" in yields of junk bonds due to regulation around the IG boundary. Based on only S&P rating data, they find that yields increase disproportionally from a BBB to BB rating relative to the increase in default risk. Finally, in a recent paper Kisgen and Strahan (2009) find that credit spreads change in the direction of a Dominion bond rating after the accreditation of Dominion as an NRSRO. Moreover, they find that this effect is much stronger around the IG boundary, indicating the importance of certification.
With respect to the nature of the certification effect that we find, our research relates to earlier work on security design. Gorton and Penacchi (1990) set up a model that incentivizes uninformed investors to transform risky assets into information-sensitive and information-insensitive parts, where for the latter category they can avoid losses due to trading with informed investors. Boot and Thakor (1993) , on the other hand, develop a model in which security issuers lower funding costs by making informed trading more profitable. Our setup motivating the exploration of the certification hypothesis uses key insights of both papers. In particular, the non-trading region in our setup is the result of the absence of the uninformed investor, whereas the uninformed investor is needed to make trading profitable for the informed investor.
Sample Construction and Methodology
Measures and controls
Section 2.2 derives empirical implications regarding systematic rating differences, the number of ratings and pricing for each of our three hypotheses. These implications originate from relevance of regulation, uncertainty/opaqueness about quality and time series variation in ratings. In our regressions, we measure uncertainty or opaqueness by analyst dispersion of the firm's earnings per share or by rating dispersion of the bond. We measure the importance of regulation by a dummy variable indicating whether a Fitch rating is or can be decisive for satisfying certain regulatory constraints like crossing the IG barrier. To avoid capturing timing mismatches between (multiple) rating transitions, we require that any particular ratings situation has existed for at least a quarter. For the financials, we measure the importance of regulation by the effect of rating dispersion contrasted to that of analyst dispersion.
Rating dispersion can also be a measure of uncertainty or opaqueness (like the IG barrier dummies, we also require stability of the difference over at least 1 quarter). But where rating dispersion is also a measure of regulatory relevance, analyst dispersion is not, which will get us the required identification.
For financials, we also use dummies similar to those for industrials but focused around the AAA, AA and A boundaries rather than the IG boundary, since financials are typically highly rated. Time variation in ratings is hard to measure, since ratings are rather persistent. Therefore, we do not explicitly include time variation in ratings as a variable in our regressions but analyze the correlation between having a Fitch rating and the likelihood of experiencing rating changes.
To avoid spurious results due to omitted variables in our regressions, we correct for several issue and issuer characteristics as well as for business cycle effects. On the issue level, we correct for callability (using a dummy), size (offering size), and term structure effects (duration and convexity). On issuer level, we correct for credit risk (using the inputs of the Merton (1974) model, leverage and volatility), profitability (ROA), systematic risk (equity beta) and tangibility of assets (PPE/total book assets). Tangibility of assets is important since Moody's as the only CRA also incorporates expected recovery in their ratings. We also include R&D intensity (R&D expenditure over book assets) as an additional control. R&D intensity can be associated with several pricing mechanisms in the corporate bond markets. For example, higher R&D industries may have higher growth opportunities and therefore lower credit spreads. On the other hand, R&D projects tend to be riskier than normal projects, which may increase credit risk. We will control for the aggregate effect. In the pricing regressions, we also include macro-economic variables as controls for business cycle effects, since default probabilities, liquidity and risk premia are likely to vary with the business cycle. 10
Data and filters
For our main analysis, we use pricing data from the TRACE database and merge it with bond characteristic and rating data from FISD, equity data from CRSP, financial data from Compustat Industrial Quarterly and analyst data from I/B/E/S. Our time series ranges from July 1 st 2002 up to December 31 st 2007. 11 The TRACE data contain all trades in TRACE-eligible bonds by NASD members that were disseminated to the public. The dissemination to the public happened in phases, resulting in an expanding universe of bonds. A more comprehensive description of the TRACE database as well as the dissemination process is given in Downing, Underwood and Xing (2005) .
We apply several filters to our dataset to remove bonds with special features that we do not want to consider, and to remove seemingly erroneous entries. 12 Next, we use the FISD characteristics to match the trades to bond characteristics using CUSIPs. We only take senior unsecured notes and bonds.
We discard all bonds that are exchangeable, putable, convertible or pay-in-kind, that have a non-fixed coupon, that are subordinated, secured or guaranteed or are zero coupon bonds. Removing callable bonds would reduce our sample substantially, so we leave those in, but correct for this feature in our regressions using a dummy variable.
To diminish the impact of remaining data errors, we average all trades in each bond by trading day. To reduce the effect of over-representation of very liquid bonds, we then make monthly observations by only recording for each bond the last daily average credit spread of every month. To avoid issues with severe illiquidity and distressed debt as well as issues relating to non-linearity of credit spreads with respect to rating scales, we remove all issues with an average (based on Moody's, S&P and Fitch ratings, if available) worse than BB-(Ba3). For all bond trades in our sample, we calculate yields and credit spreads. The benchmark rate that is used to construct credit spreads is based on an interpolation of the yields of the two on-the-run government bonds bracketing the corporate bond with respect to duration.
Ratings data is obtained from FISD as provided by Mergent. The credit ratings data provider confirmed that due to changes in their data collecting procedures, the rating data before 2000 is incomplete. This is illustrated by Figure 1 , which shows the number of rated bond issues each quarter by Moody's, S&P and Fitch as well as the proportion of all bond issues in the sample rated by each of these CRAs in a given quarter from 1994 -2007. While the number of rated bond issues is steadily increasing over time for all three CRAs, the sudden jump in the number of issues rated by S&P strongly suggests that too many bond issues before 2000 have missing S&P ratings (i.e., issues had S&P ratings, but these are missing from the database). Specifically, the percentage of all issues rated by S&P equals 58% at the end of 1999 and jumps to 94% in 2000, and remains above 90% until the end of the sample.
There is likewise a significant, though smaller, jump in the percentage of bond issues rated by Fitch, from 29% at the end of 1999 to 39% in 2000. As a result, for the analyses that can done without pricing data, we use rating data from the second quarter of 2000 onwards only. For our credit spread regressions the impact of this will be minor, as TRACE only starts in the middle of 2002 and is dominated by data from 2004 onwards (when the number of bond issues contained in TRACE is greatly expanded). 13
Equity market data is obtained from CRSP. We calculate (rolling window) historical daily volatility and betas to the CRSP value-weighted index based on half a year of historical trading data. An AR(1) filter is used to filter out bid-ask bounces in daily closing prices. For an observation to be included, we need at least 111 return observations in the last half year.
Company data is obtained from Compustat Quarterly. We download data on firm size (total book assets), debt (long and short term debt), profitability (earnings), tangibility of assets (PPE), R&D spending (obtained from Compustat Annual, since usually reported in the annual only) and industry (SIC code). From these data, we construct a leverage variable (total debt over total book assets), a tangibility of assets variable (PPE/total book assets), an R&D spending variable (R&D expenses/total book assets and a dummy for missing values) and a profitability variable (total earnings over total assets). We also construct a 'SIC division' variable that is defined as the division that the 2-digit SIC belongs to.
Monthly analyst forecast data on the one yearly EPS are obtained from I/B/E/S. We download summary data including number of analysts, standard deviation of forecasts, minimum and maximum forecast from the unadjusted file. Following Guentay and Hackbarth (2006) we divide forecast dispersion measured by analyst standard deviation by the share price to end up with dispersion per dollar value invested.
We also include several macro-economic variables. From the Saint Louis FED website, we obtain GDP growth and inflation. From the CBOT website, we get the VIX as a measure of market wide volatility. Following Campbell and Taksler (2001) , we include the risk-free rate that was also used to construct the credit spread and the 10 year minus the 3 month yield on government bonds as a measures for the level and the slope of the term structure, respectively. Finally, again following Campbell and
Taksler (2001), we include the TED spread, defined as the difference between the yield of 3-month LIBOR versus 3-month treasury debt, as a measure for liquidity and aggregate credit market sentiment capturing flights to quality and liquidity.
Almost all bonds in our final sample are rated by both Moody's and S&P (see also Figure 1 ). Table 2 presents summary statistics for the quarterly ratings sample, and Table 3 for the monthly credit spread sample.
Empirical results
Rating Differences and Rating Information
Following Cantor and Packer (1997) , we first test whether Fitch ratings are on average better than Moody's and S&P ratings for the same issue in the same quarter, and present the results in Table 4 and Figure 2 . The table presents evidence against an information effect, since the extra Fitch rating is in general significantly better than the Moody's and S&P rating. S&P is also in general more optimistic than Moody's but the difference is much smaller (both for the full sample and for the Fitch-rated sample alone). These differences are potentially explained by differences in philosophies between the two major firms. Moody's rates issues on the expected loss due to default, while S&P focuses on the probability of default. The effect of these philosophical differences is most apparent in the low rating categories. Issues with a low rating usually have a high loss given default. Consequently, Moody's systematically gives a worse rating in this category, whereas Fitch and S&P seem to agree, on average.
It is mainly in the two middle categories, where regulation is likely to have the most impact, that the optimism of Fitch is largest.
Having established that Fitch is on average more optimistic for IG bonds than Moody's and S&P, we investigate the bond market reaction to the ratings issued by Fitch. Specifically, we are interested in the informational content of a Fitch rating compared to the informational content of a Moody's or S&P rating. To minimize issues relating to selection, we limit ourselves for this test to the sample that is rated by all three CRAs. For this sample, we regress end-of-month credit spreads on dummy variables for the median rating, controls and dummy variables for each of the three CRAs indicating whether the CRA gave a rating above or below the median rating for that bond (we also interact these directional dummies with the distance to the median rating in number of notches). Results can be found in Table 5 , using directional differences to the median rating in Panel A and using the size and direction of differences to the median rating in Panel B. All credit spread regressions in the paper use standard errors clustered by issuer, include a large number of controls with time dummies, and are run with and without issuer fixed effects.
The credit spread regressions in Panels A and B of Table 5 indicate that S&P ratings appear to be highly informative. Both directional dummies have highly significant coefficients in the expected directions, with or without issuer fixed effects and in both panels. In the full specifications including directional dummies for all three CRAs (columns 7 and 8 of Panel A, with and without issuer fixed effects, respectively), the results are symmetric, indicating that the credit spread is about 8 to 15 basis points higher (lower) if the S&P rating is worse (better) than the median rating.
Moody's directional dummies also show clear evidence of containing information that is relevant to the bond price. In all specifications, credit spreads are 9 to 14 basis points higher if the Moody's rating is worse than the median rating. For Moody's, the directional variables are only significant for those indicating a worse rating, which may be due to a lack of data on the positive direction (see Panel C of Table 5 ).
For Fitch ratings, there is no evidence of informational content in the directional dummies.
There is no significance with the 'right' sign in any of the four specifications with Fitch directional dummies in Panel A without issuer fixed effects, nor in any of the four specifications also incorporating the size of the difference of the Fitch rating to the median rating in Panel B (with or without issuer fixed effects). The only marginal significance is in columns 4 and 8 of Panel A (with issuer fixed effects).
When investigating this further, we find that this effect disappears completely when we restrict our sample to issues with a median rating of BBB or better (column 9). Thus, the only impact Fitch seems to have is around the regulatory IG boundary and this impact does not change with the size of the Fitch rating difference. 16 As a side note, the frequency of ratings relative to the median (see Panel C of Table 5 ) confirm the results in Table 4 . For both Moody's and Fitch, these are clearly asymmetric and significantly different, with Moody's having a greater frequency of ratings worse (20.9%) than ratings better than the median (4.17%), with the opposite for Fitch (3.6% and 34%, respectively). For S&P, whose ratings are most often the median rating, deviations are more symmetric, with 11.4% worse and 7.3% better than the median. Table 6 presents another test to investigate the informational content of Fitch ratings on credit spreads. Here, the sample consists of all issue rated by both Moody's and S&P, and thus no longer conditions on also having a Fitch rating as for the sample used for Table 5 . While correcting for the average Moody's and S&P rating (using 4 rating group dummies), we look at the informational content of having a Fitch rating and of the Fitch rating dummy (also using 4 rating groups). We also test whether the coefficients on the four Fitch rating dummies are jointly equal to zero. We include all the controls of Table 5 , though their coefficients are not reported to save space. Each specification also includes year dummies and is run with and without issuer fixed effects.
The results of Table 6 are broadly consistent with Table 5 . Without issuer fixed effects, none of the Fitch rating dummies are significant, while the rating dummies for the average Moody's and S&P ratings are highly significant. With issuer fixed effects, some of the Fitch dummies are significant, but this is mainly due to the fact that the two most extreme rating categories (AAA and BB) are associated with a higher credit spread after taking into account standard controls. There seems to be little distinctive information in Fitch ratings of AA, A and BBB. This point is also clear from column 5 which is identical to column 4, except for the fact that a Fitch A rating is taken as the 'base case' for creating Fitch rating dummies. Jointly, these 'middle ratings' by Fitch seem to differ only marginally, with no evidence of any difference at all if issuer fixed effects are included (p-value of 74%, column 4).
Moreover, the regression with issuer fixed effects provides some evidence that when a Fitch rating is added, this is associated with an increase of credit spreads by at least 6.75 basis points. As we separately control for the Fitch rating group, this increase does not depend on the actual rating Fitch has
given. This suggests that the market may consider having a Fitch rating to be a negative signal.
These findings clearly conflict with an information and a rating shopping effect since under both effects one would expect the credit spread to be influenced by the direction of the extra Fitch rating. Neither hypothesis would one expect that having a Fitch rating itself may be a negative signal.
This leaves us with a puzzle that we will try to address in the remainder of this paper. Why would an issuer apply for a Fitch rating if there is no informational benefit from doing so, even if such a rating is on average better than the Moody's and S&P ratings? A possible explanation could be certification.
Therefore, in later regressions we will specifically consider any certification benefit, which seems most likely to occur for issues whose ratings are close to the investment grade boundary.
Likelihood for Having a Fitch Rating
In this section, we use logit regressions to consider which factors explain having a Fitch rating.
We include in our model variables that may be related to each of the three hypotheses. We employ several proxies for information uncertainty: (i) the dispersion or the absolute difference in number of notches of the Moody's and S&P ratings, (ii) volatility of daily stock returns, (iii) equity analyst dispersion. Further, we include variables that may be related to the relative importance of ratings, such as leverage, firm size and issue offering size. A positive coefficient on the variables relating to information uncertainty could be interpreted as evidence for an information or rating shopping effect.
We investigate the certification effect by including variables pertaining to the possible impact (assuming Fitch as the marginal rater) of an additional Fitch rating on regulatory effects around the IG-HY boundary. As these are greater if the average Moody's and S&P rating is closer to the IG-HY boundary, we include the number of notches the average Moody's and S&P rating is below and above this boundary (columns 2-4). As the number of notches their average rating is away from the IG boundary is by construction positive in both directions, Fitch ratings having a certification effect would imply that these variables have a negative coefficient.
Next, we exploit the regulation feature that if an issue has three ratings, the median rating should be used to determine the issue's rating. We construct a dummy 'Fitch could push IG' which is equal to one if Moody's and S&P ratings are on opposite sides of the IG-HY boundary. In this case, an additional Fitch rating would be decisive about whether or not the issue becomes investment grade.
Without a third rating, an issue with Moody's and S&P ratings on opposite sides of the boundary would be below investment grade for regulatory purposes, as in case of two ratings the worse rating should be used. Therefore, if the Fitch rating is above investment grade, the median rating will be above investment grade as well. A positive coefficient on the dummy indicating the condition that Fitch could push the bond over the IG-HY boundary would be evidence for a certification effect. As a robustness check, we also include a dummy variable indicating whether Moody's and S&P ratings are on opposite sides of the A-boundary. The A-boundary obviously does not have the same regulatory importance as the investment grade boundary, such that its coefficient would be expected to be insignificant.
Finally, we add several other controls that influence bond prices, such as rating group dummies based on the average Moody's and S&P ratings, whether the issue is redeemable, the maturity, liquidation values (using proxies for fixed assets and R&D expenses), and always include industry dummies. Standard errors are again clustered by issuer. The marginal effects of the logit regressions are presented in Table 7 , where the dependent variable equals 1 if the issue has a Fitch rating, and zero otherwise. The sample consists of all issues that are rated by both Moody's and S&P.
Empirically, we find that all the coefficients on variables related to uncertainty (i.e., analyst dispersion, equity volatility and the dispersion between Moody's and S&P ratings) are either 18 insignificant, or have the wrong (i.e., negative) sign for an information or rating shopping effect. Thus, we find no support in the data for either the information or the rating shopping effects.
On the other hand, column 2 indicates that the closer the average of the Moody's and S&P ratings is to the IG-HY boundary, the more likely it is that the issue has a Fitch rating. Once controls are included in columns 3 and 5, or rating group dummies are added in columns 4 and 5, this effect becomes asymmetric. Therefore, it is especially for issues whose Moody's and S&P rating is above the IG-HY boundary, that being further away from the boundary is associated with a lower likelihood of having a Fitch rating. The marginal effects show an economically large impact, with a Fitch rating likelihood being reduced by about 10% for each notch the average Moody's and S&P rating is above (i.e., better than) the IG-HY boundary. In general, this result suggest that having a Fitch rating is strongly related to certification or the regulation pertaining to ratings.
We consider the importance of the regulation effect more directly in columns 6 and 7
(excluding and including rating group dummies, respectively). The coefficient on the 'Fitch could push IG' dummy is large, positive and strongly statistically significant in both specifications. The coefficient of 0.112 in column 4 means that issues where Moody's and S&P ratings are on opposite sides of the IG-HY boundary are 11.2% more likely to have a Fitch rating. We interpret this as strong evidence in favor of a certification effect: it is precisely in those cases where the marginal rating (i.e., Fitch) is decisive for the critical regulation classification of the bond issue into investment and non-investment grade, that
Fitch is most likely to (be asked to) give a rating. Finally, the positive coefficients on leverage and log total assets indicates that issuers for whom the monetary impact of ratings is largest are more likely to have an extra Fitch rating.
The results presented above possibly suffer from endogeneity concerns, as having or getting a Fitch rating is clearly a choice of the firm. For that reason, we next model the time that elapses before an issue gets a Fitch rating, thus only using a sample of issues that start without a Fitch rating. In particular, we estimate a Cox proportional hazard model where a 'failure' is defined as the event of getting a Fitch rating. The Cox model has the convenient property that one can focus on the relative rank of each subject in the cross-section by ignoring the baseline hazard rate and optimizing the partial likelihood function only. The baseline hazard rate can be separated out (as in any proportional hazard model), but also needs no specific parametric form that can influence our results. Estimates of this regression can be found in Table 8 , which confirms that 'Fitch could push IG' is strongly associated with getting a Fitch rating, while none of the three main measures of uncertainty provide any evidence for the information production hypothesis.
Price Effects of Certification
In this section, we consider possible price effects of certification. We previously documented that there is little evidence a Fitch rating provides new information to investors, i.e., we found no association between bond prices and Fitch rating differences with respect to the median rating or the 19 average rating of Moody's and S&P. However, we also found that having a Fitch rating is strongly related to Moody's and S&P ratings being on opposite sides of the investment grade boundary.
Therefore, a natural question is how important for credit spreads could a marginal Fitch rating be in this latter case where (assuming it is the marginal or third rating) a Fitch rating would decide whether the issue is investment grade?
Our sample consists of all bonds with both Moody's and S&P ratings. The endogeneity of having a Fitch rating is a major concern, i.e. companies self-selecting on quality or other characteristics in their decision to have a Fitch rating. in some characteristics that we do not control for. However, as we control for several other measures of uncertainty, including the dispersion of the Moody's and S&P ratings and a dummy for their average rating, we do not think that we have missed any such obvious characteristic. However, our strongest control for self-selection may be the inclusion of issuer fixed effects, for which the estimated certification effects are also strongly reduced.
A robustness check for certification is the coefficient on a dummy variable indicating that the Moody's and S&P ratings are on opposite sides of the relatively innocuous A-boundary. This coefficient would not be expected to be significant under any of the hypotheses considered. does not lead to a lower credit spread. Instead, the sign is even opposite, and significantly so with issuer fixed effects. This does not support a rating shopping effect, but would be consistent with an information effect or a certification effect where applying for the third rating is perceived as a signal of bad quality. However, when a Fitch rating confirms the average Moody's/S&P rating, credit spreads are even higher and significantly different from zero. This lends support to a certification effect with bad signaling and goes strongly against an information effect.
Around the IG-HY boundary, however, we see that Fitch ratings are strongly associated with credit spreads if Moody's and S&P are on opposite sides of the investment grade boundary. If the Fitch rating tips such an issue into investment grade, that issue has a substantially lower credit spread, and the opposite if the Fitch rating is below investment grade. The difference in credit spread is not only statistically but also economically quite large, e.g. equal to 45 basis points in column 2 of Table 9 . This would suggest that there are significant certification effects for bond prices associated with a Fitch rating. If issuer fixed effects are used (see column 6), the size of the effects around the IG boundary become much weaker (6.5 basis points) and insignificant. We believe that this is mainly due to a lack of time variation of our specific experiment pertaining to the more general certification effect: cases where Moody's and S&P are on opposite sides of the IG-HY boundary are not very frequent to begin with and changes to these dummy variables occur even more rarely for a given issuer. 16 Alternatively, the lack of robustness with issuer fixed effects could also be due to the endogeneity of the certification estimates, which cannot be ruled out, our many controls for uncertainty notwithstanding. However, the coefficients of the role of the Fitch rating around the A-boundary do not show evidence of any large or significant effects (e.g., they are not statistically different from zero or have the 'wrong' sign). 17
Interacting the proxies for uncertainty with the dummy for a more positive Fitch rating gives interesting results. Uncertainty measured by analyst dispersion goes in the direction predicted for an information production effect, but with no statistical significance. Uncertainty measured by credit rating dispersion seems to have a statistically and economically significant impact on pricing in the direction predicted by information production. One concern is that this result could be driven by non-linearity in the rounding of the rating scale as described above, especially since A and BBB rated bonds are much more likely to have Fitch rating. Therefore, we do the test excluding all observations where the rating disagreement is only 1 notch, since these observations always lead to rounding and are dominating the sample of split rated bonds, which after their removal will be dominated by disagreement of 2 notches which will not give a rounding effect. In this test, the direction is still the same, but there is no statistical significance anymore. Finally, adding issuer fixed effects removes the effect completely (see column 11).
Financials
For firms in the financial industry, a strong credit rating is one of their core assets, due to the business they are in as well as due to the high level of regulation that they are subject to. Thus, for financials the question of what drives multiple ratings is most relevant, but also harder to answer than for industrials. One of the reasons is that financials actively manage their credit rating and that several controls like leverage for industrials have a different meaning than for financials. Even within the group of financials, one would expect different controls for different segments. For that reason, we do not conduct credit spread regressions for financials, since they tend to be very sensitive to time-varying firm and sector-specific controls. This issue seems less prevalent in the credit rating regressions for financials, so we focus on those.
Under the certification hypothesis, financials would value an additional opinion very highly if it qualified them for a better rating, that is, in the case of a split rating by Moody's and S&P. However, split ratings can also be an indication of opaqueness. To distinguish between the cases of information production and rating shopping, we also use equity analyst dispersion and stock return standard deviation as proxies for informational uncertainty. The results in Table 10 give the equivalent of the results in Table 7 for financials.
Credit rating dispersion between Moody's and S&P is strongly associated with a higher probability of having a Fitch rating, whereas the other measures of uncertainty are not. This can be seen by looking at the boundaries of the regular rating buckets. 18 Similarly, we present the equivalent of 
The nature of certification
In this section, we further explore the main empirical finding of our paper, namely strong evidence that multiple ratings are used for certification purposes. The certification effect can be motivated by rules and regulation, but could also have a deeper origin going back to the fundamentals of security design. In this section, we first develop the theoretical intuition for how (multiple) ratings could help resolve market breakdowns in a setting with information-sensitive and insensitive assets and heterogeneous investors. Next, we show that the empirical patterns in the data are in line with the empirical predictions of such a setting. Next, suppose that there is a continuum of risky credit assets and that uncertainty about fundamentals increases with decreasing credit quality. Type II investors can purchase information about bond i at a cost M i . With probability p i this information gives a reduction in uncertainty by a fixed fraction of total uncertainty, where p i is increasing with declining credit quality and M i is increasing and convex in credit quality (thus, in terms of expected uncertainty reduction, it has increasing returns to scale).
Information-sensitive versus Information-insensitive securities
Since type I investors are at an information disadvantage relative to type II investors, they will invest in securities for which the informational gain of type II investors is small, i.e. in informationally insensitive assets, to avoid losses due to trading with informed investors (see Gorton and Pennacchi, 1990) . Type II investors can trade these assets with type I investors without problems. Typically, type II investors will provide liquidity to this market to accommodate aggregate demand shocks.
On the other end of the credit quality spectrum, it is worthwhile for type II investors to generate the information needed, because they do not suffer from the negative effect to utility due to uncertainty;
if they need to trade due to liquidity shocks, they trade amongst themselves on an equally informed basis. The region in the middle suffers from a market breakdown. Type II investors could make money if they could profit from informed trading with type I investors (as in Boot and Thakor, 1993) .
However, for type I investors, the losses due to informed trading prevent them from investing in this region. Credit ratings could give an informative (but potentially noisy) signal about whether or not spending on research will yield information or not. If the conclusion is "no substantial information benefit", then type I investors would invest and type II would not bother to research. If the conclusion is "significant information benefit", then type I investors would not invest and type II investors would invest to hold the security. The IG boundary is the prime candidate for the location on the credit quality spectrum where the unconditionally expected gains from informational trading offset the costs for acquiring information.
Empirical implications
Several implications follow from the setup described above. First, controlling for systematic risk, HY assets will have a substantially higher yield than IG assets, since the research costs would have to be covered and the type II investors would require some form of rent (assuming capital for these investors is limited and low credit quality firms compete for funding). Moreover, firms whose credit risk is far away from the IG-HY boundary have little incentive to add an extra rating, since the probability that it will change anything is small (p i is either very small or very large in these regions).
Therefore, we expect the most extra ratings in the middle region. Both of these predictions are confirmed by several of the findings in the previously discussed results. Specifically, Tables 6, 7 and 9 document the discontinuity of credit spreads and the importance of the (marginal) Fitch rating around 23 the IG-HY boundary, consistent with the discontinuity between informational-sensitive and insensitive securities. For example, Table 7 indicates that most Fitch ratings are found for firms in the middle of the credit risk spectrum, i.e. for issues with ratings closer to the boundary, and, foremost evidence for the certification effect, that Fitch is significantly more likely to give a rating if Moody's and S&P ratings are on opposite sides of the boundary. These effects are confirmed by Table 8 , which models to time to getting a Fitch rating. Both are indications of the importance of the IG-HY boundary.
Second, since type I investors expect to be hit by (idiosyncratic) liquidity shocks, they are not only interested in current information sensitiveness, but also in future information sensitiveness. A future switch from securities being information-insensitive to information-sensitive can be due to changes in firm information-sensitiveness, or higher expected gains resulting from research. By adding a Fitch rating, issuers can try to prevent such transition and to strengthen beliefs about their securities' information-insensitiveness in periods when benefits of research are high. Thus, if firms use (marginal)
Fitch ratings to try to qualify their issues as informationally-insensitive securities, then the need to do so will be greater if they expect their other ratings (i.e., Moody's and S&P) to change in the future.
Unfortunately, ratings are too persistent to empirically estimate the frequency of rating changes reliably from the rating history. However, we can do the analysis the other way around, i.e. we estimate the association of the probability of undergoing a future rating change with a dummy for having a Fitch rating and several controls for opacity and volatility. The results can be found in Third, as the market-wide degree of uncertainty varies over time, so will the relative benefit of information trading. Specifically, when market wide uncertainty goes up, the marginal benefit of informational trading goes up as well, such that some credit issues will then move from informationinsensitive to information-sensitive. Typically, these will be credit issues close to the IG-HY boundary that ex-ante may have needed more ratings to protect against downgrades. As a result, in times of greater aggregate uncertainty type I investors will, on average, move away from the issues with credit quality close to the IG-HY boundary, to be substituted by type II investors, leading to higher credit spreads in lower quality categories. This leads to two empirical predictions. First, the certification effect of Fitch ratings is more important for firms that are more likely to transition from information-sensitive to insensitive if aggregate uncertainty increases, and such firms should have larger credit spreads. As a result, we would predict a positive coefficient on the interaction between the dummy for having a Fitch rating and our proxy for aggregate uncertainty. Second, changes in aggregate uncertainty should matter most for credit issues around the IG-HY boundary.
24 Table 13 uses the CBOE VIX-level (i.e., the implied volatility of options on the S&P 500 index) as a time-varying measure of uncertainty, and uses it as an additional control in pooled credit spread regressions for the sample of all issues rated by both Moody's and S&P. In column 1, we find that credit spreads are generally higher when the level of the VIX is higher, even if all the other controls as well as
rating and year dummies are included. Therefore, VIX seems an important additional control. Column 2 shows that the major certification result, of significantly lower credit spreads if Fitch pushes the issue into the IG classification, is robust to the addition of the VIX control. In column 3, we find the predicted result that the interaction of VIX and having a Fitch rating has a significant and positive coefficient, such that having a Fitch rating is associated with a larger credit spread during times of greater uncertainty. Importantly, adding this interaction also reverses the (significance of the) unconditional effects of having a Fitch rating in columns 1 and 2 (and see also Table 9 ).
The larger credit spread for Fitch-rated issues in Table 9 had raised the question of whether a Fitch rating contains a negative signal, and if so, why. These new results suggest that there is no negative signal in having a Fitch rating per se. Rather, Fitch ratings seem to be used for certification purposes, where the need for certification is greater when aggregate uncertainty is larger. In other words, those issues shifting from information-insensitive to sensitive when aggregate uncertainty increases tend to be rated by Fitch. Thus, for certification purposes, they add Fitch, but the effect is not strong enough to put them at par with issues that do not need Fitch when aggregate uncertainty is high.
However, when aggregate uncertainty is low, the total effect of having a Fitch rating and the interaction with VIX cancel each other.
Confirming the second prediction, the results in column 4 of Table 13 indicate that changes in VIX matter most for credit issues with BBB and BB ratings. It is exactly for issues that are least informationally-sensitive, that changes in aggregate uncertainty increase the benefit of acquiring additional information the most.
Finally, as trading in informationally-insensitive securities is less costly, the liquidity of IG credit issues would naturally be much larger. This would even hold when the trading demands of all type I investors are perfectly correlated. In a competitive market, Type II investors would provide liquidity and take the other side of the trades in exchange for only a fraction of the utility improvement of the type I investors. In order to show this, we measure monthly bond trading as each issue's aggregated trading volume over the total value of its outstanding bonds, and provide bond turnover regressions results in Table 14 . As we include issue fixed effects in this regressions, these results measure the relationship between time series changes in the issue's ratings classification and bond turnover. We find that the investment grade classification has a substantial impact on liquidity, exactly as predicted. Using a sample of all bonds (excluding financials) rated by both Moody's and S&P, we find that having a Fitch rating is not related to bond turnover, but Fitch (as the marginal third rater)
giving the issue an investment grade classification significantly increases turnover. The economic magnitude of these effects seems large. The mean monthly turnover is 0.64% (this variable is multiplied 25 by a factor of 1,000 in the regression). Becoming HY is associated with a decrease in turnover by 0.19% points, which is 30% of the mean turnover.
Conclusion
Credit ratings play an important role in the capital markets. They are used by regulators and market participants to establish capital requirements and, in a legal setting, to provide safe harbor for fiduciaries. This widespread dependency upon credit ratings has the potential to influence how credit rating agencies (CRAs) are used by issuers and how their ratings are evaluated by the market. A number of theories have been proposed regarding how such dependency will affect the use of multiple CRAs, the type of rating issued by CRAs depending upon their strategic position, and finally about how the market interprets the informational output of rating agencies though the price formation process. Some theory suggests that they may further serve a useful coordination function that allows efficient allocation of information production in the capital markets.
In this paper, we utilize bond issue credit ratings, characteristics and market prices to evaluate some of these proposed theories. We test three hypotheses about three proposed effects: (i) an information effect; i.e. whether the third rater adds value-relevant information, (ii) a rating shopping effect and (iii) a certification effect -in particular whether a third agency plays the role of tie-breaker at the boundary of being classified as an investment-grade -high-yield rating.
Our empirical work contains several results. First, we find that significant differences exist across multiple credit ratings of the same bond issue at the same point of time, with Fitch ratings on average clearly more positive than Moody's and S&P ratings. This is consistent with Fitch playing a strategic role that reduces the threat that the other two CRAs could withhold investment-grade ratings, and extract compensation for certification, i.e., with Fitch being available to push bonds into the investment grade classification when the other two firms may disagree.
Bond price data reveal how the market regards a rating by the third agency. In general, credit rating agencies provide useful information to the market about credit risk. However, we find no robust evidence that Fitch ratings provide additional information incorporated in bond prices, relative to the information contained in the Moody's and S&P ratings. Thus even though Fitch ratings are on average clearly better than Moody's and S&P ratings, there seems little information contained in these ratings that the bond market incorporates. This rules out the information and rating shopping hypotheses.
We find strong evidence that Fitch ratings have a certification effect. The likelihood of having a Fitch rating is strongly associated with Moody's and S&P ratings being on opposite sides of the investment grade boundary. This suggests that in equilibrium, Fitch ratings are sought as a kind of 'tiebreaker' in these cases. However, there is no evidence that Fitch ratings are relatively better if the Fitch rating is decisive for the investment grade classification, as compared to all other Fitch ratings. This is 26 further evidence against ratings shopping or that issuers paying for ratings can significantly influence such ratings when they would, at the margin, benefit most.
In the cross-section of bond prices, we find that the certification effect is strongly associated with credit spreads. Controlling for the average Moody's and S&P rating, for issues where Moody's and S&P ratings are on opposite sides of the investment grade boundary, a Fitch rating pushing the issue into the investment grade category has credit spreads that are about 45 basis points lower than if the Fitch rating would push the issue into the high yield category.
To explain the certification effect, we introduce a setting with bonds having information sensitivity that increases with declining credit quality. With profit-seeking agents on one side using costly information to trade (i.e., 'informed' investors) and agents with fluctuating demand for credit issues but a disadvantage for getting costly information (i.e., 'uninformed' investors) on the other, markets can break down for medium quality bonds, where informed investors can only profit if it is at the expense of the uninformed investors, who thus stay out of that market. Ratings as noisy signals for the potential of trading against informed investors can restore markets again, effectively limiting or erasing this medium quality category (Gorton and Pennacchi, 1990, and Thakor, 1993) .
Empirical results such as higher liquidity for IG bonds, an increase in credit spreads for Fitch rated bonds in times of high uncertainty about fundamentals, as well as a concentration of Fitch ratings in the middle category of the rating spectrum, are all consistent with this setup. Therefore, the reported certification effects seem consistent with an equilibrium outcome in a market with information-sensitive and insensitive bonds, where (Fitch) ratings help to prevent market breakdowns. Using monthly panel data between 2002 and 2007, we regress credit spreads for AAA to BB-rated bonds on bond and firm characteristics and macro-economic variables, with fixed rating and year effects. Main variables of interest are whether a Fitch rating is better (FR<MSP), equal to (FR=MSP) or worse (FR>MSP) than the average Moody's and S&P rating, as well as variables relating to regulator (IG) and random (A-) boundaries and variables measuring uncertainty (for description see Table 7 ), also interacted with having a Fitch rating. See Table 5 for other control variable descriptions. T-statistics are in brackets (using standard errors clustered by issuer). .30] Rounding Dummy -6.53*** -6.55*** -6.79*** -8.76*** -7.49*** -8.07*** -6.12*** -6.13*** -8.62*** -5.28** -8. Logit regressions of having a Fitch rating on rating category dummies, measures for uncertainty as Analyst Dispersion (standard deviation of analyst earning forecasts normalized per dollar share value) and MSP Rating Dispersion (absolute value of the notches difference between Moody's and S&P) and whether the Fitch rating 'could push' the issue to different major rating categories (AAA, AA, A or BBB). 'F could push *' is a dummy indicating whether the Moody's and S&P ratings are on opposite sides of the * category boundary. See Table 5 for descriptions of bond and firm level control variables. Quarterly data for 2000-2007 are used, the sample consists of all issues with both Moody's and S&P ratings. Only marginal effects are reported, and t-statistics are in brackets (using standard errors clustered by issuer). One, two and three stars indicate statistical significance at the 10%, 5% and 1% level, respectively.
(1) Cox Proportional Hazard model regressions of time to getting a Fitch rating on rating category dummies, measures for uncertainty as Analyst Dispersion (standard deviation of analyst earning forecasts normalized per dollar share value) and MSP Rating Dispersion (absolute value of the notches difference between Moody's and S&P), distance to IG boundary ('MSP Notches Below/Above IG,' both solely based on Moody's and S&P average rating) and whether the Fitch rating 'could push' the issue to IG or A-. 'F could push IG' ('F could push A-') is a dummy indicating whether the Moody's and S&P ratings are on opposite sides of the IG (A-) boundary. See Table 5 for descriptions of bond and firm level control variables. Quarterly data for 2000-2007 are used, the sample consists of all issues with both Moody's and S&P ratings. The coefficients in the partial likelihood are reported, and t-statistics are in brackets (using standard errors clustered by issuer). One, two and three stars indicate statistical significance at the 10%, 5% and 1% level, respectively.
(1) 
