Carbon stars and DZ white dwarfs are two types of rare objects in the Galaxy. In this paper, we have applied the label propagation algorithm to search for these two types of stars from Data Release Eight (DR8) of the Sloan Digital Sky Survey (SDSS), which is verified to be efficient by calculating precision and recall. From nearly two million spectra including stars, galaxies and QSOs, we have found 260 new carbon stars in which 96 stars have been identified as dwarfs and 7 identified as giants, and 11 composition spectrum systems (each of them consists of a white dwarf and a carbon star). Similarly, using the label propagation method, we have obtained 29 new DZ white dwarfs from SDSS DR8. Compared with PCA reconstructed spectra, the 29 findings are typical DZ white dwarfs. We have also investigated their proper motions by comparing them with proper motion distribution of 9,374 white dwarfs, and found that they satisfy the current observed white dwarfs by SDSS generally have large proper motions. In addition, we have estimated their effective temperatures by fitting the polynomial relationship between effective temperature and g-r color of known DZ white dwarfs, and found 12 of the 29 new DZ white dwarfs are cool, in which nine are between 6000K and 6600K, and three are below 6000K. machine learning, label propagation, carbon stars, DZ white dwarfs, PACS number(s): 42.30. Sy, 95.80.+p, 95.85.Kr, 97.3.Hk, 97.20.Rp 
Introduction
The Sloan Digital Sky Survey (SDSS) is one of the most influential and successful sky surveys in the history of astronomy [1] . It uses a 2.5-meter telescope with two specialpurpose instruments, a 120-megapixel camera and a pair of spectrographs fed by optical fibers. The camera can image 1.5 square degrees of sky one time, about eight times the area of the full moon, and the spectrographs can measure more than 600 spectra in a single observation. In addition, a set of software pipelines were designed to keep pace with the massive data flow. At present, SDSS-III has been publicly released raw and reduced data following SDSS-I and SDSS-II. The data of SDSS DR8 is available from http://www.sdss3.org/dr8/data access.php, following the earlier Data Release 1-7 of SDSS-I/II. Contained is all the imaging data over 14,000 square degrees of sky taken by the SDSS imaging camera, and also nearly two million spectra including 656,801 stars, 1,003,596 galaxies and 182,803 QSOs.
From such massive spectra of SDSS, it is possible to find rare objects, although it is difficult to search.Machine learn-1 ing is a suitable tool, and many machine learning algorithms have been widely used for finding unusual objects from massive spectra dataset. The algorithm based on local outlier factor (LOF) has been applied to search for supernovae from SDSS [2, 3, 4] . The Monte Carlo combined with LOF has been applied to detect outliers from SDSS DR8, and many rare objects were found including CV stars, binaries, emission line stars and one binary consisting of a supernova and a M2 type star [5] . The self-organizing mapping, which is one of neutral network algorithms, has been used to analyse QSOs at redshift from z=0.6 to 4.3 given by SDSS pipeline, and 1,005 peculiar QSOs were found [6] . The dimensionality reduction technique of local linear embedding (LLE), which preserves the local (and possibly non-linear) structure within high dimensional datasets, has been used to classify SDSS stellar spectra, and it was shown that the majority of stellar spectra could be represented as a one dimensional sequence within a three dimensional space. The spectra deviating from this sequence are spectra with emission lines (including misclassified galaxies) or broad absorption lines (e.g., carbon stars) [7] . The infinite Gaussian mixture model (GMM) has been applied to find variable star candidates in the Northern Sky Variability Survey [8] .
Label propagation algorithm [9] is one of the semisupervised ranking learning algorithms which has an important role in real world, because labeling samples is time consuming , whereas unlabeled samples are relatively accessible to obtain. The main principle is to learn from both labeled and unlabeled samples, and similar samples have similar rankings under condition that labeled samples keep ranking top. Many different label propagation algorithms have been provided to date. Linear neighborhood propagation algorithm was proposed which assumes that each data point can be linearly reconstructed from neighbors, and it can be extended easily to out-of-sample data [10] . Sparsity induced similarity (SIS) measure was proposed which significantly improves label propagation performance [11] . A new framework named efficient manifold ranking (EMR) is a promising method to solve large scale retrieval problems, which significantly reduces the computational time [12] . Herein, we apply the label propagation algorithm, which supposes that a sample only has relationship to its k-nearest neighbors (KNN), to retrieve rare and interesting carbon stars and DZ white dwarfs from spectra of SDSS DR8.
Carbon stars are excellent halo dynamical tracers [13, 14] . Battinelli et al. [15] extended rotation curve of the Milky Way to 24 kpc using radial velocity of carbon stars outside the Solar circle. It has been shown that the rotation curve displays a slight decline beyond the Solar circle. Demers et al. [16] determined the radial velocities for 70 carbon stars and the rotation velocities of carbon stars with 60
• < l < 150
• , and found a flat rotation curve of the Milky Way to 15 kpc. Demers et al. [17] used N-type carbon stars from the literature with measured radial velocity to investigate the thin disk rotation to unprecedented galactocentric distances, and concluded that the Milky Way rotation curve stays flat at least up to 20 kpc. Cool helium-rich white dwarfs showing traces of heavy elements (other than carbon) in their optical spectra are collectively known as DZ white dwarfs. They are rare, and more samples are required to analyse and understand the accretion problem in cool DZ white dwarfs. Aannestad et al. [18] derived radial velocities of 15 cool DZ white dwarfs using their H and K lines of Ca II, and concluded that only few stars could have just accreted or presently be accreting metals from local clouds. They also found that velocity of Ca accretion from local interstellar matter in the past could not have been sufficiently rapid to explain the photospheric abundances of Ca, at least in the cool metallic-line degenerates. Farihi et al. [19] analysed 146 DZ white dwarfs from the SDSS, and derived their calcium and hydrogen abundances, Galactic positions and kinematics. They concluded that there are no correlations found between their accreted calcium abundances and spatial-kinematical distributions relative to interstellar material.
There have been more than one thousand carbon stars and over one hundred DZ white dwarfs identified from SDSS dataset at present. Margon et al. [20] and Downes et al. [21] found 39 and 251 faint high Galaxy latitude carbon stars respectively using photometric methods, and Green [22] obtained 1220 high Galaxy latitude carbon stars using CrossCorelation Function (CCF) from spectra dataset of SDSS DR8. Dufour et al. [23] identified 147 new DZ white dwarfs by visually inspecting spectra which were selected using photometric, and Koester et al. [24] identified 26 cool DZ white dwarfs which gapped low temperature sequence. However, carbons stars and DZ white dwarfs were not found completely, and it is significant to enlarge their catalogs especially using automatic method.
2 The label propagation algorithm
Problem setup
Let (x 1 , . . . , x l ) be labeled samples and (x l+1 , . . . , x l+u ) be unlabeled samples. In general, labeled samples are very few compared with unlabeled samples, namely l << u. To retrieve samples which have the same class as labeled samples from unlabeled samples is the problem to solve. It is unacceptable only using a few labeled samples to learn, and massive unlabeled samples should be considered. The principal of the label propagation algorithm is to learn from both labeled and unlabeled samples. Initially, we can assign labeled samples a high score, and then calculate the score of unlabeled samples subject to the constraint that similar samples have similar scores and the labeled samples keep high score. Finally, samples are ranked according to their score in descending order, and samples ranking top are results to search.
Graph construction
The similarities between pairs of samples can be described well using a graph, because graph-based approaches offer promising performances via simple and intuitive graph representation. A graph can be interpreted using probability theory, such as probability transformation matrix, and model the manifold structures that may exist in massive data sources in high dimensional spaces, such as graph Laplacian matrix and local linear embedding (LLE) and so on. The graph G = (X, W) consists of n = l+u nodes, where W is symmetric adjacency matrix, of which W i j represents similarity between sample x i and x j . We constructed the adjacency matrix W using k-nearest neighbors in Euclidean distance considering the following reasons. The constructed adjacency matrix should be sparse especially for massive dataset, because there are no similarities between many pairs of samples. There are usually two commonly accepted graph sparsification methods, KNN and -neighborhood. Because the graph constructed using -neighborhood is not often connected, we used KNN here. In addition, similarity metric is one of the most important and difficult problems, especially for high dimension dataset. The Euclidean distance widely used in machine learning is not considered a good metric method in global, however, it is robust in local. Thus the adjacency matrix is constructed using KNN in Euclidean distance. To improve the performance of the algorithm, many kernel methods can be used to make affine transformation. In this paper, we used Gaussian kernel method as follows:
where c is regularization factor. When σ → 0, the result approaches propagation of 1NN, and when σ → ∞ , all the weights are equal to 1. In this paper, we adopted σ
, namely average distance between x i and its k-nearest neighbors multiplies average distance between x j and its k-nearest neighbors. But because the adjacency matrix constructed using KNN is asymmetric, the symmetrization is made by following formula:
Label propagation algorithm description
The algorithm can be described as follows: Input:
K :number of returned samples ranking top 1) Construct the adjacency matrix W as described in section 2.2.
2) Construct matrix
, where D is a diagonal matrix with its (i, i)-element equals to the sum of the i th row of W.
3) Iterate F t+1 = αPF t + (1 − α) * Y until convergence, where α is a parameter in (0, 1). 4) Sort F = F t in descending order and return index Rank Output: samples x Rank 1 , . . . , x Rank K are our final results.
The step 3 can be inferred by minimizing the cost function Q(F) associated with F as follows:
(3) where µ > 0 is the regularization parameter. The first term of the right side of the cost function is the smoothness constraint, which indicates that rankings of similar samples should keep similar. The second term is the fitting constraint, which means that rankings of label samples should remain at the top.The trade-off between the two terms can be tuned by the parameter µ. The cost function can be solved using method of gradient descent.
Differentiating Q with respect to F, we have:
which can be transformed into:
3 Experiments and Results
Feature selection
A good feature, which describe data accurately, can improve the performance of an algorithm. For a spectrum, there are two important features to consider, spectral continuum and spectral lines. The continuum has close relationship with effective temperature, and spectral lines are closely related to many physical parameters including effective temperature, surface gravity and metal abundance. They are both contained in observed spectral flux. Because spectra line features can decrease the influence brought from bad flux calibration, and the method to calculate continuum may bring about errors, here, observed spectra and continuum-subtracted spectra are our selected features. In order to reduce the noise, median filter with width 5Å is proceeded, which is efficient to remove the narrow skyline and noise. Continuum-subtracted spectra are obtained using the observed spectra to divide the pseudo-continuum which are obtained using median filter with width 300Å. The two features are normalized by L 2 -3 norm respectively using following formula:
where f i is flux for each wavelength and N is the length of flux. Using the two features, we first construct two graph with adjacency matrix W1 and W2 using method in section 2.2, and then construct the final graph with adjacency matrix W = W1 + W2.
Algorithm performance analysis
Green [22] identified 1220 carbon stars from spectra of SDSS DR8 using cross-correlation function (CCF), which is the most complete carbon star catalog from SDSS at present. Using the cross identification tool of SDSS and positions of 1220 carbon stars with radius of two arcseconds 1 , we totally obtained 1345 spectra for these stars, and a few of them were observed repeatedly . Among these spectra, 1313 were classified as star by SDSS pipeline, 10 as galaxy and 21 as QSO.
Supposing there are only 1313 carbon stars in 656,801 stellar samples, we were able to verify the efficiency and robustness of label propagation algorithm through searching for carbon stars from these samples by calculating recall and precision, which are two important evaluation methods for ranking learning algorithms. Recall is the fraction of relevant instances which are retrieved, while precision is the fraction of retrieved instances which are relevant. Here, recall and precision are able to calculate by recall = n/1313 and precision = n/K, where K is returned sample numbers and n is the number of carbon stars in the K returned samples. We calculated the recall and precision for the cases of K = 2000 and K = 3000 using one of 20 labeled carbon star samples each time as described in Table 1 , which were selected considering different types and qualities. For K = 2000, all of the recalls are larger than 0.9 and 19 of them are larger than 0.96, and 19 precisions reach 0.6. For K = 3000, although the precisions decrease to 0.42, 18 recalls are larger than 0.97, and two of them larger than 0.98. In addition, we found that 12 carbon stars in the samples of Green [22] , which is listed in Table 2 , are not included in the returned 3000 samples when we use all labeled samples of Table 1 to search for carbon stars. Through manually checking their spectra, we found their absences were primarily caused by poor spectral quality. The completeness of carbon stars identified by Green [22] were not checked, however, it is indeed shown that the label propagation algorithm is efficient. 
Search for carbon stars
In order to search for carbon stars from spectra of SDSS DR8, we applied the label propagation algorithm on star, galaxy, QSO samples respectively, and selected the samples ranking top 5000 from star samples and top 500 samples from galaxy and QSO samples, respectively. As a result, there were 1,624 spectra identified as carbon stars including 1,584 spectra from star samples, 11 from galaxy samples and 29 from QSO samples. Removed repeated observation, the number of distinct carbon stars was 1,573. Finally, cross identification was made by positions of 1573 carbon stars with database of SIMBAD, NED and ADS, and found that 260 carbon stars listed in Table 3 had not been previously reported. In order to identify dwarf and giant carbon stars, we used the criteria described in Green [22] . Dwarf carbon stars should have significant proper motions which satisfy conditions as follows: (1) at least one USNO-B detection and one SDSS detection per source (n f it > 2); (2) the proper motion in at least one coordinate larger than 3σ , where σ is the proper motion uncertainty in that coordinate; (3) total proper motion larger than 11 mas/yr. Giant carbon stars should satisfy conditions as follows: (1) have no significant proper motion; (2) i-band magnitude should be lower than 16.4. In our carbon stars, 96 were identified as dwarfs, and 7 are giants.
In addition, 11 rare and significant composite spectrum systems consisting of a white dwarf and a carbon star were found in Table 4 , three of which were observed twice.We decomposed them into a white dwarf and a carbon star using least square fitting. The white dwarf components are from white dwarf samples identified by Kleinman et al. [25] with SNR larger than 15, and carbon star components are 10 PCA components obtained by carbon samples found by Green [22] with SNR larger than 15. The results are described in Fig. 1 . The black curve is composition spectrum, the red curve is white dwarf component, and the green curve is reside spectrum obtained using composition spectrum to subtract white dwarf component. Ten of 11 white dwarf components are DA white dwarfs, and one is PG1159 star also called pre-degenerate, a star with a hydrogen-deficient atmosphere which is in transition between being the central star of a planetary nebula and being a hot white dwarf. The 10 composition spectra with DA white dwarf components are possibly rare and significant DA/dC composite systems which are the definitive samples that strongly support the post binary mass transfer scenario for the origin of dCs. So far only two DA/dC composite systems have been identified and reported to date. The first one PG0824+289 was identified by Herber et al. [26] , and the second one SBS 1517+5017 was reported by Liebert et al. [27] . In addition, nine of such systems were found by Green [22] , but they were not listed which will be discussed elsewhere.Therefore, we guess a portion of our composition spectra are DA/dC systems found by Green [22] . Table 3 can be found from the online journal. A portion shown here is for guidance regarding form and content)
Search for DZ white dwarfs
In the same way, we searched for DZ white dwarfs from star, galaxy and QSO samples of SDSS DR8 respectively using label propagation algorithm. We selected the samples ranking top 1000 from star and galaxy samples respectively, and 2000 from QSO samples. A total of 222 DZ white dwarf spectra were found, including 29 spectra from star samples, 8 from galaxy samples and 185 from QSO samples. The number of distinct DZ white dwarfs is 188 because of repeated observation. Then we made a cross identification with database of SIMBAD, NED and ADS, and found that 29 stars had not Figure 2 DZ white dwarfs reconstruction with temperature larger than 6600K. Black curve is the observed spectra and red is the reconstructed spectra using PCA algorithm Figure 3 DZ white dwarfs reconstruction with temperatures below 6600K. Black curve is the observed spectra and red is the reconstructed spectra using PCA algorithm Table 5 . We reconstructed our new 29 DZ white dwarfs by PCA algorithm using 173 DZ white dwarfs identified by Dufour et al. [23] and Koester et al. [24] . First, these 173 spectra were denoised using Gaussian filter with FWHM= 3 Å . Then, the PCA algorithm was applied to these denoised spectra, and 10 principle components obtained. After these steps, our samples were reconstructed using these 10 principle components. If they are typical DZ white dwarfs, they should be reconstructed well using the 10 principle components. The constructed results are illustrated in Fig. 2 and Fig. 3 , and it can be noted that the 29 stars are reconstructed well particularly for the region of CaII H & K lines or MgI line.
In addition, we used the white dwarf catalog of Kleinman [25] from SDSS with number of 19,712 to make crossidentification with the proper motion catalog of Munn et al. [28] , which combines astrometry from the USNO-B and SDSS imaging surveys, and obtained proper motions of 13,592 white dwarfs, among which proper motions of 9,374 white dwarfs have high confidence levels. We plotted proper motion accumulation distribution of these 9,374 white dwarfs in Fig. 4 , and can conclude that the white dwarfs currently observed by SDSS generally have large proper motions, and proper motions of 99% white dwarfs are larger than 10.5 mas/yr. In order to investigate whether our new DZ white dwarfs have large proper motions, we compared them with the accumulation distribution. Proper motions of our 29 DZ white dwarfs were obtained by making cross-identification with different catalogs and are listed in Table 5 , in which 26 are from catalog of Munn et al. [28] , one is from PP-MXL catalog, and two are not available. In addition, two DZ white dwarfs, i.e., SDSS J045059.87+002328.8 and SDSS J075647.77+335314.6, have proper motions with low confidence levels. We marked proper motions of our 25 samples with high confidence levels as asterisk in the accumulation distribution of Fig. 4 , and found that proper motions of our 21 samples were larger than 65% of 9,374 samples. Our minimum proper motion is 18.2 mas/yr, larger than 20% of 9,374 samples. Thus, the 25 DZ white dwarfs do satisfy the fact that the white dwarfs currently observed by SDSS have large proper motions in general. There were 173 DZ white dwarfs from SDSS whose temperatures were well determined, 147 of them were identified by Dufour et al. [23] two of which are below 6600K, and 26 of them were analysed by Koester et.al [24] which are extension of the well-known DZ sequence towards cooler temperatures, and fill the gap around 6500K. We obtained the relationship between their effective temperature and g-r color, which is shown in Eq. (7):
3 +a 2 * (g−r) 2 +a1 * (g−r)+a 0 (7)
The coefficients can be estimated using least square fitting method, and are listed in Table 6 . The fitting result is described in Fig. 5 , the solid line is fitting curve and the two dotted lines indicate one standard deviation σ = 425K. Using Eq. (7), we estimated the effective temperatures of our DZ white dwarfs, and found that nine of our samples are between 6000K and 6600K, and three of them are below 6000K. The spectra of these 12 cool DZ white dwarfs are plotted in Fig.  3 .
Conclusions
Herein, we have firstly analysed the performance of the label propagation in searching for carbon stars from 656,801 stellar spectra of SDSS DR8, and concluded that the algorithm is efficient and robust to search for rare stars from massive spectra with only a few of known templates. However, the algorithm can still be improved. A key point, which is crucial for the performance, is how to construct proper graph. There are two elements to consider. One element is how to choose nice parameter K and σ, and the other one is how to select better features. In future, we will plan to focus on the two elements to improve the performance. Then, we have applied the label propagation algorithm to search for carbon stars from 656,801 star, 1,003,596 galaxy and 182,803 QSO spectra of SDSS DR8 respectively, and found 260 new carbon stars and 11 composition spectrum systems, each of which consists of a white dwarf and a carbon star. According to the criteria described in Green [22] , there are 96 stars identified as dwarf carbon stars and 7 identified as giant carbon stars in our carbon stars. By manually checking our new carbon stars, we have found that 178 of them are Gor F-type carbon stars, which are incorrectly classified as Gor F-type stars by SDSS pipeline. The reason why they are not classified correctly may be that they have similar spectra features with G-or F-type stars and the pipeline has no such type of carbon star templates. Our G-or F-type carbon stars and those identified by Green [22] should be sufficient to construct high-quality G-or F-type carbon star templates using method mentioned by Rosalie et al. [29] . In addition, the 11 composite spectrum are quite rare, and whether they are real physical binaries need second-epoch observation in the future.
Finally, we also have applied the algorithm to search for DZ white dwarfs from all spectra of SDSS DR8, and found 29 new DZ white dwarfs. Their spectra were reconstructed by PCA algorithm with DZ white dwarf spectra given previously, and we have found that they are typical DZ white dwarfs through comparing with the reconstructed spectra. We have also investigated their proper motions, and found that they satisfy the fact that currently observed white dwarfs by SDSS generally have large proper motions. In addition, we have also estimated their effective temperatures by fitting the relationship between effective temperature and g-r color of DZ white dwarfs, and found 12 cool DZ white dwarfs, in which nine are between 6000K and 6600K, and three are below 6000K.
