Photovoltaic output is affected by solar irradiance, ambient temperature, instantaneous cloud cluster, etc., and the output sequence shows obvious intermittent and random features, which creates great difficulty for photovoltaic output prediction. Aiming at the problem of low predictability of photovoltaic power generation, a combined photovoltaic output prediction method based on variational mode decomposition (VMD), maximum relevance minimum redundancy (mRMR) and deep belief network (DBN) is proposed. The method uses VMD to decompose the photovoltaic output sequence into modal components of different characteristics, and determines the main characteristic factors of each modal component by mRMR, and the DBN model is used to fit the modal components and the corresponding characteristic factors, then the predicted results of each modal component is superimposed to obtain the predicted value of the photovoltaic output. By using the data of a certain photovoltaic power station in Yunnan for comparative experiments, it is found that the model proposed in this paper improves the prediction accuracy of photovoltaic output. characteristics of photovoltaic output sequences, reconstructed the phase space of photovoltaic output information according to the short-term law of chaotic systems, and established an ultra-short-term prediction model for photovoltaic power generation [10] . Wang, YF. et al. considered the influence of weather type on photovoltaic output, deconstructed the law of historical photovoltaic output curve under sunny, cloudy and rainy weather patterns, and obtained the photovoltaic output benchmark curves under different weather modes, and superimposed a small-scale solar photovoltaic output benchmark curve. If the short-term fluctuations to conduct the photovoltaic power generation prediction on the benchmark curve is used, through the analysis of historical photovoltaic output data, the variation law of photovoltaic output curve in time window is extracted [11] . Andrews, RW. et al. provides methods for identifying snowfall effects from commonly collected performance data, and recommends a model to allow for prediction of these effects based solely on meteorological time series [12] .
Introduction
Solar energy development and utilization has become an important field of global energy transformation, and photovoltaic power generation has entered a stage of large-scale development, which shows a good development prospect [1] . Since the output of photovoltaic power generation is greatly affected by meteorological and other factors, it has strong intermittent and volatility. These characteristics make that high-scale photovoltaic accessing to the power system will cause huge shocks and challenges to the power system [2] . Accurate photovoltaic output prediction can provide a basis for scheduling decisions, and it is of great significance to reduce system standby and operating costs and ensure system security and economic operation.
In recent years, many scholars have carried out research on short-term photovoltaic output prediction, and have achieved some results. The methods of short-term photovoltaic output prediction are mainly divided into statistical methods and heuristic learning methods [3, 4] .
(1) The statistical method is to input historical data such as solar irradiance and photovoltaic power generation output. Through curve fitting and parameter estimation, the mapping model of input and output is established to realize the prediction of future photovoltaic power generation output. Common statistical methods include the time-series method [5] , regression analysis method [6] , grey theory [7] , fuzzy theory [8] and space-time association method [9] , etc. Guan, L. et al. studied the chaotic In order to further improve the prediction accuracy of photovoltaic output, this paper proposes a photovoltaic output prediction model based on the "decomposition-feature selection-prediction". Firstly, the original photovoltaic output sequence is decomposed by VMD to obtain a plurality of intrinsic mode functions (IMFs, that is modal components) with different fluctuation characteristics. Then, the mRMR is used to determine the influence factor feature set J n of each component, and then each component sequence and the corresponding impact factor feature sets are input into the DBN model for prediction, and finally the component prediction results are integrated to obtain the final photovoltaic output prediction result. The model proposed in this paper is applied to analyze and verify the photovoltaic output of a certain power generation station in Yunnan, and the results show that the method can effectively predict the photovoltaic output.
The remainder of this paper is organized as follows. Section 2 describes our proposed approach and evaluating indicators. Experimental result sand comparison are presented in Section 3. The conclusion will be given in Section 4.
Methodology
In this paper, by applying VMD, mRMR and DBN, a photovoltaic output prediction method based on "decomposition-feature selection-prediction" is formed.
(1) The VMD proposed by Dragomiretskiy K in 2014 is the new kind of non-stationary signal adaptive decomposition estimation method [31] , which aims to decompose the original complex non-stationary photovoltaic sequence into sub-sequences with different characteristics. Compared with wavelet decomposition, EMD decomposition and EEMD decomposition, VMD decomposition can suppress modal aliasing more effectively. (2) The mRMR was proposed by Peng, HC. et al. in 2005 , and is a feature selection method that uses mutual information and correlation distance to calculate correlation [32] . It has the feature of maximizing the correlation between features and categorical variables, and minimizing the correlation between features and features, mainly used to solve the redundancy of feature variables. (3) DBN is a deep network efficient learning algorithm proposed by Hinton et al., with adaptive and self-learning capabilities, mainly used to deal with high-dimensional, large-scale data problems [33] . A DBN network consists of several layers of unsupervised restricted Boltzmann machine (RBM) and a supervised back-propagation (BP). RBM is a probability graph model consisting of visible layers and hidden layers, two layers of neurons are connected by weights. In general, visible layer units are used to describe the characteristics of data, while hidden layer units can be regarded as feature extraction layers. The structure of the RBM is shown in Figure 1 .
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Hidden layer
Visible layer As shown in Figure 2 , a two-tier DBN network model figure, that is, after the data is input into the network, they first pass the two RBM layers, and after the output of the RBM layer, they pass through the BP layer, and the result is output after being filtered by the BP layer. On this basis, according to different needs, the RBM layer can continue to join the more layers to construct multilayer DBN network.
The VMD, mRMR and DBN have been widely applied once they are proposed, so the theory of these methods will not be repeated here. The prediction process of this paper is shown in Figure 3 . As shown in Figure 2 , a two-tier DBN network model figure, that is, after the data is input into the network, they first pass the two RBM layers, and after the output of the RBM layer, they pass through the BP layer, and the result is output after being filtered by the BP layer. On this basis, according to different needs, the RBM layer can continue to join the more layers to construct multi-layer DBN network.
The VMD, mRMR and DBN have been widely applied once they are proposed, so the theory of these methods will not be repeated here. The prediction process of this paper is shown in Figure 3 .
It can be clearly seen from Figure 3 that the photovoltaic output will obtain IMFs with different fluctuation characteristics after being decomposed by VMD, and then mRMR will be used to select the component feature set J n corresponding to each modal component from the feature set F consisting of meteorological factors and photovoltaic output historical values. After obtaining these component feature sets, the component feature sets and their corresponding components are simultaneously input into the DBN for prediction. Finally, the prediction values of each components are integrated using DBN to obtain the final photovoltaic output prediction value. Appl. Sci. 2019, 9, It can be clearly seen from Figure 3 that the photovoltaic output will obtain IMFs with different fluctuation characteristics after being decomposed by VMD, and then mRMR will be used to select the component feature set n J corresponding to each modal component from the feature set F consisting of meteorological factors and photovoltaic output historical values. After obtaining these component feature sets, the component feature sets and their corresponding components are simultaneously input into the DBN for prediction. Finally, the prediction values of each components are integrated using DBN to obtain the final photovoltaic output prediction value.
In this paper, after obtaining the final photovoltaic output prediction value, the average absolute error (MAE), root mean square error (RMSE) and Theil inequality coefficient (TIC) will be used as the three performance evaluation indicators of the prediction model. The calculation formula is as follows: In this paper, after obtaining the final photovoltaic output prediction value, the average absolute error (MAE), root mean square error (RMSE) and Theil inequality coefficient (TIC) will be used as the three performance evaluation indicators of the prediction model. The calculation formula is as follows:
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where N represents the total number of samples, Y n represents the actual value, and F n represents the predicted value. The Theil inequality coefficient is always between 0 and 1, the smaller the value, the smaller the difference between the fitted value and the true value, and the higher the prediction accuracy.
Case Study
In this paper, MATLAB is used as the operating environment, and the model proposed in this paper is validated by using the data in 2013 of certain photovoltaic power stations in Yunnan Province of China and certain photovoltaic power station in Gansu Province in China, two provinces that have a large difference between latitudes and altitudes. Both Yunnan and Gansu photovoltaic power stations are equipped with monocrystalline silicon photovoltaic cells. The data of Yunnan photovoltaic power station is an instantaneous value per 15 min, with 96 data points per day. The data of Gansu photovoltaic power station is an instantaneous value every 10 min, and there are 144 data points in a day. The data includes the photovoltaic output, time, temperature and irradiance of the power station. In the prediction process, data, from 2 January 2013 to 23 December 2013, was used to establish the model, and then conducted the prediction on the data from 24 December 2013 to 30 December 2013. In addition, other data such as time, temperature, etc. in the data are used to establish the feature matrix F.
Analysis and Decomposing the Photovoltaic Output
In order to facilitate the observation of photovoltaic data in the two regions, this paper shows the photovoltaic output changes in the two regions in where N represents the total number of samples, n Y represents the actual value, and n F represents the predicted value. The Theil inequality coefficient is always between 0 and 1, the smaller the value, the smaller the difference between the fitted value and the true value, and the higher the prediction accuracy.
Case Study
In this paper, MATLAB is used as the operating environment, and the model proposed in this paper is validated by using the data in 2013 of certain photovoltaic power stations in Yunnan Province of China and certain photovoltaic power station in Gansu Province in China, two provinces that have a large difference between latitudes and altitudes. Both Yunnan and Gansu photovoltaic power stations are equipped with monocrystalline silicon photovoltaic cells. The data of Yunnan photovoltaic power station is an instantaneous value per 15 min, with 96 data points per day. The data of Gansu photovoltaic power station is an instantaneous value every 10 min, and there are 144 data points in a day. The data includes the photovoltaic output, time, temperature and irradiance of the power station. In the prediction process, data, from 2 January 2013 to 23 December 2013, was used to establish the model, and then conducted the prediction on the data from 24 December 2013 to 30 December 2013. In addition, other data such as time, temperature, etc. in the data are used to establish the feature matrix F .
Analysis and Decomposing the Photovoltaic Output
In order to facilitate the observation of photovoltaic data in the two regions, this paper shows the photovoltaic output changes in the two regions in Figure 4 . It can be seen from Figure 4 that the volatility of the photovoltaic power station output in the two regions is very strong, and the output of Gansu photovoltaic power station is higher than that of Yunnan photovoltaic power station. In order to better observe the photovoltaic output situation in the two regions, the monthly data of two regions is counted, and the statistical results are shown in the Table 1 . It can be seen from the maximum value of Table 1 that the maximum output of Gansu photovoltaic power station is higher than that of Yunnan photovoltaic power station. In addition, by observing the average and standard deviation of the two power stations, it can be found that the difference between the average value and the standard deviation is larger. From this, it can be seen that the fluctuation of photovoltaic power output of the two power stations is very strong.
In the following analysis, this paper takes Yunnan photovoltaic power station as an example for specific explanation. First, the VMD is used to decompose the photovoltaic output data. The parameter setting in the decomposition process references to [34] . The decomposition results are shown in Figure 5 . It can be seen from Figure 4 that the volatility of the photovoltaic power station output in the two regions is very strong, and the output of Gansu photovoltaic power station is higher than that of Yunnan photovoltaic power station. In order to better observe the photovoltaic output situation in the two regions, the monthly data of two regions is counted, and the statistical results are shown in the Table 1 . It can be seen from the maximum value of Table 1 that the maximum output of Gansu photovoltaic power station is higher than that of Yunnan photovoltaic power station. In addition, by observing the average and standard deviation of the two power stations, it can be found that the difference between the average value and the standard deviation is larger. From this, it can be seen that the fluctuation of photovoltaic power output of the two power stations is very strong.
In the following analysis, this paper takes Yunnan photovoltaic power station as an example for specific explanation. First, the VMD is used to decompose the photovoltaic output data. The parameter setting in the decomposition process references to [34] . The decomposition results are shown in Figure 5 . Appl. Sci. 2019, 9, x FOR PEER REVIEW 8 of 17 Figure 5 .The image after being decomposed by VMD. Figure 5 shows each component of photovoltaic output after VMD decomposition. By observing Figure 5 , it can be seen that the amplitude fluctuations and frequency fluctuations of the Intrinsic Mode Function (IMF)1~IMF7 components are relatively intense and there is no periodicity, the frequency fluctuation of IMF8~IMF9 is less moderate than the former, but the amplitude fluctuation is much lower, and both the amplitude and frequency fluctuations of the IMF10 are the slowest. In addition, the temperature of the photovoltaic panel is not considered in this paper because there are many solar panels in the photovoltaic power station, and the temperature of each photovoltaic panel is different due to the influence of factors such as the angle of illumination, so it is impossible to establish a characteristic factor uniformly. After the f is established, the mRMR is used to establish the feature set of each component. The specific process is shown in Figure 6 . Figure 5 shows each component of photovoltaic output after VMD decomposition. By observing Figure 5 , it can be seen that the amplitude fluctuations and frequency fluctuations of the Intrinsic Mode Function (IMF)1~IMF7 components are relatively intense and there is no periodicity, the frequency fluctuation of IMF8~IMF9 is less moderate than the former, but the amplitude fluctuation is much lower, and both the amplitude and frequency fluctuations of the IMF10 are the slowest.
Establish Feature Sets of Each Component
Photovoltaic output is affected by factors such as season, time, ambient temperature and solar irradiance. After the photovoltaic output is decomposed by VMD, each component contains the effects of the above factors of a different degree. Therefore, this section will study the effect of various factors on each component.
Before establishing each component feature set, an original feature set F is established firstly, F includes time t, season S, ambient temperature T, solar irradiance I, and photovoltaic output history value P t . Among them, since the photovoltaic data takes a value every 15 min, the time is expressed as 0.0, 0.15, 0.30, 0.45, 1.0, . . . , 23.30, 23.45. In addition, the season S includes spring, summer, autumn and winter, which are represented by numbers 1, 2, 3, and 4 respectively; the photovoltaic output history value P t represents the photovoltaic historical value before t minutes. In addition, the temperature of the photovoltaic panel is not considered in this paper because there are many solar panels in the photovoltaic power station, and the temperature of each photovoltaic panel is different due to the influence of factors such as the angle of illumination, so it is impossible to establish a characteristic factor uniformly.
After the f is established, the mRMR is used to establish the feature set of each component. The specific process is shown in Figure 6 .
In Figure 6 , N is the number of components after VMD decomposition. As can be seen from Figure 6 , the selection step of the component feature set J n is as follows:
•
Use an incremental search method to establish a candidate feature set of the component; In Figure 6 , N is the number of components after VMD decomposition. As can be seen from Figure 6 , the selection step of the component feature set n J is as follows:
Use an incremental search method to establish a candidate feature set of the component; • Calculate the mRMR values of each feature in and arrange them in descending order according to the magnitude of the mRMR value, and then input them into error function one by one to obtain the error; • Take the number of features corresponding to the minimum error to establish a component feature set.
The error function in Figure6 uses the root mean square error (RMSE), which is calculated as shown in Equation (2) . The errors obtained by inputting the feature factors, which is ordered in descending order according to the mRMR, of each component into the error function one by one are shown in Table 2 . The error function in Figure 6 uses the root mean square error (RMSE), which is calculated as shown in Equation (2) . The errors obtained by inputting the feature factors, which is ordered in descending order according to the mRMR, of each component into the error function one by one are shown in Table 2 .
The letters in the Table 2 represent the names of each feature, the numbers are the error values, and the red numbers represent the smallest errors. The names of the features in the table are cumulative, for example, the P 45 of IMF1 means that the error value obtained by inputting P 45 and its previous t, P 60 together into the error function is 0.0254. By observing Table 2 , it can be seen that except for IMF8, for other component features, t are all ranked the front, it can be seen that time t has the greatest influence on the component, and it can be concluded that the photovoltaic output is greatly affected by the alternating day and night in one day, only in the daytime can a photovoltaic power station generate electricity and it cannot generate electricity at night. In addition, the effects of the irradiance intensity I and the temperature T on each component are also large. In comparison, the photovoltaic historical value seems to have a weak influence on each component. From Table 2 and the above discussion, it is found that the feature set of each component is as shown in Table 3 . By observing Table 3 , it can be clearly seen that the components containing the feature t are IMF1~IMF7 and IMF9~IMF10; the components containing the stochastic features as I or T are IMF1~IMF6 and IMF9~IMF10; the components containing the feature S are IMF3, IMF6 and IMF10. It can be seen that most of the components are affected by day and night alternation and environmental changes, while IMF3, IMF6 and IMF10 also contain information on the impact of seasonal changes on photovoltaic output.
The Components and Photovoltaic Output Prediction
After obtaining the feature set of each component, each component is input into the DBN along with its corresponding feature set to conduct the prediction. When training the DBN network, a 3-input 1-output model is used, that is, three points of each component and three points of the corresponding features are input together. The number of hidden layers in the parameter setting process and the number of units in each hidden layer references to [35] , and other parameters setting uses reference [36] . Then, the DBN structure of each component is as shown in Table 4 . Table 4 . The DBN structure of each component.
Component
Structure
After obtaining the structure of each component prediction model, components with various frequencies are predicted using the model trained well, and the prediction result is shown in Figure 7 .
Combining Figure 7 and the corresponding RMSE error in Table 2 , it can be seen that from IMF1 to IMF10, as the component fluctuations weaken, the error begins to decrease, especially after IMF7, the error is relatively small. But overall, the prediction results of each component are ideal.
After the prediction of each component is completed, the DBN is used to integrate the prediction results of each component. Taking the actual value of each component as input and taking the actual photovoltaic output value as output fortraining the model, the prediction values of the components are taken as inputs, and using the model trained well to obtain the photovoltaic prediction values. The prediction results are shown in Figure 8 .
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The Components and Photovoltaic Output Prediction
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Component
3-24-6-1 IMF7
3-16-4-1 IMF8
3-12-6-1 IMF9
3-12-8-1 IMF10
3-8-1
After obtaining the structure of each component prediction model, components with various frequenciesarepredicted using the model trained well, and the prediction result is shown in Figure7. After the prediction of each component is completed, the DBN is used to integrate the prediction results of each component. Taking the actual value of each component as input and taking the actual photovoltaic output value as output fortraining the model, the prediction values of the components are taken as inputs, and using the model trained well to obtain the photovoltaic prediction values. The prediction results are shown in Figure 8 . The left half of Figure 8 is the result plot of the prediction and actual values, and the right half is the comparison of the actual value with the prediction value; the green point in the figure is the distribution point of the prediction value. It can be seen from Figure 8 that compared with the error of other intervals, except for the interval 35-40 has the larger error; in the other intervals, the actual value and the prediction value are very close, and most of the green points distribute near the actual value.
The Comparison
For more intuitive comparative analysis, this paper uses the MAE, MSE, and RMSE mentioned above to compare the prediction results of this paper with that of the Auto-Regressive Moving Average Model (ARMA) and DBN single prediction model and the EMD, EEMD, and VMD decomposition combined prediction models. For the single prediction model, the original photovoltaic output data aredirectly used for modeling and prediction; for the decomposition combined prediction model, the original photovoltaic output data arefirst decomposed using EMD, EEMD and VMD, and then each frequency component is predicted using DBN, and finally the prediction results of each frequency component are integrated to obtain a final prediction photovoltaic output value. For the comparison results of the models, the comparison results of Yunnan photovoltaic power station data are shown in Table 5 , and the comparison results of Gansu photovoltaic power station data are shown in Table 6 . The left half of Figure 8 is the result plot of the prediction and actual values, and the right half is the comparison of the actual value with the prediction value; the green point in the figure is the distribution point of the prediction value. It can be seen from Figure 8 that compared with the error of other intervals, except for the interval 35-40 has the larger error; in the other intervals, the actual value and the prediction value are very close, and most of the green points distribute near the actual value.
For more intuitive comparative analysis, this paper uses the MAE, MSE, and RMSE mentioned above to compare the prediction results of this paper with that of the Auto-Regressive Moving Average Model (ARMA) and DBN single prediction model and the EMD, EEMD, and VMD decomposition combined prediction models. For the single prediction model, the original photovoltaic output data are directly used for modeling and prediction; for the decomposition combined prediction model, the original photovoltaic output data are first decomposed using EMD, EEMD and VMD, and then each frequency component is predicted using DBN, and finally the prediction results of each frequency component are integrated to obtain a final prediction photovoltaic output value. For the comparison results of the models, the comparison results of Yunnan photovoltaic power station data are shown in Table 5 , and the comparison results of Gansu photovoltaic power station data are shown in Table 6 . It can be seen from Table 5 that the prediction accuracy of the decomposition-combined prediction model is better than that of the single prediction model. For example, for the MAE of EMD decomposition-combined prediction model improved by 50.2% compared with the ARMA, and by 41.3% compared with the DBN; for the MAE of EEMD decomposition-combined prediction model improved by 62.9% compared with the ARMA, and by 56.3% compared with the DBN; and for the MAE of VMD decomposition-combined prediction model improved by 78.3% compared with the ARMA, and by 74.4% compared with the DBN. In the decomposition-combined prediction model, the VMD decomposition-combined model has higher prediction accuracy than the EEMD and EMD decomposition-combined model. For example, for the RMSE, the prediction accuracy of VMD combined decomposition model respectively improved by 45.8% and 55% compared with the EEMD decomposition-combined model and the EMD decomposition-combined model. It can be seen that after using VMD to decompose the photovoltaic output, the prediction accuracy is greatly improved. After considering the influence of the characteristic factors, the prediction accuracy is further improved. It can be seen from Table 4 that for MAE, RMSE and TIC, the prediction model of this paper improved respectively by 60.0%, 35.4% and 42.4% compared with the VMD decomposition-combined model. It can be seen that for the Yunnan photovoltaic power station data, the prediction accuracy of model in this paper is higher.
It can also be seen from Table 6 that the accuracy of the decomposition-combined prediction model is better than that of the single prediction model, while the prediction model of this paper has higher prediction accuracy than other decomposition-combined prediction models; for example, the MAE of this paper improved by 58.0% compared with the VMD decomposition-combined prediction model, and by 74.1% compared with the EEMD decomposition-combined prediction model, by 79.9% compared with the EMD decomposition-combined model, by 90.1% compared with the DBN model, and by 91.6% compared with the ARMA model.
Based on the comparison of the prediction results of the above two photovoltaic power station, it can be seen that after using the VMD to decompose the photovoltaic output data into modal components with different wave characteristics and using mRMR to analyze the influence of each influencing factor on each frequency component, the prediction accuracy of this paper exceeds that of the traditional decomposition-combined prediction model and the single prediction model. In addition, this paper uses the rolling prediction method in the prediction process, that is, the actual value is continuously absorbed into the model during the prediction process. For example, at moment t, after finishing predicting the value at moment t, the true value of the moment t and the corresponding influence component are added to the model to predict the value at the next moment. Therefore, this paper can make real-time continuous prediction of photovoltaic output.
Conclusions
In order to make full use of the random and intermittent photovoltaic output, this paper uses VMD to decompose the photovoltaic output and obtains the modal components with different fluctuation characteristics. The photovoltaic output is affected by solar irradiance, ambient temperature, etc., and this paper uses mRMR to conduct the feature selection on each component. In the process of selection, a raw feature matrix consisting of time, temperature, season, irradiance intensity and photovoltaic output historical values is firstly established. Then we determine the candidate feature set of each component using the incremental search method and sort the features in the candidate feature set in descending mRMR value order. Finally, input the features after ordering one by one into the error function to select the number of features with the smallest error as the component feature set. After obtaining each component feature set, these are input into the DBN for component prediction together with the corresponding components. Finally, prediction results of each component are integrated to obtain the final photovoltaic output prediction result, and compared with other models, and it is found that the prediction accuracy of the model in this paper is higher.
When establishing a candidate feature set of each component, it is found that the incremental search method is cumbersome, and then the mRMR values of the features selected by using the method need to be sorted in descending order. Therefore, it is somewhat redundant to use the incremental search method to determine the candidate feature set, so whether there is a simpler and more direct method to select the candidate feature set of each component will be our next research direction.
