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Abstract
In the previous paper (J. Combin. Theory Ser. A, 120, 2013, 1263–1284) H.
Tagawa and the two authors proposed an algebraic method to compute certain Pfaffians
whose form resemble to Hankel determinants associated with moment sequences of
the classical orthogonal polynomials. At the end of the paper they offered several
conjectures. In this work we employ a completely different method to evaluate this
type of Pfaffians. The idea is to apply certain de Bruijn type formula and convert the
evaluation of the Pfaffians to the certain Selberg type integrals. This approach works
not only for Pfaffians but also for hyperpfaffians. Hence it enables us to establish
much more generalized identities than those conjectured in the previous paper. We
also attempt q-analogues.
1 Introduction
In [17] H. Tagawa and the two authors presented 3 conjectures [17, Conjecture 6.1, Con-
jecture 6.2 and Conjecture 6.3] concerning Pfaffians which resemble to the so-called Hankel
determinants. In [16] one of the authors partially settled [17, Conjecture 6.2] by computer
proof using Zeilberger’s Holonomic Ansatz. The aim of this paper is to completely settle
the two conjectures [17, Conjecture 6.1, Conjecture 6.2] and give the third proof of the
main result [17, Corollary 3.2] in the previous papers. The second proof was given in [13,
Corollary 3.4] using a quadratic formula for the basic hypergeometric series related to the
Askey-Wilson polynomials. In this paper we prove it by reducing it to the k = 2 case of the
∗Partially supported by JSPS KAKENHI Grant Numbers JP16K05068, JP20K03558.
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Askey-Habsieger-Kadell q-Selberg integral formula (5.17) via de Bruijn’s formula. We be-
lieve that our new proof gives a more simple and essentially insightful method to the Hankel
Pfaffians.
In [8] de Bruijn proves two Pfaffian formulas ([8, (4,7)] and [8, (7.3)]). Luque and Thibon
prove a hyperpfaffian version ([22, (96)]) of the second formula. In [23, 24] they use a simple
relation ([23, (10)], [24, (26)]) between Hankel hyperdeterminants and the Selberg integrals,
and found many applications with the moments of the classical orthogonal polynomials. In
[23, § 3.2, § 3.3] they computed the hyperdeterminants of Catalan numbers and the central
binomial coefficients. Here we consider the Hankel hyperpfaffians of much wider class of
numbers, i.e., Narayana polynomials of Coxeter groups, and obtain many amazing identities
in Section 4. In [24] they use the relation between Hankel hyperdeterminants and the Selberg
integrals in the opposite direction and prove the Selberg and Aomoto formulas. In [27]
Matsumoto studied Toeplitz hyperdeterminants and applied his theory to the Jack symmetric
functions. In this paper we study Hankel hyperpfaffians. Luque and Thibon call an m-
dimensional tensor A = (A(i1, . . . , im)1≤,i1,...,im≤n of size n Hankel if A(i1, . . . , im) = f(i1 +
· · ·+ im). Here we call an alternating tensor A Hankel if A(i1, . . . , im) =
∏
1≤k<l≤m(g(il) −
g(ik)) ·f(i1+ · · ·+ im) for some functions f and g. In most cases we take g(i) = i or g(i) = qi,
but there is no reason to restrict ourselves to the case (see the proof of Corollary 3.4). We call
a hyperpfaffian of a tensor in such form Hankel Pfaffians. In this paper we also investigate
the q-analogues.
This paper is composed as follows. In Section 2 we recall hyperdeterminant and define
a slightly general hyperpfaffian. We prove a very general formula, Theorem 2.5, which is a
hyperpfaffian-hyperdeterminant analogue of minor summation formula [18, 19]. In Section 3
we generalize two formulas by de Bruijn [8] to hyperpfaffian, i.e., Theorem 3.1 and Theo-
rem 3.2, as an application of Theorem 2.5. The second theorem is more important, and we
derive Corollary 3.4, which will be used in this paper through. Section 4 is devoted to the
Hankel hyperpfaffians of the Narayana polynomials of the Coxeter groups as an application
of Corollary 3.5 and the Selberg-Aomoto integrals, (1.1) and (1.2). We obtain several sur-
prising identities which are new. In Section 5 we give the third proof of Theorem 5.1 ([17,
Theorem 3.1], [13, Corollary 3.4]). In this section we prove all the tools to evaluate q-Hankel
Pfaffians, which will be used in the next section. In Section 6 we settle Conjecture 6.2 in [17]
using the multivariate Al-Salam-Carlitz I and II polynomials [2, 7, 5]. In the last section we
sate more conjectures concerning Conjecture 6.3 in [17].
The Selberg integral was introduced and proved by Atle Selberg [30]:
Sn(α, β, γ) =
∫
[0,1]n
n∏
i=1
tα−1i (1− ti)β−1
∏
1≤i<j≤n
|ti − tj |2γ dt
=
n∏
j=1
Γ (α + (j − 1)γ) Γ (β + (j − 1)γ) Γ (jγ + 1)
Γ (α + β + (n + j − 2)γ) Γ (γ + 1) . (1.1)
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In [1] Aomoto prove a slightly more general integral formula:∫
[0,1]n
(
k∏
i=1
ti
)
n∏
i=1
tα−1i (1− ti)β−1
∏
1≤i<j≤n
|ti − tj |2γ dt = Sn(α, β, γ)
k∏
j=1
α+ (n− j)γ
α+ β + (2n− j − 1)γ ,
(1.2)
which implies∫
[0,1]n
ek(t)
n∏
i=1
tα−1i (1− ti)β−1
∏
1≤i<j≤n
|ti − tj |2γ dt =
(
n
k
)
Sn(α, β, γ)
k∏
j=1
α+ (n− j)γ
α+ β + (2n− j − 1)γ ,
(1.3)
where ek(t) = ek(t1, . . . , tn) stands for the elementary symmetric function which is defined
by
∑n
k=0 ek(t)y
k =
∏n
i=1(1 + tiy).
Throughout this paper we use the standard notation for q-series (see [3, 10]):
(a; q)∞ =
∞∏
k=0
(1− aqk), (a; q)n = (a; q)∞
(aqn; q)∞
for any integer n. Usually (a; q)n is called the q-shifted factorial, and we frequently use the
compact notation (a1, . . . , ar; q)n = (a1; q)n · · · (ar; q)n, where n is an integer or ∞.
2 Hyperdeterminants and hyperpfaffians
The aim of this section is to give a hyperpfaffian-hyperdeterminant analogue of the minor
summation formula [18, Theorem 1], [19, Theorem 3.2]. First we give the most general form,
i.e., Theorem 2.5, and derive corollaries which will be used in the next section to obtain
formulas linking the so-called Hankel hyperpfaffians to the Selberg type integrals. Some
special cases are obtained in [27]. The relation between the so-called Hankel Pfaffians and
the Selberg integrals is fully understood if we generalize the Pfaffians to the hyperpfaffians.
In fact the Selberg integral looks like a very general formula and the application to the
evaluation of the Pfaffians needs very special cases. If we pay attention to the hyperpfaffian,
it will reveal a full view of the relation. However, the most general arguments of hyperpfaffian
may apparently look cumbersome. But this section will provide the complete proof of our
theorems in the most general form since the theorems themselves are new and never appears
in any other places.
This section is composed as follows. First we recall the definition and basic properties
of hyperdeterminant, i.e, Proposition 2.1, Proposition 2.2, Lemma 2.3, where this lemma is
the key to prove Theorem 2.5 which is the main result of this section. Next we give the
definition of the hyperpfaffian. Barvinok [6] originated the study of hyperpfaffians, but here
we use a slightly generalized notion Pf [l,m](B) for an even integer l and a positive integer
m. Note that Pf [l,1](B) is Barvinok’s hyperpfaffian and Pf [2,1](B) is the ordinary Pfaffian.
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Lemma 2.4 is a hyperpfaffian generalization of a useful Pfaffian identity, which will be used
to prove the main theorem of the next section, i.e., Theorem 3.2. Finally, we obtain the most
general form of a hyperpfaffian version of the minor summation formula, i.e., Theorem 3.2
and two corollaries (Corollary 2.6 and Corollary 2.7) derived from it.
We use the notation [n] = {1, 2, . . . , n} for positive integer n. Hereafter we let (s
r
)
denote the set of all r-element subsets of s, where s is any finite set. Usually we take
some index set for s. For example, if s = [n], I = {i1, . . . , ir} ∈
(
[n]
r
)
is identified with
the r-tuple (i1, . . . , ir) such that i1 < · · · < ir. Let m be an even positive integer and n
be a positive integer. An m-dimensional tensor A = (A(i1, . . . , im))1≤i1,...,im≤n of size n is
a map A : [n]m → F , (i1, . . . , im) 7→ A(i1, . . . , im), where F is a field of characteristic 0.
We also say the (i1, . . . , im−1)th row of A is (A(i1, . . . , im−1, 1), . . . , A(i1, . . . , im−1, n)). The
hyperdeterminant det[m]A of A is defined to be
det[m]A =
1
n!
∑
σ1,...,σm∈Sn
sgn(σ1 · · ·σm)
n∏
i=1
A(σ1(i), σ2(i), . . . , σm(i))
=
∑
σ1,...,σm−1∈Sn
sgn(σ1 · · ·σm−1)
n∏
i=1
A(i, σ1(i), . . . , σm−1(i)). (2.1)
Note that the m = 2 case corresponds to the ordinary determinant detA. For example, if
m = 4 and n = 2, then
det[4]A = A(1, 1, 1, 1)A(2, 2, 2, 2)− A(1, 1, 1, 2)A(2, 2, 2, 1)−A(1, 1, 2, 1)A(2, 2, 1, 2)
+ A(1, 1, 2, 2)A(2, 2, 1, 1)− A(1, 2, 1, 1)A(2, 1, 2, 2) + A(1, 2, 1, 2)A(2, 1, 2, 1)
+ A(1, 2, 2, 1)A(2, 1, 1, 2)− A(1, 2, 2, 2)A(2, 1, 1, 1).
When (I1, . . . , Im) is anm-tuple such that I1, · · · , Im ∈
(
[n]
r
)
, let AI1,··· ,Im denote them-tensor
(A(i1, . . . , im))i1∈I1,...,im∈Im
of size r. We call the hyperdeterminant det[m]AI1,··· ,Im the (I1, . . . , Im)-minor of A, which is
denoted by aI1,...,Im. For instance, if m = 2, then AI1,I2 denotes the submatrix of A obtained
by choosing the rows in I1 and the columns in I2. Let {ξi}i≥1 be anti-commutative symbols,
i.e. ξjξi = −ξiξj for i, j ≥ 1.
Proposition 2.1. If we put
ηi =
n∑
i(1),...,i(m−1)=1
A(i, i(1), . . . , i(m−1)) ξi(1) ⊕ · · · ⊕ ξi(m−1) (2.2)
for i ∈ [n], then, for any I = (i1, . . . , ir) ∈
(
[n]
r
)
, we have
ηI = ηi1 · · · ηir =
∑
I(1),...,I(m−1)∈([n]r )
det[m]AI,I(1),...,I(m−1) ξI(1) ⊕ · · · ⊕ ξI(m−1) , (2.3)
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where ξI(k) = ξi(k)1
· · · ξ
i
(k)
r
for I(k) = (i
(k)
1 , . . . , i
(k)
r ). Especially, if r = n and I = [n], we obtain
η1 · · ·ηn = det[m](A) · ξ ⊕ · · · ⊕ ξ︸ ︷︷ ︸
(m−1) times
, (2.4)
where ξ = ξ1 · · · ξn.
Proof. By definition (2.2),
ηik =
n∑
i
(1)
k
,...,i
(m−1)
k
=1
A(ik, i
(1)
k , . . . , i
(m−1)
k ) ξi(1)
k
⊕ · · · ⊕ ξ
i
(m−1)
k
,
then we have
ηI = ηi1 · · · ηir
=
∑
i
(1)
1 ,...,i
(1)
r
· · ·
∑
i
(m−1)
1 ,...,i
(m−1)
r
A(i1, i
(1)
1 , . . . , i
(m−1)
1 ) · · ·A(ir, i(1)r , . . . , i(m−1)r )
× ξ
i
(1)
1
· · · ξ
i
(1)
r
⊕ · · · ⊕ ξ
i
(m−1)
1
· · · ξ
i
(m−1)
r
=
∑
I(1)=(i
(1)
1 ,...,i
(1)
r )∈([n]r )
· · ·
∑
I(m−1)=(i
(m−1)
1 ,...,i
(m−1)
r )∈([n]r )∑
σ(1),...,σ(m−1)∈Sr
sgn σ(1) · · · sgn σ(m−1)A(i1, iσ(1)(1), . . . , iσ(m−1)(1)) · · ·
· · ·A(ir, iσ(1)(r), . . . , iσ(m−1)(r)) ξI(1) ⊕ · · · ⊕ ξI(m−1)
=
∑
I(1),...,I(m−1)∈([n]r )
det[m]AI,I(1),...,I(m−1) ξI(1) ⊕ · · · ⊕ ξI(m−1),
which is the desired identity.
Next, the (I1, . . . , Im)-cofactor of A is defined to be
a˜I1,··· ,Im = (−1)|I1|+···+|Im| det[m]AI1,··· ,Im , (2.5)
where |Ik| =
∑
j∈Ik j and Ik = [n] \ Ik stands for the complement of Ik in [n]. The following
proposition gives the Laplace expansion of hyperdeterminant, which gives a generalization
of [26, Proposition 2.1] (early version of [27]).
Proposition 2.2. Let m be an even positive integer and n be a positive integer. Given an
m-dimensional tensorA = (A(i1, . . . , im))1≤i1,...,im≤n of size n, we have
det[m]A =
∑
I(1),...,I(m−1)∈([n]r )
aI,I(1),...,I(m−1) a˜I,I(1),··· ,I(m−1) (2.6)
for any I ∈ ([n]
r
)
.
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Proof. Let ηi be as in (2.3). Then, for any I ∈
(
[n]
r
)
, we have
η = η1 · · ·ηn = (−1)|I|−(
r+1
2 )ηIηI
= (−1)|I|−(r+12 )
∑
I(1),...,I(m−1)∈([n]r )
∑
J(1),...,J(m−1)∈( [n]n−r)
aI.I(1),...,I(m−1) aI,J(1),...,J(m−1)
× ξI(1)ξJ(1) ⊕ · · · ⊕ ξI(m−1)ξJ(m−1) .
Note that
ξI(k)ξJ(k) =
{
(−1)|I(k)|−(r+12 )ξ if I(k) ∩ J (k) = ∅,
0 otherwise.
Hence we obtain
η = (−1)m(r+12 )
∑
I1,...,Im−1∈([n]r )
aI,I(1),...,I(m−1) a˜I,I(1),...,I(m−1) ξ ⊕ · · · ⊕ ξ.
Meanwhile, we have already shown that η = det[m]A · ξ⊕· · ·⊕ ξ. Since m is an even integer,
we obtain the desired identity.
Let N be a positive integer. We use the one-line notation (σ(1), . . . , σ(N)) to denote a
permutation σ ∈ SN . If N = ln, we split σ into n increasing blocks of length l, i.e.,
σ = (σ1, . . . ,σn) with σk = (σ((k − 1)l + 1), . . . , σ(kl)) for 1 ≤ k ≤ n. Let
(
[ln]
l,...,l
)
(l
is repeated n times in the lower line) denote the subset of Sln which is composed of the
permutations σ = (σ1, . . . ,σn) in which the entries of each block are strictly increasing, i.e.(
[ln]
l, . . . , l
)
=
{
σ = (σ(1), . . . , σ(ln)) ∈ Sln
∣∣σ((k − 1)l + 1) < · · · < σ(kl) for 1 ≤ k ≤ n} .
For example,
(
[4]
2,2
)
is composed of the following 6 elements:
(1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3), (2, 3, 1, 4), (2, 4, 1, 3), (3, 4, 1, 2).
The following lemma is essentially the Laplace expansion and one can state it in more general
form. But this form plays an important role in the proof of Theorem 2.5 in this section.
Lemma 2.3. Let m be an even positive integer and l, n positive integers. Let A =
(A(i1, . . . , im))1≤i1,...,im≤ln be an m-dimensional tensor of size ln. Let I = (i1, . . . , iln) ∈
[ln]ln be any sequence of indices, and I = (I1, . . . , In) be the l-block notation of I, i.e.,
Ij = (i(j−1)l+1, . . . , ijl) for 1 ≤ j ≤ n. Then we have
det[m]A[ln],...,[ln],I =
∑
σ(1),...,σ(m−1)∈( [ln]l,...,l)
sgn σ(1) · · · sgn σ(m−1)
n∏
j=1
det[m]A
σ
(1)
j ,...,σ
(m−1)
j ,Ij
, (2.7)
where σ(k) = (σ
(k)
1 , . . . ,σ
(k)
n ) is the l-block notation of σ(k) for 1 ≤ k ≤ m− 1.
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Proof. Let
ηi =
ln∑
i(1),...,i(m−1)=1
A(i(1), . . . , i(m−1), i) ξi(1) ⊕ · · · ⊕ ξi(m−1) .
Then, since ηI = ηi1 · · ·ηiln = ηI1 · · ·ηIn , we have, by (2.3),
ηI =
∑
I
(1)
1 ,...,I
(m−1)
1 ∈([ln]l )
· · ·
∑
I
(1)
n ,...,I
(m−1)
n ∈([ln]l )
det[m]A
I
(1)
1 ,...,I
(m−1)
1 ,I1
· · ·det[m]A
I
(1)
n ,...,I
(m−1)
n ,In
× ξ
I
(1)
1
· · · ξ
I
(1)
n
⊕ · · · ⊕ ξ
I
(m−1)
1
· · · ξ
I
(m−1)
n
.
Note that ξ
I
(k)
1
· · · ξ
I
(k)
n
vanishes unless [ln] is disjoint union of (I
(k)
1 , . . . , I
(k)
n ) for 1 ≤ k ≤ m−1.
If we put σ(k) = (I
(k)
1 , . . . , I
(k)
n ) for 1 ≤ k ≤ m− 1, then ξI(k)1 · · · ξI(k)n = sgn σ
(k) ξ[ln] implies
ηI =
∑
σ(1),...,σ(m−1)∈( [ln]l,...,l)
sgn σ(1) · · · sgn σ(m−1) det[m]A
I
(1)
1 ,...,I
(m−1)
1 ,I1
· · ·
· · ·det[m]A
I
(1)
n ,...,I
(m−1)
n ,In
ξ[ln] ⊕ · · · ⊕ ξ[ln],
where ξ[ln] = ξ1 · · · ξln. Meanwhile, by (2.4), we have ηI = det[m]A[ln],...,[ln],I ξ[ln] ⊕ · · · ⊕ ξ[ln],
which proves the desired identity.
Barvinok [6] gives the first definition of hyperpfaffian, and Matsumoto used a variation
of hyperpfaffian in [27]. Here we give a slightly generalized definition, which unify the
original definitions in [6, 22, 27, 31]. Let l, m and n be positive integers, and let B =
(B(i1, . . . , ilm))1≤i1,...,ilm≤ln be an lm-dimensional tensor of size ln. We also use the block nota-
tion and write it as B = (B(i1, . . . , im))i1,...,im∈[ln]l, in which each block ik = (i(k−1)l+1, . . . , ikl)
(1 ≤ k ≤ m) has length l. We say that B is l-alternating if it satisfies
B(iτ11 , . . . , i
τm
m ) = sgn(τ1) · · · sgn(τm)B(i1, . . . , im)
for all (τ1, . . . , τm) ∈ (Sl)m. Here iτkk stands for
(
il(k−1)+τk(1), . . . , il(k−1)+τk(l)
)
. This means
that, if we permute index of each l-block, then the sign of the permutation appears. An
m-dimensional l-block array of size ln is, by definition, an array of the form
B =
(
B(I(1), . . . , I(m))
)
I(1),...,I(m)∈([ln]l )
.
It is clear that an m-dimensional l-block array B of size ln can be uniquely extended to an
l-alternating lm-dimensional tensor of size ln, hence they are equivalent and we will mainly
use the array notation hereafter.
The hyperpfaffian Pf [l,m](B) of an m-dimensional l-block array B of size ln is defined to
be
Pf [l,m](B) =
1
n!
∑
σ(1),...,σ(m)∈( [ln]l,...,l)
sgn(σ(1)) · · · sgn(σ(m))
n∏
k=1
B
(
σ
(1)
k , . . . ,σ
(m)
k
)
, (2.8)
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where σ(i) = (σ
(i)
1 , . . . ,σ
(i)
n ) ∈
(
[ln]
l,...,l
)
, which means σ
(i)
k = (σ
(i)
k (1), . . . ,σ
(i)
k (l)) is the kth
l-block of σ(i). We may write Pf [l,m] (B(I1, . . . , Im))I1,...,Im∈([ln]l )
for Pf [l,m](B). The hyperhaf-
nian Hf [l,m](B) of B is also defined similarly as
Hf [l,m](B) =
1
n!
∑
σ(1),...,σ(m)∈( [ln]l,...,l)
n∏
k=1
B(σ
(1)
k , · · · ,σ(m)k ). (2.9)
Note that, if l and m are both odd then Pf [l,m](B) is always zero. Hence we assume l is even
hereafter. The m = 1 case reduces to [6, (3.3.1)], [22, (76)], [31, Sec.1.1] and the l = 2 case
reduces to [27, (2.2)]. Especially the (l, m) = (2, 1) case reduces to the ordinary Pfaffian
Pf [2,1](B) =
1
n!
∑
σ=(σ1(1),σ1(2),...,σn(1),σn(2))
σ1(1)<σ1(2),...,σn(1)<σn(2)
sgn σ · B(σ1(1), σ1(2)) · · ·B(σn(1), σn(2)),
which we simply write Pf(B). But, in fact, our new definition of hyperpfaffian Pf [l,m](B)
does not essentially generalize Barvinok’s original hyperpfaffian Pf [l,1](B) since one can write
Pf [l.m](B) as a special case of Pf [lm,1](B˜) in a similar way as Matsumoto stated in [27,
Proposition A1]. Given anm-dimensional l-block arrayB =
(
B(I(1), . . . , I(m))
)
I(1),...,I(m)∈([ln]l )
of size ln, we define the 1-dimensional lm-block array B˜ =
(
B˜(J)
)
J∈([lmn]lm )
of size lmn by
B˜(J) =
{
B(I(1), . . . , I(m)) if j(l(s− 1) + k) = ln(s− 1) + i(s)(k),
0 otherwise,
where J = (j(1), . . . , j(lm)) and I(s) = (i(s)(1), . . . , i(s)(l)) for 1 ≤ s ≤ m and 1 ≤ k ≤ l.
Then we can show that
Pf [l,m](B) = Pf [lm,1](B˜). (2.10)
The proof is similar to that of [27, Proposition A1]. Given an m-tuple σ = (σ(1), . . . , σ(m))
with σ(s) =
(
σ
(s)
1 , . . . , σ
(s)
n
)
∈ ( [ln]
l,...,l
)
for 1 ≤ s ≤ m, we associate τ = (τ1, . . . , τn) ∈
(
[lmn]
lm,...,lm
)
with τj = (τj(1), . . . , τj(lm)) where τj(l(s − 1) + k) = ln(s − 1) + σ(s)l(j−1)(k) for 1 ≤ j ≤ n,
1 ≤ s ≤ m and 1 ≤ k ≤ l. It is easy to check that σ 7→ τ gives a injection ( [ln]
l,...,l
)m → ( [lmn]
lm,...,lm
)
,
and sgn τ = sgn σ(1) · · · sgn σ(m). Further, from the definition of B˜, we have B˜(τ1) · · · B˜(τn) =∏n
k=1B(σ
(1)
k , . . . , σ
(m)
k ) if τ is in the image of this injection, and 0 otherwise. This proves the
identity (2.10).
For an m-dimensional l-block array B =
(
B(I(1), . . . , I(m))
)
I(1),...,I(m)∈([ln]l )
of size ln, we
set
ζ =
∑
I(1),...,I(m)∈([ln]l )
B(I(1), . . . , I(m)) ξI(1) ⊕ · · · ⊕ ξI(m). (2.11)
Then we have
ζn = n! Pf [l,m](B) ξ ⊕ · · · ⊕ ξ︸ ︷︷ ︸
m times
, (2.12)
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where ξ = ξ1 · · · ξln.
Proof. From the definition (2.11), we obtain
ζn =
∑
I
(1)
1 ,...,I
(m)
1 ∈([ln]l )
· · ·
∑
I
(1)
n ,...,I
(m)
n ∈([ln]l )
B(I
(1)
1 , . . . , I
(m)
1 ) · · ·B(I(1)n , . . . , I(m)n )
× ξ
I
(1)
1
· · · ξ
I
(1)
n
⊕ · · · ⊕ ξ
I
(m)
1
· · · ξ
I
(m)
n
.
If we set σ(k) = (I
(k)
1 , . . . , I
(k)
n ) for 1 ≤ k ≤ m, then we have
ζn =
∑
σ(1),...,σ(m)∈( [ln]l,...,l)
sgn σ(1) · · · sgn σ(m)B(I(1)1 , . . . , I(m)1 ) · · ·B(I(1)n , . . . , I(m)n )
× ξ ⊕ · · · ⊕ ξ,
because ξ
I
(k)
1
· · · ξ
I
(k)
n
= sgn σ(k) ξ if I
(k)
1 ∪ · · · ∪ I(k)m = [ln], and 0 otherwise for 1 ≤ k ≤ m.
Hence we obtain the desired identity.
Let B = (B(I1, . . . , Im))I1,...,Im∈([ln]l )
be an m-dimensional array of size ln, and let r be an
integer such that 1 ≤ r ≤ n. When (P (1), . . . , P (m)) is an m-tuple such that P (k) ∈ ([ln]
lr
)
for
1 ≤ k ≤ m, we let BP (1),··· ,P (m) denote the m-dimensional l-block array
(B(I1, . . . , Im))
I1∈(P (1)l ),...,Im∈(P
(m)
l )
of size lr. We use the notation σ(K) = (k(σ(1)), . . . , k(σ(l))) if K = (k(1), . . . , k(l)), σ =
(σ(1), . . . , σ(l)). We call the hyperpfaffian
Pf [l,m](BP (1),··· ,P (m)) =
1
r!
∑
σ(1)∈( [lr]l,...,l),...,σ(m)∈( [lr]l,...,l)
m∏
s=1
sgn(σ(s))
r∏
j=1
B
(
σ
(1)
j (P
(1)
j ), · · · ,σ(m)j (P (m)j )
)
,
(2.13)
the subhyperpfaffian of B, where we write σ(k) = (σ
(k)
1 , . . . ,σ
(k)
r ) and P (k) = (P
(k)
1 , . . . , P
(k)
r ).
We need the following lemma for later use. Let Bl(ν) = (l(ν − 1) + 1, l(ν − 1) +
2, . . . , l(ν − 1) + l) denote the l-tuple of consecutive integers for a positive integer ν, and let
Bl(ν1, . . . , νn) = (Bl(ν1), . . . , Bl(νn)) denote the ln-tuple of integers obtained by arranging
Bl(νj) for (ν1, . . . , νn) with 1 ≤ ν1 < · · · < νn ≤ N . We may write Bl(ν) in short for
ν = (ν1, . . . , νn) ∈
(
[N ]
n
)
. The following lemma is an easy consequence of the definition (2.8).
Lemma 2.4. Let l, m, n and N be positive integers such that l is even and n ≤ N . Let
A = (A(I(1), · · · , I(m)))I(1),··· ,I(m)∈(lNl ) be an m-dimensional l-block array of size lN defined
by
A(I(1), · · · , I(m)) =
{
1 if I(s) = Bl(ν
(s)) for any ν(s) ∈ [N ] (1 ≤ s ≤ m).
0 otherwise,
Let P (1), . . . , P (m) ∈ ([lN ]
ln
)
. Then we have
Pf [l,m](AP (1),...,P (m)) =
{
1 if P (s) = Bl(µ
(s)) for some µ(s) ∈ ([N ]
n
)
(1 ≤ s ≤ m),
0 otherwise.
(2.14)
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For example, if l = 2 and m = 1, then A is the array whose entry is
A(I) =
{
1 if I = {2ν − 1, 2ν} for 1 ≤ ν ≤ N ,
0 otherwise.
Assume P ∈ ([2N ]
2n
)
. Then Pf(AP ) equals 1 if P is of the form P = {2µ1 − 1, 2µ1} ∪ · · · ∪
{2µn − 1, 2µn} for some 1 ≤ µ1 < · · · < µn ≤ N , or 0 otherwise.
The following theorem and its corollaries are generalizations of the minor summation
formulas of Pfaffians (See [18, 19, 26, 27]). The original formula corresponds to the case
where (l, m, r) = (2, 2, 1) and n is arbitrary.
Theorem 2.5. Let l, m, n, N and r be positive integers such that l is even and ln ≤
N . Let H(s) = (H(s)(i1, . . . , im))1≤i1,...,im−1≤ln, 1≤im≤N be an m-dimensional tensor of size
ln×· · ·×ln×N for 1 ≤ s ≤ r, and let A = (A(I(1), . . . , I(r)))
I(1),··· ,I(r)∈([N]l )
be an r-dimensional
l-block array of size N . Then we have
∑
P (1),...,P (r)∈([N]ln )
Pf [l,r](AP (1),...,P (r))
r∏
s=1
det[m]H(s)[ln],...,[ln],P (s) = Pf
[l,(m−1)r](Q), (2.15)
where Q = (Q(I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1)))
I(1,1),...,I(r,m−1)∈([ln]l )
is the (m − 1)r-
dimensional l-array array of size ln defined by
Q(I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1))
=
∑
K(1),...,K(r)∈([N]l )
A(K(1), . . . , K(r))
r∏
s=1
det[m](H(s)I(s,1),...,I(s,m−1),K(s)). (2.16)
Proof. From the definition (2.8) of hyperpfaffian, we have
n! Pf [l,(m−1)r](Q) =
∑
σ(1,1),...,σ(1,m−1),...,σ(r,1),...,σ(r,m−1)∈( [ln]l,...,l)
r∏
s=1
m−1∏
k=1
sgn(σ(s,k))
×
n∏
j=1
Q(σ
(1.1)
j , . . . ,σ
(1,m−1)
j , . . . ,σ
(r,1)
j , . . . ,σ
(r,m−1)
j ),
where (σ
(s,k)
1 , . . . ,σ
(s,k)
n ) is the l-block notation of σ(s,k) ∈
(
[ln]
l,...,l
)
for 1 ≤ s ≤ r and 1 ≤ k ≤
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m− 1. Hence, by (2.16), n! Pf [l,(m−1)r](Q) is equal to
∑
σ(1,1) ,...,σ(r,m−1)∈( [ln]l,...,l)
r∏
s=1
m−1∏
k=1
sgn(σ(s,k))
∑
K
(1)
1 ,...,K
(r)
1 ∈([N]l )
· · ·
∑
K
(1)
n ,...,K
(r)
n ∈([N]l )
n∏
j=1
{
A(K
(1)
j , . . . , K
(r)
j )
r∏
s=1
det[m](H(s)
σ
(s,1)
j ,...,σ
(s,m−1)
j ,K
(s)
j
)
}
=
∑
K
(1)
1 ,...,K
(r)
1 ∈([N]l )
· · ·
∑
K
(1)
n ,...,K
(r)
n ∈([N]l )
A(K
(1)
1 , . . . , K
(r)
1 ) · · ·A(K(1)n , . . . , K(r)n )
×
∑
σ(1,1) ,...,σ(1,m−1)∈( [ln]l,...,l)
m−1∏
k=1
sgn(σ(1,k))
n∏
j=1
det[m](H(1)
σ
(1,1)
j ,··· ,σ(1,m−1)j ,K(1)j
) · · ·
· · ·
∑
σ(r,1),...,σ(r,m−1)∈( [ln]l,...,l)
m−1∏
k=1
sgn(σ(r,k))
n∏
j=1
det[m](H(r)
σ
(p,1)
j ,...,σ
(p,m−1)
j ,K
(r)
j
)
by Lemma 2.3 (2.7),
=
∑
K
(1)
1 ,...,K
(r)
1 ∈([N]l )
· · ·
∑
K
(1)
n ,...,K
(r)
n ∈([N]l )
A(K
(1)
1 , . . . , K
(r)
1 ) · · ·A(K(1)n , . . . , K(r)n )
× det[m]H(1)[ln],...,[ln],K(1) · · ·det[m]H(r)[ln],...,[ln],K(r)
whereK(s) = (K
(s)
1 , . . . , K
(s)
n ) for 1 ≤ s ≤ r. Since the summand vanishes unlessK(s)1 , . . . , K(s)n
are mutually disjoint for each s, we can set P (s) = K
(s)
1 ∪ · · · ∪ K(s)n ∈
(
[N ]
ln
)
. Conversely,
given P (s) = (P
(s)
1 , . . . , P
(s)
n ) ∈
(
[N ]
ln
)
, where P
(s)
j = (p
(s)
j (1), . . . , p
(s)
j (l)) (1 ≤ j ≤ n) with
p
(s)
1 (1) < · · · < p(s)1 (l) < p(s)2 (1) < · · · < p(s)n−1(l) < p(s)n (1) < · · · < p(s)n (l), K(s) =
(K
(s)
1 , . . . , K
(s)
n ) can be written in the form of σ(s)
(
P (s)
)
= (σ
(s)
1 (P
(s)
1 ), . . . , σ
(s)
n (P
(s)
n )) where
σ
(s)
j (P
(s)
j ) = (P
(s)
j (σ
(s)
j (1)), . . . , P
(s)
j (σ
(s)
j (l))) (1 ≤ j ≤ n) for some σ(s) ∈
(
[ln]
l,...,l
)
for each s.
In this case, since det[m]H(s)[ln],...,[ln],σ(s)(P (s)) = sgn σ
(s)det[m]H(s)[ln],...,[ln],P (s) for each s, the
above sum becomes∑
P (1),...,P (r)∈([N]ln )
∑
σ(1),...,σ(r)∈( [ln]l,...,l)
r∏
s=1
sgn σ(s)
n∏
j=1
A
(
σ
(1)
j (P
(1)
j ), . . . , σ
(r)
j (P
(r)
j )
) r∏
s=1
det[m]H(s)[ln],...,[ln],P (s)
using (2.13)
= n!
∑
P (1),...,P (r)∈([N]ln )
Pf [l,m](AP (1),...,P (r))
p∏
s=1
det[m]H(s)[ln],...,[ln],P (s)
This proves the theorem.
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If we put m = 2 in Theorem 2.5, then the hyperdeterminant becomes ordinary determinant
and we obtain the following corollary:
Corollary 2.6. Let l, n, N and r be positive integers such that l is even and ln ≤ N .
Let H(s) = (hij(s))1≤i≤ln,1≤j≤N be ln × N rectangular matrices for 1 ≤ s ≤ r, and let
A = (A(I(1), · · · , I(r)))I(1),··· ,I(r)∈([N]l ) be an r-dimensional l-block array of size N . Then we
have ∑
P (1),...,P (r)∈([N]ln )
Pf [l,r](AP (1),...,P (r))
r∏
s=1
detH(s)[ln],P (s) = Pf
[l,r](Q), (2.17)
where Q = (Q(I(1), . . . , I(r)))I(1),...,I(r)∈([ln]l )
is the r-dimensional l-block array of size ln defined
by
Q(I(1), . . . , I(r)) =
∑
K(1),...,K(r)∈([N]l )
A(K(1), . . . , K(r))
r∏
s=1
det(H(s)I(s),K(s)). (2.18)
If we put A(I(1), · · · , I(r)) = A(I(1))δI(1),I(2) · · · δI(1),I(r) in Corollary 2.6, then we obtain
the following corollary:
Corollary 2.7. Let l be an even integer, and n, N and r be positive integers such that
ln ≤ N . If we let H(s) = (hij(s))1≤i≤ln,1≤j≤N be ln×N rectangular matrices for 1 ≤ s ≤ r,
and A = (A(I))
I∈([N]l )
a 1-dimensional l-block array of size N , and define the array Q =
(Q(I(1), . . . , I(p)))
I(1),...,I(p)∈([ln]l )
by
Q(I(1), . . . , I(p)) =
∑
K∈([N]l )
A(K)
r∏
s=1
det(H(s)I(s),K), (2.19)
then we obtain the following identity.
Pf [l,r](Q) =

∑
P∈([N]ln )
Pf [l,1](AP )
∏r
s=1 det
(
H(s)[ln],P
)
if r is odd,∑
P∈([N]ln )
Hf [l,1](AP )
∏r
s=1 det
(
H(s)[ln],P
)
if r is even.
(2.20)
3 De Bruijn’s formula and Hankel hyperpfaffians
The aim of this section is to reduce certain (hyper)pfaffians and their q-analogues, which we
call Hankel (hyper)pfaffians, to Selberg type integrals. De Bruijn’s original paper contains
two major Pfaffian formulas [8, (4,7)] and [8, (7.3)], both of which are called by his name. In
this section we establish the hyperpfaffian versions of those formulas, i.e., Theorem 3.1 and
Theorem 3.2, as applications of Theorem 2.5. Especially the latter plays the important role
in this paper since Corollary 3.5 gives a relation between so called Hankel hyperpfaffians and
12
the Selberg integrals, and Corollary 3.4 gives an q-analogue. However we are not completely
satisfied with Corollary 3.4 since it is hard to evaluate the integral in the right-hand side of
(3.8) unless l = 2. Note that Pf [l,1] stands for Barvinok’s original hyperpfaffian [6], where l
is an even integer.
First we recall the definition of the Jackson integral. Let f(x) be a function defined on
a interval [a, b]. The Jackson integral from a to b is, usually, defined as∫ b
a
f(x) dqx =
∫ b
0
f(x) dqx−
∫ a
0
f(x) dqx = (1− q)b
∞∑
n=0
f(bqn)qn − (1− q)a
∞∑
n=0
f(aqn)qn,
provided the sums converge absolutely [10]. Since there are two terms of the same kind in
the above integral, we may assume the integral is from 0 to a in the following arguments
without loss of generality. Assume we are given a weight function w on [0, a]. We write
dqω(x) = w(x)dqx, i,e, ∫ a
0
f(x) dqω(x) =
∫ a
0
f(x)w(x)dqx.
De Bruijn presented two types of formulas in his paper [8]. We establish hyperpfaffian ver-
sions of both. We deduce the following theorem from Theorem 2.5, which is a generalization
of de Bruijn’s formula [8, (4,7)].
Theorem 3.1. Let l, m, n and r be positive integers such that l is even. Let φ
(s)
i1,...,im−1
(y) be
a function on [0, a] for 1 ≤ s ≤ r and i1, . . . , im−1 ∈ [ln], and α(y(1), . . . ,y(r)) be a function,
where y(s) = (y
(s)
1 , . . . , y
(s)
l ) ∈ [0, a]l for 1 ≤ s ≤ r. Then we have∫
0≤x(1)1 <···<x(1)ln ≤a
· · ·
∫
0≤x(r)1 <···<x(r)ln ≤a
Pf [l,r]
(
α(x
(1)
I(1)
, . . . ,x
(r)
I(r)
)
)
I(1),...,I(r)∈([ln]l )
×
r∏
s=1
det[m]
(
φ
(s)
j1,...,jm−1
(x
(s)
jm
)
)
1≤j1,...,jm≤ln
dqω(x
(s)) = Pf [l,(m−1)r] (Q) , (3.1)
where
Q(I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1)) =
∫
0≤x(1)1 <···<x(1)l ≤a
· · ·
∫
0≤x(r)1 <···<x(r)l ≤a
α(x(1), . . . ,x(r))
r∏
s=1
det[m](φ
(s)
i
(s,1)
ν1
,··· ,i(s,m−1)νm−1
(x(s)νm))1≤ν1,...,νm≤l dqω(x
(s)) (3.2)
for I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1) ∈ ([ln]
l
)
with I(s,k) = (i
(s,k)
1 , . . . , i
(s,k)
l ) (1 ≤ s ≤ r,
1 ≤ k ≤ m− 1). Here x(s)
I(s)
= (x
(s)
i
(s)
1
, . . . , x
(s)
i
(s)
l
) for I(s) = (i
(s)
1 , . . . , i
(s)
l ) ∈
(
[ln]
l
)
(1 ≤ s ≤ r).
Proof. Let N be an integer such that N ≥ ln. We take
A(I(1), . . . , I(r)) = α(aqi
(1)(1)−1, . . . , aqi
(1)(l)−1, . . . , aqi
(r)(1)−1, . . . , aqi
(r)(l)−1)
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for I(s) = (i(s)(1), . . . , i(s)(l)) (1 ≤ s ≤ r), and
H(s)(i1, . . . , im−1, im) = (1− q)aqim−1φ(s)i1,...,im−1(aqim−1)ω(aqim−1)
in Theorem 2.5. Let us set P (s) = (P
(s)
1 , . . . , P
(s)
n ) ∈
(
[N ]
ln
)
with P
(s)
j = (p
(s)
j (1), . . . , p
(s)
j (l))
for 1 ≤ j ≤ n and 1 ≤ s ≤ r. Meanwhile we may also write it as P (s) = (k(s)1 , . . . , k(s)ln ) with
1 ≤ k(s)1 < · · · < k(s)ln ≤ N , i.e., p(s)j (ν) = k(s)l(j−1)+ν for 1 ≤ s ≤ r, 1 ≤ s ≤ .r and 1 ≤ ν ≤ l.
Then, in the left-hand side of (2.15), we have, from the definition (2.8),
Pf [l,r](AP (1),...,P (r)) =
1
n!
∑
σ(1),...,σ(r)∈( [ln]l,...,l)
r∏
s=1
sgn(σ(s))
n∏
j=1
α
(
aqσ
(1)
j (P
(1)
j )−1, . . . , aqσ
(r)
j (P
(r)
j )−1
)
,
where we use the notation aqσ
(s)
j (P
(s)
j )−1 = (aqp
s
j(σ
(s)
j (1))−1, . . . , aqp
s
j(σ
(s)
j (l))−1) for σ(s)j = (σ
(s)
j (1), . . . , σ
(s)
j (l))
(1 ≤ j ≤ n and 1 ≤ s ≤ p). Meanwhile, from (2.1), we have
det[m]H(s)[ln],...,[ln],P (s) =
∑
σ1,...,σm−1∈Sln
sgn(σ1 · · ·σm−1)
ln∏
j=1
H(s)(σ1(j), σ2(j), . . . , σm−1(j), k
(s)
j )
=
∑
σ1,...,σm−1∈Sln
sgn(σ1 · · ·σm−1)
ln∏
j=1
(1− q)aqk(s)j −1φ(s)σ1(j),...,σm−1(j)(aqk
(s)
j −1)ω(aqk
(s)
j −1).
If N tends to ∞, then it is not hard to see that the left-hand side of (2.15) becomes the
left-hand side of (3.1) because, in general, we have∫
0≤x1<···<xn≤a
f(x)dqω(x) = a
n(1−q)n
∑
k1≥···≥kn≥1
f(aqk1, . . . , aqkn)qk1+···+knw(aqk1) · · ·w(aqkn).
The right-hand side of (3.1) is more easy to see by putting N → ∞ in (2.16) under this
assumption. This completes the proof of the theorem.
The following theorem is a hyperpfaffian analogue of another de Bruijn’s formula [8, (7.3)],
which will play an important role in this paper. A very special case is obtained in [22, (96)].
Theorem 3.2. Let l, m, n and r be positive integers such that l is even. Let φ
(s,t)
i
′ (x) =
φ
(s,t)
i1,...,im−1
(x) be a function on [0, a] for i′ = (i1, . . . , im−1) ∈ [ln]m−1, s ∈ [r] and t ∈ [l]. Then
we have∫
0≤x(1)1 <···<x(1)n ≤a
· · ·
∫
0≤x(r)1 <···<x(r)n ≤a
r∏
s=1
det[m]
(
φ
(s,1)
i
′ (x
(s)
j )
∣∣∣ · · · ∣∣∣φ(s,l)
i
′ (x
(s)
j )
)
i
′∈[ln]m−1, j∈[n]
dqω(x
(s))
= Pf [l,(m−1)r] (Q) , (3.3)
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where dqω(x
(s)) = dqω(x
(s)
1 ) · · ·ω(x(s)n ) and Q is the (m − 1)r-dimensional l-block array of
size ln defined by
Q(I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1))
=
∫
[0,a]r
r∏
s=1
det[m]
(
φ
(s,t)
i(s,1),...,i(s,m−1)
(x(s))
)
i(s,1)∈I(s,1),...,i(s,m−1)∈I(s,m−1),t∈[l]
dqω(x
(s)) (3.4)
for I(1,1), . . . , I(r,m−1) ∈ ([ln]
l
)
. Here
(
φ
(s,1)
i
′ (yj)
∣∣∣ · · · ∣∣∣φ(s,l)
i
′ (yj)
)
i
′∈[ln]m−1, j∈[n]
stands for the m-
dimensional tensor of size ln whose i′th row is given by(
φ
(s,1)
i
′ (y1), · · · , φ(s,l)i′ (y1), . . . , φ(s,1)i′ (yn), · · · , φ(s,l)i′ (yn)
)
.
Proof. Let N be a positive integer such that N ≥ n. We replace N by lN in Theorem 2.5,
and take r-dimensional l-block array A = (A(I(1), · · · , I(r)))I(1),··· ,I(r)∈(lNl ) of size lN defined
by
A(I(1), · · · , I(r)) =
{
1 if I(s) = Bl(ν
(s)) for ν(s) ∈ [N ] (1 ≤ s ≤ r),
0 otherwise,
as in Lemma 2.4. We take the m-dimensional tensor H(s) = (H(s)(i′, im))i′∈[ln]m−1,im∈[lN ]
whose entries are given by
H(s)(i′, im) =
{
φ
(s,λ)
i
′ (aqν−1)ω (aqν−1) (1− q)aqν−1 if λ = 1,
φ
(s,λ)
i
′ (aqν−1) if 2 ≤ λ ≤ l,
where λ and µ are uniquely determined integers which satisfy im = l(ν − 1) + λ, 1 ≤ ν ≤ l
and 1 ≤ λ ≤ N . Then (2.16) reads
Q(I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1))
=
∑
ν(1),...,ν(r)∈[N ]
r∏
s=1
det[m](H(s)I(s,1),...,I(s,m−1),Bl(ν(s)))
=
∑
ν(1),...,ν(r)∈[N ]
r∏
s=1
det[m]
(
φ
(s,λ)
i(s,1),...,i(s,m−1)
(aqν
(s)−1)
)
i(s,1)∈I(s,1),...,i(s,m−1)∈I(s,m−1),λ∈[l]
× ω
(
aqν
(s)−1
)
(1− q)aqν(s)−1
for I(1,1), . . . , I(1,m−1), . . . , I(r,1), . . . , I(r,m−1) ∈ ([ln]
l
)
. If we put N → ∞ in this identity, we
obtain (3.4). On the other hand, in the left-hand side of (2.15), we use (2.14) to obtain
det[m]H(s)[ln],...,[ln],P (s) = det
[m]
(
φ
(s,1)
i
′ (aq
ν
(s)
j −1)
∣∣∣ · · · ∣∣∣φ(s,l)
i
′ (aq
ν
(s)
j −1)
)
i
′∈[ln]m−1, j∈[n]
×
n∏
j=1
ω
(
aqν
(s)
j −1
)
(1− q)aqν(s)j −1
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if we take P (s) = Bl(ν
(s)) = Bl(ν
(s)
1 , . . . , ν
(s)
n ) with 1 ≤ ν(s)1 < · · · < ν(s)n ≤ N for 1 ≤ s ≤ r.
Hence we can obtain the left-hand side of (3.3) by putting N →∞ in (2.15) and using the
above identity.
For example, if l = 2, m = 2 and r = 1, then the above formula (3.3) reads∫
0≤x1<···<xn≤a
det(φi(xj)|ψi(xj))i∈[2n],j∈[n]dqω(x) = Pf
(∫ a
0
∣∣∣∣φi1(x) ψi1(x)φi2(x) ψi2(x)
∣∣∣∣ dqω(x))
i1,i2∈[2n]
,
where (φi(xj)|ψi(xj))i∈[2n],j∈[n] stands for the matrix whose ith row equals(
φi(x1) ψi(x1) . . . φi(xn) ψi(xn)
)
for i ∈ [2n]. One can prove the following corollary from Corollary 2.7 by similar arguments.
The r = 1 case of (3.5) agrees with the equation (96) in [22].
Corollary 3.3. Let l, n and r be positive integers such that l is even. Let dq ω(x) = w(x)dqx
be a measure on [0, a], and let φ
(s,t)
i (x) be a function on [0, a] for i ∈ [ln] and t ∈ [l]. Then
we have ∫
0≤x1<···<xn≤a
r∏
s=1
det
(
φ
(s,1)
i (xj)
∣∣ · · · ∣∣φ(s,l)i (xj))
i∈[ln], j∈[n]
dqω(x)
=
Pf
[l,r]
(
Q(I(1), . . . , I(r))
)
I(1),...,I(r)∈([ln]l )
, if r is odd,
Hf [l,r]
(
Q(I(1), . . . , I(r))
)
I(1),...,I(r)∈([ln]l )
, if r is even.
(3.5)
where
Q(I(1), . . . , I(r)) =
∫ a
0
r∏
s=1
det(φ
(s,µ)
i
(s)
λ
(x))1≤λ,µ≤l dqω(x) (3.6)
for I(s) = {i(s)1 , . . . , i(s)l } ∈
(
[ln]
l
)
(s ∈ [r]).
From here we study how to apply this second de Bruijn type formula. As in [15] we use
the symbol
∆1k(x) = ∆
1
k(x1, . . . , xn) =
∏
i<j
k−1∏
ν=0
(xj − qνxi)(xj − q−νxi) (3.7)
and (q)k = (q; q)k =
k∏
i=1
(1− qi). Note that Pf [l,1] stands for Barvinok’s original hyperpfaffian
in the following corollary.
Corollary 3.4. Let l and n be positive integers such that l is even. Let u be an integer,
and let µi =
∫ a
0
xidqω(x) denote the ith moment of the measure ω. Then we have
Pf [l,1]
( ∏
1≤λ<µ≤l
(qiλ−1 − qiµ−1) · µ∑l
ν=1 iν+u−l
)
1≤i1<i2<···<il≤ln
=
1
n!
q(
l
3)(
n+1
2 )+2(
l+1
3 )(
n
2)
l∏
k=1
(q)nk−1
∫
[0,a]n
n∏
i=1
x
u+( l2)
i
∏
i<j
(xj − xi)−l
l∏
k=1
∆1k(x) dqω(x), (3.8)
where dqω(x) = dqω(x1) · · · dqω(xn).
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Proof. We put r = 1 in Corollary 3.3, hence we write φ
(t)
i for φ
(1,t)
i and I for I
(1) in short.
We take φ
(t)
i (x) =
{
q(l−t)(i−1)xi−1+u if t = 1,
q(l−t)(i−1)xi−1 if 2 ≤ t ≤ l, in (3.6), then we obtain
Q (I) =
∏
1≤λ<µ≤l
(qiλ−1 − qiµ−1)
∫ b
a
x
∑l
ν=1 iν−l+u dqω(x)
=
∏
1≤λ<µ≤l
(qiλ−1 − qiµ−1)µ∑l
ν=1 iν−l+u,
where I = {i1, . . . , il}. On the other hand, if we perform the same substitution as before in
the left-hand side of (3.5), we find that
det
(
φ
(1)
i (xj)| · · · |φ(l)i (xj)
)
i∈[ln], j∈[n]
=
n∏
j=1
xuj · det
(
q(l−1)(i−1)xi−1j | · · · | qi−1xi−1j | xi−1j
)
i∈[ln], j∈[n] ,
where the ith row of the matrix equals
(q(l−1)(i−1)xi−11 , . . . , q
i−1xi−11 , x
i−1
1 , . . . . . . , q
(l−1)(i−1)xi−1n , . . . , q
i−1xi−1n , x
i−1
n ),
which can be realized as the Vandermonde determinant
∆ln(X) = det(X
i−1
j )1≤i,j≤ln =
∏
1≤i<j≤ln
(Xj −Xi)
as follows. Each integer i ∈ [ln] can be written in a unique way as i = l(j− 1)+ t for j ∈ [n]
and t ∈ [l]. If we choose Xi = ql−txj for i ∈ [ln] with i = l(j − 1) + t (j ∈ [n] and t ∈ [l]),
then we can write ∆ln(X) as∏
1≤i<i′≤ln
(Xi′ −Xi)
=
n∏
j=1
∏
1≤t<t′≤l
(Xl(j−1)+t′ −Xl(j−1)+t)
∏
1≤j<j′≤n
∏
t,t′∈[l]
(Xl(j′−1)+t′ −Xl(j−1)+t)
=
n∏
j=1
x
( l2)
j
∏
1≤t<t′≤l
(ql−t
′ − ql−t)n ×
∏
1≤j<j′≤n
l∏
t,t′=1
ql−t
′
∏
1≤j<j′≤n
l∏
t,t′=1
(xj′ − qt′−txj)
= q(
l
3)+l(
l
2)(
n
2)
n∏
j=1
x
( l2)
j
l−1∏
k=1
(1− qk)n(l−k)
∏
1≤j<j′≤n
(xj′ − xj)l ·
l−1∏
k=1
(xj′ − qkxj)l−k · (xj′ − q−kxj)l−k
by direct computation. Hence we obtain
Pf [l,1]
( ∏
1≤λ<µ≤l
(qiλ−1 − qiµ−1) · µ∑l
ν=1 iν−l+u
)
1≤i1<i2<···<il≤ln
= q(
l
3)+l(
l
2)(
n
2)
l−1∏
k=0
(q)nks
∫
0≤x1<···<xn≤a
∏
i<j
(xj − xi)l
l−1∏
k=1
(xj − qkxi)l−k(xj − q−kxi)l−k
×
n∏
i=1
x
u+(l2)
i dqω(xi).
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This immediately implies the desired identity.
Corollary 3.4 plays an important role in this paper, its proof relies on a judicious choice for
the function φ(x) in 3.4 and then utilizes the Vandermonde type determinant. In fact we
are not satisfied with this choice because we are unable to compute the right-hand side of
(3.8) except l = 2 at this point. It is an interesting open problem to find other nice functions
which will lead to define the right “Hankel q-hyperpfaffian”. It will be our future work.
Corollary 3.5. Let l and n be positive integers such that l is even, and u an integer. Let
dψ(x) = ψ′(x)dx be a measure on an interval [0, a] and let µi =
∫ a
0
xidψ(x) denote the ith
moment of the measure ω. Then we have
Pf [l,1]
( ∏
1≤λ<µ≤l
(iµ − iλ) · µ∑l
ν=1 iν−l+u
)
1≤i1<···<il≤ln
=
∏l
k=1{(k − 1)!}n
n!
∫
[0,a]n
∏
i
x
u+(l2)
i
∏
i<j
(xj − xi)l2 dψ(x) (3.9)
4 Motzkin, Delannoy, Schro¨der & Narayana polyno-
mials
This section contains more concrete computations in which we see the real power of Corol-
lary 3.5 obtained in the previous section. In [17, Conjecture 6.2] we proposed a conjecture
on certain Pfaffians which include Motzkin, Delannoy, Schro¨der and Narayana polynomi-
als. The purpose of this section is not only to settle the conjecture but also prove more
generalized theorem with hyperpfaffian using Corollary 3.5. First we define the Narayana
polynomials of the Coxeter type A, B and D. In Proposition 4.1 we see that we can obtain
not only the above numbers but also more combinatorial numbers by specialization. The
main result of this section is Theorem 4.2, which classify all the cases involving the Narayana
polynomials of type A, B and D. in which we can get hyperpfaffian formulas as an appli-
cation of Corollary 3.5 and the Selberg-Aomoto integrals, (1.1) and (1.2). As a corollary of
this general theorem we not only prove our conjecture (Corollary 4.3) but also obtain more
amazing Pfaffian identities which seems new. Note that these are not all of the Pfaffian
identities derived from Theorem 4.2 because we don’t have enough space. Hence we pick up
interesting ones.
We introduce Narayana numbers of type A, B and D by
Nk(An) =
1
n
(
n
k
)(
n
k − 1
)
, Nk(Bn) =
(
n
k
)2
, Nk(Dn) =
(
n
k
){(
n− 1
k
)
+
(
n− 2
k − 2
)}
(see [28, pp. 277–278]). The Narayana polynomials are defined by
N(Xn, a) =
n∑
k=0
Nk(Xn)a
k (4.1)
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forX = A,B orD. Here we use the convention thatN(A0, a) = (D0, a) = 1, N(D1, a) =
a+1
2
,
Let 2F1(a, b; c; x) =
∑∞
n=0
(a)n(b)n
n!(c)n
xn denote the hypergeometric series, where (x)n =
Γ(x+n)
Γ(x)
denotes the Pochhammer symbol. First we note that most of famous combinatorial numbers
are related to the Narayana polynomials, which are stated below:
Remark 4.1. Let n be a nonnegative integer, and let ω = −1±
√−3
2
the 3rd primitive root of
unity. Then we obtain several specializations, i.e., the Catalan numbers Cat(n) = N(An, 1) =
1
2n+1
(
2n+1
n
)
, the large Schro¨der numbers Sch(n) = N(An, 2) =
∑n
k=0
(
n+k
2k
)
Cat(k), the central
binomial coefficients CBC(n) = N(Bn, 1) =
(
2n
n
)
, the central Delannoy numbers Del(n) =
N(Bn, 2) =
∑n
k=0
(
n
k
)(
n+k
k
)
, where all these numbers are defined for n ≥ 0. The sequence
N(Dn, 1) = (3n− 2)Cat(n− 1) for n ≥ 1 has no name but several combinatorial meanings.
Further we have the Motzkin numbers Mot(n) = (−1)nωn+2N (An+1, ω) =
∑⌊n/2⌋
k=0
(
n
2k
)
Cat(k)
for n ≥ 0, and the central trinomial coefficient CTC(n) = (−1)nωnN (Bn, ω) for n ≥ 0, which
is the coefficient of xn in the expansion of (1 + x + x2)n. Finally, the number MotD(n) =
(−1)nωnN (Dn, ω) = 2F1
(
1−n
2
, 1− n
2
; 1; 4
)
+ (n − 2)2F1
(
1− n
2
, 3
2
− n
2
; 2; 4
)
is the Motzkin
number for Coxeter type D for n ≥ 2.
In [17] we presented several conjectures involving Motzkin, Delannoy, Schro¨der numbers
and Narayana polynomials (see [17, Conjecture 6.2]. Here we prove those conjectures in the
most general form and obtain much more new results. The following is the most general
form of our formulas which is the main result of this section. Here we use the notation
Φn(r, s,m) =
n∏
j=1
(
2m(j−1)+2r
m(j−1)+r
)(
2m(j−1)+2s
m(j−1)+s
)(
mj
m
)(
2m(j−1)+r+s
m(j−1)+r
)(
m(2j−3)+r+s
m(j−1)
) . (4.2)
The following is the main theorem of this section.
Theorem 4.2. Let l and n be positive integers such that l is even. Then the following
identities hold:
Pf [l,1]
( ∏
1≤λ<µ≤l
(iµ − iλ) ·N
(
A|I|+r−l, a
))
I∈([ln]l )
=

∏l
k=1{(k−1)!}n
2nn!
· Φn
(
r +
(
l
2
)
, 1, l
2
2
)
if a = 1,
a
n+ l
2
2 (n2)∏l
k=1{(k−1)!}n
2nn!
Φn
(
1, 1, l
2
2
)
if r = 1− ( l
2
)
,
2na
3
2n+
l2
2 (n2)∏l
k=1{(k−1)!}n
n!
Φn
(
1, 1, l
2
2
)∑n
k=0
(
n
k
)
Bn−ka
∏k
j=1
3
2
+ l
2
2
(n−j)
3+ l
2
2
(2n−j−1) if r = 2−
(
l
2
)
,
(4.3)
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where Ba =
(
√
a−1)2
4
√
a
.
Pf [l,1]
( ∏
1≤λ<µ≤l
(iµ − iλ) ·N
(
B|I|+r−l, a
))
I∈([ln]l )
=

∏l
k=1{(k−1)!}n
n!
· Φn
(
r +
(
l
2
)
, 0, l
2
2
)
if a = 1,
a
l2
2 (n2)∏l
k=1{(k−1)!}n
n!
Φn
(
0, 0, l
2
2
)
if r = −( l
2
)
,
22na
n
2 +
l2
2 (n2)∏l
k=1{(k−1)!}n
n!
Φn
(
0, 0, l
2
2
)∑n
k=0
(
n
k
)
Bn−ka
∏k
j=1
1
2
+ l
2
2
(n−j)
1+ l
2
2
(2n−j−1) if r = 1−
(
l
2
)
.
(4.4)
Pf [l,1]
( ∏
1≤λ<µ≤l
(iµ − iλ) ·N(D|I|+r−l, a)
)
I∈([ln]l )
=

22n
∏l
k=1{(k−1)!}n
n!
Φn
(
r +
(
l
2
)− 1, 0, l2
2
)∑n
k=0
(
n
k
) (−1
4
)n−k∏k
j=1
r+(l2)− 12+ l
2
2
(n−j)
r+(l2)+
l2
2
(2n−j−1)
if a = 1,
22nω
n+ l
2
2 (n2)∏n
k=1{(k−1)!}n
n!
Φn
(
1, 0, l
2
2
)∑n
k=0
(
n
k
) (−5
8
)n−k∏k
j=1
3
2
+ l
2
2
(n−j)
2+ l
2
2
(2n−j−1)
if a = ω and r = 2− ( l
2
)
.
(4.5)
By putting l = 2 in these identities, we not only obtain the proof of the following identities
which were conjectured in [17], but we also obtain a lot more amazing identities.
Corollary 4.3. Let n ≥ 1 be an integer. Then the following identities hold:
Pf
(
(j − i)Mot(i+ j − 3)
)
1≤i,j≤2n
=
n−1∏
k=0
(4k + 1), (4.6)
Pf
(
(j − i) Del(i+ j − 3)
)
1≤i,j≤2n
= 2n
2−1(2n− 1)
n−1∏
k=1
(4k − 1), (4.7)
Pf
(
(j − i) Sch(i+ j − 2)
)
1≤i,j≤2n
= 2n
2
n−1∏
k=0
(4k + 1). (4.8)
In fact Theorem 4.2 and Remark 4.1 prove much more surprising identities as byproduct
even if we restrict our attention to Pfaffian cases. For example, the following identities,
which are not in our conjectures in [17], but derived from Aomoto’s extension of the Selberg
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integral:
Pf
(
(j − i)Mot(i+ j − 2)
)
1≤i,j≤2n
= 22n
n−1∏
k=0
(4k + 1)
∣∣∣∣∣∣
n∑
k=0
(
n
k
)(
−1
4
)n−k k∏
j=1
3
2
+ 2(n− j)
3 + 2(2n− j − 1)
∣∣∣∣∣∣ ,
Pf
(
(j − i)Del(i+ j − 2)
)
1≤i,j≤2n
= 2n(n+
5
2 )−1(2n− 1)
n−1∏
k=1
(4k − 1)
∣∣∣∣∣∣
n∑
k=0
(
n
k
)(
3
√
2− 4
8
)n−k k∏
j=1
1
2
+ 2(n− j)
1 + 2(2n− j − 1)
∣∣∣∣∣∣ ,
Pf
(
(j − i) Sch(i+ j − 1)
)
1≤i,j≤2n
= 2n(n+
5
2
n)
n−1∏
k=0
(4k + 1)
∣∣∣∣∣∣
n∑
k=0
(
n
k
)(
3
√
2− 4
8
)n−k k∏
j=1
3
2
+ 2(n− j)
3 + 2(2n− j − 1)
∣∣∣∣∣∣ .
Further, the case of a = 1 in Theorem 4.2 gives us the following formulas which hold for
arbitrary r:
Pf ((j − i) Cat(i+ j + r − 2))1≤i,j≤n =
n−1∏
j=0
(4j + 2)!(4j + 2r + 1)!
(4j + r)!(4j + r + 2)!
,
Pf ((j − i) CBC(i+ j + r − 2))1≤i,j≤n = 2n
n−1∏
j=0
(4j)!(4j + 2r + 1)!(2j + 1)
(4j + r − 1)!(4j + r)!(2j + r) ,
Pf ((j − i){3(i+ j + r)− 8}Cat(i+ j + r − 3))1≤i,j≤n
= 23n
n−1∏
j=0
(4j)!(4j + 2r − 1)!(2j + 1)
(4j + r)!(4j + r − 2)!(2j + r − 1)
∣∣∣∣∣
n∑
k=0
(
n
k
)(
−1
4
)n−k k∏
j=1
r + 1
2
+ 2(n− j)
r − 1 + 2(2n− j)
∣∣∣∣∣ .
If one compare these identities with Desainte-Catherine and Viennot’s determinant det(Cat(i+
j + r− 2))1≤i,j≤n =
∏
1≤i≤j≤r
i+j+2n
i+j
in [9, 32], they seem the Pfaffian analogues. The reader
may notice that the products in the right-hand side of these identities are not so simple as
that of Desainte-Catherine and Viennot’s determinant. But if one takes the ratio of those
products between r and r+1, it looks very similar to
∏
1≤i≤j≤r
i+j+2n
i+j
. We use the binomial
coefficient product for Φn(r, s,m) in this section, but we don’t know this is a good expression
or not. Anyway it is very interesting problem to find a combinatorial objects which realize
these identities.
Next, we find the generating function for the Narayana polynomials to prove Theorem 4.2.
Lemma 4.4. Let G(X, a, z) =
∑∞
n=0N(Xn, a)z
n for X = A,B or D. Then we have
G(A, a, z) =
1− (a− 1)z −√(a− 1)2z2 − 2(a+ 1)z + 1
2z
, (4.9)
G(B, a, z) =
1√
(a− 1)2z2 − 2(a+ 1)z + 1 , (4.10)
G(D, a, z) =
1
2
{√
(a− 1)2z2 − 2(a+ 1)z + 1 + 1 + (a + 1)z√
(a− 1)2z2 − 2(a+ 1)z + 1
}
. (4.11)
Proof. The generating function (4.9) is equivalent to the functional equation
zG(A, a, z)2 + {(a− 1)z − 1}G(A, a, z) + 1 = 0.
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This can be written as y = z
(
1 + ay
1−y
)
with y = zG(A, a, z). By Lagrange inversion formula
with φ(x) = 1 + ax
1−x (see [3, Appendix E]), we have
[zn+1]y =
1
n + 1
[yn]
(
1 +
ay
1− y
)n+1
=
1
n+ 1
n+1∑
k=0
(
n + 1
k
)
ak[yn]yk(1− y)−k
=
1
n + 1
n+1∑
k=0
(
n+ 1
k
)
ak
(k)n−k
(n− k)! =
1
n
(
n
k
)(
n
k − 1
)
.
Since the Legendre polynomials Pn(x) are generated by the generating function (see [29,
Chapter 10])
(1− 2xt + t2)−1/2 =
∞∑
n=0
Pn(x)t
n
and have the explicit formula (see [29, p. 162]):
Pn(x) =
(
x− 1
2
)n n∑
k=0
(
n
k
)2(
x+ 1
x− 1
)k
,
we derive that
n∑
k=0
(
n
k
)2
ak = (a− 1)nPn
(
a+ 1
a− 1
)
.
Equation (4.10) follows then from the generating function for the Legendre polynomials.
Since
Nk(Dn) =
(
n
k
)2
−
(
n
k
)(
n− 2
k − 1
)
=
(
n
k
)2
− n
n− 1
(
n− 1
k − 1
)(
n− 1
k
)
.
and
(zG(A, a, z))′ =
∑
n≥0
(n+ 1)N(An, a)z
n =
∑
n≥1
nN(An−1, a)zn−1,
we obtain the desired equation (4.11).
The fact that det (µi+j−2)1≤i,j≤n 6= 0 (n ≥ 1) guarantees the existence of the measure on R
given by the moment sequence {µn}n≥0 (see [7, Theorem 3.1]). Let ψ denote the distribution
function of the measure on R given by a moment sequence {µn}n≥0, i.e.,
∫∞
−∞ x
n dψ(x) = µn.
We consider here only the case when ψ is positive and has a compact support. Then the
Stieltjes transform of the measure ψ is defined by
g(z) =
∫ ∞
−∞
dψ(x)
z − x =
1
z
G
(
1
z
)
,
where G(z) =
∑∞
n=0 µnz
n. The distribution function ψ can be recovered from g(z) by means
of the Stieltjes inversion formula:
ψ(t)− ψ(t0) = −1
pi
lim
y→+0
∫ t
t0
Im g(x+ iy) dx,
22
where Im z stand for the imaginary part of z. Hence
ψ′(x) = lim
y→+0
g(x− iy)− g(x+ iy)
2pii
. (4.12)
Lemma 4.5. Let ψ(X, a, x) denote the distribution function of the measure on R recovered
from (4.12) for the moment generating function G(X, a, z) of type X = A,B or D. Then we
have
ψ′(A, a, x) =
{√
4a−(x−a−1)2
2pix
if a + 1− 2√a ≤ x ≤ a + 1 + 2√a,
0 otherwise,
(4.13)
ψ′(B, a, x) =
{
1
pi
√
4a−(x−a−1)2 if a + 1− 2
√
a ≤ x ≤ a + 1 + 2√a,
0 otherwise,
(4.14)
ψ′(D, a, x) =

2x2−(a+1)x+(a−1)2
2pix2
√
4a−(x−a−1)2 if a + 1− 2
√
a ≤ x ≤ a + 1 + 2√a,
0 otherwise,
(4.15)
Proof. Using (4.12) with
g(A, a, z) =
1
z
G
(
A, a,
1
z
)
=
z − (a− 1)−√z2 − 2(a+ 1)z + (a− 1)2
2 z
,
we determine the distribution function ψ′(A, a, x). Since z−(a−1)
2 z
is a rational function, this
part does not contribute to ψ′(A, a, x), hence we can remove it. Note that (x∓ iy)2− 2(a+
1)(x ∓ iy) + (a − 1)2 = x2 − 2(a + 1)x + (a − 1)2 ∓ 2i{x − (a + 1)}y. Hence, we conclude
ψ′(A, a, x) = 0 if x2 − 2(a+ 1)x+ (a− 1)2 ≥ 0. Assume x2− 2(a+1)x+ (a− 1)2 < 0. Then
we put y → +0 if x − (a + 1) ≥ 0, and y → −0 if x − (a + 1) < 0. Thus we obtain (4.13).
The other identities (4.14) and (4.15) are obtained by similar arguments.
The following lemma will be needed to prove Theorem 4.2.
Lemma 4.6. Let k, l,m and n be nonnegative integers. Then we have
Sn
(
r +
1
2
, s+
1
2
, m
)
=
pin
22n{m(n−1)+r+s}
· Φn(r, s,m) (4.16)
Proof. We use Γ(x+ n) = Γ(x)(x)n for nonnegative integer n. Then the Gamma function
formulas Γ
(
r +m(j − 1) + 1
2
)
= Γ
(
1
2
) (
1
2
)
m(j−1)+r and Γ
(
1
2
)
=
√
pi lead to the desired
identity by direct computation.
Proof of Theorem 4.2. We compute the right-hand side of (3.9) using (4.13), (4.14) and
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(4.15).
IA =
∏l
k=1(k − 1)!
(2pi)nn!
∫
[(
√
a−1)2,(√a+1)2]n
n∏
i=1
x
r+( l2)−1
i
√
4a− (xi − a− 1)2
∏
i<j
(xj − xi)l2 dx,
IB =
∏l
k=1(k − 1)!
pinn!
∫
[(
√
a−1)2,(√a+1)2]n
n∏
i=1
x
r+(l2)
i√
4a− (xi − a− 1)2
∏
i<j
(xj − xi)l2 dx,
ID =
∏l
k=1(k − 1)!
(2pi)nn!
∫
[(
√
a−1)2,(√a+1)2]n
n∏
i=1
x
r+( l2)−2
i {2x2i − (a+ 1)xi + (a− 1)2}√
4a− (xi − a− 1)2
∏
i<j
(xj − xi)l2 dx.
If we set xi = 4
√
a ti + (
√
a− 1)2 in the definite integrals, then we obtain
IA = CA
∫
[0,1]n
n∏
i=1
{
ti +
(
√
a− 1)2
4
√
a
}r+(l2)−1√
ti(1− ti)
∏
i<j
(tj − ti)l2 dt, (4.17)
IB = CB
∫
[0,1]n
n∏
i=1
{
ti +
(
√
a−1)2
4
√
a
}r+(l2)√
ti(1− ti)
∏
i<j
(tj − ti)l2 dt (4.18)
ID = CD
∫
[0,1]n
∏n
i=1
{
ti +
(
√
a−1)2
4
√
a
}r+(l2)−2
(ti −D+a ) (ti −D−a )
∏
i<j(tj − ti)l
2∏n
i=1
√
ti(1− ti)
dt, (4.19)
where CA =
∏l
k=1{(k−1)!}n
(2pi)nn!
(4
√
a){r+(l2)+1}n+l2(n2), CB = CD =
∏l
k=1{(k−1)!}n
pinn!
(4
√
a){r+(l2)}n+l2(n2)
and D±a =
−3(a+1)+8√a±
√
4a−7(a−1)2
16
√
a
. Hence we have to determine when these integrals are as
in the form of the Selberg integral (1.1) or (1.3).
First, assume a = 1. Then we obtain
IA = CA
∫
[0,1]n
n∏
i=1
t
r+(l2)−1/2
i (1− ti)1/2
∏
i<j
(tj − ti)l2 dt = CA · Sn
(
r +
(
l
2
)
+
1
2
,
3
2
,
l2
2
)
,
IB = CB
∫
[0,1]n
n∏
i=1
t
r+(l2)−1/2
i (1− ti)−1/2
∏
i<j
(tj − ti)l2 dt = CB · Sn
(
r +
(
l
2
)
+
1
2
,
1
2
,
l2
2
)
,
ID = CD
∫
[0,1]n
n∏
i=1
(
ti − 1
4
)
t
r+(l2)−3/2
i (1− ti)−1/2
∏
i<j
(tj − ti)l2 dt
= CD
n∑
k=0
(
−1
4
)n−k ∫
[0,1]n
ek(t)
n∏
i=1
t
r+(l2)−3/2
i (1− ti)−1/2
∏
i<j
(tj − ti)l2 dt
= CD · Sn
(
r +
(
l
2
)
− 1
2
,
1
2
,
l2
2
) n∑
k=0
(
n
k
)(
−1
4
)n−k k∏
j=1
r +
(
l
2
)− 1
2
+ l
2
2
(n− j)
r +
(
l
2
)
+ l
2
2
(2n− j − 1)
from (1.1) and (1.3). Hence, using (4.16), we obtain the desired identities when a = 1.
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Hereafter we may assume a 6= 1. If r = 1 − ( l
2
)
then (4.17) reduces to (1.1). Hence we
obtain
IA = CA Sn
(
3
2
,
3
2
,
l2
2
)
=
∏l
k=1{(k − 1)!}n
2nn!
an+
l2
2 (
n
2)Φn
(
1, 1,
l2
2
)
. (4.20)
If we put r = 2 − ( l
2
)
in (4.17) then we have
∏n
i=1(ti + Ba) =
∑n
k=0 ek(t)B
n−k
a . Hence, by
(1.3)
IA = CA Sn
(
3
2
,
3
2
,
l2
2
) n∑
k=0
(
n
k
)
Bn−ka
k∏
j=1
3
2
+ l
2
2
(n− j)
3 + l
2
2
(2n− j − 1) , (4.21)
which proves (4.3).
Next, for X = B, if we put r = −( l
2
)
in (4.18) then we obtain
IB = CB Sn
(
1
2
,
1
2
,
l2
2
)
=
∏l
k=1{(k − 1)!}n
n!
a
l2
2 (
n
2)Φn
(
0, 0,
l2
2
)
. (4.22)
and, if we put r = 1− ( l
2
)
in (4.18), then we obtain
IB = CB Sn
(
1
2
,
1
2
,
l2
2
) n∑
k=0
(
n
k
)
Bn−ka
k∏
j=1
1
2
+ l
2
2
(n− j)
1 + l
2
2
(2n− j − 1) , (4.23)
which proves (4.4).
Finally, we consider the X = D case. If we assume a 6= 1, then (4.19) can be in the form
of (1.1) or (1.3) only when r+
(
l
2
)−2 = 0 and one of D+a and D−a equals 0 or 1. This actually
happens if and only if a = ω in which case we have D−a = 0 and D
+
a =
8
5
. Hence we obtain
ID = CDSn
(
3
2
,
1
2
,
l2
2
) n∑
k=0
(
n
k
)(
−5
8
)n−k k∏
j=1
1
2
+ l
2
2
(n− j)
1 + l
2
2
(2n− j − 1)
=
22nωn+
l2
2 (
n
2)
∏n
k=1{(k − 1)!}n
n!
Φn
(
1, 0,
l2
2
) n∑
k=0
(
n
k
)(
−5
8
)n−k k∏
j=1
3
2
+ l
2
2
(n− j)
2 + l
2
2
(2n− j − 1)
by (1.3). This completes the proof of the theorem.
In this section we studied only the Narayana polynomials of type A, B and D since they
cover the most of famous combinatorial numbers as we noted in Remark 4.1. We may
choose another sequence of numbers. But the common feature of the combinatorial numbers
of this section is that the generating functions are always solutions of quadratic equations
as we saw in Lemma 4.4. This makes us easier to find the weight function and evaluate
the related Selberg-Aomoto integral. Otherwise it is not so easy to find the weight function
and compute the integral. Conjecture 7.1 in the last section is such an example since the
generating functions of those sequences are solutions of cubic equations.
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5 Selberg-Askey integral formula
The aim of this section is to give the third proof of [17, Corollary 3.2] (i.e., Theorem 5.1). The
second proof was given in [12], [13, Corollary 3.4] as an application of a quadratic formula
for the basic hypergeometric series related to the Askey-Wilson polynomials. Here we use a
completely different method from the above two proofs and show that this method is widely
applicable to the Pfaffians of this type. In this section we not only prove Theorem 5.1 but
also prove all the tools which will be needed in the next section.
We use Corollary 3.4 which we may call “q-Hankel hyperpfaffian formula”, and reduce
evaluation of the Pfaffian to the Askey-Habsieger-Kadell integral when l = 2. Hence we use a
very special case of the Askey-Habsieger-Kadell integral in this section. In fact, at this point,
we don’t know how to evaluate the right-hand side of (3.8) for general l by reducing it to
the Askey-Habsieger-Kadell integral, that is the reason we have only Pfaffian formulas, and
do not have a hyperpfaffian formula as in the previous section. Another option is to change
the left-hand side of (3.8) as the right-hand side nicely fit to the Askey-Habsieger-Kadell
formula. However we don’t know how to do it, neither. Hence we restrict our attention to
the Pfaffian case, i.e., l = 2, in this section and in the next.
This section is composed as follows. In [14, 20] the q-Selberg integral has several expres-
sions with the products, ∆k(x), ∆
0
k(x), ∆
1
k(x) or ∆
2
k(x), which are defined in the following.
First we state the relations between those integrals with the products, which are given in
(5.5), (5.8) and (5.9). These identities hold for arbitrary q-measure ω and arbitrary l = 2k,
and also used in the next section. Then we set l = 2 to obtain the Pfaffian identity (5.11),
which is the most appropriate form to apply the Askey-Habsieger-Kadell formula (5.17).
Then we take the measure which gives the little q-Jacobi polynomials, and perform the
straightforward computation to prove Theorem 5.1.
If we put l = 2 into (3.8), we obtain
Pf
(
(qi−1 − qj−1)µi+j+r−2
)
1≤i<j≤2n
=
qn(n−1)(1− q)n
n!
∫
[0,a]n
n∏
i=1
xr+1i ·∆12(x) dqω(x). (5.1)
In this section we use the q-analogue of the Selberg integral formula (5.17) to evaluate this
Pfaffian when µn =
(aq;q)n
(abq2;q)n
is the nth moment of the little q-Jacobi polynomials. The
following is the main theorem of this section, which appeared in [17, Corollary 3.2] and [13,
Corollary 3.4].
Theorem 5.1. For integers n ≥ 1 and r ≥ 0, we have
Pf
(
(qi−1 − qj−1) (aq; q)i+j+r−2
(abq2; q)i+j+r−2
)
1≤i<j≤2n
= an(n−1)qn(n−1)(4n+1)/3+n(n−1)r
n∏
k=1
(aq; q)2k+r−1(bq; q)2(k−1)(q; q)2k−1
(abq2; q)2(k+n)+r−3
. (5.2)
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Let us use the notation
∆0k(x) =
∏
i<j
(xi/xj ; q)k (qxj/xi; q)k , (5.3)
∆k(x) =
1
n!
∑
σ∈Sn
∆0k(σx). (5.4)
Then the following lemma is useful.
Lemma 5.2. We have∫
[0,a]n
∆1k(x)
n∏
i=1
xr+1i · dqω(x) =
n!
Γqk(n+ 1)
∫
[0,a]n
∆2k(x)
n∏
i=1
xr+1i · dqω(x), (5.5)
where ∆1k(x) is as defined in (3.7) and
∆2k(x) =
∏
1≤i<j≤n
x2ki
(
q1−kxj/xi; q
)
2k
=
∏
1≤i<j≤n
k∏
ν=−k+1
(xi − qνxj). (5.6)
Proof. If we use
∆k(x) =
Γqk(n + 1)
n!
∏
i 6=j
(xi/xj ; q)k (5.7)
which is proved in [14, (2.8)], then a direct computation shows
∆k(t) = (−1)k(
n
2)q(
k
2)(
n
2)
Γqk(n + 1)
n!
n∏
i=1
x
−k(n−1)
i ·∆1k(x). (5.8)
This implies that∫
[0,a]n
n∏
i=1
xr+1i ·∆1k(x) dqω(x) =
(−1)k(n2)q−(k2)(n2)n!
Γqk(n+ 1)
∫
[0,a]n
n∏
i=1
x
r+1+k(n−1)
i ·∆k(x) dqω(x).
Since
∫
[0,a]n
f(σx)dqx =
∫
[0,a]n
f(x)dqx for any σ ∈ Sn, we obtain
=
(−1)k(n2)q−(k2)(n2)n!
Γqk(n+ 1)
∫
[0,a]n
n∏
i=1
x
r+1+k(n−1)
i ·∆0k(x) dqω(x).
(5.9)
A direct computation shows
x2ki
(
q1−kxj/xi; q
)
2k
= (−1)kq−(k2)(xixj)k (xi/xj; q)k (qxj/xi; q)k ,
which implies
∆0k(x) = (−1)k(
n
2)q(
k
2)(
n
2)
n∏
i=1
x
−k(n−1)
i
∏
1≤i<j≤n
x2ki
(
q1−kxj/xi; q
)
2k
. (5.10)
Hence (5.9) and (5.10) immediately imply (5.5).
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Hence, (5.1) and (5.5) imply
Pf
(
(qi−1 − qj−1)µi+j+r−2
)
1≤i<j≤2n
=
qn(n−1)(1− q)n
Γq2(n + 1)
∫
[0,a]n
∆22(x)
n∏
i=1
xr+1i · dqω(x). (5.11)
Next we recall the little q-Jacobi polynomials. Let
2φ1
[
a, b
c
; q, z
]
=
∞∑
n=0
(a, b; q)n
(q, c; q)n
zn.
denote the basic hypergeometric series. The little q-Jacobi polynomials [10, 21] are defined
by
pn(x; a, b; q) =
(aq; q)n
(abqn+1; q)n
(−1)nq(n2)2φ1
[
q−n, abqn+1
aq
; q, xq
]
, (5.12)
which are orthogonal with respect to the inner product defined as∫ 1
0
f(x)g(x) dqω(x) =
(aq; q)∞
(abq2; q)∞
∞∑
k=0
(bq; q)k
(q; q)k
(aq)kf
(
qk
)
g
(
qk
)
=
(aq; q)∞(bq; q)∞
(abq2; q)∞(q; q)∞
∞∑
k=0
(qk+1; q)∞
(bqk+1; q)∞
(aq)kf
(
qk
)
g
(
qk
)
. (5.13)
Hence the measure is given by the weight function
w(x) =
1
1− q ·
(aq, bq; q)∞
(abq2, q; q)∞
· (qx; q)∞
(qβ+1x; q)∞
xα, (5.14)
where a = qα and b = qβ. By the q-binomial formula, the nth moment of the little q-Jacobi
polynomials is
µn =
∫ 1
0
xn dqω(x) =
(aq; q)n
(abq2; q)n
(n = 0, 1, 2, . . . ). (5.15)
The q-gamma function is defined on C \ Z<0 by
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
.
Let
An(x, y, k; q) =
n∏
j=1
Γq(x+ (j − 1)k)Γq(y + (j − 1)k)Γq(jk + 1)
Γq(x+ y + (n+ j − 2)k)Γq(k + 1) . (5.16)
Askey proposed several q-analogues of the Selberg integral in [4]. The following is the well-
known Askey-Habsieger-Kadell integral, conjectured by Askey [4, Conjecture 1], and proved
independently by Habsieger [14, 15] and Kadell [20, Theorem 2; l = m = 0],∫
[0,1]n
∏
i<j
t2ki
(
q1−ktj/ti; q
)
2k
n∏
i=1
tx−1i
(tiq; q)∞
(tiqy; q)∞
dqt = q
kx(n2)+2k
2(n3)An(x, y, k; q). (5.17)
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Lemma 5.3. We have∫
[0,1]n
∆2k(t)
n∏
i=1
tr+1i w(ti)·dqt =
{
(aq, bq; q)∞
(abq2, q; q)∞
}n
qk(α+r+2)(
n
2)+2k2(
n
3)An(α + r + 2, β + 1, k; q)
(1− q)n ,
(5.18)
where w is the weight function (5.14).
Proof. From (5.14), (5.6) and (5.17), we obtain
I =
∫
[0,1]n
∆2k(t)
n∏
i=1
tr+1i w(ti) · dqt
=
1
(1− q)n
{
(aq, bq; q)∞
(abq2, q; q)∞
}n ∫
[0,1]n
∏
i<j
t2ki
(
q1−ktj/ti; q
)
2k
·
n∏
i=1
tα+r+1i
(qti; q)∞
(qβ+1ti; q)∞
dqt,
and this becomes the desired identity if we uses (5.17). This proves the lemma.
We thus obtain another proof of the following theorem, which was already proved in [17].
Proof of Theorem 5.1. From (5.11) and (5.18) we derive
Pf
(
(qi−1 − qj−1)µi+j+r−2
)
1≤i<j≤2n
=
{
(aq, bq; q)∞
(abq2, q; q)∞
}n
qn(n−1)+2(α+r+2)(
n
2)+8(
n
3)An(α+ r + 2, β + 1, 2; q)
Γq2(n + 1)
. (5.19)
From (5.16) we have
An(α + r + 2, β + 1, 2; q) =
n∏
j=1
Γq(α + r + 2 + 2(j − 1))Γq(β + 1 + 2(j − 1))Γq(2j + 1)
Γq(α+ β + r + 3 + 2(n+ j − 2))Γq(3) .
Using Γq(x+ k) = Γq(x)
(qx:q)k
(1−q)k when k is nonnegative integer, we see that this equals
=
{
Γq(α + 1)Γq(β + 1)
Γq(α + β + 2)Γq(3)
}n n∏
j=1
(qα+1; q)r+1+2(j−1)(qβ+1; q)2(j−1)(q; q)2j
(qα+β+2 : q)r+1+2(n+j−2)(1− q)2(n−2j)
=
{
(abq2, q; q)∞
(aq, bq; q)∞(1− q2)
}n n∏
j=1
(aq; q)r+1+2(j−1)(bq; q)2(j−1)(q; q)2j
(abq2 : q)r+1+2(n+j−2)
,
where qα = a and qβ = b. If we use (1 − q2)nΓq2(n + 1) =
∏n
j=1(1 − q2j), then it is easy to
see that (5.19) equals the right-hand side of (5.2) by direct computation.
As we mentioned in the beginning of this section, it is an interesting problem to find a
hyperpfaffian formula which utilize the full power of the Askey-Habsieger-Kadell integral
(5.17).
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6 Al Salam and Carlitz polynomials
The aim of this section is to prove Theorem 6.1 in which the first two identities are conjec-
tured in [17, Conjecture 6.1]. In [17] we treated only the Al-Salam-Carlitz I polynomial case,
but here we state our theorem on the Al-Salam-Carlitz I and II polynomials. The key tool for
the proof is (5.11), and we apply the results [5, (4.22), (4.27), (4.29)] and the orthogonality
of the multivariate Al-Salam-Carlitz polynomials obtained by Baker and Forrester.
This section is composed as follows. First we recall the Al-Salam-Carlitz I, II polynomials
and the weight functions. We state our main result in Theorem 6.1, then we define the
multivariate Al-Salam-Carlitz polynomials {U (a)λ (x; q, t)} and {U (a)λ (x; q, t)}, which are both
basis of the vector space of the symmetric functions in the variables x = (x1, . . . , xn) over
C(q, t). The orthogonality of {U (a)λ (x; q, t)} and {U (a)λ (x; q, t)} plays the important role to
prove the theorem. We use a result in [5] which tells us how to express the elementary
symmetric function er(x) by means of {U (a)λ (x; q, t)} and use the orthogonality.
In this section we use the following notation.
eq(x) =
∞∑
n=0
xn
(q; q)n
=
1
(x; q)∞
, Eq(x) =
∞∑
n=0
q
n(n−1)
2 xn
(q; q)n
= (−x; q)∞.
Al-Salam and Carlitz have introduced two families {U (a)n (x; q)}∞n=0 and {V (a)n (x; q)}∞n=0 of
polynomials by means of the generating functions
ρa(x; q)eq(xy) =
∞∑
n=0
U (a)n (y; q)
xn
(q; q)n
, (6.1)
1
ρa(x; q)
Eq(−xy) =
∞∑
n=0
V (a)n (y; q)
(−1)nq n(n−1)2 xn
(q; q)n
. (6.2)
where ρa(x; q) = (x; q)∞(ax; q)∞ = Eq(−x)Eq(−ax). The families {U (a)n (x; q)}∞n=0 and
{V (a)n (x; q)}∞n=0 are called the Al-Salam-Carlitz I polynomials and Al-Salam-Carlitz II poly-
nomials, respectively. Al-Salam and Carlitz obtain the explicit orthogonal relations (see
[2, 7]) ∫ 1
a
U (a)m (x; q)U
(a)
n (x; q)w
(a)
U (x; q) dqx = (1− q)(−a)nq
n(n−1)
2 (q; q)nδm,n, (6.3)∫ ∞
1
V (a)m (x; q)V
(a)
n (x; q)w
(a)
V (x; q) dqx = (1− q)anq−n
2
(q; q)nδm,n (6.4)
where
w
(a)
U (x; q) =
(qx; q)∞
(
qx
a
; q
)
∞
(q; q)∞ (aq; q)∞
(
q
a
; q
)
∞
, w
(a)
V (x; q) =
(q; q)∞ (aq; q)∞
(
q
a
; q
)
∞
(x; q)′∞
(
x
a
; q
)
∞
.
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Here (x; q)′∞ stands for the product except zeros, and the above Jackson integrals are defined
by ∫ 1
a
f(x)dqx = (1− q)
{ ∞∑
n=0
f(qn)qn − a
∞∑
n=0
f(aqn)qn
}
,
∫ ∞
1
f(x)dqx = (1− q)
∞∑
n=0
f(q−n)q−n.
{U (a)n (x; q)}∞n=0 is positive-definite for a < 0 and 0 < q < 1, and {V (a)n (x; q)}∞n=0 is positive-
definite for a > 0 and 0 < q < 1. Then the moments F
(a)
n (a; q) and G
(a)
n (a; q) are defined
by ∫ 1
a
xnw
(a)
U (x; q)dqx = (1− q)F (a)n (a; q),
∫ ∞
1
xnw
(a)
V (x; q)dqx = (1− q)G(a)n (a; q) (6.5)
and have the expressions [10, 21]
Fn(a; q) =
n∑
k=0
[n
k
]
q
ak, Gn(a; q) =
n∑
k=0
[n
k
]
q
akqk(k−n), (6.6)
where
[
n
k
]
q
= (q;q)n
(q;q)k(q;q)n−k
. We call Fn(a; q) the Rogers-Szego¨ polynomials. The main result
of this section is the following:
Theorem 6.1. Let Fn(a; q) and Gn(a; q) be as above. Then the following identities hold:
Pf
(
(qi−1 − qj−1)Fi+j−3(a; q)
)
1≤i<j≤2n
= an(n−1)q
1
6
n(n−1)(4n−5)
n∏
k=1
(q; q)2k−1, (6.7)
Pf
(
(qi−1 − qj−1)Fi+j−2(a; q)
)
1≤i<j≤2n
= an(n−1)q
1
6
n(n−1)(4n−5)
n∏
k=1
(q; q)2k−1
n∑
k=0
qk(k−1)+(n−k)(n−k−1)
[n
k
]
q2
ak, (6.8)
Pf
(
(qi−1 − qj−1)Gi+j−3(a; q)
)
1≤i<j≤2n
= an(n−1)q−n(n−1)(4n−5)/3
n∏
k=1
(q; q)2k−1, (6.9)
Pf
(
(qi−1 − qj−1)Gi+j−2(a; q)
)
1≤i<j≤2n
= an(n−1)q−
2
3
n(n−1)(2n−1)
n∏
k=1
(q; q)2k−1
n∑
k=0
[n
k
]
q2
ak.
(6.10)
Apparently the first (resp. the second) identity in [17, Conjecture 6.1] corresponds to
(6.7) (resp. (6.8)). The powers of q in conjectured identities look complicated and differ-
ent. However (6.7) is equivalent to the conjectured identity and (6.8) corrects the mistaken
conjectured formula.
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Let Pλ(x; q, t) denote Macdonald’s P -function with respect to a partition λ in n-tuple
x = (x1, . . . , xn) of variables (see [25, Chap. IV, (4.7)]). The hypergeometric functions
0F0(x;y; q, t) and 0ϕ0(x;y; q, t) are defined as
0F0(x;y; q, t) =
∑
λ
tn(λ)
h′λ(q, t)Pλ(1, t, . . . , tn−1; q, t)
Pλ(x; q, t)Pλ(y; q, t), (6.11)
0ϕ0(x;y; q, t) =
∑
λ
(−1)|λ|qn(λ′)
h′λ(q, t)Pλ(1, t, . . . , tn−1; q, t)
Pλ(x; q, t)Pλ(y; q, t), (6.12)
where n(λ) =
∑
i≥1(i− 1)λi, and
h′λ(q, t) =
∏
(i,j)∈λ
(1− qλi−j+1tλ′j−i).
Here λ′ denote the conjugate of λ, and note that Pλ(1, t, . . . , tn−1; q, t) is given in [25, Chap.
IV, (6.11’)]. Two sets of multivariate polynomials {U (a)λ (x; q, t)} and {V (a)λ (x; q, t)} are
introduced in [5, (2.32), (2.33)] by the following generating functions:
n∏
i=1
ρa(yi; q) · 0F0(x;y; q, t) =
∑
λ
tn(λ)Pλ(y; q, t)
h′λ(q, t)Pλ(1, t, . . . , tn−1; q, t)
U
(a)
λ (x; q, t), (6.13)
1∏n
i=1 ρa(t
−(n−1)yi; q)
· 0ϕ0(x;y; q, t) =
∑
λ
(−1)|λ|qn(λ′)Pλ(y; q, t)
h′λ(q, t)Pλ(1, t, . . . , tn−1; q, t)
V
(a)
λ (x; q, t). (6.14)
It is shown in [5, (2.34)] that the following relation holds:
V
(a)
λ (x; q, t) = U
(a)
λ (x; q
−1, t−1). (6.15)
Let τi denote the q-shift operator on the ith variable, i.e.,
τif(x1, . . . , xn) = f(x1, . . . , xi−1, qxi, xi+1, . . . , xn)
as in [5, (3.11)]. Let M1 denote the Macdonald operator on n variable function, which is
defined as
M1 =
n∑
i=1
Ai(t)τi, where Ai(t) =
n∏
j=1
j 6=i
txi − xj
xi − xj .
(See [5, (3.12)], [25, Chap.4, (3.4)(3.5)]). Let
Ek =
n∑
i=1
xkAi(t)
∂
∂qxi
, where
∂
∂qxi
=
1− τi
(1− q)xi
as in [5, (3.12)], and let M˜1 denote the operator with q and t replaced by q
−1 and t−1 in M1.
Let H be the linear operator defined by
H = M˜1 − (1 + a)[E0, M˜1] + a[E0, [E0, M˜1]]. (6.16)
In [5] Baker and Forrester prove that it satisfies the following identity.
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Proposition 6.2 ([5] Proposition 3.1). U
(a)
λ (x; q, t) satisfies
H U
(a)
λ (x; q, t) = e˜(λ)U
(a)
λ (x; q, t),
where e˜(λ) =
∑n
i=1 q
−λit−n+i.
Then Baker and Forrester prove the following identities:∫
[a,1]n
∆2k(x)
n∏
i=1
w
(a)
U (xi; q) dqx = (1− q)n(−a)kn(n−1)/2qk
2(n3)−
k(k−1)
2 (
n
2)
n∏
i=1
(q; q)ki
(q; q)k
, (6.17)
∫
[1,∞]n
∆2k(x)
n∏
i=1
w
(a)
V (xi; q) dqx = (1− q)nakn(n−1)/2q−2k
2(n3)−k2(n2)
n∏
i=1
(q; q)ki
(q; q)k
, (6.18)
where ∆2k(x) is as in (5.6) (see [5, (4.22), (4.27), (4.29)]). They also prove the orthogonality∫
[a,1]n
U
(a)
λ (x; q, t)U
(a)
µ (x; q, t)∆
2
k(x)
n∏
i=1
w
(a)
U (xi; q) dqx = 0, (6.19)∫
[1,∞]n
V
(a)
λ (x; q, t)V
(a)
µ (x; q, t)∆
2
k(x)
n∏
i=1
w
(a)
V (xi; q) dqx = 0, (6.20)
when λ 6= µ.
Proof of Theorem 6.1. Substituting (6.17) and (6.18) into (5.11) with r = −1, we obtain
Pf
(
(qi−1 − qj−1)(1− q)Fi+j−3(a; q)
)
1≤i<j≤2n
=
qn(n−1)(1− q)2n
Γq2(n+ 1)
an(n−1)q4(
n
3)−(n2)
n∏
i=1
(q; q)2i
(q; q)2
,
Pf
(
(qi−1 − qj−1)(1− q)Gi+j−3(a; q)
)
1≤i<j≤2n
=
qn(n−1)(1− q)2n
Γq2(n+ 1)
an(n−1)q−8(
n
3)−4(n2)
n∏
i=1
(q; q)2i
(q; q)2
.
Using (1− q2)nΓq2(n + 1) =
∏n
j=1(1− q2j) again, we obtain
Pf
(
(qi−1 − qj−1)Fi+j−3(a; q)
)
1≤i<j≤2n
= an(n−1)qn(n−1)+4(
n
3)−(n2)
n∏
i=1
(q; q)2i−1,
Pf
(
(qi−1 − qj−1)Gi+j−3(a; q)
)
1≤i<j≤2n
= an(n−1)qn(n−1)−8(
n
3)−4(n2)
n∏
i=1
(q; q)2i−1,
which agree with the right-hand sides of (6.7) and (6.9). Next, to show (6.8) and (6.10),
we need to obtain the expansion of the elementary symmetric function
∏n
i=1 xi = en(x) in
terms of U
(a)
λ (x; q, t) or V
(a)
λ (x; q, t), then we can use the orthogonality (6.19) or (6.20). Let
us define the symmetric function er(x) in the variable x = (x1, . . . , xn) by∑
r≥0
er(x)z
r =
n∏
i=1
(1 + xiz),
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which is called the rth elementary symmetric function. Baker and Forrester [5, (A.4), (A.5),
(A.6)] show the rth elementary symmetric function er(x) can be expanded in U
(a)
λ (x; q, t) as
er(x) =
r∑
i=0
f˜r−i(a)
[
n− i
r − i
]
t
U
(a)
(1i)(x; q, t), (6.21)
where f˜i(a) is defined by the initial values f˜0(a) = 1, f˜1(a) = 1 + a and the recurrence
equation
f˜i(a) = (1 + a)t
i−1f˜i−1(a) + ati−2(1− ti−1)f˜i−2(a).
Using this recurrence, we can show that
f˜i(a) =
i∑
j=0
[
i
j
]
t
t
j(j−1)
2
+
(i−j)(i−j−1)
2 aj (6.22)
by induction. Note that (6.13) implies U
(a)
∅ (x; q, t) = 1. Hence∫
[a,1]n
∆2k(x)
n∏
i=1
xiw
(a)
U (xi; q) dqx =
∫
[a,1]n
en(x)U
(a)
∅ (x; q, t)∆
2
k(x)
n∏
i=1
w
(a)
U (xi; q)dqx
by (6.21)
=
n∑
i=0
f˜n−i(a)
∫
[a,1]n
U
(a)
(1i)(x; q, t)U
(a)
∅ (x; q, t)∆
2
k(x)
n∏
i=1
w
(a)
U (xi; q)dqx
from the orthogonality (6.19)
= f˜n(a)
∫
[a,1]n
∆2k(x)
n∏
i=1
w
(a)
U (xi; q)dqx
by (6.17)
= f˜n(a)(1− q)n(−a)kn(n−1)/2qk2(
n
3)−
k(k−1)
2 (
n
2)
n∏
i=1
(q; q)ki
(q; q)k
,
where t = qk. Hence, the identity (5.11) with r = 0 implies
Pf
(
(qi−1 − qj−1)(1− q)Fi+j−2(a; q)
)
1≤i<j≤2n
=
qn(n−1)(1− q)2n
Γq2(n+ 1)
f˜n(a)a
n(n−1)q4(
n
3)−(n2)
n∏
i=1
(q; q)2i
(q; q)2
.
We conclude, by the same argument as before, that
Pf
(
(qi−1 − qj−1)Fi+j−2(a; q)
)
1≤i<j≤2n
= f˜n(a)a
n(n−1)q
1
6
n(n−1)(4n−5)
n∏
k=1
(q; q)2k−1,
which is exactly the same as the right-hand side of (6.8) by substituting t = q2 into (6.22).
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Next we use (6.15) to prove (6.10). The identities (6.21) and (6.15) imply
er(x) =
r∑
i=0
g˜r−i(a)
[
n− i
r − i
]
t
V
(a)
(1i)(x; q, t), (6.23)
where g˜i(a) is given by
g˜i(a) = t
− i(i−1)
2
i∑
j=0
[
i
j
]
t
aj . (6.24)
A similar argument as above shows
Pf
(
(qi−1 − qj−1)Gi+j−2(a; q)
)
1≤i<j≤2n
= g˜n(a) a
n(n−1)q−
1
3
n(n−1)(4n−5)
n∏
k=1
(q; q)2k−1,
which proves (6.10) when we put t = q2 into (6.24).
The reader may notice that (6.7) (resp. (6.10)) can be derived from (6.7) (resp. (6.8)) by
replacing q by q−1. Here we wanted to write down (6.23), which tells us how to express er(x)
by means of {V (a)λ (x; q, t)}. We would like to give the following remark at the end of this
section.
Remark 6.3. We can evaluate the Pfaffian Pf
(
(qi−1−qj−1)Fi+j+r−2(a; q)
)
1≤i<j≤2n
for gen-
eral r if we can find a nice formula for the expansion of the elementary symmetric function
enr(x) = en(x1, . . . , xn)
r in terms of U
(a)
λ (x; q, t). It must be an interesting problem.
7 Concluding remarks
In [17, Conjecture 6.3] we stated another conjecture. We could not settle this conjecture,
but we add more conjectures of this type in this last section. Let us take an =
1
2n+1
(
3n
n
)
=
1
3n+1
(
3n+1
n
)
. This number is famous because Tamm [32] proved that the Hankel determinant
det(ai+j−1)1≤i,j≤n equals the number of (2n+1)× (2n+1) alternating sign matrices that are
invariant under vertical reflection. That is why we are interested in this sequence {an}. He
evaluated the determinants by showing that the generating function for {an} has a continued
fraction that is a special case of Gauss’s continued fraction for a quotient of hypergeometric
series, i.e.,
f =
∞∑
n=0
anx
n = 2F1
(
2
3
,
4
3
;
3
2
;
27
4
x
)/
2F1
(
2
3
,
1
3
;
1
2
;
27
4
x
)
.
In [11, Section 3] Gessel and Xin made a systematic application of the continued fraction
method to a number of similar Hankel determinants. They found empirically that there are
ten cases of the moment generating functions of the form
∞∑
n=0
pnx
n = 2F1
(
a, b+ 1; c+ 1;
27
4
x
)/
2F1
(
a, b; c;
27
4
x
)
,
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for some rational numbers a, b, c, that can be expressed as polynomials in f . Gessel and Xin
also said the ten sequences {pn} come in pairs which are the same, except for their constant
terms. We name Gessel and Xin’s five sequences {an}, {bn}, {cn}, {dn} and {en} as {a(i)n }
(i = 1, . . . , 5) (see below). Note that Gessel and Xin studied the Hankel determinants of
these sequences using the continued fraction expansion of the moment generating functions.
Hence we did experiments of “Hankel Pfaffians” of the sequences, and we observed that the
Pfaffians with the sequences have mysteriously a nice product formula as follows:
Conjecture 7.1. If a
(1)
n =
1
3n+1
(
3n+1
n
)
= [xn]
2F1( 23 ,
4
3
; 3
2
; 27
4
x)
2F1( 23 ,
1
3
; 1
2
; 27
4
x)
(A001764), then
Pf
(
(j − i)a(1)i+j−1
)
1≤i,j≤2n
= 2−n
n−1∏
k=0
(12k + 6)!(4k + 1)!(3k + 2)!
(8k + 2)!(8k + 5)!(3k + 1)!
. (7.1)
If a
(2)
n = 13n+2
(
3n+2
n+1
)
= [xn]
2F1( 43 ,
5
3
; 5
2
; 27
4
x)
2F1( 43 ,
2
3
; 3
2
; 27
4
x)
(A006013), then
Pf
(
(j − i)a(2)i+j−2
)
1≤i,j≤2n
= 12−n
n−1∏
k=0
(12k + 10)!(4k + 2)!(4k + 1)
(8k + 3)!(8k + 7)!(3k + 2)(12k + 5)
. (7.2)
If a
(3)
n = 23n+1
(
3n+1
n+1
)
= 2 [xn]
2F1( 53 ,
7
3
; 7
2
; 27
4
x)
2F1( 53 ,
4
3
; 5
2
; 27
4
x)
(A007226), then
Pf
(
(j − i)a(3)i+j−1
)
1≤i,j≤2n
=
(
4
3
)n n−1∏
k=0
(12k + 15)!(4k + 5)!(2k + 1)
(8k + 8)!(8k + 11)!(12k + 13)
. (7.3)
If a
(4)
n =
2
(3n+1)(3n+2)
(
3n+2
n+1
)
= 2 [xn]
2F1( 53 ,
7
3
; 5
2
; 27
4
x)
2F1( 53 ,
4
3
; 3
2
; 27
4
x)
(A000139), then
Pf
(
(j − i)a(4)i+j−1
)
1≤i,j≤2n
=
(
2
3
)n
(6n+ 1)!
n−1∏
k=0
(12k + 6)!(4k + 5)!(4k + 3)
(8k + 5)!(8k + 10)!(k + 1)(3k + 1)
. (7.4)
If a
(5)
n = 9n+5(3n+1)(3n+2)
(
3n+2
n+1
)
= 5 [xn]
2F1( 23 ,
4
3
; 5
2
; 27
4
x)
2F1( 23 ,
1
3
; 3
2
; 27
4
x)
, then
Pf
(
(j − i)a(5)i+j−2
)
1≤i,j≤2n
= 3−n
n−1∏
k=0
(6k + 6)!(2k)!
(4k + 1)!(4k + 4)!(3k + 2)
. (7.5)
The identity (7.1) has appeared in [17, Conjecture 6.3], but the others are new. We note
that the generating functions of those sequences are roots of certain cubic equations, and so
the evaluation of the Pfaffians may be much more difficult. In particular, a totally different
method from that we used in Section 4 may be needed to find the weight functions. We
hope to address this topic in a forthcoming paper.
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