Abstract. The geodesic flow of the flat metric on a torus is minimizing the polynomial entropy among all geodesic flows on this torus. We prove here that this properties characterises the flat metric on the two torus.
Introduction
There are several classes of hyperbolic Manifolds on which the metrics with constant curvature are characterized by the fact that their geodesic flow is minimizing the topological entropy, see [15] and [7] for example. The situation is different on tori. Flat metrics have zero entropy, but other metrics also have zero entropy, such as the tori of revolution. In order to characterize the flat metrics, it is therefore useful to consider a finer dynamical invariant of the geodesic flow, such as the polynomial entropy, introduced in [20] .
Using the techniques of [20] , it was proved in [16] that the polynomial entropy of a flat torus of dimension d (in restriction to the sphere bundle) is equal to d − 1, which is a lower bound for the polynomial entropy of all metrics on T d . It was also proved in [18] that the polynomial entropy of the revolution two torus is two, which is higher than the one of the flat two tori. This gives an indication that the polynomial entropy might be a sufficiently fine invariant to characterize the flat metric. Our main result in the present paper is that this is indeed the case in dimension two. A partial result in that direction has been obtained in [17] . Theorem 1. If the polynomial entropy of a C 2 metric g on T 2 (in restriction to the sphere bundle) is smaller than two, then this entropy is equal to one and the torus (T 2 , g) is isometric to a flat torus.
We will prove this result using Mather-Fathi theory. The useful facts from this theory are recalled in Section 3, where a more general estimate on the polynomial entropy of Tonelli Hamiltonians is given, see Theorem 2. Theorem 1 is deduced from Theorem 2 using the theorem of Hopf and its variants, see [14] . The definition of the polynomial entropy is recalled in Section 2, and the entropy estimates leading to the proof of Theorem 2 are detailed in Section 4. Once the dynamics has been well understood with the help of Mather-Fathy theory, these estimates are similar to those appearing in [20] , [18] , and [21] .
The polynomial entropy
Consider a continuous map f : X → X, where (X, d) is a compact metric space. We construct new metrics d In the present paper we will rather consider a polynomial measure of the growth rate introduced in [20] :
We also consider sets that are ε-separated for the metrics d f n (we will write (n, ε)-separated). Recall that a set E is said to be ε-separated for a metric d if for all (x, y) in
Remark 2.1. If φ := (φ t ) t∈R is a continuous flow on X, for t > 0 and ε > 0, one can define in the same way the numbers G φ t (ε) and S φ t (ε). The polynomial entropy h pol (φ) of φ is defined as
One easily checks that if φ 1 is the time-one map of φ, h pol (φ) = h pol (φ 1 ).
The following properties of the polynomial entropy are proved in [20] .
Property 2.1.
1. h pol is a C 0 conjugacy invariant, and does not depend on the choice of topologically equivalent metrics on X.
If
We conclude this section with the following useful result which relates the polynomial entropy of a flow with that of Poincaré map. Proposition 2.1. Let M be a smooth manifold, d a distance on M associated with a Riemannian metric, and X a C 1 complete vector field on M with flow φ = (φ t ) t∈R . Let A a be compact φ-invariant subset of M and let Σ be a C 1 codimension 1 submanifold of X such that:
• for any a ∈ A, there exists t > 0 such that φ t (a) ∈ Σ.
• for any a ∈ A ∩ Σ, X(a) is transverse to Σ.
Then the Poincaré return map ϕ : A ∩ Σ → A ∩ Σ is well defined, continuous and satisfies
Proof. Let τ : A ∩ Σ → R * + : a → τ a be the first return time map of ϕ. Since the function τ is continuous on the compact set A ∩ Σ, we have
There exists τ * > 0 and a neighborhood V of A∩Σ in Σ such that the map Φ :]−4τ * , 4τ * [×V ∩ Σ → M : (t, a) → φ t (a) is a C 1 -diffeomorphism onto its image. Its inverse is thus locally Lipschitz, hence its restriction to the compact set K := Φ([−τ * , τ * ] × (A ∩ Σ)) is Lipschitz. As a consequence, there exists δ > 0 such that
Note that τ * < 1 4 min{τ a | a ∈ A ∩ Σ}. Since the compact sets A ∩ Σ and A \ Φ(] − τ * , τ * [×V ) are disjoint, the constant δ can be chosen such that
Let τ k x be the successive return times of the point x, so that ϕ k (x) = φ τ k x (x). Note that τ 1 x = τ x , and τ k+1
kT for all x ∈ A ∩ Σ. We will now prove that two points x and y of A ∩ Σ which are (n, ε)-separated by ϕ are (nT, δ ) separated by φ for < τ * . There exists m ∈ {0, . . . , n} such that (2), hence x and y are (τ m x , δ )-separated by φ.
If φ τ m x (y) ∈ K, then there exists m m and (2) . As a consequence, the point x and y are (τ k x , δε)-separated by φ. We have proved that S ϕ n ( ) S φ nT (δ ) provided < τ * , which implies the inequality on h pol .
Tonelli Hamiltonians

Some definitions from weak KAM theory
We work on the d-dimensional torus T := R d /Z d , and will mostly consider the case d = 2. A Tonelli Hamiltonian on T is a C 2 Hamiltonian function H(q, p) : T × R d (= T * T) −→ R such that, for each q ∈ T, the function p −→ H(q, p) is convex with positive definite Hessian and superlinear. The Hamiltonian vectorfield on T * T is given by
It generates a complete flow ϕ t H which preserves the function H. To each Tonelli Hamiltonian is associated the Lagrangian function
and the Legendre diffeomorphisms
which are inverse of each other. To a Riemaniann metric
is a C 2 field of positive definite symmetric matrices, we associate the pair
It is well-known that the Hamiltonian flow of H is conjugated to the geodesic flow by the
Returning to the general case of a Tonelli Hamiltonian, the α function of Mather is defined on H 1 (T, R) by
where the infimum and the minimum are taken respectively on the set of smooth functions on T and on the set of C 1 functions with Lipschitz differential. It was proved in [5] that the minimum exists on the set of C 1,1 functions, see also [10] . A C 1,1 function satisfying the inequality
at each point is called a c-critical subsolution (as we just recalled, such functions exist). There may exist several c-critical subsolutions. At least one of them, w, has the property that
for all critical subsolutions u. We define
where the intersection is taken on all c-critical subsolutions u. This is a non-empty compact set, called the projected Aubry set. In view of the strict convexity of H in p, the differential du(q) of a c-subsolution u at a point q ∈ A(c) does not depend on the c-critical subsolution u. We define
for each c-critical subsolution u. This set is called the Aubry set, it is invariant under the flow of H, compact, and not empty. It is moreover contained in the graph of the Lipschitz closed form c + du for each c-critical subsolution u. A consequence of the invariance of A * (c) is that the projected Aubry set is invariant under the vectorfield
on T for each c-critical subsolution u. The special c-critical subsolution w introduced above has the property that the strict inequality
holds on the complement of A(c). A c-critical subsolution having this property is said strict outside the Aubry set. The function α is convex and superlinear on H 1 (T, R). The initial definition of this function was given by John Mather in terms of minimizing measures.
where the maximum is taken on the set of compactly supported invariant probability measures µ * on T * T. The invariant measures minimizing this expression will be called c-minimizing.
Defining the rotation number of such an invariant measure
we observe that α is the Legendre transform of the function
In the geodesic case, where H is quadratic in the fibers, the functions α and β are homogeneous of degree 2. The function √ β, which is homogeneous of degree one, is called the stable norm.
The c-minimizing measures are precisely those invariant measures which are supported on the Aubry set A * (c), see [19] . In particular, they are supported on a Lipschitz graph, which was a major discovery of John Mather. We denote by M * (c) the union of supports of c-minimizing measures. It is a compact invariant set contained in A * (c).
The subdifferential ∂α(c) in the sense of convex analysis is the set of rotation numbers of c-minimizing measures. When µ * is a c-minimizing measure, its projection µ on T is an invariant measure of the vectorfield F (q) = ∂ p H(q, c + du(q)) (for each c-critical subsolution u) supported on A(c). Its rotation number is nothing than the rotation number of µ as an invariant measure of F ,
When µ * is ergodic, or equivalently when µ is ergodic, this is the asymptotic winding number of µ-almost each orbit on the torus.
The special case of dimension two, the main statement in the Tonelli case
In this section, we work on the two-dimensional torus T = R 2 /Z 2 . We recall, see [11] , that the rotation set of a flow on the two torus T is a compact interval contained in a straight line through the origin of R 2 = H 1 (T, R). Moreover :
• If the straight line has rational direction (which means that it contains an element of H 1 (T, Z)), then the ergodic invariant measures of non-zero rotation number are supported on periodic orbits. Moreover, the α and ω limit sets of the flow are made of periodic orbits.
• If the straight line has irrational direction, then there is at most one ergodic invariant measure of non-zero rotation number.
Let us apply these results to the Aubry set A * (c) at a point c which is not a minimum of the function α. Then, the rotation set ∂α(c) does not contain zero, and it is contained in the rotation set of the vectorfield F (q) = ∂ p H(q, c + dw(q)) on T. We conclude that ∂α(c) is a compact interval of a ray ρ(c) ∈ SH 1 (T, R), where
is the set of open half lines of H 1 (T, R) starting at the origin. We say that a ray has rational direction if it contains a point of H 1 (T, Z), and that it has irrational direction otherwise.
• If ρ(c) has rational direction, then the ergodic c-minimizing measures are supported on periodic orbits. Moreover, the α and ω limits of each orbit of A * (c) are periodic orbits supporting c-minimizing measures.
• If ρ(c) has irrational direction, then there exists a unique c-minimizing measure, and the rotation set ∂α(c) is a point.
Observe that, in all cases, each half orbit of A(c) has a single rotation number which is contained in ρ(c). However, in the case of a rational direction, it is possible that the positive half-orbit and the negative half-orbit of a given point have different rotation numbers both contained in ρ(c).
Let us explain a bit more how different rotation numbers can appear in the rational case. In this case, the periodic orbits of A(c) are oriented embedded closed curve, and they all represent the same homology class [ρ(c)] ∈ H 1 (T, Z) which is the only indivisible integer class in the half line ρ(c). The rotation number of the invariant measure supported on such an orbit is then [ρ(c)]/T , where T is the minimal period of the orbit. The periodic orbits of A(c) do not necessarily all have the same period, hence the associated measures do not necessarily have the same rotation number.
For each e > min α, the set
is a compact and convex set, whose interior is {α < e} and whose boundary is α −1 (e). At each boundary point c ∈ α −1 (e), the set A(e) has a single outer normal ρ(c) ∈ SH 1 (T, R).
The map c −→ ρ(c) is thus continuous, and the set α −1 (e) is a C 1 curve. Note that the map ρ : α −1 (e) −→ SH 1 (T, R) is continuous and onto, and that it preserves the order. It is however not necessarily one to one. For each c ∈ α −1 (e), we consider the face F (c) ⊂ α −1 (e) defined as the set of cohomologies c such that ρ(c ) = ρ(c) and α(c ) = e. The face F (c) is a compact segment containing c. It is also the set of points c ∈ A(e) such that (c − c) · ρ(c) = 0. The following is well known, see [3, 22, 24] , but since we give the statement in a way which is not obviously equivalent to those of these papers, we will provide a proof in section 3.3.
Proposition 3.1. Each c ∈ α −1 (e) is in one (and only one) of the following three cases:
1. ρ(c) has irrational direction and F (c) = {c}. If, for a given value e > min α of the energy, case 3 does not occur for any c ∈ α −1 (e), then the map c −→ ρ(c) is a homeomorphism from α −1 (e) to SH 1 (T, R). The energy level {H = e} is then C 0 -integrable, as is proved in ( [23] , Theorem 3), see also Section 3.3: Proposition 3.2. If, for a given value e > min α of the energy, case 3 does not occur for any c ∈ α −1 (e), then the Aubry sets A * (c), c ∈ α −1 (e) are Lipschitz invariant graphs which partition the energy level {H = e}.
If H is the Hamiltonian associated to a Riemaniann metric, then this implies that the metric is flat, in view of the Theorem of Hopf, see also [14] . As a consequence, Theorem 1 follows from: Theorem 2. Let e > min α be a given energy level. If there exists a cohomology c ∈ α −1 (e) in case 3, then the polynomial entropy of the Hamiltonian flow restricted to the energy level {H = e} is not less than 2. In other words, if the polynomial entropy of the flow restricted to the energy level {H = e} is less than two, the Aubry sets A * (c), c ∈ α −1 (e) are Lipschitz invariant graphs which partition the energy level.
We will make use in the proof of two important properties of the Aubry sets : Proof of Property 3.1. It is proved in [6] using the content of [9] .
Proof of Property 3.2. Let us consider a cohomology c 0 such that α(c 0 ) < e and such that c − c 0 ∈ H 1 (T, Q). Note that
We consider a c-critical subsolution w of class C 1,1 and strict outside the Aubry set. We also consider a c 0 -critical subsolution u 0 . Let l ∈ N be such that l(c−c 0 ) ∈ H 1 (T, Z). Let us consider the C 1,1 functionΘ on R 2 defined by q −→Θ(q) = l(c − c 0 )q + lw(q) − lu 0 (q).
The functionΘ =Θ mod 1 : R 2 −→ T = R/Z is Z 2 -periodic, hence it gives rise to a function Θ : T −→ T such that dΘ = l(c − c 0 ) + l(dw − du 0 ). Let us use as above the notation F (q) = ∂ p H(q, c + dw(q)). For each point q such that H(q, c + dw(q)) = e, we have
Let us consider a regular value θ of Θ. Such a value exists by fine versions of Sard's Theorem (see [1] ) since Θ is C 1,1 . The preimage Θ −1 (θ) is a 1-dimensional cooriented submanifold of T. It can be seen as an intersection cocycle of cohomology l(c − c 0 ). It is a finite union of embedded cooriented circles Σ i each of which is a cocycle of cohomology σ i , with
We denote by Σ the cooriented circle Σ j . We have dΘ(q) · F (q) > 0 hence the orbits of A(c) are transverse to Σ, and intersect it according to the coorientation.
Finally, each half orbit of A(c) has a rotation number contained in ρ(c). We have seen that σ · ρ(c) > 0, where σ is the cohomology of the intersection cocycle associated to Σ. Each half orbit of A(c) thus intersects Σ. As a consequence, the flow of A(c) generates a Poincaré map
which is a bi-Lipschitz homeomorphism preserving the cyclic order on the circle Σ. This implies that ψ can be extended to a homeomorphism of Σ preserving the cyclic order.
Faces of the balls of α on the two torus.
We take d = 2 and fix an energy level e > min α. We study the affine parts of the ball α −1 (e) and prove Propositions 3.1 and 3.2. The following is a variant of a Lemma of Daniel Massart [22] : We recall that F (c) is defined as the largest segment of α −1 (e) containing c. Since M * (c ) = M * (c), we have ω = 0 on M(c). It is thus enough to prove that I ω = 0 for each connected component I of the complement of M(c) ∩ Σ in Σ. We first observe that
where ψ is a homeomorphism of Σ extending the return map of Σ ∩ A(c). To prove this equality, we integrate ω on the contractible closed curve made of the interval I = ]q − , q + [, followed by the orbit of q + until its return ψ(q + ), followed by the interval −ψ(I) = ]ψ(q + ), ψ(q − )[ followed by the piece of orbit of q − in negative time direction from ψ(q − ) to q + .
Since the intervals ψ k (I) are two by two disjoint in Σ, their lengh is converging to zero. Since the form ω is bounded, this implies that ψ k (I) ω −→ 0, hence that I ω = 0.
In view of these corollaries there are three cases:
• ρ(c) has irrational direction and F (c) = {c} (Corollary 3.2).
• ρ(c) has rational direction, M(c) = T, and F (c) = {c} (Corollary 3.1).
• ρ(c) has rational direction and M(c) = T.
Let us study more precisely the last case. We denote by [c − , c + ] the face F (c). We assume for definiteness that c is an interior point of this face, which means that either c ∈ ]c − , c + [ or c − = c = c + .
We consider the cooriented section Σ given by Property 3.2. We orient Σ in such a way that (c is contained in such an annulus U , is α-asymptotic to one of its boundaries, and is ω-asymptotic to its other boundary. We say that such an orbit is positive if it crosses the annulus U according to the orientation of Σ, and that it is negative if it crosses in the other direction. In other words, the heteroclinic orbit is positive if the sequence of its successive intersections with the interval I is increasing. The following implies Proposition 3.1: • The Aubry set A(c − ) contains negative heteroclinics in each connected component of T − M(c) and no other orbit except those of M(c).
• At the limit, using the semi-continuity of the Aubry set, we find a point x ∈ J ∩ A(c + ) such that ψ τ (x) x, hence ψ τ (x) > x. We conclude that the heteroclinics are positive.
For the convenience of the reader, and because our statement is not exactly the one of [23] Theorem 3, we now prove Proposition 3.2, following [23] :
We consider an energy level e > min α such that the curve α −1 (e) does not contain any non-trivial segment, which is equivalent to saying that M(c) = T for each c such that ρ(c) is rational. Note then that the map ρ : α −1 (e) −→ SH 1 (T, R) is continuous and bijective, hence it is a homeomorphism. Since the set SH 1 (T, Z) of rational directions is dense in SH 1 (T, R), its preimage ρ −1 (SH 1 (T, Z) ) is dense in α −1 (e). For each point c in this set, we have A(c) = T. In view of the semi-continuity of the Aubry set, we deduce that A(c) = T for each c ∈ α −1 (e). As a consequence, there exists a unique (up to the addition of a constant) c-critical subsolution w c , which is actually a solution, and the Aubry set A * (c) is the graph of c + dw c . Moreover, the functions dw c , c ∈ α −1 (e) are equi-Lipschitz. The semicontinuity of the Aubry set A * implies that the map c −→ c + dw c (q) is continuous for each q ∈ T.
The orbits of A * (c) all have a forward rotation number in ρ(c). For c = c, the orbits of A * (c ) all have a forward rotation number in ρ(c ), and, since ρ(c ) = ρ(c), the sets A * (c) and A * (c ) are disjoint. As a consequence, for each q ∈ T, the map c −→ c + dw c (q) is one to one on α −1 (e), hence it has degree ±1 as a circle map into {p ∈ T q T : H(q, p) = e}. It is thus onto, which implies that the Aubry sets fill the energy level.
Lower bound for the polynomial entropy
We prove Theorem 2. We consider an energy level e > min α, assume that the ball α −1 (e) contains a non-trivial face [c − , c + ], and prove that the entropy of the Hamiltonian flow on the energy level H −1 (e) is at least two. The proof have similarities with the ones of [20] , [18] , and [21] . We work with the section Σ of A(c + ) given in Property 3.2. We fix a parameterisation R/Z −→ Σ, and put on Σ the distance such that this parameterisation is isometric. This distance is Lipschitz equivalent to the restriction of the distance on T.
The direction ρ(c) ∈ SH 1 (T, Z) is independant of c ∈ [c − , c + ], and it is rational, we denote it by ρ in the sequel, and by [ρ] ∈ H 1 (T, Z) the associated indivisible integer point. As above, we consider, for m ∈ N, the direction ρ m of m Proof. Let θ and θ be two points of this orbit. There exists l ∈ {0, 1, . . . , m − 1} such that ψ lτ (θ) ∈ J. Then ψ lτ (θ ) is another point of the same orbit, hence d ψ lτ (θ), ψ lτ (θ ) 2 0 .
We denote by Σ * the set of points of the energy surface H −1 (e) which project on Σ , we endow it with a distance which satisfies d((q, p), (q , p )) d(q, q ). We consider the compact invariant set of the Hamiltonian flow (on the energy level) defined by
The surface Σ * is a transverse section of the flow on this invariant set, as required in Proposition 2.1. We denote by Ψ the corresponding return map of A∩Σ * . The restriction of Ψ to A * (c m )∩Σ * is conjugated to ψ cm by the projection. In view of Proposition 2.1, it is enough to bound from below the polynomial entropy of Ψ on A ∩ Σ * . We exhibit a sufficiently large separated set using the orbits O Ψ τ (x) := {x, Ψ τ (x), . . . , Ψ (k−1)τ (x)}. Since the cardinal of this union is more than m 2 , we conclude that the polynomial entropy
