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Vibrational relaxation and decoherence in structured
environments: a numerical investigation
Matteo Bonfanti1∗, Keith H. Hughes2, Irene Burghardt3, and Rocco Martinazzo1,4∗∗
Vibrational relaxation is a key issue in chemical reaction
dynamics in condensed phase and at the gas-surface
interface, where the enviroment is typically highly struc-
tured and cannot be condensed in a simple friction co-
efficient. Rather, full knowledge of the coupling of the
molecular oscillator to the environment is required, as
typically subsumed in the so-called spectral density (of
the environmental coupling). Here, we focus on har-
monic Brownian motion and investigate the effective-
ness of classical, canonical position autocorrelation
functions to compute the spectral density of the cou-
pling needed to describe vibrational relaxation in com-
plex environments. Classical dynamics is performed
on model systems, and several effects investigated in
detail, e.g. the presence of anharmonicity, the role of a
high-frequency “Debye” cutoff in the environment and
the influence of the detailed structure of the latter. The
spectral densities are then used in standard indepen-
dent oscillator Hamiltonian models which are numeri-
cally solved at T=0 K to investigate quantum relaxation
and decoherence.
1 Introduction
Vibrational relaxation plays a key role in many physical
and chemical processes in condensed phase [1]. In ac-
tivated barrier crossing, relaxation of reaction products
has to be faster than re-crossing, thereby determining the
reliability of transition-state approaches to reaction dy-
namics. Ground-state molecules that are photoexcited to
an excited state may undergo fast vibrational relaxation
and get trapped into a local neighboring minimum of the
excited-state potential, or start a fast, excited-state dynam-
ics which ultimately leads to the photo-reaction products.
Vibrationally excited molecules may store a comparatively
large amount of energy and thus open non-thermal re-
action pathways which would be otherwise impossible.
Mode-selective chemistry has to fight with energy relax-
ation and re-distribution but, generally speaking, energy
dissipation is a pre-requisite for sticking of atoms and
molecules to solid surfaces, i.e. for surface chemistry.
Modeling vibrational relaxation requires information
on the relevant “molecular” vibrational degrees of free-
dom, and their coupling to the complicated environment
in which they are placed. While the former is accurately
described by many high-quality electronic structure meth-
ods available today, the latter is not always easily identi-
fiable and, most often, is not in a form which is readily
usable for high-dimensional quantum dynamics. Here,
the need of a quantum description arises from the vibra-
tional energy being typically larger than thermal energy, a
problem which forces one to deal with a quantum system
interacting with a bath which is typically highly struc-
tured.
Progress in the quantum description can be made with
the Independent Oscillator (IO) model [1–5], since the lat-
ter provides a rather general representation of the system-
bath dynamics and is particularly convenient for numeri-
cally exact simulations of the open system quantum dy-
namics. IO Hamiltonians can be managed with exact
wavepacket techniques (including eventually Monte Carlo
wavepacket sampling, for handling finite-temperature sit-
uations) up to several tens of degrees of freedom [6–8],
and detailed information on the structure of the environ-
ment can be easily encoded in their parameters (oscillator
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frequencies and coupling coefficients), by just sampling
the so-called spectral density (SD) of the environmental
coupling J0(ω). Hence, one main problem becomes ob-
taining such function. When an analytical form of the
total potential is known, J0(ω) can be computed by a care-
ful small amplitude expansion around the relevant global
minimum. However, this may be a difficult task for a com-
plex potential (e.g. when the separation between the sys-
tem and the bath is not evident) or simply not possible
in practice because the potential is not explicitly avail-
able, or the environment is dynamically evolving (i.e. well
defined minima cannot be singled out). Nowadays, one
most often accesses dynamical information bypassing the
need of computing an accurate potential, e.g. using on-
the-fly simulations such as ab initio molecular dynamics,
and thus a method which uses only dynamics as an input
is highly preferred.
In the present work we describe and throughly check
a simple procedure for computing the above spectral den-
sity from molecular dynamics simulations. The approach
makes use of simple results which can be obtained for
the harmonic Brownian motion and its position (or veloc-
ity) autocorrelation function, and essentially inverts the
latter to give J0(ω). We test this approach on a variety of
models and discuss its limits and its range of applicability.
Furthermore, since the ultimate goal is to address vibra-
tional quantum dynamics, we also investigate vibrational
relaxation and decoherence in the ensuing IO models,
and show that they can be tackled with numerically ex-
act methods, in a realistic range of parameters describing
molecular systems and coupling to typical environments.
The paper is organized as follows. In Section 2, we
sketch our approach and in Section 3 we describe the
models and the methods used for the classical and the
quantum dynamical simulations. In Section 4 we present
our results, which are then discussed in Section 5. Finally
Section 6 summarizes and concludes.
2 Theory
The spectral density (of the environmental coupling) [4,5]
J0(ω) first appeared in the Generalized Langevin Equation
for a Brownian degree of freedom s of mass m subjected
to a deterministic potential V and a stochastic force ξ
ms¨(t )+m
ˆ +∞
−∞
γ(t −τ)s˙(τ)dτ+V ′(s(t ))= ξ(t ) (1)
J0(ω) is related to real part of the frequency-dependent
memory kernel γ˜(ω) = ´ +∞0 γ(t)e iωt d t = γ˜′(ω)+ i γ˜′′(ω),
namely through J0(ω)=mωγ˜′(ω)≡mω
´ +∞
0 γ(t )cos(ωt )d t ,
and fully determines γ˜(ω) by virtue of the Kramers-Kronig
relations and the Gaussian stochastic process ξ(t) by
virtue of the Fluctuation-Dissipation (FD) theorem of the
second kind. Specifically, if we define the symmetrized
memory kernel κ(t) = γ(|t |) (in such a way that γ(t) =
Θ(t )κ(t )), then it holds
κ(t )= 2
pim
ˆ +∞
0
J0(ω)
ω
cos(ωt )dω (2)
and
〈ξ(t )ξ(0)〉 = ħ
pi
ˆ +∞
−∞
J0(ω)
1−e−ħβω e
−iωt dω (3)
where the force correlator has been written for a quan-
tum environment; the classical limit can be obtained
at high temperatures (β = 1kB T → 0), where the sec-
ond equation reduces to the classical FD expression,
mκ(t)/β . For a classical harmonic Brownian motion
V = 12 mω20 and the spectral density determines the
frequency-dependent autocorrelation function of the
position, C˜ (ω)= ´ +∞−∞ e iωt C (t)d t =
´ +∞
−∞ e
iωt 〈s(t)s(0)〉d t ,
namely through
1
2
ωC˜ (ω)= kB T
m
Im
(
1
ω20−ω2− iωγ˜(ω)
)
(4)
which can be obtained by Eq. (1) upon performing a har-
monic analysis of that equation and applying the FD the-
orem [9].
In general, for realistic systems, the autocorrelation
function of the displacement 〈s(t)s(0)〉 (or, equivalently,
of the velocity 〈s˙(t )s˙(0)〉 =− d 2
d t 2
〈s(t )s(0)〉) is readily avail-
able from equilibrium classical simulations (or ab initio
molecular dynamics calculations), and can be used to in-
fer the coupling to the environment provided Eq. (4) can
be “inverted” to give J0(ω) in terms of C˜ (ω). This can be ac-
complished by introducing the retarded correlation func-
tion C+(t )=Θ(t )C (t ) and exploiting the analytic proper-
ties of its Fourier transform (see Appendix A). The result
is
J0(ω)= kB T
2
ωC˜ (ω)
|Γ+(ω)|2 (5)
where Γ+(ω)= lim²→0+ Γ(ω+ i²), with
Γ(z)= 1
pi
ˆ +∞
−∞
ωC˜ (ω)/2
ω− z dω (6)
is a “Cauchy transform” of the function f (ω)=ωC˜ (ω)/2.
Eq. (5) is our working equation which translates dynami-
cal information into a coupling strength. In the following,
we check numerically its performance using the model
2 Copyright line will be provided by the publisher
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systems described below, but in general, classical atom-
istic simulations can be used to generate the dynamics of
interest.
Once J0(ω) is known it can be used to build up a quasi-
equivalent Independent Oscillator (IO) (also known as
Caldeira-Leggett) Hamiltonian [4, 5]
H IO = p
2
s
2m
+V (s)+
F∑
k=1
[
p2k
2µk
+ µk ω
2
k
2
(
xk −
ck
µk ω
2
k
s
)2]
(7)
where the s degree of freedom is coupled to a bunch a
harmonic oscillators (xk , pk ) of mass µk and frequency
ωk . To this end, the coupling coefficients and the bath
frequencies need to sample the spectral density J0(ω) of
the problem, e.g. for evenly spaced frequencies ωk = k∆ω
the coefficients are to be set
ck =
√
2
pi
µk ωk ∆ω J0(ωk ) (8)
The equivalence between the two dynamical formulations
holds for finite times only, namely for times less than the
Poincaré recurrence time tP = 2pi/∆ω of the finite system;
the latter needs to be set larger than any interesting time-
scale of the problem by choosing the appropriate number
of oscillators in the spectral range of interest. Thus, in
practice, this further implies the existence of a frequency
cutoffωc which sets the smaller time than can be resolved
tc = 2pi/ωc ; higher frequencies, if present, can always be
absorbed in a mass-renormalization term provided we
are not interested in times smaller than tc .
The Hamiltonian of Eq. (7) can be quantized by apply-
ing standard quantization rules and represents the quan-
tum problem that we tackle here at T = 0 K with a Multi
Configuration Time-Dependent Hartree (MCTDH) expan-
sion of the wavefunction [6, 7], following previous works
on similar model systems [10–14]. Further developments
involving transformation of the bath Hamiltonian into
linear chain form [15–18] and its application to similar
problems have been discussed elsewhere [19].
3 Models and methods
3.1 Models
In the following we apply Eq. (5) using dynamical infor-
mation extracted from several model systems. The latter
are defined by the IO Hamiltonian of Eq. (7), and make
Table 1 Parameters of the Hamiltonian
Model Hamiltonian Parameter Value
Harmonic Oscillator mass (m) 1.0078 amu
frequency (ωs ) 500 / 2500 cm−1
Morse Oscillator mass (m) 1.0078 amu
frequency (ωs ) 500 / 2500 cm−1
well depth (De ) 1.5 eV
Morse α 0.5557 Å−1
Ohmic Bath mass (µ) 1.0000 amu
number (F ) 500 / 50
Debye freq (ωD ) 1000. cm−1
relax time (γ−1) 100.0 fs
Non-ohmic Bath mass (µ) 1.0000 amu
number (F ) 500 / 50
Debye freq (ωD ) 1200. cm−1
use of different system potentials and bath parameters1.
Two different model baths were considered, both with
a “Debye” cutoff frequency ωD ≈1000 cm−1. The Marko-
vian limit was represented by a truncated-Ohmic bath,
defined by J0(ω) = γmω for ω ≤ ωD and zero otherwise.
A non-Markovian model J0(ω) was defined by generat-
ing 200 random Gaussian functions in the interval [0,ωD ],
randomly choosing their widths in the 5 - 50 cm−1 range
and fixing their intensity so that the integrated SD ap-
proximately equals the Ohmic one. This random spectral
density is plotted in Fig. 1, while all the parameters of the
bath and the values adopted are listed in Table 1. Two
different models were used for the system potential, a har-
monic model with frequency ωs , i.e. V (s)= 12 mωs s2, and
a Morse one
V (s)=De
(
exp(−αs)−1)2 (9)
Here De is the well depth and α−1 its “width”, and they
both determine the system frequency ωs =α
p
2De /m. In
either case, two different values of ωs were considered:
one below the Debye cutoff frequency, ωs = 500 cm−1,
and one well above it, ωs = 2500 cm−1. Other relevant
parameters are given in Table 1.
Ideally, for the models considered here, application of
Eq. (5) should give back the same spectral density used
1 Below, we will also briefly consider lifting the assumption of a
bilinear coupling model.
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Figure 1 (online color at: www.ann-phys.org) Model spectral
densities adopted in this work. In green, the Ohmic spectral
density corresponding to a relaxation rate of γ−1 = 100 fs. In
red a non Ohmic spectral density randomly generated in the
same scale of the Ohmic one.
above for defining the couplings, provided the system tra-
jectory remains well within the harmonic region of the
system potential (i.e. the dynamics is performed at low
enough T ). In practice, however, as will be shown below,
the (realistic) case where ωs > ωD proves to be numeri-
cally channeling, because the δ−peak in C˜ (ω) which ap-
pears at ωs necessarily broadens and this fact hides either
anharmonic effects or artificial damping introduced in
the dynamics.
3.2 Classical dynamics
For each of the model above we computed the autocorre-
lation functions of the oscillator coordinate s by averaging
a set of classical trajectories at a given temperature. These
trajectories were obtained by sampling a set of initial con-
ditions from a thermal distribution and propagating them
in the microcanonical ensemble. Canonical sampling was
achieved with the help of Langevin dynamics, integrated
with a sympletic algorithm [20] at two different temper-
atures, 5 K and 300 K. The other relevant parameters for
the Langevin propagation are reported in Table 2. For the
microcanonical dynamics, we used a Velocity-Verlet algo-
rithm, with parameters also reported in Table 2.
The frequency dependent correlation function C˜ (ω)
was obtained with the help of the Wiener-Khintchin theo-
Table 2 Parameters of the molecular dy-
namics simulations
Parameter Value
Nr of trajectories 100
Temperature 5 / 300 K
Equilibration ∆t 0.2 fs
Equilibration τr el ax = γ−1 10.0 fs
Equilibration time 200.0 ps
Propagation ∆t 0.05 fs
Propagation time 100.0 ps
Time step of trajectory sampling 2.5 fs
rem
C (ω)= lim
T→∞
1
T
〈|ST (ω)}|2〉 (10)
where ST (ω) is the finite-time Fourier transform of each
realization of the system trajectory s(t )
ST (ω)=
ˆ T
0
d t s(t )e ıωt
and the average is over the initial conditions. To smooth
the autocorrelation function resulting from our finite time
propagations, we further applied a damping exponential
factor in time, exp(−t/τ), with τ= 1.0 ps larger than any
time-scale of interest here.
3.3 Quantum dynamics
Finally, in order to illustrate the whole procedure at work,
the Hamiltonian of Eq. (7) – as defined by the spectral den-
sities computed from Eq.s 10,5 for the models described
above – was used for studying vibrational relaxation and
decoherence with fully quantum methods. Quantum sim-
ulations were performed with the Multi-Configuration
Time-Dependent Hartree (MCDTH) method, using the
powerful Heidelberg MCTDH package [7, 8, 21].
Because of the computational cost of the quantum
dynamics, we had to limit the size of the bath to 50 bath
oscillators. This number of oscillators corresponds to a re-
currence time of 1390 fs for theωD =1200 cm−1 cutoff and
1668 fs for the ωD =1000 cm−1 cutoff, in both cases well
above the relevant timings of the processes considered
here. In the primitive Discrete Variable Representation
(DVR) grid, we choose a Hermite basis set for all degrees
of freedom, including 20 points for the system DOF and
4 Copyright line will be provided by the publisher
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6 for each of the bath DOF. The single particle schemes
adopted vary according to the bath representation, but
in general we represented the system with a single mode
and divided the bath degrees of freedom in modes of five
oscillators. We defined the initial state as a product of a
wavefunction for the system and one for the bath. For the
latter, we built a product of the ground state functions of
the harmonic oscillators, which is the exact ground state
of the bath when coupling with the system is neglected.
For the former, we used a different wavefunction depend-
ing on the kind of simulation. In the case of vibrational
relaxation, we started from an excited state of the system
potential and followed the relaxation dynamics, by look-
ing at the vibrator energy. In the case of decoherence, we
defined the initial state of the system as a superposition
of two spatially separated Gaussians. We then analyzed
the coherence between these two Gaussian packets by
computing 〈s|ρ|s′〉, the coordinate representation of the
reduced density matrix of the system ρ = trx1...x5 |Ψ〉〈Ψ|.
The off-diagonal elements of 〈s|ρ|s′〉 describe the spatial
coherence of the two Gaussians and decay in time due to
the interaction with the bath.
4 Results
Combining the model environments introduced above
with the system potential parameters four main possibili-
ties arise, depending on whether the oscillator frequency
ωs is larger or smaller than the bath Debye frequency ωD
(“High” and “Low” frequency cases, in the following, or
“HF” and “LF” in short), and on whether the bath is Ohmic
or not (“Ohmic” and “NonOhmic”). For each of these pos-
sibilities, the system oscillator may be harmonic (HO) or
anharmonic (MO), thus it is worth considering also the
effect of the temperature.
4.1 Spectral Density
With the methodology explained in Section 3, we com-
puted the classical autocorrelation function of the system
coordinate and its Fourier transform C˜ (ω), which is re-
ported in Fig. 2 for the different models considered. As
expected, the autocorrelation function scales linearly with
the temperature T (see Eq. (4) for the Harmonic Brow-
nian dynamics), but only approximately for the Morse
oscillator, since the latter generally shows an additional
broadening of the signal depending on the temperature.
Apart from this, the details of the spectra can be easily
understood in terms of the oscillations of the system at its
natural frequency ωs and their coupling with the bath.
When the oscillator frequency lies within the spec-
tral range of the bath (“LF” cases), the spectrum has a
single band which arises from the superposition of the
ωs =500 cm−1 system peak and the bath signal. For fre-
quency larger than the bath cutoff ωD , the band sharply
decays. Anharmonic effects introduce a broadening of the
spectrum which is larger as the temperature increases;
hence at high temperature a much slower decay of C (ω)
is found.
On the other hand, when the oscillator frequency lies
above the bath spectral range (“HF” cases), there is a clear
separation between the peak of the system and the band
of the bath. Furthermore, the shape of the latter is almost
independent on the system, i.e. whether it is harmonic
or anharmonic. For the system, the HO case features a
single Lorentzian peak (robust against variations of the
bath and/or the temperature) which is the numerical rep-
resentation of a δ−Dirac contribution, as expected from
Eq. (4) when ωs lies outside the support of J0(ω). Anhar-
monicity has two strong effects: on one hand it causes
the appearance of a higher harmonic of the oscillator at
a frequency ω = 2ωs =5000 cm−1, on the other hand it
induces a broadening of the δ−Dirac signal that is about
twice as large as the spectral width of the bath.
Next, we used the transformation of Eq. (5) and ex-
tracted the spectral density of the environmental coupling
from the dynamical information contained in C˜ (ω). Since
the underlying dynamical models are always of the IO
type - in which J0(ω) was explicitly defined - we are able
to thoroughly test our methodology by comparing the
original spectral density with the one obtained by “invert-
ing” the autocorrelation function. All these functions are
plotted in Fig. 3. Few things are worth noticing.
When the system is HO, the transformation perfectly
recovers the original spectral density up to the bath De-
bye frequency, irrespective of the temperature and of the
model bath. For higher frequencies, the spectrum is not
identically zero and shows an increasing baseline that is
due to the numerical implementation of the Cauchy trans-
form of Eq. (6), which used an unbiased cutoff frequency
well above the spectral range of interest (ωc =4000 cm−1).
However, this problem could be easily emended here by
settingωc equal to the bath Debye frequency. On the other
hand, applying blindly the transformation of Eq. (5) when
the system frequency is larger than ωD , a sharp peak ap-
pears for ω ∼ωs which is the “vestige” of the numerical
realization of the δ−Dirac mentioned above. A fictitious
coupling to the bath appears here because numerically
the autocorrelation function needs to be damped.
Copyright line will be provided by the publisher 5
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Figure 2 (online color at: www.ann-phys.org) Frequency-dependent autocorrelation functions of the system coordinate C˜ (ω)
as obtained from classical simulations sampling different canonical equilibrium ensembles, blue for T = 5 K and T = 300 K. The
different panels refer to the models considered (Ohmic-LF/HF and NonOhmic-LF/HF, from bottom to top and from left to right; see
text for details). Dashed (solid) lines for the harmonic (Morse) oscillator, whose central frequency ωs is marked with the dashed
vertical bar.
System anharmonicity introduces further complicat-
ing issues, as can be seen from the dramatic effect that
the temperature has on the computed spectral density. At
low T, the results are consistent with the harmonic case.
At “high” temperature, and differently from the above
HO case, the vestige of the δ−peak undergoes substan-
tial broadening, as can be seen from the shape of the
computed spectral density around ωs (notice though that
J0(ω) is given on a logarithmic scale in Fig. 3). At a closer
look the region most sensitive to the temperature extends
to ωs ±ωD and the shape of the computed J0(ω) in such
region is reminiscent of mode combinations ωs ±ωk be-
tween the system frequency ωs and the frequency of the
bath oscillators ωk . This is reasonable since the inversion
procedure of Eq. (5) was designed for a harmonic system,
and is here applied to an anharmonic system. Obviously,
such temperature-dependent background in J0(ω) is un-
physical and reflects just the anharmonicity in the system
potential which can always be included in the IO models
used for the quantum simulations, without any additional
cost.
Interestingly, the above results suggest that anhar-
monic effects of the systems can be effectively incorpo-
rated in the bath. We checked this by computing the cor-
relation functions using the HO system model in conjunc-
tion with the spectral densities obtained from the MO
models. As shown in Fig. 4, such correlation functions are
in remarkable agreement with the original ones obtained
for the MO2, thereby suggesting that the transformation
of Eq. (5) establishes a map between an anharmonic sys-
tem and a harmonic one, by “moving” the anharmonic
effects from the system to the bath. The price to pay for
this suggestive transformation is of course a temperature-
dependent spectral density.
2 The absence of the highest frequency peak is only due to the
fact that a smaller value of the cutoff was used in the Eq. (5),
namely ωc =4000 cm−1.
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Figure 3 (online color at: www.ann-phys.org) The spectral densities obtained by “inverting” the dynamical information of Fig.2
(color coded as in that figure) are compared to the original ones used to define the models (green lines).
4.2 Quantum Dynamics
The IO models were also used to investigate vibrational re-
laxation, as an illustration of what can be done nowadays
for the quantum dynamics once a potentially complicated
environment is replaced by a spectral density. The quan-
tum simulations to be discussed here were performed by
evolving in time a high-dimensional wavepacket which
represents a T = 0 K situation, but extensions at finite tem-
peratures are possible, e.g. with a Monte Carlo sampling
of the appropriate initial-state wavefunction. As outlined
in Section 3, propagation was performed with the Multi-
Configuration Time Dependent Hartree method, with the
help of the powerful Heidelberg package, and used initial
states of product form, a wavefunction representing a vi-
brationally excited state of the system times the ground
state of the (bare) bath. Details of the numerics were given
in Section 3.
Results for the system energy decay are reported in
Fig. 5 for the two interesting (fast) processes in which
the molecular frequency ωs lies within the Debye limit.
Several different initial states were considered, as evident
from the value of the energy at initial time, as well as
the two model spectral densities described above (Ohmic
and non-Ohmic for bottom and top panel, respectively).
The energy given in Fig. 5 is the expectation value of the
system Hamiltonian plus half the interaction energy, to
account for the energy that at any time is in the coupling
term; the adopted “democratic” splitting of the coupling
may be justified with the help of the virial theorem [11].
As can be seen from Fig. 5, relaxation proceeds in few
hundreds of fs, regardless of the initial state; in contrast,
no relaxation is found on such time-scale for the case
ωs >ωD (not shown). Results are given only for the Morse
oscillator, but the harmonic oscillator behaves very simi-
larly, the main difference being just the value of the initial
energy which reflects the influence of the anharmonic
effects in the molecular spectrum. More interestingly, the
relaxation rates are very similar for the two bath models,
and no real feature due to the structured environment is
found. The reason for this behavior is that with the chosen
coupling strength the width of the vibrational resonances
is still relatively small that the system dynamics has no
chance to sample the spectral density. Indeed, the effec-
tive relaxation time γ−1e f f =mωs /J0(ωs ) for the NonOhmic
model is close to γ−1 =100 fs appropriate for the Ohmic
Copyright line will be provided by the publisher 7
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Figure 4 (online color at: www.ann-phys.org) Frequency-dependent autocorrelation functions computed at 300 K for a HO
system using the spectral densities obtained at the same temperature from the MO simulations. Blue lines for the HO results and
red lines for the original MO ones.
bath (in line with the observed energy decay rates), and
corresponds to δω∼ 60 cm−1, a too small value to provide
detectable signatures of non-Markovian dynamics. This
is confirmed by the distribution of the system energy into
the bath oscillators, as provided by the evolution of their
average occupation numbers shown in Fig. 6. This figure
shows that energy exchange takes place almost entirely
between the system and the few quasi-resonant oscilla-
tors, and that the coupling at ω=ωs =500−1 cm−1 has the
same size for both the spectral densities.
Finally, we also investigated the loss of coherence of
the wavepacket as induced by the interaction with the
environment, following the same approach used in Ref.
[12]. The initial wavefunction for the system was a sum
of two Gaussians, symmetrically placed around the min-
imum of the potential at a distance of 1.8 a0 for ωs= 500
cm−1 and 0.8 a0 for ωs =2500 cm−1; the bath was taken in
its ground-state, as above, in any case. Figure 7 shows
the system reduced density matrix ρ(s′, s) = 〈s′|ρ|s〉 at
the beginning of the simulation, and after one, two and
three vibrational periods; results are shown for the low-
frequency harmonic oscillator (Ts = 66.7 fs), but similar
results are obtained for the Morse oscillator at the same
frequency. In Fig. 7, on the diagonal s = s′, ρ(s, s) repre-
sents a bimodal probability distribution for the s coordi-
nate, with two distinct peaks that tend to merge on the
time scale of vibrational relaxation. On a much shorter
time scale, however, Fig. 7 shows the disappearance of the
off diagonal peaks, describing the coherence between the
two Gaussian states. Disappearance is complete in less
than one vibrational period, in accordance with the much
faster decoherence rate γdec . As shown in Ref. [12], in the
Markovian regime at T = 0 K, γdec = Λdecγ, where the
“decoherence factor”Λdec = mωsδ
2
2ħ depends on the mass
and the frequency of the system, as well as on δ, which
is a characteristic length scale of the problem, here the
spatial separation between the Gaussians.
To quantify decoherence, and compare the different
situations considered, we computed the coherence norm
considered in Ref. [12], by running independent calcula-
tions for the± combinations of the Gaussians. The results
are shown in Fig. 8, for all possible combinations of model
environments and system potentials and with initial state
parameters chosen in such a way that Λdec = 10 always
8 Copyright line will be provided by the publisher
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Figure 5 Time evolution of the system energy (as defined in
the main text) for relaxation from different ν states. Average
energies (in units of ωs ) are given for the low-frequency ωs =
500 cm−1 Morse oscillator coupled to an Ohmic (bottom) or to
a non-Ohmic (top) bath.
holds. As can be seen from that Figure, and as could be ex-
pected on general grounds, only the low frequency cases
(ωs < ωD ) show appreciable decoherence; what is a bit
surprising is that the behavior of the system is essentially
the same, irrespective of the details of the bath: the devia-
tions from the “ideal” exponential decay of the norm are
similar for the Ohmic and non-Ohmic models, and likely
relates only to the bath Debye cutoff (ωD ≈ 1000 cm−1 for
both models, corresponding to tD = 2pi/ωD ≈ 33 fs).
5 Discussion
We have seen in the previous Section that the “inversion”
procedure used to recover the spectral density is remark-
ably accurate for frequencies smaller than the Debye fre-
quency of the bath. Noise at higher frequencies appears
when ωs > ωD and, in the bilinear coupling model, re-
flects just a numerically broadened δ−peak in C˜ (ω). An-
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Figure 6 (online color at: www.ann-phys.org) Time evolution
of the average excitation number of the bath oscillators during
relaxation of the ν= 5 vibrational state of the Morse potential
with ωs = 500 cm−1. Left and right panels for the Ohmic and
non Ohmic baths.
harmonicity introduces further dynamical effects which
should not be associated with the bath: the apparent
higher cutoff in the LF simulations or the diffuse back-
ground found in the HF cases do not correspond to any
true physical property of the bath. They are markedly tem-
perature dependent –a solid criterium for distinguishing
these features from true features of the bath– hence the
need to minimize the temperature used in the simula-
tion. Notice that system anharmonic effects pose no real
problems to modeling, as they are easily introduced in
the working IO models by selecting the correct system
potential.
In realistic situations, however, structures in the spec-
tral region ω>ωD are expected quite generally from the
failure of the bilinear coupling model when ωs >ωD . In
such case the coupling at frequencies beyond the De-
bye limit does have a physical origin, and thus the ques-
tion arises whether J0(ω) at such frequencies can be a
surrogate for a more complicated coupling model, an
issue which seems to be rather intricate and would re-
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Figure 7 (online color at: www.ann-phys.org) Controur map
of the magnitude of the reduced density matrix of the system
ρ(s′, s)= 〈s′|ρ|s〉 during a relaxation dynamics. The initial state
of the system was a superposition of two Gaussians, symmetri-
cally placed around the minimum of the potential, 1.8 a0 apart
from each other. The system was HO with ωs = 500 cm−1, and
the bath was Ohmic in the left panels and non Ohmic in the
right panels. Results at initial time and after one, two and three
vibrational periods (from top to bottom).
quire proper consideration of specific interaction models.
In general, real molecular oscillators are not harmonic
and the system-bath coupling is not bilinear -especially if
highly excited vibrational states are being probed- two fac-
tors which are hard to disentangle in finite-temperature
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Figure 8 (online color at: www.ann-phys.org) Coherence
norm during the relaxation dynamics of the superposition of
two Gaussians symmetrically placed around the minimum of
the potential. The initial distance between the wavepackets was
set in such a way that a decoherence factor Λdec = 10 results
in the Markovian regime at T = 0 K. Also given, for comparison,
the ideal decoherence rate in Markovian regime at T = 0 K,
when γdec = 10γ= 0.1 fs−1 (dotted line).
cases where non-linearities in the coupling may be more
marked (and more interesting). In such cases the present
“dynamical” approach, when considered in the low-T limit
above, can only provide the small-amplitude expansion of
the coupling term and needs to be integrated with some
empirical knowledge about the interaction between the
molecular vibration and the environment.
For instance, a shape function f (s) with the property
f (s)≈ s for s ≈ 0, can be used to modulate the strength of
the coupling to the bath depending on the system position
s and in a way that is consistent with the bilinear coupling
model where f (s)≡s. Such function alone produces state-
dependent friction, and seems to be a necessary (and
simple) modification to address realistic situations; for
instance, if s is the height of an adsorbate above a surface,
the coupling should vanish for large s and be exponen-
tially increasing for small s.
As for the bath, on the other hand, an exponential
interaction model seems to be appropriate in typical situ-
ations where vibrational relaxation occurs, i.e. as a conse-
quence of close encounters between the molecular vibra-
tor and the atoms/molecules making up the environment.
One simple ansatz of this kind, for instance, is the replace-
10 Copyright line will be provided by the publisher
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Figure 9 Left: frequency dependent position autocorrelation function for a high-frequency harmonic oscillator (ωs =2500
cm−1>ωD ) coupled to an Ohmic bath via a non-linear interaction term. Dashed and solid lines for T = 5 and 300 K, respectively,
and red, green and blue lines for different values of the characteristic length parameter, α−1 =10, 2, and and 1.0 Å. Right:
“effective” spectral densities obtained by using the results of the left panels as input.
ment of the term s
∑
k ck xk in Eq. (7) with
D¯eαX¯
eαX¯ −1
α
s
which can be justified in the context of a linear-chain
representation of the bath (see Appendix B). Here X¯ is
the first effective mode of the linear-chain representa-
tion of the bath, D¯ its coupling coefficient to the sys-
tem, α−1 a characteristic length of the interaction and
D¯ X¯ ≡∑k ck xk by construction [15–18] 3. Such exponen-
tial interaction model makes use of the spectral properties
of the proper bath (i.e. for frequencies ω <ωD ) to intro-
duce multiphonon relaxing pathways already at the low-
est order in perturbation theory, and is simple enough to
be easily handled with the MCTDH method used above,
provided the bath is first transformed in order to intro-
duce its effective mode X and its residual counterpart.
Notice though that relaxation at such frequencies is slow
enough that a master equation based on Fermi-golden
rule state-to-state rates should suffice in most cases; with
the coupling above, the necessary thermal rates k j i can be
obtained analytically [1], and only need the characteristic
length α−1 and the spectral density J0(ω) as inputs.
We checked the influence that the above non-linear
interaction term has on the classical results, by comput-
ing the system autocorrelation function of the position
3 In Ref.s [17, 18] X and D were introduced in a mass-scaled
form, i.e. X =pµX¯ and D¯ =Dpµ, where µ is a typical mass
for the environment.
in the simplest case, i.e. the harmonic oscillator with a
frequency higher than the Debye cutoff, for several val-
ues of the characteristic length α−1. The results of such
simulations are reported in Fig. 9, where a structure for
ω>ωD appears at high temperatures which can be clearly
assigned to non-linearities in the interactions.
6 Conclusions
We investigated the effectiveness of the position (or veloc-
ity) autocorrelation functions of bound systems in com-
puting the spectral density of the environmental coupling
needed to describe relaxation and decoherence of molec-
ular vibrations in a condensed phase environment. Using
simple models for comparison, the proposed approach
has been shown to be robust and accurate for proper fre-
quencies of the bath (i.e. ω<ωD ); at higher frequencies,
effects from the anharmonicity in the system potential
and/or non-linearities in the coupling have been iden-
tified and discussed in detail, and a simple extension to
non-linear coupling models suggested. Finally, quantum
dynamics has been shown to be feasible to address vibra-
tional relaxation and decoherence. Work is in progress to
investigate such issues on realistic “molecular” systems
comprising real molecular oscillators coupled to compli-
cated environments.
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Appendix A
In this Appendix we provide a derivation of Eq. (5) based
on the analytic properties of the Fourier-Laplace trans-
form of the retarded correlation function C+(t )=Θ(t )C (t ).
The same results follow with the help of Laplace trans-
forms. Let Cˆ (z)= ´ +∞−∞ e i zt C+(t )d t (ℑz > 0) be the Fourier-
Laplace transform of C+(t) and Cˆ+(ω) = lim²→0 Cˆ (z) its
limit on the real axis, satisfying 2ReCˆ+(ω) = C˜ (ω) =
C˜∗(ω)= C˜ (−ω) where C˜ (ω) is the ordinary Fourier trans-
form of C (t). In the following we make use of the disper-
sion relation in the form
f (z)− f∞ = 1
pi
ˆ +∞
−∞
ℑ f (ω)−ℑ f∞
ω− z dω
which is valid for any function which is analytic in the
upper half complex plane (u.h.p.), ℑz > 0. We put f (z)=
i zCˆ (z), for which f∞ = −C (0) = −
´ +∞
−∞ C (t)d t , as it fol-
lows from Cauchy theorem in the u.h.p.
c = i
pi
ˆ +∞
−∞
Cˆ+(ω)dω≡ i
2pi
ˆ +∞
−∞
C˜ (ω)dω= iC (0)
(notice that the imaginary part of Cˆ+(ω) is odd). Hence,
Γ(z)= f (z)+C (0)= 1
pi
ˆ +∞
−∞
ωC˜ (ω)/2
ω− z dω
The integrand can be re-written with the help of Eq.(4),
thereby introducing the function (ω20 −ω2 − iωγ˜(ω))−1
which can be analytically continued in the u.h.p. 4. It thus
follows
Γ(z)= kB T
m
1
ω20− z2− i zγ˜(z)
Solving for i zγ˜(z) and taking the imaginary part of the
resulting expression for z =ω+ i²,²→ 0+, we obtain the
desired result
J (ω)= kB T ImS
+(ω)
|Γ+(ω)|2 =
kB T
2
ωC˜ (ω)
|Γ+(ω)|2
Notice that for z = 0, it also follows
Γ(0)=C (0)≡ 〈s2〉 = kB T
m
1
ω20
which is the classical equipartition theorem, as it should
be from the FD theorem.
4 Notice that ω20− z2− i zγ˜(z) cannot vanish in the upper half
plane. This is evident in the IO (equivalent) representation of
the problem, where this condition follows from the requirement
that no imaginary frequency appears among the eigenfrequen-
cies of the whole system.
Appendix B
We show in this Appendix how a simple exponential in-
teraction model can be obtained by extending the linear
chain representation of the bath [15–18, 22] to include
anharmonic effects. The approach has the advantage of
preserving the thermodynamic stability of the original IO
Hamiltonian of Eq. (7) and of requiring just one represen-
tative length as a parameter. By thermodynamic stability
we mean the existence of a ground state of the combined
system for any reasonably well-behaved system potential
V (s), as it follows e.g. from H ≥ V0 when V (s) is bound
from below (V ≥V0) and H is of the form given in Eq.7.
Our starting point is the effective mode transformation
that brings the bath Hamiltonian of Eq. (7) in linear chain
form [15–18]
H = p
2
s
2m
+V (s)+δV (s)−
∞∑
n=0
D¯n X¯n X¯n+1+
∞∑
n=1
(
P¯ 2n
2µ
+ µΩ
2
n
2
X¯ 2n
)
(11)
Here X¯0 ≡ s and X¯n are unscaled effective-mode coor-
dinates with mass µ; correspondingly, Xn = X¯npµ for
n = 1,2, .. are the mass-scaled coordinates introduced in
Ref. [17], and D¯0 = pµD0, D¯n = µDn (n ≥ 1) relate the
coupling coefficients used here to those introduced in
Ref. [17]. The effective mode parameters D¯n and Ω2n+1
(n = 0,1,2, ..) are determined by the spectral density Jn(ω)
describing the residual bath after the nth effective mode
has been introduced, and in turn all these quantities can
be computed recursively using J0(ω) as only input [17].
Furthermore, δV (s) is the counter-term providing the
thermodynamic stability of Eq. (7).
We first show that the above Hamiltonian can further
be re-written in order to make its stability evident, namely
as
H = p
2
s
2m
+V (s)+
∞∑
n=1
{
P¯ 2n
2µ
+ µω¯
2
n
2
(
X¯n −βn X¯n−1
)2}
(12)
where βn = D¯n−1/µω¯2n and ω¯n is a renormalized effective
mode frequency,
ω¯2n =Ω2n −δΩ2n
Here the renormalization frequency is given by δΩ2n ≡
2
pi
´∞
0
Jn (ω)
ω dω, as usual [17]. In order to prove this, with
the definition ofβn above, we only need to show that ω¯2n ≡
D2n−1
δΩ2n−1
holds, since Eq. (12) is easily shown to reduce to Eq.
(11) under such circumstance. To see that this is indeed
the case, we consider the fundamental propagators
Wn(z)= 2
pi
ˆ ∞
0
Jn(ω)dω
ω− z
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and their two-term recurrence relation
Wn(z)=Ω2n − z2−
Dn−1
Wn−1(z)
and notice that Wn(0)≡ δΩ2n , hence
Ω2n −δΩ2n ≡ ω¯2n =
Dn−1
δΩ2n−1
Next we modify the chain to introduce anharmonic
effects in the dynamics of the first effective mode of the
bath. This is accomplished by replacing the harmonic os-
cillator potential with a Morse potential having the same
frequency,
H = p
2
s
2m
+V (s)+ P¯
2
1
2µ
+De
(
eα(X¯1−β1s)−1
)2+Hr es (13)
where De =µω¯21/2α2, α−1 is a characteristic length and
Hr es =
∞∑
n=2
{
P¯ 2n
2µ
+ µω¯
2
n
2
(
X¯n −βn X¯n−1
)2}
is the residual bath. The Hamiltonian of Eq. (13) contains
an exponential system-bath coupling and reduces to the
standard IO Hamiltonian for α→ 0. For s ≈ 0 it gives
H =HS +HSB +HB
where HS is the bare system Hamiltonian,
HB =
P¯ 21
2µ
+De
(
eαX¯1 −1
)2+Hr es
is the modified (anharmonic) bath, and
HSB =−α−1D¯0eαX¯1
(
eαX¯1 −1
)
s
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