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This paper is concerned with the asymptotic behavior of solutions of the 
scalar equation x’(t) + s: h(x(s)) ds + j: a(t, s) g(x(s)) ds = f(z), 0 Q t < co, 
x(0) = xg . 
1. INTRODUCTION 
In this paper we consider the asymptotic behavior of bounded solutions 
of the integro-differential equation 
0 + .r,” 4x(s)) ds + i,’ 4~ 4 g(x(s)> ds = f(t), o<t<oo 
(1-l) 
x(0) = xg 
where a, f, g, and h are real-valued functions. Throughout we will assume 
g(x) is strictly increasing and locally Lipschitz on (- co, co) (1.2) 
h(x) E C(- co, co) (1.3) 
f’(t) EJW, a> (1.4) 
In (1.4) we assume that f'(t) exists everywhere so that f(t) is absolutely con- 
tinuous on [0, a). We will be concerned with finding conditions on the non- 
convolution kernel a(t, s) which allow us to deduce that h(x(t)) ---f 0 and x'(t) --+ 0 
as t --t CO. The special case of (1.1) which arises when h(x) E 0 was considered 
in [I, 31 and the conditions imposed on a(t, S) in this paper resemble the 
hypotheses placed on the nonconvolution kernel in [l, 2, 31. 
Closely related to (1.1) is the convolution equation 
.x’(t) + j-t Ws)) ds + j-t &t - s)&(s)) ds = f(t), O<t<cx, 
0 0 
(1.5) 
x(0) = x0 
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which was considered by Londen [5]. He proved that if b(t) E Cz[O, oo), 
(-l)“P(t) 3 0 (K = 0, 1,2; 0 < t < co), b(t) + b(O), (1.2), (1.3) and (1.4) 
are satisfied, then for every bounded solution x(t) of (1.5) we have h(x(t)) -+ 0 
and x’(t) -+ 0 as t -+ CO. If, in addition, b(t) EU(O, co) he showed that 
where f( co) = lim,,, f(t) and B( co) = j’r b(s) ds. These results for (1.5) are 
an extension to Volterra equations of some results concerning the qualitative 
behavior of solutions of certain third order differential equations (see [5] for 
details). 
This paper will attempt to extend the results of [5] to the nonconvolution 
equation (1.1). Examples of nonconvolution kernels of the form a(t, S) = 
R(t) c(s) b(t - S) which satisfy our hypotheses will be presented. 
2. STATEMENT AND DISCUSSION OF RESULTS 
THEOREM 1. Let (1.2), (1.3) and (1.4) be satisfied and let R = {(t, s) IO < 
t < co, 0 < s < t}. Suppose 
(i) a@, s) E C2(R), 4, s) 3 0, a,(4 s> < a q,(t, s) >, 0, a,,(t, s) + 
a,& s> < ofor (t, 4 E R mui +n(s, 4 + &, 4) TWO> a), 
(ii) u(t, t) is of bounded variation on [0, OO), 
(iii) (-1) si u,(t, s) ds < M f OY some positive constant M and a(t, t) + 
Ji a,(& s) ds -+ 0 us t + co, 
(iv) u,,(t, t - s) is nondecreasing and locally absolutely continuous in t 
for each $xed s, 
(v) there is on q > 0 such that lim inft+, B,(t) > 0 for every 6, 
0 < S < 7, where B*(t) = inf{j: a,&, s) ds 1 B, - B, > 6, t - 7 < B, < 
B, < t>, 
(vi) x(t) is a solution of (1.1) satisfying supO$t<m 1 x(t)1 < 00. 
Then we have 
tijc h(x(t)) = 0 (2-l) 
and 
‘,‘-l x’(t) = 0. (2.2) 
In Theorem 1 subscripts 1 and 2 on a(t, s) denote partial derivatives with 
respect to t and s respectively. Hypothesis (v) excludes the case u(t, s) = 
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constant and in hypothesis (vi) we do not assume that every solution of (1.1) 
is bounded but we only consider the asymptotic behavior of bounded solutions. 
Theorems 2 and 3 below extend (1.6) t o nonconvolution equations and 
indicate that the analogue of (1.6) f or nonconvolution equations is fairly com- 
plicated. 
THEOREM 2. Let the hypotheses of Theorem 1 be satisjed. In addition, suppose 
(vii) $-r a,(t, s) ds + a(t, t) - a(t, t - T) 3 0 for t > T, 
(viii) lim,,{sup,>, sl-r a(t, s) ds} = A < 03. 
Then we have 
lim [ 1” h(x(s)) ds + Ag(x(t)) -f(a)] = 0 t-x o (2.3) 
where f(m) = lim,,,f(t). 
THEOREM 3. Let the hypotheses of Theorem 1 be satisjed. In addition, suppose 
(ix) j’i a,(t, s) ds + a(t, t) > 0 for t > 0, 
(x) lim,,(lim t+m ji-’ a(t, s) ds} = B < CO, 
(xi) lim,,, si a(t, s) ds = C < co. 
Then we have 
-KB < lim inf 
t+m [ jy 4w ds + cc - B) Ax(t)) - f(t)] 
< lim+tup [Lt h(.+)) ds + (c - B) g(+)) - f(t)] G KB (2.4) 
where K = SupKtca, I g(x(t>)l. 
It should be noted that if B = 0 in Theorem 3 then (2.4) reduces to (2.3). 
The following two Lemmas will be used in the proof of Theorem 1 and are 
stated here to simplify the proof of Theorem 1. 
LEMMA 1. Let u(t), v(t) E C[O, co) and u(tJ E BV [0, co). Suppose that 
there is a constant Ml such that SU~,,~-,<, 1 J’,, v(t) dt 1 < Ml . Then there 
exists a constant M, such that sup,(,<, 1 li u(t) v(t) dt j < M, . 
Lemma 1 is a direct consequence of Bonnet’s form of the mean value theorem 
for integrals [6, p. 661. 
LEMMA 2. Suppose that for some positive constants M and OL, vi(x) E 
C[-M, M] and vi(x) is nondecreasing for 1 x j < M, i = 1, 2. Assume that 
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< l/ol[v2(x2) - v2(xl)l for x1 < x2, xl , x2 E I---M, Ml. Let 
sup,g,,, I z(t)] < M and define 
Then, for any s, 0 < s < T we have 
s ’ LvlMtN v&4t)) - %(t> 4 ve(4tNl dt 0 
2 a ,,r [s2(+>) - v,(t, 4 @+))I dt. I (2.5) 
For a proof of Lemma 2, see [4, p. 3611. 
3. PROOF OF THEOREMS 1, 2, AND 3 
We first assert that 
sup / x’(t)1 < co. 
OSf<ca 
(3.1) 
To prove (3.1), note that by (i), (1.3), (1.4) and g being continuous x’(t) is 
absolutely continuous on any compact subinterval of [0, co) and 
s”(t) + h(W + 4, t)g(x(O) + Lt a,(t, s)&(s)) ds = f ‘(4 (3.2) 
a.e. for 0 < t < co. By (ii), (iii), (1.2), (1.3) and (vi), there is a constant K 
such that 
1 x”(t)1 < K + If’(t)1 a.e. 0 < t < co. (3.3) 
From (3.3) it follows directly that x’(t) is uniformly continuous for 0 < t < co. 
Now suppose (3.1) is false. Then there is a sequence {tn> such that 
for all 71. (3.4) 
By the uniform continuity of x’(t), there is a 6 > 0 such that 
1 x’(t)1 > 9, for t, < t < t, + 6 and all 11. (3.5) 
Thus we have I x(tn + 6) - x(trs)l = ( J-y” x’(s) ds 1 >, +zS so j x(t, + 6) - 
x(&)/ -+ CO as n + 00 which contradicts (vi). This establishes (3.1). 
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Multiplying (3.2) by x’(t) and integrating, we have 
Lw-)12 bv91” 
2 - 2 + H@(T)) - H(x,) + 1’ a(t, t)g(x(t)) x’(t) dt 0 
+ 1’ x’(t) St u,(t, s) g(x(s)) ds dt 
0 0 
= oT-f’(t) x’(t) dt. 
s (3.6) 
where H(t) = $ h(u) du. By L emma 1, (ii), (vi) and g being continuous we have 
SUP 1 J“ a(& t)&(t)) x’(t) dt 1 < co (3.7) 0ST<x 0 
so by (1.3), (1.4), (vi) and (3.1) we have 
u,(t, s) g(x(s)) ds dt / < co. (3.8) 
Our next goal is to establish 
sup ( IT 1’ dt, s)[x(t) g@(t)) - x(t) gW)l ds dt ( < m 0ST<m 0 0 (3.9) 
By (i) and (1.2) Ji q(t, s) g(x(s)) ds is absolutely continuous on any compact 
subinterval of [0, co), so we may integrate by parts to get 
T 
L 1 x’(t) t a,(t, s) g@(s)) ds dt 0 
= x(T) 1’ a,dT, 4 40 &N) ds 
0 
- IT a,(& 1) g(x(t)) x(t) dt - j-’ j-” a,,(t, 4 x(t) &(s>) ds dt. (3.10) 
0 0 0 
By adding and subtracting the same term to the right side of (3.10) we get 
T 
L j 
t 
x’(t) 44 4 g(xN) ds dt 
0 
= x(T) j-’ a,(T) 4 cdx(4> ds 
0 
t s’ j-t 46 s)l-44 g(W) - x(t) dW1 ds dt 0 0 
- IT a&, t)&(t)) x(t) dt - j-' It a,,(& 4 x(t)&(t)) ds dt. (3.11) 
0 0 0 
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If we define 
W = a,(& 4 + it 44 s) ds 
we can rewrite (3.11) as 
(3.12) 
T 
L 1 
t 
x’(t) a,(& 4 g@(s)) ds dt 
0 
= x(T) j’ 47 4 dx(sN ds 
0 
+ s’ s” a,& s)[x(t) c&(t)) - x(t) &W)l ds dt 0 0 
4 
T 
W g(xW> 44 dt. 
0 
(3.13) 
Now by (1.2), (vi) and (3.1) x(t) and g(x(t)) are of bounded variation for 
0 f t < co and by (iii) we have j si B(t) dt 1 < M for any 0 < T < CO. 
By Lemma 1 we then have 
Hence, by (iii), (vi), (3.8), (3.13) and (3.14), (3.9) is established. 
We next wish to establish (3.22). By a change of variable and Fubini’s theorem 
we can write 
T t 
ss &J sc40 &(a - x(t) &44)1 ds dt 0 0 
T -1 s - ’ a,,(t, t - s)[x(t)g(x(t)) - x(t)g(x(t - s))] dt ds. (3.15) 0 s 
Fix s > 0 and define 
s<t<T 
o<t<s. (3.16) 
By Lemma 2 we have 
I T [x(t) gW>) - x(t) i% 41 dt 0 
3 0~ ,’ k”(x(tN - g(x@))~(t, 41 dt I (3.17) 
where a! is chosen so that / g(q) - g(x,)l < l/a / x1 - x2 j for all x1 , x2 < 
SUP,~,,, 1 x(t)l. Keeping s fixed, let C(t) = a,,(t, t - s), D(t) = x(t)g(x(t)) - 
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x(t)g(t, s) and E(t) = gs(x(t)) -g(x(t))g(t, s). Then, by (iv), (3.17) and an 
integration by parts we have 
j-‘/ T C(t) E(t) dt ds > a f’s’ C(t) E(t) dt ds 
0 s ‘0 s 
+ I’~‘C’(t> [f@(r) - D(Y)) dy] dt ds. (3.18) 
0 s 0 
Since g(x(t)) is bounded we have 
/ LT c(s) [s,” CUE(t) - D(t)) dt] ds / < M lm sull(s, 0) ds < co (3.19) 
for some constant M and the last inequality follows from [I ; p. 359, line (5.1)]. 
By (i), (iv) and an integration by parts we have 
1 LT /ST c’(t) [Iot (ME - D(Y)) dy] dt ds j 
< M [ Tu,(T, 0) - s,’ sds, 0) ds 
- &’ G”, s) ds + 6’ a,(~, 4 ds - %(T, T,] (3.20) 
for some constant M. By (i) and (iii) the first three terms on the right 
side of (3.20) are bounded independent of T and since Tq(T, T) - 
si a,(~, s) ds = si s(urr(s, s) + a,,(~, s)) ds by the last part of (i) we have that 
there is a constant Kr , independent of T, such that (recall the definitions 
of C, D, and E) 
T ss t dt, SW) &W - x(t) &(s))l ds dt 0 0 
T t 
>a J-s dt, 4k2W) - &(t>) .&+))I ds dt - JG . (3.21) 0 0 
By (3.9) and (3.21) we have 
“T .t 
sup j j a,,(6 s)k2(4t)) - Ax(t)) &+))I ds dt < ~0 (3.22) 
04T<m o o 
106 T. KIFFE 
The next step in the proof is to establish 
A simple calculation gives us that 
T 
ss 
’ &, 4k2(W - &W &WI ds dt 0 0 
T = IS a t 4,4W(tN - .dW12 ds dt 0 0 
+ & j’ j-” a,&, 4 g”W)) ds dt 
0 0 
T t 
-4 
ss 
a,,@, s) g2(4s)) ds dt. 
0 0 
By Fubini’s theorem we have 
T t 
SI dt, s)k2(x, 0)) - g2hWl ds dt 0 0 
= [Tn’WN [ kt a& 4 ds - u,(T t> + 44 t,] dt. (3.25) 
Fix T and for t < T define 
F(t) = 1’ a,&, 4 ds - 4T, t) + a,(t, t). 
0 
For any Tl < T we have 
iT’F(t) dt = s” u,(T, , t) dt - IT1 a,(T, t) dt. 
0 0 
By (iii) we have 
1 j-oTb’(t)dt / < 2M 
(3.23) 
(3.24) 
(3.26) 
(3.27) 
(3.28) 
where M is given by (iii) and is independent of Tl and T. Since g(x(t)) is of 
bounded variation on [0, cc), by Lemma 1 we have 
sup 1 j-’ St d4 S)k2(X(t)) - g2@(4)1 ds dt 1 -=c 00 
oST<m o o 
(3.29) 
Combining (3.29) with (3.22) and (3.24) we have (3.23). 
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One can now repeat the reasoning in the proof of Theorem 1 in [2] to show 
that (v), the uniform continuity of g(x(t)) and (3.29) together imply that given 
an arbitrary constant 6 > 0 and an arbitrary sequence {tn} t, + cc as n -+ 00, 
then there exists a subsequence (&} of {tm} and a sequence {Tni}, Tnj + co 
as ni --f cc such that 
g(+,J) - 6 e &w> G da&i)) + 6, tct - Tni < t < tni (3.30) 
Suppose (2.1) is not satisfied. Then there exists E > 0 and a sequence {tn}, 
t, + co such that h(x(t,)) > E f or example. By (1.3), the first part of (1.2) 
and (3.30), we can extract a subsequence (tat} of {tn} and construct a sequence 
(T,, }, T, + 00 such that 1 I 
Jw)) 2 ; 3 tni - Tnt < t < tni (3.31) 
Without loss of generality we take {tnJ to be the original sequence {tn} and 
we may also assume 
I &P>) - &k>)I < 440, W’, t, - T,, < t < t, (3.32) 
Note that ~(0, 0) > 0 by (i) and (v). 
Next we claim that 
u,(t, s) ds --f 0 as n ---f co for t, - 5 < t 6 t, 
2 
. (3.33) 
To prove (3.33) we note that the last part of (i) implies 
s 
t7l tn 
%(hI > s)ds < 
0 s L-T, 
ul(t,s)ds<~‘2u,(+,s)ds (3.34) 
f or t, - T,/2 < t < t, . Combining (ii), the second part of (iii) and (3.34) 
we get (3.33). 
To conclude the proof of (2.1), split the integral in (3.2) into s>-rn + $ -r 
for t, - T,/2 < t < t, . It is then straightforward to slow that (iii), (3.51): 
(3.32), (3.33), and the boundedness ofg(&)) imply 
.I. I 
x”(t) < - ; +f’(t) for t, - 2 < t < t, , n large (3.35) 
Integrating (3.35) from t, - T,/2 to t, and using (1.4) we contradict (3.1). 
This proves (2.1). 
To complete the proof of Theorem 1, suppose (2.2) does not hold. Then 
there exists an E > 0 and a sequence {tn} such that d(t,J > E for example. 
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By (2.1), (3.30), (3.2), (ii), and (iii), there is a subsequence which we again 
denote by {tn} such that 
I x”(t)1 < f + IfWl for t, - 71 < t < t, (3.36) 
Integrating (3.36) and using (1.4) we have 
x’(t) >, ; for t, - n < t < t, , n large. (3.37) 
Now integrating x’(t) from t, - 71 to t, gives us a contradiction to (vi). Thus 
(2.2) holds, and the proof of Theorem 1 is complete. 
Theorems 2 and 3 can now be proven by minor modifications of the arguments 
used in the proofs of Theorems 2 and 4 in [2]. 
4. EXAMPLES 
Let a(t, s) = k(t) c(s) b(t - s). If c, Z+ and k satisfy the conditions listed 
below then a(t, S) satisfies all of the hypotheses of Theorem 1. 
k(t) E cyo, OS), (-1)” A+)(t) > 0 (0 < t < co, 12 = 0, 1, 2, 3) 
C(S) E C2[0, 03), c(s) > 0, C’(S) > 0 and c”(s) < 0, 0 < t < co 
b(t) E cyo, co), (-1)” P(t) >, 0 (0 < t < co, fl = 0, 1,2, 3) 
(Kc)’ >, 0, (k’c)’ < 0, (Vc) Z 0 for 0 < t < co 
s[k’(s) c(s) + k(s) c’(s)] ELl(0, al) 
C(W) < co, b(t) + b(O), and b(t) + 0 as t -+ 00 
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