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Sur les processus arithme´tiques
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To Nick Bingham,
with the belief that friendship
is a non-random process
Abstract. For natural integer n, let Dn denote the random variable taking the values
log d for d dividing n with uniform probability 1/⌧(n). Then t 7! P(Dn 6 nt) (0 6 t 6 1) is
an arithmetic process with respect to the uniform probability over the first N integers. It
is known from previous works that this process converges to a limit law and that the same
holds for various extensions. We investigate the generalized moments of arbitrary orders
for the limit laws. We also evaluate the mean value of he two-dimensional distribution
function P(Dn 6 nu, D{n/Dn} 6 nv).
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1. Introduction et e´nonce´s des re´sultats
Soit E ⇢ [0, 1]R un espace de fonctions me´trisable. Une suite {t 7! f(n, t)}1n=1 de
fonctions de E peut eˆtre conside´re´e comme un processus arithme´tique a` valeurs dans E
relativement a` la mesure de comptage ⌫N uniforme sur ⌦N := {n 2 N⇤ : 1 6 n 6 N}.
Notant B(E) la tribu des bore´liens de E et posant
µN (A) := ⌫N{n : f(n, ·) 2 A}
�
A 2 B(E)�,
on dit que f(n, t) converge en loi vers un processus µ a` valeurs dans E si l’on a
limN!1 µN (A) = µ(A) pour tout bore´lien A de B(E) tel que µ(@A) = 0. On e´crit
alors
µN ) µ (N !1).
On e´tend trivialement ces de´finitions au cas d’une suite double {t 7! fN (n, t)}.
Si (⌦,A,P) est un espace probabilise´, X : t 7! Xt est un processus sur ⌦ a` valeurs
dans E, et si µN = ⌫N ◦ f−1N ) P ◦ X−1, on dit aussi que que fN constitue un mode`le
arithme´tique de X.
La mode´lisation de processus classiques par des fonctions arithme´tiques additives a
e´te´ abondamment e´tudie´e dans la litte´rature — voir par exemple [5], [6], [16], [14], [15],
[20], [12], et les re´fe´rences incluses dans ces travaux. Conside´rons une suite {hN}N>1 de
fonctions fortement additives et posons
BN (z) :=
X
p6z
hN (p)
p
, BN := BN (N),
xN (t) := sup
�
z : BN (z)2 6 tB2N
 
(0 6 t 6 1),
WN (n, t) :=
1
BN
 X
p6xN (t), p|n
h(p)−
X
p6xN (t)
hN (p)
p
!
.
Ici et dans la suite, la lettre p est re´serve´e pour de´signer un nombre premier. Pre´cisant
des re´sultats de Kubilius [15] et Billingsley [5], Philipp [20] a montre´ en 1973 que WN
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constitue un mode`le arithme´tique du processus de Wiener W dans E = C[0, 1] muni de la
topologie de la convergence uniforme de`s que que la condition de Lindeberg
(1·1) (8" > 0)
X
p6N
|hN (p)|>"BN
hN (p)2
p
= o
�
B2N
�
(N !1)
est satisfaite. Une de´monstration alternative a e´te´ produite par Babu [1]. Timofeev &
Usmanov [24] ont prouve´ en 1982 que la condition (1·1) est aussi ne´cessaire.
Soient ⌧(n, z) :=
P
d|n, d6z 1, ⌧(n) := ⌧(n, n) (n > 1, z > 1). Manstavicˇius [17] a e´tabli
la convergence UN )W , ou`(1)
UN (n, t) :=
log ⌧(n, (logN)t)− t(log 2) log2N
(log 2)
p
log2N
est conside´re´ comme un processus a` valeurs dans l’espace de Skorokhod D = D[0, 1],
constitue´ de l’ensemble des fonctions continues a` droite et posse´dant des limites a` gauche,
muni de la topologie e´ponyme. Les re´sultats de ce type sont obtenus en exploitant
l’approximation naturelle de ⌧(n, z) par 2!(n,z), ou` !(n, z) :=
P
p|n, p6z 1.
Des phe´nome`nes plus exotiques apparaissent en analysant le processus
Xn(t) :=
⌧(n, nt)
⌧(n)
(0 6 t 6 1),
dont Dress, Deshouillers & Tenenbaum [7] ont montre´ que l’espe´rance des lois marginales
d’ordre 1 tend vers la fonction de re´partition de la loi de l’arcsinus : on a en fait, plus
pre´cise´ment,
(1·2) EN (Xn(t)) = 2
⇡
arcsin
p
t+O
⇣ 1p
logN
⌘
(0 6 t 6 1, N > 2),
ou` EN de´signe l’espe´rance relativement a` la mesure ⌫N . Il serait incidemment inte´ressant
de proposer une explication probabiliste pour l’apparition de cette loi dans un tel contexte
arithme´tique : peut-on, par exemple, mode´liser le membre de gauche de (1·2) par une loi de
fluctuations dans un jeu de pile ou face comme dans [9] (chap. III) ou, plus ge´ne´ralement,
par celle du nombre des sommes partielles positives d’une suite de variables ale´atoires
inde´pendantes comme dans [8] ? Voir e´galement [13].
Plus ge´ne´ralement, on peut conside´rer le processus
(1·3) Xn(g, t) :=
P
d|n, d6nt g(d)P
d|n g(d)
ou` g est une fonction multiplicative positive ou nulle. Dans ce cadre, la convergence en
loi a e´te´ e´tablie par Manstavicˇius & Timofeev [18] lorsque g(p) =  > 0 est inde´pendant
de p. Posant µN := ⌫N ◦X−1n et µ := limN µN , il re´sulte alors d’une estimation e↵ective
de Bareikis & Manstavicˇius [4] que, notant σ := 1/(1 + ),
(1·4)
Z
D
'(t) dµ(') =
sin(⇡σ)
⇡
Z t
0
dv
vσ(1− v)1−σ ,
ge´ne´ralisant ainsi la formule (1·2), relative au cas  = 1.
1. Dans tout ce travail, nous notons logk la k-ie`me ite´re´e de la fonction logarithme.
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En fait, le re´sultat de [4] fournit une estimation de l’espe´rance de Xn(g, t) sous
l’hypothe`se plus faible que g(p) est assez proche de , en un sens en moyenne pre´cise´
dans le travail. Une estimation de la vitesse de convergence est e´galement fournie.
Dans le cas g = 1, une autre spe´cificite´ de la mesure limite µ est que, pour tout
couple (s, t) 2]0, 1[2, la suite des accroissements Xn(t) −Xn(s) converge en loi vers une
variable ale´atoire dont les points de croissance appartiennent a` l’ensemble R des rationnels
dyadiques, autrement dit
z 7! µ{' 2 D : '(t)− '(s) 6 z}
est une mesure atomique a` support dans R. Cela de´coule directement des re´sultats du
second auteur dans [21] et implique en particulier que µ 6= W . On de´duit e´galement des
estimations de [21] que
(8 t 2]0, 1[) '0(t) = 0 (µ-pp),
et l’on peut e´tablir que les relations '0(0+) = −1, '0(1−) = +1 ont lieu µ-presque
suˆrement.
Dans [22], Tenenbaum a montre´ que les conditions suivantes, concernant la fonction
multiplicative positive ou nulle g, sont suﬃsantes pour impliquer la convergence en loi
de Xn(g, t) :8><>:
8 h, k (0 6 h 6 k),8 ↵ 2]0, 1[ 9λ(↵;h, k) : lim
N!1
X
N↵<p6N
g(p)h
p{1 + g(p)}k = λ(↵;h, k),
lim
↵!0+
λ(↵; 1, 2) =1.
De plus, sous ces hypothe`ses, le support de la loi limite µ est inclus dans l’ensemble C[0, 1]
des fonctions continues sur [0, 1].
Ainsi, par exemple, une fonction g telle que g(p) = 12{1 + (−1)(p−1)/2} entre dans le
champ d’application ; comme on ve´rifie aise´ment que les hypothe`ses de [4] sont satisfaites
dans ce cas, il s’ensuit que la relation (1·4) est valide avec  = 12 , et donc σ = 23 .
Dans leur re´cents articles [2] et [3], Bareikis et Macˇiulis ont e´value´ le second moment
de la loi limite µ sous l’hypothe`se de re´gularite´ en moyenne de g(p). Un premier objectif
du pre´sent travail consiste a` e´valuer, pour g = 1 — voir cependant la remarque (iii)
infra —, les moments ge´ne´ralise´s d’ordre r > 1 quelconque, soit, pour tout r-uplet
t = (t0, . . . , tr−1) 2]0, 1[r
Sr(N ; t) := EN
 Y
06j<r
Xn(tj)
!
=
1
N
X
n6N
Y
06j<r
⌧(n, ntj )
⌧(n)
·
Pour e´noncer notre re´sultat, nous introduisons le de´veloppement en base 2 d’un entier h,
soit
h =
X
j>0
"j(h)2j ,
ou` "j(h) 2 {0, 1}. Nous dirons qu’un entier h est domine´ par un entier ` et nous e´crirons
h ≺ ` si "j(h) 6 "j(`) pour tout j. Nous posons encore R := 2r − 1. Pour tout vecteur
v = (v1, . . . , vR) 2 RR, nous notons s(v) la somme, et }(v) le produit, des coordonne´es
de v. Nous e´tablissons l’estimation suivante.
The´ore`me 1.1. Nous avons, uniforme´ment pour N > 2 et t 2 [0, 1]r,
(1·5) Sr(N ; t) = 1Γ(1/2r)2r
Z
D(t)
dv
}(v)1−1/2r{1− s(v)}1−1/2r +O
✓
1
(logN)1/2r
◆
ou` l’on a pose´ dv = dv1 · · ·dvR et
D(t) :=
n
v = (v1, . . . , vR) 2 [0, 1]R :
X
16h6R
"j(h)vh 6 tj (0 6 j < r), s(v) 6 1
o
.
4 R. de la Brete`che & G. Tenenbaum
Remarques. (i) Pour r = 1 nous retrouvons bien (1·2).
(ii) Pour r = 2 et t0 = t1, notre re´sultat co¨ıncide avec celui de [2] (th. 2.1). En e↵et,
lorsque t = t0 = t1 6 12 , l’e´galite´ des termes principaux est obtenue en inse´rant dans le
domaine d’inte´gration de (1·5) la condition de syme´trie v2 6 v1. On ve´rifie aise´ment que,
lorsque t > 12 , le terme principal indique´ dans [2] est identique au noˆtre.
(iii) Notre me´thode peut eˆtre ge´ne´ralise´e sans diﬃculte´ majeure a` des hypothe`ses en
moyenne du type de celles de Bareikis & Manstavicˇius dans [4]. Avec la de´finition (1·3)
et lorsque la fonction multiplicative positive ou nulle g est telle que g(p) est assez proche
en moyenne d’une constante  > 0, nous obtenons alors
(1·6) EN
 Y
06j<r
Xn(g, tj)
!
= J(; t) +O
✓
1
(logN)σr min(1,r)
◆
ou` l’on a pose´ σ := 1/(1 + ),
(1·7) J(; t) := 1Q
06h6R Γ(s(h)σr)
Z
D(t)
dvQ
16h6R v
1−s(h)σr
h {1− s(v)}1−σr
,
la notation s(h) :=
P
j>0 "j(h) (1 6 h 6 R) de´signant la somme des chi↵res de l’entier h
dans le de´veloppement en base 2. Pour r = 2, t0 = t1, cette estimation co¨ıncide exactement
avec celle de Bareikis et Macˇiulis dans [3]. Nous n’explicitons pas les de´tails de la preuve
de (1·6) dans le pre´sent travail.
La moyenne Sr(N ; t) peut donc eˆtre interpre´te´e comme l’espe´rance, relativement a` la
mesure de comptage ⌫N , de la probabilite´
P
�
Dn,0 6 nt0 , . . . ,Dn,r−1 6 ntr1
�
lorsque les variables ale´atoires Dn,j sont e´quire´parties sur les diviseurs de n et inde´pen-
dantes. Notre second re´sultat consiste a` explorer une situation de de´pendance. Nous nous
restreignons au cas r = 2, mais notre me´thode fonctionne sans changement majeur dans
le cas ge´ne´ral.
Des hypothe`ses de cette nature ont e´te´ conside´re´es par Nyandwi & Smati dans [19], ou`
le mode`le choisi est celui de la probabilite´ uniforme sur l’ensemble des couples (d, d0) tels
que dd0|n. Un tel dispositif est incompatible avec l’e´quire´partition pour la loi marginale
du premier diviseur. Un mode`le plus naturel de de´pendance consiste a` choisir un premier
diviseur Dn de n avec e´quiprobabilite´, puis un diviseur ∆n de n/Dn selon le meˆme mode.
La loi conjointe de (Dn,∆n) est alors donne´e par
P(Dn = d,∆n = m) =
( 1
⌧(n)⌧(n/d)
si m|n/d,
0 dans le cas contraire.
Il s’agit donc d’un tirage de deux diviseurs conse´cutifs, sans remise. Contrairement a` la
situation conside´re´e dans [19], la loi de Dn demeure ici uniforme.
La valeur moyenne de la fonction de re´partition bidimensionnelle est donne´e par la
quantite´
(1·8) S(N ;u, v) = 1
N
X
n6N
P(Dn 6 nu,∆n 6 nv).
Nous obtenons le re´sultat suivant.
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The´ore`me 1.2. Nous avons, uniforme´ment pour 0 6 u, v 6 1
(1·9) S(N ;u, v) = 1
Γ(14 )
2Γ(12 )
Z
Du,v
dsdt
s1/2t3/4(1− s− t)3/4 +O
✓
1
(logN)1/4
◆
,
ou` l’on a pose´
Du,v :=
�
(s, t) 2 [0, u]⇥ [0, v] : s+ t 6 1 .
Nous avons
P(∆n = m) =
1
⌧(n)
X
s|n/m
1
⌧(sm)
=
1
⌧(n)
Y
p⌫kn
pµkm
X
⌫−µ6j6⌫
1
j + 1
(m|n).
On ve´rifie que
X
m|n
Y
p⌫kn
pµkm
X
⌫−µ6j6⌫
1
j + 1
=
Y
p⌫kn
⇣ X
06µ6⌫
X
⌫−µ6j6⌫
1
j + 1
⌘
=
Y
p⌫kn
X
06j6⌫
1
j + 1
X
⌫−j6µ6⌫
1 = ⌧(n).
Il est a` noter que la loi de ∆n n’est pas syme´trique par rapport a`
p
n.
Nous de´duisons imme´diatement du The´ore`me 1.2 une estimation de la valeur moyenne
de la loi du second diviseur ∆n. Nous posons
S(N ; v) := S(N ; 1, v) =
1
N
X
n6N
P(∆n 6 nv).
Corollaire 1.3. La variable ale´atoire ∆n suit en moyenne une loi Beˆta de pa-
rame`tres (34 ,
1
4 ). Plus pre´cise´ment, nous avons, uniforme´ment pour 0 6 v 6 1,
(1·10) S(N ; v) = 1
⇡
p
2
Z v
0
dt
t3/4(1− t)1/4 +O
✓
1
(logN)1/4
◆
·
Remarque. Le terme d’erreur de (1·10) est optimal. Nous avons en e↵et
S(N ; v) =
1
N
X
mdk6N
m6(dk)v/(1v)
1
⌧(dkm)⌧(km)
·
Si 0 < v < (log 2)/ log(2N), seul m = 1 apparaˆıt dans la sommation. Le membre de droite
est donc inde´pendant de v alors que le terme principal de (1·10) est ⇠ (2p2/⇡)v1/4.
L’apparition de lois de Dirichlet dans les deux derniers e´nonce´s induit naturellement
la question des liens avec les cadres probabilistes ou` elles sont classiquement de´finies,
comme par exemple la statistique baye´sienne non parame´trique [10] — un challenge
supple´mentaire pour arithme´ticiens et probabilistes.
6 R. de la Brete`che & G. Tenenbaum
2. De´monstration du The´ore`me 1.1
La premie`re e´tape de la de´monstration consiste remplacer, dans la somme Sr(N ; t), les
bornes ntj par N tj . Notant
S⇤r (N ; t) :=
1
N
X
n6N
Y
06j<r
⌧(n,N tj )
⌧(n)
,
nous avons en e↵et
S⇤r (N ; t)− Sr(N ; t) 6
1
N
X
06j<r
X
n6N
⌧(n,N tj )− ⌧(n, ntj )
⌧(n)
⌧ 1p
logN
,
ainsi qu’il a e´te´ e´tabli dans la de´monstration du the´ore`me de l’arcsinus, correspondant au
cas r = 1 — voir par exemple le chapitre II.6 de [23].
Nous ope´rons ensuite un parame´trage des diviseurs dj apparaissant dans le de´velop-
pement du produit
Q
06j<r ⌧(n,N
tj ). Nous proposons a` cette fin une variante de la
de´finition des ensembles de de´composition unique donne´e dans [11].
Soit r > 1. Conservons la notation R = 2r − 1. Nous dirons qu’un R-uplet
k = (k1, . . . , kR) est re´duit si l’on a (kh, k`) = 1 de`s que h 6≺ ` et ` 6≺ h. A` tout r-uplet
d = (d1, . . . , dr), nous pouvons associer bijectivement un R-uplet re´duit k tel queY
16h6R
k
"j(h)
h = dj (0 6 j < r), [d1, · · · , dr] =
Y
16h6R
kh.
Il s’ensuit que
(2·1) S⇤r (N ; t) =
1
N
X
m>1
X⇤
k
1
⌧
�
m
Q
16h6R kh
�r
ou` l’aste´risque indique que la somme inte´rieure porte sur les R-uplets re´duits k 2 (N⇤)R
satisfaisant les conditions
(2·2)
8>><>>:
Y
16h6R
k
"j(h)
h 6 N tj (0 6 j < r),
m
Y
16h6R
kh 6 N.
Nous pouvons restreindre l’ensemble de sommation aux R-uplets k tels que
(2·3) K :=
Y
16h6R
kh 6 N/e.
En e↵et, lorsque cette condition n’est pas remplie, la variable m vaut 1 ou 2 et la
contribution correspondante est au plus que l’ordre de grandeur du terme d’erreur
annonce´ RN := 1/(logN)1/2
r
.
Pour chaque δ > 0, posons
(2·4) 'δ(n) :=
Y
p|n
⇣
1 +
1
p1−δ
⌘
(n > 1).
Il re´sulte du the´ore`me II.5.2 de [23], de type Selberg–Delange, que l’estimationX
m6N/K
1
⌧(mK)r
=
H0N
Γ(1/2r)⌧(K)rK{log(N/K)}1−1/2r
⇢
g(K) +O
✓
'δ(K)
log(N/K)
◆�
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est valide pour chaque δ > 0 fixe´ et uniforme´ment pour 1 6 K 6 N/e avec
H0 :=
Y
p
⇣
1− 1
p
⌘1/2r X
⌫>0
1
(⌫ + 1)rp⌫
,
g(K) :=
Y
pkK
P
⌫>0(+ 1)
r/(⌫ + + 1)rp⌫P
⌫>0 1/(⌫ + 1)rp⌫
·
La contribution a` S⇤r (N ; t) du terme d’erreur est encore ⌧ RN .
En conservant la notation (2·3), nous obtenons la contribution principale
(2·5) H0
Γ(1/2r)
X⇤
k1>1,...,kR>1
K6N/e
g(K)
K ⌧(K)r{log(N/K)}1−1/2r ·
Notons χ(k1, . . . , kR) la fonction indicatrice des R-uplets re´duits. Nous e´valuons la
contribution du terme principal (2·5) en sommant successivement sur les variables
kR, . . . , k1. L’inversion de l’ordre des indices est justifie´e par le fait que h ≺ R pour
tout h 2 [1, R[. On note e´galement que, pour tout h 2 [2, R], on a χ(k1, . . . , kh) =
χ(k1, . . . , kh−1)χ(k1, . . . , kh). De plus, cette quantite´ de´pend multiplicativement de kh
lorsque les autres variables sont fixe´es.
Posons Kh := k1 · · · kh (1 6 h 6 R). Une application imme´diate du the´ore`me II.5.2 de
[23] (th. II.5.3 dans la seconde e´dition), de type Selberg-Delange, fournit alors l’existence
d’une constante HR et d’une fonction multiplicative gR, ve´rifiant gR(p) = 1 + O(1/p),
gR(p⌫)⌧ 1 (p > 2, ⌫ > 2), telle que l’on ait, pour tout δ > 0 fixe´,X
kR6y
g(K)χ(k1, . . . , kR)
⌧(K)r
=
HRyχ(k1, . . . , kR−1)
Γ(1/2r)⌧
�
KR−1
�r(1 + log y)1−1/2r
⇢
gR
�
KR−1
�
+O
✓
'δ
�
KR−1
�
1 + log y
◆�
uniforme´ment pour y > 1.
Notant WR−1 := (logKR−1)/ logN et wh := (log kh)/ logN (1 6 h 6 R), introduisons
alors la fonction indicatrice # de l’ensemble des R-uplets w = (w0, . . . , wR−1) 2 [0,+1[R
tels que s(w) 6 1− 1/ logN et
sj(w) :=
X
16h6R
"j(h)wh 6 tj (0 6 j < r).
Sous la condition KR−1 6 N/e, une sommation d’Abel fournit donc l’estimation
uniformeX
kR6N/KR1
g(K)χ(k1, . . . , kR)#(w)
⌧(K)r{log(N/K)}1−1/2rkR
=
HRχ(k1, . . . , kR−1)gR
�
KR−1
�
Γ(1/2r)⌧
�
KR−1
�r(logN)1−2/2r
Z 1
0
#(w1, . . . , wR−1, vR) dvR
v
1−1/2r
R
�
1− vR −WR−1
�1−1/2r
+O
 
'δ
�
KR−1
�
⌧
�
KR−1
�r{log(N/KR−1)}1−1/2r
!
.
On ve´rifie sans peine que la contribution a` l’expression (2·5) du terme d’erreur est
encore ⌧ RN .
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Ite´rons le proce´de´ en de´finissant inductivement des fonctions arithme´tiques multiplica-
tives gR−` (1 6 ` 6 R). A` cette fin, nous e´crivons, pour 0 6 ` 6 R− 1,
X
kR`>1
gR−`
�
KR−`)χ(k1, . . . , kR−`)
⌧(KR−`)rksR−`
=
HR−`(s,KR−`−1)χ(k1, . . . , kR−`−1)
⌧
�
KR−`−1
�r ⇣(s)1/2r
avec
HR−`(s,m) :=
Y
pµkm
⇣
1− 1
ps
⌘1/2r X
⌫>0
(µ+ 1)rgR−`(p⌫+µ+1)
(⌫ + µ+ 1)rp⌫s
·
Nous de´finissons alors
HR−` := HR−`(1, 1), gR−`−1(m) := HR−`(1,m)/HR−`(1, 1).
La fonction gR−` est bien multiplicative et ve´rifie
gR−`(p) = 1 +O(1/p), gR−`(p⌫)⌧ 1 (p > 2, ⌫ > 2).
Pour ` 6 R− 1, la `-ie`me ite´ration fournit, uniforme´ment pour y > 1,X
kR `6y
gR−`(KR−`)χ(k1, . . . , kR−`)
⌧(KR−`)r
=
HR−`χ(k1, . . . , kR−`−1)y
Γ(1/2r)⌧
�
KR−`−1
�r(1 + log y)1−1/2r
⇢
gR−`−1
�
KR−`−1
�
+O
✓
'δ
�
KR−`−1
�
1 + log y
◆�
,
d’ou` X
kR `>1,···,kR>1
K6N/e
g(K)χ(k1, . . . , kR)#(w)KR−`−1
⌧(K)r{log(N/K)}1−1/2rK
=
HR · · ·HR−`χ(k1, . . . , kR−`−1)gR−`
�
KR−`−1
�
Γ(1/2r)`⌧
�
KR−`−1
�r(logN)1−(`+2)/2rZ
[0,1]`+1
#(w1, . . . , wR−`−1, vR−`, . . . , vR)dvR−` · · ·dvR
(vR−` · · · vR)1−1/2r
�
1− vR−` − . . .− vR −WR−`−1
�1−1/2r
+O
 
'δ
�
KR−`−1
�
⌧
�
KR−`−1
�r{log(N/KR−`−1)}1−(`+1)/2r
!
.
La sommation d’Abel est justifie´e par le fait que, lorsque toutes les autres variables
sont fixe´es, on a #(w) = 1[0,Z](wR−`) ou` Z est une fonction aﬃne par morceaux de
w1, . . . , wR−`−1, wR−`+1, wR.
La contribution a` l’expression (2·5) du terme d’erreur est encore ⌧ RN . L’inte´grale
apparaissant dans le terme principal est
⌧
⇣ logN
log(N/KR−`−1)
⌘1−(`+2)/2r
.
Pour ` = R − 1, nous obtenons essentiellement (1·5) mais ou` le terme principal est
multiplie´ par H := H0 · · ·HR. Or, le cas tj = 1 (0 6 j < r) fournit imme´diatement
H = 1, par inte´grations successives et utilisation ite´re´e de la formule d’Euler pour la
fonction Beˆta. ut
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Remarque. On retrouve bien le terme principal de Sr−1(N ; t) en choisissant tr−1 = 1 dans
celui de Sr(N ; t). En e↵et, dans cette circonstance, la seule condition sur la variable v2r1
est
v2r 1 6 1−
X
16h6R
h6=2r 1
vh.
Il vient
1
Γ(1/2r)2r
Z
dvQ
16h6R v
1−1/2r
h (1−
P
16h6R vh)1−1/2
r
=
1
Γ(1/2r)2r−2Γ(1/2r−1)
Z
dvQ
16h6R
h6=2r 1
v
1−1/2r
h (1−
P
16h6R
h6=2r 1
vh)1−1/2
r 1
·
Pour chaque indice h 6 2r−1 − 1, nous e↵ectuons alors le changement de variables
wh = vh + v2r 1+h et observons queZ wh
0
dv2r 1+h
{v2r 1+h(wh − v2r 1+h)}1−1/2r
=
Γ(1/2r)2
Γ(1/2r−1)w1−1/2
r 1
h
·
Par insertion dans l’inte´grale relative a` h 6 2r−1 − 1, nous obtenons l’expression
1
Γ(1/2r−1)2r 1
Z
dvQ
16h62r 1−1w
1−1/2r 1
h (1−
P
16h62r 1−1wh)1−1/2
r 1
ou` le domaine d’inte´gration est bien D(t0, · · · , tr−2).
3. De´monstration du The´ore`me 1.2
Pour chaque couple d’entiers positifs (m,d), posons
λm,d(k) :=
⌧(m)⌧(md)
⌧(km)⌧(kmd)
(k > 1).
Alors λm,d est multiplicative et nous avonsX
k>1
λm,d(k)
ks
= ⇣(s)1/4Hm,d(s),
Hm,d(s) :=
Y
p
⇣
1− 1
ps
⌘1/4X
⌫>0
{vp(m) + 1}{vp(md) + 1}
{vp(m) + ⌫ + 1}{vp(md) + ⌫ + 1}p⌫s ,
ou` vp de´signe la valuation p-adique. Posant
(3·1) S⇤(N ;u, v) := 1
N
X
d6Nu,m6Nv
1
⌧(m)⌧(md)
X
k6N/md
λm,d(k),
nous avons
S(N ;u, v) = S⇤(N ;u, v) +O
�
1/(logN)1/4
�
,
ou` l’erreur provient du remplacement, dans la de´finition (1·8), des bornes nu et nv par
Nu et Nv
Conside´rons d’abord le cas u+ v 6 1, pour lequel nous avons Du,v =]0, u[⇥]0, v[. Sans
restreindre la ge´ne´ralite´, nous pouvons alors supposer que l’on a
(3·2) min(u, v, 1− u− v) > (log 2)/ logN.
En e↵et, si min(u, v) < (log 2)/ logN nous avons min(d,m) = 1 dans la sommation de (3·1)
et l’on constate aise´ment que S⇤(N ;u, v) et le terme principal de (1·9) sont englobe´s par
le terme d’erreur. Lorsque v > w := 1−u− (log 2)/ logN , on note que seul k = 1 apparaˆıt
dans la somme inte´rieure de S⇤(N ;u, v)−S⇤(N ;u,w) : l’erreur induite est donc facilement
majore´e.
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Posons H := H1,1(1), et g(m,d) := Hm,d(1)/H. Pour tout δ 2]0, 12 [ et uniforme´ment
pour <e s > 1 − δ, nous avons Hm,d(s) ⌧ 'δ(md). Le the´ore`me II.5.2 de [23] implique
donc
(3·3)
X
k6y
λm,d(k) =
Hg(m,d)
Γ(14 )
Z y
1
dt
(1 + log t)3/4
+O
✓
'δ(md)y
(1 + log y)7/4
◆
(y > 1).
Inse´rons cette estimation dans (3·1). La contribution du terme d’erreur est
⌧ 1
N
X
md6N
'δ(md)
⌧(m)⌧(md)
Z N/md
1
dt
(1 + log t)7/4
=
1
N
Z N
1
X
md6N/t
'δ(md)
⌧(m)⌧(md)
dt
(1 + log t)7/4
⌧
Z N
1
dt
t(1 + logN/t)1/4(1 + log t)7/4
⌧ 1
(logN)1/4
·
Pour e´valuer la contribution du terme principal de (3·3) au membre de droite de (3·1),
nous introduisons les fonctions multiplicatives
g(m) :=
g(m, 1)
⌧(m)2
, gm(d) :=
g(m,d)⌧(m)
g(m, 1)⌧(md)
·
Pour tout δ 2]0, 12 [ fixe´ et uniforme´ment pour y > 1, nous avonsX
d6y
gm(d) =
G#(m)
Γ(12 )
Z y
1
dsp
1 + log s
+O
✓
y'δ(m)
(1 + log y)3/2
◆
,
ou` l’on a pose´
G :=
Y
p
⇣
1− 1
p
⌘1/2X
⌫>0
g1(p⌫)
p⌫
, #(m) :=
Y
pµkm
P
⌫>0 gpµ(p
⌫)/p⌫P
⌫>0 g1(p⌫)/p⌫
,
et X
d6y
g(m)#(m) =
Ky
Γ(14 )(1 + log y)
3/4
+O
✓
y
(1 + log y)7/4
◆
,
avec
K :=
Y
p
⇣
1− 1
p
⌘1/4X
⌫>0
g(p⌫)#(p⌫)
p⌫
·
A` fins de re´fe´rence ulte´rieure, nous observons que
(3·4) HGK = lim
s!1+
1
⇣(s)
X
min(m,d,k)>1
1
⌧(mdk)⌧(mk)(mdk)s
= 1,
puisque l’on a en fait, pour tout s > 1,X
m>1, d>1, k>1
1
⌧(mdk)⌧(mk)(mdk)s
=
X
n>1
1
⌧(n)ns
X
mk|n
1
⌧(mk)
= ⇣(s).
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La contribution du terme d’erreur n’exce`de pas l’ordre de grandeur obtenu pre´ce´dem-
ment. Posant EN := 1/(logN)1/4, nous obtenons, compte tenu de (3·4),
S(N ;u, v) =
H
NΓ(14 )
X
m6Nv
g(m)
X
d6Nu
gm(d)
Z N/md
1
dt
(1 + log t)3/4
+O(EN )
=
H
NΓ(14 )
X
m6Nv
g(m)
Z N/m
1
X
d6min(N/mt,Nu)
gm(d)
dt
(1 + log t)3/4
+O(EN )
La contribution correspondant a` la contrainte supple´mentaire mt 6 N1−u est ⌧ EN . Il
suit
S(N ;u, v) =
HG
NΓ(14 )Γ(
1
2 )
X
m6Nv
Z N/m
N1u/m
g(m)#(m)dt
(1 + log t)3/4
Z N/mt
1
dsp
1 + log s
+O(EN )
=
HG
NΓ(14 )Γ(
1
2 )
Z N
N1 u v
dt
(1 + log t)3/4
Z min(N/t,Nu)
1
X
m6min(N/st,Nv)
N1 u/t<m
g(m)#(m)dsp
1 + log s
+O(EN ).
Dans cette inte´grale double, les contributions respectives correspondant aux conditions
supple´mentaires st 6 N1−v et t 6 N1−u peuvent e´galement eˆtre englobe´e dans le terme
d’erreur. Nous obtenons
S(N ;u, v)
=
HG
NΓ(14 )Γ(
1
2 )
Z N
N1 u v
dt
(1 + log t)3/4
Z min(N/t,Nu)
N1 v/t
X
m6N/st
g(m)#(m)dsp
1 + log s
+O(EN )
=
HGK
Γ(14 )
2Γ(12 )
Z N
N1 u v
dt
t(1 + log t)3/4
Z min(N/t,Nu)
N1 v/t
ds
s{1 + log(N/st)}3/4p1 + log s +O(EN )
=
1
Γ(14 )
2Γ(12 )
Z 1
1−u−v
dw
w3/4
Z min(1−w,u)
max(0,1−v−w)
dz
(1− w − z)3/4z1/2 +O(EN )
=
1
Γ(14 )
2Γ(12 )
Z u
0
dsp
s
Z v
0
dt
(1− s− t)3/4t3/4 +O(EN ),
ou` la dernie`re ligne est obtenue via le changement de variables (s, t) = (z, 1−w− z). Cela
fournit bien (1·9) lorsque u+ v 6 1.
Lorsque u+ v > 1, nous observons que
S⇤(N ;u, v) = S⇤(N ; 1− v, v) + 1
N
X
kdm6N
N1 v<d6Nu
1
⌧(kdm)⌧(km)
= S⇤(N ; 1− v, v) + 1
N
X
`m6N
N1 v<m6Nu
1
⌧(`m)
·
Compte tenu de ce qui pre´ce`de, la loi de l’arcsinus fournit alors, pour u+ v > 1,
S(N ;u, v) =
1
Γ(14 )
2Γ(12 )
Z 1−v
0
dsp
s
Z v
0
dt
(1− s− t)3/4t3/4
+
2
⇡
⇣
arcsin
p
u− arcsinp1− v
⌘
+O
✓
1
(logN)1/4
◆
.
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Cependant, d’apre`s le the´ore`me II.0.8 et le corollaire II.0.9 de [23], nous obtenons, via un
changement de variables ade´quat,
1
Γ(14 )
2Γ(12 )
Z u
1−v
dsp
s
Z 1−s
0
dt
(1− s− t)3/4t3/4
=
1
Γ(14 )
2Γ(12 )
Z u
1−v
dsp
s(1− s)
Z 1
0
dw
(1− w)3/4w3/4
=
1
⇡
Z u
1−v
dsp
s(1− s) =
2
⇡
⇣
arcsin
p
u− arcsinp1− v
⌘
.
Cela ache`ve la de´monstration.
4. Preuve du Corollaire 1.3
Compte tenu de (1·9) et de l’expression classique de B(34 , 12 ) (cf., par exemple, le
the´ore`me II.0.8 de [23]), nous obtenons
S(N ; v) = S(N ; 1, v) =
1
Γ(14 )
2Γ(12 )
Z v
0
dt
t3/4
Z 1−t
0
ds
(1− s− t)3/4s1/2 +O
✓
1
(logN)1/4
◆
=
1
Γ(14 )Γ(
3
4 )
Z v
0
dw
t3/4(1− t)1/4 +O
✓
1
(logN)1/4
◆
.
Cela implique le re´sultat annonce´ via la formule des comple´ments.
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