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Abstract 
 
Lowas III, Albert F., Ph.D. Engineering Ph.D. Program. Department of Biomedical, 
Industrial, and Human Systems Engineering, Wright State University, 2015. Improved 
Spare Part Forecasting for Low Quantity Parts with Low and Increasing Failure Rates 
 
 
Part demand forecasting methods assume that the demand for a part over time 
follows a predictable pattern, and that the patterns observed in historical data provide a 
reliable indication of future demands. Generally, forecasting studies focus on topics such 
as: the span of time from which to sample the historical data, an assessment of data in 
order to find weekly or annual patterns, and the assignment of probabilities of different 
demand quantities in any given time period. From the demand models derived from these 
forecasting methods, inventory decisions are made—decisions which directly impact 
operating cost and equipment availability. 
Like most general part demand forecasting methods, aircraft spare part demand 
forecasting considers historical trends in order to predict future demand. It is a well-
known practical observation that aircraft spare part demands are often very erratic 
(quantity variability), intermittent (variable in timing), and otherwise unpredictable. 
However, contemporary science does not explain the causes of these variations, and 
suffers from very poor forecasting accuracy. 
The objective of this research is to study the likely causes of the variations in 
demand quantity and from that understanding to develop forecasting methods which are 
v 
 
more appropriate for the wearout characteristics and high reliability of many aircraft 
parts. As a first look at the problem, models of part failure are developed. These models 
are used to simulate multiple simultaneous parts operating identically. The simulations 
found that aircraft spare parts demands tend to be lumpy, and that this lumpiness tends 
to consist of two parts: a random element (called noise), and a cyclic element (called 
signal). These simulation results are compared to existing aircraft spare parts demand 
data, and similar lumpy characteristics are identified.  
The research then more deeply understands these elements of spare part demand 
lumpiness by developing equations explaining this lumpiness. These equations find that 
the same factors (quantity of parts operating simultaneously and reliability of those parts) 
both impact the average demand interval and the demand coefficients of variance, and 
that they impact these demand characteristics so similarly that demand lumpiness should 
be expected.  
Having determined that lumpiness is to be expected, the research proceeds to find 
forecasting methods that best account for this lumpiness. It is theorized that no one 
forecasting method would best account for signal lumpiness, noise lumpiness, and 
smooth demands; thus, the study develops a heuristic to select the best forecasting 
method based upon key part characteristics (reliability and quantity). The forecasting 
heuristic development uses Monte Carlo simulations to find ranges of part characteristics 
for which certain forecasting methods and parameters are most likely to provide the 
lowest error forecasts. Developing this forecasting method selection heuristic uncovers 
additional new and unique information, as follows: 
vi 
 
 The best error in many cases is 100% error, showing the need to move beyond 
forecasting for inventory management of many parts. 
 The forecasting error computation method used by the forecasting professional 
strongly influences the selection of the best forecasting method. 
 Certain elementary forecasting methods (e.g. naïve or always zero) produce lower 
errors than any complex methods in some aircraft parts management conditions. 
 The selection of forecasting method parameters is as important as the selection of 
forecasting methods. 
This dissertation makes an important and unique contribution to the science of 
aircraft spare parts forecasting in creating a method to develop heuristics to select the 
lowest error forecasting methods. However, this dissertation makes a simultaneously 
important contribution in developing the inherent limits of forecasting accuracy, and 
finding the ranges of conditions (part reliability and quantity in service) under which no 
forecasting method will be effective. This study develops a new and unique 
understanding necessary for aircraft spare parts management. 
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1 Introduction 
Aircraft spare part demands over time (demand patterns) create a significant 
forecasting challenge. Traditional forecasting methods account for relatively constant 
demand patterns, demand patterns with seasonal variations, and slowly changing 
demand patterns. Other methods developed in the last 20-30 years focus on intermittent 
demand patterns. State-of-the-art research concerning the spare parts demand patterns of 
aircraft and other large capital equipment builds on these intermittent demand theories. 
Numerous methods are used or custom-developed to account for the apparently 
intermittent, erratic, or otherwise unpredictable demands for custom, low quantity, low-
usage parts. All of these methods attempt to forecast demand quantities in future periods 
of time on the basis of information from historical demand quantities—histories which 
have wide variations. 
Aircraft and other large capital equipment depend upon specially produced, long-
life, tight tolerance parts for their continued reliable operations. These parts are often 
designed to have a life as long as the life of the aircraft (or other large capital equipment). 
Primary structural parts are an example of this kind of specialized, long-life, tight 
tolerance part and can be used to illustrate the problem with the state-of-the-art in 
forecasting. Primary structure includes fuselage frames, wing skins, landing gear 
supports, and floor boards—each of which is typically custom-designed for a particular 
aircraft type. These primary structural parts are generally designed to last for the entire 
2 
 
life of the system without a need for replacement. Replacing primary structure parts 
before the end of the system’s life is relatively rare and usually a result of minor 
manufacturing defects that are almost undetectable when the part is produced.  
A primary structural part which requires replacement creates a critical demand 
for the aircraft—the aircraft is grounded and is not available for commercial or military 
operations until the part is replaced. Yet, because this part was (typically) designed to last 
for the life of the aircraft, its failure appears to be unexpected. Especially for small fleet 
sizes used at low rates, the failure of such a part may occur once every two to five years. 
It is very difficult to predict a quarterly or annual demand quantity for parts like this. This 
is a case where the demand pattern is lumpy (has both intermittent and erratic 
characteristics)—which is the focus of many state-of-the-art forecasting methods (Zotteri, 
2000). 
This dissertation concerns the need for a paradigm shift in the methods used for 
forecasting; thus, an illustrative example is required. The example of a primary structural 
part demonstrates the need to focus on the failure of parts that experience wearout—a 
significant time of (near) zero failure rate followed by a marked increase in failure rate. 
Typically, the randomness in failure times of these wearout parts can be modeled 
accurately with a Weibull distribution. This example is highly simplified for ease of 
explanation and is not a true physical model. However, this illustrative example is 
intended to show the general nature of part wearout—information which is overlooked 
by the state-of-the-art in demand forecasting. 
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This illustrative example considers an aircraft structural part on a small fleet of 
aircraft. Specifically, consider a part which has a useful life and failure mode primarily 
determined by fatigue from a critical feature; in this way it is illustrative of many critical 
structures on most aircraft. This illustrative example not only demonstrates the need for 
a new forecasting method but also the challenges in developing and applying the new 
method. Note that the details of fatigue crack growth and fracture mechanics are 
simplified in this dissertation to use those sciences to illustrate reliability. 
Weibull-based models are appropriate for a variety of flaw growth scenarios.  
Consider a small crack in a structural part that is of a random length, or a series of minor 
inherent flaws in a part’s material that coalesce over time under operational conditions 
into a more serious flaw. If the former case is considered, the lengths of the initial 
distribution of cracks present during manufacturing are defined by a Weibull distribution 
(Tong, 2001). A crack typically grows while the part is in the operational environment 
until it reaches a critical length (Swift, n.d.). The latter scenario is also appropriate for a 
Weibull model of the total time to crack initiation (TTCI), as will be demonstrated later in 
this work. The multiple different applications of a Weibull model for part wearout 
demonstrate why it is fruitful to study a generic Weibull model of times to failure versus 
any specific set of conditions.  The study of the Weibull model will also demonstrate many 
of the challenges in developing effective forecasting procedures under these conditions. 
Table 1 shows the form of the Weibull distribution for Equivalent Initial Flaw Size, 
𝑎0  (EIFS). To perform safety-related structural life assessments, industry practice 
commonly models the distribution of initial flaws with this Weibull-based EIFS 
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distribution. As an example, the EIFS distribution could be similar to the distribution of 
flaws found in the C-130 center wing attachment fittings with Weibull parameters 𝛼 =
 0.00582  and 𝛽 =  3.25  (Bateman and Navarrete, 2006). The flaws in this case are 
practically undetectable at the time the part is manufactured due to their small size.  
EIFS Probability Distribution Function EIFS Cumulative Distribution Function 
  
𝑝(𝑎0) =
𝛽
𝛼
(
𝑎0
𝛼
)
𝛽−1
𝑒−(𝑎0/𝛼)
𝛽
 𝑃(𝑎0) = 1 − 𝑒
−(𝑎0/𝛼)
𝛽
 
Table 1: Weibull model of Equivalent Initial Flaw Size (EIFS) 
In the simplified illustrative scenario, each of these flaws grows at a definable rate 
over the life of the aircraft, neglecting for the sake of this illustration the variations noted 
previously. The actual crack growth rate due to fatigue is defined by one of many complex 
equations such as the Paris Law or the Foreman Newman de Koning (FNK) equation; 
however, consider for the sake of this illustration a simpler relationship (Newman et. al., 
2014 and Venkatesha et. al., 2014). Consider a structure designed with an average life of 
30,000 ground-air-ground (take-off, flight, landing) cycles. For a simple panel with a single 
hole (centered on the panel) and a single crack, a reasonable rule-of-thumb is that an order 
of magnitude reduction in initial flaw size doubles the life of the structure. Thus, this 
simple illustration uses a very simplified relationship between EIFS and life (t) as follows: 
𝐿𝑛(𝑎0)  =  28.9 − 3.32 ∗ 𝐿𝑛(𝑡) where Ln is the natural log function. This is simpler than 
a0 
(EIFS) → 
a0 (EIFS) 
→ 
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the typical industry procedure for life modeling of actual parts, which typically uses finite 
element simulations repeated for numerous minor discrete time steps to determine the 
actual anticipated life for a given initial flaw size. Noting that this particular case is only 
for illustration, the simplified deterministic equation of the part’s life can be easily 
combined with the equation for the initial flaw size to develop a distribution of the lives 
of these hypothetical parts (reference Table 2). 
Structural Part Life Probability 
Distribution Function 
Structural Part Life Cumulative 
Distribution Function 
  
𝑓(𝑡) =
𝛽
𝛼
(𝑒28.9−3.3∗Ln(t))
𝛽−1
𝛼
∗ … 
… 𝑒−(𝑒
28.9−3.3∗Ln(t)/𝛼)
𝛽
 
𝐹(𝑡) = 1 − 𝑒−(𝑒
28.9−3.3∗Ln(t)/𝛼)
𝛽
 
Table 2: Anticipated Part Life Distribution 
Now consider a model of the spare (replacement) parts demand quantity per unit 
time. For critical damage tolerant structures, the actual distribution of a part’s demand is 
generally a function of its inspection interval, the length of cracks when the part is 
inspected, and the reparability of cracks at the length detected (Lockheed, 1986). The part 
will be inspected on a fixed interval as determined by safety. Suppose also that this is all 
accomplished for a part which is used once per aircraft with a moderate aircraft fleet size 
(100). This is a typical inspection scenario and a typical fleet size for many types of 
structures on many aircraft, such as a frame on a C-5 aircraft.  
t=Life t=Life 
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Also, consider for illustration that all of the aircraft in this fleet are operated at the 
same rate per year. While this is not always precisely true in practice, it avoids the 
complexities of adding rates for each individual aircraft. To maintain this consistent usage 
rate in actual fleets, annual reviews of each individual aircraft’s operations are commonly 
employed and aircraft are sometimes rotated between mission types over years of use. 
Moreover, the actual operating hours per unit time (e.g. annually) varies with market 
conditions for commercial aircraft and with changes from peacetime to wartime for 
military aircraft. The variations in fleet usage over time creates some complexity in the 
final application of this research, but the tendency in practice to seek consistent usage 
across fleets of aircraft makes this assumption plausible. 
Related to the assumption that all aircraft are used at the same rate is an 
assumption on the start of service of each aircraft. Aircraft are purchased for and delivered 
to a fleet over time, often over 3-30 years. Some fleet managers may choose to further 
constrain the rate of usage of each aircraft in order to keep the cumulative usage per 
aircraft nearly identical. This simplified example (and the initial detailed Weibull study 
which follows in Chapter 3) uses this additional constraint for simplicity. 
The demand for replacement parts in this illustrative example depends upon a 
combination of the failure probability (over time) for an individual part, the number of 
instances of the part in service, and the inspection cycle (time between inspections). Note 
that the inspection cycle drives the demand, and that these cycles may not align with the 
length of the time periods used by the forecasting professional and/or forecasting 
computer program. Inspection cycles can be every 1-8 years (depending upon the design 
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and the accumulation of operational hours), while calendar forecast periods (of length ω 
set by the forecaster) can be every 1-12 months. The inspection performed at each 
inspection cycle will identify some number of parts (≥0) as failed. Assume that the 
replaced parts do not fail again (which will be seen later not to always be valid). Thus, the 
first inspection should find all of the parts which failed up to that time, the second 
inspection should find the parts that have failed since the first inspection, etc. (reference 
Table 3). For this illustration, assume: 1000 ground-air-ground cycles are accumulated per 
year; the first inspection is at 15,000 cycles; and the inspection is repeated every 5,000 
cycles. 
Structural Part Life Failure Distribution 
Function 
Anticipated Demand 
(Across 100 Aircraft, Rounded Up) 
 
Rate for each instance (100 instances) 
Inspection Cycles Year Demand 
None 0-14000 0-14 0 
1 15000 15 0 
None 
16000 16 0 
17000 17 0 
18000 18 0 
19000 19 0 
2 20000 20 1 
None 
21000 21 0 
𝛬(𝑡) = 𝑒−(𝑒
28.9−3.3∗Ln(t)/𝜆)
𝑘
  
Demand = ?̂?(𝑡) = 𝛬(𝑡) − 𝛬(𝑡 − 5000) 
Λ(t) = Cumulative failure rates at time 
t for a given EIFS 
22000 22 0 
23000 23 0 
24000 24 0 
3 25000 25 2 
Table 3: Anticipated Part Demand Pattern 
Reference Table 3, this illustration shows how the demand pattern will appear 
intermittent or “lumpy” to a typical forecaster, because the demand pattern is based on 
failures and inspections (versus years). It shows an additional important linkage: because 
the input was Weibull, the output also appears Weibull. Fundamentally, the desire to 
Life 
→ 
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relate these currently disparate sciences of reliability and forecasting drives the objectives 
of this study. The dissertation is a first step in relating the two sciences of forecasting and 
reliability. This first step includes some consideration of the impact of buying parts over 
time, which is common in the aviation industry. This first step will open new doors to a 
long-term improvement in part demand forecasting for aircraft parts, and for parts related 
to countless other types of capital equipment. 
Finding these new connections is extremely difficult due to the (currently) very 
disjoint sciences of reliability and forecasting. This study takes the approach of first 
investigating the influence of reliability on expected demand patterns in a systematic way. 
This is followed by a demonstration of how even a constant failure rate (over time) 
produces erratic, intermittent, or lumpy demand patterns in some situations (situations 
much like those found in aircraft fleets). A major contribution of the modeling approach 
developed here is a demonstration of how changes in the probability of failure over time 
are related to demand cycles. These results are intended to lead to understandings in 
forecasting based upon these theoretical models. Each of these elements provides a new 
understanding upon which a new reliability-based forecasting science can be built. 
Before describing the individual steps, it must be understood that the most feasible 
approach to this study is a stochastic one—based upon Monte Carlo simulations. 
Preliminary studies by this author (in preparation for this dissertation) showed that 
observed failure quantities/times for parts in service are highly irregular. As shown in the 
example in this chapter, a fleet of 100 parts might only experience 3 failures in its design 
life. What is not shown in this chapter’s example but is demonstrated later is that there is 
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a large variance about this expectation (especially for these small fleet sizes). Thus, it is 
apparent that developing a forecasting method using only information from the few 
actual failures in a fleet of 100 identical parts is deeply flawed. The actual demand patterns 
in a fleet of parts will not confidently match a theoretical model unless hundreds of 
identical parts are operating simultaneously. Therefore, the approach of this study is to 
use simulations of individual part failures based on part reliability models to generate 
demand distributions, to qualitatively compare the observed demand patterns to 
observations from the actual failures of a large variety of actual parts (in U.S. Air Force 
use), and to build a new forecasting method based on the insights from these simulations. 
Chapter 2 reviews the current sciences of reliability, maintainability, and 
forecasting, underscoring the importance of this empirical approach. Chapter 2 uncovers 
that a very methodical and iterative process is used to define aircraft maintenance and 
inspection cycles. Whereas some aviation practitioners believe that maintenance cycles 
cause lumpiness (and thus that changing maintenance cycles would fix lumpiness), the 
work in Chapter 2 shows that the lumpiness in demand patterns is likely to occur 
naturally for typical combinations of failure probabilities and fleet sizes in a typical 
aircraft fleet. Similarly there is an inherent difference between aircraft part demand 
pattern lumpiness and the variability of demand for other products (e.g. prescription 
drugs). This description highlights how new science is required to address the unique 
drivers of aircraft part demand pattern lumpiness. The chapter reviews the established 
methods of forecasting—an important background before developing any new methods. 
Most importantly, the chapter reviews the works done by others to address the difficulty 
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of forecasting aircraft spare part demand pattern lumpiness. This review identifies a 
serious shortcoming in this existing literature: existing works primarily focus on detailed 
studies of small actual sample sets without developing new significant solutions to the 
problem of forecasting for lumpy aircraft spares demands. This review chapter highlights 
the uniqueness of the problem studied (compared to other lumpy forecasting problems), 
the significance of the problem studied, and the motivations for using an empirical 
approach in this study. 
After describing the basic gaps in current understanding in Chapter 2, and in order 
to find a new forecasting method, a basic relationship between reliability and aircraft part 
demand characteristics must be determined. This relationship is studied using a Monte 
Carlo approach in Chapter 3.  A fundamental result of this study is that for a given fleet 
size (number of parts operated simultaneously) there is a large variability within the 
distribution of possible demand patterns and likewise the individual demand quantities 
within the demand pattern vary greatly. Even this interim step finds new information of 
direct use to the aircraft industry, as the study finds that at least 250 parts must be in 
service in a fleet and operating similarly in order to observe demand variability below the 
levels defined as “lumpy”—reference Figure 1.  
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Figure 1: Relationship of Lumpiness to Fleet Size 
In Chapter 3, the study finds that even with 250 identical parts operating 
simultaneously, some combinations of wearout conditions should be expected to result in 
cycles in demand quantities over time. These cycles resemble a damped oscillation 
converging on an average demand quantity per demand period of 1/MTBF (MTBF=Mean 
Time Between Failure) later in the life of a fleet. This finding shows that the MTBF is not 
really significant in determining instantaneous failure (and thus demand) rates early in 
the life of a fleet. This systematic variation in average demand quantity per demand 
period (referred to in this dissertation as signal) can be confused with the non-systematic 
“lumpiness” described above (referred to in this dissertation as noise). The fact that MTBF 
gives an incomplete characterization of aircraft spares demand is another valuable new 
finding for the industry.  
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Figure 2: (a) Non-Constant Demands for Constant Failure Rates, and (b) Cycles that Appear in 
Parts with Wearout 
Both of the findings of Chapter 3 (the dependence of lumpiness characteristics on 
quantity and the cycles within the demand patterns) are readily seen in Figure 2. Figure 
2a shows that even a constant probability of failure over time can result in lumpy demand 
patterns, and Figure 2b shows that an increasing failure rate can produce demand cycles 
(that appear lumpy). To again highlight the need for an approach that allows the 
systematic consideration of stochasticity, note that Figure 2 represents average fleet 
demands over 50 simulated runs of a set of wearout parameters, fleet size and part usage. 
After developing the Monte Carlo model for the empirical relationship between 
reliability and the expected demand pattern, a review of actual demand patterns in 
Figure 2a 
Figure 2b 
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Chapter 4 serves as a qualitative comparison to the simulated results. To make this 
comparison, 23 years of aircraft structural part demand data was obtained from the 
United States Air Force (USAF) and studied in Chapter 4. The data studied in Chapter 4 
shows similarities to the simulations of Chapter 3. The demand rates are often lumpy (or 
intermittent) and that currently used time series forecasting methods are highly 
inaccurate.  
Demand 
Characteristic 
% of demands in 
each category by 
Exponential 
Simulations, First 
to Last Demand 
% of demands in 
each category by 
Weibull 
Simulations, First 
to Last Demand 
% of USAF parts 
(by unique 
design) over 
23yrs of 
available data 
Study by 
Ghobbar 
and Friend 
(2003) 
≤ One failure  0% 0.1% 11% 0 
Intermittent 0.3% 1.6% 10% 6% 
Erratic 13% 13% 19% 9% 
Smooth 40% 56% 10% 6% 
Lumpy 47% 30% 50% 80% 
Table 4: Comparison of Results of Simulations versus Actual Data 
The findings of this survey of actual data may be compared qualitatively against 
the results of the simulations performed in Chapter 3, from which interesting conclusions 
may be drawn. First (reference Table 4), the simulation and the actual data agree almost 
perfectly in the regions of erratic and intermittent failure. An additional study by Ghobbar 
and Friend (2003) shows similar percentages of parts with these demand pattern 
characteristics. Because the three sources agree that the relative percentages of erratic and 
intermittent demand rates are low, there is likely some reason why demand patterns are 
frequently not erratic and not intermittent. Second, the simulated data has a much higher 
percentage of smooth parts than the actual data, although not unexpectedly so. The 
simulation samples from across the entire space of reasonable design (reliability) 
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parameters, whereas most actual parts are typically designed for a long life—skewing the 
population of parts in a non-uniform way. Given that Chapter 3 also showed that higher 
failure rates eventually result in smooth demands (by quickly advancing through the 
cycles in demand distributions), it is reasonable that actual data has far fewer smooth parts 
than the simulated data—because the actual parts are typically designed for longer life 
and the simulated data covers the possible space of parts more uniformly. These 
qualitative comparisons lend evidence to the validity of the methods used in this 
dissertation, and specifically to the dissertation’s underlying theory of a relationship 
between reliability and part demand pattern. 
With this unique discovery of the impacts of reliability characteristics and fielded 
quantity upon lumpiness, a more direct derivation was then used to better understand 
aspects of this new finding. This question may be broken into two parts. First, and of 
primary interest, is the question of why so many parts in the simulations (and in actual 
service) are smooth or lumpy versus being erratic or intermittent. Second, the cyclic 
variation in demand quantities (per demand period) over fleet life should be further 
investigated. 
Chapter 5 addresses the first question. Consider that a lumpy demand pattern has 
both the CV of an erratic demand pattern (over time) and the ADI of an intermittent 
demand pattern (Appendix 1). Likewise, a smooth demand pattern has a CV lower than 
that of an erratic demand pattern and an ADI lower than that of an intermittent demand 
pattern (Appendix 1). Thus, understanding the finding of Chapter 3 requires 
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understanding how characteristics of fleet size and probability of failure impact the 
tendency for a large CV, a large ADI, both, or neither.  
The study in Chapter 5 derives the relationship between fleet size and probability 
of failure and the tendency to be intermittent, then it derives the relationship between fleet 
size, part reliability, and the tendency to be erratic. For simplicity, this study uses a 
constant probability of failure per unit time (over time) to consider these relationships. 
The study develops a mathematical relationship between probability of failure (per 
demand period), and the erratic (versus smooth) nature of demands for a part.  For 
example Equation 1 gives the probability of a smooth demand for a part over  demand 
periods where 𝜆 is the failure probability of the part in each period,  is the number of 
periods considered,  𝑝 = 1 − (1 − 𝜆)𝑛 and 𝑣𝑠 = ⌈
3
4
 ⌉.  This is a novel finding that breaks 
new ground in tying reliability to demand characteristics.  
Pr{Observed demand distribution is smooth over  demand periods}
= ∑ (
𝑘
) 𝑝𝑘(1 − 𝑝)𝜂−𝑘
𝜂
𝑘 = 𝑣𝑠
 
Equation 1: Probability that Observed Demand Pattern is Smooth Over η Demand Periods 
(Binomial Form) 
A relationship between the fleet size, failure rate, and tendency toward 
intermittent (versus smooth) demand patterns is also developed in Chapter 5 of this 
dissertation; however, this is a stochastic relationship (versus a deterministic one). 
Reference Figure 3, the most interesting finding of the work in Chapter 5 is that (in the 
range of viable fleet sizes and part reliability) the boundary between smooth and erratic 
demand patterns is highly similar to the curves defining the probability of having an 
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intermittent demand. This explains why most aircraft part patterns are either smooth (the 
absence of erratic or intermittent behavior) or lumpy (the presence of both erratic and 
intermittent behavior). 
 
Figure 3: Smooth-Erratic Boundary Plotted with the 90% Probability Smooth-Intermittent 
Boundary 
Having further (and uniquely) explored the relationship between the fleet size, 
reliability, and tendency toward lumpiness, Chapter 6 develops an understanding of the 
cyclic nature observed in the earlier phases of the study. It was noticed in the earlier 
phases of this study that a constant failure rate (i.e. parts defined by an exponential time 
to failure) produces no cycles, but that an increasing failure rate (i.e. parts defined by a 
Weibull time to failure with an exponent greater than 1) produces these cycles. It was 
theorized that the change in the probability of failure (per demand period) over time is 
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the cause of these cycles, and a series of derivations and simulations were undertaken to 
support this theory. Number theory is used to find equations that define the expected 
number of failures during any inspection/ replacement event, and the results of these 
equations show a cyclic nature to the expected quantity of failed parts per demand period. 
Equation 2 shows a sample result of the derivation of the fraction of parts failed in a given 
time period by using number theory when 𝜆 is the failure probability of the part in each 
period and = (1 − 𝜆) . 
𝑟2(1 − 𝑟) +  𝑟(1 − 𝑟)2  +  2𝑟(1 − 𝑟)2  
Equation 2: Fraction of Parts Failed in Period 3 (Assuming Replacements Occur), Illustrating 
Derivation of Demand Probabilities by Use of Number Theory 
Simulations are used in a similar way in Chapter 6, and again show a cyclic nature 
to the expected quantity of failed parts per demand period. Both approaches show a 
damping pattern in the cycles over time, and both are shown to be in nearly complete 
agreement with each other (in their results). Thus, this study establishes another new 
relationship between the fields of reliability and forecasting. A second major contribution 
to lumpiness (for those parts which wear out and are replaced multiple times in a system’s 
life) is a cyclic change in the probability that any of the group of parts fails in a given 
inspection/replacement event (recalling that these inspection events occur at some set 
interval measured in flying hours, days, months, or years). Moreover, this study 
establishes that this cyclic nature can be due to the combination of replacement and an 
increase in the part’s probability of failure (per unit time) over time.  
This study then seeks to find an improvement in forecasting based upon this 
unique new understanding of the causes of lumpiness. An initial research approach 
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attempted to find an equation for the cycles of demand in order to understand this key 
element in lumpiness. After that approach provided no useful results, a new approach 
was taken which considered modifications to typically-used time-series based forecasting 
methods. The goal of the modifications was to make the time-series methods more 
responsive to lumpiness in demand patterns.  This was in motivated by the new 
understanding from Chapters 2 through 6 of this dissertation that lumpiness is a 
phenomena that is strongly related to reliability. 
Note that an extensive effort using state of the art function-fitting software 
(Nutonian’s Eureqa software) failed to identify usefully simple and accurate models to fit 
the cyclic behavior observed in Chapter 3.  This approach failed to produce a useful 
solution because (a) even the most accurate, extremely complex equations developed 
using this method failed to adequately model the cycles in the demand patterns, (b) the 
inputs needed to practically use the equations (a highly accurate understanding of the 
part’s expected probability of failure per unit time in service versus in testing) are unlikely 
to be available, and (c) the primary cause of lumpiness (the small fleet sizes and high 
reliability) are not captured in the equation and would greatly impact the results.  Indeed, 
this study found that if a highly accurate part failure PDF was available then the easier 
approach is the method based on number theory (in Chapter 6)—but that this approach 
still results in (potentially) an overwhelming number of discrete calculations and is 
therefore impractical for use on each of the millions of different part designs in a fleet of 
aircraft. 
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The new approach, demonstrated in Chapters 7 and 8, to finding an enhanced 
forecasting method involves two new fundamental developments in the area of 
forecasting science. First, a new way to assess the accuracy of forecasts for lumpy demand 
patterns must be found, because existing methods are not useful for demands that are 
predominantly zero (as explained in brief below and in detail in Chapter 7). Second, the 
new forecasting methods must be developed and be compared to existing methods based 
upon both this new assessment of accuracy. 
The definition of new forecast accuracy measurement methods is a necessity due 
to the lumpy nature of demand patterns of many aircraft spare parts. Traditional forecast 
accuracy definitions focus on the difference between the actual demand and the predicted 
demand in each demand period (where the demand period is the discrete time period of 
set length used for recording demand histories and for forecasting). When the actual 
demands are primarily zero, this traditional forecast accuracy method either considers 
fractional predicted demands (nonsensical) or rounds predicted demands (typically) to 
zero. Second, demand periods with non-zero demands occur rarely and without 
regularity, which means that any forecasting method that attempts to predict those times 
will likely fail, which will only add to the error (if computed in the traditional way). 
Combining the tendency for most demand periods to have zero demand with the 
tendency for a single demand to occur within a predictable time range (but at an unknown 
demand period in that range) yields a situation in which the forecast error computation 
method biases method selection towards forecasting methods that under-predict 
demands. Thus, a new forecast error computation method is needed, and the one that is 
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proposed in Chapter 7 focuses on the cumulative sum of forecasts between non-zero 
demands—comparing that sum to each subsequent non-zero demand. This forecast error 
computation method is found to have lower bias.  The choice of the best forecast method 
for any set of input conditions is found to be dependent on the forecast accuracy method 
used. 
After defining this new forecasting accuracy method, new forecasting methods 
were developed in Chapter 7. For the same reasons discussed in the approach to finding 
a new forecasting accuracy method, forecasts should improve when these forecasts are 
made using methods that consider the length of time until the next expected demand, or 
if the forecasting method better adapts to the changes in demand quantity (per demand 
period) caused by cycles in failures (caused by an increasing failure rate). To address the 
first desire, Croston’s method and derivations of Croston’s method were tested as 
potential new forecasting methods for aircraft spare parts. To address the second issue, 
the Adaptive Response Rate Single Exponential Smoothing (ARRSES) method was used, 
as it is designed to adjust to rapid changes in the demand quantities within the demand 
patterns. While Croston’s method is considered in many publications, the enhanced 
Croston’s methods investigated here are beyond those considered in any known 
publication. Likewise, no known publication applies ARRSES to aircraft spare parts 
demand forecasting. Moreover, the ranges of suitability of Croston’s method, ARRSES, 
and an ARRSES-modified Croston’s method (for aircraft spare parts forecasting) are all 
new findings in this study. 
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An important contribution of this dissertation to the state-of-the-art in aircraft 
spares forecasting is the finding that the forecasting method (and the parameters 
associated with that forecasting method) should be uniquely selected for each part type. 
Chapter 7 shows that the selection should be based upon the characteristics of the time to 
failure distribution and fleet size (number of items operated simultaneously). In a 
situation where there is a high quantity of parts and the parts fail regularly, methods such 
as the moving average provide the highest accuracy. However, if the failure rate is such 
that cycles (high/low demand periods) are expected, then a method such as ARRSES is 
preferred.  
The study in Chapter 7 uniquely explores the relationship between forecasting 
method accuracy and demand pattern characteristics through the innovative new concept 
of mapping the of the best forecasting method compared to the part time-to-failure 
characteristics and the size of the fleet using that part (e.g. Figure 4). Thus, this study is 
unique among studies of aircraft spare parts demand forecasting in tying the ranges of 
utility of forecasting methods to the ranges of input parameters (and in proposing a 
tabular method to map this relationship). Furthermore, this study is unique in studying 
both the forecasting method parameters (e.g. the smoothing term in Single Exponential 
Smoothing) and the forecasting method, emphasizing that the best forecasting method for 
a given set of input parameters (fleet size, reliability, and aircraft life) requires an 
appropriate combination of method and parameter. 
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64 4 4 .2,.1 0.1 0.3 Last .1,.1 .1,.1 0.5 0.3 
128 4 4 .2,.1 .1,.1 0.3 Last .1,.1 0.7 0.5 4 
256 4 4 .2,.1 .1,.5 0.5 Last Last 0.9 0.5 0.5 
512 4 4 .3,.1 .1,.5 .1,.5 Last Last 0.9 0.7 0.3 
1024 4 4 .3,.1 0.7 0.3 Last Last Last 0.7 0.5 
Notes:  This table is for Simulation Set 1 of Chapter 7, using the Traditional Mean 
Absolute Error method of computing forecasting error. 
 Each color represents a unique forecasting method, as described in Appendix 5. 
Figure 4: Example of Mapping of Best Forecasting Method to Part Time to Failure Distribution, 
Reference Chapter 7 
Corresponding to the finding concerning the need to select the lowest error 
forecasting method (for a given set of conditions) is the identification of the anticipated 
error for that combination of forecasting method, fleet size, and time to failure 
distribution. As with the mapping of part time to failure parameters to the best forecasting 
rate, the same map may be used to show the best anticipated errors for a given set of 
conditions (reference Figure 5). This mapping may be used in two ways. First, it shows 
the error anticipated when using a given forecasting method for a given part (defined by 
that part’s time to failure conditions and fleet size). Similarly, it shows the lowest 
anticipated error for a given part’s time to failure conditions and fleet size. For example, 
Figure 5 shows that for a range of fleet sizes (up to 4) and part time to failure probability 
distribution parameters (Weibull with 𝛽 = 7.5, 𝛼 ≥ 8, and 𝛾 ≥ 0) no forecasting method 
will be anticipated to result in less than a 100% error. 
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Alpha and Gamma 
α=2, 
γ=0 
α=4, 
γ=0 
α=8, 
γ=0 
α=16, 
γ=0 
α=32, 
γ=0 
α=2, 
γ=5 
α=4, 
γ=5 
α=8, 
γ=5 
α=16, 
γ=5 
α=32, 
γ=5 
Expected 
Error for 
the Best 
Forecasts 
for the 
Given 
Input 
Conditions 
(β=7.5) 
2 0.42 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
4 0.41 0.63 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
8 0.30 0.50 0.69 1.00 1.00 0.86 0.87 1.00 1.00 1.00 
16 0.22 0.37 0.54 0.74 1.00 0.81 0.72 0.73 0.92 1.00 
32 0.16 0.27 0.41 0.58 0.79 0.74 0.57 0.62 0.71 0.86 
64 0.13 0.20 0.30 0.45 0.61 0.71 0.48 0.48 0.54 0.66 
128 0.09 0.15 0.23 0.34 0.45 0.65 0.42 0.39 0.41 0.49 
256 0.07 0.11 0.18 0.26 0.34 0.63 0.36 0.31 0.31 0.37 
512 0.06 0.09 0.14 0.20 0.25 0.62 0.32 0.25 0.24 0.27 
1024 0.05 0.07 0.12 0.16 0.19 0.61 0.30 0.21 0.19 0.20 
Notes:  This table is for Simulation Set 1 of Chapter 7, using the Traditional Mean 
Absolute Error method of computing forecasting error. 
 The color schemes and best forecasting methods are in Appendix 5. 
Figure 5: Example of Anticipated Errors Resulting from Selection of the Best Forecasting 
Method, Reference Chapter 7 
Further exploring the suitability of forecasting methods, this study is also unique 
in detailing a number of elementary forecasting methods (e.g. always forecasting a zero 
demand or simply forecasting the same as the last demand quantity) and in applying them 
to these anticipated ranges of aircraft spare parts demands. Reference Chapter 7, this 
study is unique in finding that certain conditions result in demands that are so rare and 
irregular that no forecasting method improves over these elementary methods. This study 
applies these findings to a large set of actual part demands (reference Chapter 8) and 
shows that many aircraft parts demands are best forecasted with these elementary 
forecasting methods. For a set of 4435 actual aircraft (structural) part demand histories, 
Figure 6 shows the proportion of parts which are best forecast by each of the methods 
tested in this dissertation. Note that smoother demand histories are best forecasted by 
methods such as the moving average, ARRSES, Croston’s, and SES; however, the a 
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forecast of “Always 0” is the best (lowest mean absolute error) method for intermittent 
and lumpy demands histories. 
 
Figure 6: Methods Providing the Lowest Traditionally-computed Mean Absolute Error for Each 
Demand Pattern Characteristic (from a set of actual aircraft spare part demand histories) 
All of these findings are based upon the understanding that the lumpy nature of 
aircraft spare parts demands can result in errors in selecting the best forecasting methods 
if only small sample sets are used for the study. This study is unique in demonstrating 
that because aircraft spare part demands are so rare and so highly dependent upon the 
input conditions, simply trying a few forecasting methods on a few (or a few dozen) actual 
demands will result in apparent findings that actually represent an over-fitting of a 
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unique data set. This study is also unique in recognizing that the parameters of the failure 
models impact the characteristics of the demand patterns which will also impact the 
selection of an appropriate forecasting method—a connection that cannot be made from 
simply having a small number of sets of actual demand data. Thus, this study uses a 
simulation based approach to find the best forecasting methods for given input 
parameters, rather than relying solely on limited amounts of actual data as is done in other 
studies. 
While this study recognizes that actual data will not produce meaningful or useful 
results, the study also recognizes that actual data must be used to validate the results. 
Thus in Chapter 8, this study uses the same ranges of forecasting methods and parameters 
on a large sample set of aircraft spare parts data. This study finds that the same methods, 
with the same parameter ranges, that are the best methods for use with these actual 
demand histories match the methods and parameter ranges that were found to be the best 
for the simulated data. This result serves to validate the findings of the simulation study. 
Finally, Chapter 9 presents key suggestions for implementation and further study. 
This concluding chapter highlights the key findings about the lumpiness of aircraft spare 
parts demand, specifically that aircraft spare parts demands are lumpy, that the quantity 
and reliability of the parts cause lumpiness, and that lumpiness can be reduced by actions 
such as increasing the number of a part or increasing the lengths of the forecasting time 
periods (ω). The conclusions then highlight the key findings about forecasting, specifically 
that new and improved methods of forecasting are possible, that forecasting method 
improvements are specific to input conditions (and need to be presented to the forecasting 
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professionals as such), that certain ranges of input conditions are better forecast with 
elementary methods (e.g. always forecasting zero) than with traditional or more advanced 
methods, and that changing the forecast error computation method changes the resulting 
forecasting method selection.  
This understanding of lumpiness is a new contribution to the literature on aircraft 
spare parts demands. This research identifies the major drivers of aircraft spare part 
demand pattern lumpiness, the impacts of part parameters (e.g. quantity and reliability) 
on lumpiness, and the characteristics of lumpiness (noise from low quantity and high 
reliability or cycles from an increasing failure rate). This understanding of lumpiness leads 
to novel, strongly demonstrated approaches to reduce the lumpiness of part demands.  It 
suggests remedies to lumpiness such as increasing the quantity, increasing the utilization 
rate, and increasing the length (𝜔) of the demand periods (the periods of time used in the 
forecasting methodology, e.g. quarters, months, or weeks). Finally, this understanding of 
forecasting for lumpy demand patterns is also new. This includes new forecasting 
methods, a new concept of comparing the forecasting methods to a baseline set of 
elementary forecasting methods, a new concept for mapping of the best forecasting 
methods to the input conditions for aircraft spare part demands, and a new finding of a 
range of input conditions for which no method forecasts any better than an elementary 
method (e.g. always forecasting zero). These findings also uncover sets of reliability and 
operating conditions in which no forecasting is likely to be effective. These findings are 
developed from computer simulations due to the unique understanding that actual data 
alone will provide insufficient fidelity for these new insights, but all of these findings are 
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also validated (to the extent practicable) by actual data. Thus, this study has substantially 
increased the understanding of the reasons for, implications of, and forecasting for lumpy 
demand patterns, especially the lumpiness inherent in aircraft spare parts demands. 
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2 Survey of Current Science 
Three military helicopters circle a stadium full of fans about to watch a baseball 
game. Those helicopters were all supported by spare parts used to replace failed parts or 
to change-out older parts when specified by engineers. The baseball team has spare 
baseballs to replace the ones lost in the stands on fouls or home runs. The fans picked up 
hot dogs and many of them chose to take some spare napkins. The hot dog vendors have 
spare hot dogs, spare buns, and probably even spare parts for the grills. Each of these 
actors understands spares in a different context, needs spares for different (albeit 
sometimes similar) reasons, and plans for these spares in different (albeit often similar) 
ways. 
Thus, an understanding of forecasting for aircraft spares first requires an 
understanding of the need for aircraft spares. Understanding the need for aircraft spares 
in turn first requires an understanding of the way that aircraft are maintained, and an 
understanding of the part failures (and potential failures) which generate requirements 
for replacement parts. In a large way, understanding how aircraft spare parts relate to the 
greater system of aviation operations and maintenance (O&M) defines the requirements 
for a solution—the solution of having enough parts on the shelf. In another way, the 
aviation context underscores how forecasting is only one element of the solution. Because 
forecast accuracy tends to be relatively poor, additional measures are taken to support 
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operational readiness (and costs are incurred) by buying extra spares, repairing rather 
than replacing parts, or delaying maintenance until spares are available.  
Today’s methods of aircraft spares forecasting, stocking, and consumption all keep 
aircraft flying, but the limitations of forecasting leaves room for improvement. Because 
operators demand this improvement, this chapter reviews the current aviation 
maintenance spares system, the forecasting methods used, and the shortfalls. Years of 
improvements, experience, and study resulted in today’s techniques for aircraft spares 
forecasting, spares stock levels, and maintenance planning. Figure 7 gives a notional 
overview of aircraft spare parts management. 
 
Figure 7: Aircraft Spares Techniques—A Systematic Approach 
2.1 Unique Aircraft Operations, Management, and Spares Demands 
Universities offer entire degrees on aviation management due to the highly 
specialized and highly complex nature of the many elements of successful aircraft 
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operations (Purdue, 2014). This specialized and complex nature of aviation management 
drives the demands for a unique consideration of aircraft spares forecasting. Among the 
many features of aviation maintenance management, the most relevant elements for 
aircraft spares forecasting include: Aircraft Maintenance, Repair, and Overhaul (MRO), a 
review of the various reasons why spares are needed to support MRO, and some 
consideration of why spare parts demands differ between aircraft and are difficult to 
forecast (GAO-14-495). It is also instructive to review the differences between aircraft 
MRO spares demands and the irregular demands that occur in other industries. 
2.1.1 Aircraft Maintenance, Repair, and Overhaul 
New parts are used on aircraft in aircraft construction, aircraft alteration, and 
aircraft repairs. But like the analogy of the baseball stadium, each type of new part 
requires spares for a different purpose during different phases of the aircraft’s lifecycle. 
Spare bolts in production are most likely to prevent work-stoppages in case of a delayed 
delivery. Spare washers in an alteration may be needed in case the new part does not 
exactly fit the old structure. Spare parts are needed to support maintenance, repair, and 
overhaul—typically to replace high-use (or broken) parts (Cohen and Wille, 2006). The 
spare parts (or spares) specifically referred to in this study are the replacement parts 
needed for aircraft maintenance—they are considered “spares” because the primary ones 
(the ones being used) are already installed on the aircraft. 
The maintenance phase of an aircraft’s lifecycle is particularly important because 
operations and maintenance comprise over 60% of the total lifecycle cost of an aircraft. 
Reference Table 5, maintenance includes both part repair and replacement, but only part 
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replacement will be considered in this study (Office of the Secretary of Defense, Cost 
Assessment and Evaluation Program, 2014). Parts here are considered to be replaceable 
parts of a product (reference Table 5) or system, and the purpose of replacing these parts 
is to maintain the product or system operating throughout its useful life.  
Term Definition  
(per U.S. Federal Aviation Regulations, 14CFR1.1) 
Maintenance Inspection, overhaul, repair, preservation, and the replacement 
of parts, but excludes preventive maintenance 
Major alteration   An alteration not listed in the aircraft, aircraft engine, or 
propeller specifications—  
(1) That might appreciably affect weight, balance, structural 
strength, performance, powerplant operation, flight 
characteristics, or other qualities affecting airworthiness; or  
(2) That is not done according to accepted practices or cannot 
be done by elementary operations. 
Minor alteration An alteration other than a major alteration. 
Product An aircraft, aircraft engine, or propeller 
Table 5: Aircraft Maintenance and Alteration Definitions 
Due to the complexity and cost of maintaining aircraft, the industry has undergone 
a number of evolutions in techniques for planning aircraft maintenance tasks. “The 
satisfactory performance of an aircraft requires continuous maintenance” (FAA-H-8083-
31). Maintenance interval plans are derived from the safety (integrity) programs, 
continual re-assessments of aircraft condition, and techniques such as Reliability Centered 
Maintenance (RCM) and Condition Based Maintenance (CBM). Different aircraft 
maintenance techniques are better suited to aircraft with different mission types (e.g. 
civilian/military), designs (e.g. passenger/cargo), and operator preferences (FAA 
Advisory Circular 120-16F). It should be noted that the reliability engineer typically selects 
from these philosophies to fit scenarios of parts and operations like a baseball pitcher 
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picks pitches for the batter and the count—and mixes pieces of each to add even more 
options. Thus, these philosophies are described as guides, not as absolutes. These 
philosophies are explained in order to help the reader understand why aircraft part 
replacement is important, and thus to understand the assumptions made in this study. 
2.1.1.1 Traditional Overhaul-Based Maintenance Philosophy 
Early philosophies relied heavily on the concept of overhauls due to insufficient 
knowledge of the part or system lives or wearout characteristics (FAA ADS-79C-HDBK, 
2012). Overhauls are typically scheduled at an interval related to the engineers’ best 
estimate of the shortest life of a system (based on whatever data is available), and typically 
involves disassembly, paint/coating removal, cleaning, inspection, repair/replacement of 
sub-components as dictated by the manufacturer and/or inspection results, re-application 
of coatings, reassembly, and some form of testing (Srinivasan et. al., 2007). Many efforts 
have been undertaken to develop heuristics to determine the best overhaul interval, such 
as the oil analysis program used by the US Department of Defense and by commercial 
operators (Wang and Zhang, 2005). However, no matter the interval, an overhaul still 
results in most (or all) of the parts in an assembly being disturbed and inspected in order 
to prevent any one of them from failing at some unknown future time. Not only is this 
wasteful of effort, but the act of disturbing and reassembling those parts can (and often 
does) cause failures (Drury, 2000).  
Closely related to overhaul is a time-change philosophy. In some cases a part or 
assembly is simply replaced after a certain number of operational hours or cycles. This is 
naturally one of the most expensive ways to achieve aircraft safety, but it continues to be 
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done for certain parts in certain circumstances. Fortunately, the forecasting process is 
relatively easy for a requirement to replace a part after a known number of days, 
operational hours, or operational cycles. Unfortunately, this wastes potential future use 
of an otherwise good part, and as with an overhaul it may cause failures simply due to 
installation errors in assembling the replacement part into the aircraft. Because there is 
aversion to discarding parts that still have useful life, this philosophy of parts 
management is avoided as much as possible. 
2.1.1.2 Reliability-Centered Maintenance Philosophy 
RCM was developed to prevent this unneeded (and often harmful) maintenance. 
RCM is a means of logically determining maintenance actions and times based upon the 
design characteristics of the individual parts of the equipment. This logical determination 
of maintenance actions is based upon “step-by-step, ‘yes/no’ decision diagrams which 
consider the effect on the aircraft if the part should fail” (Welch, 1984). 
Document Number Document Owner Document Title 
MSG-1 
Updates: MSG-2, -3 
Maintenance 
Steering Group 
Airline/Manufacturer Maintenance Program 
Development Document 
Pamphlet 750-40 U.S. Army Guide to Reliability Centered Maintenance 
for Fielded Equipment 
MIL-STD-1843 U.S. Air Force Reliability-Centered Maintenance for 
Aircraft, Engines and Equipment 
MIL-HDBK-266 U.S. Navy Application of Reliability-Centered 
Maintenance to Naval Aircraft, Weapon 
Systems and Support Equipment 
MIL-STD-2173 U.S. Navy Reliability-Centered Maintenance 
Requirements for Naval Aircraft, Weapons 
Systems, and Support Equipment 
00-25-403 U.S. Navy Guidelines for the Naval Aviation 
Reliability-Centered Maintenance Process 
Table 6: Reliability Centered Maintenance Policy and Guidance Documents 
34 
 
RCM entered aviation maintenance due to the commercial need to open new 
markets with larger and more efficient aircraft (such as the Boeing 747) and the military’s 
need to maintain affordable airpower with more complex aircraft. Since the introduction 
of RCM into civilian and military maintenance philosophies (reference Table 6), marked 
improvements have been realized. The philosophy was so successful on the Boeing 747 
that it was adapted and applied to the DC-10, the L-1011, and new developed Boeing 
aircraft (Smith, 1993). In spite of the greatly increased size of these aircraft, the cost per 
flight hour of civilian aircraft maintenance for major U.S. airlines remained relatively 
constant (and even decreased slightly) during the period that RCM was introduced to 
aircraft maintenance practices (1967 through the 1990s, reference Smith, 1993). The 
military has saved countless man-hours in aircraft maintenance, especially on those new 
aircraft designed with RCM philosophies; for example, the F-16 exhibited a 27% reduction 
in maintenance time over initial estimates (Welch, 1984). Also significant, the U.S. Air 
Force realized more than an 80% reduction in Class A Accidents (more than $1M in 
damage or the loss of life) per 100,000 flight hours since 1968—due to a host of safety-
related factors, including a reduction in maintenance-induced failures (Flying Safety 
Magazine, 2007). 
RCM retains the overhaul or time-change maintenance philosophies, but favors 
the use of inspections to determine the pre-failure indications or to find hidden failures of 
less vital items. Where overhauls and time-changes are used, those are based on better 
knowledge of each part’s reliability. For instance, the U.S. Navy’s MIL-HDBK-2173(AS) 
defines RCM tasks, in order of preference, as:  
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 Lubrication or Servicing, defined as in ATA standards and intended to be daily or 
between flights;  
 On Condition, “Scheduled inspections to detect potential failures, or to meet 
calibration performance requirements” 
 Hard Time, “Scheduled removal of all units of an item before some specified 
maximum age limit, to prevent functional failure” 
 Combination, the use of two or more of the above techniques; and  
 Failure Finding, “Scheduled inspections of a hidden function item to find 
functional failures that have already occurred but were not evident to the 
operating crew”   
 Finally, redesign or “no PM requirement” are considered, depending on the safety 
or economic consequences of failure. 
2.1.1.3 Condition-Based Maintenance Philosophy 
Whereas RCM minimizes maintenance tasks to those required for safety ahead of 
a predicted failure (or after a non-critical failure), CBM improves the ability to predict the 
parts’ failure time. Thus, the aviation industry uses CBM to further reduce maintenance 
cost and further increase aircraft availability by deferring the RCM-defined inspections 
(or replacements) until they are absolutely required for each unique part, based on the 
unique history of that part. The Defense Acquisition University (DAU, 2006) defines the 
DoD’s current version of CBM (called CBM+) as: 
A “set of maintenance processes and capabilities derived, in large part, 
from real-time assessment of weapon system condition obtained from 
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embedded sensors and/or external tests and measurements using portable 
equipment. The goal of CBM+ is to perform maintenance only upon 
evidence of need. The desirable outcome of CBM+ is a force of maintainers 
with knowledge, skill sets, and tools for timely maintenance of complex 
systems through use of technologies that improve maintenance decisions 
and integrate the logistics processes.” 
CBM makes RCM more specific to the individual part and its unique condition 
and use. The traditional RCM approach defines fleet-wide requirements based upon 
initial testing and supplemented with fleet-wide in-service data. The CBM approach of 
adding prognostics adds a regular (typically automatic) analysis of part conditions 
(Butcher, 2000). From this additional analysis of (near-) real-time operational and wear 
information, CBM predicts failure based on the equipment real-time or near-real-time 
operations, cycles, temperatures, time-stress environment, and physical indicators of 
pending failure (Karl, 2005).  
Real-time prognostic analysis improves upon the RCM predictive maintenance 
cycles in various ways: for some parts, it allows scheduling a maintenance task based 
upon the time between indication of failure and actual failure; for some parts, it may 
estimate the remaining useful life of each part; and for other parts it may provide a means 
to delay the initial inspection while still retaining the need for recurring inspections. CBM 
further assists the aircraft industry objective of transitioning from a schedule-based 
maintenance approach (with numerous unplanned events) to an approach that triggers 
maintenance activities and spare parts buys based on the actual and/or projected 
condition of a weapon system or its parts.   
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2.1.1.4 Service Life Extension Program 
A Service Life Extension Program or (SLEP) is sometimes used as an alternative to 
a series of individual inspection and replacement tasks; thus, it has some characteristics 
similar to an overhaul. A SLEP consists of modification(s) “to fielded systems undertaken 
to extend the life of the system beyond what was previously planned” (DAU, 2012). The 
advantage to a SLEP (sometimes used to describe a structural life extension program, with 
the same acronym) includes the following: 
 Grouping similar jobs,  
 Pre-planning for those jobs completely,  
 Creating a relatively predictable demand schedule for replacement parts (vastly 
reducing forecasting challenges), and  
 Minimizing repetitive inspection tasks.  
A SLEP may be required by design or simply due to changing operational 
conditions. For example, Lockheed recommended a SLEP-like package to the USAF to 
double the C-141’s economic life (Lockheed, 1986). Some maintenance philosophies 
depend upon a SLEP, such as the Navy’s use of a Safe Life design for airframe 
management. Some aircraft fleet managers implement a SLEP when a Cost-Benefit 
Analysis (CBA) shows that the single SLEP project is more desirable than performing the 
expected inspections and repairs individually throughout the system's lifecycle. 
A SLEP is costly in much the same way that an overhaul is costly—it involves a 
large amount of work at a single time, and a replacement of numerous parts at once. The 
parts replaced may have remaining useful life which is therefore lost in the process of 
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conducting the SLEP. However, the SLEP saves money by avoiding other lifecycle costs 
as noted above. Therefore SLEPs are accomplished when the engineering and 
programmatic communities have evaluated the lifecycle sustainment options and 
considered the cost of the SLEP to be less than the cost of long-term inspections and 
repairs of the same parts. Keating et al. (2010) provides an example analysis of the costs 
and benefits of performing a SLEP (specifically on the F/A-18E/F). 
2.1.1.5 Summary: Aircraft Programs 
Aircraft maintenance programs differ across aircraft types, part types, and original 
engineering organization. In fact, aircraft maintenance programs may change over time 
for a particular aircraft type, or may be implemented differently by different operators of 
the same aircraft type. What remains the same in each of these types of programs is the 
intent to keep aircraft safe and reliable for further operations. And that intent requires 
some measure of replacing parts. It is in this context that item managers for aircraft parts 
buy spare parts for the aircraft. 
2.1.2 The Complexity of Aircraft Spares Decisions 
Aircraft spares availability directly impacts the ability to complete scheduled and 
unscheduled maintenance, just as scheduled and unscheduled maintenance drives the 
needs for aircraft spares. But defining the need for aircraft spares is not as simple as 
selecting a critical “thing” and stocking it. One cannot solve the aircraft spares problem 
with just a spare aircraft, or just with spare tires. Each individual part, sub-assembly, 
assembly, and functional end-item must be considered for possible sparing. Most aircraft 
parts are too complex for insourcing—eliminating the “Make” option from the Supply-
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Chain Operations Reference Model (2003). This yields complexity not just in the number 
of parts to stock, but in the endless combinations of ways parts may be stocked. Thus, the 
aviation industry deliberately assesses which spares should be stocked. 
A particular type of problem arises frequently in the maintenance of fleets of 
complex systems (specifically airplanes): the need to replace a single part when that part 
is actually an assembly and the replacement part could be a repaired unit or a newly 
purchased unit. Taken abstractly, this situation can be modeled as a series of single 
variable problems: first, consider the needs for the top-level assembly with respect to the 
overall aircraft, and forecast for those parts to support the aircraft’s availability 
requirements; next, look at each sub-component in the same way, forecasting the 
availability of those parts required to meet availability needs of the higher-level assembly; 
finally, continue the process until each separable part has been analyzed. In steady-state 
conditions without major perturbations in repair time or manufacturing time, this method 
is indeed effective, although not always the most efficient. In the face of real-world 
dynamic conditions, this method can perform poorly because non-availability of any 
single (lower-level) part can drive bottlenecks in other (higher-level) parts that are 
assembled from the non-available part. An optimization of the entire spares supply chain 
is preferred; moreover, the model supporting that optimization can be used to more 
accurately understand the dynamics of the real world. 
The complexity of managing all of these spares is immense, and its magnitude may 
be illustrated by considering the U.S. Department of Defense (DoD). According to Larry 
Klapper (1999) “DoD supply chain managers manage approximately 5 million 
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consumable and reparable parts that are procured from more than 100,000 suppliers and 
distributed to more than 30,000 customers.” The U.S. Air Force (USAF) alone has 
approximately 17,000 active depot reparable stock numbers (each part of a different 
design is generally a stock number), with about 200,000 total stock numbers. Each of these 
stock numbers (part designs) requires an individual level of repair analysis (LORA). The 
Defense Acquisition University’s “ACQuipedia” (n.d.) defines a LORA as:  
“[An] analytical methodology used to determine where an item will be 
replaced, repaired, or discarded based on cost considerations and 
operational readiness requirements. For a complex engineering system 
containing thousands of assemblies, sub-assemblies, components, 
organized into several levels of indenture and with a number of possible 
repair decisions, LORA seeks to determine an optimal provision of repair 
and maintenance facilities to minimize overall life-cycle costs.”  
A typical LORA process identifies the assembly and its expected demand quantity 
per unit time (typically by its expected mean time between failure, MTBF) in order to 
determine a top-level supply need. Ideally, a Failure Modes, Effects, and Criticality 
Analysis (FMECA, or the similar Failure Modes and Effects Analysis, FMEA) is performed 
on the part to determine which of the sub-components are most likely to cause the higher 
level failure. The Defense Acquisition University’s (DAU’s) “ACQuipedia” (n.d.) states 
that an FMEA “systematically identifies the likely modes of failure and the possible effects 
of each failure on mission completion.” Also according to the “ACQuipedia” (n.d.), the 
FMECA “addresses the same features as the FMEA; however, the FMECA additionally 
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addresses the criticality of each effect on mission completion, environmental impacts, 
health hazards, and system safety.” 
In developing a LORA, engineers and equipment specialists then determine the 
tooling and specialized labor required to change and/or repair these individual sub-
components. Sometimes the top-level assembly will be removed from the weapon system 
(aircraft) and shipped back to the supply location, other times a minor on-site repair is 
possible (e.g. replacement of an internal battery or performing a structural repair in a 
back-shop). In some cases, the ideal repair entails replacement of a major sub-component 
of a part (e.g. a circuit card of an avionics box) but in a way that can be performed only at 
a particularly equipped repair facility.  
Based upon this understanding of the skills and equipment needed to perform the 
repair, the LORA then defines the maintenance level for the particular part. Generally in 
the DoD there are two levels of maintenance. The Maintenance Policy and Programs 
Office of the Office of the Assistant Secretary of Defense (Logistics and Materiel 
Readiness) defines depot-level maintenance as entailing “materiel maintenance requiring 
the major repair, overhaul, or complete rebuilding of weapon systems, end items, parts, 
assemblies, and subassemblies; manufacture of parts; technical assistance; and testing” 
(OSD, n.d.). Less complex maintenance is performed by the field level, which the 
Maintenance Policy and Programs Office defines as “shop-type work as well as on-
equipment maintenance activities at maintenance levels other than depot” (OSD, n.d.).  
Based on the results of the LORA for each part, the tooling and equipment are 
established at the repair locations. Consider two examples: a military-specific gun system 
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and a commercially available Global Positioning System (GPS) avionics box. In the former 
case, the complex recoil components would likely result in a LORA determination that a 
specific military repair depot should be established. Conversely, it would not generally 
be economical to establish an operator-unique depot for a GPS avionics box which is 
common throughout the military and commercial industries. 
While the LORA will define the most economic level of assembly to repair a part 
(by itself or its sub-components), the predicted economies do not always materialize in 
reality. What a LORA considers a non-reparable part may simply be a reparable part that 
is not economical to repair. This, coupled with the spares limitations caused by the lumpy 
demand patterns in real fleets (versus static estimated rates), often causes new levels of 
repair to be established for parts that were originally intended to be replaced. The 
solutions to this problem are many, but they include increases to the numbers of parts in 
supply (safety stock), strategic relationships with suppliers who can manufacture the 
parts on-demand, and in-house manufacturing. However, when a fleet manager increases 
the spare part safety stock this action also increases the operator’s holding costs. Supplier 
relationships may allow for production of parts faster than under normal conditions, but 
the airplane must still wait for the replacement part—and the U.S. Government is (by law) 
highly restricted in its ability to make strategic supplier relationships. In-house 
manufacturing requires expensive spare tooling and expertise, constant re-qualification 
of operators to make different parts, and aircraft down-time awaiting the custom 
processes of planning, manufacturing, and testing the replacement part. Thus, the aircraft 
spare parts process presents numerous opportunities for continuous improvement. 
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2.1.3 Differences from Other Spares Demands 
Understanding the need to study aircraft spare parts demands requires 
understanding the impacts of the lumpy nature of aircraft spare parts demands. While the 
aircraft industry uses extensive specialized engineering, integration, manufacturing, 
tooling, and assembly, none of those factors should inherently make the aircraft spare 
parts demand patterns appear lumpy or otherwise unpredictable. Many industries use 
parts designed with minimal engineering margins, assembled with complex tooling, and 
comprising highly integrated features. For example, a cellular telephone requires 
complicated integrated structures and customized fabrication methods (reference, for 
example, U.S. Patent No. US7619901 B1 and Kamal et. al. 2007). Likewise, the engineering 
required for a cellular telephone must consider complex requirements from human factors 
to environmental regulations (Agar, 2013). It is thus wholly insufficient to attribute the 
lumpiness of aircraft spares demand patterns to aircraft complexity; thus, this study seeks 
to find what characteristics of the aircraft environment cause lumpiness (and erratic and 
intermittent nature) in the aircraft spare parts demand patterns. A comparison to the 
pharmaceutical industry shows the need for a specific aircraft-focused study. 
Consider this example as a very extreme case of lumpiness in the pharmaceutical 
industry (note that this only uses publically available information). In 2004, the U.S. ran 
out of the drug that is vital for survival from most venomous scorpions’ bites. The 
shortage was triggered in 1999 when the one dedicated doctor who made the drug retired. 
It has not been economical for any other company to gain certification to make the drug 
(Stark, 2011). Arizona State University recently worked with the Food and Drug 
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Administration to bring a Mexican-produced drug into the U.S.—now marketed as 
Anascorp® (Anascorp Web Site, 2013). About 11,000 to 17,000 people are stung each year 
in the U.S., and only small children and those with severe immune problems (or allergies) 
typically need the anti-venom. Assume that this results in a total market need of about 
2,000 patients per year (Davis, 2013). This case demonstrates that a market of 2,000 to 
17,000 patients per year is (nominally) below the economic production quantity of a drug. 
This anti-venom costs about $100 per dose in Mexico, and a recent article claims 
that it costs $12,800 per dose in Arizona (Lumpkin, 2012). 5 or 6 doses are needed to 
counter a scorpion sting. Scorpions are only found in 13 U.S. states, and those are among 
the least populated states. The total population in the 13 states with scorpions is 82.25M 
people (in the 2009 U.S. Census) and there are 1650 hospitals in those states. If 2000 
patients per year out of 82.25M people need the anti-venom, then one in 41,121 people 
need the anti-venom annually; moreover, each hospital will most likely use the anti-
venom about once pear year (if the distribution of demands roughly equals the 
distribution of the hospitals throughout those states). If each of the hospitals was required 
to keep anti-venom in stock, then assume that they keep a full supply for one patient (6 
doses) with the option to overnight some from another hospital if there are two patients 
(assuming the doses are not all issued in one day and can be split between patients). Other 
than hospital pharmacies, no pharmacy would need one—because there would be no 
demand for the anti-venom other than at hospitals with doctors trained to administer it. 
Considering this economically, each hospital would need to stock $600 worth of 
drugs (at prices in Mexico). Assuming that the drug is inflated 200% in price when it is 
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imported to the U.S., then each hospital holds $1800 in stock. Assuming that the drug shelf 
life is four years (from the end of production of the earlier drug to the end of its supply), 
then every year costs the hospital $450 to replace this safety stock—unless it is used. This 
neglects the time value of money for simplicity. 
Now assume that one patient is attacked by a scorpion and arrives at that hospital. 
If the hospital (e.g. in Arizona) receives that patient and uses just one dose of the anti-
venom then the payback for having held the entire stock (6 doses) is 10-fold. Even after 
this news story broke in 2012 and the Arizona hospitals reduced the price per dose by 
80%, the hospital would still pay for its entire investment in safety stock with just one 
dose issued to just one patient (Alltucker, 2012).  
This oversimplified example obviously neglects the reorder time from a 
manufacturer who may need to re-certify or re-obtain export/import licenses. However, it 
shows that in the pharmaceutical business a lumpy demand pattern can easily be 
addressed by passing the price to the customer. Moreover, U.S. Federal Law allows 
monopolies on drugs that are used by less than 200,000 people per year (U.S. Public Law 
97-414). The cost to enter the healthcare market (to start a new hospital or drug company) 
is high, and customer selection is low (with customers generally going to just the hospital 
closest to them, not to the one with the cheapest anti-venom). Thus, the cost will always 
be passed on to the patient. 
Now contrast that drug example with the aircraft industry. If a drug that only 
services 2,000 to 17,000 people per year is an extremely lumpy drug demand pattern in 
the United States, then consider an extremely lumpy aircraft spare part demand pattern 
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in the USAF. The USAF defines a risk as being improbable if it has a chance less than one 
in a million of happening in a single flight hour (Air Force System Safety Handbook, 2000). 
Even if this event is improbable, if the result would be catastrophic (e.g. loss of life or an 
airplane), then it must be prevented.   
Assume that an aircraft flies 1000 hours per year (very high for the USAF) and that 
there are 100 in the fleet. This means that there would be a 1 in 100 chance of a failure in 
a year if the part had a 1:1,000,000 risk of failing in any flying hour. 
𝑝𝑓 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡 =  1/1000000 =  𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝐹𝑎𝑖𝑙𝑢𝑟𝑒 
𝑝𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡 =  1 − 1/1000000 =  𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑆𝑢𝑟𝑣𝑖𝑣𝑎𝑙 𝑝𝑒𝑟 𝑓𝑙𝑦𝑖𝑛𝑔 ℎ𝑜𝑢𝑟 
𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡 =  (𝑝𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡)
(1000 ℎ𝑜𝑢𝑟𝑠)  =  0.999 
𝑝𝑓 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡 =  1 − 0.999 =  0.001  
𝑝𝑓 𝑝𝑒𝑟 𝑓𝑙𝑒𝑒𝑡 =  [1 − (𝑝𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 𝑝𝑒𝑟 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡)]
(100 𝑎𝑖𝑟𝑐𝑟𝑎𝑓𝑡)  =  0.999100  =  0.01 
Assuming that this part is inspected on every airplane every year and only 
replaced on evidence of pending failure (approximately the goal), then the demands per 
year are 1 in 100. The actual inspections tend to be every five to seven years in an actual 
USAF example, but the relative numbers are close enough for this comparison. Unlike the 
anti-venom that can be borrowed from another pharmacy (or another country), this 
aircraft spare part example covers the extent of the fleet. There are no other aircraft of this 
type in the world (e.g. the C-5). Likewise, the U.S. taxpayer is the only customer that the 
USAF can charge for a safety stock holding cost. 
It is easy to see that the stocking decisions for the anti-venom are much easier than 
those for the aircraft spare part. The return on investment for the drug is far greater than 
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the return on investment for the aircraft spare part. This assessment is clearly true even 
without considering variations in demands (from the expected demand levels) and 
resultant needs for safety stocks.  
Furthermore, if one considers a decision method based upon minimizing the 
maximum losses, holding enough drugs for an expected demand results in a much 
smaller percentage loss than holding the aircraft spare part. Assume that the spare part 
lasts for forty years on the shelf (versus a four year drug shelf life). The hospital would be 
more confident in holding a stock of the drug than an operator would be in holding a 
stock of the spare part. Some other hospital may need the drug at the last minute, so an 
overnight shipment may still result in a profit with only days left to go on the shelf life. 
Conversely, the aircraft operator may be the only operator of that unique aircraft (if 
military) or one of very few operators who are all in competition (e.g. two intercontinental 
airlines).  
Thus, the aircraft spare part merits special study because the stocking/sparing 
decisions for aircraft are much less cost-effective than in other industries with lumpy 
demand patterns. It is assumed that these decisions are similar to the demands of other 
large, complex, and relatively rare capital equipment. However, this study specifically 
focuses on aircraft spare parts in order to confine the research to a definable set of 
conditions. 
2.1.4 Differences Between Aircraft Fleet Types 
The operational usage of aircraft directly impacts the development of a stocking 
program to support those aircraft; therefore, a brief review of operational usage is merited. 
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It is well-known in the industry that the usage of most USAF aircraft differs from the 
usage of most commercial aircraft. It will be seen that the effects of this aircraft usage are 
on the types of failures and the annual spare part order quantities. It should also be noted 
that the usage cycles can be more important than the usage severity when planning for 
future (or full lifetime) spares demands.  
2.1.4.1 Military Aircraft Usage 
Military aircraft exist to conduct battle, but more specifically to concentrate force 
on a certain adversary for a certain time; otherwise, those aircraft are used in training, 
logistics, and preparation for combat. During peacetime, many military fighter aircraft fly 
approximately 300 hours per year. Military transport aircraft operate between 400 and 
1000 flight hours per year (reference Table 7).  
Aircraft 
Type 
(Mission 
Design) 
Annual Flying  Hours 
(per aircraft) 
Citation 
Peacetime 
Average 
Wartime 
Average 
KC-X 489 750 (Aero Strategy Management Consulting, 2010)  
C-5 667 1627 
(Chow, 2003) C-141 825 1640 
C-130 400 789 
Table 7: U.S. Air Force Transport and Tanker Average Annual Flying Hours 
Military aircraft usage during crises is much higher. Fortunately, the United States 
has not engaged in peer-to-peer combat in recent years, but whenever the United States 
uses its combat aircraft in wartime their flight time increases substantially. For instance, 
during both Desert Shield and Desert Storm, aircraft sorties were considered to be double 
those of normal peacetime operations. Chow (2003) shows some of the average usage rates 
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of U.S. military transport aircraft, and shows that wartime usage can be 2-2.5 times as 
severe as peacetime use (Table 7). 
Military operational severities and environmental conditions also vary 
significantly from commercial aviation operations (Kundu, 2010). Military aircraft tend to 
operate at higher maneuvering loads much more frequently than civilian aircraft. Military 
aircraft also vary in their operational environments much like they vary in their flight 
hours. During peacetime, they tend to operate from one main operating base (or between 
established main operating bases), but during wartime they may operate from any austere 
location in any weather. Finally, military aircraft are replaced based upon national policy 
and adversary capabilities. These military aircraft are typically not replaced for economic 
reasons or calendar time (Figure 8). 
 
Figure 8: Average Age of USAF Aircraft Types (Air Force Association Magazine, 2009) 
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This utilization of military aircraft creates numerous impacts to spare part 
demands, and those factors impact each unique part in a different way. To account for the 
vastly different peacetime versus wartime demand quantities (per demand period), the 
USAF depends upon a stock of war reserve materials which are of the same type as the 
most frequently used spares but are preserved in supply pending their wartime need. 
These high wartime flight loads create a higher severity of usage than peacetime 
operations, which may severely change the usage of some parts. For instance, deployment 
to a harsh desert environment may increase the rate of wear on engine parts much faster 
than the corresponding increase in flight hours (Smialek, 1994). Finally, the relatively low 
annual flight hours coupled with the less predictable replacement time both combine to 
create a continuing stream of spare part demands far beyond the time when commercial 
equivalent aircraft have retired.  
Just as important, overall usage of aircraft in the Department of Defense depends 
upon Congressional funding. When that funding is reduced, flying hours are reduced. 
This reduction in flying hours reduces demands. As a result of the 2013 Sequestration, 
DLA noticed an 18% decrease in demands (Morefield, n.d.). While the supply manager 
may first focus on the threat of over-purchasing spares (with limited resources), the need 
to provide unique spares on-demand does not change. 
While factors such as war and sequestration will impact parts that fail frequently 
on an aircraft, those parts that wearout over time may not be impacted as much. Aircraft 
fleet managers usually work to level out these effects over the life of the aircraft. Yet time 
is a two-edged sword. Consider, for instance, that almost all Boeing 707s have retired, but 
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that military equivalents to the Boeing 707 will continue operations for another 10-20 years 
(Tigner, 2014). Parts that wearout toward the end of the service life of a U.S. military 
derivative of a 707 will be difficult to replace because the larger fleet of commercial aircraft 
have been retired—and their spares are no longer stocked. 
2.1.4.2 Commercial Aircraft Utilization 
Commercial aircraft typically operate with much more regular flight hours than 
military aircraft. Most commercial aircraft with the airline industry operate at a relatively 
consistent number of flying hours per day (Mack et al., 2013). Not only are commercial 
aircraft used more, but their usage is also at a much more constant level of flight hours 
than military aircraft. Civilian airlines will generally fly aircraft at a constant rate (flight 
hours per month) on similar missions until they are returned (if leased), repurposed to 
new routes due to major operational changes (infrequent), or sold to other operators.  
Because civilian aircraft generally do not perform the severe maneuvers that are 
performed by military aircraft, many commercial aircraft track major part lives in terms 
of cycles (defined as ground-air-ground, or as one complete mission of take-off, cruise, 
and landing) versus the number of flying hours. In commercial service, two aircraft of the 
same type may gain significantly different numbers of cycles (per year) based upon (for 
instance) one operating an international route and another operating a series of short high-
density routes between major hubs. However, the fuselage fatigue, landing gear wear, 
and engine stresses are much more related to the number of cycles that these aircraft fly 
than to the length of the route flown. According to a Federal Aviation Administration 
official: 
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“’Aircraft lifespan is established by the manufacturer…and is usually 
based on takeoff and landing cycles. The fuselage is most susceptible to 
fatigue, but the wings are too, especially on short hauls where an aircraft 
goes through pressurization cycles every day.’ Aircraft used on longer 
flights experience fewer pressurization cycles, and can last more than 20 
years.” (Petrakis, 2008) 
Commercial aircraft replacement decisions are also more easily defined and 
(therefore) more frequent. Fuel costs and the economics of passengers and routes drive 
the airline replacement decisions, although maintenance and pilot certification costs are 
also factors. Consider (for example) that Singapore Airlines’ Annual Report (2010/ 2011) 
shows that its revenue from April 2010 to March 2011 was $14.5B, of which $4.6B was 
spent on fuel. Because commercial airlines operate aircraft at much higher numbers of 
flying hours per day, fuel cost is a much greater portion of the overall operations budget, 
and replacement with more efficient aircraft is frequently justified financially. Similarly, 
Boeing’s standard for commercial aircraft economic service life is 20 years. While the 
Federal Aviation Administration (FAA) no longer tracks the age of aircraft flying in U.S. 
airlines, the FAA’s March 2007 Aviation Forecast Conference may be used as a guide, and 
shows that in 2006 the U.S. airline fleet ages ranged from 9.5-18 years (Greenslet, 2007).  
2.1.4.3 Impacts on Spares Demands 
Summarizing the above-described patterns of usage, commercial aircraft are used 
more consistently (on a day-by-day average), more often per day, and for a shorter 
calendar life than military aircraft. It would be logical to therefore assume that commercial 
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aircraft spares demands should be much more consistent (with fewer variations about an 
average) than military spares demands. While commercial airlines have highly critical 
aircraft parts with low demand quantities (per demand period), in general the patterns of 
commercial airline operations (as described above) should allow more accurate spares 
demand forecasting than military operations. 
Yet if the commercial aviation spares demands should be easier to predict, then easy 
must be considered a relative term. Scores of papers are written about the unpredictable, 
lumpy, and intermittent nature of commercial aircraft spare parts demands. Of special note, 
Syntetos, Keyes, and Babai (2009) concluded in their study of commercial aircraft spare 
part demand patterns: “Given the frequency with which [intermittent] patterns are 
encountered in practice and given the difficulties associated with their effective 
management, further quantitative and qualitative research into the area of intermittent 
demand management would appear to be merited.” This dissertation provides that further 
research. 
The Syntetos, Keyes, and Babai (2009) study is like many others that identify 
elements of the aircraft spare parts demands problem and theorize reasons for the 
problem, but it offers few solutions. Theories for the variations in demands range from 
weather to usage cycles to maintenance cycles. Unfortunately, the solution remains 
elusive—for instance, if maintenance cycles were the source of the problem, then why 
would commercial aircraft (with much more predictable use and maintenance) have 
similar spare parts demand problems as military aircraft? This dissertation will seek a 
new explanation for the problem, and a new solution. 
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2.2 Review of Forecasting Heuristics and Models 
Before considering specific commercial aviation spares stocking programs or 
military spares stocking programs, a review of the basic methods (heuristics and models) 
of demand forecasting illustrate the overall state-of-the-art in this area. Many such 
methods integrate both historical demands and the impacts of sales drivers, marketing, 
and overall market trends (e.g. the increase in sales due to the decrease of price). Various 
sources are available with detailed reviews of these other complex customized models 
(e.g. Hanssens, Parsons, and Schultz, 2001), but this review focuses on the essential 
concepts of forecasting methods (versus investigating extensive specific details). This 
review of forecasting methods (reference Figure 9) is necessary because many forecasting 
methods are based on the same basic principles—those have direct relevance on this 
study. 
The fundamental managerial need to plan requires some type of forecast in order 
to anticipate future requirements. Thus, countless forecasting methods exist, and have 
been further developed and refined over time. This section of the dissertation gives a brief 
overview of many of the most common forecasting methods. To understand these 
methods and their application to aircraft spare parts forecasting, consider them in a 
hierarchy of categories (reference Figure 9). 
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Figure 9: Hierarchy of Forecasting Methods 
To be able to discuss these methods productively, references to time must be 
carefully defined. This study focuses on forecasting and on the various factors that impact 
forecasting, and all of these are related to time. Specific time definitions are required due 
to the importance of the time variable in forecasting, demand characterization, reliability, 
and the sequence of events. For instance, real time is a continuous metric, but the science 
of forecasting considers demands (past, present, and future) in discrete periods of set 
length—that length is referred to in this dissertation as 𝜔. Conversely, reliability concerns 
the instantaneous probability of failure at any point in (continuous) time. The various time 
definitions for this dissertation are defined in Figure 10. 
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Time Definitions 
←                                    Continuous Time, t                                    →  
Discrete Times: 
   τζ=1 τζ=2 … τm τζ=φ τφ+1 
τζ=1 τζ=2 … τζ … τη    
← ω → ← ω → … ← ω → … ← ω → … ← ω → ← ω → 
         
Where:        
𝜏 A time period of length ω 
𝜔 Length of any time period τ 
 Generic time period index, see notes 
 Index of the last time period of a set of time periods being studied 
𝑚 Number of periods used for a moving average forecast 
𝜙 Index of the time period being forecasted 
And Thus:  
𝐷𝜏 Demand (simulated or real world) in an unspecified time τ 
𝐷ζ Demand (simulated or real world) in the time period with index ζ 
Notes:  
  is used as a counter from (1) to (𝑚, , or 𝜙) or beyond (e.g. 𝜙 +  ) as 
required by the context of the equation 
  
Figure 10: Definitions of time as used in this dissertation 
This dissertation uses a specific terminology for time periods. As noted, reliability 
science refers to continuous time (𝑡). This must be converted to discrete time (𝜏) in order 
to relate to forecasting science. For this dissertation, a “time period” refers any length of 
time—it is non-specific unless further qualified. A “failure period” is a reliability-related 
time period of length (𝑡2 – 𝑡1) in which failures occur. A “demand period” refers to that 
length of time (𝜔) used in the process of recording the demand history. The demand 
history consists of demands associated with a number of demand periods (e.g. demand 
period τ1 through 𝜏𝜙−1) and used to forecast future demands (e.g. the demand in period 
𝜏𝜙). The subtle difference is used to highlight that failures happen at times fundamentally 
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driven by the reliability of the part and its usage. Failures are not driven by the length of 
time selected by the forecasting professional for the forecasting program.  
A sequence of demands is a “demand pattern.” Where it is important to 
differentiate between historical and future demand periods, further qualifiers are used. 
Historical demand periods refer to prior time periods in which actual demands were 
recorded (and thus available for forecasting). A demand pattern which has all occurred in 
the past (and is typically used for forecasting the future) is a demand history. Future 
demand periods refer to future times in which actual demands (≥0) are anticipated but 
not yet recorded. Other qualifier terms (e.g. prior, last, next) are used where necessary to 
be more specific than the terms historical or future. 
This differentiation between period-related names need not be confusing to the 
reader, as it is intended to clarify. Most importantly, the length and sequential numbering 
of the failure periods and the demand periods are (in this dissertation) the same. Note that 
the slices of time used to study reliability are arbitrary but remain constant once selected, 
just as the slices of time used to study demands (and to forecast) are arbitrarily selected 
by the forecasting professional. Note also that the purpose of this dissertation is to use the 
reliability sciences to understand the expected outcomes of the application of forecasting. 
For these reasons, the arbitrary “failure period” length and sequential numbering will (in 
this dissertation) exactly equal the “demand period” length and sequential numbering. 
However, the terms (failure period versus demand period) are used specifically (and not 
interchangeably) to relate to the different reliability and forecasting sciences 
(respectively). 
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One additional period name is used in this dissertation, mostly for convenience. 
The fact that fleets of aircraft are often not purchased simultaneously (all at one time) is 
explored in this dissertation. Because aircraft can be purchased in any infinite sequence 
(e.g. low rate initial production, full rate production, monthly, or annually), this 
dissertation considers them to be purchased at a fixed rate over a certain amount of time. 
For ease (and consistency of units), this length of time is expressed as the number of 
demand periods over which the aircraft are purchased, recognizing that demands are 
possible for parts that fail on the first aircraft even as subsequent aircraft are purchased. 
To highlight that this is a convenient tie to the demand periods, the number of demand 
periods over which the aircraft are purchased (at a constant rate) is referred to here as the 
Buy Period. 
Finally, recognize that a demand can be zero or non-zero and that much of this 
dissertation focuses on the tendency of aircraft spare parts to have many demand periods 
with zero demands. Because this characteristic is important and is referred to regularly, it 
is therefore also given a name. A zero demand period refers to a demand period (either 
historical or future unless otherwise qualified) in which the number of demands is zero. 
A non-zero demand period refers to a demand period (also either historical or future 
unless otherwise qualified) in which the number of demands is non-zero. Note that this 
terminology refers specifically to the fact that a demand period experienced 0 demands 
or >0 demands, and that it is therefore different from the concept of the sequential 
numbering of demand periods, which is addressed in this paper with specific symbols 
(e.g. , , and 𝜙).  
59 
 
2.2.1 Category 1—Qualitative Methods: 
Various methods are grouped into the category of qualitative forecasting, and 
these are divided here into two sub-categories: internal, concerning the expertise within 
an organization or group; and external, concerning some attempt to gather information of 
the anticipated future. Qualitative methods have always existed in forecasting, and 
specifically in aircraft spare parts forecasting. Some studies seek to model the effectiveness 
of these qualitative based forecasts through fuzzy functions that attempt to reconstruct 
human judgment, for example Batyrshin and Sheremeto (2007) and Cheng and Lin (2002). 
However, the review in this chapter focuses on the process of qualitative forecasting and 
general errors versus any effort to model that qualitative forecasting. 
The Delphi method is commonly studied as a qualitative forecasting method, 
reference for instance Gupta and Clarke (1996). The Delphi method generally depends 
upon the estimates of a group of individual experts to create a forecast (Makridakis et al., 
1998). The Delphi method may be applicable, for instance, if a new part were introduced 
to service with no failure history and little reliability data. Experts may develop an 
opinion about the future failure pattern (quantity per unit time, and the change of this 
measure over time) by considering the history of like parts, the characteristics of the part, 
or even the history of the manufacturer. While this is often useful for the initial logistics 
planning for parts when no historical data exists, the methods are unreliable and generally 
avoided when other data is available. According to Makridakis et al. (1998), in “nearly all 
cases…where the data can be qualified, the predictions of…models are superior to those 
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of the expert.” Thus, these methods are not the preferred (or optimal) approaches for 
aircraft spares forecasting. 
The external methods require some form of data gathering, but do not fully 
associate that data in a cause-and-effect way. External methods are most useful for 
introducing new products: for instance, survey groups may be used to determine what 
percentage of the population likes a particular item that may be introduced to the market 
(Danese and Kalchschmidt, 2011). With respect to aircraft spare parts, external gathering 
of data without mathematical analysis is seldom performed by aircraft operators in this 
way because there is no “market” to survey—even, for instance, asking a peer operator 
how often he replaces a part is fundamentally a qualitative method.  
Consider the very narrow (potential) use of these market-based methods for 
aircraft spare parts. These market-based methods would only be used by the (potential) 
manufacturers of parts, who may survey operators to determine the aircraft operators’ 
anticipated needs. From those anticipated needs, the (potential) manufacturers may 
decide whether to produce particular parts. However, it is noteworthy that the aircraft 
operators would likely still use either the internal qualitative or the quantitative methods 
to develop their estimates to provide to the vendor. 
Thus, while the qualitative methods have some utility in aircraft spares 
forecasting, it has been noted that they are less accurate than models—when good models 
exist. According to Danese and Kalchschmidt (2011), “companies adopting a structured 
forecasting process [beyond qualitative estimates] can improve their operational 
performances.” People by nature will always use some form of qualitative method. Yet, 
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these qualitative methods are not reliable methods for long-term use for aircraft spare 
parts forecasting. Quantitative methods are preferred for aircraft spare parts forecasting. 
2.2.1.1 Advantages and Disadvantages 
Summarizing the above, the advantages and disadvantages of these qualitative 
methods are readily apparent.  
 Advantages: Qualitative methods in general require little computational effort, 
they require no historical data, and they can be readily completed by expert 
opinion. Thus, they are useful when no quantitative method can be used for 
aircraft spare parts forecasting—such as the introduction of a new part or 
discovery of a new failure mode on a part. 
 Disadvantages: Qualitative methods are highly subjective. Those defined as 
internal qualitative methods depend upon opinions, and any two experts may 
have different opinions. Those defined as external qualitative methods depend on 
data gathered from numerous sources with varying degrees of reliability; for 
instance, a survey may include one company with only expert opinions, and 
another with a highly developed time-series based method of forecasting. Thus, 
these methods are extremely imprecise—and due to this imprecision it is 
impossible to determine their accuracy. These are not reliable enough to depend 
upon for routine expenditures of millions of dollars in spare parts. 
2.2.2 Category 2—Quantitative Methods 
Quantitative methods of forecasting consist of those forecasting methods which 
relate some study of demands to some future projection of demands. The study of 
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demands may be a study of prior demands compared to time (time series) or may be a 
study of anticipated demands with respect to some type of event/occurrence (associative). 
A combination of the two methods is also commonly used, but does not merit its own sub-
category in this brief review. Quantitative methods are also the subject of substantial 
study, reference for instance Shim et al. (2012), Shmueli (2011), and Makridakis et al. 
(1998). 
2.2.2.1 Time Series 
Time series forecasting uses historical data concerning the prior demands for a 
part over time and then uses with a model to determine a future projected need based 
upon the past need. A large number of models are available, from the Naïve to complex 
Autoregressive Integrated Moving Averages (ARIMA). Some of the most common time 
series models are described here.  
Two notes must be made on notation. First, as noted above, each of these methods 
forecasts for a demand period 𝜏𝜙 (rather than the convention 𝑡 + 1) because 𝜏 is used in 
this study to indicate discrete time periods (versus t for continuous time). Also as noted 
above, this dissertation combines reliability and forecasting sciences; thus, to be consistent 
with the convention for reliability-based predictions (which use a current time term, not 
a “time + 1” term), the time associated with the forecast is 𝜏𝜙 (versus 𝜏𝜙+1 as is used in 
some forecasting textbooks). In this study, the subscript 𝜙 is used to indicate the demand 
period of the forecast (𝜏𝜙) or the forecast at that time period (𝐷𝜙). Finally, to differentiate 
between the many methods, an abbreviation is used in the superscript to indicate which 
model is used to make the forecast. 
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2.2.2.1.1 Naïve (Always Last) 
In simple situations, forecasting need not be difficult, and tomorrow may be just 
like today. If there were no systematic time-based changes at all in the demand patterns 
for aircraft spare parts, the best forecast might be to simply use the last demand as the 
indicator of the next demand. Weather forecasters refer to this as the “persistence” method 
of forecasting weather—that tomorrow’s weather will be like today’s (Silver, 2012). 
Naturally, the drive for improved accuracy and flexibility drives the development of 
much higher fidelity methods. No literature has been found which reviews naïve methods 
for aircraft spare parts forecasting. This naïve method (of forecasting the same amount in 
the upcoming demand period as the last demand period) is a special case of more complex 
methods like a simple moving average and a weighted moving average. For example, this 
case is identical to a simple moving average over one historical demand period. Note that 
Chapter 7 refers to this as the “Always Last” forecasting method, to highlight this 
relationship to the other more complex forecasting methods. 
2.2.2.1.2 Smoothing (Averaging) Techniques 
The most common forms of time-series forecasting use some type of smoothing of 
historical data to predict a future need. These methods generally use averaging techniques 
including: simple averaging, moving averages, weighted moving averages, and 
exponential moving averages. Each of these techniques assumes that the steady-state 
demand is relatively constant (or that no pattern of change is readily discernible) but that 
the historical data has inherent variability about the normal (expected) value. The 
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smoothing (averaging) of the historical data identifies an expected value which is used as 
the forecast value. 
Simple Averages Simple Moving Averages 
?̂?𝜙
𝐴𝑣𝑒 = ?̅?1,𝜙−1 =
1
𝜙 − 1
∑ 𝐷𝜁
𝜙−1
𝜁=1
 ?̂?𝜙
𝑆𝑀𝐴 = ?̅?𝜙−𝑚,𝜙−1 =
1
𝑚
∑ 𝐷𝜁
𝜙−1
𝜁=𝜙−𝑚−1
 
N
o
ta
ti
o
n
: 
?̅?1,𝜑−1 Average demand from time period 𝜏1 through time period τφ-1 
?̂?𝜙
𝐴𝑣𝑒 , ?̂?𝜙
𝑆𝑀𝐴 Forecasts for time period 𝜏𝜙 
m # of periods included in the sample set (all equal times) 
ϕ Index of time period being forecasted, 𝜙 ≥ 1 
Dζ Actual usage (or demand) in demand period ζ 
Equation 3: (a) Simple Average and (b) Simple Moving Average Forecasting 
Averaging methods estimate the number needed in the next demand period using 
the average demand of prior demand periods. As discussed by Green (1997), some 
methods average all of the historical demand periods to date, while others use a moving 
average (reference Equation 3). To be useful, this method is most accurate if the usage (of 
parts in the fleet of aircraft) in the prior demand periods is highly similar to the anticipated 
usage in future demand periods. The simple moving average (MA) is commonly used in 
aircraft spare parts forecasting due to the methods’ computational ease and its 
effectiveness in some situations.  
Green (1997) also describes averaging methods with weights for each historical 
demand period, with the total of all weights equaling one (Equation 4). Larger weights 
may be used for more recent measurements if some long-term demand growth or 
reduction is anticipated. Conversely, larger weights may be used for older data if 
smoothing is desired to account for short-duration variations (noise) in the type of 
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demand pattern being forecast. While nothing prevents the use of this method for aircraft 
spare parts forecasting, practically it is not used because the Exponentially Weighted 
Moving Average (EWMA, also called Single Exponential Smoothing or SES) is 
computationally much simpler and no study (found in this search) identifies effective 
demand period weights for use in the aircraft industry. 
Weighted Average Equation: Subject To: 
?̂?𝜑
𝑊𝑀𝐴 = ∑ 𝑎𝜁−(𝜑−𝑚−1)𝐷𝜁
𝜑−1
𝜁=𝜑−𝑚
 1 = ∑ 𝑎𝑖
𝑚
𝑖=1
 
Notation: 
𝐷, 𝜙, 𝑚,  As in equation 1 
𝑎𝑖 Weighting factors 
Equation 4: Weighted Moving Average Forecasting 
“The most adopted technique for short-term forecasting is probably the single 
exponential smoothing (SES)” or simply exponential smoothing (Wallström and 
Segerstedt, 2010).  Wagner (2002) explains that this exponential smoothing “assigns 
different weights to all observed demand data and incorporates them into the forecast. 
The weight for the observations is exponentially decreasing with the latest demand 
getting the highest weight.” SES (as it is used in forecasting) was developed in the 1950s 
and is based upon Operations Research work during World War II, reference Brown and 
Meyer (1961), Gardner (1985), and Gardner (2013). “During the early 1950s, Brown 
extended simple exponential smoothing to discrete data and developed methods for 
trends and seasonality. One of his early applications was in forecasting the demand for 
spare parts in Navy inventory systems” (Gardner, 2013). There are many strategies to 
determine the weighting factor, such as an evaluation of prior demand periods and 
heuristics based upon the expected nature of the data (Green, 1997). Note that the 
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terminology “SES” will be used to identify this method throughout this study, because 
other exponential smoothing methods (e.g. Adaptive Response) are also studied here. 
Single Exponential Smoothing Model 
?̂?𝜑
𝑆𝐸𝑆 = 𝑎𝐷𝜑−1 + (1 − 𝑎) ∗ ?̂?𝜑−1
𝑆𝐸𝑆  
= 𝑎 ∑ (1 − 𝑎)𝜑−1−𝜁
𝜑−1
𝜁=1
𝐷𝜁 
N
o
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n
: 
𝐷, 𝑚,  As in equations 1 and 2 
𝜙 
Index of time period being forecasted, 𝜙 ≥1. Note that the 
exponential weighting is used for all demand periods (from 
time = 1) 
𝑎 Weighting factor, 𝑎 < 1  
Equation 5: Exponential Smoothing Model 
The advantages to the SES model are its minimization of data storage and its 
tendency to continuously adapt to current situations. The data minimization is possible 
because the form of the calculation shown (reference Equation 5) only requires storage of 
the forecast from the previous period. For these reasons, the SES method is often used in 
aircraft spare parts prediction models. For instance, the USAF uses SES in its forecasts for 
spare parts demands if an item manager or the equipment specialist has reason to suspect 
an increasing or decreasing demand quantity (per demand period) for the particular part. 
However, while SES has some advantage in adapting the MA to account for some 
unknown trend, more direct trend projection methods are possible. 
2.2.2.1.3 Trend Projection 
Whereas the smoothing (averaging) techniques assume a typical value or a non-
discernible pattern of change, trend projection assumes that the demand quantity (per 
demand period) will increase (or decrease) steadily with time. Many methods exist to 
estimate trends (as may be found in mathematical textbooks, e.g. Makridakis et al., 1998), 
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but the linear methods remain the easiest trend projections to compute. The regression 
may be through all of the data or it may be through only a set number of recent data 
points, which may be referred to as local regression (Makridakis et al., 1998) or moving 
regression (MR, reference Chapters 7 and 8). 
Linear Regression Model 
?̂?𝜙
𝐿𝑅 = 𝑏1 ∗ 𝜙 + 𝑏2 
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: 
𝐷 As above 
𝑏1 Demand growth over time 
𝑏2 Initial demand 
𝜙 Index of the demand period (τϕ) for which demand is predicted 
𝑆 Random demand variation of constant stochastic nature 
Equation 6: (a) Linear and (b) Stochastic Linear Forecasting Model 
The linear and the stochastic linear models share the same general characteristics 
of the average and MA. Linear models perform a linear regression fit through the 
historical data in the traditional form 𝑏1 ∗ 𝜙 + 𝑏2 (reference Equation 6). Thus, this method 
extends the simple average by finding a slope (𝑏1) term other than zero. The stochastic 
linear model adds a variability factor in order to explicitly address (but not necessarily 
predict) variations from the linear projection. While a linear regression is not normally 
used in aircraft spares forecasting, it is illustrative of higher-order methods which some 
have proposed for aircraft spares forecasting. For instance, an ARIMA (1,0,0) model is a 
linear regression of the data (Makridakis et al., 1998). 
This basic trend projection method depends upon a regression of a set or all of the 
data requiring considerable computational effort. While regression may not be 
computationally difficult with modern computers for a single part, aviation supply 
forecasting entails millions of parts for each type of aircraft in a fleet. Alternatively, a trend 
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adjustment could be exponentially smoothed and applied to smaller sets of data with 
continual adjustment. This latter concept is used in the Trend Adjusted Exponential 
Smoothing method (TAES, or Holt’s Method, in Equation 7). 
Level, Trend Forecast 
𝐻𝜙 = 𝑎1𝐷𝜙−1 + (1 − 𝑎1)?̂?𝜙−1
𝑇𝐴𝐸𝑆  
𝑇𝜙  =  𝑎2( 𝐻𝜙 – 𝐻𝜙−1)  +  (1 − 𝑎2) 𝑇𝜙−1  
?̂?𝜙+𝜁
𝑇𝐴𝐸𝑆 = 𝐻𝜙 + ( + 1)𝑇𝜙 
N
o
ta
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o
n
: 
𝐷 As above 
?̂?𝜙+𝜁
𝑇𝐴𝐸𝑆 Predicted Demand at time 𝜏ϕ + ζ 
𝑇 Trend Estimate 
𝐻 (Holt’s) Level Estimate 
𝑎1 Level weighting factor, <1 
𝑎2 Trend weighting factor, <1 
 Number of demand periods forward being forecast (0 ≤ < ∞) 
Note: An initial Level and Trend is estimated in one of many ways 
Equation 7: Trend Adjusted Exponential Smoothing Forecasting Model 
Holt’s Method adapts the forecasted slope (rate of change in need over time) to 
match the trends in the historical data. As evidenced by its alternate name (TAES), the 
method specifically builds upon the SES (noted above) to include enhanced trend 
prediction. As a trend-based method it helps to reduce lag between actual demand 
changes and forecast demand changes; thus, the method could plausibly be used for parts 
with a wearout trend. TAES requires only three equations, with storage of only the 
parameters from the previous period and the weighting factors. Of note, it may be 
combined with seasonality (see below) to create Winters’ model. The ability of Holt’s 
Method to follow a trend is most useful when a relatively steady trend is apparent; 
unfortunately, this appears not to be true of the lumpy demand patterns of many aircraft 
spare parts. 
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2.2.2.1.4 Seasonal Factors 
There is a folklore in the DoD that aircraft tire purchases spike in September 
because the flying units use their remaining operational budgets to replace all of the 
tires—rather than turn in the money at the end of the Fiscal Year. This is not the only 
seasonal variation on aircraft spare parts demands. Deicing fluid is used more heavily in 
the winter, bird strikes happen more in the migratory season, and even basic aircraft 
operational rates may be seasonal (e.g. in places where the weather may hinder winter 
operations). Some method must be used that accounts for this effect is most useful for 
forecasts when seasonality is present. 
Multiplicative Seasonal Factor Additive Seasonal Factor 
?̂?𝜙
𝑠𝑡 = ?̂?𝜙
~ ∗ 𝑆 ?̂?𝜙
𝑠𝑡 = ?̂?𝜙
~ + 𝑆 
N
o
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n
: ?̂?𝜑
~ 
Predicted Demand at time 𝜏ϕ , without seasonal adjustment; Note, 
this would be predicted by some other method 
?̂?𝜑
𝑠𝑡 Seasonal adjusted demand prediction at time 𝜏ϕ  
𝑆 
Seasonal factor. Note that there may be as many seasonal factors as 
needed. 
Equation 8: (a) Multiplicative and (b) Additive Seasonal Factors 
To account for seasonality, a seasonal factor may be used in conjunction with a 
time-based (non-seasonal) model (e.g. one of those shown above). The seasonal factor is 
applied to an initial forecast without seasonality. Reference Equation 8, this seasonal 
factor may be multiplicative or additive (Green, 1997). While quarterly seasons are often 
considered (e.g. summer, fall, winter, spring), the seasons could be any frequency or 
number of demand periods as needed for the prediction (e.g. daily changes in the fuel 
demands at a gas station over the course of a week). Winter’s method is an example of the 
use of seasonal factors to adjust another model to account for these seasonal variations. 
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2.2.2.1.5 Time-Rate Methods 
An additional grouping (sub-sub-category) applies to the unique nature of aircraft 
spare parts, but is not found in most literature as a separate definable category within time 
series models—it will be called here “time-rate” methods to distinguish it from the above 
methods. The above methods are not suitable when demand is characterized by multiple 
consecutive zero demand periods or for a large number of (nearly consecutive) zero 
demand periods broken by a few (as few as one) non-zero demand periods. For these 
scenarios, methods have been developed which determine an anticipated rate of usage 
over time, either probabilistically or through combinations of the above methods. These 
forecasting methods may develop a probability of need in a given demand period. 
Alternately, forecasting methods may break the forecasting problem into two parts: first, 
predict a future demand period when a non-zero demand will most likely occur; and 
second, predict the expected non-zero quantity of that demand. 
Probabilistic methods fit historical data to a (pre-selected) probability distribution, 
chiefly the Poisson, Binomial, or Negative Binomial. These methods then determine a 
probability of demand over time. According to Callegaro (2010), this “method doesn’t 
allow the direct calculation of the variable to forecast, but [instead] an estimate of the 
probability that it assumes a determined value.”  
Likewise, the basic smoothing methods are sometimes combined to estimate both 
the time between demands and the quantity of demands. One example is Croston’s 
method, which “is the most widely used approach for intermittent demand forecasting 
(IDF), and involves separate simple exponential smoothing (SES) forecasts on the quantity 
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of a demand and the time period between demands” (Shenstone and Hyndman, 2005). 
Croston’s is normally used as a means to develop a specific forecast (demand quantity) 
for a specific day, month, or quarter. However, as will be discussed in Chapter 7, in certain 
conditions significant inaccuracies exist in the use of Croston’s method. 
2.2.2.1.6 Advantages and Disadvantages of Time Series Methods 
Because various time-series models are used in aircraft spare parts forecasting, a 
comparison of these models is prudent within this sub-category. Three evaluation criteria 
must be considered when comparing these models in the modern age: first, the 
computational and memory storage requirements, because each calculation must be 
performed on each of the hundreds of thousands of part types stocked by a large aircraft 
operator (such as the DoD); second, the method should require minimal human input, 
because the human effort to identify patterns (e.g. demand periods for which seasonality 
adjustments should be applied) or factors (e.g. weights) for each uniquely designed part 
is prohibitively expensive when many item managers are responsible for thousands of 
parts simultaneously; and finally, the method should of course be accurate, especially 
given the challenges of the different demand patterns of aircraft spare parts (explained 
previously as lumpy, erratic, etc.) and the costs of these parts. From these evaluation 
criteria, a table of anticipated advantages/ disadvantages may be developed (Table 8). 
The smoothing methods are expected to overall be the best methods for aircraft 
spare parts forecasting, which is the reason for their broad use in the industry. Unless a 
strict average of all historical data is used, they generally only require a few historical 
demand periods’ data to compute the averages; moreover, the averages are simple to 
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compute. Generally there is only one (or two) smoothing factor, and these are usually set 
uniformly across all part types by a historical organization-wide study. A study of their 
applicability across part demand characteristics (by Ferrari et al, 2006) found exponential 
smoothing methods to be better for erratic and smooth demand patterns, and that 
weighted moving averages perform well for all demand patterns (erratic, sooth, 
intermittent, and lumpy).  
Time-Series 
Forecasting 
Category 
Computational 
and Memory 
Requirements 
Amount of 
Human Input 
Required 
Accuracy 
Overall 
Suitability 
Naïve Excellent Excellent No information Unknown 
Smoothing Poor to 
Excellent 
Good/Excellent Good Good 
Trend 
Projection 
Poor to Good Good Fair Fair 
Seasonal Poor  Poor Poor Poor 
Time-Rate Poor Good Good Good 
Table 8: Advantages/Disadvantages of Time Series Forecasting 
Aircraft parts wearout over time, and thus intuitively a method with an explicit 
modeling of a trend should be the best category of forecasting methods to use. However, 
there must be enough data to estimate the trend accurately. Reference the example in 
Chapter 1, it is difficult to use the methods described above to estimate a trend (or even 
define its implementation) given a total demand of three parts across two nonzero 
demand periods over ten years. Furthermore, trends estimated without smoothing factors 
require complex regression to fit extensive higher-order equations to data. The above-
noted study (Ferrari et al, 2006) found that trending methods only fit erratic and smooth 
demand patterns. As noted in Ghobbar and Friend (2003), few aircraft parts exhibit erratic 
or smooth demand patterns. Thus, while these trending methods are broadly used for 
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aircraft spare parts demand forecasts, they have only been shown to be accurate for a 
small subset of those parts.  
According to Ghobbar and Friend (2003), a number of operators use seasonal 
models for certain part forecasting; however, these methods are not used broadly in the 
DoD. Significant challenges impede its broad use. First, large amounts of historical data 
must be stored in order to ascertain if a seasonal variation exists—probably at least 3 to 5 
years’ worth of history. Second, determining if seasonality exists is typically a subjective 
human decision, which is costly and subject to errors. Third, the above-noted study 
(Ferrari et al, 2006) shows that seasonality-based methods perform poorly for all but the 
erratic and smooth demand patterns.  
Finally, the time-rate methods are used by some in aviation-related papers because 
they were specifically developed for the challenges of low-usage demands, as occur in the 
aviation industry. Storing and automatically fitting data to a probability distribution 
requires significant computing resources. However, these processes are generally 
performed automatically, and have been found to be suitable for the demands for which 
they were designed (reference Ferrari et al, 2006). Thus, for instance, the U.S. Air Force 
uses a Negative Binomial-based method in some of its spare parts forecasting. 
2.2.2.2 Associative Models 
Associative forecasting models consider the forecast as a function of feature(s) 
other than time. A range of predictors may be used to determine a future need for a part. 
Alternately, a basic characteristic of a part may be used to determine the need for a part. 
This association may exist alone or may be combined with the time series noted above.  
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The simplest associative model would be one that is based only on a discrete event. 
Consider a thought experiment as an example. Many combat radar parts are frequently 
unused in peacetime, but in wartime are used at their max power settings. A simple 
association could be made that during wartime, these radars will quickly wearout at their 
high power settings—and demands of this type are often accommodated in the military 
with a war readiness kit of materials. But this war readiness kit is only a buffer of 
“equipment and supplies which are procured and stored in anticipation of a need to 
support a military conflict” (Davis, 1967). It is nearly impossible to forecast when a war 
will happen, the strategy that will be used in that war (including the missions of the 
aircraft to be used in the war), or how long the war will endure.  
The above example shows another type of association with a subtle difference 
from the time-series models. Many aircraft parts (e.g. brakes) have demand patterns that 
are more highly related to their usage cycles (e.g. takeoffs and landings) than to their time 
(flying time or calendar time). Thus (as noted above), many commercial carriers track 
aircraft usage by flight cycles (takeoffs and landings) as opposed to time (Maksel, 2008). 
If tracking flight cycles (versus calendar time), then an airline could base its spares 
projections on the number of flight cycles—a process that would use the same time-series 
techniques described above but replace the time-based units with “flight cycles” units in 
the equations. 
Simple associative types of forecasts are critical for secondary parts which are 
sometimes forgotten. For instance, if a certain number of fasteners is always required to 
replace a certain panel, and if a new maintenance procedure calls for replacement of that 
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panel, then that number of fasteners will be needed for each instance of that maintenance 
procedure. DLA often asks for this type of associative forecasting as “special stock 
requests” because simply performing a time-series analysis of past uses of the fasteners 
would fail to identify this important future need. This is sometimes called “dependent 
demand” due to the dependencies of parts upon each other in satisfying a need. 
Dependent demand is well understood, and it is well known in the operations literature 
that forecasting dependent demand without considering the bill of materials for the part 
is a poor practice (reference, for example, Chandraju et al., 2012). 
Finally, reliability-based associative models may be used. Typically, these combine 
associative and time-based models, often with some form of simulation. If a detailed (and 
accurate) reliability study was performed on the type of part sometime in its life and if it 
is possible to predict the time-to-failure of the part in the future, then a reliability-based 
method would be appropriate. Ghodrati and Kumar (2004) proposed this type of 
approach for large industrial equipment. According to Ghodati and Kumar (2004), 
maintenance “strategies and spare parts consumption is greatly influenced by the 
reliability characteristics of system or components under consideration.” The method is 
based on a predicted hazard rate (or failure rate) for the parts which would fail and be 
replaced (thus requiring spares), and specifically uses a hazard rate which varies with 
time and usage environment (reference Equation 9). This hazard rate is then included in 
an equation which relates the level of spares to the confidence of filling all required 
demands at a given time.  
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The model by Ghodrati and Kumar (2004) was designed and tested for use with 
roller bearings in heavy industrial mining equipment in operation in Iran. Roller bearings 
exhibit fretting characteristics which (Ghodrati and Kumar claim) require a relatively 
constant time to wearout, but this length of time is impacted by factors such as: “working 
environment, user characteristics, operating place or location, level of application, 
working time, and period of operation” (Ghodrati and Kumar 2004). Ghodrati and Kumar 
(2004) notes that the “hazard rate of a system, in general, is influenced not only by time 
but also by the covariates under which it operates.” 
Hazard Rate with Adjustment for 
Covariates 
Confidence Level of Spares 
Availability 
𝜆(𝜏, 𝑏) = 𝜆𝑒(𝜏)𝑒
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𝜆(𝜏, 𝑏) Predicted failure rate at time τ, using covariate weights 𝑏 
𝜆𝑒(𝜏) Engineering (Design/test/laboratory) failure rate at time 𝜏 
𝑡 Time periods that the system has been in operation 
𝑗 Number of covariate factors which significantly impact life 
𝑏𝑖 Coefficient of the covariate factor 𝑖 
𝑥𝑖 Value of covariate factor 𝑖 
𝑃(𝜏) Probability of a stock outage 
𝑞 Quantity of parts (of this type) per assembly,  𝑞 ≥  1 
𝐾 
Total number of required spare parts in period 𝜏 in order to meet 
the demand with probability 1 − 𝑃(𝜏) of stock outage 
Equation 9: (a) Hazard Rate and (b) Confidence Level of Risk-Based Forecast 
A close approximation to this reliability- or hazard-based method in aircraft spare 
parts forecasting is the prediction of a part replacement by an Aircraft Structural Integrity 
Program, reference for example Mello et al. (2011), Gallagher et al. (2005), and Coates et 
al. (2012). In these structural programs, extensive testing determines a safe life for a part 
(the length of time that the part may be reliably used), extensive simulations are 
77 
 
performed to determine how close the part is to this safe life and when it would most 
likely reach its safe life, and forecasts are (often) then made for when the major part must 
be replaced. Due to the computational complexity of this method, it is generally reserved 
for the most critical and expensive parts—like the Center Wing Box of the C-130. Of note, 
these structural integrity programs often define a time for an overhaul or scheduled 
replacement; thus, these processes often create spares demands which are defined by a 
deterministic plan versus using the associative model to estimate a probability of demand. 
2.2.2.2.1 Advantages and Disadvantages of Associative Methods 
The advantages and disadvantages of these associative methods are apparent in 
the examples, but may be further clarified as follows:  
 Advantages: If the quantity of demands per unit time is clearly related to a 
particular incident, event, or operating conditions, then the associative model can 
be much more accurate than any other type of forecast. If the relationship is to a 
single type of event (e.g. going to war), then it is not very computationally 
complex. 
 Disadvantages: Most business decisions are time-based, not event based. A stock 
level decision is difficult when the demand for the stock is based upon an event 
that will happen with an unknown frequency or severity over time. Often, then, 
the demand-triggering event must be converted to a time-based function (e.g. the 
number of flight cycles per week) in order to make a time-based stocking decision. 
The need to estimate the number of events in a unit of time often undercuts the 
accuracy gained by using the associative event-based model; thus, direct use of a 
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time series forecast model is often preferred (to eliminate this extra computational 
step). 
2.2.2.3 Overall Quantitative Method Advantages and Disadvantages 
The time-series (especially smoothing) methods are most used in the aviation 
industry due to their (typically perceived) broad suitability across many part types. These 
time-series methods are simple, robust, and generally require the least amount of 
computational or human effort. However, they are not always the best method for erratic, 
intermittent, and lumpy demand patterns. Because erratic, intermittent, and lumpy 
demand patterns frequently occur in the aviation industry, other types of forecasting 
methods are sometimes used. 
In this context, qualitative methods tend to be used when human intuition results 
in suspicions that the time-series method has failed (or is inadequate) and needs expert 
assistance. This is done often for initial part stocking, as discussed above. Conversely, due 
to the disadvantage of such extreme subjectivity, it is not the preferred method in the 
industry.  
Finally, the aviation industry does perform associative forecasting due to this need 
for a method better than time series and more reliable than qualitative methods. However, 
associative forecasting remains very manpower-intensive and subject to errors. 
Dependent demands are only as accurate as the forecast for the other parts in the 
dependency. An association to a specific type of events (e.g. the increased number of 
bomb release mechanisms if a military goes to war) relies on subjective human judgment 
of the probability of occurrence of the driving event.  
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2.3 Studies of Forecasting for Aircraft Spares 
The U.S. GAO has identified key weaknesses in forecasting for (DoD) aircraft 
spares over the last 20 years. Those weaknesses include: 
 “Inventory Management” … 
 “Materiel distribution and asset visibility” … and 
 “Enterprise-wide supply chain performance metrics” (U.S. GAO, 2013).  
The U.S. GAO has highlighted that the “military services and…DLA” have 
problems “with accurately forecasting demand for spare parts” which “was a major factor 
contributing to mismatches between inventory levels and requirements” (U.S. GAO, 
2013). As described by GAO, the aircraft spare part supply management could certainly 
use improvement. An internal USAF study by its Global Logistics Support Center 
(AFGLSC) included more parts than any published study and showed that its forecasting 
accuracies (using an equation further defined below) were between 29% and 40% over a 
study sample length of one year (Gray, n.d.). Numerous studies exist which strive to 
improve the aircraft spares forecasting methods, with the goal of improving overall 
supply performance. Other studies consider lumpiness in demand patterns and/or the 
impact of reliability on spare parts demands. None of the studies in the industry consider 
the impacts of reliability (the time-to-failure distribution of the as-manufactured part) on 
spare parts demands to the extent that this dissertation studies that connection. A few of 
the contemporary studies are discussed here for illustration, and others are referenced 
throughout this dissertation as appropriate.  
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2.3.1 Studies in Aircraft Spare Parts Forecasting 
Many papers have studied aircraft spare parts forecasting, and an understanding 
of the prior work in this area helps to frame the reason for this new work. Prior work 
primarily focuses on studies of actual demand data—a common method for forecasting 
demand in any type of supply chain. These prior studies often uncover features of 
intermittence (relatively long gaps of times between some demands) and lumpiness 
(when demand occurs, it occurs in bunches) in aircraft spares demands. However, these 
prior studies do not address the inherent reasons for these features of the demand 
patterns. The major results and limitations of these prior studies are highlighted below as 
they relate to the motivation for this new study. 
Ghobbar and Friend (2003), like many studies published on the forecasting of 
aviation parts, characterize the best accuracy of any traditional time series aircraft spare 
parts forecasting method. The study uses (without describing how they were found) 
optimal weighting factors for each part for each forecasting method. It finds that adaptive 
methods (e.g. Holt’s, Croston, and SES) provide superior performance compared to the 
industry-standard methods.  
In the same study, Ghobbar and Friend (2003) analyzed data from thirty-five 
operational parts to determine the square of the coefficient of variance (CV2) and the 
average demand interval (ADI) of the historical demand for each of these parts. The CV2 
and ADI of the demand patterns are computed using three different demand periods—
weekly, monthly, and quarterly. The CV2 and ADI values were then used to determine 
the parts’ demand characteristics—reference Table 9.  
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ADI =1.32 
Intermittent Lumpy 
Smooth Erratic 
 CV2 = 0.49 
(or CV = 0.7) 
Increasing CV→ 
Table 9: CV/ADI-Based Definition of Demand Pattern Characteristics 
A note should be made about this method of characterizing the variability of spare 
parts demand patterns (as smooth, intermittent, erratic, or lumpy). Others consider this 
method (with variations) as a boundary describing which demand patterns are best suited 
to forecasting using Croston’s method. While this characterization is not a completely 
rigorous method (e.g. Syntetos et.al. 2008), it provides some way to quantitatively 
characterize the colloquial term of “lumpy” demand patterns. Thus, this method of 
characterizing variability is used throughout this dissertation. However, this dissertation 
also looks closely at the definitions of CV and ADI (see next chapter) based upon the 
realities of practical supply chain management compared to the more precise nature of 
mathematical models. 
When considered quarterly, Ghobbar and Friend (2003) find that most of the data 
in their sample set is lumpy (reference Table 10). The sample studied in Ghobbar and 
Friend consists of a few parts from a few aircraft in a commercial fleet. Insights on fleet 
management are difficult to draw from the data because the data relates to a relatively 
small fleet and because the study only included thirty five parts (a fairly small sample set). 
Better understanding this lumpy demand pattern and the underlying CV2 and ADI trends 
are thus key motivations for the new study in this dissertation. 
 
82 
 
Quarterly Demand Characteristic # of parts with this characteristic 
Lumpy 28 
Erratic 3 
Intermittent 2 
Smooth 2 
Total 35 
Table 10: Sample Part Quarterly Demand Characteristics–Ghobbar and Friend (2003) 
Ghobbar and Friend (2002) show the spare parts forecasting problem plaguing the 
aviation industry. 80% of the sample parts studied exhibited lumpy, erratic, or 
intermittent demand patterns. Of note, the smooth demand patterns were characterized 
primarily by hard time replacement intervals (e.g. a set number of flying hours or calendar 
time before it must be replaced). This lumpiness underscores the apparent need to find 
new heuristics to account for the variability in aircraft spare parts demands. 
S. Gray (no date) discusses forecasting of U.S. Air Force parts in a paper for senior 
USAF leaders. Because most USAF parts are aircraft-related, it is directly applicable to 
aircraft parts. It focuses on error computation methodologies and constraints. It describes 
the USAF’s method of computing forecasting accuracy (which is summarized in Chapter 
IV in the review of USAF demand data). The accuracy computation does not fully account 
for the tendency of many forecasting methods to lag actual demands (i.e. to forecast an 
increasing demand after the demand has already increased or to forecast a decreasing 
demand after the demand has already decreased). However, the accuracy computation 
method can result in negative values for accuracy, which have no meaning. It should be 
noted that USAF item managers select a forecast for the upcoming year from the options 
of four quarter Moving Average (4QMA), eight quarter Moving Average (8QMA), 
Exponential Smoothing (SES), or other special computation. The selection of methods 
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used by the USAF is noteworthy because these are the methods determined by Ghobbar 
to be “questionable” (2003). 
Kephart and Roberts (1995) studied the relationship between spare parts demand 
and underlying failure modes by considering the type of work done on an aircraft (the 
work unit code). This study found that “significant correlation could not be obtained 
between demands/ maintenance actions, flying hours, and number of sorties at the work 
unit code level. The lack of correlation also prohibits [estimation of] expected numbers of 
demands/ maintenance actions given a specified flying hour and sortie profile” (Kephart 
and Roberts, 1995). Kephart and Roberts (1995) concluded that “aligning demands/ 
maintenance actions with their underlying failure modes remains a complicated issue.”  
Pyles et al. (2008) illustrates facts that are both an opportunity and a challenge for 
this dissertation. First, it is noted that other papers have already suggested some form of 
triage of spare parts—that no single method will allow improved forecast accuracy for all 
parts. However, later in the same document it is postulated that it would naturally be 
more important to have improved accuracy for parts with higher worldwide demand. A 
key motivator for this dissertation is the assumption that this latter assertion is false. This 
author observes that a custom rib used once per aircraft (with a demand of a few times 
per decade) can ground an aircraft as quickly as a tire used in multiple instances on 
aircraft with demands over 15 per quarter. Both areas need to be studied in order to 
improve overall aircraft availability. 
Regattieri (2002) confirms the USAF error computation method. Regattieri (2002) 
computes the error as the Mean Absolute Deviation (MAD) divided by the average 
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demand ( ?̅? ). Compared to the USAF method, the Regattieri (2002) method has the 
advantage of non-negativity. The study shows that forecasting accuracy depends greatly 
upon the unique part design and the characteristics of its demand pattern. According to 
Regattieri (2002), it is common in the aviation industry to find that 50% ≤ [𝑀𝐴𝐷/?̅?] ≤ 170% 
(additional details of Regattieri’s method are discussed in Chapter 4). 
Additionally, Regattieri et al. (2002) states that the “demand for aircraft spare 
parts, however, is partly irregular and may be seen as ‘intermittent.’” The study cites 
Ghobbar and Friend (2002, 2003) and others as concluding that for aircraft spares part 
demand patterns “lumpiness is a direct result of the internal structural characteristics of 
an airline’s operations, and especially the competition between airline companies to meet 
customer performance targets profitably” (Regattieri et al 2002). Contrary to Regattieri’s 
claim, this dissertation demonstrates that the fundamental failure characteristics of fleets 
of aircraft parts frequently directly cause intermittent or lumpy demands patterns even 
without the influences of commercial operations and profits. 
Finally, encompassing aviation and other applications, in 1996 DLA studied all of 
the items that it manages for the DoD. DLA found that 80% of its items are considered to 
be “Low Demand Items” (Hobbs, 1996). Of note, according to DLA’s definition, a Low 
Demand Item is any item with less than 4 demands per year or with less than 12 total 
quantity demanded per year (Annual Demand Quantity, ADQ). This dissertation shows 
that many aircraft spare parts have substantially fewer demands than these two limits. 
Hobbs (1996) states that a “sparse and inconsistent demand impedes item management.” 
After considering a number of heuristics Hobbs (1996) determines that the optimal 
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stocking method for these low-demand items is to reorder at ½ of the ADQ. The study 
states that DLA computes this ADQ on the prior 4 quarters, recommends extending to 8 
quarters (i.e. as a 4QMA or an 8QMA), and suggests further refining the forecast by 
weighting the earliest 4QTRs at 40% and the most recent 4QTRs at 60% (Hobbs, 1996). The 
study does not identify forecast accuracies, but considers the options in terms of a cost per 
supply availability point.  
Without even considering the state-of-the-art in forecasting methods in other 
industries (or their accuracies), the above summary shows that aviation spare part 
demands have unique characteristics compared to other part demands in other industries. 
Compared to the food service industry, the spare parts are needed based on the operations 
of the aircraft and the reliability of the part, not based upon seasonal patterns of customers 
like the demands for hot dogs at a baseball field. Compared to the pharmaceutical 
industry, the overall demand quantities are much lower and more irregular in the aircraft 
industry—factors which impact forecasting accuracy. Moreover, the aircraft industry has 
much greater competition than many pharmaceutical industries and the airline industry 
would lose many more customers (than the healthcare industry) by passing high part 
stocking costs on to the consumers. Although the commercial aviation industry appears 
to have tendencies which would make its spare parts demand patterns more predictable 
than the military aviation industry, both sides of the aviation industry experience very 
lumpy and/or intermittent demand patterns that are the subject of intense study. This 
study attempts to take another look at those demand patterns and the ability to forecast 
those demands.   
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2.3.2 Other Studies of Reliability and Forecasting 
The study of reliability and forecasting is not entirely new, but it is also relatively 
small compared to other areas of study in forecasting. One reason is that failure rates 
provide a useful tool for determining the expected tendencies (patterns, characteristics, 
trends) in demand rates (quantities per demand period), but the failure rates for any 
particular part are often not useful in determining demand rates for that part. Käki (2007) 
explains this paradox well. The precise failure rate for any given part is not necessarily 
known because the testing performed to qualify a part for service (if any) is not normally 
of a high enough fidelity that would be required in order to fully determine an accurate 
failure rate for the purposes of prediction. Moreover, the actual usage conditions may not 
match the testing conditions. Thus, models of failure rates provide a guide for developing 
forecasting techniques, but they do not (typically) provide exact information to be used 
for forecasting. 
Mijailovic (2013) addresses the need in spare part demand forecasting to consider 
both the primary failure source and the variations from the ideal failure rate. The situation 
in Mijailovic (2013) focuses on power transformers, which is comparable to the study of 
aircraft spare parts because power transformers have characteristics similar to aircraft 
spare parts (physical wearout, low quantity, and high reliability). Mijailovic (2013) models 
demands with an equation that is based upon a model with failure probabilities. 
Mijailovic’s (2013) failure probability model contains both an Exponential and a Weibull 
part. The Weibull part of the equation relates to the physical failures of parts over time, 
which parallels the use of the Weibull equation in this chapter. However, Mijailovic (2013) 
87 
 
uses the Exponential part in the probability equation as a model for the variations in actual 
failure probabilities about the Weibull equation, and multiplies the Exponential part by 
the Weibull part to attempt to capture both characteristics of demand in one equation.  
The most important reason to improve on Mijailovic’s (2013) definitions is that 
demand patterns reflecting Weibull times to failure with (repeated) replacements cannot 
be modeled by a simple Weibull equation (reference Chapter 3). Moreover, this 
dissertation recognizes that quantity and reliability are better explanations of variations 
from a Weibull distribution, and have a more direct physical basis than simply including 
an exponential component in the equation. However, like Mijailovic (2013), this 
dissertation emphasizes the need to consider the expected failures and the variations 
around these expectations when considering the challenges of forecasting spare parts 
demand when wearout is present.   
Birolini (1974) researches a similar question, but only for a single part operating 
for an extended amount of time (with replacement). His study is focused on the nuclear 
industry, where it is more likely that a single instance of a part is critically needed to be 
operational for a long time (versus studying fleets of aircraft that tend to have larger 
numbers of parts in service). He finds that the MTBF is not a good predictor of the number 
of spares needed over time because purchasing spares according to a ( 𝑡𝑖𝑚𝑒/𝑀𝑇𝐵𝐹 ) 
scheme will result in stock outages 50% of the time. Based on the Weibull model for the 
reliability of a part with wearout, Birolini (1974) finds curves to provide higher confidence 
levels of uninterrupted operation (by having spares on-hand). The study highlights the 
(now commonly known fact) that the MTBF is not the ideal forecasting tool. However, the 
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study’s narrow focus on a single instance of a part reduces its utility for the aircraft 
industry; thus, this dissertation takes an approach which is much more broadly focused.  
These studies of reliability impacts on spares demand patterns are a start, but a 
deeper understanding is required. Mijailovic (2013) identifies a critical impact of reliability 
on spares demand patterns, but further exploration is needed. Birolini (1974) claims a tie 
between MTBF and spare part demand times, but this may not be true for parts with 
wearout characteristics. Thus, this dissertation further explores these themes. 
2.3.3 Other Studies on Lumpy Demand Forecasting 
This phenomenon of lumpy demand patterns is not unique to the aircraft industry. 
As a result, a number of other studies have considered the issue. Reviewing these other 
studies is similarly helpful in determining a way-ahead for understanding aircraft spare 
parts lumpy demand patterns. These studies also underscore that the issue remains 
relevant and unsolved over time; for instance, while Croston first published his method 
in 1972, numerous papers continue to review the applicability of the method and the 
possible variations of that method. Newer studies consider techniques such as neural 
networks, but the continued reliance on traditional methods in the literature and 
implementation make clear that traditional methods merit further in-depth study. 
Wang and Syntetos (2011) describes a “Delay Time Model” for addressing these 
intermittent and lumpy demand patterns. In essence, they compute from the first group 
of failures a probability of failure, and use that to determine the probability of failure of 
the next group. More specifically, they observe that the first group often fails together (in 
a group) around some average time after installation. Wang and Syntetos (2011) calls this 
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a “delay time.” This delay time is computed from the first demands. The study then uses 
the “delay time” to predict when the second set of demands will occur. The study finds 
that this “Delay Time Model” improves the accuracy in the forecasting for the second 
failure group. 
Kennedy (2002) makes a small but significant observation about lumpy demand 
patterns. According to Kennedy (2002), “A normal distribution of forecast errors is only 
likely if there are many customers and demand is effectively continuous. The analysis [of 
safety stock levels based upon a normal distribution of errors] is not valid if demand is 
‘lumpy.’” This leads to two lines of inquiry: first, why a small quantity would be related 
to lumpiness, and second why forecasting errors are not normal if the demand pattern is 
lumpy. The first question is addressed in this dissertation in terms of quantity. The second 
question is addressed by considering the alternate question—what underlying factors 
cause the lumpiness? 
Kostenko and Hyndman (2006) reviewed the use of Croston’s method in 
forecasting lumpy demand patterns. Kostenko and Hyndman (2006) shows that Croston’s 
method is better used for smooth demand patterns, and that a newer modification to 
Croston’s method (by Syntetos, Boylan, and Croston, 2005) is better in forecasting lumpy 
demand patterns. It is noteworthy that this work finds that neither method is particularly 
accurate for erratic or intermittent demand patterns. 
Shenstone and Hyndman (2005) further reviewed the stochastic basis for Croston’s 
method. In that this work focuses on the stochastic models that would support the use of 
Croston’s method, the study shows show the need for understanding the underlying 
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stochastic models as a step in understanding the applicability of a forecasting method 
(Shenstone and Hyndman, 2005). And yet for all of the study placed on Croston’s method 
by so many scholars, the findings of Shenstone and Hyndman are instructive in that they 
“end up showing that the models that might be considered as underlying Croston’s and 
related methods are inconsistent with the properties of intermittent demand data” (2005).  
Leven and Segerstedt (2012) also studies the bias of Croston’s method. Leven and 
Segerstedt (2012) compares exponential smoothing, Croston’s method, two newly 
proposed modifications to Croston’s methods, and a modification developed by Syntetos 
and Boylan. Leven and Segerstedt (2012) concludes that these proposed modifications to 
Croston’s method tend to overestimate demands, but that the method by Syntetos and 
Boylan tends to underestimate demands. Similar assessments of over- and under- 
estimation are made by many other authors (not included here for brevity). 
Lengu et al. (2014) researches the issue of demand classification and looks at 
assumptions about the stochastic nature of demands. Lengu et al. (2014) notes that 
demand “over lead time [typically] is assumed to be normally distributed and standard 
forecasting methods are used to estimate the parameters of the normal distribution.” 
Lengu et al. (2014) considers the “assumption that demand orders arrive according to a 
Poisson process and, by bringing together the proposed order size distributions and the 
Poisson arrival process, [Lengu et al. (2014)] obtain compound distributions” to model 
intermittent demand patterns. Of note, Lengu et al. (2014) considered geometric, logistic, 
Poisson, and Pascal distributions in their study, but found the Poisson distribution to be 
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most suitable. This dissertation shows that this high-level statistical statement misses key 
contributors to aircraft spare part demand patterns. 
Hyndman and Koehler (2006) reviews the use of forecast error computation 
methods (referred to by the acronym FECM in this dissertation), and highlights that 
certain FECMs are unsuitable to certain data sets. The study reviews the Mean Absolute 
Percentage Error (MAPE), Median Absolute Percentage Error, Symmetric Mean Absolute 
Percentage Error, Symmetric Median Absolute Percentage Error, Median Relative 
Absolute Error, Geometric Mean Relative Absolute Error, and Mean Absolute Scaled 
Error (as just a sample of possible FECMs). The study shows that the MAPE can produce 
infinite error for even very reasonable forecasting methods (e.g. forecasting by taking the 
simple mean of all data), and discusses the shortfalls inherent in the use of scale-
dependent FECMs. Similar findings are presented in Hyndman (2006). The study in this 
dissertation recognizes the shortfalls of the primary FECMs used in the aviation industry 
(especially the MAPE, referred to as the Traditional Mean Absolute Error in this study), 
and illustrates how the selection of forecasting methods changes based upon the selection 
of a FECM. Moreover, this dissertation proposes a new FECM better suited to the lumpy 
nature of aircraft spare part demand patterns. 
2.3.4 Beyond Forecasting 
A collateral lesson of this dissertation is that forecasting accuracy, even with the 
substantial improvements made available by the techniques uniquely developed in this 
dissertation, will likely remain poor for certain aircraft spare parts—especially those with 
high reliability and low quantity. If forecasting accuracy is expected to be poor, then a 
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different basis should be used for inventory decision-making. This approach is taken by 
the relatively new Peak Policy used by Defense Logistics Agency (DeZwarte and 
Bachman, 2007). 
The Peak Policy “determines minimum…and maximum…inventory control 
levels… for inventory items baed upon a demand history of the inventory items, such as 
demand inter-arrival times…and demand requisition sizes” (Bachman, Kruse, Lepak, and 
Westbrook, 2013). This policy allows development of “optimal inventory control level” 
based upon a search that “minimizes the cost of ordering, carrying inventory, and/or 
backorders, based upon the generated expected costs” (Bachman, Kruse, Lepak, and 
Westbrook, 2013). The policy is implemented by a patented computer program available 
by Logistics Management Institute. 
This Peak Policy was developed specifically to improve service on sporadic 
demand items. In implementation, it computes reorder points based upon a multiplier of 
the prior peak demand level (DeZwarte and Bachman, 2007). The peak policy considers a 
broad range of factors including the level of resources required to purchase the parts and 
the recent history of demands for the part. The software multiplies “the peak demand of 
each item by the scaled price-based peak multiplier for each of the plurality of items to 
calculate parameter-specific stock levels for each parameter” (Bachman and DeZwarte, 
2012). 
This policy was implemented across DLA in January 2013 and resulted in a DLA 
decision to cut $13.1B in operations and materiel (spare parts) costs through 2019 
(Johnson, 2013). Logistics Management Institute expresses an interest in selling this 
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proprietary Peak Policy software product to the U.S. Army, USAF, U.S. Navy, FAA, and 
other possible customers (DeZwarte and Bachman, 2007). 
2.3.5 Conclusions 
This sample of studies concerning aircraft spare parts forecasting underscores four 
themes which steer the need for new study. First, two of the studies indicate that 80% of 
the parts stocked do not have smooth demand patterns, indicating that the problems of 
erratic, intermittent, and lumpy demand patterns are prevalent and need further study. 
Second, none of the studies to date provides a solution to the problem of forecasting the 
demands for these erratic, intermittent, or lumpy demand parts. Third, the 4QMA, 8QMA, 
and (some form of) Weighted Moving Average are the most commonly used models for 
forecasting aircraft spare part demand. Finally, the demand patterns of aircraft spare parts 
forecasting are so unique that even a new accuracy determination method needs to be 
considered (compared to typical accuracy measurements)—as was developed by the 
USAF. While the relatively new Peak Policy offers a solution to the problems of 
forecasting, no exhaustive study was found that identifies the limits of traditional 
forecasting accuracy. Thus, naturally, a study of aircraft spare parts forecasting should 
understand the following: why do so many parts present such non-smooth demands; 
what accuracy should be expected of the 4QMA, 8QMA, and (Exponentially) Weighted 
Moving Average methods, and what methods might be used to improve upon this 
accuracy? 
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3 Relationship Between Part Failures and Spares 
Demands 
While many studies attempt to ascertain the accuracies of different forecasting 
methods when used in aviation, no study yet explains the basic lumpy nature of aircraft 
spares demand patterns or the variability of the demand quantities for a given part. 
Aircraft spares forecasting experts require this understanding in order to design and to 
implement improved forecasting methods. Aircraft spares managers require this 
knowledge of fundamental demand variability in order to create inventory replenishment 
policies and inventory targets to achieve required spares service levels—and ultimately 
aircraft availability levels. The study described in this chapter is unique in demonstrating 
that the inherent nature of aircraft part time to failure distributions (TTFDs) and fleet 
compositions tends to make part demand patterns lumpy for long life (high reliability) 
items in small quantities. This chapter also provides insights into ways to improve the 
predictions of aircraft spare parts needs. 
Many studies note that aircraft spares demand patterns are lumpy (or intermittent 
with a tendency toward being lumpy). Recalling the works cited in Chapter 2, Regattieri 
et al. (2005) published a frequently referenced study about “Managing lumpy demand for 
aircraft spare parts.” Ghobbar and Friend (2003) reviewed a commercial airline’s historical 
demands for thirty five parts and found most of the demand patterns to be lumpy. 
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Syntetos, Keyes, and Babai (2008) studied spare parts demand patterns and concluded: 
“Intermittent demand structures prevail in a spare parts context… further quantitative 
and qualitative research into the area of intermittent demand management would appear 
to be merited.” The suggestion for “further quantitative and qualitative research” 
(Syntetos, Keyes, and Babai 2008) inspires this chapter’s work to demonstrate and explain 
the lumpiness and intermittence of aircraft spare parts demand patterns. 
Whereas contemporary studies of aircraft spare parts forecasting accuracy focus 
on historical demand data from certain sets of aircraft within operating fleets, studies of 
those demand histories do not uncover the key factors which cause the lumpy or 
intermittent nature of aircraft spare part demand patterns. Reference the survey of current 
science in Chapter 2, the existing studies focus on correlations between aircraft spares part 
demand histories and other factors (e.g. maintenance or weather). However, those 
existing studies have not established an understanding of causation. Thus, this chapter 
takes a different approach and empirically demonstrates the underlying factors for lumpy 
and erratic spare parts demand patterns. The steps taken to uncover the underlying 
factors are shown in Table 11. 
The study described in this chapter uncovers probable reasons for the lumpy 
nature of aircraft spares demand patterns by modeling inherent part failures (from a 
sample set of TTFDs), summing the failures (per simulated part) to obtain simulated 
demand quantities per unit time, and studying the resulting demand quantities and 
demand intervals. The model-driven formulation and empirical nature of the study in this 
chapter yields a new understanding for aircraft parts and may by extension explain the 
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demands of any part similarly designed, purchased, and operated. Thus, this chapter 
provides not only an explanation for unpredictable demands for many aircraft parts; it 
clarifies the underlying processes driving similarly unpredictable demands for many 
capital equipment spare parts. 
Step Description Methodology 
1 
Identify past research in the field. From that research identify 
the expected patterns in aircraft spare parts demand rates 
Literature 
Review 
2a 
Identify typical failure probability distribution (Weibull 
Distribution) for aircraft spare parts 
Literature 
Review 
2b 
Identify typical input parameters for the failure probability 
distributions found in step 2a 
Literature 
Review 
3a 
Model aircraft part life. Simulate a population of aircraft 
parts which are repeatedly used to failure and replaced 
Monte Carlo 
Simulation 
3b 
Identify (then capture) key data which may be used to 
characterize each sample fleet of aircraft parts 
Literature 
Review 
4 
Evaluate the data: Do the simulated demand characteristics 
match the expected results, and for which conditions? 
Inspection & 
Literature 
Review 
5 
Evaluate for trends to understand which input factors most 
impact the spare part demand characteristics 
Graphical and 
Other Analyses 
Table 11: Study Methodology 
3.1 Understanding Aircraft Part Failure Times to Failure 
This study seeks an understanding of the drivers of lumpiness in aircraft spare 
part demand patterns, driven by the purchasing and wearout characteristics of aircraft 
parts. This is achieved by developing a model of the system that would result in of aircraft 
spare part demands, considering both the quantitative failure characteristics of aircraft 
parts and the typical fleet management decisions of aircraft planners. A Monte Carlo 
simulation is employed that uses numerous parallel instances of these Weibull-based 
models of individual aircraft parts, all run with replacement.  This creates a large database 
of simulated demand histories which can be studied using empirical and statistical 
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methods. The steps taken to uncover the underlying factors were shown in Table 11. The 
notation and basic science (the Weibull model of the TTFD) are described here. 
3.1.1 Part Failure Probabilities and Rates—Characteristics and Notation 
Of note, this chapter (indeed of most of this dissertation) concerns the times to 
failure (TTF) of aircraft parts, and how the TTF can explain the characteristics of the 
pattern of demands over time. Some explanation of the TTF is given below, but a full 
derivation of failure rates, TTF, failure density functions, and reliability functions is 
beyond the scope of this dissertation. A few key terms will therefore be introduced based 
upon standard academic terminology, and intended to address repeatedly used concepts.  
3.1.1.1 Failure Probabilities 
First, consider that the TTF is only discrete and known for one particular part once 
that part has failed. Until a part has failed, all that is known (or in reality estimated) is a 
probability that it will fail, and this probability has a value at any given time (𝑡). When an 
experiment is done to find the probability of the TTFs (e.g. during the qualification of a 
part’s design for use on an aircraft), these exact TTFs are generally plotted and a curve is 
generally fitted to the plot (e.g. a Weibull distribution).  
However, two practical factors drive the adoption of an approximate term. First, 
there is a need to be generic about any distribution of TTFs in order to develop a general 
theory (versus referring specifically to the Weibull or Exponential distribution). Second, 
the development of this chapter (and throughout the dissertation) quickly moves from 
discrete time (𝑡 ) to time periods (𝜏 ) to be consistent with the industry standard of 
forecasting for individual time periods. A true probability within a time period is a 
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difference between the cumulative distribution function (CDF) at the beginning of that 
time period and the CDF at the end of that time period.  
Based upon this understanding of probabilities, the most correct terminology for 
much of what is studied in this work is the time-variant characteristic of the cumulative 
probability of achieving a time to failure within the time period of study (𝜏ζ). Because the 
trait of relevance is a probability distribution, a lower-cased notation may be used (e.g. 
𝑓𝑇𝑇(𝑡)), but when considering this in discrete time periods (𝜏) a cumulative distribution is 
necessary and thus the capital notation for a function is used (e.g. 𝐹𝑇𝑇(𝜏ζ)). Because the 
concept is important, because the concept requires lengthy explanation (unsuitable for 
repeated use in this chapter), and because accounting for the appropriate use of PDF and 
CDF (while important) will be distracting to the larger point, this concept is referred to 
generically in text as the TTF distribution (TTFD). 
3.1.1.2 Failure Rates, Failure Rate Terminology, and Relationship to Probability 
As described further in this chapter, many parts have a wearout characteristic 
which means that their failure rate (the proportion of parts that fail from among the total 
number of parts still operating at that time) at later times is higher than their failure rate 
at a current time. This phenomenon is described in the popular literature as an Increasing 
Failure Rate (or an IFR). As will be shown below, this chapter studies IFRs caused by a 
three parameter Weibull-defined probability of failure over time, or 𝑊(𝑡, 𝛼, 𝛽, 𝛾)  for 
continuous time (𝑡) and 𝑊(𝜏, 𝛼, 𝛽, 𝛾) for discrete time (𝜏).  
Now consider that many parts fail in such a way that the proportion of parts that 
fail at any time (from among the parts still operating at that time) is the same from 
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introduction (𝑡 = 0) through infinity (𝑡 = ∞), or for a finite population of parts until such 
time as all of the parts fail. Failure distributions that lead to this constant failure rate are 
modeled by an Exponential PDF. Because an Exponential PDF is the same as a Three 
Parameter Weibull PDF with 𝛽 =  1 and 𝛾 =  0, this chapter will use a consistent notation 
and refer to this distribution as 𝑊(𝑡, 𝛼, 1,0) for continuous time (𝑡) and 𝑊(𝜏, 𝛼, 1,0) for 
discrete time (𝜏). While an acronym is not commonly used in the industry for this set of 
conditions, one will be introduced here for consistency with the IFR acronym. Thus, parts 
with failure probabilities over time that follow this mathematical model will be referred 
to in this chapter as Constant Failure Rate (CFR) parts. 
Finally, consider that the CFR model is slightly restrictive. Consider, for example, 
that a part may have many failure modes, and that none is particularly dominant. It is 
possible that the entire population of parts would be expected to last a given amount of 
time (𝛾) without any failures (or with an insignificant probability of failure), but that after 
the initial no-failure period there would be a constant failure rate due to the presence of 
so many parts wearing out in different ways. A gearbox may exhibit this probability of 
failure over time, as it generally does not fail immediately after installation but eventually 
the various different sub-components wear out and collectively cause an apparently 
constant failure rate. Although not a perfect descriptor of a class of parts (or found 
anywhere in the literature), this failure PDF is useful and it also allows further exploring 
whether lumpiness is caused by the 𝛽 or 𝛾 term in 𝑊(𝑡, 𝛼, 𝛽, 𝛾). Thus, this chapter uses the 
term of a Constant Failure Rate with an Offset (CFRO) to mean that there is an initial 
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period of (essentially) no failures (𝛾 >  0) followed by a constant failure rate period (𝛽 =
 1), or 𝑊(𝑡, 𝛼, 1, 𝛾) for continuous time (𝑡) and 𝑊(𝜏, 𝛼, 1, 𝛾) for discrete time (𝜏). 
3.1.1.3 Reliability 
Finally, it is useful to adopt the colloquial term of reliability in this study as a 
descriptor for parts which are designed such that their TTFDs would exhibit an extremely 
low cumulative probability of failure prior to the retirement of the aircraft. For the case of 
𝑊(𝑡, 𝛼, 1, 𝛾), this requires a large 𝛼 and a large 𝛾. For the case of 𝑊(𝑡, 𝛼, 𝛽, 𝛾),  reliability 
involves all three terms (𝛼, 𝛽, 𝛾). To refer to these groups of factors broadly and how they 
impact the lumpiness of demand patterns, it is therefore useful to refer to them simply. 
While the colloquial term “reliable” or “high reliability” does not match the strict use of 
the term in reliability engineering, the term is useful in this chapter as a way to describe 
an expectation of many failures or few failures in the life of the airplane. Chapters 5 and 
6 explore the definition of reliability (and its implications for spare part demands) in 
further detail. 
3.1.1.4 Terminology Summary 
Thus in order to perform this study, a set of reliability-related terms have been 
introduced. These terms are used in this chapter and in the subsequent chapters in this 
dissertation. However, a few notes must be made concerning the use of these terms, as 
follows: 
 First, these terms refer to the failures of parts without replacement. Thus, when 
referring to a failure rate, the denominator in the ratio (the portion of the fleet still 
operating) refers to the set of parts introduced at the same time (not including the 
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replacement parts). This is why it is important to understand that the IFR and CFR 
are ways to describe a commonly observed feature of what this chapter refers to 
as the TTFD.  
 Second, to encourage readability, these descriptions of the probability of failure 
over time will typically be accompanied by their mathematical expression, e.g. 
𝑊(𝜏, 𝛼, 𝛽, 𝛾).  
 Third, the term failure rate will typically be used in this chapter to refer generically 
to the IFR, CFR, and CFRO, such as when any could apply or when introducing a 
concept that will be applied to all three of the characterizations of the probability 
of failure per unit time over time.  
 Fourth, while it is possible to have a decreasing failure rate, this possibility is not 
considered in this chapter for reasons discussed below. 
 Finally, in Chapters 5 and 6 the more technically precise use of the term 
“reliability” is re-introduced and is used as a means to study the direct impact of 
reliability on demand lumpiness. 
3.1.2 Aircraft Part Failure Distributions—Weibull Model and the Bathtub Curve 
The Weibull life distribution model, (𝑊(𝑡, 𝛼, 𝛽, 𝛾), Equation 10) best fits the TTFD 
of aircraft spare parts, and is thus used in this simulation of the demand for spare parts. 
As noted by Abernethy et.al. (2003), time “has shown that Waloddi Weibull was correct 
in [the application of his family of distributions to a wide range of problems] and 
particularly within the aerospace industry.” It follows therefore that the Weibull 
distribution provides a useful explanation of the actual TTFDs of most aircraft parts, and 
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that this use of the Weibull distribution can be extended to understand the expected 
demand characteristics of those aircraft parts. By comparison, the other two most common 
TTFD models for aircraft spare parts are both based on the Weibull distribution: the first, 
the bathtub curve, is a collection of three Weibull distributions; and the second, a constant 
failure rate, is simply a Weibull distribution with β = 1 (Smith and Hinchcliffe, 2003). 
Probability[Failure at time t] =
𝛽
𝛼
(
𝑡−𝛾
𝛼
)𝛽−1𝑒−(
𝑡−𝛾
𝛼
)𝛽; for (𝑡 −  𝛾)  >  0 
(a) Three Parameter Weibull Probability Density Function 
Probability[Failure by time t] = 1 − 𝑒−(
𝑡−𝛾
𝛼
)𝛽; for (𝑡 −  𝛾)  >  0 
(b) Three Parameter Weibull Cumulative Distribution Function 
Parameter 
Nomenclature Used 
in this Study 
Other Common 
Nomenclature 
Characteristic Life (scale) Alpha, 𝛼 Lambda, 𝜆 =  1/𝛼 
Slope/Shape Parameter Beta, 𝛽 𝑘 
Offset (failure-free time) Gamma, 𝛾 𝑥0 or 𝑡0 
Equation 10: Weibull Distribution PDF, CDF, and Paramters 
Briefly considering further the Bathtub Curve (due to its prevalence in the study 
of the reliability of aircraft parts), it is commonly but falsely believed that the TTFD of 
most aircraft parts follows a Bathtub Curve. Most TTFDs do not exhibit a bathtub failure 
model, as evidenced by a review (Smith and Hinchcliffe, 2004) of United Airlines data for 
non-structural parts. However, during their lifetime, most parts have TTFDs that exhibit 
a failure rate change (e.g. IFR, CFR, or CFRO) which resembles some part of the Bathtub 
Curve (Table 12). Thus, each parts’ TTFD may be modeled with some form of a Weibull 
distribution.  
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Wearout Characteristic 
Prevalence 
among 
aircraft 
parts 
Best math 
Model 
Alternate 
possible 
models 
A 
 
Bathtub Curve 4% 
3 Weibull 
Distributions 
 
B 
 
“Pronounced 
wearout region” 
2% Weibull  
C 
 
“Gradually 
increasing” 
5% 
Weibull with 
extended tail 
 
D 
 
“Low… followed 
by a quick increase” 
7% Weibull  
E 
 
“Constant 
probability of 
failure” 
14% Exponential 
Weibull 
with β = 1 
F 
 
“Infant mortality” 68% Weibull  
G 
 
Pronounced 
wearout region 
characterized by 
fatigue life 
Most 
structural 
parts 
Weibull 
Lognormal, 
but very 
similar to 
Weibull 
Table 12: Age-reliability pattern for aircraft parts (Smith and Hinchcliffe, 2004) 
3.1.3 Weibull Parameters for Aircraft Parts 
Having defined that a Webull distribution is the appropriate way to model the 
TTFD of the parts installed on aircraft, and endeavoring to use that model to study 
demand patterns, it is important to further understand that model and the parameters to 
be used. This sub-section considers the common Weibull parameters for aircraft parts and 
which parameter ranges will be used in the study described in this chapter. 
3.1.3.1 Weibull Parameters for Aircraft Parts 
Abernethy broadly studied the use of the Weibull distribution to describe common 
TTFDs in the aviation industry, and in his many publications (e.g. 2007) Abernethy 
defines the following four cases: infant mortality, random failures (referred to here as 
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CFRs), early wearout, and old age wearout. The latter three of these four characteristics 
are used to drive the cases considered for this study. Each of the cases is presented here, 
and Table 13 summarizes their associated Weibull parameters. These cases may be further 
broken into patterns typical of categories of parts; however, this level of refinement is not 
considered necessary at this (initial) phase of the study. 
Type of Failure Weibull Parameters [2] Reason to study/not study [2][9] 
Infant Mortality 
𝛽 <  1,  
𝛾 is typically 0, 
𝛼 varies 
Not studied. This typically results from 
bad manufacturing. Forecasting for 
infant mortality cases tends to over-
estimate needs. 
Constant 
Failure 
𝛽 =  1,  
𝛾 ≥ 0 (typically 0), 
𝛼 defines the failure rate 
Baseline case, most uniform demand; 
93% of non-structural aircraft parts 
exhibit this characteristic after they 
reach steady-state 
Early Wearout 
1 <  𝛽 ≤ 4, 
𝛾 & 𝛼 define life 
Studied here because it characterizes 
low cycle fatigue, ball bearing failures, 
some corrosion, rubber belts, and 
composite structures 
Old Age 
Wearout 
4 <  𝛽, 
α relates to initial crack time 
or to EIFS 
𝛾 relates to crack growth rate 
Studied here because it characterizes 
high cycle fatigue (e.g. aluminum 
airframe parts) and some mechanical 
parts 
Table 13: Weibull Parameters for Aircraft Part Failure Types 
While many parts exhibit an Infant Mortality (Table 12, rows A and F), infant 
mortality is not studied here. The most significant reason to neglect infant mortality is that 
infant mortality generally affects only a few poorly manufactured parts, and thus does 
not create a significant fraction of replacements. Likewise, infant mortality (Table 13, row 
1) generally may be planned for as part of the system’s acquisition (e.g. by buying initial 
spares). 
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According to Smith and Hinchcliffe (2004), 93% of non-structural parts contain 
some length of time in which the parts exhibit a CFR (Table 12, rows A, B, D, E, and F). A 
CFR model, 𝑊(𝑡, 𝛼, 1,0), is described earlier in this chapter and in Table 13 (Row 2). The 
CFR model is included in this study due to the prevalence of constant failure rate parts in 
practice and due to the mathematical relationship to the β’s of parts with wearout 
characteristics. Specifically, the task of developing a computer simulation for 𝛽 ≥  1 is 
much easier than the case of 𝛽 >  1, because a the former allows using the discrete value 
of 𝛽 =  1 whereas the latter requires repeatedly testing smaller values of 𝛽  approaching 
(but not equal to) 1. 
Wearout, whether early or old-age, is applicable to many types of parts (Table 12, 
rows A, B, and G). Smith and Hinchcliffe (2004) identified 11% of non-structural aircraft 
parts as having some type of wearout characteristic, and most of these would generally 
follow the gradual wearout characteristic. Weibull models, 𝑊(𝑡, 𝛼, 𝛽, 𝛾), are extensively 
studied for aircraft engine part failures because many types of engine parts exhibit an 
early wearout pattern. According to the various studies and reference material published 
by Abernethy (e.g. 2005), the 𝛽  is usually small (less than 4) for parts with an early 
wearout (Table 13, row 3). For these parts, the offset parameter (𝛾) represents the length 
of time (measured in this dissertation as the number of time periods) of no failures early 
in the part’s life. Combined with the appropriate 𝛼 , these Weibull models accurately 
describe the range of part lives which typically result from aircraft design trade-offs, 
manufacturing variations (between instances of the same part), and actual operational 
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experience for aircraft parts. These models are also useful for the wearout of bearings, 
rubber belts, and composite structures. 
Many aircraft structural parts are metallic and therefore tend to wearout due to 
metal fatigue (reference Table 12, row G). This characteristic is described in many 
published works over the last decades, e.g. Freudenthal, Weibull, and Payne (1963). As 
noted in Chapter 1 of this dissertation, two uses of the Weibull equation for fatigue are 
common—this paragraph describes the alternate to the method described earlier. The 
following structural engineering terms are important to understanding the Weibull 
parameters used to model aircraft structures: a (metal) crack which grows due to 
successive loading cycles is a “fatigue crack,” the lengthening of a crack due to successive 
loading cycles is “fatigue crack growth,” and the crack length at which the structure can 
no longer carry its intended load is its “critical crack length.” For this method of modeling 
the fatigue crack with a Weibull equation, the α parameter of Equation 10 is most closely 
related to the total time to crack initiation (TTCI), which “is defined as the time in cycles 
or flights or flight hours it takes for a non-detectable crack from the beginning of fatigue 
loading to grow to a reference crack size.” (Tong, 2001). Fatigue cracks grow in response 
to the loading cycles applied to the part, with a rate of crack growth per loading cycle 
dependent upon the following: first, the stresses induced by the load; second, the material 
characteristics; and third, the amount of growth that occurred over the course of the prior 
cycles. The nominal time which passes between crack initiation and part failure most 
relates to the offset parameter (𝛾) of the Weibull distribution. The variance in both the 
TTCI and growth rate is captured by 𝛽, typically with 𝛽 >  4 (Table 13, row 4).  
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While each of the parameters is individually significant, comparing three 
parameters across different designs creates the potential for excessive confusion. Thus, an 
engineer or manager typically defines an acceptable risk of failure. A common method to 
express that life value is the “B-value”, based on a percentile of the time to failure model. 
Thus, the 𝐵(𝛯) life for a part with a Weibull failure model is defined obtained by solving 
the following equation (Equation 11): 
Ξ = 1 − 𝑒−(
𝐵(Ξ)−𝛾
𝛼
)𝛽 
Equation 11 : B(Ξ) Life 
where 𝛯 is the desired fraction from 0 to 1.  Thus the fraction of parts that will fail before 
time 𝐵(𝛯) (in cycles or years) is 𝛯. 
3.1.3.2 Characterizing Aircraft Spare Parts Demand using Weibull Distributions 
Aircraft spare parts demand patterns tend to be lumpy or intermittent, and many 
statisticians explain the aircraft spare parts demand patterns using a Poisson, binomial, or 
a negative binomial distribution. But this dissertation uses a Weibull distribution for the 
TTFD as a way to understand the physical causes of the demand pattern, rather than 
simply modeling the apparent pattern (as done by other studies). A more thorough 
understanding of the patterns in aircraft spare parts demand can be achieved by building 
from the physical failure processes to simulate the spares demand for a fleet of aircraft. 
Thus, the study in this chapter seeks to expand the understanding of the demand for 
aircraft spare parts through a series of Monte Carlo simulations of hypothetical fleets 
using hypothetical CFR (𝑊(𝜏, 𝛼, 1,0)), CFRO (𝑊(𝜏, 𝛼, 1, 𝛾)), and IFR (𝑊(𝜏, 𝛼, 𝛽, 𝛾)) parts. 
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Note that this derivation will be performed in discrete time units (𝜏) versus continuous 
time (𝑡). 
The study described in this chapter assumes that a fleet of aircraft is purchased 
over a period of time, that the purchases are made uniformly over that time, and that those 
aircraft are operated consistently until disposal. In this study, a 20 year individual aircraft 
life is assumed and the aircraft are acquired evenly over a Buy Period (BP) of 1, 2, 4, 8, and 
16 years (reference Table 14). 20 years is a common life for commercial and many combat 
(fighter) aircraft. While most real aircraft fleets are not purchased uniformly over time, 
this is a reasonable assumption for a commercial aircraft which is already in production 
(e.g. by an airline airline's) and for the steady state of military aircraft purchases after Low 
Rate Initial Production. Likewise, the commercial airlines and the USAF frequently use 
management techniques that account for variable usage rates and that act to smooth those 
usage rates over time by swapping aircraft between different mission types and 
operational units (as described in Chapter 2). Thus, in the aggregate these assumptions 
are considered reasonable for modeling the spare parts demands for aircraft parts. 
The study described in this chapter assumes a population of a hypothetical part 
which is an element of the aircraft's design, which remains on the aircraft until failure, 
and which has a TTFD which is represented by a three-parameter Weibull distribution. 
The 𝛼 and 𝛽 parameters are varied in the ranges which reasonably represent part wearout 
(𝛼 =  2, 4, 8, 16, and 32; and 𝛽 =  1.5, 3, 4.5, 6, and 7.5). Because CFR and CFRO parts are 
also studied, 𝛽 = 1 is also included. The offset parameter is varied in ways that represent 
ideal fatigue life or periods with no failures (𝛾 =  0, 5, 10, and 15). This complete range of 
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values for 𝛼 and 𝛽, coupled with an 𝛾 range from 0 to 15 years (for an aircraft life of 20 
years), reflects the fact that some parts’ as-manufactured lives are far too short for actual 
operational use (or are cheaper to design for a short life and to routinely replace) and that 
other parts are designed to last without failure for most of the life of the aircraft (typically 
for safety). These factors and levels are listed in Table 14. 
3.1.3.3 Model Sample Fleets of Aircraft and Simulate their Spares Demand Rates 
A Monte Carlo simulation is run using these parameters in order to observe the 
demand characteristics for a hypothetical fleet of aircraft parts. The Monte Carlo 
simulation for this study considered 50 replications for each of the 3000 hypothetical fleets 
represented by combinations of conditions (reference Table 14). In each simulation, each 
part is put into service, fails at a random time drawn from the appropriate Weibull 
distribution, and is replaced immediately with a new part. The simulation of failure and 
replacement is repeated for each part until the end of each aircraft's 20 year design life. 
These individual run results were retained throughout the analysis to avoid errors caused 
by aggregation of data. Table 15 shows example output for one of the 50 replications of a 
fleet of eight aircraft purchased uniformly over two years with a part having a Weibull 
failure model with 𝛼 =  8, 𝛽 =  4.5, and 𝛾 =  5 years. 
Variable Values Tested # of Steps 
𝛼 2 4 8 16 32  5 
𝛽 1 1.5 3 4.5 6 7.5 6 
𝛾 0 years 5 years 10 years 15 years   4 
Fleet Size 8 32 128 512 2048  5 
Buy Period 1 year 2 years 4 years 8 years 16 years  5 
Total # of unique combinations of factors = Total steps = 5 x 6 x 4 x 5 x 5 3000 
Total # of simulations = (Total Steps) x 50 150000 
Table 14: Monte Carlo Simulation Factors and Replications 
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This Monte Carlo simulation of failures provides a structured means to study the 
demand-related effects of discrete levels of key reliability factors. The Monte Carlo 
simulation is used because existing (continuous) mathematical models do not describe 
random cycles of failure and replacement. Input levels were selected to completely cover 
the sample space, accepting that a few combinations of these discrete input levels may 
result in extremely high demand quantities or in no demands over the system’s life. The 
test points are linearly spaced (e.g. 𝛽 ) or geometrically spaced (e.g. fleet size) as 
appropriate for the factor being modeled. The Monte Carlo simulation covers a full 
factorial test matrix consisting of these data points. The key outputs of each simulation 
are the resulting demand rates’ Average Demand Interval (ADI) and the Coefficient of 
Variance (CV)—see the “Theory” section below for precise definitions of these parameters 
and their importance. 
Aircraft # Fielding Date First Failure Second Failure Third Failure 
1 1st Quarter 28th Quarter 55th Quarter 79th Quarter 
2 2nd Quarter 24th Quarter 48th Quarter 73rd Quarter 
3 3rd Quarter 31st Quarter 58th Quarter N/A (retired) 
4 4th Quarter 30th Quarter 54th Quarter 78th Quarter 
5 5th Quarter 32nd Quarter 58th Quarter 85th Quarter 
6 6th Quarter 31st Quarter 56th Quarter 82nd Quarter 
7 7th Quarter 33rd Quarter 57th Quarter 81st Quarter 
8 8th Quarter 34th Quarter 59th Quarter 84th Quarter 
Note: All aircraft are considered to be retired at 80 quarters after their fielding date 
Table 15: Part Failure Times for Sample Fleet—α = 8, β = 4.5, and γ = 5 years 
3.1.3.4 Summary of Weibull-Based Aircraft Part Reliability 
A series of parameter values for the Weibull model have been identified which 
represent the failure distributions of typical aircraft parts. Understanding the applicability 
of the Weibull model as a representation of the TTFD of aircraft parts enables modeling 
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fleets of parts using the Weibull equation, which enables creation of a Monte Carlo 
simulation of aircraft part demand patterns. This simulation is run to cover the complete 
sample space, simulating common aircraft fleet conditions. This simulation results in 
demand patterns which may be analyzed by their ADI and CV to determine how these 
common input parameters impact the characteristics of spare part demand patterns. 
3.2 Theory/Calculation 
The study described in this chapter consists of aircraft fleet modeling, a Monte 
Carlo simulation using that model, and the capture of useful data that defines the results 
of each simulation. The results of that model are used to understand the lumpy demand 
patterns of aircraft spares. This section gives additional theoretical details on the reason 
for using a Weibull-based Monte Carlo Simulation and the theory and calculation 
methods for the ADI and the CV. 
3.2.1 Why Weibull and Monte Carlo? 
As noted above, the contemporary work toward understanding aircraft spare part 
demand patterns focuses on using demand histories and applying time-series forecasting 
methods without considering the fundamental physical systems generating the demands. 
Thus, this study seeks to expand the understanding of the demands for aircraft spare parts 
through a series of Monte Carlo simulations of hypothetical fleets using hypothetical parts 
with failure rates defined by Weibull TTFDs—all based on the physical failure processes 
that underlie the needs for the spare parts. 
Naturally other factors impact spares demand patterns for actual parts, including 
the unpredictable nature of accidents, planned upgrades, and other random events which 
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occur in aircraft operations. This study focuses on the more predictable and ubiquitous 
characteristics of parts failing in a fleet, using a minimal set of input parameters that 
describe that long term usage of aircraft (and TTFDs of the parts on those aircraft). The 
intent of the study is to demonstrate an ability to mimic expected trends in aircraft spare 
parts demand patterns and not to predict the particular demands of any individual part. 
Indeed, this study demonstrates how fleet sizes and design practices naturally produce 
failure patterns which result in lumpy demand patterns. Likewise, this study explains the 
reasons for the inherent lumpiness in many aircraft part demand patterns, and provides 
suggestions to more effectively manage and control this portion of the overall aircraft 
spares demand variability. 
3.2.2 Data Captured in Simulation—ADI and CV 
The CV and ADI metrics are used often to characterize whether a demand pattern 
is smooth, lumpy, intermittent, or erratic. In order to provide consistency with other 
studies on the subject (e.g. those noted earlier), the ADI and CV are computed in ways 
that mirror how information is typically used by an analyst reviewing historical data or 
to an item manager planning for aircraft sustainment. Thus this study considers the CV 
and ADI in lieu of studying the specific demand quantities (𝐷𝜁) in individual demand 
periods ( ). This becomes important again in Chapters 4 and 8 where the aircraft 
introduction and retirement dates are unknown. For comparison and pattern analysis, a 
second calculation of the CV and ADI values incorporates the actual entire life of the 
aircraft system (from first deployment to last retirement). These are then compared to 
industry-accepted descriptors for demand pattern characteristics. 
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The ADI is a representation of the expected interval of time between non-zero 
demands, or how frequently at least one part will be needed. In a practical example, if an 
item manager observes that a part has not been used in two years, then a two year demand 
interval (DI) has been observed at that time for the part. The ADI is important because it 
gives an indication of whether a demand should be expected in a specified time interval 
(usually expressed as a number of demand periods). It can be used to help determine how 
long parts should be kept in inventory before they are considered excess.  
Reference Equation 12, the ADI measurement in most current studies of historical 
demand typically counts the number of periods (typically quarters) from the first demand 
to the last demand (in the demand history) and divides that by the total number of non-
zero demand periods (quarters) in that historical sample. The study in this chapter 
considers that measure, which is computed for each simulated fleet by finding the 
difference between the first demand quarter and the last demand quarter and dividing 
that by the number of quarters with non-zero demand. As shown in Equation 12 (a and 
b), the ADI computed in this way is considered the typical ADI (ADIT). This typical 
measurement of ADI is then compared to a somewhat simpler ADI which divides the total 
span of all items in service by the total number of demand intervals from first aircraft 
deployment to last aircraft retirement, the actual ADI for all data points (ADIA). 
𝐴𝐷𝐼𝐴 =
𝑡𝑙
𝑣⁄  𝐴𝐷𝐼𝑇 =
𝑡𝑑
(𝑣 − 1)⁄  
𝑡𝑙 = Life Span, or the time from the first 
use to the last retirement 
𝑣 = Total number of non-zero demand 
periods 
𝑡𝑑 = Demand Span, or the time from the 
first demand to the last demand 
 
Equation 12: (a) Actual ADI and (b) Typically Computed ADI 
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The CV represents the variability of demand relative to its mean.  For a part with 
few periods with non-zero demands, the CV tends to be large because of the irregularity 
of the demand; thus, a larger ADI tends to be consistent with a larger CV (as shown in the 
results in this chapter and in Chapter 5). As with the ADI, the typically measured CV 
starts at the first demand period (ignoring the time from deployment to the first demand 
period) and computes the standard deviation of the demand quantity over the periods 
divided by the average demand (as computed from the first to the last demand period). 
While this is the primary CV computation method used in most published studies to 
differentiate between lumpy/erratic and smooth/intermittent demands, a more complete 
CV is computed over the entire life of each simulated fleet. The CV typically used by most 
contemporary researchers is referred to here as the typical CV (CVT), while the life-cycle 
CV is referred to here as the actual CV for all data points (CVA)—see Equation 13. 
𝐶𝑉𝐴 =
𝜎𝐴
𝜇𝐴⁄  
𝜎𝐴 = √
1
𝐴
∑ [𝐷𝜁 − 𝜇𝐴]
2𝜂𝐴
𝜁=1
 
𝜇𝐴 =
∑ 𝐷
𝐴
⁄  
𝐶𝑉𝑇 =
𝜎𝑇
𝜇𝑇⁄  
𝜎𝑇 = √
1
𝑇
∑ [𝐷𝜁 − 𝜇𝑇]
2𝜂𝑇
𝜁=1
 
𝜇𝑇 =
∑ 𝐷
𝑇
⁄  
For Both Equations: 
∑ 𝐷 = Total number of demands in life of system 
𝐴 = Number of demand periods (e.g. quarters) from the first use to the last retirement 
𝑇 = Number of demand periods (e.g. quarters) from the first period with a non-zero 
demand to the last period with a non-zero demand 
Equation 13: (a) Actual CV and (b) Typically Computed CV 
Note that the CV values in this simulation were found to be extremely large. Thus 
for ease (e.g. to improve the readability of the output charts) the metric CV is used in this 
chapter in lieu of the typical metric CV2. Reference Table 9, the conversion between CV 
and CV2 is (naturally) rather straightforward. 
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Consistent with the observation of many aircraft industry analysts that aircraft 
spare parts demand is frequently lumpy, a series of authors in the last few years have 
characterized demand patterns as erratic, lumpy, smooth, or intermittent using a 
quantitative measure. This characterization consists of cutoff values defining low and 
high ranges for each of ADI and CV.  Many of those authors were referenced in Chapter 
2, and the method may also be found in Springer’s Handbook of Engineering Statistics (ref 
Appendix 1). This definition is useful because it addresses a routine concern among 
aircraft spare parts item managers, it quantifies the severity of volatility in the demand 
pattern, and it supports aviation research in guiding the search for the most effective 
forecasting method for a particular part. The CV and ADI values computed by either 
method are compared to these cut-off values to determine the expected lumpiness 
(reference Table 9). 
In
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ADI =1.32 
Intermittent Lumpy 
Smooth Erratic 
 CV2 = 0.49 
(or CV = 0.7) 
Increasing CV→ 
Table 9 (repeated for readability): CV/ADI-Based Definition of Demand Pattern Characteristics 
3.2.3 Summary of Modeling and Simulation 
This chapter uses the Weibull equation and parameters from Step 2 as a 
mathematical model for the failure probability (at a given time) of a part, used repeated 
instances of the same equation to model a fleet of aircraft all containing the same part, and 
conducted a Monte Carlo simulation using that model. The Mote Carlo simulation tested 
each of the 2500 combinations of conditions noted in Step 2, and did so 50 times for each 
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combination of conditions. The following results of each Monte Carlo simulation were 
recorded for analysis: the CV (both typical and actual), the ADI (both typical and actual), 
and the 𝐵(𝛯) Life (for 𝛯 =  10−1 and 10−6).  
3.3 Simulation Results 
This study resulted in 125,000 data points in the primary Monte Carlo analysis of 
three-parameter Weibull distributions (𝑊(𝜏, 𝛼, 𝛽, 𝛾)) and 25,000 additional data points in 
the comparison Exponential distribution ( 𝑊(𝜏, 𝛼, 1, 𝛾) ). The simulation results show 
expected demand pattern characteristics in the individual replications for the Weibull and 
Exponential distributions. These characteristics are demonstrated with sample results in 
this section. This section also briefly reviews the results-based model validation used in 
this study. To allow direct comparisons with a variety of analyses, the ADIA and CVA 
results for all data points are compared to the ADIT and CVT computed in the typical 
manner.  
3.3.1 Summary of Results 
The results of these simulations using the aforementioned Visual Basic model of 
aircraft part wearout readily demonstrate that typical parameters for aircraft part 
reliability and fleet characteristics naturally lead to lumpy demand patterns for aircraft 
parts. For ease, and to better understand the causes of demand pattern lumpiness, these 
results are considered in two groups. First, the results of the CFR and CFRO cases 
( 𝑊(𝜏, 𝛼, 1,0)  and 𝑊(𝜏, 𝛼, 1, 𝛾) ) are considered. Then the results of the IFR cases 
(𝑊(𝜏, 𝛼, 𝛽, 𝛾)) are considered. Finally, comparisons are made between the two groups of 
results.  
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3.3.1.1 CFR and CFRO Results 
The results of the CFR and CFRO cases (𝑊(𝜏, 𝛼, 1,0) and 𝑊(𝜏, 𝛼, 1, 𝛾)) cases (Table 
16 and Figure 11) show that lumpiness frequently exists even without a wearout 
characteristic. Considering first the results as measured across all data points, 76% of the 
cases had output characterized as lumpy (reference Table 16). The simulation used a very 
large sample space and sampled relatively evenly across that space (unlike actual parts 
which have different design purposes). However, the results clearly indicate that for parts 
which exhibit a CFR or CFRO the majority of potential combinations of reliability and fleet 
purchasing characteristics will typically result in lumpy demand patterns over time 
(reference Figure 11).   
Demand Pattern 
Characteristic 
Measured Across All 
Quarters 
Measured from First to 
Last Demand Quarter 
No Failures 0% 0% 
Intermittent 0.03% 0.3% 
Erratic 7.5% 13% 
Smooth 16% 40% 
Lumpy 76% 47% 
Table 16: Characteristics of Exponential Failure-Caused Demand Patterns 
A graph of ADI versus CV (Figure 11) shows the relationship between ADI and 
CV. Both the actual and the typical computation methods are shown in Figure 11.  The 
relationship between ADI and CV, and the difference in the plotted data for the different 
computation methods, is important as a factor in understanding the apparent smoothness 
or lumpiness of the demand distributions for the parts. A few initial observations can be 
made from this graph: 
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 An order of magnitude more test cases appear to be in the intermittent region 
when the demand patterns are considered from first to last demand period (i.e. for 
the ALL case). However, the cases labeled as intermittent remain an insignificant 
part of the total set of cases. 
 
Figure 11: Exponential Failure Rates with Replacement ADI vs CV 
 When measuring demand patterns in the typical way, the CVT and ADIT result in 
twice as many erratic or smooth results as measuring those demand pattern 
characteristics across the entire fleet life.  
 There is an apparent correlation between CV and ADI. An increasing CV tends to 
cause an increasing ADI. While the scatter is greater for the ADIT and CVT than for 
 Lumpy Region, 
Ref Appendix A 
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the ADIA and CVA, the rate of increase of ADIT with CVT is greater than that of the 
ADIA with CVA. 
3.3.1.2 IFR Results 
The simulations of cases with 𝛽 >  1 (i.e. Weibull) show a similar trend across the 
various Weibull parameters used to simulate those cases. Consistent with the Exponential 
cases, the results clearly indicate that lumpy demand patterns should be expected for 
many parts which operate to failure in many typical fleet sizes (reference Figure 12). This 
indicates that lumpiness should also be expected for many IFR parts, but it indicates that 
the IFR is not the (sole) cause of lumpiness. 
 
Figure 12: Weibull Failure Rates with Replacement ADI vs CV 
Lumpy Region, 
Ref Appendix A 
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Comparing the Exponential and Weibull cases, the proportion of cases resulting 
in lumpy demand patterns is consistent when measured over the lifespan. However, 
when measured from first to last demand period a large difference exists in the number 
of lumpy demand patterns in the Weibull versus Exponential cases (30% for 𝛽 >  1 versus 
45% for 𝛽 =  1, Reference Table 9). The broad range of results (Table 17 and Figure 12) 
does show a potential for improving the demand pattern characteristic of parts through 
careful choice of reliability, fleet size, and buy period. 
The difference between the actual and the typical CV and ADI is also apparent for 
parts which wearout in a way described by a Weibull distribution with 𝛽 >  1. When the 
typical computation is used, over half of the test cases are characterized as smooth 
demand patterns. Likewise if measured in the typical way, the number of cases 
characterized as intermittent demand patterns nearly doubles and a few cases of erratic 
demand patterns begin to appear. As with the test cases using the Exponential model, this 
again shows that characterization with these two types of measures (CVT and ADIT versus 
CVA and ADIA) is significantly different. These results, based on notional values within 
realistic ranges, indicate the relative proportion of smoothness/ lumpiness of the test 
cases, which is compared to proportions observed with real parts in Chapter 4. 
Demand Pattern 
Characteristic 
Measured Across All 
Quarters 
Measured from First to 
Last Demand Quarter 
No Failures 0.07% 0.07% 
Erratic 0.02% 1.6% 
Intermittent 6.4% 12.5% 
Smooth 20.0% 55.5% 
Lumpy 73.5% 30.3% 
Table 17: Characteristics of Weibull Failure-Caused Demand Patterns 
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3.3.1.3 Other Common Results 
The results across all cases show a high correlation between CV and ADI for parts 
which run to failure and are replaced at failure. This correlation is highest when the CVT 
and ADIT are used (across all quarters over the entire service life of the system), but the 
correlation is still somewhat apparent for ADIA and CVA. For the simulations using an 
Exponential TTFD (𝑊(𝜏, 𝛼, 1, 𝛾)), the correlation coefficient between CVA and ADIA is 0.93, 
and for CVT versus ADIT it is 0.83. For the simulations using the Weibull TTFD 
(𝑊(𝜏, 𝛼, 𝛽, 𝛾)), these same correlation coefficients are 0.92 (CVA vs. ADIA) and 0.83 (CVT 
versus ADIT).  
Another readily apparent feature from these results is the large extent to which 
many combinations of factors may result in extreme lumpiness as defined in Table 9. 
Reference Figure 11 (CFR and CFRO) and Figure 12 (IFR), the demand pattern lumpiness 
is frequently characterized by CV2 greater than 0.49 and ADI greater than 1.32. The CV for 
many of the cases in the simulation exceeds 5 while the ADI may exceed 50. This indicates 
that when conditions create a lumpy aircraft spare parts demand, that lumpiness can be 
extreme.  
The evaluation of these results was separated into two parts. First, a pre-evaluation 
was performed to assess the model goodness comparing the results to the expectations of 
model design and the bona-fide nature of real life failure. Second, a detailed evaluation 
was performed focused on identifying fleet management implications by studying 
individual elements of the demand characteristics and by deeper review of second-order 
effects within these overall results. 
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3.3.2 Assessment of Model Goodness 
Given the results described above, this model of the failure probabilities provides 
new insights into the characteristics of demand for aircraft parts, and is the reason for this 
study. However, before drawing any conclusions from the model, the model’s validity 
must be assessed. To further investigate the details of the model, key Exponential and 
Weibull-related inputs were related to model outputs. The following characteristics 
(briefly described here) provide evidence that the results are an accurate depiction of the 
simulated system: 
• It was observed that the mode of the first cycle matches the theoretical mode of 
the Weibull distribution.  
• Graphical assessment: A Weibull distribution (with replacement) concentrates 
failures around a given time, and is expected to repeat that concentration of 
failures at later times; conversely, the Exponential distribution should result in 
constant failure rates. A graph of results for Buy Period of one year for 𝛽 =  1 
(Figure 13) shows that the results exhibit these characteristics.  
• The timing of the initial failures is highly dependent upon the 𝛾  term as 
anticipated; likewise, this also impacts the gap between groups of demands in the 
continual replacement of parts as they fail. The times to the initial failures vary 
directly with 𝛾, as would be anticipated based on the definition of 𝛾 in the Weibull 
equations.  
• In cases where 𝛼, 𝛽, and 𝛾 are all small, 100% of the items fail in the first few 
quarters, as expected.  
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• As expected, in cases where the fleet size is small and α is large, frequently there 
are no failures during the lifecycle.  
These findings provide evidence that the model works properly. However, one of 
the fundamental reasons for this study is that these intuitive insights do not alone explain 
why spare parts demand rates vary with major engineering, manufacturing, and fleet 
management decisions. Investigating the results of the experimental study in much 
greater detail finds key demand characteristics for aircraft fleet and supply chain (item) 
management planners.  
 
Figure 13: Change in Average Demand per Aircraft per Quarter Over Time 
3.4 Study Findings 
The goal of the study in this chapter of the dissertation is to replicate the lumpy 
nature of aircraft spare parts demands and to more completely understand the key factors 
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which generate that nature. The simulation results clearly demonstrate lumpiness under 
the assumptions that items are used to failure, that the failed item is immediately replaced, 
and that the fleet is used at a uniform rate. As noted above, these basic conditions lead to 
inherently non-smooth (and frequently lumpy) demands. In addition to this main finding, 
this study found a number of levers which enable fleet planners to manage this lumpiness 
of aircraft spare parts demand patterns. These levers specifically include the effects of the 
following on lumpiness: fleet size, 𝐵(𝛯) life, Buy Period, and the potential to prepare for 
cycles.  
3.4.1 Finding 1 - Effect of the Size of the Fleet 
The fleet size is the most significant single factor impacting the lumpiness of 
demand. Small fleets have dramatically higher demand rate CV and higher ADI than 
larger fleets. Reference Figure 14, the CVT and ADIT reduce dramatically from a small fleet 
size (e.g. 8) to a moderate fleet size. For larger fleet sizes, CVT and ADIT approach their 
minimum values. These results are naturally dependent upon the actual design service 
life of the aircraft and the aircraft’s parts, but in general these results show that fleet sizes 
of 128-512 have minimal variations in demand quantities (from demand period to demand 
period) after the first demand. To further investigate this region, two small experiments 
were performed at fleet sizes 64 and 256. In these experiments, fleet sizes of 256 yielded 
averages for CVT and ADIT which are within 3% and 8% of their asymptotic minimums 
(respectively). Thus, in practice, if a fleet planner fields at least 256 items (whether 256 
aircraft or 256 identical parts on a smaller number of aircraft) with similar operational use 
and a 20 year life, then the fleet planner may expect that failures will occur every quarter 
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after the first failure occurs. Moreover, the fleet planner may expect that the variability of 
demand between quarters will be minimal.  
 
Figure 14: Fleet Size Impact on Typical CV and ADI 
3.4.2 Finding 2 - Effect of the Buy Period 
In the aggregate, an analysis of the results as a function of the Buy Period shows 
an unexpected result. This unexpected result is that CVT and ADIT both drop as Buy 
Period increases to approximately four years, but CVT and ADIT increase substantially as 
Buy Period increases further (reference Figure 15). Of note, the variation of CVT and ADIT 
also increases substantially as the Buy Period increases. Looking deeper into the data, it is 
evident that the Fleet Size has a major impact on the variation in the data at the higher 
Buy Periods. While the primary trend is for an extended Buy Period to increase the 
variability of spares demands, this result shows that when the increasing Buy Period 
results in an increasing fleet size (i.e. buying an initial quantity and deciding later to add 
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more aircraft to a fleet) there is a reduction in the overall CV and ADI of spares demand 
patterns. 
 
Figure 15: Buy Period Impact on Typical CV and ADI 
3.4.3 Finding 3 - Effect of the B(Ξ) Life 
The 𝛼, 𝛽, and 𝛾 terms all have importance in designing parts, and their nominal 
values in as-built parts impact the TTFD of those parts. Likewise in this study, a number 
of second-order effects were found between these variables (reference Table 18). 
Combining the terms 𝛼, 𝛽, and 𝛾 into 𝐵(𝛯)-life enables consideration of the lumpiness of 
the demand pattern with respect to the as-built part life—recognizing that the as-built life 
is commonly tested in design and manufacturing qualification. After making a 
transformation of the simulation values to the 𝐵(𝛯)-life (as-built life) using Equation 11 
and assuming a probability of survival at the 𝐵(𝛯) life of 0.9999999 (typical for safety-of-
flight parts), it was observed that a minimum 𝐵(𝛯) life minimizes the average CVT and 
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ADIT. A 𝐵(𝛯)-life of about half of the system’s operational life results in the highest CVT 
and ADIT values. 
𝛼 
Average Value 
𝛽 
Average Value 
𝛾 
Average Value 
CVT ADIT CVT ADIT CVT ADIT 
2 0.758 1.552 1 1.033 2.873 0 0.555 1.180 
4 0.767 1.573 1.5 0.924 2.118 5 1.038 1.954 
8 0.788 1.627 3 0.809 1.599 10 0.775 1.767 
16 0.811 1.694 4.5 0.776 1.552 15 0.818 1.760 
32 0.859 1.880 6 0.746 1.534    
   7.5 0.728 1.524    
Table 18: Variation of Average Values of CV and ADI (Typical) with α, β, and γ 
This relationship between 𝐵(𝛯) life and variability has significant implications for 
aircraft design engineering. In laymen’s terms, the smoothest demand patterns occur 
when nothing fails (e.g. the 𝐵(𝛯)-life is much longer than the operational life, as is often 
the case for safety purposes) or when components fail very regularly (e.g. the 𝐵(𝛯) life is 
much shorter than the operational life). Any part life between the two extremes (as may 
happen when a system is flown beyond its originally intended life) will result in increases 
in spare part demand variability. 
3.4.4 Finding 4 – The Potential to Prepare for Cycles 
As shown in Figure 13, in the extreme the expected per-aircraft demand for an 
item (due to failure) is a damped oscillating series over time for 𝛽 >  1. The most extreme 
case shown in Figure 13 has a large 𝛽 and a small Buy Period. Each of the eight curves in 
Figure 13 represents the average of 50 replications of the simulation; thus these curves 
represent estimates of expected values. For large fleet sizes (Fleet Size >> 32), large 𝛽, small 
Buy Periods, and small 𝛾, the oscillations dampen out over time, converging to a constant 
steady state value resembling the CFR. The implications of this are as follows:  
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1) For an IFR part (modeled by 𝑊(𝜏, 𝛼, 𝛽, 𝛾)), the MTBF is not an accurate predictor 
of demand until enough replacements have occurred and a steady state is 
achieved. 
2) Time series forecasting methods that use recent historical demand will perform 
poorly until the steady state is achieved. 
3) The initial failures from a fleet tend to have the greatest variations in expected 
demand from quarter to quarter, and will be the most difficult to forecast. 
However, it may be possible to identify and to predict these cycles. If possible, a 
method such as Winter’s method could be used to improve forecasting accuracy. To 
improve accuracy further, a cycle-based forecasting method should account for the 
dampening which occurs at each successive cycle. 
3.5 Final Remarks and Recommendations 
This study demonstrated that lumpy demand patterns for aircraft spares should 
be anticipated based upon the nominal component wearout characteristics, fleet sizes, and 
purchasing periods of fleets of aircraft. This study is unique in demonstrating that the 
Weibull model of component reliability emulates the lumpy demand characteristics that 
are observed for aircraft spare parts. This study uncovers the drivers of lumpy demand 
patterns through an empirical approach using simulated data rather than using demand 
histories.  Most importantly, this study demonstrates that a portion of demand pattern 
lumpiness is not a random, unpredictable phenomenon, but rather a systematic, 
predictable pattern driven by the characteristics of the fleet.  By using an empirical 
approach, this study demonstrates that some factors, when chosen carefully, can 
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moderate a lumpy demand to a smooth or intermittent demand. From these elemental 
observations, the following recommendations were formulated to support improved fleet 
management and to inform decision makers and designers in the engineering, 
manufacturing, and item management of components on aircraft. 
3.5.1 Recommendations for Further Study 
The results of this study motivate further investigation in three areas. These areas 
include the forecasting accuracy, the impact of the damped oscillation of demands on the 
CV and ADI, and discovery of a more appropriate forecasting method for these types of 
demands. Each of these areas for further study has substantial impact on aircraft 
component supply chain management. 
First, a model of this type could be used to test forecasting methods for their 
anticipated accuracy. Research of this type could identify an optimal forecasting model 
for aircraft spare parts planning. Moreover, this research could establish a theoretical 
accuracy for forecasting models—and thus provide critical information to item managers 
when they select appropriate levels of safety stocks. Further work in this area is performed 
in Chapter 7 of this dissertation. 
Second, the characteristics of the damped oscillation of demand patterns should 
be studied. Understanding the behavior of this damped oscillation will shed new light on 
the concept of a MTBF and a constant failure rate. For example, an apparent constant 
failure rate in service may be an item that actually has a short wearout period and is 
routinely replaced.  This understanding has broad impacts on both reliability and spares 
planning. 
130 
 
Finally, the above noted damped oscillation characteristic appears to strongly 
impact the CV and ADI experienced by the item manager and the maintenance manager. 
This damped oscillation indicates that instantaneous demand quantities will change 
rapidly and therefore that typical spares prediction methods (using averaging of recent 
historical data) should perform poorly. As noted above, a new forecasting method should 
be found which better accounts for this damped oscillation trend in the demand patterns 
of aircraft spare parts and other capital equipment. 
3.5.2 Recommendations for Engineering, Manufacturing, and Fleet and Item 
Management 
The conclusions above directly impact the decisions of aircraft engineers, 
manufacturing technicians, fleet managers, and item managers. These recommendations 
should not be considered sole decision points, but as elements of the overall optimization 
of design, operational fleet sizes, and supply chain management. These recommendations 
relate directly to the findings above. 
Engineering should consider the increased use of common parts and should 
carefully consider the effect of wearout characteristics on total cost of ownership. 
Increased use of common parts with common operational usage (e.g. flight loads) will 
substantially reduce the demand variability. For instance, designing a wing flap to be 
symmetrical and useful on both the left and right sides of the aircraft (as is done on the F-
16) doubles the number of flaps per aircraft fleet and could reduce the CVT and ADIT by 
15% and 10% respectively. Likewise, the expected impact of the 𝐵(𝛯)-life on variability 
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(and thus additional stock holding cost) should be considered in the overall economic 
evaluation when doing trade studies for selecting part designs for new aircraft. 
National leaders, corporate boards, and aircraft fleet planners should consider the 
impacts of fleet size on demand variability and supportability. Small fleets of highly 
specialized aircraft may be desirable for certain missions, but they result in highly variable 
demand characteristics. A part used in a small fleet of a unique aircraft may exhibit three 
times the demand variability (per aircraft) as the same type of part installed across each 
one of hundreds of aircraft. When expanding a fleet at a later time, doubling the Buy 
Period to double the quantity of a particular aircraft in a fleet can reduce this demand 
variability by 40% or more. 
Finally, these results complicate the many operators’ desires to reduce materiel 
stock levels. Aircraft component supply chain managers should focus on the size of the 
fleet when considering the safety stock level as a percentage of expected demands. In an 
era where military fleet sizes will be reduced due to budget cuts, military aircraft spares 
demand lumpiness will increase. Unfortunately, safety stocks cannot be reduced as much 
as fleet size. 
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4 Example—USAF Airframe Spares Forecasting Accuracy 
Forecasting accuracy for USAF-managed airframe parts is approximately 50%, 
which (compared to the general accuracy of less than 40% noted in Chapter 2) is worse 
than many mechanical and electrical parts. The USAF realizes that improving Aircraft 
Availability requires improving parts availability, and thus closely watches forecasting 
accuracy. Data from the USAF’s D200 system focuses primarily on repairable parts, but 
they provide a source of evidence supporting the existence of the problems described 
qualitatively in the prior section of this dissertation. 
4.1 Background 
The USAF forecasting data system captures and retains parts’ demand histories 
over the prior eight quarters (two years) and these are used to forecast forward one, eight, 
and fifteen quarters. With this data, the USAF uses the following forecasting methods: an 
eight quarter moving average (8QMA, reference Equation 3 with 𝑚 =  8), a four quarter 
moving average (4QMA, reference Equation 3 with 𝑚 =  4), and exponential smoothing 
(SES, reference Equation 5). The USAF also implemented a forecast accuracy tracking 
program called the Forecasting Analysis Comparison Tool (FACT Plus), which employs 
the following basic equation: 
𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100% −  
∑|𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 − 𝐴𝑐𝑡𝑢𝑎𝑙|
∑ 𝐴𝑐𝑡𝑢𝑎𝑙
= 1 −
𝑀𝐴𝐷
?̅?
 
Equation 14: USAF Equation for Forecast Accuracy 
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To narrow the search from among the thousands of parts in the USAF’s database, 
this data review focuses only on USAF-managed airframe parts. Airframe parts are 
grouped by the Department of Defense (DoD) in Federal Stock Class (FSC 1560). Airframe 
parts are used in this data review because it was found from other studies (not included 
in this dissertation) that forecasting is most accurate for airframe parts, and the goal is to 
develop a tie between lumpiness and forecasting accuracy—a goal that is poorly achieved 
if all forecasts are generally inaccurate for the data set. 
Of note, this chapter uses the USAF standard terminology of a NIIN to identify the 
existence of a particular part design with particular characteristics. NIINs are not always 
unique to a single part design, because suitable substitute part designs sometimes exist 
and some of these have different reliability characteristics. However, the term NIIN is 
useful in that it describes a design of a part and all parts made of that design. Considering 
NIINs eliminates the need to differentiate between part designs and part instances. 
4.2 Computation of Forecasting Accuracy 
The USAF’s standard forecasting accuracy equation is one commonly used in 
many industries, and is similar to the Mean Absolute Percentage Error (MAPE) which is 
also commonly used in many industries. As noted in the prior literature review, it relates 
to the method used by Regattieri (2002):    
𝐸𝑟𝑟𝑜𝑟 =  
𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐴𝑐𝑢𝑡𝑎𝑙 𝐷𝑒𝑚𝑎𝑛𝑑𝑠
=
∑|𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 − 𝐴𝑐𝑡𝑢𝑎𝑙| 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠⁄
∑ 𝐴𝑐𝑡𝑢𝑎𝑙 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠⁄
=
∑|𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 − 𝐴𝑐𝑡𝑢𝑎𝑙|
∑ 𝐴𝑐𝑡𝑢𝑎𝑙
= 1 − 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 
Equation 15: Comparison of MAPE and USAF Forecast Accuracy Equations 
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The primary error in forecasting in the aviation industry appears to be a lag due 
to the erratic or lumpy behavior of aviation part demand patterns. Reference Figure 16, it 
can be readily seen by inspection that the existing forecasting methods in D200A (4QMA, 
8QMA, and SES) all result in forecasts that track the actual demand but with a consistent 
lag behind the actual changes in the demand pattern. The lag appears to be 2-8 demand 
periods—similar in length to the number of demand periods used to make the forecast. 
 
Figure 16: Airframe Examples Showing Lag in Forecasting 
4.3 Lumpy Demand Patterns 
A common statement among USAF spares analysts is that lumpiness creates the 
difficulty inherent in USAF spare parts forecasting. This tendency is in fact common 
throughout the aviation industry. As previously noted, Ghobbar and Friend (2003) 
identified a means to characterize these demand patterns as being either smooth, erratic, 
intermittent, or lumpy.  
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For this study, all USAF-managed FSC1560 NIINs were categorized by this same 
criteria as a first step toward determining what trends may exist in forecasting accuracy 
and the applicability of forecasting methods. The data used consisted of all recorded 
demand quantities for all 5034 USAF-managed FSC1560 NIINs with at least two non-zero 
demand periods between October 1987 and March 2010. The demand pattern 
characteristics are shown in Table 19. 
Demand Distribution 
Characteristic 
NIINs Number of parts demanded 
Number % of Total Number % of Total 
≤ 1 Non-zero 
Demand Period 
640 11% 15045 2% 
Intermittent 543 10% 26324 3% 
Erratic 1059 19% 214274 27% 
Smooth 577 10% 306930 38% 
Lumpy 2859 50% 242247 30% 
Total: 5678 100% 804720 100% 
Table 19: Characteristics of Actual USAF Airframe Parts Demand Distributions 
This analysis shows the daunting task faced by USAF item managers. Very few 
USAF managed FSC1560 NIINs have a smooth demand pattern. Most of the parts exhibit 
either lumpy or intermittent demand patterns. Likewise, (reference Table 19) many of the 
NIINs which experienced any non-zero demands in the last 23 years only experienced a 
non-zero demand in one demand period.  
4.4 Suitability of Forecasting Methods 
The three forecasting methods in D200A are commonly used in many forecasting 
systems. Forecasting for USAF-managed FSC1560 parts reveals some of the challenges in 
forecasting demands for aircraft spare parts. Data available in the USAF’S “FACT Plus” 
web application shows that the aggregate structural forecasting accuracy to be 
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approximately 50% over a two year sample of data (2010 and 2011). Prior to further study 
about improvements in the forecasting methods, it is important to understand the causes 
of these inaccuracies. 
To best understand the forecasting errors inherent in the three categories (lumpy, 
smooth, and erratic) which should be most difficult to forecast, 30 NIINs were selected 
from each of the three categories. The NIINs selected showed non-zero demands 
throughout the length of time covered by the sample data (22½ years). This study selects 
NIINs which spanned the extent of the available data (Oct 1987-Mar 2010) to find items 
with the largest possible number of data points (improving statistical significance). Thus, 
the 30 sample NIINs from each category should indicate the highest accuracy available 
for these forecasting methods when used to forecast aircraft spare part demands.  
Unfortunately, as might be expected due to the low ADI of intermittent or lumpy 
demand patterns, the study needed to include NIINs that covered less than the full 90 
demand periods. Obtaining 30 sample NIINs in the those two categories required using 
2-3 each which spanned 89 of the 90 demand periods in the sample; this is considered not 
to impact the results because the single demand period with a zero demand quantity was 
either the initial or last demand period in the sample. Moreover, the cases with 89 non-
zero demand periods exhibited no apparently major differences in lumpiness or variance 
(based on inspection of the data set) compared to the cases with 90 non-zero demand 
periods.  
Unexpectedly, for the NIINs with smooth demand patterns, only 12 NIINs were 
suitable for the study (Table 20). All other NIINs had 72 or fewer non-zero demand 
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periods in the 90 demand periods of the sample size, and thus a smaller sample size (12 
versus 30) is used for the study of smooth demand patterns. While this limitation should 
have negligible impact on the validity of the results, it does further illustrate the relatively 
low usage inherent in aircraft structural parts and how that low usage can impact the 
ability to forecast future demand. 
Demand Variability Model Types and Resulting Forecast Error 
CV ADI Max Gap 4QMA 8QMA SES(0.1) SES(0.8) Holt’s Part type Aircraft 
0.44 1.00 1 35.4% 34.5% 34.5% 37.8% 34.1% Fuel Tank C-130 
0.48 1.00 1 32.7% 33.1% 33.9% 38.3% 32.9% Fuel Tank C-130 
0.47 1.00 1 36.3% 36.5% 36.5% 40.5% 35.8% Fuel Tank C-130 
0.47 1.00 1 35.0% 32.1% 33.5% 40.9% 36.6% Fuel Tank C-130 
0.37 1.00 1 28.5% 29.8% 29.4% 30.0% 27.9% Cowling C-5 
0.40 1.00 1 32.1% 30.7% 30.3% 36.3% 28.5% Windshield KC-135 
0.30 1.00 1 23.0% 22.1% 21.6% 29.5% 21.3% Windshield KC-135 
0.45 1.01 2 25.3% 24.0% 26.4% 29.2% 22.3% Radome  
0.37 1.00 1 27.4% 27.4% 27.5% 29.7% 26.4% Exhaust A-10 
0.48 1.00 1 32.3% 37.2% 38.9% 32.2% 29.8% Fuel Tank A-10 
0.38 1.00 1 25.0% 23.8% 25.8% 26.9% 24.7% Door C-5 
0.42 1.00 1 28.0% 27.3% 28.3% 29.4% 27.0% Door C-5 
Ave. Method Error 30.1% 29.9% 30.5% 33.4% 28.9%   
Table 20: Smooth Structural NIINs and Associated Forecasting Accuracies 
To understand how USAF forecasting methods compare to other forecasting 
methods, Holt’s method is also used. The Holt’s method used in this data review is more 
accurate than most applications of the Holt’s method, because in this data review the 
smoothing factors (𝑎1 and 𝑎2) are optimized to minimize the error for each data fit (in lieu 
of the standard practice of using fixed smoothing factors). Again, the resulting errors are 
averaged within each demand pattern characteristic (lumpy, erratic, and smooth) to 
estimate the performance of the method under the test conditions. Of note, seasonality-
138 
 
based methods are not used in this study because no consistent discernable seasonal 
trends are apparent in the 72 sample NIINs. 
The test validates the low forecast accuracy reported in the USAF’s in-house tool. 
Even in ideal conditions with large sample sizes, a large number of consecutive non-zero 
demand periods, the average forecast errors of each method against each NIIN range from 
29.9% to 52.3%. Because errors were found in a purposefully selected set of data which 
should have maximized accuracy, it is apparent that current common forecasting methods 
are inadequate for aircraft spare parts forecasting. 
It is observed that the characteristics of the demand pattern do have an impact on 
the resulting forecasting errors. Reference Table 20, average forecasting errors for the 
smooth demand pattern NIINs range from 29.9% to 33.4% for the methods currently 
employed by the USAF. Average forecasting errors for intermittent demand pattern 
NIINs are approximately 1/3 higher than the errors for the NIINs in the smooth category—
specifically, these errors are between 39% and 42.6% for the data studied. Likewise, 
average forecasting errors are significantly higher for NIINs which demonstrate a lumpy 
demand pattern. The forecasting errors for the lumpy demand patterns vary from 57.8% 
to 73.2% when using the 4QMA, 8QMA, or SES methods. 
Additionally, it is seen that significant changes to the forecasting method would 
be required in order to achieve any substantial improvement in the forecasting errors. 
Across 41 of the 72 NIINs studied in detail, Holt’s method produced lower errors than 
4QMA, 8QMA, or SES. While the average errors for Holt’s method are lower than the 
other three methods, its error improvement is relatively slight. Thus, the errors in using 
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Holt’s method to forecast for USAF-managed FSC1560 NIINs are approximately the same 
as the currently used methods. 
Finally, while the categories of demand patterns clearly impact forecasting 
accuracy, correlations within those categories were not found. No direct correlation was 
found between forecast accuracy and CV or ADI. In addition, no clear correlation was 
found between the size of the gap in demand (the maximum number of zero demand 
periods between non-zero demand periods) and the forecasting errors—this is counter-
intuitive given the strong impact of the lumpy demand patterns on the forecasting errors. 
4.5 Systematic Variations within Demand Patterns 
Further study of the relationships noted above requires understanding the 
underlying distribution of these types of NIINs. Thus, each of the 72 NIINs was tested for 
goodness of fit against the following distributions: normal, log normal, exponential, 
Poisson, negative binomial, and Weibull. Of particular interest are the Poisson and normal 
distributions because those are common assumptions among forecasting professionals. 
However, neither can be proven by this data. 
As seen in the Table 21, most of the NIINs appear to be best fit by a negative 
binomial distribution when using a significance level of 𝛼 = 15%  (H0 = Distribution 
applies, Ha = Distribution does not apply). Of note, some of the 72 parts appeared to have 
10-20 consecutive demand periods of normal demand (demands of quantities that were 
distributed similar to a normal distribution) followed by a large change in average 
demand, followed again by a new normal distribution; however, this trend was not 
specifically analyzed for this study. Note that Table 21 is for the probability of a demand 
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quantity occurring at any given demand time, it is not for the TTFD (which is modeled by 
the Weibull distribution in the other portions of this dissertation). 
Demand 
Pattern 
Characteristic 
Best Fit Distribution across 90 periods 
Neg. 
Binomial 
Weibull Normal 
Log 
Normal 
No Match 
Lumpy 25    5 
Smooth 9 2 1   
Erratic 21 3 1 4 1 
Table 21: Best Probability Distribution Fit of Select Airframe Data 
4.6 Conclusions and Opportunities for Further Research 
The two primary conclusions from this study are readily apparent from the 
observations, as follows: 
1. The commonly used MA and SES forecasting would most likely result in errors in 
the range 30-60% for aircraft structural parts. Even though the 72 NIINs studied 
most likely represent the lower (better) end of anticipated forecasting errors the 
currently used MA and SES methods did not achieve the accuracy goal.  
2. There is a correlation between the category of demand pattern and the average 
forecast accuracy for NIINs with those demand characteristics.  
Additionally, the results of this review of demand pattern characteristics of aircraft 
structural NIINs may be compared to the findings of the study of simulated IFR and CFR 
parts (Chapter 3). It is noteworthy that the relative portions of findings in the intermittent 
and erratic categories of the simulated study are similar to the relative portions of USAF 
aircraft structural NIINs in the intermittent and erratic categories. While the simulated 
results show a far higher smooth portion of demands than the actual data, the important 
point remains that even the CFR parts exhibit lumpy demand patterns.  
141 
 
Further study is needed to confirm these findings and to clarify the close 
relationship between the study of data and the findings in the simulation study from 
Chapter 3. A study along these lines is completed in Chapter 8, based on an improved 
understanding of forecasting methods (and accuracy) in Chapter 7. Comparing Table 19 
from this chapter with Table 16 (for an Exponential model of part failure, 𝑊(𝜏, 𝛼, 1, 𝛾)) and 
Table 17 (for an Weibull model of part failure, 𝑊(𝜏, 𝛼, 𝛽, 𝛾)), the consistency in the results 
implies that factors beyond just the TTFD model impact on the lumpiness of demand 
patterns. The two most likely factors are the small fleet size and the high reliability.  
Finally, a potential cause of lumpiness also highlights the challenges with studying 
such data. It was discussed in Chapter 3 that lumpiness can be due to an initial time in 
which no part is expected to fail (𝛾 > 0). However, the available data from this set (or from 
most sets available for study by any expert in this area) provide insufficient information 
about the design or testing of these NIINs to determine the existence of this characteristic, 
the magnitude of this characteristic (length of time of no failures), or its impact on the 
lumpiness of the demand histories of these NIINs. Likewise, there is insufficient data 
about when the system entered service to accurately estimate 𝛾 from the time of initial 
failures. Thus, this dissertation further investigates the impacts of these factors before 
proceeding to search for a forecasting method, and further comparisons with real data are 
made with caution due to the limitations in obtaining key data elements. 
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5 Why Smooth Failure Distributions Produce Lumpy 
Demand Patterns 
The effectiveness of a demand forecasting method depends upon the demand 
pattern characteristics of the part being forecast. Thus the practitioner should have tools 
to assist in selecting the most appropriate forecasting method and demand (forecasting) 
time periods (especially demand period length, 𝜔 ), along with the ability to specify 
characteristics of business operations such as the size of the pool or fleet of parts to be 
serviced. However, insufficient tools exist for the practitioner to make these selections. 
This chapter addresses the concern by developing a tool for the practitioner to select the 
appropriate type of forecasting method and its fundamental parameters based on the 
(anticipated) demand pattern characteristics of the part (e.g. the 𝛼 , 𝛽 , and 𝛾  in 
𝑊(𝜏, 𝛼, 𝛽, 𝛾)). 
It is known to forecasting professionals that many common forecasting methods 
perform poorly when the part demand patterns are not smooth. Indeed, the suitability of 
forecasting methods is normally evaluated with respect to the smoothness (or lack of 
smoothness) of the data. Define the historical demands used for forecasting as some or all 
of the set of demands for a part over its life, which are the demands quantities for each 
time period 𝜏ζ<ϕ. If the variations in the demand quantities in the demand history are 
high, then it is likely that there will be similar variations in the demand quantities in the 
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quarters being forecasted (all demands for 𝜏ζ≥ϕ). If the variations in demand quantities 
within the demand history indicate a trend, then naturally a trend-based forecasting 
method should be used (reference Chapter 2). If the variations in demand quantities 
within the demand history exhibit irregular positive/negative variations about some 
mean, then a smoothing method (e.g. Moving Average, MA) may be used but a similar 
positive/negative variation must be expected in the demand quantities of the future 
demand period(s) being forecasted. In this latter case, if changing the forecasting 
computation method is not possible, then two possible solutions include pooling a greater 
number of parts (increase 𝑁) and changing the forecasting time period length (𝜔). This 
work shows the value in pooling and in changing the forecast time period length (𝜔), and 
specifies how to select appropriately sized pools (𝑁 ) and time period length (𝜔 ) to 
maximize smoothness—and thus improve forecasting accuracy. 
Consider first the approach of pooling, a common technique used throughout the 
industry. “Risk pooling has been traditionally used as a form of protecting against 
demand variability in inventory management” (Guajardo and Rönnqvist, 2012). Pooling 
occurs when different operators of the same type of aircraft manage some or all of the 
spares for their aircraft in one large group, much like how a retail chain finds that it is 
easier to manage the aggregate demand from many stores versus from each store 
individually. However, unlike the retail example, pooling aircraft means that different 
(often competing) operators (e.g. different airlines) must work together, which makes the 
task of establishing the pool much more difficult. No tool has been found which defines 
how large of a pool is needed to achieve smooth demand patterns. 
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Likewise, the approach of changing the demand period length (𝜔) may appear 
overly simplified and arbitrary, but this work shows that it is effective if performed with 
appropriate information. The simple approach of changing the forecasting method’s 
demand period length ( 𝜔 ) is an easy adjustment that may be applied to existing 
automated (information technology-based) forecasting systems with little change to the 
software code. The tool developed in this work allows the forecaster to make adjustments 
to the demand period length (𝜔) used in the forecasting method and to assesses the likely 
reduction of lumpiness in the resulting demand patterns. In a set of examples, this tool is 
shown to work effectively in significantly reducing the lumpiness of the demand patterns.  
This work approaches the above two straightforward questions (pooling and 
adjusting forecast demand period lengths) by reconsidering the basic question of what is 
the cause of lumpy demand characteristics in demand patterns. More specifically, this 
work looks at the case of a demand which is driven by the replacement of parts with a 
CFR, and how a CFR can cause a non-smooth demand pattern. The following sections (1) 
review the definition of smooth versus lumpy demand patterns, (2) develop 
mathematically a connection between the TTFD of a part design and the smooth/lumpy 
demand pattern characterization, and (3) apply these mathematical relationships as a tool 
to adjust forecasting demand period length (𝜔) to achieve improved forecasting accuracy. 
These latter two sections of this chapter are unique among studies of part demand 
patterns. Sufficient information is provided for the immediate application of these 
methods to contemporary forecasting information technology data systems. 
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Of note, this chapter uses the same notation as Chapters 2 and 3. The probability 
that a part will fail at a given time in its life is described by the Time to Failure Distribution 
(TTFD). The TTFDs to be studied here are the ones that result in a Constant Failure Rate 
(CFR), a Constant Failure Rate with an Offset (CFRO), and an Increasing Failure Rate 
(IFR). Refer to Chapter 3 for the reasons for this terminology in this dissertation. However, 
also note that this chapter uses a more precise use of the term reliability (1 − 𝜆) than 
Chapter 3 as it is necessary for the equation development. 
5.1 Review of Smooth/Lumpy Demand Pattern Characterizations 
Numerous studies have addressed the question of what constitutes a smooth or 
lumpy demand pattern, and many have done so in the context of aircraft parts. Thus a 
brief review of these studies and the smooth/lumpy characterization is appropriate for 
general understanding of the work performed here. While this work is envisioned with 
applications in the aviation industry, the method is broadly applicable to any similar 
forecasting challenge. 
Within the last fifteen years, a description of lumpy demand patterns has 
developed and been broadly accepted.  It is based upon the demands’ average demand 
interval (ADI) and Coefficient of Variance (CV). As described in Appendix 1, the values 
of ADI = 1.32 (1.33 in some texts) and CV2 = 0.49 (0.5 in some texts) create four quadrants 
of demand pattern characteristics: smooth, erratic, intermittent, and lumpy (see Table 22 
with the adjusted values). The ADI of a series of observed demands is the total number of 
demand periods divided by the number of demand periods with non-zero demands, so 
that: 
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𝐴𝐷𝐼 =
∑ 𝛿(𝐷𝜁)
𝜂
𝜁=1
 
Equation 16: Average Demand Interval Definition 
Where 𝐷𝜁  is demand quantity in demand period ,  is the total number of 
demand periods being considered (i.e., the total continuous time, 𝑡, divided by the length 
of a demand period, 𝜔), and  
𝛿(𝐷𝜁) = {
1 𝐷𝜁 > 0
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Likewise the CV is a measure of the changes in demand quantity (Equation 17). 
𝐶𝑉 =
√
∑ (𝐷𝜁 − ?̅?1,𝜂)
2𝜂
𝜁=1
?̅?1,𝜂
 
Equation 17: CV According to Ferrari et al (2006) 
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ADI =1.33* 
Intermittent Lumpy 
Smooth Erratic 
 CV2 = 0.5* 
Increasing CV→ 
* Indicates rounded value used for this phase of study 
 
Table 22: CV/ADI-Based Definition of Demand Pattern Characteristics, As Used to study the 
CV/ADI Boundaries 
A note should be made about this method of characterizing the variability within 
spare parts demand patterns. While this characterization is not a completely rigorous 
method (as explained by Syntetos and Keys, 2008), it provides a now commonly accepted 
way to characterize the colloquial term of lumpy demand. Moreover, it has a basis in 
studies of the boundary between the use of traditional forecasting methods (e.g. MA and 
Simple Exponential Smoothing, SES) and Croston’s method. Thus, this work uses the 
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now-standard CV-and-ADI-based definition of smooth/ erratic/ intermittent/ lumpy 
demand patterns and considers the best forecasting situation to be one with a smooth 
demand pattern. This work investigates what is required to achieve a smooth demand 
pattern when the driver of the demand is a CFR part. 
While this work will focus on obtaining smooth demand patterns by the definition 
on CV and ADI, it should be noted that even this goal is less restrictive than is used by 
others. For instance, the U.S. Defense Logistics Agency (DLA) considers demand patterns 
to be “sparse and inconsistent” if less than 4 orders are made for the part per year or if 
less than twelve total items are ordered in the year (Hobbs, 1996). Hobbs (1996) says that 
DLA considers those “sparse and inconsistent demands” to impede management of the 
item and to drive item managers to use “rule of thumb” versus established forecasting 
methods. A goal of the study in this chapter is to be much less restrictive in defining the 
demand period length (𝜔) used for the demand forecasting method. Likewise, application 
of this chapter’s results will enable forecasting methods to be effective for these “sparse 
and inconsistent demands.”  
Among the many other authors who have studied problems related to the one 
studied here, the majority focused on accommodating the unpredictable demand 
quantities through approaches such as new forecasting methods, adjusting spare safety 
stock levels, pooling, or even attempting to adjust the maintenance interval. Few studies 
address the part-related failure probabilities that generate the underlying smooth or 
lumpy demands. Each of these categories of study is reviewed here due to its impact on 
the work performed in developing the new forecasting method adjustment tool. 
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Among the authors who focus on new forecasting methods, each considers the 
structure of the forecasting equation (or an artificial intelligence routine). Hua and Zhang 
(2006) considers methods such as bootstrap, regression, Croston’s, and a hybrid of the use 
of Support Vector Machines and Logistic Regression. Cochran and Lewis (2002) discusses 
RAND’s Dyna-METRIC forecasting model, and explains its basis on an assumption that 
demands (within spare part demand patterns) follow a Poisson process. Lee, Chew, Teng, 
and Chen (2008) discusses a method for simulating demand patterns and the use of a 
multi-objective evolutionary algorithm to develop an optimal stock level based upon the 
results of these simulations. Yet for all of the study of new forecasting methods, none of 
these new equations or neural networks appears to consider optimizing the demand 
period length (𝜔) that underlies every method. 
Pooling is an established solution for many spare parts variability problems, and 
is used throughout many industries. Kilpi, Toyli, and Vespalainen (2009) discusses 
“cooperative strategies” for spare part availability, which effectively increases the pool of 
aircraft (top-level systems) covered by an inventory of parts and reduces the cumulative 
safety stock levels. Kranenburg and van Houtum (2009) likewise considers adjusting 
stocking through cross-servicing agreements. However, none of these authors provide 
information to determine the necessary size of the pool of aircraft being serviced (𝑁). Any 
practitioner knows that pools which are too small will provide insufficient benefit to merit 
the cost of coordinating demands across customers.  
Interestingly, many authors have focused heavily on the maintenance practices as 
the supposed driver for lumpy demand patterns. Among them, Ilgin and Tunali (2007) 
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recommends a Genetic Algorithm to optimize both the maintenance interval and the 
spares quantity. Maintenance intervals certainly impact demand pattern characteristics 
(as will be demonstrated further in this work). However, the maintenance interval is 
generally defined by safety first—then any cost considerations. The need for smooth 
demand patterns is only a small consideration in maintenance interval planning. 
Of the papers reviewed, only the work of Syntetos and Boylan (2001) considers the 
impact of individual demand probabilities on the forecast accuracy. Syntetos and Boylan 
(2001) studies the biases inherent in Croston’s method, and uses the assumption of a 
geometric distribution of non-zero demand periods (independent of the quantity 
demanded in a demand period, as long as there is at least one demand in the demand 
period). Syntetos and Boylan (2001) derives an expectation for the next demand interval 
(DI, which they call an interarrival period, or the measure of consecutive demand periods 
with zero demand) based upon an assumed mean for the DIs and from it develop a 
correction factor for Croston’s method. However, the method in their work does not 
consider the basic part’s TTFD, only the observed DIs. 
5.2 Reliability Impacts on Demand Patterns 
To help remedy lack of focus in the literature on the impacts of reliability 
(specifically the time to failure distribution, TTFD) and fleet size (quantity) on 
smoothness/ lumpiness of demand patterns, this dissertation develops such a 
relationship. Because two criteria are used to differentiate smooth from lumpy demand 
patterns, this chapter breaks the study of this reliability-to-smoothness/ lumpiness 
relationship into two parts: the tendency for intermittence (ADI), and the tendency for 
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erratic demand occurrences within the demand pattern (CV). As stated above, the state-
of-the-art in forecasting is to consider both of these characteristics simultaneously to 
determine if the part’s demand pattern is likely to be smooth or lumpy, and thus it is 
important to understand how reliability, quantity, and forecasting methodology 
assumptions impact the ADI and CV of the demand pattern. 
5.2.1 Basics—Reliability and Populations 
Before considering the impact of reliability on demand pattern characteristics, a 
brief review of reliability must be made. First, note that the term “reliability” is used here 
versus TTFD, because the focus is on the level of reliability (does the part fail often or not) 
versus the actual distribution of failures. To focus this study on that narrow question, 
assume that the probability that a part fails in any given time period is constant (a CFR). 
While this assumption is not appropriate for most parts, it is broadly used as an 
introductory-level assumption for many practitioners and is a useful approximation to 
many IFR parts if the time under study is short enough. Of note, this assumption allows 
the inclusion of the Poisson and Binomial models.  
As noted, this chapter assumes a CFR part, thus 𝜆(𝜏)  =  𝜆 =  𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡  (see 
below). Ideally, if there are 𝑁 parts in the population which could fail, then the expected 
number of failures in each failure period is 𝑁 ∗  𝜆 . However, the number of possible 
failure-induced demands in each demand period is not necessarily 𝑁 ∗  𝜆. A part is only 
demanded from the supply system if the failure is observed (e.g. inspected by a mechanic 
or an operator), and thus if only a fraction of the total population (𝑛/𝑁) is observed in a 
given period then the expected demand quantity (in a demand period) is related only to 
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that fraction of parts (𝑛 ∗  𝜆). Thus, if the parts are inspected on a cycle (not continuously) 
and if the time between inspections (the length of the cycle) is longer than the demand 
period (which has length 𝜔), then the population of parts that could cause a demand is 
only a subset of 𝑁.  
The subset of 𝑁 which is inspected (maintained, observed, or tested; refer to the 
number in this subset as 𝑛) within a single demand period is the sample set from which a 
failure may be observed. These observed failures drive the demand period’s demand 
quantity. For illustration of the impact of this consideration, assume that 𝑁 parts are in 
service, ¼ are inspected each quarter (three month period) of every year, and all are 
inspected over the year. If the demand period length (𝜔) in the demand forecasting model 
is also quarters (the same three month periods), then the number of parts that could 
possibly contribute to the demand quantity in each demand period is 𝑛 =  𝑁/4.  
5.2.2 Intermittence 
Consider the boundary for intermittence noted in Table 22. The characteristics of 
intermittence are part of the characteristics needed for lumpiness. Intermittence defines a 
condition in which the number of demand periods with non-zero demands (referred to 
here as the number of non-zero demand periods) is relatively low with respect to the total 
number of demand periods observed. 
Define the smooth-to-intermittent boundary as ADI = 1.33 or 4/3. With this 
definition, a demand pattern may be defined as smooth if at least ¾ of its demand periods 
have a demand greater than zero. Now recall the ADI equation (Equation 16), but revise 
it by defining the denominator as 𝑣, so that 𝐴𝐷𝐼 =  /𝑣 with: 
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𝑣 = Number of periods out of  with nonzero demand = ∑ 𝛿(𝐷𝜁)
𝜂
𝜁=1
 
Equation 18: Number of Periods Out of η with Nonzero Demand 
Assume a constant number of parts (𝑛) will be inspected in each demand period 
(noting that 𝑛  is typically a sub-set of the total population 𝑁 ). Based on the earlier 
assumption, each part has a constant probability 𝜆  of failing in each of the  failure 
periods (of identical length, 𝜔, and sequencing, , as the demand periods). Of note, no 
more than 𝑛 parts may be found failed in any failure period, thus the failure rate can never 
exceed 100% (𝜆 ≤  1). The goal is to compute the probability of a lumpy demand pattern. 
Note that in this case the more restrictive (less colloquial) definition of reliability must be 
used, and refers to the probability of not failing in a specific demand period. Thus, 
consider the probability, 𝑟, of one part reliably surviving one failure (demand) period: 
𝜆(𝜏) =
𝑓(𝜏)
(1 − 𝐹(𝜏))
=
𝑃(𝑃𝑎𝑟𝑡 𝐹𝑎𝑖𝑙𝑠 𝑖𝑛 𝜏)
𝑃(𝑃𝑎𝑟𝑡 𝑆𝑢𝑟𝑣𝑖𝑣𝑒𝑑 𝑡𝑜  𝜏)
 (a) 
𝜆(𝜏) = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 = 𝜆 = 1/𝛼  
for 𝑃(𝑃𝑎𝑟𝑡 𝐹𝑎𝑖𝑙𝑠 𝑖𝑛 𝜏) = 𝑊(𝜏, 𝛼, 1,0) 
(b) 
 ∴ 𝑟 = 𝑃{𝑎𝑛𝑦 𝑝𝑎𝑟𝑡 𝑠𝑢𝑟𝑣𝑖𝑣𝑒𝑠 𝑎 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟𝑖𝑜𝑑} = (1 − 𝜆) (c) 
Equation 19: Relationship Between Reliability, Failure Rate, and TTFDs 
Now consider the probability that none of the 𝑛 parts fail in a particular failure 
(demand) period, and call that time period 𝜏ζ. This state would be expressed as:  
𝑝(𝑛𝑜 𝑓𝑎𝑖𝑙𝑢𝑟𝑒𝑠 𝑖𝑛 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟𝑖𝑜𝑑 𝜏𝜁) = 𝑟
𝑛 
Equation 20: Probability of No Failures in a Demand Period 
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Assume a demand history of 4 consecutive demand periods for illustration, {𝐷ζ−4, 
𝐷ζ−3 , 𝐷ζ−2 , 𝐷ζ−1 }. A smooth demand pattern required that either 3 out of 4 demand 
periods had non-zero demand quantities (𝐷 > 0), or that 4 out of 4 demand periods had 
non-zero demand quantities (𝐷 > 0). First computing the case that 3 out of 4 demand 
periods had non-zero demand quantities (𝐷 > 0), and remembering that there are 4 
possible permutations that produce such a case, it is readily seen that: 
𝑝(3 𝑛𝑜𝑛 − 𝑧𝑒𝑟𝑜 𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 𝑜𝑢𝑡 𝑜𝑓 4) = 4(1 − 𝑟𝑛)3𝑟𝑛 
Equation 21: Probability of 3 Demand Periods with Demands out of 4 Total Demand Periods 
Similarly, the probability that at least one failure (causing a demand of at least one, 
𝐷 ≥ 1) occurred in each of the four demand periods may be written as: 
𝑝(4𝑑𝑒𝑚𝑎𝑛𝑑 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 𝑜𝑢𝑡 𝑜𝑓 4) = (1 − 𝑟𝑛)4 
Equation 22: Probability that 4 of 4 Demand Periods have Non-Zero Demands 
Thus, the probability that a demand pattern over these four periods will be smooth 
(versus intermittent) is the summation of the two, or: 
𝑝(𝑠𝑚𝑜𝑜𝑡ℎ) = 4(1 − 𝑟𝑛)3𝑟𝑛 + (1 − 𝑟𝑛)4 
Equation 23: Probability of a Smooth Demand Pattern 
To determine a general expression for the probability of a smooth observed 
demand pattern over  demand periods, consider demand period 𝜏ζ in isolation assuming 
that all of the parts fail independently. Extending Equation 20 for this general case gives: 
Pr{𝛿(𝐷𝜁) = 1} = 1 − Pr{0 failures in period τζ in a sample of 𝑛 parts} = 1 − 𝑟
𝑛 
Equation 24: Probability of Having a Demand in Demand Period ζ 
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Based on this analysis, 𝑣 (reference Equation 18) has a binomial distribution with 
parameters  and 𝑝 = 1 − 𝑟𝑛.   The probability mass function (pmf) for 𝑣  is therefore 
Pr{𝑣 = 𝑘} = (
𝑘
) 𝑝𝑘(1 − 𝑝)𝜂−𝑘 for 𝑘 𝜖 {0, 1, … , }. 
For smooth observed demand, ADI ≤ 1.33. This requirement for smoothness may 
be combined with Equation 18 and re-written as follows: 
𝑣 ≥
3
4
  
Equation 25: Number of Demand Periods With Non-zero Demands (out of η) Required for a 
Smooth Demand Pattern 
Based on Equation 25, define 𝑣𝑠 = ⌈
3
4
 ⌉  as the minimum integer number of 
demand periods with non-zero demands (out of ) required to achieve an observed 
demand pattern with a “smooth” ADI.  Then the probability of observing a smooth 
demand pattern over η demand periods is:  
Pr{Observed demand is smooth over  demand periods} = Pr{ADI ≤ 1.33} = Pr{𝑣 ≥ 𝑣𝑠} 
Equation 26: Probability that Observed Demand Pattern is Smooth Over η Demand Periods 
(Defined) 
Thus the probability of an observed demand pattern being smooth over η demand 
periods can be written: 
Pr{Observed demand distribution is smooth over  demand periods} = ∑ Pr {𝑣 = 𝑘}
𝜂
𝑘=𝑣𝑠
 
Equation 27: Probability that Observed Demand Pattern is Smooth Over η Demand Periods 
(Expanded) 
and finally using the PMF of v: 
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Pr{Observed demand distribution is smooth over  demand periods}
= ∑ (
𝑘
) 𝑝𝑘(1 − 𝑝)𝜂−𝑘
𝜂
𝑘 = 𝑣𝑠
 
Equation 28: Probability that Observed Demand Pattern is Smooth Over η Demand Periods 
(Binomial Form) 
Where 𝑝 = 1 − (1 − 𝜆)𝑛  and 𝑣𝑠 = ⌈
3
4
 ⌉. This gives a general expression relating 
the probability of a smooth observed ADI to the failure rate and the number of demand 
periods considered. 
Considering again the prior example with  =  4 , substituting in Equation 28 
results in Equation 29, which verifies the results in Equation 23:  
Pr{Observed demand distribution is smooth over 4 demand periods}
= ∑ (
4
𝑘
) 𝑝𝑘(1 − 𝑝)4−𝑘
4
𝑘 = 3
 
= 4𝑝3(1 − 𝑝) + 𝑝4 = 4(1 − 𝑟𝑛)3𝑟𝑛 + (1 − 𝑟𝑛)4  
Equation 29: Probability that Observed Demand Pattern is Smooth Over 4 Demand Periods 
The case with 4 demand periods is useful because it gives the smallest nonzero 
integer value for 𝑣s, making it a convenient baseline for considering other situations with 
more demand periods. Plotting Equation 23 (or Equation 29) readily shows the challenges 
inherent to the item manager (see Figure 14). As shown in Figure 17, for parts with 
probabilities of survival less than .9 per period (𝑟  ≤  0.9, 𝜆 >  0.1) intermittency will be 
rare even when the pool (or fleet) results in only 20-40 parts inspected, tested, or observed 
for faults in any demand period. However, more reliable parts (𝑟 ≥  0.99, 𝜆 <  0.01) will 
most likely result in intermittent demand patterns unless hundreds of parts are sampled 
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(maintained, inspected, tested, or observed for possible failure) in each demand period—
necessitating a rather large fleet size or pool size. 
 
Figure 17: Probabilities of Smooth (vs Intermittent) Demands Patterns based on (Constant) Part 
Reliability and Pool (Fleet) Size, η = 4 
Figure 18 shows why the  =  4 case will be used in this study as a reference or 
baseline case. Figure 18 shows that an increase in the number of demand periods sampled 
reduces the probability that a demand pattern will appear to be smooth (if numbers of 
parts and failure probabilities remain the same). However, the impact of increasing η is 
relatively small, and it will be shown later that a smaller number of demand periods 
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(achieved by increasing 𝜔) may help to group the failures and make a demand pattern 
appear to be smoother (and easier to forecast). Thus, the probabilities relating to  =  4 
are used in the next steps of this study.  
 
Figure 18: Impact of Length of Demand History on Probability of Demand Pattern Being Smooth 
5.2.3 Erratic Tendency 
In a similar way, an equation may be developed which describes whether a 
demand pattern will be erratic. This derivation works with the CV of observed demand 
quantities (Equation 15). Certainly other factors impact the probability of a demand, but 
these factors (such as the probability of finding a failure during the inspection) can be 
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incorporated by the engineer into the anticipated constant rate of observed failures. For 
general applicability, the method considers both extremely large reliabilities (𝑟 →  1) and 
smaller reliabilities that require considering 𝑟 ≠  1. 
The expected demand quantity (within a demand period) for the assumptions of 
this chapter is easily defined. The expected demand quantity in any demand period is the 
expected number of failures in that demand period, which is the product of the probability 
that a part will fail within that demand period (𝜆) and the number of parts (𝑛) sampled 
(inspected, tested, etc.) in that same demand period. For convenience, this will simply be 
annotated as a generic inherent mean (𝜇) in order to differentiate this derivation from 
specific predictions of expected demands at specific times. 
The standard deviation of demands over time is likewise directly related to the 
underlying failure rate. If each of the demand periods (𝜏) in the forecast history entails an 
independent and identically distributed sample of 𝑛 parts from a population 𝑁, then the 
standard deviation of the demand quantity in any demand period is directly related to 
the probability that a part fails in that demand period. For parts that have a very low 
probability of failure the Poisson distribution applies, and the standard deviation is 
expressed as: 
𝜎 = √𝑛𝜆 
Equation 30: Standard Deviation for r→1 (Poisson Distributions) 
Likewise, if the part has a probability of survival not close to 1, a Binomial model 
applies and the standard deviation may be expressed as: 
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𝜎 = √𝑛𝑟𝜆 
Equation 31: Standard Deviation for r≠1 (Binomial Distribution) 
In Chapters 1-3, the boundary between a smooth and an erratic demand pattern is 
a CV of 0.7. As with the boundary between smooth and intermittent demand patterns, 
various authors report this smooth-to-erratic boundary as CV = 0.7, CV2 = 0.49, or CV2 = 
0.5. Again, because the goal is a decision tool (vs. safety predictions), a close and simple 
approximation (CV2 = 0.5) is appropriate. 
Combining the above equations and the boundary criteria (CV2 = 0.5), the 
following equation is obtained for cases with very small λ: 
𝐶𝑉2 = (
𝜎
𝜇
)
2
=
𝑛𝜆
(𝑛𝜆)2
=
1
𝑛𝜆
= 0.5 
Equation 32: CV Boundary Derivation for r→1 
Or more simply: 
𝑛𝜆 = 2 
Equation 33: CV Boundary for r→1 
In the case where r cannot be approximated as 1, the equations become: 
𝐶𝑉2 = (
𝜎
𝜇
)
2
=
𝑛𝑟𝜆
(𝑛𝜆)2
=
𝑟
𝑛𝜆
= 0.5 
Equation 34: CV Boundary Derivation for r≠1 
Which simplifies to: 
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𝑛𝜆
1 − 𝜆
=
𝑛(1 − 𝑟)
𝑟
= 2 
Equation 35: CV Boundary Condition for r≠1 
Equation 35 is plotted for review (Figure 19) because it is the more general case. 
Note that while Equation 35 was derived for the more general form in which some subset 
of the total fleet (𝑛 of 𝑁) was inspected (or maintained or observed) in any given period, 
Figure 19 is based upon the assumption that 𝑛 =  𝑁 (100% inspection per demand period) 
in order to remain consistent with Figures 17 and 18. The reader may readily change from 
𝑁 to 𝑛 as needed for the actual conditions of the fleet being studied. 
It is readily apparent from the plot that large numbers of parts are needed in the 
fleet (𝑁) in order to avoid erratic behavior if the part has a very low probability of failing 
in any demand period. If the part has a 10% chance of failing in a demand period (𝜆 =
0.1), then 𝑁 ≥  18 parts must be inspected (sampled) in each demand period in order to 
achieve a smooth demand pattern. If the part has a 1% chance of failing in a demand 
period (𝜆 = 0.01), then n must exceed 198. For safety-of-flight parts that should have less 
than a 0.001 (𝜆 < 0.001) chance of failing in a failure (demand) period, achieving smooth 
demand rates requires 𝑛 ≥  1998. 
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Figure 19: Boundary between Smooth and Erratic Demand Patterns based on (Constant) Part 
Reliability and Pool (Fleet) Size 
5.2.4 What Makes Lumpiness? 
From the above review of tendencies toward intermittent and erratic demand 
patterns, it is obvious that small sample sizes (𝑛, or 𝑁 if 100% of the fleet is inspected per 
demand period) and high reliability (𝑟) naturally lead to both intermittent and erratic 
tendencies. Based upon the very similar effects of sample size and reliability on both CV 
and ADI, small sample sizes and high reliability should be expected to frequently cause 
lumpy demand patterns. Note that parts on most capital equipment (e.g. aircraft) are 
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typically designed for very high reliability and that a manufacturer normally makes 
(produces) only a few of any type of capital equipment item (e.g. less than a few hundred 
of any design or type of aircraft). Note also that many parts on capital equipment are only 
inspected on an infrequent basis (e.g. a C-5 cargo aircraft is scheduled for depot 
maintenance every 5-8 years). Thus, the above two equations show that (with the above 
assumptions) many parts on capital equipment (especially aircraft) should be expected to 
have lumpy demand patterns. 
Further review of these equations underscores how highly related the CV and ADI 
are under these assumptions. Plotting both of these equations on the same chart shows 
that the curves are incredibly similar (Figure 20). Not only does the plot for the CV 
boundary condition highly match the form and curvature of the plots for the ADI 
boundaries (for various probabilities of smoothness), the plot for the CV boundary 
condition is nearly identical to the plot for an ADI boundary relating to a 90.5% probability 
of achieving a smooth demand pattern (over 4 demand periods). 
This graph readily demonstrates why demand patterns for aircraft parts appear to 
be either smooth or lumpy, with few erratic or intermittent demand patterns. 
Combinations of 𝑛 and r (or 1 − 𝜆) below and to the right of the CV boundary condition 
will have at least a 90.5% probability of being smooth, and at most a 9.5% probability of 
being intermittent. Combinations of 𝑁 and 𝑟 above and to the left of the CV boundary 
condition would be expected to have erratic demand patterns but also have a much higher 
probability of exhibiting intermittent demand patterns. The high ADI of an intermittent 
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demand pattern combined with the high CV of an erratic demand pattern creates a lumpy 
demand pattern.  
 
Figure 20: P=90.5% of Smooth (vs Intermittent) Demand Patterns Plotted with the 
Smooth/Erratic Boundary 
This finding is completely consistent with the characteristics observed in practice, 
and throughout this dissertation. Note the additional power in this finding in that it is 
equally applicable to situations in which smaller portions of the fleet (𝑛 of 𝑁) are inspected 
(maintained/observed) in any demand period. The previously described summary of 
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aircraft structural data (Chapter 4) illustrates the tendency for aircraft spare parts 
demands to be either smooth or lumpy. The data in the initial Monte Carlo simulation 
(Chapter 3) similarly matches this finding. It is noteworthy that both the CFR and IFR 
cases in Chapter 3 are consistent with this particular finding, even though this finding was 
derived with the strict assumption of a constant failure rate.  
5.3 Tools to Improve Forecasting 
If established forecasting methods work better on smooth data sets, and if the 
reliability of the part (𝑟) is fixed by design, then two options to minimize the lumpiness 
of the observed demands are to adjust the forecasting methods’ demand period length (𝜔) 
and to pool parts so that more are managed by the same item manager (and forecasting 
method). Conversely, if no changes are possible, a probability of lumpy demand patterns 
(and thus a probability of poor forecasting performance) may also be computed by the 
above equations. Thus, if the parts’ probability of failure does not change substantially 
over a number of demand periods, this relationship provides the item manager with tools 
to use to improve the accuracy of demand forecasting. 
5.3.1 Pooling of Demands: 
If the item manager wishes to obtain smooth demand characteristics (and reduce 
the need for safety stock) by pooling total demands, then the above equations provide a 
method to determine how large the pool must be to obtain the desired results. The ADI 
boundary condition is useful in understanding a risk of smooth-versus-intermittent 
demand patterns, but requires a secondary study to determine what constitutes an 
acceptable risk. More importantly, the highly non-linear form of the ADI equation 
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prohibits direct solution to the equation, as will be seen in the example below. Thus, the 
more useful tool is the CV boundary condition, which is simple, is closely related to the 
ADI boundary information, and provides a method to select pool sizes that likely result 
in smooth demand patterns.  
Note that using the CV boundary condition as a decision tool still allows a non-
negligible probability of intermittent demand patterns. However, this risk may be readily 
accommodated by either: (a) accepting the greatly reduced probability of intermittent 
demand patterns, and offset the remaining chance of intermittence with additional 
(safety) stock as needed; or (b) reverting to the ADI boundary equation with a high 
probability of smoothness to reduce the potential for intermittence. The latter option will 
also be reviewed here for completeness. 
Returning to the CV boundary condition and rewriting it as one usable to the item 
manager, the decision criteria for obtaining an adequate pool size would be as follows: 
𝑛 =
2𝑟
1 − 𝑟
=
2(1 − 𝜆)
𝜆
 
Equation 36: Pool Size for Smooth Demand Patterns (Using CV Boundary Condition) 
A Monte Carlo simulation may be used to illustrate the utility of Equation 36 as a 
decision tool. Compared to the use of actual data, a Monte Carlo simulation is preferred 
for demonstrating the tool for two reasons. First, the CV equation shows that no set of 
input conditions purely defines whether a demand pattern will be smooth or erratic. Thus, 
any real data set would not prove decisively whether the CV criterion is useful. Second, 
there is inherent difficulty in simply separating and re-pooling practical parts just for the 
sake of study. In spite of these limitations to using actual demand pattern data for an 
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experiment, the reliability characteristics of an actual aircraft part is used in the Monte 
Carlo simulation to provide additional fidelity to the example. 
A manufacturer (Mid-Continent Instruments and Avionics) advertises online a 
particular Artificial Horizon for aircraft and claims that its 7500hr Mean Time Between 
Failures (MTBF) is twice the typical MTBF for electrical gyroscopes. Assume that the 
demand periods used in the demand forecasting method have lengths (𝜔) defined as 
quarters (three months). Assume that one of these Artificial Horizons is mounted on each 
of a particular model of commercial aircraft, and assume that each commercial aircraft 
operates the Artificial Horizon instrument for 1000 hours per quarter. Because the pilot 
observes the Artificial Horizon at every moment that the Artificial Horizon is on, there is 
no lag in the time between failure and the time of replacement—thus, the sample size (𝑛) 
exactly equals the number of aircraft in the pool (𝑁). To highlight that the full pool is used 
in this example, N will be used throughout the example (vs n). 
By the above equation for the CV boundary for four demand periods, if a smooth 
demand pattern is desired then at least 13 aircraft using this Artificial Horizon must be in 
the pool of aircraft serviced by the item manager. As noted previously, the use of this CV 
boundary should only provide a 90.5% probability of a smooth demand pattern being 
observed.  
To achieve a higher probability of a smooth demand pattern, the ADI equation 
could be used. Using this ADI equation here illustrates both its challenges and its 
increased accuracy. A probability of smooth demand patterns being observed of 99.9% 
was selected. Computer-based solutions for the ADI equation were attempted but none 
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of the roots found exceeded the 𝑁 =  13 of the CV boundary as would be needed to 
produce the desired higher probability level (and many roots were irrational). This 
illustrates the complexity of attempting to solve the ADI equation and the reason not to 
use the equation in automated applications. Instead, the equation was plotted and the 
correct value (𝑁 =  13) was obtained from the plot. 
The Monte Carlo simulation performed for this example considered a pool of 
aircraft varying in size from 5 to 40 in steps of 5. It simulated each aircraft individually for 
each (simulated) demand period, recording a simulated failure using a random number 
generator and a probability of failure for any individual part in any individual demand 
period of 0.133 (𝜆 = 0.133). Consistent with the above example, the simulation used 
demand period lengths of quarters (𝜔 =  3  months). The simulation was run for 20 
quarters (a total of 5 years) to simulate a common business decision time horizon—a 
viable time to amortize the cost of establishing a pool of aircraft. The simulation was 
performed 500 times for each aircraft pool size (𝑁) in order to estimate the probabilities of 
observing individual demand characteristics (especially the probability of a smooth or 
intermittent demand pattern).  
To understand the impacts of demand pattern characterization (lumpy/ smooth/ 
intermittent/erratic) on the accuracy of forecasting methods, two simple forecasting 
methods were selected and added to the simulation. SES (with a smoothing value 𝑎 =
 0.1) and 4 Quarter Moving Average (4QMA) were used to generate the forecasts, both 
starting with the 5th demand period in order to use the first 4 demand periods’ data to 
generate the forecasts. Because the data tends to have a large number of demand periods 
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with zero demands and because the demand quantities varied widely between the 
different pool sizes, two modified error measurement methods were selected to 
characterize the accuracy of these forecasts. First, the Sum of Square Errors (SSE) was used 
but was modified to consider the square root of the SSE divided by the average number 
of demands in the 16 demand periods forecasted (Equation 37). Second, a Mean Absolute 
Percentage Error (MAPE) was used but whereas a typical MAPE divides each individual 
demand period’s error by that demand period’s demand (within the summation), the 
modified MAPE used here sums the absolute errors then divides by the total number of 
demands in the 16 demand periods forecasted (Equation 38). Note that for both of these 
equations 𝐷𝜁 indicates the actual (Monte Carlo generated) demand at demand period 𝜏ζ 
and that ?̂?𝜁 indicates the predicted demand at that same demand period (based on the 
Monte Carlo generated demand history to that time). 
𝑆𝑆𝐸𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 =
√∑ (𝐷𝜁 − ?̂?𝜁)
2𝜂
𝜁=1
(∑ 𝐷𝜁
𝜂
𝜁=1 )⁄
 
Equation 37: Modified Sum of Squared Errors (SSE) for Forecasting Accuracy Determination 
𝑀𝐴𝑃𝐸𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 =
100 ∑ (𝐷𝜁 − ?̂?𝜁)
𝜂
𝜁=1
∑ 𝐷𝜁
𝜂
𝜁=1
 
Equation 38: Modified Mean Absolute Percentage Error Used for Accuracy Determination 
Table 23 shows the results of this example, and readily demonstrates the concepts 
noted above. As seen in Table 23, when the pool size is much smaller than that determined 
by using the CV boundary (𝑁 <<  13 in this case), the simulated demand patterns are 
almost exclusively lumpy. As 𝑁 increases, the number of smooth observations increases 
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much more rapidly than the number of intermittent or erratic, highlighting that the 
probabilities of obtaining intermittent and erratic demand patterns are highly related.  
Pool 
Size 
Number of simulated demands of type: 4Q MA SES 4Q MA SES 
Smooth Erratic Intermittent Lumpy SSE SSE MAPE MAPE 
5 0 2 7 491 1.66 1.22 121.8% 93.1% 
10 152 83 11 254 1.15 0.85 88.8% 64.5% 
15 363 97 1 39 0.96 0.70 74.9% 53.2% 
20 468 30 0 2 0.82 0.59 63.5% 45.1% 
25 489 11 0 0 0.72 0.53 56.8% 40.4% 
30 498 2 0 0 0.66 0.48 51.7% 36.4% 
35 500 0 0 0 0.62 0.45 48.4% 34.4% 
40 500 0 0 0 0.58 0.42 45.2% 31.7% 
Table 23: Results of Monte Carlo Simulation for Constant Failure Rate 0.133 
Continuing on to consider the proportions of smooth/erratic/intermittent/lumpy 
demand patterns, the prediction of almost exclusively lumpy demand patterns at small 
(𝑁) is not the only prediction found true in this simulation. At 𝑁 =  15, 73% of simulated 
demand patterns are smooth and 7.8% are lumpy. At first glance this does not appear to 
match the above equations (that more than 90.5% should be smooth for 𝑁 >  13 ). 
However, looking only at the smooth and lumpy parts shows that 89.3% of that smaller 
population is smooth. Moreover, combining the smooth and erratic parts and comparing 
them to the intermittent and lumpy parts shows that 92% of the parts are above the ADI 
of 1.33—extremely close to the 93% predicted by the ADI boundary equation for 𝑁 =  15. 
Finally, at 𝑁 =  30, 99.6% of the simulated demand patterns are smooth—also extremely 
close to the 99.9% predicted by the ADI boundary equation above. 
The errors in the modified SSE (Equation 37) and MAPE (Equation 38) methods 
reduce as expected with increased N, but their values are worth a brief interpretation. As 
expected, the errors reduce by ½ when N increases by a factor of 4, which partially 
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validates the simulation. What is unexpected is that moving to a 99.9% chance of a smooth 
demand pattern (by increasing N according to the ADI boundary equation) only reduces 
the error by 60%, which indicates that smoothness can greatly reduce forecast errors but 
certainly does not eliminate them. Likewise, it was not expected that SES would perform 
substantially better than the 4QMA even with data pooled for smoothness—an area for 
possible further study (see also Chapter 7). 
The high errors inherent in the data pooled for smoothness merit additional 
commentary for application in the aviation industry. Consider that an aircraft pool of 𝑁 =
 40 (yielding a 99.99% chance of smooth demand patterns by the above equations) still 
results in forecasting errors of 32% for the simulated conditions. Certainly in practice this 
indicates that safety stock will likely still be required. Yet it should also be noted that the 
case of an Artificial Horizon is more likely to be a smooth demand pattern than many 
aircraft parts—so this is a better scenario than for most aircraft parts. 
Other aircraft (and ship or other capital equipment) parts have much higher 
reliability and lower numbers observed (inspected) per demand period. Safety-of-flight 
parts usually have reliabilities much higher than 87% or they require redundancy, which 
is why in practice there would likely be two Artificial Horizons on a commercial aircraft. 
The example used a part that would be observed during every demand period, thus the 
full fleet size (𝑁) is used in the boundary equations, but in many other aircraft parts only 
a fraction (𝑛/𝑁) of the fleet size would be observed for possible failure in any given length 
of time (assumed here to be the demand period). Even without considering wearout, 
combining these two factors underscores that (even for a part with constant failure rates) 
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much higher quantities ( 𝑁 ) would typically be needed to observe smooth demand 
patterns for many types of aircraft parts. 
5.3.2 Changing Forecasting Method Time Periods 
The above example shows that pooling aircraft is an effective way to reduce 
lumpiness of observed demand patterns and (thus) to increase the applicability of 
common historical-based forecasting methods (in the case of a constant failure probability 
per unit time over the life of the part). But pooling aircraft may not always be possible, 
because the aircraft may be a specialized model only flown by in small quantities by one 
organization (e.g. the B-1 or the B-2 bomber aircraft). Likewise, the commentary above 
notes that many parts have much higher reliability (𝑟) and that (therefore) those parts’ 
failures are discovered less frequently than the example. An item manager would still like 
to have a tool which allows adjusting forecasting methods to better accommodate the 
resulting lumpiness.  
The proposed tool uses the same CV and ADI boundary equations described 
previously, but it uses the information to adjust the length of the demand periods (𝜔) 
instead of using the equations to adjust the pool of parts being serviced by a single item 
manager. It is clear that the observed demand (≥0) in a demand period is highly impacted 
by the parts’ probability of failing in the time period. The item manager could increase the 
probability of a non-zero demand in a demand period by increasing the length (𝜔) of the 
demand period used in the forecast. If the part is seldom inspected (e.g. a structural part 
only inspected on 5 year depot maintenance intervals), then increasing the length (𝜔) of 
the forecasting method’s demand period will increase the number (𝑛) of parts that are 
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observed in that demand period. Note that the sample set (𝑛) versus the full fleet size (𝑁) 
is important in this case, as this derivation will assume that no part is inspected twice. 
While many studies have reviewed various actual demand patterns and 
recommended a certain amount of historical time to use as the basis for future forecasts, 
none have been found which provide a tool which the item manager may specifically use 
per part to adjust forecasting demand period lengths (𝜔). The uniqueness of this proposed 
method is that it requires only three additional data elements to be managed compared to 
existing forecasting methods: the engineer’s best estimate of the part’s reliability, the 
percentage of the total population that would be sampled per unit time, and a resulting 
length of the forecasting demand periods. 
The CV boundary equation may be used as the basis for a new equation which is 
useful as a tool for adjusting the forecasting method’s demand period lengths (𝜔). Assume 
that a “typical” demand period length is used by an organization (e.g. quarterly, or every 
3 months), and call that time period length 𝜔0. Assume that there are N parts in a pool (or 
fleet) but that only 𝑥% of those parts is inspected (or otherwise observed for a potential 
demand) in a unit of time of length of 𝜔0. Developing a new (adjusted) demand period 
length (𝜔a) to create smooth demand patterns may be achieved by simply inputting these 
into the CV boundary equation, and produces the following: 
𝜔𝑎 =
2𝜔0(1 − 𝜆)
𝑥𝜆𝑁
 
Equation 39: Adjusted Forecasting Demand Period Length for Smooth Demand Patterns 
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This equation requires two assumptions that may seem restrictive but in practice 
would not be. First, assume that an engineering estimate is available for the probability of 
failure in a given time period (𝜆), and that this probability of failure is sufficiently small 
such that the likelihood of re-replacement of the same parts in the same demand period is 
low (i.e. at most one part replacement per installation per demand period). Considering 
this latter assumption, if the probability of failure (𝜆) was not extremely low then there 
would not be a need to adjust the demand period lengths (because the failures would be 
so frequent that the demand pattern would likely not be lumpy for the smaller demand 
periods). Second, the new forecasting demand period length cannot be longer than the 
time required to inspect/ test/ sample all parts, else the probability of failure per demand 
period (𝜆) would need to be adjusted for the re-sampling (re-inspecting) of parts. Again, 
this should not be considered restrictive because an infinitely long (or otherwise 
impractically long) demand period is also not useful for the forecasting professional or for 
general business purposes. 
A Monte Carlo simulation is again used as an example. In this case, the very nature 
of the adjustments being made necessitates the use of a simulation versus the use of real 
data. Contemporary automated forecasting systems capture, store, and use (in 
computations) only what is considered to be an optimum amount of information. For any 
assumed optimum demand period length (𝜔0), the contemporary automated forecasting 
system will generally only store 4-20 demand periods of history (each of length 𝜔0). The 
proposed tool will still use the same forecasting methods and will thus still only require 
4-20 demand periods of data, but the new demand period lengths (𝜔a) will be much longer 
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(𝜔a  >>  𝜔0). As an example, it would be impossible to test the proposed tool on real data 
if the 4QMA is used for real data, if 4 quarters’ of data are stored, and if the proposed new 
forecasting method demand period length (𝜔a) is one year (𝜔a = 4 ∗ 𝜔0). Even if 5 years 
of data is available for study (in the same 4QMA scenario), this only creates enough 
information for one forecast, which is obviously not enough to compare error rates. 
The Monte Carlo simulation for this proposed method uses the same concept as 
the earlier simulation of this chapter. To simulate the method described here, it is assumed 
that an operator has 50 identical parts, and that 20% of them are inspected in each of the 
operator’s “typical” demand period lengths (𝜔0). Each part’s failure is simulated using 
the same method as above but with a lower probability (𝜆 =  0.05). The simulation was 
run for 80 of the initial (or “typical”) demand periods (of length 𝜔0) to simulate a long life 
part—noting that high reliability parts are also often designed for a long lifetime. Inserting 
this information into the equation above, the adjusted forecasting demand period needed 
(to achieve a smooth demand pattern) is 𝜔a = 4 ∗ 𝜔0. Because 𝜔a = 4 ∗ 𝜔0, the simulation 
gathers from every four successive “typical” demand periods (of length 𝜔0) to create the 
demand history for each new (adjusted) demand period (of length 𝜔a ). Forecasts are 
conducted for each case (the original 80 demand periods and the 20 adjusted demand 
periods), again using a 4 period MA and an SES (𝑎 =  0.10), and as before eliminating the 
first 4 demand periods to obtain initial (startup) information. Again, 500 runs of the 
simulation were performed. 
The results of the Monte Carlo simulation (Table 24) quickly show the value of this 
proposed tool for adjusting the demand period length (𝜔) of the forecasting method. In 
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the case where the “typical” demand periods are used, all of the demand patterns are 
lumpy and the forecasting methods’ error rates are incredibly high. However, when using 
the adjusted demand periods, 64% of the demand patterns are smooth and the errors are 
cut in half. While it may be intuitive that the expected error would drop by 50% for a 
demand period length (𝜔) increase of 4, there is no existing tool available to tell an item 
manager in advance to make such an adjustment to the forecasting process’s demand 
period lengths. Enabling item managers to improve their forecasting methods (to obtain 
this substantial accuracy improvement) is the reason for this proposed new tool—a tool 
that only requires a minor modification to existing automated forecasting systems. 
Adjusted 
Time 
Period? 
Number of simulated demand patterns 
of type: 
4Q 
MA 
SSE 
SES 
SSE 
4Q 
MA 
MAPE 
SES 
MAPE Smooth Erratic Inter-
mittent 
Lumpy 
Yes 318 142 1 39 0.99 0.72 77% 55% 
No 0 0 0 500 1.95 1.46 137% 114% 
Table 24: Results of Monte Carlo Simulation for Constant Failure Rate 0.05, with Adjusted and 
Non-Adjusted Demand Period Lengths  
5.4 Summary 
This work clearly demonstrates that basic probability models may be used to 
explain how even parts with a constant probability of failure in any demand period may 
result in lumpy observed demand patterns. This work reviewed the CV and ADI used to 
discriminate between smooth/ erratic/ intermittent/ lumpy demand pattern types. This 
work develops two equations which predict the CV and the ADI of observed demand 
patterns (from the set of all possible demand patterns for a set of input conditions) from 
the expected part failure rate, the sampling interval (inspection interval), and the 
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population size (fleet size or part pool). It is found that the relationship of these factors to 
the CV is (for probabilities of failure greater than 50%) highly similar to the relationship 
of these factors to the ADI.  This indicates that (under the assumptions of this study) the 
factors which drive change in CV and ADI are highly related. This latter finding uncovers 
a tendency for parts to exhibit either smooth or lumpy demand patterns—with erratic or 
intermittent behavior expected to occur much less frequently.  Note that this finding is 
highly similar to the results of Chapters 3 (Tables 16 and 17) and 4 (Table 19). 
Using the equations developed here, the work of this chapter proposed tools for 
the item manager to improve the probability of experiencing smooth demand patterns. 
Both tools use the CV equation because it is not as highly non-linear as the ADI boundary 
equation. It is shown that, by using this CV-based equation, pooling parts (or lengthening 
the forecasting methods’ demand period) to avoid erratic demand patterns substantially 
increases the probability of a smooth demand pattern and can reduce forecasting errors 
(for the MA and SES methods tested) by 50%. It is shown that the use of the ADI boundary 
(while much more difficult to compute) to decide upon the optimum pool (or fleet) size 
could result in nearly eliminating lumpiness and in a further reduction of forecasting error 
versus the CV-based decision tool. 
The primary advantage of using the CV-based equation as a decision tool is its 
simplicity given the much greater forecasting performance that it can produce when the 
number of parts being sampled is (relatively) small. While basic statistics naturally 
dictates that a larger sample size results in smaller errors, this work uniquely produces a 
tool to predict the adjustments needed prior to fielding the part and prior to beginning 
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the spares forecasting process. The tool may be readily retrofitted to almost any existing 
forecasting software, and may be easily taught to large numbers of item management 
professionals to provide much-needed foresight for their critical tasks in support of 
countless parts around the world. 
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6 Notes on the Underlying Equations 
The goal of this work has been to identify a better way to forecast demands for low 
quantity, high reliability parts (e.g. many types of aircraft parts). The work above shows 
that lumpiness is frequently to be expected with just these two characteristics and it sheds 
new light on the likelihood of experiencing a lumpy demand pattern. This lumpiness (due 
only to the low quantity and high reliability) presents a unique forecasting challenge. 
However, an additional factor appears to cause lumpiness, and studying this factor is 
important to considering forecasting accuracies. This factor is an increase in failure rate 
over time. Two approaches will be taken to consider this factor of wearout. 
First, consider the coefficient of variance (CV) of spare part demands. If the CV of 
the underlying failures of the parts is large, and if the failures of the parts drive the 
demands, then the demand pattern CV is likely to be large. While a complete derivation 
of the relationships between model CV and demand CV is beyond the scope of this 
dissertation, a simple review of the CVs expected from the Time to Failure Distributions 
(TTFDs, both for a constant and an increasing failure rate) is useful in understanding the 
challenges faced in forecasting. This chapter will expand upon the constant failure rate 
(CFR) based study of CV in Chapter 5 to also briefly look at the CVs for the increasing 
failure rate (IFR) cases (2-parameter and 3-parameter Weibull equations). 
Second, this wearout (IFR) may be considered on a part-by-part basis to determine 
the fleet-wide expected demand per unit time. It is noteworthy that, from Chapter 3, parts 
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with wearout appear to frequently exhibit demand patterns which proceed (through time) 
with a temporary increase in expected demand (per demand period), followed by a 
reduction in expended demand (sometimes back to zero), then another increase—with 
some number of transient cycles (≥1) before converging to a long-term steady state, 
constant demand quantity (𝐷𝜁 ≈ ?̅? ).  Based upon the simulations of Chapter 3, this 
apparent characteristic of demands appears to occur when the Weibull model contains 
𝛽 > 1, 𝛾 > 0, or both. The second portion of this chapter uses discrete summations of 
probabilities to attempt to further understand these increases and decreases in demand. 
Naturally directly computing the expected demand quantities (per demand period) over 
the life of the system would be preferred compared to using forecasting methods—if such 
a computation was possible. However, this direct computation is ultimately found to be 
impractical for routine application. 
6.1 Direct Computation of Failure Distribution Coefficients of Variance (CVs) 
Research earlier in this dissertation indicates that two factors (small quantity and 
high reliability) drive a high CV in demand quantity whether the part has a CFR, a failure 
rate defined by a step increase from zero to a constant rate (CFRO), or an IFR (e.g. in 
Chapter 3). Chapter 5 also discusses the CVs of demand patterns for CFR parts if each 
failure and replacement occurred in a discrete time period (referred to as a “demand 
period,” reference, for example, Equation 34). Computing CVs of demand quantities from 
the underlying Weibull probability distributions of failure times is possible, and although 
these CVs have slightly different physical bases they both help to explain the high CVs 
apparent in many aircraft spare parts demand patterns. 
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From Equation 34, binomial-based CVs were computed for a range of reliability 
parameters and fleet sizes to show the order of magnitude of CVs for demand 
distributions (interpreted here to be the complete set of possible demand patterns), for 
possible major parts on aircraft (Table 25). Table 25 assumes a CFR and fleet sizes 
consistent with the quantities of particular types of aircraft operating in military fleets. 
Note that the CV of the exponential failure distribution relates to the variation in the 
number of failures anticipated in a unit of time. It is noteworthy that many of these CVs 
are larger than the smooth-to-erratic boundary for demand patterns. 
N 
1/𝜆 (Equation 34), 𝛼 (Equation 8, with 𝛽 = 1 & 𝛾 = 0), or Expected Life 
2 4 8 16 32 100 200 300 
2 1.000 1.414 2.000 2.828 4.000 7.071 10.000 12.247 
4 0.707 1.000 1.414 2.000 2.828 5.000 7.071 8.660 
8 0.500 0.707 1.000 1.414 2.000 3.536 5.000 6.124 
16 0.354 0.500 0.707 1.000 1.414 2.500 3.536 4.330 
32 0.250 0.354 0.500 0.707 1.000 1.768 2.500 3.062 
64 0.177 0.250 0.354 0.500 0.707 1.250 1.768 2.165 
128 0.125 0.177 0.250 0.354 0.500 0.884 1.250 1.531 
256 0.088 0.125 0.177 0.250 0.354 0.625 0.884 1.083 
512 0.063 0.088 0.125 0.177 0.250 0.442 0.625 0.765 
1024 0.044 0.063 0.088 0.125 0.177 0.313 0.442 0.541 
2048 0.031 0.044 0.063 0.088 0.125 0.221 0.313 0.383 
Note: Erratic Demand CVs are shaded; Smooth Demand CVs are not. 
Table 25: Representative Anticipated Binomial-based Demand CVs 
Now consider the underlying physical TTFD model that causes spare parts 
demands—modeled by a Weibull equation. The CV for a two-parameter Weibull equation 
(𝑊(𝜏, 𝛼, 𝛽, 0)) is based only on its outermost exponent (𝛽), see Equation 40. Note that this 
is for the TTFD, not the demands in a particular demand period (as was Table 25). For a 
three-parameter Weibull equation (𝑊(𝜏, 𝛼, 𝛽, 𝛾)), the CV can be derived by combining 
Equation 41 and Equation 42, both available in sources such as Muraleedharan (2013). The 
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resulting equation for the CV (Equation 43) requires knowledge of all three factors in a 
three-parameter Weibull equation (𝑊(𝜏, 𝛼, 𝛽, 𝛾)).  
𝐶𝑉(2𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) =
𝜎
𝜇
= √
𝛤 (1 +
2
𝛽
)
𝛤 (1 +
1
𝛽
)
− 1 
Equation 40: Two Parameter Weibull Coefficient of Variance 
𝜇 = 𝛾 + 𝛼𝛤 (1 +
1
𝛽
) 
Equation 41: Three Parameter Weibull Mean 
𝜎2 = 𝛼 [𝛤 (1 +
2
𝛽
) − 𝛤2 (1 +
1
𝛽
)] 
Equation 42: Three Parameter Weibull Variance 
𝐶𝑉(3𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) =
𝜎
𝜇
=
√𝛼 [𝛤 (1 +
2
𝛽
) − 𝛤2 (1 +
1
𝛽
)]
𝛾 + 𝛼𝛤 (1 +
1
𝛽
)
 
Equation 43: Three Parameter Weibull Coefficient of Variance 
Comparing the resulting CV of these two equations shows the impacts of the 
addition of an initial time in which no-failures occur (𝛾 > 0). When 𝛾 > 0, the number of 
zero demand periods increase and thus the CV also increases. Likewise, when 𝛾 > 0, the 
anticipated CV requires (Table 26) information about life and (for Equation 43 to hold) 
requires an assumption of no replacement. To generate the table, a set of representative 
lives are used that will be explained further in Chapter 7. When 𝛾 = 0, the anticipated CV 
is easily computed and is independent of the designed life of the part (Table 27).  
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  𝜸/𝜶 Ratio Needed to Obtain Intended Design Life 
 𝜷 0.063 0.125 0.25 0.5 1 2 4 8 16 32 
10
0 
p
er
io
d
 d
es
ig
n
 l
if
e 
1 10.15 9.522 8.456 6.866 4.897 2.973 1.514 0.646 0.233 0.074 
2 7.303 6.716 5.750 4.380 2.820 1.477 0.624 0.219 0.067 0.019 
3 5.107 4.658 3.928 2.913 1.797 0.889 0.353 0.117 0.034 0.009 
4 3.698 3.358 2.807 2.051 1.237 0.595 0.230 0.075 0.022 0.006 
5 2.781 2.518 2.093 1.515 0.901 0.426 0.162 0.052 0.015 0.004 
6 2.161 1.952 1.616 1.162 0.685 0.320 0.120 0.038 0.011 0.003 
7 1.724 1.555 1.284 0.919 0.538 0.249 0.093 0.029 0.008 0.002 
8 1.406 1.267 1.043 0.744 0.433 0.200 0.074 0.023 0.007 0.002 
9 1.168 1.051 0.864 0.615 0.357 0.164 0.061 0.019 0.005 0.001 
10 0.986 0.886 0.728 0.516 0.299 0.137 0.050 0.016 0.004 0.001 
20
0 
p
er
io
d
 d
es
ig
n
 l
if
e 
1 20.30 19.04 16.91 13.73 9.794 5.947 3.028 1.291 0.467 0.147 
2 14.61 13.43 11.50 8.759 5.640 2.954 1.249 0.438 0.134 0.037 
3 10.21 9.317 7.856 5.825 3.594 1.778 0.706 0.235 0.069 0.019 
4 7.396 6.716 5.614 4.101 2.474 1.189 0.459 0.149 0.043 0.012 
5 5.563 5.036 4.186 3.029 1.802 0.852 0.324 0.104 0.030 0.008 
6 4.322 3.904 3.232 2.324 1.370 0.640 0.241 0.077 0.022 0.006 
7 3.448 3.110 2.568 1.837 1.076 0.499 0.186 0.059 0.017 0.004 
8 2.813 2.533 2.087 1.488 0.867 0.400 0.149 0.047 0.013 0.004 
9 2.336 2.102 1.729 1.229 0.713 0.328 0.121 0.038 0.011 0.003 
10 1.971 1.772 1.455 1.032 0.597 0.273 0.101 0.032 0.009 0.002 
30
0 
p
er
io
d
 d
es
ig
n
 l
if
e 
1 30.45 28.57 25.37 20.60 14.69 8.920 4.542 1.937 0.700 0.221 
2 21.91 20.15 17.25 13.14 8.459 4.430 1.873 0.657 0.200 0.056 
3 15.32 13.98 11.78 8.738 5.392 2.667 1.059 0.352 0.103 0.028 
4 11.10 10.07 8.421 6.152 3.711 1.784 0.689 0.224 0.065 0.017 
5 8.344 7.553 6.279 4.544 2.703 1.278 0.485 0.156 0.045 0.012 
6 6.483 5.855 4.849 3.486 2.055 0.960 0.361 0.115 0.033 0.009 
7 5.172 4.664 3.851 2.756 1.613 0.748 0.279 0.088 0.025 0.007 
8 4.219 3.800 3.130 2.232 1.300 0.600 0.223 0.070 0.020 0.005 
9 3.504 3.153 2.593 1.844 1.070 0.491 0.182 0.057 0.016 0.004 
10 2.957 2.658 2.183 1.549 0.896 0.410 0.151 0.047 0.013 0.004 
Note: Erratic Demand CVs are shaded; Smooth Demand CVs are not. 
 “Periods” refer to demand periods, so a life of 200 periods is a life of 200*ω 
Table 26: CVs for 3-Parameter Weibul with Parameters Used in the Study 
While tables 25 through 27 are based on different parameters, it is immediately 
clear that substantial differences in input parameters create equally substantial differences 
in the expected CV of the demand patterns. The CVs expected due to low quantities and 
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high reliability can often be of the same order of magnitude as the CVs expected simply 
due to the 3-Parameter Weibull distribution. Thus for a small fleet size and a high 
reliability, it is likely that forecasting heuristics will not be very accurate. 
𝜷 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 10.00 
CV 1.00 0.52 0.36 0.28 0.23 0.19 0.17 0.15 0.13 0.12 
Notes: Erratic Demand CVs are shaded; Smooth Demand CVs are not. 
 This table only considers the CV of the 2 parameter Weibull equation, 
not the quantity of parts. 
Table 27: CV for Various Beta in 2 Parameter Weibull Equation  
Tables 26-27 show a high CV when there is a low fleet size with γ>0, and indicates 
that random variations about the expectation of demands (noise about the signal) will 
dominate any actual demand pattern; thus, any forecasting method which is tailored to 
be used for a demand pattern caused by an IFR (e.g. a TTFD modeled by a Weibull 
distribution) may have difficulty providing greater accuracy than any other forecasting 
method. This is an important theme that becomes more apparent in Chapter 7. Before 
considering the impacts of that theme in Chapter 7, consider here the challenge of directly 
computing the expected number of demands in a demand period (the signal, as defined 
here) from basic probability. 
6.2 Direct Computation of Failure Probability Cycles 
Direct computation of the failure probability and resulting demand expectation is 
not normally performed in industry for two reasons. The first challenge is finding the 
appropriate reliability data to use in the forecast, as this often is proprietary or the part 
may have been designed for different operating environments than the current operating 
environment. Secondly, there often appears to be poor correlation between reliability 
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predictions and in-service performance, for many reasons (perception and/or scientific) 
that go beyond the scope of this dissertation.  
However, this chapter develops such a method for direct computation both to 
understand the challenges with forecasting aircraft spare parts and to determine the 
complexity of such an approach. Developing this relationship requires extensive manual 
computation. This section finds that where the part’s TTFD can be modeled with a Weibull 
(or Exponential) with 𝛾 ≥ 0, if one includes the condition of parts replacement, there are 
no simple closed-form solutions.  
Because the Weibull is the more general case of the studies performed in this 
dissertation, it will be considered first in this section. Two approaches are used to develop 
the equations that would be used if a direct computation of the probability of failure (and 
thus demand) per demand period were to be computed, and each approach leads to the 
same result. One approach is contained in the appendices (Appendix 2) using a traditional 
red/white ball analogy, moving from a red/white ball analogy to a “black box” mechanism 
analogy, then showing the equations needed to attempt a direct computation of the 
expected number of failures (and thus demands) in any demand period. The approach in 
this chapter derives the same answer from probability equations without the analogies. 
6.2.1 Foundational Theory and Notation: Compositions and Partitions 
To support the derivation of the distribution of a demand in a particular period, it 
is necessary to review a key result from mathematical theory. As will be seen in the 
derivation, tracking the particular path of prior events (demands and replacements) to 
any event of interest (new demand) is important and requires its own notation. More 
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important (from the science used to define the notation) is that tracking these paths to the 
event in question (a possible demand in a given time) is quite complex. The idea of 
compositions allows tracking and computing the different combinations of failures and 
replacements that lead up to a demand in a particular period. Considering compositions 
does allow this tracking to be done systematically, but does not alleviate the problem that 
there are overwhelming numbers of these to be tracked in any practical problem 
As explained in the red/white ball analogy in the Appendix, the means to 
determine all of the combinations of possible events leading to a demand at any demand 
period 𝜏η is to use the compositions of the integer . In number theory, the compositions 
of positive integer  are the individually order-unique ways in which integers less than  
can be summed to obtain the integer . Each of these compositions will have 𝑘 terms (1 ≤
 𝑘 ≤  ). From number theory, there are exactly 2η−1 compositions of . However, there 
is no simple mathematical solution to determine these compositions (Burton, 2007).  
Related to compositions is the theory of partitions. Partitions have been studied 
for centuries—although they have been relegated to near obscurity due to the belief that 
they “have only little, or no practical application” (Grosswald, 1996). Assume that the 
compositions of  are a set 𝑪( ). Consider the partitions of , or what Burton (2007) calls 
the ways “of writing n as a sum of positive integers, the order of the summands being 
irrelevant” (noting that this derivation will use  versus 𝑛)—express that as the set 𝑸( ). 
Each of the partitions in 𝑸( )  will have 𝑘  terms ( 1 ≤  𝑘 ≤  ). For each individual 
partition of the set 𝑸( )  there must be a subset 𝑪𝒔( ) , consisting of at least one 
composition from within 𝑪( ), for which each of the integers in the partition are exactly 
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the same (and appear in the same quantity) as the integers in the composition of the 
subset. The number of subsets of 𝑪( )  satisfying these conditions is the number of 
partitions of . While the number of partitions of  is not directly solvable, Ramanujan 
and Hardy (1918, referenced in Burton, 2007) found that the number of partitions of an 
integer (  in this study, 𝑛 in their study) is approximately: 
𝑔(η) ≈
𝑒𝑐√η
4η√3
;     𝑐 = 𝜋(2 3⁄ )
1/2
 
Equation 44: Ramanujan and Hardy's Equation for the Number of Partitions of an Integer 
Thus, there will be 𝑔( ) subsets of 𝑪( ), and each subset 𝑪𝒔( ) will consist of some 
number of compositions—refer to this quantity as ℎ𝑔. Because the difference between a 
composition and a partition is simply the order-dependence of the integers, the number 
of unique compositions related to any single partition is the number of permutations of 
that partition. To give a very simple example, if 𝜏 =  3 then:  
 the set of compositions 𝑪(  = 3)  =  𝑪(3)  =  {3;  1,1,1;  2,1;  1,2};  
 the set of partitions 𝑸( = 3)  =  𝑸(3)  =  {3;  1,1,1;  1,2};  
 there are 𝑔( = 3)  =  𝑔(3)  =  3 subsets 𝑪𝒔( = 3)  =  𝑪𝒔(3) of 𝑪(3), which is 
identical to the statement that the size of set 𝑸(3) is 3; and the subset 𝑪𝒔(3) =
 {1,2;  2,1}  of 𝑪(3)  has ℎ1  =  2  compositions in it, which is identical to the 
statement that there are 2 permutations to the subset {1,2} of 𝑸(3). 
As noted in the example in the appendix with  =  3, the probability associated 
with each event in the subset 𝑪𝒔( ) is the same. Thus, for example, 𝑃(𝑅) for 𝑪𝒔(3)  =
 {1,2;  2,1}  consists of two sub-events. These two sub-events are a demand for a 
187 
 
replacement part in the second demand period after the in-service part was introduced 
into the fleet, and a demand to replace that in-service part a single demand period after 
the part was introduced into service.  
Computing the probabilities of this sequence of events requires differentiating 
between total system demand periods (𝜏η) and the number of demand periods that a part 
is installed on the system (𝜏ηi). Computing the probability of a demand for a replacement 
for a single part two demand periods after that part was introduced into service (at 
demand period 𝜏ηi=2) is straightforward, as is computing the probability of that demand 
occurring one demand period 𝜏ηi=1 after the part was introduced into service. Both are 
based upon the CDF that is used to model the TTFD. 
Because the computation of the event probabilities is strictly related to the Weibull 
model, a substitution can be made (for this derivation) to refer to a Weibull CDF using the 
term 𝑊(~). Use the notation 𝑊(𝛼, 𝛽, 𝛾, 𝑡1, 𝑡2) to denote the three-parameter Weibull CDF 
using parameters (𝛼,𝛽,𝛾) computed between the times (𝑡1, 𝑡2). Likewise, because many of 
these Weibull CDFs will appear in the expressions, refer to the appropriate (but not fully 
written out) multiplication of Weibull CDFs as 𝑊𝑔 with g referring to some specific subset 
in 𝑪𝒔( ). Thus, as an example of this notation, refer to the probability of both events (a 
demand occurring after one demand period then again after another two demand periods, 
or a demand occurring after two demand periods then again after another one demand 
period) as follows: 
𝑊1 = 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) = 𝑃(𝑅(𝜏𝜂𝑖 = 1) = 1) ∗ 𝑃(𝑅(𝜏𝜂𝑖 = 2) = 1) 
Equation 45: Probability of Two Demands in Three Demand Periods 
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Continuing with this example of notation, because there are ℎ𝑔 = 2  compositions 
in the set of 𝑪𝒔𝟏( 𝑝), the total probability of both of these events is determined as follows: 
ℎ1𝑊1 = 2 ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) 
Equation 46: Probability of Two Replacements by τη=3 
Finally concerning notation, the same time convention will be used here as 
elsewhere in the dissertation. The term “time period” is used to refer to discrete slices of 
time. In this derivation, the term “time period” is therefore useful as a reference to the 
individual part failures. However, the term “demand period” is used to refer to the 
(system-level) slices of time in which a replacement part is needed. While the “time 
periods” and “demand periods” all have the same length (𝜔), their indexing depends 
upon their use (e.g. installed time versus total system time). 
Thus having defined the necessary notation (and the complexity of the basic 
theory necessary to describe the problem being considered), it is possible to demonstrate 
a method to directly compute the probabilities of demand. 
6.2.2 Derivation of Probabilities of Demand for a Part with a Weibull TTFD Model 
The derivation of mathematical expressions for the probabilities of demand for a 
part with a Weibull TTFD is straightforward, albeit involving multiple steps and careful 
arrangement of terms. This subsection first demonstrates the complete computation for 
the case of the third time period after a part’s installation. Based on this example the 
computational challenge in generalizing this work to any number of parts and time 
periods are reviewed to demonstrate the impracticality of this approach. 
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6.2.2.1 Probability of Demand for a Part with a Weibull TTFD Model, 3 Periods after 
Installation 
Denote the probability of a demand (failure) between continuous time t1 and t2 
from a single part put into service at time zero as 𝑃(𝑑 = 1|𝑡1 ≤ 𝑡 ≤ 𝑡2). Using this notation, 
it is evident that the probability of having a demand of a single part without replacement 
over an infinite time in service is Equation 47: 
𝑃(𝑑 = 1) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ ∞) = 1 
Equation 47: Probability of a Demand for a Single Part 
Therefore, a basic probability of failure before (continuous) time 𝜔 (the length of 
one demand period) is: 
𝑃𝜔 = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 𝜔) < 1 
Equation 48: Probability that a Part Fails between time 0 and ω 
Time is discretized in periods of length 𝜔, and the discrete periods are given the 
notation 𝜏 which is indexed by  =  1, 2, 3, … . This leads to Equation 49, Equation 50, and 
in more general notation Equation 51. 
𝑃1 = 𝑃(𝑑 = 1|0 → 𝜏1) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 𝜔) 
Equation 49: Probability that a Part Fails in the First Time Period 
𝑃2 = 𝑃(𝑑 = 1|0 → 𝜏2) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 2𝜔) 
Equation 50: Probability that a Single Part Fails Once in the Initial Two Time Periods 
𝑃𝜁 = 𝑃(𝑑 = 1|0 → 𝜏𝜁) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 𝜔) 
Equation 51: Probability that a Single Part Fails Once in the Initial ζ Time Periods 
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While this is useful, the notation has two limitations.  
(1) First, Equation 51 is limited by the fact that the notation to this point only 
considers one failure in a cumulative number of time periods from the start of the 
introduction of the system (aircraft) into service. It is more useful to also describe the 
probability that a failure occurs in any discrete (individual) time period. Equation 49 
provides this information for the first time period. To develop an equivalent to Equation 
49 for any time period, superscripts will be used to indicate a reference to the probability 
for the ζth unique (individual) time period (superscript 𝑢) and the cumulative probability 
starting from time 0 (superscript 𝑐). Consider for example time period 2. The cumulative 
probability of a failure between 0 and the end of the 2nd time period is as follows: 
𝑃2
𝑐 = 𝑃(𝑑 = 1|0 → 𝜏2) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 2𝜔) 
Equation 52: Cumulative Probability of a Failure Between 0 and the End of the 2nd Time Period 
The probability of a failure within the 2nd unique time period is: 
𝑃2
𝑢 = 𝑃(𝑑 = 1|𝜏2) = 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 2𝜔) − 𝑃(𝑑 = 1|0 ≤ 𝑡 ≤ 𝜔) = 𝑃(𝑑 = 1|𝜔 ≤ 𝑡 ≤ 2𝜔) 
Equation 53: Probability of Failure within the 2nd Time Period 
(2) Second, the indexing of time periods must be expanded because the time that 
a part enters service is not necessarily the time that the part’s higher level system enters 
service. Consider therefore an additional subscript on time indicating an installed time 
(subscript 𝑖) versus a system-level time (subscript 𝑠). Thus if a part is installed at the end of 
the first system time period 𝜏1s then at the end of the second system time period (𝜏2s) the 
part will be at its installed time 𝜏1i. Adding this indexing to the probabilities in Equations 
50 and 51 leads to the following: 
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𝑃2𝑠
𝑐 = 𝑃(𝑑 = 1|0 → 𝜏2𝑠) = 𝑃(𝑑 = 1|0 ≤ 𝑡𝑠 ≤ 2𝜔) 
Equation 54: Cumulative Probability of a Failure Between 0 and the End of the 2nd System Time 
Period for a Part Installed at System Time 0 
𝑃2𝑖
𝑐 = 𝑃(𝑑 = 1|0 → 𝜏2𝑖) = 𝑃(𝑑 = 1|0 ≤ 𝑡𝑖 ≤ 2𝜔) 
Equation 55: Cumulative Probability of a Failure Between 0 and the End of the 2nd Installed Time 
Period for an Individual Part  
𝑃2𝑠
𝑢 = 𝑃(𝑑 = 1|𝜏2𝑠) = 𝑃(𝑑 = 1|0 ≤ 𝑡𝑠 ≤ 2𝜔) − 𝑃(𝑑 = 1|0 ≤ 𝑡𝑠 ≤ 𝜔)
= 𝑃(𝑑 = 1|𝜔 ≤ 𝑡𝑠 ≤ 2𝜔) 
Equation 56: Probability of Failure within the 2nd System-Level Time Period for a Part 
𝑃2𝑖
𝑢 = 𝑃(𝑑 = 1|𝜏2𝑖) = 𝑃(𝑑 = 1|0 ≤ 𝑡𝑖 ≤ 2𝜔) − 𝑃(𝑑 = 1|0 ≤ 𝑡𝑖 ≤ 𝜔)
= 𝑃(𝑑 = 1|𝜔 ≤ 𝑡𝑖 ≤ 2𝜔) 
Equation 57: Probability of Failure within the 2nd Part Installed (Operating) Time Period 
Naturally a transformation exists between the installed time and the system time 
in order to determine the probability of demand in the cumulative time. This is useful in 
part because the system time is the time most useful to a forecaster. Also, this 
transformation between time indexing will be useful in determining the probabilities of 
total demand in a single demand period for parts installed at different times. Consider a 
replacement part installed at the end of system time period . Using the insights provided 
in Equation 56, the probability of this replacement part failing within the next two time 
periods is can be written in the form of Equation 58. Likewise by using Equation 57, the 
probability of this replacement part failing within the second time period after 
replacement (but not the first) can be written in the form of Equation 59. 
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𝑃2𝑖
𝑐 = 𝑃(𝑑𝑖 = 1|0 → 𝜏2𝑖) = 𝑃(𝑑𝑖 = 1| 𝜔 ≤ 𝑡𝑠 ≤ ( + 2)𝜔) 
Equation 58: Probability of Failure before the end of the 2nd Time Period after Installation 
𝑃2𝑖
𝑢 = 𝑃(𝑑𝑖 = 1|𝜏2𝑖) = 𝑃(𝑑𝑖 = 1|( + 1)𝜔 ≤ 𝑡𝑠 ≤ ( + 2)𝜔) 
Equation 59: Probability of Failure in the 2nd Installed Time Period after Installation 
These Equations (58-59) can be expanded to any number of installed parts at 
various installed times with numerous times of installation. For a concise exposition, the 
following development is limited to three system-level time periods.  
Suppose that one wishes to know the probability of a failure (a non-zero demand) 
for a particular part in the system’s third time period. Assume that there is only one of 
this particular type/style/design of part in the system. The part may fail in any system-
level time period (1, 2, or 3), and its replacement will be installed at the end of that system-
level time period. As in Equation 51, the probability of failing in that system-level time 
period is assumed to be the probability of failing at the end of that system level time 
period—this is a natural simplification for a model with discrete time periods. Note that 
this case specifically refers to the long-term sustainment of a system by the use of spare 
parts, so the more specific term “demand period” will be used when it relates to the 
system, although the term “time period” will be retained for the part (because it fails 
without replacement).  
There are three possible ways for the part installed on the system to fail in the third 
demand period. First, the original installed part (the one installed at system time 𝑡 =  0, 
or 𝜏0𝑠) could fail in its third installed time period, with probability as shown in Equation 
60. 
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𝑃(𝑑𝑖 = 1|𝜏3𝑖) = 𝑃(𝑑𝑖 = 1|2𝜔 ≤ 𝑡𝑠 ≤ 3𝜔) 
Equation 60: Probability that a Demand of 1 in Demand Period 3 is due to a Failure of One Part 
Installed at Time 0 
There is also the possibility that the first (initial) installed part failed in the first 
system demand period, and that the replacement part failed in its second installed time 
period (the third system demand period). The associated probability is shown in Equation 
61. Note that from this point forward two vertical bars within the parentheses indicates 
that two conditions must both be true. Note also that the notation 𝑑(𝜏1𝑠) = 1 indicates that 
a part failed in time 𝜏1𝑠 and was replaced (and that the replacement part is the subject of 
the new probability). Finally, to highlight the transformation between time references, 
Equation 61 is written in both the installed and system time notation. 
𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏2𝑖) = 𝑃(𝑑𝑖 = 1|0 ≤ 𝑡𝑖 ≤ 𝜔) ∗ 𝑃(𝑑𝑖 = 1|𝜔 ≤ 𝑡𝑖 ≤ 2𝜔 ∣ 𝑑(𝜏1𝑠) = 1)
= 𝑃(𝑑𝑖 = 1|0 ≤ 𝑡𝑠 ≤ 𝜔) ∗ 𝑃(𝑑𝑖 = 1|2𝜔 ≤ 𝑡𝑠 ≤ 3𝜔 ∣ 𝑑(𝜏1𝑠) = 1) 
Equation 61: Probability that a Demand of 1 in Demand Period 3 is due to Two Failures (one in 
Demand Period 1 and one in Demand Period 3) 
There is also the case where the first (initial) installed part failed in the second 
system demand period, and that the replacement part failed in its first installed time 
period (third system demand period). The associated probability is shown in Equation 62. 
𝑃(𝑑𝑖 = 1|𝜏2𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖)
= 𝑃(𝑑𝑖 = 1|𝜔 ≤ 𝑡𝑠 ≤ 2𝜔) ∗ 𝑃(𝑑𝑖 = 1|2𝜔 ≤ 𝑡𝑠 ≤ 3𝜔 ∣ 𝑑(𝜏2𝑠) = 1) 
Equation 62: Probability that a Demand of 1 in Demand Period 3 is due to Two Failures (one in 
Demand Period 2 and one in Demand Period 3) 
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Finally, there is the case in which the first (initial) installed part failed in the first 
system demand period, the first replacement of this part (second part of this type ever 
installed on the system) failed in the second system demand period (its first installed time 
period), and the second replacement part (third part of this type ever installed on the 
system) failed in the third system demand period (its first installed time period). The 
associated probability is shown in Equation 63. 
𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖)
= 𝑃(𝑑𝑖 = 1|0 ≤ 𝑡𝑠 ≤ 𝜔) ∗ 𝑃(𝑑𝑖 = 1|𝜔 ≤ 𝑡𝑠 ≤ 2𝜔 ∣ 𝑑(𝜏1𝑠) = 1)
∗ 𝑃(𝑑𝑖 = 1|2𝜔 ≤ 𝑡𝑠 ≤ 3𝜔 ∣ 𝑑(𝜏2𝑠) = 1) 
Equation 63: Probability that a Demand of 1 in Demand Period 3 is due to Three Failures (one in 
each of 3 System Demand Periods) 
The total probability of a failure in system demand period three is the sum of these 
four individual cases (Equations 60-63), which may be combined as follows:  
𝑃(𝑑𝑠 = 1|𝜏3𝑠) = 𝑃(𝑑𝑖 = 1|𝜏3𝑖) + 𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏2𝑖) + 𝑃(𝑑𝑖 = 1|𝜏2𝑖)
∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖) + 𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏1𝑖) 
Equation 64: Probability of a Demand of 1 in System Demand Period 3 
This equation may be simplified to combine terms as follows: 
𝑃(𝑑𝑠 = 1|𝜏3𝑠) = 𝑃(𝑑𝑖 = 1|𝜏3𝑖) + 2 ∗ [𝑃(𝑑𝑖 = 1|𝜏1𝑖) ∗ 𝑃(𝑑𝑖 = 1|𝜏2𝑖)] + [𝑃(𝑑𝑖 = 1|𝜏1𝑖)]
3 
Equation 65: Simplified Probability of a Demand of 1 in System Demand Period 3 
Equation 65 is easily seen to be identical to the derivation in the appendix, and 
shows the probability of a demand occurring in Demand Period 3. Thus, whether derived 
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as a generic probability equation or as the specific Weibull equation, the same relatively 
complex form results.  
6.2.2.2 Challenges with Practical Use of this Model 
There is seldom only one part in real problems, but a series of parts all running 
simultaneously. Example cases include: multiple identical bearings on an assembly line, 
multiple identical turbine blades on an engine, a fleet of aircraft that all have the same 
nose landing gear bearing, or multiple identical pumps on a single shipping canal lock. 
Refer to these as multiple instances of the same part within a fleet. For 𝑁 identical and 
independent parts in any of these cases, the probability of a demand within demand 
period 𝜏𝜁 will be 𝑁 ∗ 𝑃(𝑑𝑠 = 1|𝜏𝜁).  
If the part’s average demand per unit time approaches a steady state as time 
increases (as was seen in Chapter 3), then a CFR analysis may be made. For large enough 
𝑁, the cumulative demand quantity from time 0 through time 𝜏𝜁 will be (𝑁 ∗  𝜏𝜁 ∗ 𝜔) θ⁄  
(for θ = Mean Time Between Failures, MTBF) as → ∞. Likewise, for very large 𝑁 and 𝜏𝜁, 
the anticipated demand within demand period 𝜏𝜁 is often assumed to be (𝑁 ∗ 𝜏𝜁 ∗ 𝜔) θ⁄ . 
However, if 𝑁  and  are not large enough for the MTBF-based assumption, 
finding the anticipated number of demands through a given demand period (or within a 
given demand period) is computationally complex and practically impossible. Given that 
the set of compositions for (integer) demand period  is 2𝜁 −1, computing the demand 
within demand period 𝜏𝜁  for = 100  would require a generating function to find all 
1.27x1030 compositions of 100, or to find the 1.91x108 partitions of 100 and the number of 
permutations of each partition. The generating function for these partitions was described 
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by Euler, but even centuries after Euler the process of finding millions (or billions) of 
partitions remains computationally difficult—reference works by Apostol (1976), Hardy 
and Wright (1938), and Andrews (2013). Naturally, finding the probability of occurrence 
associated with each partition also requires many computations of the Weibull CDF. 
All of these complications drive the need for an alternate approach, but they also 
drive a lesson for the intended approximation. For a part with replacement, the 
probability of a failure at any given time is the sum of the probability that the original part 
lasted to that time plus the probabilities associated with interim failures. Thus, unless the 
probabilities of interim failures are negligible, the probability of a non-zero demand (a 
failure) at any period 𝜏𝜁 with  >  1 will always be greater for the case with replacement 
than it would have been for the case without replacement—unless the 𝑊𝑔 terms are all 0 
except the one corresponding to 𝑪𝒔( )  =  { }. This will be further explored below. 
6.2.3 Derivation of Probabilities of Demand for a Part with an Exponential TTFD 
Model 
Computing the probability associated with demands for an Exponential 
Distribution with 𝛾 >  0 is conceptually simpler, but results in an equation of complexity 
similar to that developed above for the general (and Weibull) case. This derivation may 
be made directly. This derivation also depends upon assumptions of the nature of 
replacement at time 𝜏𝜁 and the meaning of the no-failure time 𝛾.  
Note that this derivation strictly refers to failure rates, and thus this derivation all 
slices of time are referred to as “time periods.” This analysis is akin to the Weibull with 
Replacement problem described in reliability texts (for instance, Abernethy, 2005) but 
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discretized to the time periods as described here. If the fleet size (quantity of parts in the 
fleet, or 𝑁) is known, then it may be used in the equations derived below to obtain an 
expected demand quantity (𝐷) at each time (demand) period (𝜏𝜁 ) based on expected 
replacements of failed parts. 
Consider first the assumptions needed to make discrete calculations of 
probabilities of failure in each time period (𝜏𝜁) over an extended period of time. Assume 
that the length of time of zero failures, 𝛾, is an integer number of demand periods and 
thus that 𝜏𝜁 − 𝛾 is also always an integer. Assume that, because of the time of zero failures 
(𝛾), the first possible time for a failure is in the time period indexed (𝛾 + 1). Assume that 
each part is replaced at the end of the same time period (𝜏𝜁) within which it fails. Finally, 
assume that if a failure occurs and is replaced at time period 𝜏𝜁, then the earliest possible 
failure of the replacement part is in time period 𝜏𝜁 + γ +  1. 
Because the failure rate at any time (for 𝜏𝜁 > 𝛾) is constant for the exponential, the 
probability of failure for a part in any discrete time period (𝜏𝜁) may be simplified to some 
constant value 𝜆 with 0 ≤ 𝜆 ≤ 1. Because a fleet of parts is assumed, the probabilities are 
also the fraction of parts in the fleet that remain in service through the end of a given 
length of time (𝜔), which may be designated as 𝑟 (with 𝑟 =  1 − 𝜆). This leads to the result 
that after  time periods, if 𝛾 = 0, then the fraction of the original parts remaining is 𝑟𝜁. 
Naturally the replacement rate is the failure rate. This, plus an assumption about 𝛾 , 
enables the computation equations to begin. 
The method for developing an equation for the number of failures in any given 
period entails iterative computations of the surviving portions of every group of original 
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and replaced parts in each time period through 𝜏𝜁. To illustrate how this computation is 
specific to a given 𝛾, consider the example of τ3. Reference Table 28, if 𝛾 = 2 then the 
portion of the original parts still in service at 𝜏𝜁=3  is 𝑟 , and the portion needing 
replacement is 𝜆 = 1 − 𝑟. Likewise, if γ=0 then the portion of the original parts surviving 
at 𝜏𝜁=3  is 𝑟
3 —but the equation for the portion of failed parts is considerably more 
complex. It is evident in Table 28 this type of computation, while straightforward, requires 
tedious manual derivation for each time step. 
 
Fraction Survived at 𝝉𝛇 Fraction Failed at 𝝉𝛇 
𝛾 = 0 𝛾 = 1 𝛾 = 2 𝛾 = 0 𝛾 = 1 𝛾 = 2 
= 1 𝑟 1 1 1 − 𝑟 0 0 
= 2 𝑟2  +  𝑟(1 − 𝑟) 𝑟 1 
𝑟(1 − 𝑟)  
+  𝑟(1 − 𝑟)2 
1 − 𝑟 0 
= 3 
𝑟3  +  2𝑟2(1 − 𝑟)  
+ 𝑟2(1 − 𝑟)2 
𝑟2 𝑟 
𝑟2(1 − 𝑟)  +
 𝑟(1 − 𝑟)2  +
 2𝑟(1 − 𝑟)2  
𝑟(1 − 𝑟) 1 − 𝑟 
Note 
𝑟3  +  2𝑟2(1 − 𝑟)  + 𝑟2(1 − 𝑟)2  
= 𝑟3  +  𝑟2(1 − 𝑟)  +  𝑟[𝑟(1 − 𝑟)  
+  𝑟(1 − 𝑟)2] 
𝑟2(1 − 𝑟)  +  2𝑟(1 − 𝑟)2  +  𝑟(1 − 𝑟)2  
= (1 − 𝑟) [𝑟2  +  𝑟 (1 − 𝑟)  +  𝑟(1 − 𝑟)  
+  𝑟(1 − 𝑟)2] 
Table 28: Derived Equations for Probabilities of Success and Failure, Constant Failure Rate with 
Replacement, 0≤γ≤2, 1≤  ≤3 
Now expand the method to a larger γ and a larger number of time periods τ. 
Deriving the expected fraction of failed parts in any time period is likewise a summation 
of the expected fractions of failed parts from each set of the possible replacements from 
each of the earlier time periods. This summation is best demonstrated in a tabular format 
to show its iterative nature. However, calculating the expected failure fractions in each 
time period is nearly as complex as the Weibull case. Reference Table 28, as the number 
of time periods ( ) increases the summation becomes increasingly complex due to the 
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large number of terms involved. Similar derivations were carried out for 𝛾 =  1 through 
𝛾 =  6 and were used for validating the simulations.  They are not shown here for brevity. 
 
6.3 Results of Equation Derivations 
As noted, this derivation of the probabilities of failure in each time period was 
useful, but uncovers certain limitations. The limitations are the lack of a known closed-
form expression for the probability, the knowledge of the reliability factors, and the small 
sizes of the actual fleets being studied. Each of these is summarized here. 
First, the results of the derivations provided a validation mechanism for the Monte 
Carlo simulations being used in the study. Select data points from each of the derivations 
were compared with the results of the Monte Carlo simulations. It was found that in each 
case the two methods provided the same answers within <1% difference between them. 
An example of the agreement is shown in Figure 21, which shows the Monte Carlo 
simulations for the peak demand quantities (the highest single-period demand quantity 
within a given demand pattern) for a series of Monte Carlo simulations of Weibull cases 
compared to the hand-computed values for the same peaks. Note that there is 1:1 
agreement between the two.  
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Figure 21: Monte Carlo Simulation vs. Derived Equation, Peak Demand, Various α, β, γ 
Likewise Table 29 shows a comparison of simulated versus manually computed 
(from derived equations) values for the case of a CFRO part with 𝛾 =  5 and 𝛼 =  5. As 
with Figure 21, this table shows extremely high agreement between the manually 
calculated and the computer simulated results. 
Ζ 1 2 3 4 5 6 7 8 9 10 
Simulation 0 0 0 0 0 0.86 0.12 0.02 0 0 
Equation 0 0 0 0 0 0.86 0.12 0.02 0 0 
           
ζ 11 12 13 14 15 16 17 18 19 20 
Simulation 0 0.75 0.2 0.04 0.01 0 0 0.65 0.26 0.06 
Equation 0 0.75 0.2 0.04 0.01 0 0 0.65 0.26 0.07 
Table 29: Monte Carlo Simulation vs. Derived Equation, Demand Probability, with Conditions: 
α=1.1625, β=1, γ=5 
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However, beyond the practical matter of deriving these equations for infinite real-
world cases, it is questionable whether the exact derivation would be of much use. First, 
the accuracy of the input data would have a significant impact on the result. And second, 
the large CV expected for small fleets of aircraft with high reliability (per the beginning of 
this chapter) call into question the utility of this derivation. 
Concerning the input factors, it is well understood that part life often appears to 
be different in operational service than during testing. Likewise, many parts are designed 
with a margin of safety to avoid the expense of testing for an exact service life with an 
extremely high level of confidence. While both approaches to part safety give a high level 
of confidence that a part will last at least as long as needed for safety reasons, the use of a 
high safety margin (vs. a high confidence of an exact life) leads to insufficient reliability-
related information for using such equations for spares forecasting. While there may be 
merit in using this type of equation-based approach for parts that are very highly tested 
and which are tested in environments identical to the operational environment (e.g. a 
number of server hard drives in a fixed server location), a more broadly applicable 
forecasting method is desired in this dissertation. 
Concerning the CV, the value of knowing the expected number of failures per unit 
time would be to address the challenges caused by the large CV in the TTFD for IFR parts. 
However for small fleet sizes with high reliability, the large CV inherent in any actual 
demand quantity in any actual demand time (as evidenced in Chapter 5 and Table 26) 
would tend to obscure (to the practitioner) the additional information available from the 
expected demand per unit time.  
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Finally, for multiple replacements, a more accurate predictor of future failures 
may be to return to the basic equations without replacement. Consider a situation where 
a part has a tested failure rate of 𝑊(𝛼1, 𝛽1, 𝛾1). Suppose that N parts are installed and that 
their operations in service are truly identical. Further suppose that they fail and are 
replaced at a time defined by a distribution 𝑊(𝛼2, 𝛽2, 𝛾2). Predicting the distribution of 
the second set of failures (i.e. the failures of the replacement parts) would likely be more 
accurate if one used a Bayesian approach to define a new in-service failure model 
𝑊(𝛼𝑠, 𝛽𝑠, 𝛾𝑠) and applied that model to each of the known replacement times. However, 
the purpose of this dissertation is to find a forecasting method that integrates well with 
existing forecasting heuristics; thus, this direct method is not further explored. 
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7 Forecasting for Low Quantity, High Reliability Parts 
All of the prior chapters studied the situations that can make demand histories 
difficult for forecasters to use as a basis for predicting future demands. However, 
forecasting based on demand histories remains critical to spare parts planning. The need 
for spare parts is captured well by van Jaarsveld et al. (2011): 
“Availability of spare parts is important for companies, because spares are 
needed for efficient operation of capital goods. When equipment breaks 
down, the downtime can be significantly reduced if all spares needed for 
the repair are immediately available. If on the other hand spares are not 
immediately available, the waiting time for the spares can cause costly 
…losses. Because the costs of keeping spare parts on stock can be high, it 
is not obvious whether we should refrain from keeping stock to avoid 
holding costs.” 
After studying the nature of aircraft spare parts demands, in the prior chapters, 
this chapter addresses the ultimate desire of forecasting demands for those aircraft spare 
parts based on each part’s demand history. Aircraft parts often exist in low quantities 
(small fleet sizes) and are designed to be highly reliable. This chapter considers the ability 
to forecast demands across ranges of conditions that represent what may be expected for 
aircraft parts. This chapter finds that there are many cases for which no known (or newly 
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developed) forecasting method performs any better than simply forecasting zero. It also 
finds that there are cases for which newer forecasting methods will improve forecasting 
performance.  Finally, it finds that the selection of a forecast error computation method 
substantially impacts the selection of the best (lowest-error) forecasting method. Each of 
these findings is unique and significant in the field, and each requires substantial 
derivation and testing. 
The primary drivers of aircraft spare parts demand are fleet size, reliability, and 
aircraft usage rate. Effective forecasting of demand must consider the complex 
relationship between these drivers of spare parts demand patterns. This chapter takes six 
general steps toward understanding these relationships, as follows: 
 First, the characteristics of aircraft spare parts demands are discussed, taking 
into consideration how the fleet size and failure rates impact the expected 
forecasting errors. In this discussion, the relationship of forecast error 
computation methods to forecasting error rates is also introduced.  
 Second, the chapter explains the simulations used to explore the performance 
of forecasting methods on aircraft spare parts demands. This explanation 
utilizes two simulation sets, one related to the initial simulation of this 
dissertation (Chapter 3) and the other tailored to better understand the impact 
of cycles in demand on the forecasting method selection.  
 Third, this chapter studies forecasting method parameters and demonstrates 
the need to select the best combination of both a forecasting method and its 
parameters. Most studies erroneously only focus on forecasting method 
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selection. This section discusses the range of forecasting methods used in this 
study, the parameters considered, the method used to find the best 
combinations of parameters and methods, and the initial narrowing of this 
forecasting method/parameter set before performing detailed evaluations.  
 Fourth, the chapter describes the final simulation sets used to find the best 
(lowest error) forecasting methods and parameters for demands of given 
(expected) input parameters (expected fleet size and reliability). This section 
also explains the methods used to review the results of the study. This allows 
a study of the impacts of the forecast error computation method on the best 
(lowest error) forecasting method selection.  
 Fifth, the chapter reviews the results of the extensive simulation study. The 
review discusses the selection of the best (lowest error) forecasting method.  
This review also identifies a new Adaptive Response Rate Single Exponential 
Smoothing (ARRSES) method as better under clearly defined circumstances.  
 Finally, this chapter presents important conclusions about the utility of the 
new forecasting methods, the ranges in which elementary methods (e.g. 
always forecasting zero) outperform any other forecasting method, and the 
need to find a more appropriate forecast error computation method for aircraft 
spare parts demand. 
7.1 Background: Theory, Purpose, and Terminology 
The goal of this work has been to identify a better way to understand and forecast 
demand when the demand history (and likely future) is lumpy. It was found that low 
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quantity parts with high reliability (e.g. many types of aircraft parts) typically have lumpy 
demand patterns. Likewise, it was found that parts with an increasing failure rates (IFR, 
e.g. wearout) can exhibit lumpiness. Thus this chapter investigates whether an improved 
forecasting method utilizing demand histories can be identified which is most suited to 
forecasting for low quantity, high reliability parts—especially those with an IFR. 
Ideally, a simple forecasting method based on each part’s demand history would 
be found that accounts for the variations in demand that come from low quantity, high 
reliability parts as well as an IFR. The work performed to this point in this dissertation 
has demonstrated (a) the need for an improvement in forecasting methods for these 
lumpy (low quantity, high reliability) parts (e.g. Chapter 4), (b) the fact that low quantity 
and high reliability can cause lumpiness without a changing (increasing) failure rate (e.g. 
Chapter 5), and (c) the impracticality of mathematically determining the anticipated 
pattern of demands over the life of the fleet of aircraft (Chapter 6). 
As noted in prior chapters, the characteristics of aircraft part failure distributions 
impact the demands for spare parts over time. Many aircraft parts wearout over time, and 
this wearout causes an IFR that is best modeled with a Weibull equation. Some aircraft 
parts exhibit a constant failure rate (CFR) which is best modeled with an Exponential 
equation, which is a special case of the Weibull equation. Many parts exhibit a 
characteristic in which no failures occur until enough wear or operating time accumulates 
to begin the failures. This initial time of zero failures is best modeled with an offset value 
(𝛾 > 0) in the Weibull or Exponential equation.   
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The Weibull model (or the CFR case of the Exponential) is effective in generating 
simulated demands that represent low quantity and high reliability parts. An erratic/ 
intermittent/ lumpy tendency can occur due to the discrete lengths (𝜔) of demand periods 
and the discrete quantity of parts operated in a fleet, and more specifically to the 
(generally) very small quantity of parts in that fleet. Erratic/intermittent/lumpy behavior 
can also occur under certain conditions due to an IFR, which may cause cycles in the 
demand quantity over time (see Chapters 3 and 6). The challenge in forecasting a part’s 
demand based upon its demand history is to be responsive to the changes (e.g. cycles) in 
demand quantities (over time) caused by the IFR while not over-fitting the less systematic 
variations of the data.   
In order to describe the setting carefully, terminology will be borrowed from other 
fields of science similarly challenged with discerning trends, structure, or systematic 
changes from apparently random data. Aircraft spare part demands patterns will be 
considered to have a primary “signal,” which is closely related to the underlying failure 
function (Weibull or Exponential) with replacement. The demand patterns will also be 
considered to have “noise,” which describes the non-systematic variations which occur 
(and have been studied in Chapters 3, 5, and 6) and which make the demand patterns 
appear not to have any regularity (e.g. no constant average and no apparent cycles). If a 
fleet includes a large number of parts and if the reliability is low, then the signal will be 
readily apparent (reference Chapters 3 and 5). But for small quantities of parts with high 
reliability, the demand patterns are predominantly noisy and appear irregular.  
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For clarity, the following terminology will be used consistently in this chapter: a 
“demand” is any integer quantity (zero or positive); a “zero demand” is any recorded 
demand that is zero; a “non-zero demand” is any recorded demand that is greater than 
zero; and a “demand period” is a length of time (𝜔) used as a “bucket” in which to record 
historical demands or to predict future demands. Demand periods discretize historical 
and future time so that demand histories may be studied and demand forecasts may be 
made. Because this study specifically focuses on the ability to forecast demands when 
there are many demand periods with zero demands, “zero demand periods” indicate 
demand periods in which the demand quantity is zero, and “non-zero demand periods” 
indicate demand periods in which the demand quantity is greater than zero. This chapter 
refers to the series of demands (each in its own demand period) as a demand pattern. The 
collection of possible demand patterns for a set of input conditions is a demand 
distribution. 
Failures occur in continuous time. For this chapter each part failure is considered 
to occur in an individual demand period, is considered to be replaced in that same 
demand period, and the replacement part goes into service at the very end of the same 
demand period. Likewise, the long (continuous) time between failures (non-zero 
demands) is important. This long (continuous) time between non-zero demands may be 
divided by the demand period length (𝜔), then rounded down, to obtain a Demand 
Interval (DI); equivalently, the DI is equal to one plus the number of zero demand periods 
between non-zero demand periods. Other lengths of time (e.g. the life of the system) will 
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be expressed as a number of demand periods (i.e. a multiple of the demand period length, 
ω) or simply a number of periods. 
This careful description of continuous failure times and discrete demand periods 
is important because this dissertation merges physical reliability and mathematical 
forecasting. This description is consistent with both the essentially continuous-time 
physical nature of the failures causing the demands and the discrete-time human systems 
that manage the demands. Precisely defining this terminology for time is important 
because most textbooks (e.g. Chopra and Meindl, 2010) only refer to periods in forecasting 
without clarifying the detailed definitions used here. This detail is required to analyze the 
relationship between forecasting and reliability to the depth achieved in this dissertation. 
With this background, consider the problem of forecasting the future demands for 
a part with a lumpy demand pattern—whether these demands are caused by (failures that 
can be characterized by) an IFR, by low quantity and high reliability, or by a combination 
of the two. Reference Chapters 3 and 5, this demand pattern will tend to have a high 
coefficient of variance (CV), an underlying trend, and a high average demand interval 
(ADI). This problem defines many parts in the aerospace maintenance, repair, and 
overhaul industry. Most studies of forecasting for this type of problem expend extensive 
effort with actual data to find a particular best forecasting method (which fits that data). 
This study takes a different approach and considers both the purpose of a forecast and the 
feasibility of creating a reasonably accurate forecast. This study accomplishes its task by 
considering (in order) the elements of a high ADI of random DI lengths, a high CV, and 
an underlying trend. 
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7.2 Demand Interval and Forecasting Error 
First consider the problem of a demand pattern with a high ADI of random DI 
lengths. This is likely for a low quantity part with a high reliability. The ADI is a measure 
of how many demand periods are expected to lapse between non-zero demands. The ADI 
calculation does not consider the actual level of demands in any non-zero demand period, 
only the interval between those non-zero demand periods (reference Equation 12 of 
Chapter 3).  
7.2.1 Traditional Error Computation Method 
Effective forecasts require good estimates of the timing and quantity of demands. 
Both of these aspects are particularly important when forecasting demands for small 
quantities of parts. Methods such as Croston’s separate out a forecast for the time of 
demand and a forecast for the quantity of demand at that time. Croston’s method is 
designed to minimize the traditionally-measured error, which considers the absolute (or 
square) difference between the actual demand (including zero demands) and the 
forecasted demands in each period. 
While it may be convenient to seek exact demand times as a way to minimize 
traditionally-calculated forecasting errors, this approach breaks down if the DI appears 
irregular (is primarily noise) or if the forecasting method results in forecasts that are 
fractions of parts. These issues are not routinely considered in the literature on this topic. 
For ease in this discussion, consider here that most combinations of factors that drive a 
large number of zero demands also frequently drive the non-zero demands to be one (a 
single part)—e.g. apparently Bernoulli in nature. This assumption matches well the 
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experience on many aircraft parts, including the simulations performed by this author on 
a low quantity fleet of parts with high reliability. 
Many previous portions of this work show that for small quantities of high 
reliability parts, the observed demand pattern will appear to be mostly noise without a 
discernable signal. In this case of high noise and low signal, finding a method to precisely 
predict the timing of the next non-zero demand may not be possible. As addressed in 
Chapters 5 and 6, in this situation one can predict the likelihood of a non-zero demand 
occurring in a particular demand period, and that likelihood increases as the demand 
period length (𝜔) or operational usage (operational hours per unit time) increases. 
Consider the impacts of the forecast error computation method (FECM) on a 
forecast from this high variability, noisy demand history. This consideration of FECM is 
similar to the studies in Hyndman (2006) and Hyndman and Koehler (2006). Using 
traditional forecasting error computation methods (TFECMs), the anticipated errors for 
forecasting a highly variable and irregular (single unit) demand can be easily computed. 
Note that this section uses the term “anticipated” in lieu of the term “expected” because 
a true mathematical expectation would entail a probabilistic derivation beyond the scope 
of this study. 
To illustrate anticipated forecast errors, consider several “elementary forecasts.” 
For example, it is evident that the best (lowest error) forecast is the elementary method of 
always forecasting zero in the following situation: i) one demand occurs at a random time 
over a large number of periods, ii) forecasts must be integer-valued, and iii) the error 
computation equally weights each demand period’s deviation between the forecast and 
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the actual demand. Additional elementary forecasts are defined in this chapter to further 
illustrate this shortfall of the state-of-the-art in forecasting. 
7.2.1.1 Errors of Elementary Forecasts 
Elementary forecasting methods are used in this chapter as benchmarks for the 
performance of other forecasting methods. A few important elementary methods of 
forecasting are shown in Table 30.  The errors of each of these five elementary methods 
are discussed in detail below.    
Forecasting Method Explanation 
1/ADI 
Any forecasting method (e.g. a Moving Average) that divides 
the number of demands by an elapsed time converges to a 
forecast of 1/ADI if each non-zero demand period has a 
demand of one unit 
Always 1 
If the ADI is large and demands are small, methods that 
produce real-valued (vs integer-valued) forecasts yield 
fractions <1. These could be rounded up. The equivalent is to 
always forecast a demand of 1. 
1 at Random Time 
If the demand intervals are highly variable, than any method 
(e.g. Croston’s) that attempts to predict the next demand 
period based on history will essentially forecast demands at 
random times. 
Always 0 
If the ADI is large and demands are small, methods that 
produce fractional forecasts yield a very small fraction for the 
forecast. If this fraction is insignificantly small, then the 
integer-valued forecast is always 0. 
Always Forecast 
Last Quantity 
If no earlier data is available, or if distant history is irrelevant, 
then forecast that the next demand period will have the same 
demand as the prior one. 
Table 30: Forecasts for Single Demands at Random (but Long) Demand Intervals  
If the forecast is “Always 0,” then the TFECMs will result in the following errors 
(reference Tables 31 and 32): 
 For a sum of absolute errors (SAE), it will be the sum of the demands, 
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 For a the sum of square errors (SSE), the error will be the sum of the square of 
demands; and 
 For an averaging method (i.e. if the SAE or SSE is divided by the total number of 
demands), the error is always one. 
If the forecast is “Always 1,” a single unit demand is forecasted for each demand 
period. If the error measurement is the SAE then the error will be at least as large as the 
number of demand periods with zero demand, but can be much larger (Table 31). The 
same holds true for the SSE measurement. Reference Table 41, if error averaging methods 
are used, then the error will be at least the (ADI - 1), and will be exactly (ADI – 1) if the 
demands are Bernoulli (i.e. always 0 or 1). 
Method 
Error 
Method  Forecast Result 
Always 0 
SAE 𝐸𝑟𝑟𝑜𝑟 =  # 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑𝑠 
SSE 
𝐸𝑟𝑟𝑜𝑟 =  
𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝐸𝑎𝑐ℎ 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑’𝑠 𝐷𝑒𝑚𝑎𝑛𝑑 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 
Always 1 
SAE 𝐸𝑟𝑟𝑜𝑟 ≥  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) – (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑𝑠) 
SSE 𝐸𝑟𝑟𝑜𝑟 ≥  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) – (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑𝑠) 
1/ADI 
SAE 𝐸𝑟𝑟𝑜𝑟 ≥  2 ∗  (1 −  1/𝐴𝐷𝐼)  ∗  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) 
SSE 𝐸𝑟𝑟𝑜𝑟 ≥  (1 −  1/𝐴𝐷𝐼)  ∗  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) 
Random 1 
SAE 
2 ∗ (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑𝑠)  ≥  𝐸𝑟𝑟𝑜𝑟 ≥  
2 ∗  (1 −  1/𝐴𝐷𝐼)  ∗  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) 
SSE 
2 ∗ (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑𝑠)2  ≥  𝐸𝑟𝑟𝑜𝑟 ≥  
2 ∗  (1 −  1/𝐴𝐷𝐼)  ∗  (# 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑 𝑃𝑒𝑟𝑖𝑜𝑑𝑠) 
Always Last 
Quantity 
SAE 𝐸𝑟𝑟𝑜𝑟 ≈  # 𝑜𝑓 𝐷𝑒𝑚𝑎𝑛𝑑𝑠 
SSE 𝐸𝑟𝑟𝑜𝑟 ≈  ∑[(𝐷𝑒𝑚𝑎𝑛𝑑 − 𝐿𝑎𝑠𝑡 𝐷𝑒𝑚𝑎𝑛𝑑)2] 
Table 31: Anticipated Total Errors for Elementary Methods 
Now consider the case where the forecasting method produces a forecast that is a 
fraction in each period, indicating that no precise time for a demand is being forecast.  In 
this case, (if there can be at most a unit demand) a reasonable fractional equivalent forecast 
is related to the inverse of the demand interval (DI). If there is no understanding of any 
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signal that would cause systematic increases (or decreases) in the DI over time, then it 
would be reasonable to forecast the demand in each demand period as 1/ADI. Even if the 
forecasting method could anticipate a change in the DIs over time (e.g. an expected 
decrease in the DIs if the failure rate was increasing), then the best fractional demand 
forecast would be 1/DI for each new estimate of the current DI. If an absolute deviation 
method is used to compute the errors, then the anticipated forecasting error for this case 
will be at least the sum of the errors in the zero demand periods (Table 31). An easier 
approximate computation emerges from the assumption that all demands (in all non-zero 
demand periods) are one and that the errors are averaged. As an approximation, if all DIs 
equal the ADI and if demand is at most one in any DI, then the Mean Sum of Square Errors 
(MSSE) will approach but not exceed 1, as shown in Table 32. 
ADI 
Elementary Forecast Type 
1/ADI Always 1 Random 1 Always 0 Always Last 
MAE MSSE MAE MSSE MAE MSSE MAE MSSE MAE MSSE 
1 0 0 0 0 0 0 1 1 0 0 
2 1 0.5 1 1 1 1 1 1 2 2 
3 1.33 0.67 2 2 1.33 1.33 1 1 2 2 
4 1.5 0.75 3 3 1.5 1.5 1 1 2 2 
5 1.6 0.8 4 4 1.6 1.6 1 1 2 2 
10 1.8 0.9 9 9 1.8 1.8 1 1 2 2 
15 1.87 0.93 14 14 1.87 1.87 1 1 2 2 
20 1.9 0.95 19 19 1.9 1.9 1 1 2 2 
25 1.92 0.96 24 24 1.92 1.92 1 1 2 2 
Table 32: Anticipated Average Errors of Elementary Forecasts for Unit Demands at Random 
Demand Intervals 
Next consider an approximation to Croston’s method used on a noisy demand 
history. This is the “Random 1” elementary method. If there is no discernable signal in the 
timing of demands, then Croston’s will predict a future demand time based only on the 
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noise in the history. Thus there is a probability of 1/ADI that the forecasted time will equal 
the actual demand time. If non-averaged FECMs are used then the anticipated error is at 
least the forecasted quantity (at least one) multiplied by the probability of not forecasting 
the right time, (1 − 1/𝐴𝐷𝐼). If the errors are averaged and if the demand never exceeds 1, 
then as the ADI increases the anticipated error approaches but does not exceed 2. This 
approach to 2 (without exceeding 2) is due to the sum of the forecasted quantity occurring 
at the zero demand time (error = 1) and the actual demand occurring at a time when the 
forecast is zero (error = 1). Two error contributions of 1 sums to total error of 2 for each 
demand (but is then divided by the number of demands to obtain the average of 2). 
Finally, consider the case where a smoothing-based forecast (e.g. SES) or averaging 
method (e.g. MA) singularly favors the most recent demand at the expense of prior 
knowledge. This is the case of always forecasting the most recent demand quantity 
(referred to here as “Always Last”). For readily evident reasons, the error for this “Always 
Last” method is twice the sum of the demands over the life of the fleet of aircraft using 
the part.  
A consideration of the expected errors for this “Always Last” method demonstrate 
why the TFECMs will typically result in an error of 2. First, when demands are Bernoulli-
distributed, any period that exhibits any error has an error of one (because at most one 
part would be forecasted or demanded and because the absolute error and the squared 
error are both one). Second, if the forecast for a demand period equals the quantity in the 
immediately preceding demand period, ?̂?𝜓 = 𝐷𝜓−1, then the forecast will be either zero 
or one. Thus for every zero demand period followed by a zero demand period the error 
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is zero. For every zero demand period followed by a non-zero demand period, the error 
is one. The demand in the period following the non-zero demand period is very likely to 
be another zero demand period. In this case, the “Always Last” forecast for this zero 
demand period will be one (resulting in another error of one). Given these factors, the 
anticipated total error is twice the sum of the demands and the average error for this 
method is anticipated to be 2.  
These elementary methods (and a “Future One” method related to a new forecast 
error computation method, both described below) are used in this study as a comparison 
and practical error bound for the common and newer methods of forecasting. 
7.2.2 Improved Error Computation Method 
For TFECMs, the anticipated error for a forecast for a noisy demand pattern has 
been described above (e.g. Table 30). New forecasting methods for these types of (low 
probability of demand occurrence) parts can be readily compared to the anticipated 
performance of elementary predictions based on little information.  
Consider a new FECM that is consistent with a view of fractional forecasts as 
mathematical approximations of the timing and quantity of a demand. For instance, a 
forecast for ¼ of a part for 4 consecutive quarters is a reasonable representation of 
forecasting the need for 1 part within those 4 quarters. This new FECM compares the 
cumulative demand within a DI to the cumulative forecast within that same DI. 
There are several advantages to such a new FECM. Success in forecasting the 
correct number of demands in a demand period is most strongly rewarded. For example, 
it appropriately penalizes forecasting methods that always forecast a zero demand. 
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Corollary to this, while the actual timing of the non-zero demand periods may not align 
with the time required for the fractional forecasts to sum to the demand (one), habitual 
under-forecasting of demands or over-forecasting of demands is penalized. Finally, 
Croston’s method (and methods derived from Croston’s) could be easily converted to 
rate-based forecasts (by dividing the forecast quantity by the forecasted DI) in order to be 
evaluated by this FECM. 
Before considering the advantages of this proposed new FECM, a few comments 
should be made to fully understand it. First, recall that any basic forecasting textbook (e.g. 
Chopra and Meindl, 2010) defines average forecast error as the total forecast error divided 
by the number of demands that occur over the length of time considered. Thus in this 
study the average error considers the error over the total life of the fleet of aircraft (which 
is the length of the simulation) and divides that error by the total number of demands in 
the life of the fleet of aircraft. Second, the proposed FECM is inspired by the findings 
earlier in this study that lumpiness can sometimes be related to the relatively short length 
of demand periods (ω) compared to the ADI. This high ADI is characterized by many zero 
demand periods between non-zero demand periods. Finally, studying the impact of the 
FECM on the best forecasting method is useful. The specific context of low quantity parts 
with high reliability may require different error computation than other contexts. The 
proposed FECM here is intended to illuminate how changing the FECM can impact the 
selection of a forecasting method. 
Re-examining the elementary cases above, the anticipated errors can be computed 
for this new FECM on single unit demands as follows: 
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 A constant zero forecast yields a mean error of one in each demand period, because 
all of the demands are forecast (incorrectly) as 0. Whether computing the sum of 
errors or the sum of square errors, if each non-zero demand is one then either sum 
is equal to the number of demands. The mean is simply the sum divided by the 
total number of demands, which therefore yields a mean error of one for this case.   
 A constant forecast of 1/ADI (over enough demand periods) yields an anticipated 
error that is close to zero for this new FECM. Note that this is an example of the 
reason for using the term “anticipated” versus “expected,” because the expected 
error would depend upon the variation of the actual DIs about the ADI. If an actual 
DI is larger or smaller than the ADI then the resulting non-zero error (for that 
individual DI) is as follows: (𝑎𝑐𝑡𝑢𝑎𝑙 𝐷𝐼 –  𝐴𝐷𝐼)/𝐴𝐷𝐼. 
 The “Always 1” method performs very poorly when evaluated with this new 
FECM. This is because the new FECM focuses on cumulative demands between 
demand periods. This leads to a new elementary method, a highly similar “Future 
1” forecast. The “Future 1” elementary forecast always forecasts a demand of one 
in the future without specifying the time that this demand will occur. If demands 
are very rare and (essentially) Bernoulli, and if errors are only computed in the 
non-zero demand periods, then a forecast of a demand of one results in an error 
of zero when using this new FECM. 
 A forecast that favors the last (i.e. the previous) demand quantity (the “Always 
Last” case described in Table 30) should have a much lower error than in the 
TFECM cases because the demand quantities in each non-zero demand period will 
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likely be similar (especially if the Bernoulli assumption holds) but the new FECM 
has no penalty for non-zero forecasts in zero demand periods.  
This notional method of evaluating forecasting errors does discourage both over-
forecasting and under-forecasting. It must be acknowledged that this new FECM shares a 
similar shortfall as TFECMs because neither completely represents the real impacts of 
errors. However, the complete costs of forecasting errors requires consideration of the 
stocking and inventory systems which use those errors—a topic considered in the 
conclusions and recommendations for further study (below).  
The concept of the impact of the FECM on the forecasting method selection is new 
in this field. Likewise, the differentiation of the basis for error computation (comparing to 
every demand period or comparing only to the non-zero demand periods) is also new in 
this field. These concepts must be given simple terms because they are essential to this 
chapter and are (thus) referenced throughout the chapter.  
In this chapter, two TFECMs will be discussed—the traditional method of 
computing the Mean Sum of Squared Errors (TMSSE) and the traditional method of 
computing the Mean Absolute Error (TMAE). As discussed in deriving these new FECMs, 
the new FECM used in this study use the above-described Sum of Interim Forecasts (SIF). 
These Summation-based FECMs (SFECMs) will use the SIF with the Mean Sum of Squared 
Errors (SMSSE) and the Mean Absolute Error (SMAE). 
7.2.3 Forecast Method Error Computation Method (FECM) Equations: 
Four FECMs are used to accomplish the qualitative comparison in this chapter. 
These four FECMs are the TMSSE, TMAE, SMSSE, and SMAE, as described above. The 
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general behavior of these methods was described above, but their specific equations are 
listed here.  
In the TFECMs, forecast error ∈𝜁 
𝑇  is computed in each demand period  from the 
difference between the demand in that period 𝐷𝜁 and the forecast for that period ?̂?𝜁 as 
follows: 
∈𝜁 
𝑇 = 𝐷𝜁 − ?̂?𝜁 
Equation 66: Forecast Error Definition 
This includes zero demand periods, i.e. where 𝐷𝜁 = 0. 
In the summation-based FECMs, forecast error ∈𝜁 
𝑆𝐼𝐹   is computed as defined in 
Equation 67 by using the idea of the SIF, described above and annotated here as  ?̂?𝜁
𝑆𝐼𝐹
. 
Define ?̂?𝜁
𝑆𝐼𝐹
 to be the sum of forecasts within the DI immediately preceding (and 
including) a non-zero 𝐷𝜁  (reference Equation 68).  In the SFECMs, ∈𝜁 
𝑆𝐼𝐹  is computed in 
each non-zero demand period by the difference between 𝐷𝜁 and ?̂?𝜁
𝑆𝐼𝐹
.  In zero demand 
periods ∈𝜁 
𝑆𝐼𝐹is defined to be 0.  To compute ?̂?𝜁
𝑆𝐼𝐹
, start in a demand period immediately 
after a non-zero demand period and sum the forecasts in succeeding zero demand periods 
up to and including the next non-zero demand period.  
∈𝜁 
𝑆𝐼𝐹= {
𝐷𝜁 − ?̂?𝜁
𝑆𝐼𝐹
, 𝐷𝜁 > 0
0, 𝐷𝜁 = 0
 
Equation 67: Sum of Interim Forecasts (SIF) Error Definition 
where 
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?̂?𝜁
𝑆𝐼𝐹
= ∑ ?̂?𝑗
𝑝𝑒𝑟𝑖𝑜𝑑 𝑤𝑖𝑡ℎ 𝑛𝑜𝑛−𝑧𝑟𝑜 𝑑𝑒𝑚𝑎𝑛𝑑
𝑗∈
𝑓𝑖𝑟𝑠𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑖𝑛 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 
𝑑𝑒𝑚𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙
   
Equation 68: Sum of Interim Forecasts (SIF) Definition 
Using these traditional and summation-based definitions for forecast error in a 
period, total error across  demand periods of demand history is then formed for each 
FECM. To obtain a mean error in each FECM, the total error is divided by the total 
quantity demanded over the  demand periods considered. 
7.2.3.1 TMAE  
This FECM uses the absolute value of ∈𝜁 
𝑇  in each period summed over η demand 
periods (Equation 69). Note that Equation 69 is essentially the same as the USAF method 
(Equation 14), except in considering error as an absolute versus a percentage (requiring a 
trivial conversion). 
𝑇𝑀𝐴𝐸 =
∑ |∈𝜁 
𝑇 |
𝜂
𝜁=1
∑ 𝐷𝜁
𝜂
𝜁=1
 
Equation 69: Traditional Mean Absolute Error 
7.2.3.2 SMAE  
This FECM uses the absolute value of ∈𝜁 
𝑆𝐼𝐹 in each period summed over η demand 
periods (Equation 70).  
 
𝑆𝑀𝐴𝐸 =
∑ |∈𝜁 
𝑆𝐼𝐹|
𝜂
𝜁=1
∑ 𝐷𝜁
𝜂
𝜁=1
 
Equation 70: Sum of Interim Forecasts Mean Absolute Error 
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7.2.3.3 TMSSE  
This FECM uses the square of ∈𝜁 
𝑇  in each period summed over η demand periods 
(Equation 71). 
𝑇𝑀𝑆𝑆𝐸 =
√∑ (∈𝜁 
𝑇 )
2𝜂
𝜁=1
∑ 𝐷𝜁
𝜂
𝜁=1
 
Equation 71: Traditional Mean Sum of Squared Errors 
7.2.3.4 SMSSE  
This FECM uses the square of ∈𝜁 
𝑆𝐼𝐹 in each period summed over η demand periods 
(Equation 72). 
 
𝑆𝑀𝑆𝑆𝐸 =
√∑ (∈𝜁 
𝑆𝐼𝐹)
2𝜂
𝜁=1
∑ 𝐷𝜁
𝜂
𝜁=1
 
Equation 72: Sum of Interim Forecasts Mean Sum of Squared Errors 
7.2.4 Wearout Characteristic and Forecasting Error 
The prior section described demands that contained substantial noise but little 
discernable signal, and it described theoretical limits for errors from these forecasting 
methods. Theoretical error limits are driven by the fact that the TFECMs do not emphasize 
the forecasting of a probability of occurrence per unit time. While the search for the best 
forecasting method is very difficult and possibly unsatisfying for these very noisy 
demands, the goal of this chapter is to find improved forecasting methods to the extent 
practical. Specifically the goal is to develop useful, improved forecasts for aircraft parts 
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exhibiting wearout, using knowledge of this wearout tendency, recognizing the high 
amount of noise typical in a part’s demand history.   
Based upon the understanding of anticipated errors for noisy demand patterns 
(Tables 30-32) and the understanding of Exponential-versus-Weibull (constant versus 
increasing failure rate) demand causes, three questions immediately arise:  
(1) How well can a forecasting method forecast for Weibull-based demand patterns 
without accurate knowledge of the Weibull parameters?  
(2) What relative “strength” of signal versus noise (primarily related to quantity and 
failure rates) is required for a forecasting method to substantially improve upon 
the elementary forecasting methods described above? And 
(3) What heuristics can be developed to enable the forecasting professional to use the 
most suitable forecasting method for any particular set of conditions? 
Even if a “solution” to the first problem can be found, the ability to accurately 
forecast for a Weibull-based demand pattern (without exact knowledge of the original 
Weibull TTFD parameters) is likely not to be useful if the fleet size is small and the part 
has a high reliability. These quantity and reliability conditions lead to the signal-to-noise 
problem in the second question. In almost any field of science, it is very difficult to identify 
the signal if the noise overpowers it. Then given that the signal changes for different input 
conditions, there needs to be a way for forecasting professionals to select the best 
forecasting method. All of these questions will be considered in the study and follow-on 
analysis (below). 
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7.3 Simulation Parameters 
It should be noted that this chapter describes in a simplified (and sequential) way 
what was actually a process of months of iterative simulations, learning, and revised 
approaches. In the end, two sets of Monte Carlo simulation parameters were used for the 
final study. This decision (along with the decision of the final set of methods to compare 
to each other) is the result of extensive trial-and-error; however, only the most relevant 
portions of which are described here. 
Naturally a study of forecasting accuracy for aircraft parts should use the same 
parameters as were used to originally model the lumpy character of that demand. 
However, two modifications to those original data parameters were used for the 
forecasting portion of this study. The two modifications will be referred to here as 
Simulation Set 1 and Simulation Set 2.  
7.3.1 Simulation Set 1 
The rationale for Simulation Set 1 (Table 33) rests in the findings from studying 
the original simulation in Chapter 3. First, the fleet size uses smaller steps than the original 
test because the fleet size appears to highly impact the lumpiness and (thus, theoretically) 
the forecasting accuracy. Second, the 𝛾 values are the same as the original simulation, but 
it must be reiterated that the ratios are important in applying these results to any demand 
period length (days, weeks, months, quarters, etc.), not the exact values. Third, to attempt 
to better consider long-term changes in the anticipated demand per unit time, the 
simulation considered 275 demand periods of higher-level system service versus the 
original 80 demand periods, or nearly 70 years versus the original 20 years (if the demand 
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period length, ω, is three months). The selection of 275 is somewhat arbitrary although 
guided by the long life of USAF aircraft (e.g. the 65 year span between the initial KC-135 
airborne tanker aircraft production and the anticipated full operational capability of its 
replacement—the KC-46) and the desire to understand lumpiness caused by an IFR.  
Variable Values Tested # of 
Steps 
α 2 4 8 16 32      5 
β 1 1.5 3 4.5 6 7.5     6 
γ 0 years 5 years 10 years 15 years   4 
Fleet Size 4 8 16 32 64 128 256 512 1024 2048 10 
Total # of unique combinations of factors = Total steps = 5 x 6 x 4 x 10 1200 
Total # of simulations = (Total Steps) x 50 60000 
Table 33: Simulation Set 1 Values Used for Determining Forecasting Accuracy 
Finally, Simulation Set 1 considered all parts to be introduced at the same time. 
This simplification (to eliminate the extra variable of “Buy Period”) is used because the 
intent is to discern which forecasting method best accounts for wearout-caused lumpiness 
(the dominant cause studied elsewhere in this dissertation), because Buy Period has less 
impact as operating life increases (as used in this simulation), and because some fleets 
(but not all) are managed so that their effective age (flying hours) are the same 
independent of when the parts were purchased. 
7.3.2 Simulation Set 2 
A second simulation set (call this Simulation Set 2) was developed as initial results 
of the first set were reviewed. The reasons for this second set (Table 34) are as follows:  
1. This study is specifically focused on the best forecasting method for lumpy 
demand parts (especially aircraft parts with lumpy demand patterns) versus a 
study of all characteristics expected for aircraft parts. Related to this first reason is 
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the computational time required to perform these simulations. A higher 
proportion of lumpy demand patterns was desired. 
2. The ultimate outcome is a practical means to convey to a forecasting professional 
(e.g. item manager) the best forecasting method to be used in a particular case. 
Related to this second reason is the understanding that the method of conveying 
this information (once proven for a given set of input conditions) can be expanded 
to consider other input conditions.  A simple lookup table is preferred. 
3. The results of Simulation Set 1 showed an apparent second order relationship 
between 𝛼, 𝛾, and forecasting method. Thus a 𝛾-to-𝛼 ratio was used to attempt to 
account for this higher-order relationship.  Note: 𝛾/𝛼 is used versus 𝛼/𝛾 because 
𝛾 ≥ 0. 
For Simulation Set 2, consider the matter of focusing on the lumpier demand 
patterns. Chapter 3 showed that lumpy demand patterns can occur across a broad range 
of aircraft part design conditions. Chapter 5 showed that high reliability and small fleet 
sizes contribute greatly to demand pattern lumpiness. Chapter 6 showed the same 
information by deriving it from basic probability. Prior study also noted that cycles can 
occur in mean demands (per unit time, versus the mean across the life of the aircraft) from 
a population of identical parts if (a) the life of the part is long enough to allow most of the 
population of parts to be replaced before the first replacement fails again and (b) the part’s 
life is short enough (relative to the system’s life) for multiple replacements to occur.  
Common forecasting methods (e.g. MA and SES) are considered to be accurate in 
forecasting for smooth demand patterns, thus Simulation Set 2 sought to focus on the 
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lumpier demand patterns. Avoiding wasting computer processing on re-demonstrating a 
known pattern was important due to the large computer processing needed for this 
experiment. Recall that the large data sets used in Chapter 3 (and in Chapter 7) required 
days of computational time, and experimenting with ranges of forecasting methods 
would likely require much more time—a fact born out in the actual simulations (described 
below). 
To focus on lumpier demand patterns, Simulation Set 2 uses the 𝐵(𝛯)  Life 
(simplified here with the notation of B-Life), and builds cases from it. Recall from Chapter 
3 that the B-Life is the life equating to the 𝛯 percentile probability of failure. For this 
section, the probability of failure at the B-Life is 10-4, which is a reasonable compromise 
between a safety-of-flight part (10-6 or lower probability of failure required) and a non-
critical part. Three of these B-Life values (part lives of 100, 200, & 300 times the demand 
period length—or for ease of notation 100, 200, & 300 periods) were used, for a system 
(aircraft fleet) service life of 600 periods. This allows two to six failure/replacement cycles 
within the overall system life, which aids investigating the lumpier demand patterns. 
Further motivating Simulation Set 2, consider that the practitioner may not know 
the exact Weibull (𝑊(𝜏, 𝛼, 𝛽, 𝛾)) coefficients that model the as-built (and as-operated) 
failure distribution of a part. However, some knowledge of Weibull parameters is 
important because earlier work noted a link between expected demand pattern CV, the 
Weibull parameters (𝛼, 𝛽, and 𝛾), and the fleet size. Likewise, the Weibull parameters 
directly impact the cycle observed in the case of a Weibull-defined TTFD with 
replacement (and thus the resulting demand distribution). This study considers that 
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practitioners will usually know the design service life and a likely range of parameters for 
a Weibull model of the actual in-service TTFD. These parameter ranges could be based 
upon the design and on historical experiences with other similar parts. Thus, this study 
seeks the best forecasting method and forecasting method parameters for a combination 
of a given fleet size (known), an estimated life (design condition, but unknown), and small 
bands of parameters for the underlying Weibull failure distribution (which may be 
estimated).  
Due to the uncertainty of exact Weibull parameters and because the design life is 
dependent upon 𝛼, 𝛾, and 𝛽, one of those three parameters must be considered dependent 
upon the other two and the B-Life. As defined by Abernethy (2005), the β ranges for parts 
are fairly well known (e.g. for ball bearings β≈2), thus β is not a good candidate for a 
dependent variable. However, a part’s characteristics (e.g. design, material, and 
manufacturing) all highly impact the 𝛼  and 𝛾  parameters in ways that are often not 
precisely known. Thus, the 𝛾 -to- 𝛼  ratio is selected as the third input variable for 
Simulation Set 2, with the ratios selected so that the 𝛾 and 𝛼 values fall (mostly) within the 
range of the 𝛾 and 𝛼 values of Chapter 3 and Simulation Set 1. 
Thus, Simulation Set 2 considered three part B-lives (for a set system-level life), ten 
𝛾/𝛼 ratios, five 𝛽 value ranges, and ten fleet sizes (Table 34). Note that each of the 𝛾/𝛼 
ratios are the same for each service life but that the 𝛾 (and 𝛼) values are varied to achieve 
the design service life. Because the 𝛽 value would likely not be known exactly, the test 
considers ranges of 𝛽 (1 < 𝛽 ≤ 2, 2 < 𝛽 ≤ 4, 4 < 𝛽 ≤ 6, 6 < 𝛽 ≤ 8, 8 < 𝛽 ≤ 10) by testing 
each method in ten equal steps across each 𝛽 range. Likewise, note that each of the ten 
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fleet sizes represents a number of parts operating simultaneously and under identical 
conditions. 
Variable Values Tested 
# of 
Steps 
B-Life 100 200 300       3 
𝛽 1 < 𝛽 ≤ 2 2 < 𝛽 ≤ 4 4 < 𝛽 ≤ 6 6 < 𝛽 ≤ 8 8 < 𝛽 ≤ 10 50* 
𝛾/𝛼 .063 .125 0.25 0.5 1 2 4 8 16 32 4 
Fleet Size 8 32 128 512 2048     5 
Total # of unique combinations of factors = Total steps = 3 x 5 x 10 x 4 x 5 3000 
Total # of simulations = (Total Steps) x 50 150000 
*Note: 10 equal steps are taken in each β range   
Table 34: Simulation Set 2 Values Used for Determining Forecasting Accuracy 
7.3.3 Repeatability and Relationship to Real Parts 
For both Simulation Set 1 and Simulation Set 2, consideration was made to the 
repeatability of the results. It was noted that many of the small fleet sizes will result in a 
high CV that would limit the ability to accurately forecast. It was theorized that this same 
high CV characteristic would also limit the utility of any individual simulation in 
determining the accuracy of a forecasting method. Thus, fifty repetitions were performed 
for each case, for both simulation sets.  Confidence interval widths are used to 
demonstrate the statistical significance of the results. 
Finally, recall that the Weibull equation’s 𝛾 and 𝛼 parameters define its units. A 
part life of 100 periods is 100 times the demand period length (𝜔) and is intended in this 
chapter to be 100 quarters. However, the ratios hold true for 100 quarters, 100 weeks, or 
100 days, as long as the 𝛾 and 𝛼 parameters are also expressed in quarters, weeks, or days 
(respectively). Thus these results are applicable for any system (fleet of aircraft or fleet of 
capital equipment items) in which these parameter ratios hold. This is one of the reasons 
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for using the 𝛾 -to-𝛼  ratio as an input parameter for Simulation Set 2. This fact also 
contributes robustness to the experiment in that the forecasting methods found to provide 
the lowest error in this chapter are not tied to the definition of a demand period (as a 
quarter, month, week, or day) but to the ratios of the factors.  
7.4 Initial Screening of Forecasting Methods 
This chapter has described the reasons why a forecasting method is unlikely to 
succeed for a case where the demands are generated by a small number of parts (small 
fleet) operating with high reliability parts. This chapter has further defined the 
relationship between the FECM and the selection of a successful forecasting method. 
Given this difficulty, it was theorized that finding an improved forecasting method 
required a more expansive search to include a heuristic for the applicability of improved 
forecasting methods and a consideration of multiple FECMs.  
Due to the complex question of this chapter and the existence of many possible 
forecasting methods to consider, a structured and incremental approach was required to 
prepare the experimental methodology and to systematically reduce the number of 
forecasting methods. This section of the chapter reviews that preparatory work in three 
steps: 
(1) Initial Forecasting Method (and Parameter) Set: This describes the forecasting 
methods (commonly used, infrequently used, and new) and associated 
forecasting parameters that were initially considered for the problem of 
forecasting for lumpy demand patterns. 
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(2)  Refinement of Experimental Approach: This section describes methods for 
generating, displaying, and comparing data to support a heuristic for selecting 
the best forecasting method for given conditions. 
(3) Selection of Forecasting Methods and Simulation Parameters: Using the given 
set of forecasting methods (and parameters) and the experimental approach, 
this section conducts an initial test of all forecasting methods (using only one 
Simulation Set) to screen out the very poorly performing methods. The most 
promising forecasting methods are retained for the primary experiment of this 
chapter. 
7.4.1 Initial Forecasting Method (and Parameter) Set 
A number of common industry-standard and academic forecasting methods were 
used for these simulations. New methods were also developed. The common methods 
used were the Moving Average (MA), Single Exponential Smoothing (SES), Holts, and 
Croston’s. These common methods were all described in Chapter 2. Adaptive Response 
Rate Single Exponential Smoothing (ARRSES) and newly-developed methods are 
described in this section in more detail. The elementary methods (described earlier in this 
chapter) were also considered as a baseline to compare to other methods. 
A note must be made about ARRSES, because the method is not broadly used in 
the industry. The ARRSES method adjusts the smoothing constant in SES by using 
available information in the data (Equation 73). This adaptive response characteristic 
results in an SES method that is ideally more responsive to the actual changes in the 
demand patterns. 
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?̂?𝜁+1 = 𝑎𝜁(𝐷𝜁) + (1 − 𝑎𝜁)(?̂?𝜁) (a) 
With  
𝐸𝜁 = 𝑏(𝐷𝜁 − ?̂?𝜁) + (1 − 𝑏)𝐸𝜁−1 (b) 
𝑀𝜁 = 𝑏|𝐷𝜁 − ?̂?𝜁| + (1 − 𝑏)𝑀𝜁−1 (c) 
𝑎𝜁 =
𝐸𝜁
𝑀𝜁
⁄  (d) 
Equation 73: Adaptive Response Rate Single Exponential Smoothing (ARRSES) 
In order to better capture the changes in demand patterns that are anticipated in 
IFR parts, other methods were also developed and tried. This study expanded the MA 
forecasting method by considering linear equation fits to historical samples of set length, 
a “moving linear regression,” referred to here as Moving Regression (MR). The simulation 
also expanded Croston’s method to consider other forecasting methods that could be used 
in lieu of SES for Croston’s time and quantity forecasts. For Croston’s method, the 
simulation considered using Holts and ARRSES as ways to compute the time gap and/or 
to compute the quantity at the next demand—both computations together making up a 
single forecast in Croston’s method.  
As noted, forecasting for lumpy demand patterns with IFRs depends upon the 
ability to ascertain the underlying Weibull-based failure-caused demands (signal), which 
is often difficult when there is a small fleet size and high reliability (high noise). These 
tests thus determine (a) which of the common (and well-understood) methods performed 
best for given input conditions and (b) the merits of the proposed new (and more complex) 
forecasting methods for given input conditions. The proposed forecasting methods would 
be more difficult to compute than the methods that they are derived from, but hopefully 
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will offer the advantage of being more responsive to changes in demand quantities as 
would occur due to an IFR.   
This study recognizes that the best method is useless without properly identifying 
the best-performing parameters for that method. Thus, while most researchers simply 
search for a single best forecasting method (e.g. Ramaekers and Janssens, 2014), this study 
seeks the best combination of the forecasting method and the parameters to be used in 
that forecasting method (Table 35). Examples of forecasting method parameters include: 
 MA requires selecting a number of prior demand periods to use for averaging 
(Equation 3a); 
 SES requires a smoothing coefficient (Equation 5);   
 Croston’s method with Holts used for demand interval and quantity estimates (in 
lieu of SES), results in a method with a total of four parameters (reference Equation 
7 for Holts method—also known as Trend Adjusted Exponential Smoothing)—this 
is one of the new methods, and the most complex considered in this study. 
Because selection of the best forecasting parameters is as important as the selection 
of the best forecasting method, each of the parameters was varied within what was 
considered to be viable ranges (Table 35). As an example, for the new method that 
considered using ARRSES in lieu of SES for both of the forecasting elements of Croston’s 
method (demand time and demand quantity at the demand time), the smoothing 
constants for both of the ARRSES heuristics were each (individually) varied from 0.1 to 
0.9 in increments of 0.2 (reference Table 35). As evident in this example, this approach to 
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searching for a forecasting method increases the search space by a factor of 10 (ARRSES, 
SES) to 10,000 (Croston’s with two Holts routines).  
Method 
Forecasting Method Parameters Tested—Initial Screening 
Descriptor Min Value Max Value Step Size 
MA # Demand Periods 4 20 4 
Moving Regression # Demand Periods 4 20 4 
SES Coefficient (Coeff.) 0.1 0.9 0.2 
ARRSES Coeff. 0.1 0.9 0.2 
Croston (Basic) 
DI SES Coeff. 0.1 0.9 0.1 
DQ SES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI SES Coeff. 0.1 0.9 0.1 
DQ ARRSES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI ARRSES Coeff. 0.1 0.9 0.1 
DQ SES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI ARRSES Coeff. 0.1 0.9 0.1 
DQ ARRSES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI SES Coeff. 0.1 0.9 0.1 
DQ Holts Level Coeff. 0.05 0.95 0.1 
DQ Holts Trend Coeff. 0.05 0.95 0.1 
Croston (Mod) 
DI Holts Level Coeff. 0.05 0.95 0.1 
DI Holts Trend Coeff. 0.05 0.95 0.1 
DQ SES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI ARRSES Coeff. 0.1 0.9 0.1 
DQ Holts Level Coeff. 0.05 0.95 0.1 
DQ Holts Trend Coeff. 0.05 0.95 0.1 
Croston (Mod) 
DI Holts Level Coeff. 0.05 0.95 0.1 
DI Holts Trend Coeff. 0.05 0.95 0.1 
DQ ARRSES Coeff. 0.1 0.9 0.1 
Croston (Mod) 
DI Holts Level Coeff. 0.05 0.95 0.1 
DI Holts Trend Coeff. 0.05 0.95 0.1 
DQ Holts Level Coeff. 0.05 0.95 0.1 
DQ Holts Trend Coeff. 0.05 0.95 0.1 
Holts 
Level Coeff. 0.03 0.98 0.05 
Trend Coeff. 0.05 0.95 0.1 
Note:  DI = Demand Interval &  DQ = Demand Quantity 
8 Modifications of Croston’s method are all tested, each designed to be more 
responsive to demand quantity (per demand period) changes expected 
for parts with increasing failure rates 
Table 35: Forecasting Method Coefficients Used in Initial Screenings 
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The search for the best forecasting method and parameter was performed by 
varying the parameters and re-running the forecast. Only considering the best result for 
each set of input conditions (each block in the table) leads to over-specifying parameter 
values, so the 2nd & 3rd best values were tracked in order to “smooth” the table (as 
explained in Table 36 in the section below about the experimental approach).  
7.4.2 Refinement of Experimental Approach 
It was expected that certain sets of input conditions would correspond well with 
certain forecasting methods and parameters, but the relationship was not known in 
advance. However, with so many situation-dependent options, a user (item manager) 
would likely misapply methods to individual real-life cases (combinations of quantity and 
Weibull parameters) unless a selection tool (heuristic) was developed. This heuristic is a 
mapping of the best forecasting methods (and parameters) to input conditions (the 
reliability parameters and fleet size) of the parts being forecast.  
To develop this heuristic, a larger mapping of the best forecasting methods (and 
parameters) to their input conditions was envisioned. This larger table would include the 
best, 2nd best, and 3rd best forecasting method/ parameter combinations for each set of 
input conditions. Comparing the top three forecasting method/parameter combinations 
at each input condition and across a range of input conditions would thus provide a way 
to evaluate the utility of each of the forecasting method/parameter combinations (e.g. 
Table 36, but later refined to a format such as Table 48). This tabular method of gathering 
and evaluating experimental results was refined with a smaller set of forecasting methods 
(SES, ARRSES, MA, and MR) and parameters before being used for the full experiment.  
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Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
L
o
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r 
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d
 
4 4 4 4 4 4 4 4 4 4 5 
8 4 4 4 4 4 4 4 4 5 5 
16 3 3 3 5 4 4 4 5 5 5 
32 3 3 3 3 3 3 3 3 5 5 
64 3 3 3 3 3 3 3 3 1 1 
128 1 1 1 1 1 3 3 3 1 1 
256 1 4 8 1 1 3 3 1 1 1 
512 1 4 4 1 1 4 3 1 1 1 
1024 1 4 4 4 4 3 1 1 5 1 
2048 1 4 4 4 4 3 1 1 5 1 
2n
d
 L
o
w
es
t 
E
rr
o
r 
M
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h
o
d
 4 5 5 5 5 5 5 5 5 5 4 
8 5 5 5 5 5 5 5 5 4 3 
16 5 5 5 4 5 5 5 4 3 3 
32 1 5 5 5 3 5 5 5 3 3 
64 1 1 1 1 1 5 3 5 5 5 
128 3 3 8 16 3 1 1 1 5 5 
256 1 1 1 16 16 8 1 3 5 5 
512 3 1 1 4 8 3 1 5 5 5 
1024 3 1 1 1 1 1 3 5 1 5 
2048 3 1 1 1 1 4 3 5 1 5 
3r
d
 L
o
w
es
t 
E
rr
o
r 
M
et
h
o
d
 4 4 4 4 4 4 4 4 4 4 3 
8 4 4 4 4 4 4 4 4 3 5 
16 3 3 4 3 3 3 4 3 3 5 
32 5 1 1 3 5 3 3 3 3 1 
64 1 1 1 1 5 3 5 3 3 3 
128 1 4 12 12 16 1 5 5 3 3 
256 3 1 4 12 12 1 4 5 3 3 
512 5 3 4 4 12 1 5 3 3 3 
1024 5 3 3 3 3 4 5 3 3 7 
2048 5 3 3 3 3 5 5 3 3 7 
Notes: 
Color of each block represents the method that yielded the lowest (or 2nd 
or 3rd lowest) average error for the given conditions 
Value in each block is either (a) value of the smoothing coefficient x10 or 
(b) the # of demand periods used for the MA (or MR) 
Colors: 
  Moving Average (MA) 
  Moving Regression (MR) 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table 36: Initial Min Error Method Search Results for 200periods 1<β≤2 (System Life 600 
periods), Showing Possible Zones of Forecasting Method Application 
Possible Zone 1 
Possible Zone 2 
Possible 
Zone 3 
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The initial test results used for refinement of the approach were very encouraging. 
The initial results computed the TMAE and used it as the basis for comparison. The results 
from the initial test are shown in Appendix 3 (Min Error Method Search Results, 100-300 
demand periods, 𝛽 between 1 and 10). One set of these results (part life 200 out of a system 
life of 600, and an expected 𝛽 between 1 and 2) is explained here for illustration (Table 36)  
Reference Table 36 and Appendix 3, the simulation results show that demands 
driven by different groups of input parameters appear are best forecast by different 
methods (and method parameters). Looking then at the 2nd and 3rd lowest error rates (2nd 
and 3rd best results) helps to identify the ranges of performance for each method, 
recognizing that the input parameters likely need additional refinement. These initial 
results suggest the ability for developing tables that show which forecasting methods 
should be used for which 𝑊(𝜏, 𝛼, 𝛽, 𝛾) parameters. To differentiate this refined table from 
the basic results, use the name “choice” forecasting methods to refer to the refined 
selections from among the top three forecasting methods that showed the lowest error. 
Table 36 may be used to illustrate the intended approach, and three possible zones 
of “choice” forecasting methods are shown for illustration. Considering zone 1, a 
regression through the last 4 demand periods (and their corresponding demand 
quantities) appears to produce the lowest error for a fairly well-defined range of input 
conditions (quantity and 𝛾-to-𝛼 ratio). However, looking at zone 2, the row of 256 parts 
shows a mix of both MR and SES as best depending upon the input 𝛾-to-𝛼 ratio, but the 
2nd lowest errors lends evidence that the SES is probably the more appropriate method. 
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Identifying the location for this zonal boundary between best methods would be 
accomplished through further testing with finer forecasting method parameter steps. 
Further considering Table 36, Zone 3 appears to show that ARRSES is preferred 
for high quantities of parts with high γ-to-α ratios, but the area showing a preference to 
SES calls that judgment into question. Looking at the table with the 2nd lowest error values 
shows that SES dominates in this area, but with a different method parameter than for 
smaller quantities and 𝛾-to-𝛼 ratios. Based upon the available information, selecting a 
choice forecasting method (from among the three best) requires testing smaller parameter 
steps for both the SES and the ARRSES, and from this parameter refinement determining 
which method (SES or ARRSES) with which parameter should be retained as the choice 
method in this region. 
7.4.3 Selection of Forecasting Methods and Simulation Parameters 
Based upon the success of this initial step toward finding lowest error forecasting 
methods, the testing was to be expanded to consider the additional methods described 
above. New charts were to be built, new zones identified, and further refined parameter 
testing was to be performed. However, it soon became apparent that too many 
possibilities were being tested. To limit unproductive computing effort, the worst 
performing forecasting methods were removed from the forecasting method set before 
conducting more in-depth study.  
7.4.3.1 Challenge: Simulation Size 
While the initial test validated the intended method, it also showed a limitation of 
the experimental setup. Note that the number of simulations of this study (1.5x105 for 
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Simulation Set 2) was the same as the size of the initial study characterizing the lumpiness 
in Chapter 3 (1.5x105 cases), even with the simplifications made. Note also that the initial 
simulations (in Chapter 3) required 3-6 days of computer processing time. However, 
simulations with each of the forecasting methods required far more computer processing 
time (on the same computer processor). The Croston’s method with two Holts sub-
methods (for the Croston’s demand interval and demand quantity) required months of 
processing time for the number of possibilities used in this study. Thus, completely 
simulating all of the anticipated forecasting errors for all of the methods and parameters 
(defined above) in one large experiment was impractical. 
To reduce the size of the experiment, screening runs were performed which would 
identify and remove the poorest performing forecasting methods (and parameters) from 
the forecasting method set. Three modifications were made to the intended final approach 
in order to perform this screening feasibly. First, each forecasting method was 
individually simulated and evaluated, with each of these (method-specific) simulations 
including all of the parameters for each method. Second, only one FECM (the TMAE) is 
considered during screening, although this study theorizes (and finds) that the FECM 
substantially impacts the forecasting method selection. Finally, as was done to assess the 
experimental method, only Simulation Set 2 was used for the initial screening—simply 
because Simulation Set 2 results in a smaller set of data tables to evaluate. 
Because there is risk in running each simulation method in parallel on different 
computers (using the same Monte Carlo model and input parameters), the risk is 
minimized by the fact that each set of Monte Carlo simulation conditions is run 50 times. 
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To quantify this risk (and thus to be certain that no method was at risk of being discarded 
simply due to unlucky simulations) the Croston’s methods with ARRSES and SES were 
run twice (on two separate processors) with Simulation Set 2. The average difference 
between the results in these two simulations (both using Set 2) was less than 1% (across 3 
million combinations of input conditions and forecasting coefficient values—including 
the 50 replicates per experimental condition). Thus the results were considered repeatable. 
7.4.3.2 Forecasting Parameter Down-select Example: Holts 
Because it was decided to retain the Holts method, the process of method and 
parameter set refinement is explained here using the Holts method (Table 37 and 
Appendix 4). The process proceeded similarly for other methods, but they are not 
described here—partly for brevity, and partly because some of the methods simply 
proved unusable. Note that both the methods and the parameters were considered for 
down-select, so a method may be retained but its parameters ranges may be reduced. 
The experiments were run in the manner proven by the sample runs with SES, 
ARRSES, MA, and MR. The experiment was run in such a way as to identify best and 
nearly best conditions in order to assist in determining boundaries for the application of 
each method. The three lowest-error parameter sets (the three best parameter sets) were 
captured for each set of simulation conditions (although only two are shown in Table 37 
for brevity). These lowest-error parameters were recorded and parameter ranges were 
defined and carried forward to the next simulation set. For example, from the results of 
the Holts study, the parameter ranges carried forward were as follows: for level 0.5 - 0.95, 
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and for trend 0.05 - 0.45. Errors were (as expected) lower for a smaller design life and 
lower for larger fleet sizes. 
Fleet 
Size 
Gamma to Alpha Ratio 
.063 .125 0.25 0.5 1 2 4 8 16 32 
L T L T L T L T L T L T L T L T L T L T 
4 08 85 08 85 08 85 08 85 08 85 08 85 08 85 08 85 08 85 08 85 
8 08 55 08 65 08 55 08 55 08 35 08 25 08 55 08 65 08 55 08 55 
16 03 85 03 85 03 95 03 95 03 95 03 85 03 85 03 85 03 95 03 95 
32 03 45 03 55 03 55 03 55 03 65 03 75 03 45 03 55 03 55 03 55 
64 03 35 03 35 03 45 03 55 13 55 03 85 03 35 03 35 03 45 03 55 
128 03 35 03 35 03 45 13 45 13 55 23 75 03 35 03 35 03 45 13 45 
256 03 45 03 45 13 45 13 45 13 65 23 85 03 45 03 45 13 45 13 45 
512 13 35 13 45 13 45 13 55 23 65 33 85 13 35 13 45 13 45 13 55 
1024 13 45 13 45 23 45 23 55 23 75 43 85 13 45 13 45 23 45 23 55 
2048 23 35 23 45 23 45 23 65 33 65 53 85 23 35 23 45 23 45 23 65 
4 08 75 08 75 08 75 08 75 08 75 08 75 08 75 08 75 08 75 08 75 
8 08 65 08 85 08 65 08 45 08 45 08 15 08 65 08 85 08 65 08 45 
16 03 75 03 75 03 85 03 85 03 85 03 95 03 75 03 75 03 85 03 85 
32 03 55 03 45 03 45 03 65 03 75 03 85 03 55 03 45 03 45 03 65 
64 03 25 03 45 03 35 03 45 03 65 03 75 03 25 03 45 03 35 03 45 
128 03 45 03 45 03 55 03 55 13 65 23 65 03 45 03 45 03 55 03 55 
256 03 35 13 35 13 35 13 55 23 55 23 75 03 35 13 35 13 35 13 55 
512 03 45 13 35 13 55 23 45 23 55 33 75 03 45 13 35 13 55 23 45 
1024 23 35 23 35 13 55 23 45 23 65 33 95 23 35 23 35 13 55 23 45 
2048 23 45 13 55 23 55 23 55 33 75 43 95 23 45 13 55 23 55 23 55 
Notes: L Column is the Level Coefficient in Holt’s Equation and the T Column is the 
Trend Coefficient 
 Data represents conditions that produced the lowest 3 errors in 50 simulations of 
parts with a 200 period life and 8<β≤10. The end-item life was 600 periods. 
 Decimal points are omitted to save space. All values should be divided by 100 
 Only the top 2 results are shown here (best in the top rows, 2nd best in the bottom 
rows). For the top 3 results and complete set of tables, see Appendix 4. 
Table 37: Example Search for Parameters for Further Study (Holts Min Error Parameter Search 
Results for 200periods, 8<β≤10, System Life 600 periods) 
Based upon the results of this down-selection, most of the methods and parameter 
ranges carried forward to the final evaluation were the common forecasting methods. SES, 
MA, Holts, and Croston’s without modification were all successful. ARRSES also 
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produced reasonable error rates. The two new methods carried forward were the MR and 
the modification of Croston’s to use ARRSES (versus SES) for the prediction of the number 
of demand periods until the next non-zero demand period (the DI). These selections (and 
the parameters used) are shown in Table 38. Note from Table 38 that four elementary 
forecasting methods are added for the final comparisons. The “Random 1” elementary 
method is not included in the forecasting method set because its intent is to understand 
Croston’s method, not to be a practical means of forecasting. 
Method 
Forecasting Method Parameters Tested—Initial Screening 
Descriptor Min Value Max Value Step Size 
MA # Demand Periods 4 N/A  
MR # Demand Periods 4 N/A  
SES Coefficient (Coeff.) 0.1 0.9 0.2 
ARRSES Coeff. 0.1 0.9 0.2 
Always 0 N/A, See text    
Always 1 (Future 1) N/A, See text    
Last Demand Qty. N/A, See text    
1/LDI N/A, See text    
Croston (Basic) 
DI SES Coeff. 0.1 0.9 0.1 
DQ SES Coeff. 0.1 0.5 0.1 
Croston (Mod) 
DI ARRSES Coeff. 0.1 0.9 0.1 
DQ SES Coeff. 0.1 0.5 0.1 
Holts 
Level Coeff. 0.5 0.95 0.05 
Trend Coeff. 0.05 0.55 0.05 
Note:  DI = Demand Interval, DQ = Demand Quantity, LDI = Last Demand Interval 
Table 38: Forecasting Method Coefficients Used in Comparison of Methods 
From these down-select results, several custom-designed methods failed to 
perform sufficiently to continue studying. Compared to other methods that produced 
errors of 28-150% (and would be carried forward for further consideration), seven of the 
modifications to Croston’s method all resulted in error rates between 200% and 500%. The 
non-performing modified Croston’s methods were the following: 
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 Croston’s with ARRSES for both demand interval and demand quantity,  
 Croston’s with SES for demand interval and ARRSES for demand quantity,  
 Croston’s with Holts for both demand interval and demand quantity, 
 Croston’s with Holts for demand interval and SES for demand quantity,  
 Croston’s with Holts for demand interval and ARRSES for demand quantity,  
 Croston’s with SES for demand interval and Holts for demand quantity, and 
 Croston’s with ARRSES for demand interval and Holts for demand quantity. 
7.5 Comparison of Forecasting Methods for a Weibull-Defined Time to Failure 
Distribution 
The above preparatory work leads to the main purpose of this chapter, which is as 
follows: (1) to determine which (of the remaining) forecasting methods performed best for 
which ranges of part quantity and wearout conditions; (2) to determine if these methods 
performed any better than the elementary methods; and (3) to determine the extent to 
which the error measurement method impacts the answers to questions (1) and (2). This 
section of the chapter further describes the experiments performed to answer these 
questions. Because these three objectives are highly interrelated, the testing approach for 
each of these three objectives will be addressed separately (in this section) but the final 
results will be addressed together (in the next section of the chapter).  
7.5.1 Approach to Finding Best Forecasting Methods 
The approach to determining the best combination of forecasting method and 
parameters was the same as described above in the factor screening section. However, for 
the final comparison, both of the Simulation Sets (1 and 2) were used. Likewise, given all 
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of the challenges found thus far in this study, the approach to determining the best 
forecasting method must recognize that there are certain fleet sizes and part wearout 
characteristics for which no forecasting method is very good.  
Of note, the “choice” forecasting method considers a desire to use one forecasting 
method across many input conditions, while the “best” is the method with the lowest 
observed error. Thus, the procedure applies some subjectivity to select from among the 
three lowest-error forecasting methods to determine the choice forecasting method. The 
discussion concerning Table 36 (above) illustrates how the best method for a zone may 
select from the 2nd or 3rd best method to minimize the number of methods in the final table 
to be used by forecasting professionals. 
The reasons for both data sets were described above. Simulation Set 1 most closely 
matches the simulations of Chapter 3. Simulation Set 2 was designed to provide smaller 
output tables and to be more robust to variations in actual-versus-estimated part wearout 
characteristics. A complete set of these (envisioned) reference charts would (hopefully) fit 
on 3-4 pages for a given ratio of part design life to higher-level system life (e.g. aircraft 
life) and for all possible 𝛽 ranges. Simulation Set 2 also allows comparing the results for 
parts with multiple demand cycles to the results (in Simulation Set 1) for parts with about 
one or two replacement in the life of the system. 
A further advantage rises from using both simulation sets for this step of the 
study—that of verification. While some hand verifications are performed for the software 
computations (also reference Chapter 6), the experiment in this chapter covers far more 
data points than can possibly be verified by hand. Using two separate sets of data in this 
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step of the study allows a comparison of the results. For instance, it will be shown below 
that the SES method performs very well across both the simulation sets for a certain set of 
conditions and FECMs. 
The earlier part of this chapter highlighted the expected problems in forecasting 
demands that are extremely noisy. Likewise, it has been found throughout this 
dissertation (e.g. Chapters 3 and 5) that low quantities of parts operating simultaneously 
(with high reliability) can create very noisy demand patterns in spite of the pronounced 
wearout nature of the individual parts. It is recognized that for a noisy demand pattern 
there may be no good forecasting method. Thus, this final portion of the study may find 
ranges in which no forecasting method is recommended (or in which “Always 0” 
produces the lowest error). 
The latter point highlights a major difference between this chapter and other 
studies. Other studies select a few (or a few dozen) parts with a few (or a few dozen) 
failures each. Those studies then fit forecasts to those limited demand histories. Those 
studies risk over-fitting a solution to the specific data set, because the studies often do not 
differentiate between the underlying demand pattern and the randomness in the failure 
rates (the signal and the noise). By considering such a large simulated data set, the 
approach of this dissertation minimizes that potential for over-fitting. 
7.5.2 Approach to Compare Best Forecasting Methods to Elementary Methods 
As noted there may be cases in which no forecasting method is particularly good. 
These cases can be identified by comparing the forecast errors of candidate methods to 
the forecast errors of the elementary methods. If no candidate method makes a substantial 
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improvement over the elementary methods in a particular case, then it may be that this 
situation is one where accurate forecasting is unlikely or impossible.  In some of these 
cases, the use of the most appropriate FECM may resolve the difficulty. 
The elementary forecasting methods used to make this comparison are as follows: 
 Always 0: As noted above, if using TFECMs, one of the lowest error methods for 
forecasting a completely irregular and rare event is to always forecast that it will 
not happen. 
 Always 1: This method of forecasting should perform well for a constant failure 
rate but only when the combination of reliability factors (e.g. α) and fleet size result 
in demands that average at 1 per demand period with little variation. 
 Future 1: This was developed for, and is likely to perform well for, the SFECM.  
 Always Last: This method of forecasting should perform well for a constant and 
high failure rate with a large fleet size. 
 1/LDI: The above derivation showed that the most accurate forecast for a rare and 
irregular event is in certain cases 1/ADI. Because ADI is not known until after all 
of the parts are retired, and because the DI may change systematically (e.g. for an 
IFR part), an appropriate approximate would be to use the inverse of the last DI. 
In both cases (1/ADI and 1/LDI), a demand of ≤1 per demand period is needed for 
the method to produce reasonable errors that approximate an averaging (e.g. MA) 
method. 
247 
 
Three main indicators will show which sets of input conditions (fleet size and 
IFR/CFR conditions) produce distributions of demand patterns for which good forecasts 
are unlikely to be achieved. These indicators are as follows:  
 Always Zero is Best Method: In a case where no method performs better than 
forecasting zero, then the set of input conditions for that case will be considered to 
produce demand patterns so noisy as to preclude the effective use of any of the 
common or more complex forecasting methods. 
 Different Best Methods in Similar Conditions: While the relationship between the 
Weibull parameters and the performance of forecasting methods is certainly non-
linear, it is theorized that if a number of very different methods are best in 
adjoining blocks of the output data tables (see Appendices 4 and 5) then it may be 
that no forecasting method is particularly good. 
 High Error Values: The thousands of simulation cases preclude completely 
objective comparisons of error ranges. However, spot checks are used when either 
of the above indicators seems to show a region of input data which results in 
effectively no good forecasting method. This third indicator should highly parallel 
the first, because constantly high error rates for non-elementary forecasting 
methods should show that the elementary methods perform better. 
7.5.3 Approach to Finding the Impact of Error Measurement on the Best Forecasting 
Method 
It was noted that the choice of traditional versus new FECMs may impact the 
forecasting method selected for rare demands and noisy demand patterns. Likewise, it 
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was theorized that an FECM that considers sums of forecasts between demand periods 
may counteract this problem. However, this is a problem without a simple solution 
because it is a problem without a means of objective comparison.   
In comparing forecasting methods by their anticipated error rates, the objective is 
to minimize the error rates. The only higher objective is to move beyond forecasting theory 
and into stocking theory—to consider the objectives of having parts available when 
needed and/or minimizing total cost. But because this study remains in the realm of 
forecasting (vs stocking), the only way to compare these error minimization schemes is to 
qualitatively compare the best forecasting methods that result from the different FECMs 
(e.g. if any forecasting method shows as being consistently best across multiple FECMs).  
Thus in the final simulations, each method (SES, ARRSES, “Always 0,” etc.) is used 
on each of the simulated sets of data. The average errors across repetitions (e.g. 50 
repetitions for a given set of 𝛼, 𝛽, 𝛾, and Fleet Size) is recorded, for each of the four FECMs. 
This averaged error for a given set of conditions is then compared to each of the other 
methods’ errors, to find the best forecasting method for that case and that error 
computation method. The differences in the answers (best forecasting methods for each 
individual case across error computation methods) will be tabulated and used as the 
means of comparing the error computation methods (as was done in Appendix 4). 
7.6 Simulation Results: Best Forecasting Method & Error Method Impacts 
The full simulation results for both Simulation Sets (Appendix 5) show that almost 
every one of the forecasting methods (in the final set of methods after down-select) is 
appropriate for some subset of conditions. Moreover, the results also show a number of 
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cases in which no forecasting method is better than the elementary methods (especially 
always forecasting zero, or forecasting “1/LDI”). As expected, there are zones of input 
values that produce demands that are best handled with specific forecasting methods and 
parameters. Likewise, the use of different FECMs has a substantial impact on which 
forecasting method is best in a particular case. 
Looking deeper at the tables in Appendix 5 and at the corresponding error data, a 
number of important observations about spare part forecasting can be made. These 
observations include insights consistent with the smooth/lumpy character differences 
observed in earlier chapters, the value of the new forecasting methods proposed here, the 
regions in which no accurate forecasting is viable, and the effects of the FECM. Each of 
these observations (and others) is explored further below. 
7.6.1 Relationship to Quantity: Lumpy Signal vs. Lumpy Noise 
The accuracy of forecasting methods changes substantially between a quantity of 
64 and 512 parts. This is consistent with the range of fleet sizes which substantially 
reduced lumpiness in Figure 14 (Chapter 3). Together, the two findings indicate that this 
is a range required to reduce noise-caused lumpiness. However, the performance of 
forecasting methods for even the systematic (signal-based) noise is unexpected.  
These charts show that Croston’s method becomes more accurate with larger fleet 
sizes. Croston’s method is ideally for lumpier demand patterns, but these results show 
that even Croston’s method cannot accommodate the noise associated with low quantities 
and high reliability. Croston’s is designed to forecast (guess) a time in the future when a 
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demand would occur, but if the demand pattern is primarily characterized by noise then 
there is low likelihood of accurately forecasting that future demand time.  
In the preponderance of those cases with low quantities, one of the top two best 
forecasting methods is the “Always 0” elementary method. Likewise, the SES method that 
performs better than Croston’s in these cases tends to use a parameter (0.1) which relies 
mostly on prior predictions versus recent information. This, coupled with the information 
above about the smooth/lumpy boundary in Chapter 5, indicates that the demand 
patterns corresponding with these very low fleet quantities are predominantly 
characterized by noise. A method that forecasts close to a zero demand (or minor 
variations from it) will produce a very large error but is in this case more accurate any 
other method—if the TFECMs are used. This observation matches the theory (Tables 30- 
32) and further indicates a problem with using these TFECMs (see below). 
Further considering signal and noise, the results appear to show clear boundaries 
in the parameter space separating best forecasting methods. These boundaries loosely 
define regions of the parameter space in which distinct forecasting methods perform the 
best (distinctly different on either side of the boundary). Table 39 shows an example of 
what this chapter will call a Signal-to-Noise boundary, which appears to be highly related 
to quantity and which will be reviewed in detail throughout this discussion of results. To 
briefly explain the Signal-to-Noise Boundary, note that in Table 39 there is a readily 
apparent range in which the best method changes, then changes again, then (frequently) 
changes a third time. In the TMAE charts with lower 𝛾  values, this Signal-to-Noise 
Boundary clearly is seen as a transition from the “Always 0” method to the “Always 1” 
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(or “1/LDI”) method to an SES method to another (typically Croston’s) method. In the 
TMSSE charts with lower 𝛾 values, this transition is from an SES (with parameter 0.1) to 
the “Always 1” to another method (typically Croston’s).  
Unexpectedly, there are large regions in which Croston’s method does not perform 
well even for signal-related lumpiness. Croston’s method performs best when the TMAE 
is used, and when the combination of 𝛾 and 𝛽 is low (reference Tables A58 through A69 
and A112 through A126); however, higher signal-related lumpiness would be caused by 
higher 𝛾 and 𝛽. However with increasing 𝛾 and 𝛽, Croston’s method appears to be unable 
to find the cycles in the demands, as was intended with its use. For high quantities of 
parts, these cycles should be clear (the signal should be well above the noise), and yet 
Croston’s method (adjusting the DI) does not appear to adapt as well as SES.  
Thus, while an increased quantity of parts does indeed improve forecasting error 
rates by reducing the noise, the ability to forecast demands with systematic lumpiness 
(caused by an IFR) remains low. None of the forecasting methods (common or new) 
appears well-suited to these oscillations in demands. This shortfall will be discussed 
further (below). 
7.6.2 Difficulty with Traditional Error Quantification Methods 
As noted above in the discussion about Croston’s method, the accuracy of 
Croston’s method (and thus the utility of Croston’s method) is tied to the FECM. More 
broadly, the errors estimated by each FECM are substantially different and thus the best 
forecasting method is a function of the FECM —as was anticipated in the theoretical part 
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of this chapter. In the end, a forecast of “Always 0” is best for low demand quantities 
when the TFECMs are used. 
Consider first the TMAE. As shown in Appendix 5, if α is large enough (and the 
quantity is small enough) for the demand to be rare then the elementary method of 
forecasting “Always 0” is always the most accurate method. This finding is in-line with 
the theoretical discussion above and the findings of Chapter 5 about rare events. This 
tendency holds true for both of the Simulation Sets. 
When using the TMSSE method, the use of SES with low error adjustment is often 
the best method. For some very low quantities of parts, the “Always 0” forecast performs 
best. For the remainder of these low quantity cases, the use of SES only gives a slight 
improvement compared to the “Always 0” method (a 2-10% error difference is common). 
Because the first forecast is 0 in the SES method (as coded in this simulation, and would 
be coded in almost any implementation), this indicates that the method is essentially 
forecasting 0 until enough demands occur to cause a minor adjustment. The minor 
adjustment results in slightly non-zero (fractional) forecast in later demand periods to 
seek a balance between the preponderance of zero demand periods and the few non-zero 
demand periods. This means that the SES is mimicking the “Always 0” forecast until 
conditions create large enough average demands. This is in-line with what Table 32 shows 
for high ADIs, where a zero forecast is only slightly less accurate than a 1/ADI forecast. 
However, like these 1/ADI forecasts, the item manager is presented with the challenge of 
what to do with a forecast of such a small fractional quantity. 
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Of interest in the TMAE and TMSSE error computation methods, the Signal-to-
Noise Boundary appears as described above. Within this boundary, a region exists where 
a distinctly different method is better than either “Always 0” or using a more complex 
method. In this region within the Signal-to-Noise Boundary, one of the other elementary 
methods (“Always 1,” “Always Last,” or “1/LDI”) appears prevalent. This also appears to 
depend on the FECM. It appears that if conditions (reliability and quantity) drive the ADI 
low enough then a non-zero forecasting method becomes more accurate. Note that at most 
a single demand in each demand period is still most likely in these cases, which likely 
causes the low errors of these other elementary methods. However, when the reliability 
and quantity change further another method (e.g. Croston’s or a different SES parameter) 
is needed to account for the variations in the demand quantity (which are not considered 
with fidelity in the elementary forecasting methods).  
7.6.3 SES Parameter Selection 
This study focused heavily on the interplay of method selection and method 
parameter selection. Indeed, this focus was merited, given how the parameters of the best 
method change throughout the charts in Appendix 5. A review of this tendency could be 
made by focusing on any of the methods considered, but the difference in SES parameters 
is easiest to consider and is thus documented here for illustration. 
As noted previously, the SES method had the lowest error in many cases. 
Specifically, when using a TFECM, the SES with a parameter of 0.1 or 0.3 is best for a low 
quantity of parts. This method increases the use of early information in the SES calculation 
(especially an initial zero forecast). For the TMAE, this is superior only at a large enough 
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quantity and low enough reliability that some signal is discernable beyond the noise. For 
the TMSSE, this method is superior throughout the low quantity (and high reliability) 
range, and even exceeds the performance of the “Always 0” (which is superior in much 
of this range when the TMAE is used). As noted, the SES provides only about a 10% 
improvement over the “Always 0” in this range if TMSSE is used, and that minor 
improvement is solely due to the squaring of the fractional error rates, which reduces 
them slightly (compared to the TMAE method) before they are summed. 
However, when the SFECM is used, the SES with a parameter of 0.9 almost 
exclusively becomes the best method. Across both simulation sets, the SES with a 
parameter of 0.9 is only occasionally beaten by the ARRSES with a parameter of 0.9. Of 
note, the ARRSES and SES methods differ in their errors by an average of 80%; however, 
both have extremely small errors compared to the other methods when using SFECM. 
Moreover, whenever one of these two methods (ARRSES or SES) is the best method, the 
other is the second-best method.  
The high premium placed on the most recent information in the case of the SFECM 
is related to the construct of the suggested error computation method. The SFECM only 
considers errors with respect to non-zero demands. With this FECM, the rewarded 
forecasting strategy is more quantity-based than time-based. However, it is noteworthy 
that simply re-forecasting the last quantity is not preferred. For reasons not further 
investigated here, it appears that some bit of historical information beyond one period 
back does indeed improve the forecasting accuracy.  
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Of note, there is an exception to the rule of having some additional information 
with the SFECM. Only a very few cases exist in which neither SES nor ARRSES perform 
best, and in these cases the “Future 1” forecast is best. These cases are the cases with the 
smallest fleet size and highest γ and α tested. This is a case where the exception appears 
to support the observation above, which is that where there is some historical information 
available to use to adjust the forecast, that information should still be used—as is done 
with the SES with parameter of 0.9. 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
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γ5 
L
o
w
es
t 
E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 .6,.2 0.1 0.1 1 0.1 0.1 0.1 1 0.1 0.1 
32 .6,.2 .6,.2 0.1 0.1 1 0.1 0.1 0.1 0.1 1 
64 .6,.3 .6,.2 .6,.2 0.1 0.1 .2,.1 .2,.1 0.1 0.1 0.1 
128 .6,.4 .6,.3 .6,.2 .6,.2 0.1 .2,.2 .2,.2 .2,.2 .2,.1 0.1 
256 .6,.5 .6,.4 .6,.3 .6,.2 .6,.2 .2,.3 .2,.3 .2,.2 .2,.2 .2,.2 
512 .6,.5 .6,.5 .6,.4 .6,.3 .6,.2 .2,.4 .2,.4 0.1 .2,.3 .2,.2 
1024 .6,.5 .6,.5 .6,.5 .6,.4 .6,.3 .2,.5 .2,.5 0.1 0.1 .2,.3 
Note: Table shows the Min Error Method Search Results with the goal of minimizing 
the TMSSE in Each Demand Pd, β=1. See color scheme in Appendix 5. 
Table 39: Example of α, β, γ, and Fleet Size Impacts on Best Forecasting Method using 
Simulation Set 1 
7.6.4 Effects of α and γ 
When TFECMs are used, Simulation Set 1 produced charts that show substantial 
variation related to the 𝛾  and 𝛼  factors. This was one of the reasons for developing 
Simulation Set 2. Both of the Simulation Sets (1 and 2) show that the β term also interacts 
with 𝛾 and 𝛼 to impact the best forecasting method (using available techniques). Looking 
(b) Weaker α to Fleet 
size relationship, best 
forecasting method 
(a) α to Fleet size 
relationship, best 
forecasting method 
256 
 
at the results for the SFECM also shows an impact of the interaction between α, β, γ, and 
the best forecasting method—albeit to a much lesser extent. 
First consider Simulation Set 1 with the TMSSE, as shown in Tables A34-A45 
(Appendix 5), in order to look deeper at the evident but complex relationship between 𝛼, 
𝛽, 𝛾, and the best forecasting method. Consider the boundary between the region in which 
SES produced the lowest error values (refer to this as the SES region) and the Croston’s 
region (Table 39)—the Signal-to-Noise Boundary. Looking first at 𝛽 = 1 and 𝛾 = 0, this 
boundary clearly shows a relationship between α and the best forecasting method (Table 
39, note a). As 𝛾 grows beyond 0, this boundary shifts and becomes more horizontal in the 
table (Table 39, note b)—thus 𝛼 has less relative effect for a larger 𝛾 . As 𝛽 grows, the 
boundary remains relatively constant but the preferred Croston’s method (non-modified 
versus modified) changes, and for very high failure rates and high quantities the MA 
becomes the preferred forecasting method.   
A similar trend exists for Simulation Set 1 with the TMAE, but the “Always 0” is 
the preferred forecast for high reliability and low quantities. The “Always 1” forecasting 
method effectively defines the Signal-to-Noise Boundary and it similarly becomes more 
horizontal (less dependent upon 𝛼) as 𝛽 and 𝛾 increase. Interestingly, for lower values of 
𝛽, this is followed by a similar distinct band in which an SES of 0.1 is preferred.  
Combining 𝛼 and 𝛾 into one term should account for this apparent interaction; 
thus, this approach was used in Simulation Set 2. Plotting the ratio 𝛾/𝛼 does appear to 
flatten the Signal-to-Noise Boundary in the chart (Tables 40, A58-A69 and A88-A99). This 
flatter boundary between SES and Croston’s (for TMSSE measurements) and between 
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“Always 0” and Croston’s (for TMAE measurements) results in an easier interpretation of 
the ranges of applicability of those two methods, but it also shows Croston’s to be less 
effective for smaller fleet sizes. Of note, in both the TMAE and TMSSE charts there appears 
to be a transition region between the “Always 1” forecast and the conditions in which 
Croston’s (or ARRSES) is the best forecasting method. In this region, an SES (with 
parameter 0.1) is preferred. Thus the charts in Simulation Set 2 are seen here to reinforce 
the observation in Simulation Set 1. Moreover, Simulation Set 2 can (for certain ranges of 
values) provide a slightly more clear representation of the boundary between the best 
forecasting methods. 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
L
o
w
es
t 
E
rr
o
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1/LDI 1/LDI 
32 0.1 0.1 1 1 1 0.1 0.1 0.3 0.5 0.7 
64 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 0.9 
256 .3,.1 .2,.1 .1,.1 .1,.1 0.1 0.3 0.1 0.3 0.7 Last 
512 .3,.2 .2,.2 .1,.2 .1,.2 .9,.2 0.1 0.1 0.3 0.7 Last 
1024 .3,.2 .2,.2 .1,.2 .1,.2 0.1 0.1 0.3 0.5 0.9 Last 
2048 .3,.3 .2,.3 .1,.3 .1,.3 0.1 0.1 0.3 0.7 .95,.5 Last 
Note: Table shown is the Min Error Method Search Results with the goal of minimizing 
the TMSSE, 1<β≤2, Part Life 100, System Life 600. See color scheme in Appendix 5. 
Table 40: Example of α, β, γ, and Fleet Size Impacts on the Best Forecasting Method using 
Simulation Set 2 
The SFECMs yield a different result, but with similar implications. As noted 
previously, the SMAE and SMSSE tables differ from the TFECM tables in that the former 
favor the SES and ARRSES methods (both with a constant of 0.9). When using the 
SFECMs, the effects of a higher 𝛾/𝛼 ratio are slightly reduced but still very clearly visible 
γ/α to Fleet size 
relationship, best 
forecasting method 
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in differentiating between zones where SES performs better and zones where ARRSES 
performs better (Table 41). Specifically, ARRSES is the preferred forecasting method for 
𝛾/𝛼 ≥  1 depending upon the 𝛽, fleet size, and (to a lesser extent) the aircraft fleet life. 
Because a reasonable part design goal (recommended by authors such as 
Abernethy 2005) is for all parts to wearout at a similar time, the 𝛾/𝛼 ratio is likely to be 
high for many real parts. As a result, this portion of the study shows that SES, ARRSES, 
and Croston’s method should have utility in forecasting for aircraft spare parts meeting 
these design characteristics. However, the fleet size remains a factor, as does the selection 
of an FECM. 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
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4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
Note: Table shown is the Min Error Method Search Results with the goal of minimizing the 
SMSSE, 1<β≤2, Part Life 100, System Life 600. See color scheme in Appendix 5. 
Table 41: Example of α, β, γ, and Fleet Size Impacts on the Best Forecasting Method using 
Simulation Set 2 
7.6.5 Use of Adaptive Response Rate Single Exponential Smoothing (ARRSES) 
It was noted in Chapter 4 that the SES method is the method used by the U.S. Air 
Force when the other methods seem inaccurate. For the TFECMs, it is logical that the SES 
method would account for changing demand rates more than the MA methods, as 
γ/α to Fleet size 
relationship, best 
forecasting 
method 
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evidenced by the relative lack of the MA methods from Appendix 5. MA is the preferred 
method only in the cases where the average demand over time is very high (large ?̅?) and 
consistent (see below on MA). Otherwise the SES method (or an SES derivative such as 
Croston’s or ARRSES) is preferred, except where the elementary methods are best.  
This finding about SES matches the theoretical work in this chapter (Tables 30-32). 
The basic "Always 0" approach is better than the SES approach when a TMAE is used to 
evaluate the errors at each demand period for low quantities of parts. However, this phase 
of the study sought the best possible fit to the expected highly varying demand quantities 
even when higher quantities of parts were present, which is why the ARRSES method was 
tried (both alone and within Croston's method).  
As expected, the ARRSES method provided superior results in many cases. As 
noted above, ARRSES should better identify substantial changes in the rate of change of 
demand quantities and adjust the basic SES equation accordingly. However, the 
conditions in which ARRSES provides a superior result bear further understanding.  
These ARRSES improvements are most apparent when the SFECMs are used. 
Reference Tables A46-A57, A70-A81, A97-A111, and A127-A141, ARRSES improves 
forecasts in conditions where it should be expected to excel. ARRSES excels where the 
systematic lumps in demand patterns will be greatest—for high values of 𝛾 (compared to 
𝛼) that drive distinct spikes in demand, when 𝛽 is high (narrowing the length of time of 
each spike in demand), and when the quantity of parts is large enough to discern these 
distinct spikes in demand (versus the noise inherent in small data sets). This feature of the 
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ARRSES forecast also appears in those Simulation Set 2 cases which produce multiple 
cycles (with a part life of 100 and a system life of 600). 
Using the proposed SFECMs, the ARRSES method was not as accurate as the basic 
SES method for smaller quantities and 𝛾/𝛼  ratios. It should again be noted that these 
conditions result in more noise (versus signal) in the demand patterns. Thus, it is likely 
that the ARRSES method overcompensated for this noise, as is often the case when a 
responsive method is applied to noisy data.  
The results of ARRSES in the SFECM may be compared to the results of ARRSES 
in the TFECM. In TFECM, ARRSES is again frequently the best forecasting method for 
high 𝛾/𝛼 ratios and high quantity. However, ARRSES was also found to work well for 
high quantity and very low 𝛾/𝛼 ratios. Apparently in either extreme, when noise is low 
compared to the signal, ARRSES performs very well, effectively adapting to a constantly 
changing mean demand caused by changes in failure rates over time. 
As was noted above, the relative accuracy of Croston’s method (compared to other 
methods) is low in cases with high systematic lumpiness (caused by the cycles in demand 
induced by an IFR). It was hoped that modifying Croston’s method with ARRSES for the 
DI computation and/or the demand quantity computation would improve Croston’s in 
this region. While this new Croston’s does appear among the top three best forecasting 
methods in this region, the new Croston’s does not routinely show as one the #1 best 
forecasting method. The occurrences of the new (ARRSES-modified) Croston’s method as 
a #2 or #3 best forecasting method (Appendix 5) highlight a challenge in finding 
improvements for forecasting these lumpy demand patterns—that frequently an 
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improvement can be found with respect to other methods, but that a valid point of 
comparison (e.g. the elementary methods used here) must be employed to more 
objectively measure the improvement. 
7.6.6 Use of Moving Average (MA) 
Earlier in this study, MA seemed to perform poorly for this type of data (versus 
the other forecasting methods). However, the 4-period MA (a MA that bases its forecast 
on the average of the prior four demand periods) showed promise, was retained, and 
ultimately shows as being very useful for certain narrow ranges of data. Because the 4-
period MA is used so often (e.g. by the USAF), a special look at the effectiveness of the 4-
period MA is merited. For ease, the 4-period MA will be referred to here as it is used by 
USAF and Defense Logistics Agency (DLA), as a 4-quarter MA (4QMA). 
The 4QMA shows as being quite effective for high quantities of parts that fail often 
with high β if the TMAE forecast error computation method is used. Note that this TMAE 
(versus TMSSE or the SFECMs) is most like the current USAF and DLA FECMs. This case 
is best demonstrated in Tables A66 and A68 of Simulation Set 1.  
The limited utility of the 4QMA (with respect to other methods) in the range of 
cases studied is disproportionate with the use of 4QMA in practice. The finding that the 
4QMA performs best for one FECM (which is highly similar to that used by the USAF and 
DLA) further demonstrates how an operator’s selection of a FECM impacts his selection 
of a forecasting method. It is also noteworthy that the primary competitors to 4QMA are 
the elementary “Always 0” method (which most forecasters would not consider) and the 
ARRSES and Croston’s methods (the new methods of focus in this study). 
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7.6.7 How Good Are the Forecasts? 
As described in the preceding sections, the goodness of a forecast and the best 
forecasting method depends upon the way that the accuracy is measured. Because these 
measurement methods (traditional MAE and MSSE, referred to here as the TMAE and 
TMSSE) are common in the industry, and because industry routinely measures 
performance of forecasts using these FECMs, some error measurement data must be 
presented to make this study comparable to the state-of-the-art. 
7.6.7.1 Performance of Elementary Methods 
First, consider the elementary methods noted above (“Always 0,” “Always 1,” 
“1/LDI,” and “Always Last”). A quick review of the thousands of data points shows that 
the errors produced by the elementary methods do match the analysis shown in Table 32. 
The methods with errors that can be exactly computed (“Always 1” and “Always 0”) were 
found to have exactly the same errors in the simulations. Three features underscore the 
utility of the “Always 1” and “Always 0” methods as benchmarks to understand the 
accuracy of other methods (as is done throughout this chapter): first, the fact that these 
methods performed exactly as well in simulations as they were predicted to perform by 
the computations of Table 32; second, the simple and robust derivation of the anticipated 
errors for these methods (Table 31); and third, their prevalence as best methods for low 
quantity parts.  
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Figure 22: Simulated Set 1 vs Theoretical Errors, Forecast 1/LDI, TMAE 
However, the elementary method of always forecasting “1/LDI” as an 
(approximation to 1/ADI) was found in the simulations to have much greater errors than 
the minimums predicted in Table 32, which does merit further investigation. Reference 
Figures 22-23, the “1/LDI” method produced about twice the error in practice as the 
computed minimums in Table 32. For ADI less than about 5, this is likely due to the 
occurrence of more than one unit of demand in many of the non-zero demand periods. 
But the results at higher ADI show a much more interesting trend, which further 
underscores the importance of quantity. 
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Figure 23: Simulated Set 2 vs Theoretical Errors, Forecast 1/LDI, TMAE 
For the “1/LDI” method, the very high TMAE and TMSSE observed in the 
simulations for higher ADIs is much more significant because it cannot be explained by 
the simple fact that this elementary method was not designed for high failure rates. From 
Simulation Set 1 (that shown in Figure 22), this range (ADI ≥ 7) all consists of simulations 
with a fleet quantity no more than 4. Moreover, the same phenomenon in Simulation Set 
2 (Figure 23) is apparent in the same high ADI region, but with an interesting overlapping 
wave in the simulated data (TMAE and TMSSE). A closer look at Simulation Set 2 shows 
that these waves each relate to a specific quantity; for example, at ADIs around 60, the 
larger TMAEs associated with the “1/LDI” method are associated with lower quantities 
of parts (e.g. 4) and the smaller TMAEs are associated with higher quantities of parts (8-
16). Thus it may be surmised that a smaller demand quantity causes an increased 
ADI 
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variability in the DI lengths, which appears to add to the real error of this elementary 
(“1/LDI”) forecasting method.  
7.6.7.2 Performance of Common/Simple Forecasting Methods 
Considering then the actual error values obtained from using the TFECMs, a 
useful comparison of effectiveness can be made based upon average, median and 
standard deviations of the errors across the entire sample space. Note that computing 
these values across the sample space is conceptually equivalent to studying the average 
errors in forecasting a large variety of parts—it is an indicator of effectiveness and not a 
confidence measurement. This broad look across so many simulated parts is conceptually 
similar to the study of the average errors of all forecasts of all USAF parts (e.g. Gray, n.d.), 
or of simply using one method (e.g. 4QMA) to forecast every type of aviation part. 
Equation 74 shows the method of computing the average and standard deviation 
(respectively) of all errors (𝛹 ) for a given FECM and a given forecasting method in 
Simulation Set 1. The Median is similarly computed across all errors in the Simulation Set 
1. 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 = ?̂? =
∑ ∑ 𝛹𝑖𝑗
50
𝑖=1
1200
𝑗=1
(60000)
⁄  (a) 
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  √
∑ ∑ (𝛹𝑖𝑗 − ?̂?)
250
𝑖=1
1200
𝑗=1
(60000)
⁄  (b) 
With:  𝛹𝑖𝑗=The error computed by a given FECM (e.g. TMAE) for the 
Forecasting Method (e.g. 4QMA) specified as applied to the ith 
repetition of the simulation using the jth set of input conditions (α, β, γ, 
and Fleet Size) in the Monte Carlo simulation. 
Note: Equations written for Simulation Set 1, which has 1200 combinations of 
(α, β, γ, and Fleet Size), reference Table 33. 
Equation 74: Average and Standard Deviation of Method Error Across Entire Sample Space 
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Table 42 shows the average, median, and standard deviation of errors from 
Simulation Set 1. Note that Table 42 is for the TFECMs. Also, note that these errors (Table 
42) are for all of the simulation cases, and not just the conditions in which SES, ARRSES, 
or 4QMA performed better than the other methods. The values of Table 42 are also shown 
graphically in Figures 24 and 25 for the TMAE and TMSSE (respectively). Figures 24 and 
25 shows the average, maximum, and SD of the data, but Figure 25 is truncated at zero for 
readability. 
 
SES ARRSES 
4QMA 0.1 0.9 0.1 0.9 
Average 0.819 0.823 0.909 0.847 0.829 
Std.Dev. 0.564 0.569 0.695 0.602 0.576 
Median 0.675 0.665 0.704 0.675 0.684 
 Above Errors are for TMAE  
Average 6.623 5.381 8.350 5.522 7.268 
Std.Dev. 22.299 19.213 33.362 19.951 27.049 
Median 1.325 1.895 1.469 2.001 1.400 
 Above Errors are for TMSSE  
Note: This table is for Simulation Set 1. 
Table 42: Average Errors for SES, ARRSES, and 4QMA Methods, TFECMs 
The most immediately noticeable fact about the SES, ARRSES, and 4QMA errors 
is that the errors all average within a few percentage points of each other when 
considering the TFECMs (Table 42). Their median and SD values are also very close to 
each other. Thus, if the TFECMs are used, there is no clear advantage to selecting any of 
these forecasting methods as a “one-size-fits-all” tool for use in all aviation spare parts 
demand forecasting applications—in essence, all are equally bad.  
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Figure 24: Average Errors for SES, ARRSES, and 4QMA Methods, TMAE 
  
Figure 25: Average Errors for SES, ARRSES, and 4QMA Methods, TMSSE 
These ranges of error values are similar to the errors contained in published 
studies. The errors in Table 42 compare relatively well to the errors in the USAF study 
reviewed in Chapter 2. Recall that USAF forecasting accuracy ranges between 29% and 
40% (Gray, n.d.) and that this accuracy is roughly one minus the forecasting error (above). 
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The average errors in this chapter do not exactly match the actual USAF data, but the 
USAF errors are of a relatively equivalent magnitude as the data of this chapter—
indicating that the USAF data could easily be a subset of the complete data set considered 
here, as anticipated by the design of this experiment. Likewise, it should be noted that 
while Table 42 shows that no method is particularly great, the USAF errors represent the 
forecasting performance after experts select the best suited from among three forecasting 
methods (4QMA, 8QMA, or SES) to fit each part. Finally, recall from Chapter 3 that 
Regattieri (2002) showed in his study that errors should be expected to (vastly) exceed 
50%, which also is a similar range of error as this study. 
Finally, compare these values to the elementary methods. Recall, for example, the 
“Always 0” method yielded a TMAE of 1. Compared to the “Always 0” method, the 
common forecasting methods only improve forecasting by 10-20% on average (or 29-40% 
in the USAF case with the addition of expert knowledge). The common forecasting 
methods simply are not very good for the conditions that roughly equate to the failure 
rates (and quantities) of aircraft spare parts. 
7.6.7.3 Comparison to the Proposed Forecasting Method Error Computation Method 
Now consider the SFECMs. It has been stressed that there is no simple comparison 
between the SFECMs and the TFECMs. However, it is of interest to note the error values 
when using the SFECMs as they compare to the error values of the TFECMs. As with the 
TFECMs, the SFECMs are both tabulated (Table 43) and plotted (Figures 26 and 27) for 
evaluation. 
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SES ARRSES 
4QMA 0.1 0.9 0.1 0.9 
Average 0.448 0.036 0.439 0.062 0.457 
Std.Dev. 0.236 0.018 0.245 0.037 0.248 
Median 0.444 0.036 0.457 0.064 0.448 
 Above Errors are for NMAE 
Average 7.985 0.047 7.325 0.058 8.257 
Std.Dev. 32.898 0.193 36.25 0.169 34.424 
Median 1.090 0.017 0.849 0.035 1.312 
 Above Errors are for NMSSE  
Note: This table is for Simulation Set 1. 
Table 43: Average Errors for SES, ARRSES, and 4QMA Methods, SFECMs 
 
Figure 26: Average Errors for SES, ARRSES, and 4QMA Methods, SMAE 
It is readily apparent from Table 43 why the SES and ARRSES with a parameter of 
0.9 showed as the best forecasting methods for all cases when the SFECM is used. These 
error values are extremely low compared to any of the other error values discussed in this 
chapter. The plots show much more clearly the extent to which SES and ARRSES exhibit 
a much lower error than the other methods when the SMAE and SMSSE are used (Figure 
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27). These low SFECM error values only underscore that a valid and applicable FECM 
must be selected before seeking the best (lowest error) forecasting method. 
 
Figure 27: Average Errors for SES, ARRSES, and 4QMA Methods, SMSSE 
7.6.8 How Much Better are the Best Forecasts? 
This research proposed new forecasting methods for lumpy demand patterns, 
specifically for cases in which the demand pattern is caused by parts with reliability 
characteristics and quantity that are similar to what would be expected for actual aircraft 
parts. Thus, the relative benefits of these methods should be quantified. It must be stressed 
that the only possible quantification is a relative benefit with respect to a particular 
evaluation criteria. Because the MSSE and MAE (both with respect to all demands ≥ 0 in 
all demand periods, here called the TMSSE and TMAE) are routinely used in the industry, 
those methods are the most logical ones to use for comparison. Moreover, the new 
forecasting methods proposed here were specifically designed to produce improvements 
against these TFECMs. 
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Based upon the earlier work, the errors for each combination of input factors could 
be compiled, analogous to what is presented in Table 36 for the best method for each 
combination of input factors. This would be the more direct method (as it would highlight 
zones of better performance and of worse performance). However, this would result in 
tables full of numbers (as in Appendix 5) that would make interpretation extremely 
difficult. Moreover, recall that it has been explained that any error measurement 
presented depends upon the FECM. While error measurements were considered in 
obtaining the other findings, the quantification and review of these error measurements 
will be limited to a few selected samples presented similar to the information of Table 36. 
7.6.8.1 Error Improvements Using TMAE 
Reference Table 44, many of the major themes identified above are again evident 
in the study of error rates. Certainly, it is possible to achieve error reductions in the 
simulation results when using Croston’s forecasting method in some sets of conditions. A 
detailed look at the results of the study just as strongly indicates that the many caveats 
(required to accompany any error reduction claim) would qualify (or undercut) a bold 
claim of universal error improvement—as indeed they undercut many claims of 
forecasting improvement for lumpy demand patterns. These findings are as follows: 
 Non-suitability of TFECMs: Note that for small fleet size and high reliability 
(noise-related lumpiness), no method performs substantially better than the 
elementary forecasting methods when the TFECMs are used (Table 44, Green 
Areas). Recall that even the best performing elementary method has a 100% TMAE 
in these high reliability, low quantity conditions. 
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 Impacts of Quantity: As noted, quantity must be relatively large for the TFECMs 
(and forecasts based upon them) to be suitable. Indeed, as the quantity further 
increases the TMAE-measured error rates approach zero (Reference Table 44, fleet 
size 1024, 𝛽 = 1 and 𝛽 = 7.5). 
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Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Expected 
TMAE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=1) 
2 0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
4 0.59 0.74 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
8 0.43 0.59 0.74 1.00 1.00 0.66 0.77 1.00 1.00 1.00 
16 0.31 0.43 0.58 0.73 1.00 0.53 0.60 0.66 0.92 1.00 
32 0.22 0.31 0.42 0.59 0.76 0.38 0.43 0.52 0.64 0.83 
64 0.16 0.22 0.30 0.43 0.59 0.28 0.31 0.38 0.48 0.63 
128 0.12 0.16 0.22 0.30 0.42 0.20 0.23 0.27 0.34 0.45 
256 0.09 0.12 0.16 0.22 0.31 0.15 0.17 0.20 0.25 0.32 
512 0.06 0.09 0.12 0.16 0.22 0.11 0.12 0.14 0.18 0.24 
1024 0.05 0.06 0.09 0.12 0.16 0.09 0.09 0.11 0.13 0.17 
Expected 
TMAE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=7.5) 
2 0.42 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
4 0.41 0.63 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
8 0.30 0.50 0.69 1.00 1.00 0.86 0.87 1.00 1.00 1.00 
16 0.22 0.37 0.54 0.74 1.00 0.81 0.72 0.73 0.92 1.00 
32 0.16 0.27 0.41 0.58 0.79 0.74 0.57 0.62 0.71 0.86 
64 0.13 0.20 0.30 0.45 0.61 0.71 0.48 0.48 0.54 0.66 
128 0.09 0.15 0.23 0.34 0.45 0.65 0.42 0.39 0.41 0.49 
256 0.07 0.11 0.18 0.26 0.34 0.63 0.36 0.31 0.31 0.37 
512 0.06 0.09 0.14 0.20 0.25 0.62 0.32 0.25 0.24 0.27 
1024 0.05 0.07 0.12 0.16 0.19 0.61 0.30 0.21 0.19 0.20 
Notes:  This table is for Simulation Set 1, using the TMAE. 
 The color schemes and best forecasting methods are in Appendix 5. 
Table 44: Example Expected Errors, Best Forecasting Methods, TMAE Forecasting Error 
Computation, Selected α, β, and γ Conditions 
 Impacts of 𝛼, 𝛽, and 𝛾: As noted throughout this study, α (related most directly to 
part reliability) substantially impacts the amount of noise (versus signal) in 
demand patterns. As would thus be expected, α also highly impacts forecasting 
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error. Increasing 𝛾 appears to increase the error across all cases. Conversely, 𝛽 has 
a much greater impact on the choice of the best (lowest error) forecasting method 
than on the resulting forecasting error (e.g. note the similar errors but different 
methods in Table 44 for 𝛽 = 1 versus 𝛽 = 7.5). 
 Applicability of Croston’s Method: As noted above, Croston’s Method is more 
effective with higher quantities of parts. However, with very high 𝛾  and 𝛽 
Croston’s method becomes less effective—less able to adapt to cycles in demand. 
7.6.8.2 Error Improvements Using TMSSE 
Looking at the TMSSE shows a number of the same themes as were apparent in 
reviewing the TMAE, although they are less clear with the TMSSE table (Table 45). While 
the TMSSE is less biased toward the elementary methods (especially the “Always 0”) than 
the TMAE, there remains a tendency toward those methods. Paralleling the above analysis 
(performed for the TMAE), Table 45 shows: 
 Non-suitability of TFECMs: The low quantity and high reliability region (noise-
related lumpiness) results in an expected TMSSE (for the best forecasting method) 
between 2 and 10 times larger than the TMSSE for the best forecasting method 
when the fleet size is much larger and the signal is much more apparent. 
 Impacts of Quantity: As with the TMAE examples (Table 44), increasing quantity 
reduces the forecasting error rates substantially (Table 45, Blue and Teal). 
 Impacts of 𝛼, 𝛽, and 𝛾: For 𝛽 = 0, 𝛾 has a much larger impact on the TMSSE than 
it did on the TMAE (e.g. note Top of Table 45 for 𝛾 = 0 versus 𝛾 = 5). 
274 
 
 Applicability of Croston’s Method: Croston’s method is as useful in reducing the 
TMSSE as it was in the case of the TMAE. Like the TMAE case, Table 45 shows that 
Croston’s method performs better when 𝛽 is smaller, especially for higher 𝛾.  
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Expected 
TMSSE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=1) 
2 1.04 1.06 1.06 1.05 1.02 0.95 0.98 1.02 1.02 1.03 
4 1.15 1.00 1.07 1.05 1.02 0.93 0.98 1.02 1.04 1.03 
8 1.23 1.12 1.01 1.05 1.05 0.91 0.93 1.03 1.04 1.04 
16 1.26 1.19 1.08 1.00 1.04 1.01 1.00 0.98 1.04 1.03 
32 1.36 1.19 1.13 1.10 1.02 1.12 1.06 1.05 1.07 1.01 
64 1.48 1.26 1.21 1.13 1.10 1.26 1.14 1.13 1.11 1.08 
128 1.67 1.43 1.25 1.19 1.14 1.49 1.28 1.18 1.15 1.10 
256 2.05 1.63 1.39 1.28 1.21 1.92 1.55 1.32 1.25 1.16 
512 2.70 1.97 1.61 1.40 1.27 2.79 1.91 1.50 1.35 1.24 
1024 3.91 2.58 1.95 1.60 1.40 4.34 2.53 1.83 1.52 1.36 
Expected 
TMSSE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=7.5) 
2 0.47 0.83 0.95 1.03 1.04 1.06 1.02 1.04 1.05 1.04 
4 0.58 0.77 0.95 1.06 1.05 1.31 1.12 1.09 1.05 1.08 
8 0.61 0.87 0.93 1.10 1.09 1.66 1.19 1.19 1.12 1.09 
16 0.70 0.93 1.04 1.05 1.13 2.87 1.71 1.29 1.20 1.12 
32 0.87 1.08 1.21 1.20 1.17 4.84 2.27 1.74 1.41 1.25 
64 1.29 1.27 1.41 1.45 1.30 9.27 3.73 2.22 1.62 1.36 
128 1.90 1.72 1.84 1.66 1.42 17.4 6.13 2.91 1.87 1.52 
256 3.31 2.61 2.63 2.03 1.58 32.6 10.3 3.91 2.25 1.67 
512 5.93 4.47 3.89 2.51 1.80 63.7 18.2 5.78 2.79 1.86 
1024 11.3 7.94 5.78 3.18 2.15 127 34.7 9.52 3.69 2.17 
Notes:  This table is for Simulation Set 1 using the TMSSE. 
 The color schemes and best forecasting methods are in Appendix 5. 
Table 45: Example Expected Errors, Best Forecasting Methods, TMSSE Forecasting Error 
Computation, Selected α, β, and γ Conditions 
7.6.9 How Much Different are the Best Forecasts? 
Confidence intervals (CIs) are typically a measure of the precision of an 
experiment. Samples of CI calculations for the experiments used to estimate forecast 
performance are shown in this portion of the chapter. Thus a representative set of 95% CIs 
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were computed for the same sets of conditions (and same experiments) shown in Tables 
44 and 45. 
It was noted that the average errors of some of the forecasting methods are 250% 
percent (using the TMAE), and that the approach of the study has been to select the best 
forecasting method, retaining the best three methods for each set of conditions. It is 
straightforward to conclude with substantial statistical reliability (with relatively small 
amounts of data) that the methods with very large errors are inferior to the top three 
methods retained (in Appendix 5). However, the ability to select between these more 
closely-performing methods requires careful consideration of the CIs of the errors for each 
individual method. 
7.6.9.1 Confidence Intervals for the Best TMAE-Based Forecasting Methods 
Table 46 shows the 95% CI widths for the average TMAEs from the 50 simulations 
using the methods that exhibited the best TMAE in two representative ranges of 
simulations ( 𝛽 =  1  and 𝛽 =  7.5 , 2 ≤  𝛼 ≤  32 , and 𝛾 =  0  and 𝛾 =  5 ). From these 
example tables, the following characteristics are apparent: 
 The 95% CI widths are very small with respect to the average absolute errors 
and the differences between methods. 
 For low quantities and in the transition from the elementary methods to the 
SES method, the 95% CI widths are relatively large (compared to the very small 
values throughout the rest of the sample space). This indicates that as the 
assumptions for the elementary methods break down the consistency of the 
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results of those methods also breaks down, and that other methods 
(specifically SES) become the preferred forecasting methods. 
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Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
CI Width of 
Expected 
TMAE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=1) 
2 .013 .001 .002 .002 .003 .000 .000 .000 .000 .000 
4 .008 .015 .001 .002 .002 .000 .000 .000 .000 .000 
8 .005 .007 .015 .001 .002 .010 .014 .000 .000 .000 
16 .004 .006 .007 .015 .001 .008 .009 .009 .020 .000 
32 .003 .004 .005 .008 .011 .004 .006 .006 .007 .020 
64 .002 .002 .004 .005 .008 .004 .004 .005 .005 .009 
128 .001 .002 .002 .004 .006 .003 .003 .003 .004 .005 
256 .001 .001 .002 .003 .003 .002 .002 .003 .003 .004 
512 .001 .001 .001 .002 .002 .001 .001 .002 .002 .002 
1024 .000 .001 .001 .001 .002 .001 .001 .001 .002 .002 
CI Width of 
Expected 
TMAE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=7.5) 
2 .016 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 .013 .014 .000 .000 .000 .000 .000 .000 .000 .000 
8 .009 .008 .012 .000 .000 .024 .014 .000 .000 .000 
16 .007 .006 .008 .012 .000 .014 .012 .012 .013 .000 
32 .005 .005 .005 .007 .009 .021 .011 .010 .008 .010 
64 .003 .003 .004 .006 .007 .014 .014 .010 .006 .009 
128 .003 .002 .003 .004 .006 .010 .009 .005 .006 .006 
256 .002 .002 .003 .003 .004 .008 .004 .004 .005 .004 
512 .002 .001 .002 .002 .002 .006 .004 .003 .003 .003 
1024 .001 .001 .001 .002 .002 .004 .003 .002 .002 .003 
Notes:  This table is for Simulation Set 1, using the TMAE.  
 All values are +/- for a 95% CI. 
 The color schemes and best forecasting methods are in Appendix 5. 
Table 46: Example Confidence Interval (CI) widths, Best Forecasting Methods, TMAE 
Forecasting Error Computation, Selected α, β, and γ Conditions 
 In most cases, if the “Always 0” elementary method is the best method, the CI 
width for that method is 0. This (coupled with the average error of 1 in Table 44) 
shows that the anticipated results (Table 32) are correct. 
 The 95% CI widths are much smaller as the quantity of failures (both due to 
reliability and quantity of parts) increases. For example, the expectation of a 5% 
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error for the highest failure rates in these examples (𝛽 =  1 and 𝛽 =  7.5, 𝛼 =  2, 
and 𝛾 =  0) corresponds to a 95% CI width of 0.000 (𝛽 =  1) to 0.001 (𝛽 =  7.5). 
7.6.9.2 Confidence Intervals for the Best TMSSE-Based Forecasting Methods 
Looking at Table 47, similar results are apparent in the 95% CIs for the average 
TMSSEs from the 50 simulations using the methods that exhibited the best TMSSE in two 
representative ranges of simulations (𝛽 =  1 and 𝛽 =  7.5, 2 ≤  𝛼 ≤  32, and 𝛾 =  0 and 
𝛾 =  5). Paralleling the above analysis (performed for the TMAE), a review of Table 47 
shows:  
 The 95% CI width is a bit larger relative to the average values (TMSSEs) than was 
true for the TMAE case, but is still quite small. 
 The 95% CI widths are about 1/3 to 1/2 of the difference between the best and 
second-best performing methods at the very low end of Tables 46 and 47 (the range 
showing a very low quantity of parts). 
 The 95% CI widths increase with increasing quantity and lower reliability, but they 
do not increase as much as the 95% CI widths increased when considering the 
TMSSE. Thus, the errors (relatively) reduce with respect to total demand quantity 
as total demand quantity increases. 
 As was true with the TMAE CI widths, the CI widths change slightly in a transition 
range. In this case, the CI widths for the “Always 1” method are slightly lower 
than the CI widths for the SES method of the immediately smaller quantity, which 
is a change from the otherwise constantly increasing CI widths (with quantity) in 
the table. 
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
CI Width of 
Expected 
TMSSE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=1) 
2 .024 .029 .025 .021 .021 .018 .019 .016 .014 .017 
4 .030 .028 .027 .022 .023 .019 .022 .018 .025 .018 
8 .026 .025 .024 .030 .024 .023 .023 .024 .022 .017 
16 .032 .030 .025 .022 .023 .031 .024 .021 .022 .019 
32 .034 .030 .024 .028 .020 .020 .026 .021 .023 .025 
64 .034 .023 .029 .027 .025 .030 .022 .027 .020 .026 
128 .026 .031 .022 .033 .027 .031 .031 .023 .027 .022 
256 .039 .032 .033 .028 .025 .043 .034 .037 .028 .025 
512 .042 .035 .035 .029 .026 .061 .034 .035 .032 .024 
1024 .046 .044 .040 .029 .027 .078 .041 .032 .030 .027 
CI Width of 
Expected 
TMSSE for 
the Best 
Forecasts for 
the Given 
Input 
Conditions 
(β=7.5) 
2 .024 .021 .019 .020 .020 .056 .035 .025 .021 .021 
4 .025 .024 .022 .031 .024 .084 .047 .037 .024 .023 
8 .031 .025 .025 .035 .026 .106 .039 .037 .033 .026 
16 .034 .029 .027 .027 .028 .159 .089 .042 .032 .027 
32 .040 .035 .031 .029 .029 .226 .088 .056 .038 .033 
64 .039 .038 .035 .036 .029 .301 .189 .068 .044 .041 
128 .062 .036 .051 .034 .036 .408 .191 .081 .053 .048 
256 .099 .046 .067 .048 .035 .909 .219 .093 .053 .038 
512 .133 .070 .083 .057 .033 .884 .392 .109 .069 .049 
1024 .163 .111 .082 .056 .048 .214 .627 .137 .066 .062 
Notes:  This table is for Simulation Set 1 using the TMSSE.  
 All values are +/- for a 95% CI. 
 The color schemes and best forecasting methods are in Appendix 5. 
Table 47: Example Confidence Interval (CI), Best Forecasting Methods, TMSSE Forecasting 
Error Computation, Selected α, β, and γ Conditions 
7.7 Conclusions: Forecasting Method Selection 
After extensively simulating conditions similar to those experienced in a real fleet 
of aircraft (ranges of reliability and fleet sizes), three primary results are apparent. First, 
both Croston’s method and ARRSES are successful in reducing errors (with respect to 
common forecasting methods) if the TFECMs are used and if there is a sufficiently large 
population of parts, although only under certain circumstances. Second, for demand 
patterns driven by low quantity and high reliability, no forecasting method is good. Third, 
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unfortunately none of these methods performs well for parts with rapid wearout after a 
long no-failure period (large β and γ>>0). Fourth, for these cases with low quantity parts 
with high reliability, the FECM may drive unintended behavior in what would otherwise 
appear to be a reasonable means to search for a the best forecasting method. And finally, 
the approach in the chapter for tabulating the best forecasting method for selection by 
forecasting professionals (item managers) is viable, but due to the large number of inputs 
and size of output it would likely be made specifically for a certain application (e.g. 
aircraft design). All of these were described extensively above, but are reiterated here due 
to the importance of these findings. 
7.7.1 Croston’s and ARRSES Methods 
First, both Croston’s method and ARRSES methods were tested with hopes that 
they would reduce errors in forecasts for cases where there are cycles in demand driven 
by an IFR. In general, these methods must be considered a successful improvement upon 
common forecasting methods when the method of comparison is a TFECM. However, 
Croston’s method is not the hoped-for panacea when demand patterns with high 
lumpiness are caused by a sudden rapid increase in failure rates. The ARRSES-modified 
Croston’s method does not substantially fix the shortcomings of Croston’s, although the 
ARRSES-modified Croston’s method ranks among the top three best forecasting methods 
in a number of cases. However, ARRSES is effective for these lumpy demand patterns 
caused by sudden increases in failure rate after a long time in which the failure rate is zero 
(meaning that 𝛽 > 0 and 𝛾 is large). Both Croston’s and ARRSES are successful in certain 
regions and both are easy to add to typical forecasting information technology systems, 
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thus both Croston’s and ARRSES should be used by forecasting professionals—although 
care is needed to apply these to the right situations.  
7.7.2 Inability to Forecast Demands for Parts with Low Quantity and High 
Reliability 
These results indicate that any forecasting method based upon historical demands 
will perform poorly when evaluated by TFECMs. If failures occur infrequently then the 
patterns of failure (and thus the demand patterns) will be mostly noise without a 
discernable signal. In these conditions, the accuracy of any forecasting method will be 
very low.  With these fleet sizes and the reliability characteristics (reference Chapter 5), 
this study found no viable way to forecast the time and quantity of these demands with 
only historical demand information. 
7.7.3 Difficulty Forecasting Demands for Rapidly Increasing Failure Rates After No 
Demands 
One of the key motivators for the studies in this chapter (indeed in this 
dissertation) was the assumption that aircraft spare part demand pattern lumpiness is 
caused frequently by cycles in demand resulting from well-designed parts with low but 
increasing failure rates. While some improvement in these cases is possible (when 
TFECMs are used), this systematic lumpiness remains difficult to forecast. The length of 
the time in which the failure rate is zero (the size of 𝛾) also substantially impacts the 
difficulty of making these forecasts. 
If the initial period with a zero failure rate is small (i.e. a lower γ), then there is a 
range in which always forecasting a single demand (“Always 1”) is better than any other 
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forecasting method. If both 𝛾  and the quantity of parts (fleet size, 𝑁) are small, then 
“Always 0” is the best forecasting method. In either case, if the quantity (fleet size, 𝑁) 
increases, then the SES, ARRSES, Croston’s, and MA become better methods (depending 
upon the circumstances). Unfortunately, “Always 0” will leave the item manager with no 
supply when needed. 
If the initial period with a zero failure rate is large (a large 𝛾) then a new problem 
emerges, which again favors elementary forecasting methods. If the quantity exceeds 64 
and if the 𝛾/𝛼  ratio is not too high, then SES or MA may forecast better than the 
elementary methods. If the quantity exceeds 128 and the 𝛾/𝛼 ratio is not too high, then 
Croston’s method (for lower 𝛽) and ARRSES (for higher 𝛽) provide some improvement 
over the simple methods (SES or MA). However for a large γ with a very high 𝛾/𝛼 ratio, 
the best forecasting method is the elementary method of “Always Last.” As noted in 
Chapter 2’s discussion of the Naïve method, forecasters prefer to avoid this “Always Last” 
type of forecasting in many fields (from weather to earthquakes) due to its very low 
accuracy, but this study shows that this elementary method is more accurate than other 
methods in these cases with very cyclic spikes in demand. 
7.7.4 Bias Caused by Forecasting Error Computation Method 
Unfortunately, the TFECMs encourage under-estimation in forecasts of very low 
quantity parts with high reliability. While a mathematical forecast of a fraction of a part is 
mathematically possible, it is not very practical. This leads forecasters to either round up 
or round down in cases with fractional forecasts. If the error of the forecast is measured 
as the difference to the actual demands in each demand period, and if the majority of the 
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demand periods have no demands, then the forecaster gains (apparent) accuracy by 
predicting no demands. This unsuitability is consistent with other works (e.g. Jose, 2014) 
which “discusses how [families of error measurements] provide incentives toward either 
over- or under-reporting of forecasts.” 
This bias toward a zero forecast leads to supply shortages. These supply shortages 
are rare for any individual part type, when the demands for that type of part are rare (a 
key factor in the forecast of zero). However, an aircraft (or other large capital equipment) 
normally contains thousands of different types of parts that meet these characteristics. 
Thus, it is highly likely that an operator would use highly effective forecasting methods 
(as measured by their TFECM) and simultaneously be faced with high numbers of part 
backorders—resulting in high quantities of non-flyable aircraft.  
A useful solution to this dilemma is to use a more appropriate FECM as was 
presented here. However, further work is needed to define the best FECM in these 
circumstances. Further improvement could be achieved by incorporating a tradeoff in the 
FECM between holding extra stock versus having a shortage. 
7.7.5 Tables Forecasting Methods for Forecasting Professionals 
For those input conditions (fleet size and reliability parameters) which result in a 
high enough signal in the demand patterns, relatively accurate forecasting is possible. 
Under those conditions, significant improvements can be made in forecasting accuracy if 
the best method and method parameter are selected. Under those conditions, a table of 
best parameters is a reasonable selection tool (heuristic) for the forecasting professional to 
select the best forecasting method. An example of such a table is included here (Table 48). 
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Note that ideally the selection table would show slightly more subjective 
“smoothed best” forecasting methods versus just the best forecasting methods. Choosing 
from the first and second best forecasts would slightly smooth the transitions between 
regions. For instance, in Table 48, if there is little to be gained by using ARRSES in the case 
of 𝛾 = 10, then the table might simply show SES and “Always Last” forecasting methods. 
The operator should make this decision based upon the relative accuracy to be gained, the 
forecasting method implementation (e.g. automated or manual), and the accuracy of the 
input values used to select a forecasting method. 
γ→ 0 5 10 15 
α→ 
2 4 8 16 32 2 4 8 16 32 2 4 8 16 32 2 4 8 16 32 
β↓ 
1 6 6 6 1 1 2 2 1 1 1 1 1 1 1 1 5 1 1 1 1 
1.5 1 6 6 1 1 2 2 2 1 1 1 1 1 1 1 7 1 1 1 1 
3 1 1 3 1 1 1 1 1 1 1 9 7 1 1 1 9 9 5 1 1 
4.5 1 1 2 1 1 1 1 1 1 1  9 5 3 1 9 9 7 3 3 
6 4 3 2 1 1 1 1 1 1 3   7 5 3 9 9 9 5 4 
7.5 4 4 2 1 3  1 1 5 3   9 5 3  9 9 7 4 
Notes:  
Fleet size of 64 parts, End item life of 275 demand periods 
Method above minimizes the TMAE 
Colors: Dark Blue (Croston’s, SES Demand Interval Estimate, a = 0.1); Light 
Blue (Croston’s, SES Demand Interval Estimate, a = 0.2); Yellow (SES); 
Grey (Use Last Demand); Orange (ARRSES); Red (MA); Green (Always 
Forecast 1) 
Value shown is the corresponding demand quantity parameter (decimals 
omitted). 
Table 48: Example “Smoothed Best” Forecasting Method Selection Table 
In addition, the limitations uncovered in this chapter show that the table is best 
developed specific to a particular end-item (e.g. aircraft’s) design, simply due to the 
number of factors required to construct these heuristic tables. The study showed (via 
Simulation Sets 1 and 2) that the best (lowest error) methods depend highly on the number 
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of parts operating simultaneously and on the relative lengths of the following three time-
dependent measures: part life (measured here as the B-Life), demand period (𝜔), and 
higher-level system life. The extremely large number of combinations of these three 
factors results in making a generic set of tables a very difficult goal. However, these factors 
are relatively fixed for a single aircraft (or other large capital equipment) design, and thus 
developing forecasting method selection tables are reasonable for individual end-items. 
7.7.6 Importance of Forecast Error Computation Method 
While the exact time and quantity of a demand cannot be readily forecasted in 
most of these cases with low quantities of parts and high reliability, this does not imply 
that forecasting is impossible. The information in fractional forecasts of demand quantities 
can be leveraged by summing these over time, leading to a relatively accurate way of 
forecasting the cumulative quantity of parts needed. Using the approach, the new 
proposed forecast error computation method produced errors 1-2 orders of magnitude 
below the errors of the TFECMs. 
Whether implemented as a summing routine (as done in this chapter) or by 
increasing the demand period length (ω) to obtain more manageable demand patterns (as 
suggested in Chapter 5), improving the accuracy of the forecasts depends upon changing 
the assumptions commonly used in forecasting. The definition of any optimum depends 
on the criteria used to define the optimum, and likewise the definition of a best forecast 
depends upon the method of measuring the forecasting goodness (typically in terms of 
error). If the forecasting professional properly selects the evaluation criteria and adjusts 
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the forecasting parameters (such as forecasting time periods) accordingly, then 
appropriate forecasting methods can be selected that meet this revised criteria of success. 
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8 Comparison to Actual Aircraft Demands 
Chapter 7 studied forecasting methods and accuracies by simulating the failure 
and replacement of parts on aircraft. The earlier chapters (and, to a lesser extent) literature 
review) showed that actual demand patterns from actual parts would likely deviate 
substantially from any expectation due to the inherent noise (and thus high CV) of the 
demand patterns for low quantity parts with high reliability. While most studies do use 
actual data to find their optimal forecasting methods, the work of this study shows that 
the other studies risk over-fitting a small number of data points rather than finding new 
universal forecasting improvements. 
Yet some comparison to actual aircraft demand patterns must be performed in 
order to provide confidence in the theoretical and simulated results in this dissertation. A 
comparison of this type was performed in Chapter 4. This chapter similarly compares the 
study findings of Chapter 7 to actual data, and again uses the same data set of U.S. Air 
Force (USAF) structural (FSC 1560) parts to make the comparison. As with Chapter 4, this 
chapter recognizes that the USAF (and all of the Department of Defense) refers to 
separately designed and functioning parts as NIINs; however, for consistency with the 
rest of the dissertation these will be referred to as “parts.” 
Naturally a direct comparison between simulated and real parts is not possible. 
The simulation study (Chapter 7) equally selected parameters from across a sample space 
whereas actual parts are designed and operated for other purposes and not to sample a 
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space of possible outcomes. The simulation performed 50 repetitions for each set of 
simulated conditions, which is not possible for actual conditions. The simulations used 
two different higher-level system lives (275 and 600 periods) but actual parts operate on 
systems that have any range of possible life spans. The available data set consists of actual 
demands for actual aircraft spare parts across 92 periods (quarters) but does not precisely 
align with any particular aircraft lifespan. The simulation in Chapter 7 assumed that all 
parts are operated in a way so that they have equivalent cumulative usage at any calendar 
time, but noted that only some aircraft operate this way (while others operate at the same 
rate over their life after being purchased at different times). The actual data does not start 
at the time of introduction into service (time 𝑡 =  0 ) for the majority of the aircraft 
(systems) in the actual data. Numerous other differences exist between this set of actual 
data and the more idealized simulations above. 
However, to at least some extent, if the results of the simulated study are to be 
useful in the real world then they must be shown to have some advantage on actual (real-
world) data. Thus this chapter evaluates the sample of actual data against the conclusions 
from the simulated data. Where there is agreement, the simulations (and results) are 
considered validated and (thus) useful for real aircraft forecasting. The areas of 
comparison are the most important findings from Chapter 7: the use of the ARRSES 
method, Croston’s method, and Croston’s method modified with ARRSES for demand 
interval (DI) estimation; the inability to forecast the times and quantities of demands for 
low quantity parts with high reliability; the tendency for the forecasting error 
computation method (FECM) to drive a biased forecast for these low quantity parts with 
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high reliability; and the ability of a different FECM method to substantially change the 
forecasting approach. 
8.1 Review of Key Data Characteristics 
While the characteristics of this data were explained in Chapter 4, some of the key 
features bear review here. Part of the reason for this review is that these features impact 
the results of the work in this chapter. The other reason for this review is that the method 
of analysis slightly differs between this chapter and Chapter 4; thus, the corresponding 
characteristics differ slightly. For instance, in Chapter 4 the parts with the demands 
throughout the 92 quarters were selected from this data set as samples for comparison, 
while in this chapter the entire data set is used. Thus the aggregate ADI and CV values 
differ between the two chapters.  
As noted, this chapter uses more of the data available from the sample set than 
was used in Chapter 4. The actual data used has 4435 parts with at least two non-zero 
demand periods. Parts with only one non-zero demand period cannot be accurately 
forecasted based upon their prior demands (using any historical-based forecasting 
heuristic or error measurement). Across these 4435 parts there are 80360 non-zero demand 
periods. The data is highly skewed with a median of 29 total demands per part, an average 
of 178 total demands per part, and a SD of 595 demands per part.  
This highly skewed set of demand data results in similarly large and highly 
skewed ADIs and CVs for the data. The median ADI is 9.2, average ADI is 15.4, and SD is 
14.8. The Median CV of the demand data is 32.4, average is 35.6, and SD is 18.7. Naturally, 
the data is (on average) highly lumpy.  
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While this study acknowledges having significant gaps in this understanding of 
the available demand data, the data is much like it would be presented to a forecaster in 
the current environment. It is unknown whether the parts began service at the time that 
the data recording began, earlier, or later. The actual fleet size of the parts is also unknown. 
The existence of any factors causing replacements outside of the parts’ physical failures 
(distributed over a TTFD) is also unknown. The designed time to failure distributions 
(TTFD, typically expressed by a Weibull distribution) are also unknown. There are 
generally too few failures in the actual data set to allow the forecaster to confidently “back 
out” or “infer” the installed (operating) time of each part or the missing Weibull 
parameters (𝛼, 𝛽, and 𝛾). Note that this study has shown that those things are generally 
knowable to some extent, and that increased knowledge of those details would increase 
the accuracy of any forecast. Thus, this chapter addresses the simpler question: could the 
findings of this study be used in current forecasting practices? 
8.2 Method Used for Comparison, and Study Results 
To compare the actual data to the simulated data, the same forecasting code used 
in Chapter 7 was used in this phase of the study. This enabled the use of the same 
forecasting methods, the same parameters options for those forecasting methods, and the 
same approach to searching for the best (lowest error) forecasting methods. This also 
enabled the comparisons to be made based upon the same four FECMs that were 
described in Chapter 7. These methods are the MAE and MSSE, measured in both the 
traditional way (TMAE and TMSEE) and the newly suggested way (SMAE and SMSSE). 
Due to the quantity of data, summary statistics are considered (Tables 49-50). 
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Method 
Producing the 
Lowest Error 
Method 
Parameters 
Measured at All 
Demand Periods 
Measured at Non-
Zero Demand 
Periods 
TMAE TMSSE SMAE SMSSE 
SES 
0.1 127 1381 2 35 
0.3 49 245   
0.5 60 103   
0.7 71 41   
0.9 52 23 2645 3204 
ARRSES 
0.1 53 53 213 210 
0.3 35 40   
0.5 52 36 22 19 
0.7 54 17   
0.9 53 16 1011 425 
Holts 
.5,  .35 1    
.5,  .2 1    
X,  .1 3    
X,  .05 2    
Basic Croston’s 
Method 
X,  .1 168 106   
X,  .2 116 143   
X,  .3 77 95   
X,  .4 44 70   
X,  .5 254 190   
Croston’s 
Method with 
ARRSES DI 
Estimation 
X,  .1 133 51   
X,  .2 29 67   
X,  .3 7 15   
X,  .4 3 9   
X,  .5 10 8   
4-Period Moving Average 719 661   
4-Period Moving Regression 62 43   
Always 0 1925 415   
Always 1 (Future 1) 14 7 542 542 
Always Last Demand 173 95   
1/LDI 88 505   
Note:  X indicates any of the multiple coefficients tried for this parameter 
 DI = Demand Interval 
Table 49: Methods Producing the Lowest Error on Sample Aircraft Structural Spare Part 
Demands, and Frequency that Method Produced the Lowest Error 
Because the data inputs were not controlled (e.g. no knowledge of 𝛼, 𝛽, 𝛾, or fleet 
size parameters for the actual parts), the presentation of results cannot be in the same table 
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form used in Chapter 7 and in Appendix 5. Instead, two tables were developed to 
summarize the critical information from this data set. The first table (Table 49) shows the 
number of times that each combination of forecasting method and parameter was found 
to be the best (lowest error method) for a particular type of part. The second (Table 50) 
shows the average errors of each combination of forecasting method and parameter (when 
that combination provided the lowest error). 
Consider the table of lowest error (best) forecasting methods (Table 49). Table 49 
shows the best methods for the TMAE, TMSSE, SMAE, and SMSSE. From Table 49, the 
tendency for a forecasting method to be the lowest error method for real data can be better 
understood. For example, when considering the TMAE, only one of the total set of sample 
data (4435 parts) was best forecasted by using Holt’s method with parameters 0.5 and 
0.35. Likewise, Table 49 shows that the 4 period MA (4QMA because the historical data 
was recorded in quarters) was the best forecasting method for 719 of the 4435 parts if the 
TMAE was used (and for 661 of the 4435 parts if the TMSSE was used). 
The second table (Table 50) shows the typical errors that result from using the 
lowest error (best) forecasting methods for the real data set. This is built in generally the 
same way as Table 49. However, in Table 50 the errors of each best forecasting method 
(with respect to the data set) are averaged by the number of times that the method is the 
best forecasting method. For example, when the TMAE was used, the parts that were best 
forecasted using a 4QMA exhibited an average error of 0.59 (when the 4QMA was used 
to forecast the demands for these parts). Likewise, when the TMAE was used, Holt’s 
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method resulted in an error of 0.75 for the one part that was best forecasted with this 
method. 
Method 
Producing the 
Lowest Error 
Method 
Parameters 
Measured at All 
Demand Periods 
Measured at Non-
Zero Demand 
Periods 
TMAE TMSSE SMAE SMSSE 
SES 
0.1 0.90 27.86 1.09 516.40 
0.3 0.67 2.09   
0.5 0.68 2.73   
0.7 0.66 3.50   
0.9 0.58 3.57 0.06 0.05 
ARRSES 
0.1 0.59 1.67 0.00 0.00 
0.3 0.62 2.24   
0.5 0.59 3.13 0.02 0.00 
0.7 0.65 2.12   
0.9 0.66 2.95 0.05 0.02 
Holts 
.5, .35 0.74    
.5, .2 0.50    
X, .1 0.39    
X, .05 0.46    
Basic Croston’s 
Method 
X,  .1 0.83 2.29   
X,  .2 0.71 2.08   
X,  .3 0.61 2.38   
X,  .4 0.60 2.03   
X,  .5 0.72 1.67   
Croston’s 
Method with 
ARRSES DI 
Estimation 
X,  .1 0.79 1.84   
X,  .2 0.72 2.12   
X,  .3 0.67 1.85   
X,  .4 0.53 1.68   
X,  .5 0.87 1.72   
4-Period Moving Average 0.59 1.89   
4-Period Moving Regression 0.40 1.75   
Always 0 1.00 2.22   
Always 1 (Future 1) 0.80 1.74 0.00 0.00 
Always Last Demand 0.71 3.60   
1/LDI 0.88 3.85   
Note: X indicates any of the multiple coefficients tried for this parameter 
Table 50: Average Errors for Methods Producing the Lowest Error on Sample Aircraft Structural 
Spare Part Demands, and Frequency that Method Produced the Lowest Error 
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8.3 Comparison of Forecasting Method Effectiveness, Real versus Simulated Data 
Consistent with the caveats above, unlike the tables in Appendix 5, there is no 
further information to use in selecting a method. Table 49 only shows which methods 
produced the lowest errors for the available data set (USAF structural parts) from among 
the methods tried in Chapter 7. However, the best (lowest error) methods in Table 49 
provide validation to the results of Chapter 7 in that the preferred methods on the actual 
data are nearly identical to the preferred methods on the simulated data. A review of the 
applicability of each method to the different demand pattern characteristics (smooth, 
erratic, intermittent, or lumpy) provides further validation. These similarities can be used 
to reinforce many of the findings of Chapter 7. 
8.3.1.1 The Use of ARRSES, Croston’s Method, and ARRSES-Modified Croston’s Method 
Chapter 7 described Croston’s method, ARRSES, and a proposed ARRSES-
modified Croston’s method. Croston’s Method is developed for lumpy demand patterns, 
and this study developed a modified Croston’s method with ARRSES for DI estimation. 
Chapter 7 showed that for a large enough fleet size one of these three methods is the 
preferred forecasting method for many input factors. Relationships were found between 
fleet size, 𝛼, 𝛽, and 𝛾 in the limits of applicability of these methods, the parameters for the 
use of these methods, and the selection of these methods.  
Table 49 shows corroborating data. In cases where traditional FECMs (TFECMs, 
based on all demand periods) are used, Croston’s method (with or without modification) 
produces the lowest error for about 20% of the unique parts in the sample set when TMAE 
is used (17% when TMSSE is used). Interestingly, Croston’s method with the ARRSES 
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modification makes up 20% of these cases, showing that ARRSES-modified Croston’s 
method is a good method, but is not a universal high performing method—note that this 
is consistent with the conclusion of Chapter 7. Across both of the Croston’s-based methods 
(basic and modification), a wide range of parameters produced the lowest error values, 
indicating that additional information (e.g. additional Mote Carlo simulations with 
smaller steps) is needed to select the “smoothed best” parameter (to express in the form 
of Table 48). Clearly for many aircraft parts, if the TFECM is to be used, then Croston’s 
method (with or without ARRSES modification) should be applied. 
Unlike Croston’s method which only showed as being useful when used with the 
TFECMs, ARRSES is useful no matter how the errors are computed. ARRSES improved 
forecasting performance in 5% of the parts when the TMAE was used. However, when 
considered in the new way with SMAE, ARRSES improved the accuracy of 28% of the 
sample parts. Thus, ARRSES is also shown here to be a highly valuable forecasting 
method. 
8.3.1.2 Inability to Forecast Demands for Parts with Low Quantity and High Reliability—
Revisited 
As noted in many forms throughout this dissertation, demands become more-or-
less unpredictable for very low quantities of parts with high reliability. Thus if nothing 
can be done to improve the characteristics of the demand (e.g. the demand period length 
cannot change), the result is an inability to forecast using any heuristic that looks solely at 
historical data. Historical-based forecasting methods appear to be unable to accurately 
predict the time and quantity of demands in these cases. 
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No method in this study precisely predicted the time and quantity of demands in 
these cases, and the prospects of finding an effective method seems small based on the 
following considerations. In 44% of cases the best forecasting methods is “Always 0,” with 
100% error. Consider also the large number of parts for which an SES with parameter 0.1 
produces the lowest errors for TMAE, and that this error value is nearly as large as the 
“Always 0” error value. 
As another approach to understand the inaccuracy of forecasts in these cases, 
consider the best fitting forecasting method for each data pattern. An average of the 
TMAEs for each of the best pairings of forecasting method to demand pattern was 
computed. Table 50 shows that the best achievable average TMAE for the best pairing of 
demand patterns and forecasting methods is 39%, and that most other uses of forecasting 
methods (even for the data sets to which they are best suited) result in much higher 
expected errors. 
However, Table 50 shows that there is a dichotomy among methods’ effectiveness 
that supports the results of Chapter 7. The 4-Period MA should perform the best (among 
all methods) for the smoothest data. According to Table 50, it does, and a review of the 
data shows that the CVs of the cases where MA performs best are 25% lower than the CVs 
of the cases where other methods are better performing. An SES with 0.1, the “Always 1” 
method, and the “Always 0” method are (by Chapter 7) the best methods when the 
quantity is so small that no method will perform well. Indeed with this sample of actual 
data the errors of these method are 80-100%, even in cases where they provide the lowest 
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MAE forecast. While not proof of the findings of Chapter 7, these results are entirely 
consistent with Chapter 7. 
8.3.1.3 Bias Caused by Forecasting Error Computation Method 
Chapter 7 described in detail how TFECMs can drive a biased answer in the case 
of parts with low quantity and high reliability. In the actual data used for this chapter, 
evidence can be seen that leads to that same conclusion. In 44% of the cases from this data 
set, simply forecasting 0 would result in a more accurate forecast than any other method 
(when measured as the TMAE). This may be a mathematical success, but for an operator 
there is no success in forecasting zero demands for nearly a quarter of the parts that would 
eventually be needed over the life of a (fleet of) aircraft.  
However, this actual data set shows much more clearly than Chapter 7 that the 
new forecasting methods are not a panacea. The average TMAEs of the cases where 
ARRSES, Croston’s, and ARRSES-modified Croston’s methods perform the best are all 
greater than 50%. This further underscores how measuring the TMAE will consistently 
produce forecasts that appear to be extremely bad, and that risk driving poor stocking 
practices. As noted below, that bias underscores a broader concern about forecasting. 
8.3.1.4 4 Period Moving Average 
As in Chapter 7, MA must be acknowledged because it is so highly used in 
industry. The results of this study seem to justify the frequent use of MA that occurs in 
practice. 16% of the parts here exhibit the lowest forecasted error (TMAE) when MA is 
used. Neglecting the elementary methods, this quantity of parts is second only to the 
quantity for which both Croston’s methods (together) produced the lowest error 
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measurement. Moreover, compared to the Croston’s methods which require differing 
parameters in each case, the MA method has the advantage that one parameter (4 period 
MA) works quite well. Thus, MA satisfies the need for a simple forecasting method that 
may be broadly applied. 
However, broadly applying MA has two drawbacks. First, even where it is the best 
method, its error averages 59% (using TMAE). Second, using this method beyond its 
narrow range of applicability (𝛼, 𝛽, 𝛾, and quantity as described in Chapter 7) will lead to 
even higher error rates. Thus, the 4-period MA may be a broadly applicable forecasting 
method, but it also is not a panacea to the problem of forecasting for parts with lumpy 
demand patterns. 
8.3.1.5 Bias Caused by Forecasting Error Computation Method 
Chapter 7 described in detail how TFECMs can drive a biased answer in the case 
of parts with low quantity and high reliability. Low quantity parts with high reliability 
often result in low demand quantities (e.g. demand is always 0 or 1), which in turn 
generate fractional forecasts. TFECMs cannot accommodate those fractional forecasts (by 
forcing a forecast of 0 or 1) and thus drive a bias in the selection of a forecasting method. 
The new FECMs (SMAE and SMSSE) sum those factional forecasts and compare them to 
the next actual (integer) demand, resetting the sum of the fractions to zero after each 
integer demand. Chapter 7 showed that this is a more appropriate approach to the 
problem of fractional forecasts. Chapter 7 also shows that the SMAE and SMSSE drive a 
preference toward the SES and ARRSES methods. 
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Using the same method on the actual data shows similar results. Table 49 shows 
that using the SFECMs drives the use of SES and ARRSES for the vast majority of the 
cases, a finding that matches the tables in Appendix 5. Table 50 shows that the SMAE and 
SMSSE for these forecasting methods are also both extremely low. Here again, the low 
error rates are highly similar in magnitude to the error rates found for the simulated data 
(Table 43). However, Table 50 has one outlier region which is significantly larger in 
magnitude than the simulated data (Table 43). 
The exception in Table 50 comprises of 0.7% of the total data, but it is so 
significantly different in magnitude that it bears closer inspection. Consider the top right 
of Table 50, which are the cases for which the SES method with a parameter of 0.1 
produced the lowest forecast SMSSE. These cases produced an average SMSSE of 516.4 
(compared to SMSSE values of <<2 in other cases). This appears to be an exception that 
defines the rule. This high SMSSE is driven primarily by one A-10 Guide Mount and 17 
“External Surface Coverings.” The SMSSE for the A-10 Guide Mount is 5475 for this 
forecasting method (the lowest error of any method used on this data), indicating that 
some highly unique demand occurred for this one part. The “External Surface Coverings” 
are likely parts replaced for other reasons (e.g. appearance) and not for the failure modes 
that were the basis of this study. Moreover, the group also contains 3 types of F-16 pylons, 
an F-16 fuel tank, and an F-15 pylon, indicating that the impacts of war (where the 
demands for these unique war-related parts tend to be used highest) may also cause a 
unique spike contributing to this outlier on Table 50. Other reasons for lumpy demand 
patterns were acknowledged and studied in companion work (not included in this 
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dissertation), but the results still showed that low quantities, high reliability, and 
increasing failure rates dominated the reasons for lumpiness. This outlier seems to 
support the basis of the forecasting method search in Chapter 7. 
Finally, it was noted above that the SFECMs still induce a bias. For 12% of the 
parts, the “Future 1” produces a lower error value than any of the other forecasting 
methods. This shows that the SFECMs are arguably less biased than the TFECMs, but it 
also shows that any FECM will be biased for those parts which have large numbers of 
zero demand periods. While the proposed SFECMs are an improvement, there is merit in 
developing other (further improved) FECMs for parts with high numbers of zero demand 
periods.   
8.3.1.6 Matching Forecasting Methods to Demand Pattern Characteristics 
Chapter 7 developed a new heuristic for determining which forecasting methods 
(and associated parameters) are best used for different spare parts demand patterns 
(smooth, erratic, intermittent, or lumpy). The development was based upon the 
assumption of having some knowledge of the characteristics of the part and its likely time 
to failure distribution (TTFD), even if only an “educated guess” of ranges of likely values 
was available. This section of the current chapter further looks at validating those results 
at an aggregate level. 
Consider that the other chapters of this work showed a relationship between the 
TTFD parameters (Weibull α, β, and γ), the fleet size, and the lumpiness of the demand 
patterns. Consider that many of the conclusions of Chapter 7 focused on the demand 
pattern characteristics and the utility of certain forecasting methods for those ranges of 
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characteristics. Furthermore, consider that demand patterns are available from the sample 
U.S. Air Force data, but that each unique part design’s TTFD, quantity, and entry into 
service (or removal from service) is unknown from the data set. Given these 
considerations, the best available method to look deeper into the results of Tables 49-50 is 
thus to break apart the columns of those tables and to determine if the methods match to 
the demand pattern characteristics as expected. That additional step was taken, and 
yielded results that highly supported the conclusions of Chapter 7. 
First, look at the traditional forecasting error computation method (TFECM) which 
measures an average error across each of the demand periods (the Traditional Mean 
Absolute Error, or TMAE). As shown in Figure 28 (using the same data as Table 49), there 
is agreement between the results of Chapter 7 and the application of the methods to actual 
data. A few of the key features of these charts include: 
 Superior performance of the “Always 0” elementary method for Intermittent and 
Lumpy demand patterns, as expected from Chapter 7; 
 Utility of Croston’s method (basic and with ARRSES modification) for some 
Intermittent and Lumpy demand patterns, but prevalence as one of the preferred 
method for Smooth and Erratic demand patterns, as expected from Chapter 7; 
 Good performance of the ARRSES method as anticipated by Chapter 7, and high 
utility of ARRSES for smooth demands as expected by Chapter 7 (reference, for 
instance, Tables A58, A60, and A62 for quantity 256-1024 with 𝛽 = 1, conditions 
which should result in very smooth demands);  
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Figure 28: Methods Providing the Lowest TMAE for Each Demand Pattern Characteristic 
 Utility of the “Always Last” method for lumpy demand patterns, a method which 
was noted in Chapter 7 to appear frequently as the lowest TMAE forecasting 
method for low 𝛼 and high 𝛾; and 
 Prevalence of the 4 Period Moving Average (MA4) in providing the lowest TMAE 
for smooth or erratic demands, higher than expected from a look across the tables 
of Chapter 7 but consistent with the prevalence of MA4 in Tables A66 and A68 for 
low 𝛼 and 𝛾 = 0. 
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Next, the proposed sum-of-interim-forecasts (SIF) forecasting error computation 
methods (SFECM) should be validated. Specifically, a deeper look was done with the SIF 
Mean Absolute Error (SMAE). As shown in Figure 29, there is also good agreement 
between the results of Chapter 7 and the application of the SMAE with the forecasting 
methods to actual data. Note that Figure 29 uses the same data as Table 50. A few of the 
key features of these charts include: 
 
Figure 29 Methods Providing the Lowest SMAE for Each Demand Pattern Characteristic 
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 The SES and ARRSES methods are almost exclusively the best methods for smooth 
(except one case) and erratic demand patterns, and they are the dominant methods 
for use in intermittent and lumpy demand patterns;  
 The “Future 1” method was as the lowest SMAE method for 16% of each the 
intermittent and lumpy demand patterns, which is a higher fraction than expected 
(reference Chapter 7) but is still consistent with its prominence in the tables of the 
three lowest-error methods (Tables A70-A81);  
 ARRSES is the preferred forecasting method for most of the intermittent demand 
patterns (when using the SMAE), which is not explicitly stated in Chapter 7 but is 
consistent with the dominance of ARRSES in the ranges with higher γ/α ratios and 
higher 𝛽 (Tables A70-A81 and A127-A141); and 
 Although all of the methods tested in the final evaluation in Chapter 7 were also 
used in this evaluation of actual data with the SMAE, no other methods appeared 
as among the lowest error methods. 
8.4 Review of Comparisons Between Simulated and Actual Data 
As noted in the beginning of this chapter, a detailed review of actual data to 
directly compare to the simulations is beyond the scope of this dissertation. While there 
is merit in a direct comparison, there are daunting challenges implicit in obtaining a 
statistically significant sample of actual demand histories, with all of the corresponding 
TTFD and operational information, to match the tables generated in Chapter 7.  A 
statistically significant comparison for any individual data point (e.g. the use of SES with 
a parameter of 0.1 for a fleet of 16 aircraft with a set system life with parts with Weibull 
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parameters of 𝛼 = 2, 𝛽 = 6, and 𝛾 = 5) would require 20-40 instances of parts with those 
Weibull parameters and operating conditions. Even if an appropriate sample of parts 
could be found, the proof requires searching through millions of parts and scores of 
operators’ and manufacturers’ records. The validation in this chapter takes a more top-
level approach that if the same theories are used to develop the likely demand times as 
are used to develop the safe operating parameters as the airplane, and if the general 
outcomes of the simulations match the general outcomes with real data, then the theory 
is likely valid. 
As noted in this chapter, the outcomes do match. The same methods that were 
determined through simulation to provide the lowest error forecasts for simulated aircraft 
parts also provided the lowest error forecasts for a large sample (4435) of actual part 
demand histories. The nature of some forecasting methods to perform better for lumpy 
demand patterns is consistent across the simulated and the actual results. It was noted, 
for instance, that the ARRSES and SES (with occasional use of the “Future 1” method) are 
the preferred forecasting methods for any part if the SMAE SFECM is used, and it has 
been noted that this agrees with the results of the simulations. Likewise, the prevalence of 
the “Always 0” elementary forecasting method for large ranges of data (when using the 
TMAE) is apparent in both the simulation results and the results using actual data. In the 
case of the “Always 0” method, the ranges of data also match, as the regions where the 
method was found to be most useful in simulation (low quantity parts with high 
reliability) are consistent with the region of utility of this elementary method for the actual 
parts studied (lumpy and intermittent demand patterns), noting that noise-based 
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lumpiness (and intermittence) are common when the parts have low quantity and high 
reliability. These and other noted outcomes (above) serve to validate the simulation 
methodology and the results. 
While the method of validation may appear to some to be a limitation compared 
to other studies that are based solely on real data, this dissertation is based upon the 
premise that the simulation and subsequent top-level validation is its strength. Whereas 
most studies look at small sets of part demand histories which narrowly evaluate the 
merits of only a few forecasting methods, this study utilizes a broad simulation study to 
consider the merits of many forecasting methods. Whereas most studies seek to find a 
single best forecasting method, this dissertation uses the broad simulation study to 
demonstrate the value of a heuristic in selecting forecasting methods appropriate to a 
range of possible input conditions. This methodology is developed across a broader range 
of input conditions than other contemporary studies and is validated across a broader 
range of sample demand histories than these contemporary studies; thus, it is considered 
useful and practical for implementation in today’s aircraft spare parts supply chain 
management. 
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9 Conclusions and Recommendations 
"The whole of science is nothing more than a refinement of everyday thinking." 
- Albert Einstein 
This study began with a keen understanding of real-world challenges with aircraft 
spare parts forecasting, developed models based upon that reality, and ran extensive 
simulations. But in doing so, this study developed useful new findings for forecasters in 
the aircraft industry—and indeed in any industry with similar capital equipment. This 
study also opened the doors for further studies that should follow on these same themes. 
9.1 Concerning Aircraft Spare Part Demand Pattern Lumpiness 
This dissertation focused initially on understanding aircraft spare part demand 
patterns, especially the lumpiness widely claimed to be in those patterns. The existence of 
this lumpiness needed to be confirmed. The probable causes of this lumpiness needed to 
be understood. And if this lumpiness causes poor forecast performance then the 
possibilities of reducing this lumpiness should be explored. 
9.1.1 Are Aircraft Spare Parts Demand Patterns Lumpy? 
This dissertation reviewed the works of numerous authors who come to this 
conclusion. This dissertation reviewed a data set far larger than most published studies 
(4435+ USAF parts) and found the same to be true. This dissertation also modeled aircraft 
part life in various ways, considering the typical quantities of parts and their wearout and 
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repeated replacement, and found that lumpiness should be expected for aircraft spare part 
demand patterns. This dissertation takes a unique simulation-based approach to 
understanding spare parts demand pattern lumpiness. 
9.1.2 Can Aircraft Spare Part Demand Pattern Lumpiness be Reduced? 
For each factor identified as a cause of aircraft spare part demand pattern 
lumpiness, some strategy for reducing lumpiness was found. Most of these strategies can 
be implemented as relatively simple operational or design changes. Some require simple 
changes in the way that forecasting is performed. 
The more significant causes of lumpiness were found to be low quantity, high 
reliability, and an IFR. These factors are best addressed in the design and purchasing of 
the aircraft. These include: 
1) Increasing the population of parts in service decreases lumpiness. The population 
of parts in service for fixed size fleets can be increased by designs which utilize 
common parts within one aircraft design and across aircraft designs. 
2) Lumpiness is reduced if a part’s designed life is much longer than the design 
service life of the system. Alternately, a part that fails very frequently (with a large 
enough fleet size) can result in a smooth demand, but it also results in the high 
cost inherent in multiple replacements. 
3) As much as possible, the same (or highly similar) types of aircraft should be 
operated in a fleet to reduce spare part demand pattern lumpiness. Southwest 
Airlines’ decision to use an all-737 fleet is an excellent example of this approach.  
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Moreover, unlike most other studies that simply seek to find correlations between 
these factors and lumpiness, the simulations in this dissertation both study this problem 
and provide evidence about how to correct (or account for) those factors. 
Finally, if no other method can be used to reduce aircraft spare part demand 
pattern lumpiness, then consideration should be given to increasing the length of the 
demand periods (𝜔) used in the forecasting program. For example, consider forecasting 
periods of quarters instead of months, or years instead of quarters. Lengthening the 
demand period increases the probability that a failure will occur within each demand 
period, which in turn helps to smoothen the demand pattern and facilitate effective 
forecasting. Likewise, the demand period lengths can be adjusted if the failure rate 
changes (or if significant increases in usage occur to cause an increase in demands per unit 
time).  Not only is this study unique in making this connection, this study uniquely 
developed an analytical approach (in Chapter 5) to allow forecasters to intelligently 
determine demand period lengths. 
9.2 Concerning Aircraft Spare Part Demand Forecasting 
This dissertation expands the understanding of the causes of lumpiness of aircraft 
spare parts demands.  It also finds that the method used to compute errors in forecasting 
drives the selection of forecasting methods. 
9.2.1 Can a New Forecasting Method be Used to Reduce Aircraft Spare Parts Forecast 
Errors? 
Even if one is constrained and unable to change the demand period length 
(Chapter 5) or the forecasting error computation method (Chapter 7), an improvement in 
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aircraft spare part forecasting is possible. When the reliability is low enough and the 
quantity (fleet size) is large enough that some pattern can be discerned in the demand 
history, Croston’s method improves the forecasting errors in many instances compared to 
other methods. Additionally, the Adaptive Response Rate Single Exponential Smoothing 
(ARRSES) method improves upon the accuracy provided by Single Exponential 
Smoothing (SES) for many combinations of reliability and quantity.  
In this area, the work of this dissertation is more thorough than any of the other 
studies found in the literature review. No other study found in this research takes such a 
comprehensive simulation-based approach to compare these forecasting methods across 
such a broad range of input conditions. The 4435+ actual demand histories used to study 
forecasting method performance represents a quantity of data orders of magnitude larger 
than most published studies on the topic. No other study was found which compare 
ARRSES, Croston’s, Holts, and traditional forecasting methods to this extent, and none 
compares the accuracy of these methods to the theoretical results of what Einstein might 
consider “everyday thinking”—what this study refers to as the “elementary methods.” 
9.2.2 Is it Possible to Improve the Selection of Forecasting Methods? 
Chapter 7 showed that the proper use of a forecasting method involves not only 
the selection of the right method, but also the selection of the right parameters for that 
method. The acknowledgment of the need to include the parameter selection in 
forecasting method selection, as well as the systematic exploration of the forecast 
parameter space, is unique among papers on this topic.  This additional complexity in the 
analysis leads to forecasts that are more finely tuned to specific practical situations. This 
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dissertation provides this full analysis and develops a compact display format in tables 
that may be made available to aid the forecasting professional in the selection of 
forecasting methods and parameters. 
These tables require substantial information that would be available to an aircraft 
designer and operator, but is not readily available to most forecasters (or researchers). 
Developing these tables requires knowledge of the (anticipated) fleet size, part life, and 
system life. With knowledge of the approximate failure characteristics (in terms of 3-
parameter Weibull 𝛼, 𝛽, and 𝛾), these tables can be used by the forecasting professional to 
select the appropriate forecasting method (and method parameters) for each unique part 
design. This process is computationally (and manpower) intensive, but developing these 
tables dovetails well with the tasks that are already required for designing an aircraft and 
could be performed in that phase of the aircraft’s lifecycle.  
9.2.3 Are other Forecasting Improvements Possible for Aircraft Spare Part Demands? 
Forecasting improvements require a paradigm shift. One of two methods can be 
used to further reduce the error of spare part demand forecasting. The demand period 
length can be changed, or the method of computing the forecasting error can be changed. 
Of note, these paradigm shifts involve both technical and cultural changes. 
As earlier described in these conclusions, Chapter 5 showed that lengthening the 
demand period reduces the lumpiness of the demand data. Reducing the lumpiness of the 
demand data should improve the ability to accurately forecast future demands. This could 
be implemented within existing forecasting software by allowing unique demand period 
lengths for each part. The analysis tool developed in Chapter 5 can then be used to choose 
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the demand period length for each part. This will require a cultural adjustment for 
forecasting professionals who typically use identical demand period lengths for all parts. 
If the demand period lengths are not changed, the method of computing the error 
of the forecasting method can be improved. Reference Chapter 7, lumpy demands (as 
occur with many aircraft parts), combined with traditional error computation methods, 
drive a bias in the selection of the best (lowest error) forecasting method. This bias is 
evidenced especially in the fact that an “Always 0” forecast outperforms other forecasting 
methods on nearly ¼ of the actual demand data in this study. Because the forecast is 
biased (toward zero), the stocking decisions are not likely to achieve the desired outcome. 
This dissertation uniquely identifies this bias. The bias is due to the combination 
of two factors. First, minimizing forecasting errors is the objective of the forecasting 
method search. Thus the form and focus of the error computation method strongly 
influences the forecasting method chosen. Second, fractional forecasts (less than 1) are 
consistently penalized as errors when compared to integer demands in the traditional 
error computation, especially when most of those integer demands are zero.  
To illustrate this bias and how it drives the selection of the forecasting method, 
this study considers multiple forecast error computation methods, including both 
traditional methods and newly developed methods. The new forecasting error 
computation methods account for these fractional forecasts in an improved way. This 
study is unique in showing the extreme different choices of lowest-error (best) forecasting 
methods based upon these error computation methods. With traditional forecast error 
computation methods, many forecasting methods must be used based upon input 
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conditions. However, with the new proposed forecast error computation method, SES and 
ARRSES are preferred in almost all cases.  
9.3 Opportunities for Further Study 
This dissertation extends beyond contemporary studies in understanding aircraft 
spare part demand pattern lumpiness and developing new forecasting methods to 
account for this lumpiness. It also proposes substantial paradigm shifts to the practice of 
forecasting. Changing the demand period length as suggested here will appeal to the 
intuition of forecasting practitioners and should be (technically) easy to incorporate into 
existing forecasting software. However, the paradigm shift of changing the basis for 
forecast error computation creates a set of new open questions: this dissertation studies 
the lowest error forecasting methods, and suggests that currently used methods are not 
universal in their applicability and usefulness. 
9.3.1 Improving the Forecasting Method and Presentation 
This study conceived new forecasting methods, employed less-used forecasting 
methods (Croston’s and ARRSES), and forecasting method selection heuristic for 
forecasting professionals. However, all of these require further study. Continuing the 
discovery-based study of this dissertation with additional applications-based studies can 
tailor the results of this dissertation to be readily used by forecasting professionals. 
First, this study found that ARRSES and Croston’s methods frequently provide  
superior forecasts for many aircraft spare part demands, and that Croston’s method 
modified with ARRSES (for demand interval estimation) is also a useful forecasting 
method. This dissertation also found that the forecasting method parameters were 
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important in the selection of the lowest error (best) forecasting method—a step that is 
unique among most studies in forecasting. An additional applications-based study is 
required to refine the parameter values developed in this study, recognizing that this 
study by necessity could not use fine steps in its method and parameter search (due to the 
broad sample space searched here). 
Second, this study develops an innovative tabular means to present the lowest-
error (best) forecasting methods and parameters to forecasting professionals. The sample 
tables of this study were developed through extensive computations with a granularity 
chosen to fit a reasonable computational/time budget. The nearly infinite number of input 
conditions limits the ability to make a single set of reference tables for all forecasting 
professionals. In the tables developed in this research, a smoothed-best (or “choice”) set 
of methods is presented to the forecasting professional as a way to minimize the number 
of transitions between forecasting methods when little is to be gained by selecting one 
versus the other. Some study into the development of more comprehensive tables would 
be useful, either to enhance the ability to develop system-specific tables or to develop the 
ultimate goal of a master set of tables for broad use. 
9.3.2 Changing Forecast Error Computation Methods 
The new open question of selection of forecast error computation methods 
requires further study, and may lead to powerful potential change to forecasting in the 
aircraft industry. Consider a hypothetical part which has a demand pattern which results 
in a best forecast of always zero for every demand period. A supply chain expert striving 
to optimize the holding and stock shortage costs for that part has an incentive to not 
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purchase or hold any parts in stock since no demand is forecast. A forecast of zero usage 
over an extended number of demand periods reduces the incentive to order spare parts, 
no matter what stocking system uses this data. 
While this study proposed an error method that summed fractional demands and 
placed extreme value on having a part when a non-zero demand occurred, this is only one 
possible solution. What is needed is a blending of the traditionally separate sciences of 
“forecasting” and “stocking.” If the best forecasting method for any data set is the one that 
minimizes the errors, then why should only the deviation from actual demands be used 
as the errors? If this deviation from actual demands is subject to bias in the case of lumpy 
(high ADI) demands, why shouldn’t the forecaster instead use a bias that is beneficial to 
the ultimate outcome? What is the best error measurement scheme for these lumpy 
demand patterns? Could that best error measurement scheme be one that weights errors 
according to the holding and backorder costs, thus merging the traditionally separate 
disciplines of forecasting and stocking?  
This need to study error computation for lumpy demand patterns is the largest 
and most important follow-on question from this research. This follow-on study involves 
a substantial paradigm shift in unifying two functions that are traditionally separated in 
supply chain management—in moving beyond simply forecasting. However, this follow-
on study could have a substantial impact on the availability of aircraft.  
9.3.3 Moving Beyond Forecasting 
This study developed innovative new ways to reduce forecasting errors. In many 
cases these new methods can substantially forecasting error. However, even with these 
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methods, the forecasts for lumpy and intermittent demand aircraft spare parts are likely 
to have extremely large errors. A side benefit of the forecasting method selection and error 
characterization tools of this dissertation is the ability to understand the regions of input 
parameters (e.g. reliability and fleet size) in which forecasting is likely to perform poorly. 
For parts with these characteristics, a supply chain solution is required beyond 
traditional forecasting. Safety stock is the traditional solution, but the methods used to 
compute the sizes of safety stock are usually based on statistical variances in historical 
demands, and there would likely be insufficient historical demands to use to compute 
these variances for parts with high reliability and low fleet quantity. Another solution 
would be to integrate the forecasting/supply/availability disciplines. A third solution 
(LMI’s proprietary Peak Policy) considers the costs of repeated orders, the maximum 
historical demands, and an expectation of days of backorders (Bachman, 2007).  
Where this dissertation focused on the state-of-the-art in forecasting, similar 
studies should be considered for the possible methods to combine forecasting, inventory 
control, and other factors for improvements in supply chain performance. It is noteworthy 
that these improvements will likely require supply chain system-wide optimization.  
9.4 Final Remarks 
As Einstein said about science, this dissertation simultaneously presents nothing 
new and everything new. In years as an engineering professional, this author frequently 
asked forecasting professionals and supply professionals why they could not hold more 
aircraft parts in supply. This author has spent countless hours in meetings with 
forecasting and supply professionals across the country on these questions. And the 
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answers were always more questions, with the forecasting professionals asking the 
engineers for better predictive data, with the engineers asking the supply managers for 
more parts on the shelf to replace the broken ones, and with the supply managers asking 
the forecasters and budget personnel asking what justification there was to hold such 
parts in supply. Each knew that they were talking about the need to improve the 
forecasting process, but none had any basis for making the improvement. 
This dissertation addresses that problem by developing a way to change the 
forecasting process (demand period length), demonstrating ways to improve the 
forecasting methods (ARRSES, Croston’s, and to a lesser extent ARRSES-modified 
Croston’s), and creating a way for the forecasting professional to select the best forecasting 
method (lookup tables). This dissertation even highlights in a scientific way the 
fundamental values disagreement that many aviation professionals experience daily. 
While follow-on work is required to implement these findings, this dissertation 
performed its most important purpose—to open the door toward understanding and 
solving a long-standing and difficult aerospace industry-wide forecasting problem.  
Grounded in forecasting and reliability science, it is hoped that this new area of 
research takes off for the benefit of the entire industry. 
 
 
A1 
 
 
 
IMPROVED SPARE PART FORECASTING FOR  
LOW QUANTITY PARTS WITH LOW  
AND INCREASING FAILURE RATES 
Appendices and Bibliography 
 
 
 
This document accompanies the dissertation submitted in partial 
fulfillment of the requirements for the degree of 
Doctor of Philosophy 
 
 
 
 
 
By 
 
ALBERT F. LOWAS, III 
 
 
 
 
A2 
Appendix 1: Erratic vs. Intermittent Characterization 
While the definition of Erratic and Intermittent is important for characterizing 
other demands (vs. the smooth and lumpy demands), the definition of Erratic vs. 
Intermittent is not uniform in the existing literature. This appendix tabulates the works 
(and authors) using each of the two primary definitions of erratic vs. intermittent. 
 
Case 1: 
ADI 
 Intermittent Lumpy  
 Smooth Erratic  
   CV   
Authors Title Date 
A. Callegaro Forecasting Methods for Spare Parts Demand 2010 
A.A. Ghobbar & C.H. 
Friend 
Sources of intermittent demand for aircraft spare 
parts within airline operations 
2002 
A.A. Ghobbar & C.H. 
Friend 
Evaluation of forecasting methods for 
intermittent parts demand in the field of aviation 
2003 
A.A. Ghobbar Forecasting Intermittent Demand for 
Maintenance Industry: A Predictive Model and 
Comparative Evaluation of Various Methods 
n.d. 
K. Ramaekers & G. K. 
Janssens 
Optimal policies for demand forecasting and 
inventory management of goods with 
intermittent demand 
2014 
A. Regattieri, M. Gamberi, 
R. Gamberini, & 
R.Manzini 
Managing lumpy demand for aircraft spare parts 2005 
A.V. Kostenko & R.J. 
Hyndman 
A note on the categorization of demand patterns 2006 
A.A. Syntetos & J.E. 
Boylan 
The accuracy of intermittent demand estimates 2005 
United Kingdom Ministry 
of Defence 
JSP 886: Defence Logistic Support Chain Manual, 
Volume 2, Part 1* 
2012 
E. van Wingerden Getting a Better Grip on Forecasting Intermittent 
Parts* 
2012 
P. Wallström & A. 
Segerstedt 
Evaluation of forecasting error measurements 
and techniques for intermittent demand 
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Table A1: Predominant Definition of Intermittent and Erratic 
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Case 2: 
ADI 
 Erratic Lumpy  
 Smooth Intermittent  
   CV   
Authors Title Date 
E. Ferrari, A. Pareschi, A. 
Regattieri, & A. Persona 
Statistical Management and Modeling for 
Demand of Spare Parts 
2006 
Table A2: Alternate Definition of Intermittent and Erratic 
* Note: Definition is derived from another source listed herein. 
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Appendix 2: Red/White Ball Analogy to Derive Part Failure 
Probabilities 
This appendix contains an analogy to aid in understanding the probability of 
failure of a part in any individual time period given that it may have failed and been 
replaced in any previous time period. In this analogy, a single box with a single machine 
inside of it will represent a single (aircraft) part. The red and white balls will represent 
conditions in which a failure is not found (white ball) or is found (red ball). Note that the 
function of the white ball is only to explain the absence of a red ball (a failure found by a 
mechanic), and thus the analogy dispenses with the white balls once sufficient derivation 
is completed to focus only on the presence or absence of a red ball (representing failure 
found by a mechanic). While fleets of parts (fleets of identical boxes) are important, 
consider first only a single box, because the failure rate (and finding of failures) in a single 
part are important first steps to then consider a collection of parts. Note that the 
illustrative example is a supplement to the direct derivation of the probability of failure 
(at any given time with replacement) which is in Chapter 6. The analogy uses the 
following steps:  
1) A binomial red/white ball example;  
2) An adjustment of #1 to change the box (and hypothetical mechanisms in the 
box) to act according to a Weibull PDF; and finally 
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3) An adjustment of #2 to change the box/balls combination to more directly 
represent a part failure, with the idea of a mechanism failure inside the box (in 
lieu of the white balls). 
Note that for these first 2 steps of the analogy, no direct tie is being made between 
aircraft fleet size (n or N) or the number of balls in the box. Likewise, the first two steps of 
the analogy make no direct ties between the design of an aircraft part (versus the 
hypothetical box with red and white balls). However, those ties will be made in the direct 
computation of failure cycles (below these sections which develop the basic probability). 
Analogy, Step 1 
Consider the problem of a Binomial PDF, and consider the elementary red/white 
ball instruction method of statistics. Assume this box contains n balls with (n*p) red ones 
and (n*(1-p)) white ones. Assume that a mechanism in the box automatically and 
randomly picks from the n balls on a regular basis, that the length of time between picking 
balls is ω, and that the mechanism pushes the selected ball outside of the box. Assume 
further that all balls are recorded as soon as they leave the box and the box is immediately 
refilled. However, assume that the red balls must be replaced with new red balls when 
refilling the box, but that the white balls are returned as-is. Thus, a supply of red balls is 
needed to replace the ones in the box. This process is illustrated in Figure A1. 
Define the random variable 𝑅(𝑡) to be the number of red balls needed over a 
period of time t, when the box is sampled every ω time units.  When 𝑡 𝜔⁄  is an integer, 
𝑅(𝑡) is a binomial random variable with probability mass function: 
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𝑃(𝑅(𝑡) = 𝑟) =
(𝑡 𝜔⁄ )!
(𝑟)! (𝑡 𝜔⁄ − 𝑟)!
𝑝
𝑡
𝜔⁄ (1 − 𝑝)𝑟−
𝑡
𝜔⁄  
Equation A1: Probability of Needing r Red Balls in Example 
     
 
Time 
Period 1 
 Machine selects ball (red or white)  
↓  
Machine pushes ball out of box  
↓  
Operator determines if ball is white  
↓     ↓  
Yes  No  
↓     ↓  
Place ball back in box  Place new red ball in box  
   ↓  ↓  
 
Time 
Period 2 
 Machine selects ball (red or white)  
↓  
Machine pushes ball out of box  
↓  
Operator determines if ball is white  
↓     ↓  
Yes  No  
↓     ↓  
Place ball back in box  Place new red ball in box  
   ↓  ↓  
 
Time 
Period 3 
 Machine selects ball (red or white)  
↓  
Machine pushes ball out of box  
↓  
Operator determines if ball is white  
↓     ↓  
Yes  No  
↓     ↓  
Place ball back in box  Place new red ball in box  
   ↓  ↓  
 …etc…  …etc…  
     
Figure A1: Operation Cycle of Example Box 
Considering discrete time periods τ (noting that these are generic discrete-length 
time periods and not periods related to any demand or failure distribution) and 
substituting the term η to indicate the number of time periods with η = t/ω 
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𝑃(𝑅(𝜂) = 𝑟) =
(𝜂)!
(𝑟)! (𝜂 − 𝑟)!
𝑝𝜏(1 − 𝑝)𝑟−𝜂 
Equation A2:  Probability of Needing r Red Balls in Example, Using η 
Analogy, Step 2 
Now consider the following Weibull machine scenario: assume that on that same 
regular basis (length of time) the machine outputs red balls in some way that matches a 
Weibull PDF. Because a Weibull PDF is not discrete like the Binomial, assume (for 
visualization) that there are three machines making up one mechanisms: (1) machine one 
always picks a white ball and places it in a “hopper” waiting to be ejected from the box; 
(2) machine two always picks red balls, holds the red balls once picked, and replaces the 
white ball in the “hopper” with this red ball at time t, where t is drawn from a three 
parameter Weibull PDF (Equation A3A); and (3) machine three ejects the ball from the 
hopper at a set time period of length ω (same time period length as the prior example).  
Additionally, at this point in the derivation, substitute the term “demand period” 
in lieu of a generic “time period.” The time period terminology highlighted that the 
physical events happen independent of the demands that they generate. However, the 
purpose of the derivation is to understand how (mathematically) demands occur in a 
demand period. Thus, the term “demand period” is now used although it indicates the 
same units of time as the “time period” prior to this point in the derivation—the same 
length (ω) and numbering (ζ, η). 
Assume initially that the placement of a red ball into the “hopper” only happens 
once. It is now important to differentiate between time periods (demand periods), so use 
the notation τη to indicate the ηth time period (demand period). The probability of a red 
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ball being ejected at the end of any demand period τη (but not in any prior demand period) 
can be easily computed (Equation A3b) and (by the definition of the example) equates to 
the probability that a red ball is inserted into the “hopper” at any moment during that 
demand period. It should be noted that a limitation of using discrete slices of time (time 
periods or demand periods) is that any event that occurs within a slice of time is assumed 
to occur at the end of the time slice (time period or demand period) for subsequent 
iterations. Thus, while Equation A3b mathematically considers an event occurring 
anytime within τη, it is assumed that the replacement occurs at the last moment in demand 
period τη. Alternately stated, Equation A3b is equivalent to needing a red ball at any time 
(t) within the range: (η-1) ω < t ≤ (η) ω. 
The probability of needing a replacement ball between time 0 and t = ω is also 
easily computed (Equation A3c). Computing this probability Equation A3c) is useful in 
showing the relationship between the t and τ domains. For Equation A3, recall From 
Figure 7 that ζ is used as a counter for time intervals, while η is the maximum time period 
of a set of time periods being studied (1≤ζ≤η). 
𝑃(𝑅𝑒𝑑 𝑏𝑎𝑙𝑙 𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡) =
𝛽
𝛼
(
𝑡 − 𝛾
𝛼
)𝛽−1𝑒−(
𝑡−𝛾
𝛼
)𝛽 (a) 
𝑃(𝑅(𝜏𝜂) = 1) = [1 − 𝑒
−(
𝜂∗𝑙−𝛾
𝛼
)
𝛽
] − [1 − 𝑒
−(
(𝜂−1)∗𝑙−𝛾
𝛼
)
𝛽
] (b) 
𝑃(𝑅(𝑡 =  ω) = 1) = 𝑃(𝑅(𝜏1) = 1) = {1 − 𝑒
−(
𝜔−𝛾
𝛼
)
𝛽
;  𝜔 ≥ 𝛾
0;  𝜔 ≤ 𝛾
 (c) 
Equation A3: Probability of r Red Balls in Weibull Machine 
The difficulty in this Weibull-based example is that the number of balls needed 
over an extended number of demand periods is much harder to compute than the 
Binomial example. Because each subsequent ball’s demand depends upon the demand 
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period in which that the last ball was replaced (demand > 0), a discrete model can be 
defined for the conditions of the scenario. The reason for this challenge is that the Weibull 
Renewal Process (a continuous model for a Weibull PDF with instantaneous replacement) 
is not defined. Various authors have studied this Weibull Renewal Process (e.g. Yannaros, 
1994; Wang, 2012; and Veber 2008), and each have found that the Weibull Renewal Process 
can only be characterized or approximated with discrete computations. 
For instance, for this discrete model in the example here, the probability of two 
total demands (Demand = R(τη) = 2) before the end of demand period τη (recalling that 
each demand period τ has an equal time length of ω) is as expressed in Equation A4: 
 𝑃(𝑅(𝜏𝜂) = 2) =  
∑ [([1 − 𝑒
−(
𝜁∗𝑙−𝛾
𝛼
)
𝛽
] − [1 − 𝑒
−(
(𝜁−1)∗𝑙−𝛾
𝛼
)
𝛽
])
𝜂−1
𝜁=1
∗ ([1 − 𝑒
−(
(𝜂−𝜁)∗𝑙−𝛾
𝛼
)
𝛽
] − [1 − 𝑒
−(
(𝜂−𝜁−1)∗𝑙−𝛾
𝛼
)
𝛽
])] 
Equation A4: Probability of 2 Replacements of Hypothetical Mechanism 
Note that Equation A4 is only one step toward illustrating the magnitude of the 
computational problem, so the equation must be fully understood. Equation A4 is the 
probability that (a) one ball is needed in one demand period (τζ) before demand period τη 
and (b) one ball is subsequently needed in demand period τη. In this illustration τη is an 
arbitrary (but specific) demand period, and τζ demonstrates that any one of the prior 
demand periods could have experienced a non-zero demand. Naturally the limitation of 
Equation A4 is in only considering two total non-zero demand periods in η demand 
periods when there could actually be η total non-zero demand periods (with replacement) 
in η total demand periods (for ω ≥ γ). Whereas Equation A4 considers that one (and only 
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one) of the prior demand periods (τζ) experienced a non-zero demand; in reality, any of 
the prior demand periods (τζ ≤ (η-1)) could have experienced a non-zero demand. 
While Equation A4 shows the complexity of computing one simple hypothetical 
situation, it was noted that this simple hypothetical situation is not particularly useful to 
most forecasting tasks. Ultimately, the practitioner wants to know the probability of 
needing a replacement item (red ball) in demand period τη irrespective of the number of 
prior failures/replacements. Alternately, the practitioner wants to know the expected total 
number of failures/replacements expected between time 0 and the end of the ηth demand 
period. The purpose of Equation A4 is to show that even the answer to an arbitrary simple 
version of this question is a complex equation. The answer to a useful question requires 
expanding this equation, but it will be shown that expanding this equation is far more 
difficult than Equation A4. 
To consider the more practical question, re-consider the above Weibull-based red 
ball example. If the supplier wishes to predict the needed quantity of red balls after η 
demand periods, he might assume for a large η that the demand is related to the average 
of the Weibull distribution (which, for reliability problems, is the MTBF). The assumed 
number of balls needed over τ demand periods (from zero) could thus be defined as 
follows: 
𝑅 =  
𝜂 ∗ 𝜔
𝜇𝑅𝑒𝑑⁄ =
𝜂 ∗ 𝜔
𝛼 ∗ 𝛤 (1 + 1 𝛽⁄ )
⁄  
Equation A5: MTBF Equation for a Weibull Model with Replacement (Steady State) 
But, as shown in the prior section, the above equation will only hold true if η is 
large, or if η*N is large—with N indicating the number of parallel parts (i.e. boxes with 
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identical mechanisms) which are operating identically. To determine the probability of a 
non-zero demand at any demand period τη before this steady state, each possible 
combination of failures up to and including time period τη must be considered. 
Conceptually, this is similar to Equation A4, but the product terms in Equation A4 need 
to be expanded significantly.  
Consider, for example, the probability of needing a red ball (demand > 0) at 
demand period τη = 3. The probability of needing a red ball at time τη = 3 is the sum of the 
following four possible series of events (or paths): 
a) The probability that the first red ball is ejected at demand period 3. 
b) The probability that a red ball is ejected three times—one each at each demand 
period (1, 2, and 3). 
c) The probability that a red ball is ejected two times—one at demand period 2, and 
one at demand period 3. 
d) The probability that a red ball is ejected twice—one at demand period 1, and one 
at demand period 3. Note that this probability is mathematically identical to the 
probability in case (c). 
Fortunately, there is a way to determine all of these combinations of possible 
events leading to a demand at any demand period τη—it is the compositions of the integer 
η. Additionally, the theory of partitions may be used. These concepts of compositions and 
partitions were introduced in Chapter 6. Unfortunately, there is no simple mathematical 
solution to determine these compositions. However, they provide useful numbering 
schemes (reference Chapter 6) that will be used here in the notation. 
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Recall from Chapter 6 (and as defined in the above equations in this appendix), 
the probability of both events (a red ball needed after one demand period then again after 
another two demand periods, or a red ball needed after two demand periods then again 
after another one demand period) will be referred as follows: 
𝑊1 = 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) = 𝑃(𝑅(𝜏𝜂𝑖 = 1) = 1) ∗ 𝑃(𝑅(𝜏𝜂𝑖 = 2) = 1) 
Equation A6: Probability of Two Demands in Three Demand Periods 
Because there are hg = 2 compositions in the set of Cs1(np), the combined probability 
of both of these possible events is easily determined as follows: 
ℎ1𝑊1 = 2 ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) 
Equation A7: Probability of Two Replacements by τη=3 
Thus, the probability of needing a ball in demand period three (τη=3), given the 
replacements that occurred at any demand period before demand period three, can be 
computed as: 
𝑝𝑅𝑒𝑝𝑙(𝑅(𝜂 = 3)) = 2 ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) + 𝑊
3(𝛼, 𝛽, 𝛾, 0,1) + 𝑊(𝛼, 𝛽, 𝛾, 0,3)
= ∑ ℎ𝑗𝑊𝑗
𝑔=3
𝑗=1
 
Equation A8: Probability of Needing a Replacement Red Ball at τη=3 (Example Problem) 
Analogy, Step 3 
Now consider a simplification of the red ball example. Assume that there are no 
red balls, only white balls. Assume that there is only one mechanism (as in the first box), 
not three (as in the second). Instead of the red ball replacing the white ball at some random 
Weibull-defined time (as done in the second box), the mechanism pushing out white balls 
breaks at some random Weibull-defined time—using the same Weibull parameters as 
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were used in the red ball example. Thus, instead of replacing a red ball whenever a white 
ball does not exit the box in the time period (demand period), the user monitoring the box 
would need to replace the mechanism whenever a white ball does not exit the box in that 
demand period (using the term “demand period” because the scenario now concerns 
“demands” for “spare” mechanisms). Substituting the generic term “part” (as used in this 
dissertation) in lieu of the term “mechanism,” this brings us to the traditional case of 
demands for spare parts, because the box ejecting white balls could be any machine on 
any production line, airplane, or engine. Thus, the demand for that spare part can be 
written the same way as the above-defined hypothetical demand for red balls. 
Substituting the symbol ?̂? as the number of demands computed theoretically for a time 
period τη (as opposed to a computation based on history, which uses term ?̂? ), the 
probability of a demand of one part (instead of the probability of needing a red ball) in 
time period τη, can be developed by using the above equation and rewriting:  
𝑝(?̂?𝜂=3 = 1) = 2 ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,1) ∗ 𝑊(𝛼, 𝛽, 𝛾, 0,2) + 𝑊
3(𝛼, 𝛽, 𝛾, 0,1) + 𝑊(𝛼, 𝛽, 𝛾, 0,3)
= ∑ ℎ𝑗𝑊𝑗
𝑔=3
𝑗=1
 
Equation A9: Probability of Needing a Replacement Mechanism at τ=3 (Example Problem) 
Note that with minor transformation between Weibull-based probabilities and 
generic probabilities, this derivation leads to the same result as was derived in Chapter 6. 
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Appendix 3: Initial Screening—Lowest Error Forecasting 
Chapter 7 concerns the development of a forecasting method with reduced errors 
for lumpy demand parts.  
As part of the development of that method, two commonly used forecasting 
methods, an established but less used method, and a new method were initially compared 
to each other. The two common forecasting methods were the Single Exponential 
Smoothing (SES) and Moving Average (MA). The established but less used method was 
the Adaptive Response Rate Single Exponential Smoothing method (ARRSES). The new 
method was based upon regression, and specifically performed a regression fit through a 
given number of most recent demands. 
It has been noted that the methods’ coefficients have an impact on their expected 
error. The SES method used in the study considered smoothing coefficients of 0.1, 0.3, 0.5, 
0.7, and 0.9. The Moving Average method considered 4, 8, 12, 16, and 20 prior demand 
periods. The ARRSES method used response rate smoothing coefficients of 0.1, 0.3, 0.5, 
0.7, and 0.9. The regression method fit a straight line through a given number of prior 
demand periods, and six parameter quantities (numbers of prior demand periods) were 
tested (4, 8, 12, 16, and 20). 
An illustrative example of the results is contained in chapter 7. This appendix 
contains the remaining results for comparison.  
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 Fleet 
Size 
Gamma to Alpha Ratio 
.063 .125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 5 
8 3 3 3 4 4 4 4 5 5 5 
16 3 3 3 3 3 3 5 5 3 5 
32 3 3 3 3 3 3 3 3 3 5 
64 1 1 1 1 1 3 3 1 1 3 
128 1 1 1 1 1 3 3 1 1 7 
256 1 1 1 4 1 4 1 1 1 7 
512 1 1 4 4 4 3 5 5 1 7 
1024 1 1 4 1 1 5 5 5 1 7 
2048 3 1 1 1 1 3 5 5 3 7 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 5 3 
8 5 5 5 5 5 5 5 4 3 3 
16 1 1 5 5 5 5 3 3 5 3 
32 1 1 1 1 1 5 5 3 5 3 
64 3 3 3 3 3 1 1 5 5 5 
128 1 1 4 8 16 1 1 5 5 3 
256 3 3 4 8 12 3 3 5 5 1 
512 3 3 1 1 1 5 1 1 5 1 
1024 3 3 1 3 3 3 1 3 3 1 
2048 7 3 3 3 3 4 3 3 1 1 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 3 
8 3 4 4 3 3 3 4 3 4 5 
16 5 5 1 3 3 3 4 3 5 5 
32 1 1 1 5 5 3 3 5 1 5 
64 1 1 1 8 16 1 5 3 3 7 
128 3 3 1 4 12 8 4 3 3 1 
256 5 3 4 1 16 1 5 3 3 3 
512 5 5 3 3 3 1 3 3 3 3 
1024 5 5 3 5 5 4 3 1 5 3 
2048 9 5 5 5 5 5 1 1 5 3 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
 Moving Average 
 (Moving) Regression 
 Single Exponential Smoothing 
 Adaptive Response Rate Single Exponential Smoothing 
Table A3: Min Error Method Search Results for 100periods 1<β≤2 (System Life 600 periods) 
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Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 5 5 
8 4 4 4 4 4 4 4 5 5 5 
16 3 3 3 5 5 5 5 3 3 7 
32 3 3 3 3 3 3 3 3 3 7 
64 3 3 3 3 3 3 1 3 3 7 
128 1 1 1 1 3 1 1 1 3 7 
256 4 4 4 4 1 1 1 1 7 9 
512 1 4 4 4 1 1 1 1 7 9 
1024 1 4 4 4 1 3 3 1 3 9 
2048 1 4 4 4 1 3 3 3 5 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 4 5 5 5 5 5 5 5 5 4 5 
8 5 5 5 5 5 5 5 3 3 5 
16 5 5 5 3 4 4 3 5 5 5 
32 5 5 5 5 5 3 3 5 5 5 
64 1 1 1 1 5 5 3 1 7 5 
128 8 8 12 3 1 3 3 3 7 5 
256 1 8 8 8 4 5 3 3 3 5 
512 4 1 1 1 3 5 3 3 3 7 
1024 4 1 1 1 3 5 1 3 7 7 
2048 3 1 1 1 3 5 5 5 9 7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 4 4 4 4 4 4 4 4 4 3 3 
8 3 3 4 4 4 4 4 4 5 3 
16 3 3 4 4 3 3 3 5 5 5 
32 1 1 3 3 3 5 5 5 5 3 
64 1 1 1 1 1 1 5 5 5 9 
128 12 12 8 8 4 5 5 5 5 9 
256 1 1 12 1 3 3 5 5 5 7 
512 3 4 3 4 5 3 5 5 5 9 
1024 3 3 3 3 5 1 5 5 5 9 
2048 4 3 3 3 4 1 1 7 3 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for 
ease of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A4: Min Error Method Search Results for 100periods 2<β≤4 (System Life 600 periods) 
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Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 5 5 5 
8 4 4 4 4 4 4 5 5 5 5 
16 5 5 5 5 5 5 5 3 3 7 
32 3 3 3 3 3 3 3 3 7 7 
64 3 3 3 3 3 3 3 3 7 7 
128 3 3 3 3 1 1 1 3 5 9 
256 4 4 4 1 1 1 1 3 9 9 
512 4 4 4 1 1 1 1 3 9 9 
1024 4 4 4 1 3 3 3 3 9 9 
2048 4 4 4 3 3 3 3 3 9 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 4 5 5 
8 5 5 5 5 5 5 4 3 3 7 
16 4 4 4 4 4 3 3 5 5 5 
32 5 5 3 3 3 3 5 5 3 5 
64 1 1 5 5 5 5 1 5 5 9 
128 1 1 1 1 3 3 3 5 7 7 
256 8 8 1 4 5 3 3 7 5 7 
512 1 1 1 3 3 3 3 5 7 9 
1024 4 4 4 3 1 1 1 5 7 9 
2048 4 4 4 1 1 1 5 5 7 9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 3 3 3 
8 4 4 4 4 4 4 3 5 5 5 
16 3 3 3 3 3 3 5 5 7 7 
32 3 3 5 5 5 5 5 5 5 9 
64 5 5 1 1 3 1 5 7 3 7 
128 1 1 4 4 5 5 5 7 9 9 
256 1 1 3 3 3 5 5 5 7 9 
512 4 3 3 5 5 5 5 7 5 7 
1024 3 3 3 5 5 5 5 7 5 7 
2048 3 3 3 4 5 5 1 7 9 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for 
ease of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A5: Min Error Method Search Results for 100periods 4<β≤6 (System Life 600 periods) 
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Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 5 5 5 5 
8 4 4 4 4 4 5 5 5 5 5 
16 5 5 5 5 5 5 3 3 7 7 
32 3 3 3 3 3 3 3 3 7 7 
64 3 3 3 3 3 3 3 3 7 9 
128 3 3 3 1 1 3 3 5 9 9 
256 1 1 1 1 1 1 3 5 9 9 
512 1 1 1 1 1 1 3 5 9 9 
1024 3 3 3 3 3 3 3 5 9 9 
2048 3 3 3 3 3 3 3 9 9 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 4 3 5 5 
8 5 5 5 5 5 4 3 5 5 7 
16 4 4 4 4 3 3 5 5 5 5 
32 3 3 3 3 3 5 5 5 5 9 
64 5 5 5 5 5 5 5 5 5 7 
128 1 1 1 3 3 1 5 7 7 9 
256 4 4 4 5 3 3 5 9 7 9 
512 3 3 3 3 3 3 5 9 7 9 
1024 1 1 1 1 1 1 5 9 9 9 
2048 1 1 5 1 1 5 5 5 9 9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 3 5 3 3 
8 4 4 4 4 4 3 5 3 7 5 
16 3 3 3 3 4 5 5 5 7 7 
32 5 5 5 5 5 5 5 7 7 7 
64 3 3 3 3 1 1 5 7 9 9 
128 4 4 5 5 5 5 7 3 5 7 
256 3 3 5 3 5 5 7 7 9 7 
512 5 5 5 5 5 5 7 7 9 7 
1024 5 5 5 5 5 5 7 7 7 7 
2048 5 5 1 5 5 1 7 7 7 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A6: Min Error Method Search Results for 100periods 6<β≤8 (System Life 600 periods) 
A19 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 5 5 5 5 
8 4 4 4 4 5 5 5 5 5 7 
16 5 5 5 5 5 3 3 5 7 7 
32 3 3 3 3 3 3 3 7 7 9 
64 3 3 3 3 3 3 3 5 9 9 
128 1 1 1 1 1 3 3 5 9 9 
256 1 1 1 1 1 3 3 5 9 9 
512 1 1 1 1 1 3 3 9 9 9 
1024 3 3 3 3 3 3 3 9 9 9 
2048 3 3 3 3 3 3 5 7 9 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 4 5 5 5 
8 5 5 5 5 4 4 3 5 7 5 
16 4 4 4 4 3 5 5 3 5 9 
32 5 3 3 3 5 5 5 5 7 9 
64 5 5 3 5 5 5 5 7 7 9 
128 3 3 5 3 3 5 5 9 9 9 
256 5 5 3 3 3 5 5 9 9 9 
512 3 3 3 3 3 1 5 7 9 9 
1024 1 1 1 1 1 5 5 7 9 9 
2048 5 5 1 1 5 5 3 9 9 9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 3 3 3 7 
8 4 4 4 4 3 3 5 3 5 7 
16 3 3 3 3 3 5 5 7 7 7 
32 3 5 5 5 5 5 5 3 5 7 
64 3 3 5 3 1 5 7 7 7 7 
128 5 5 3 5 5 1 7 7 7 7 
256 3 3 5 5 5 1 7 7 7 7 
512 5 5 5 5 5 5 7 5 7 7 
1024 5 5 5 5 5 1 7 9 7 7 
2048 1 1 5 5 1 7 9 9 7 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A7: Min Error Method Search Results for 100periods 8<β≤10 (System Life 600 periods) 
 
A20 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 5 
8 4 4 4 4 4 4 4 4 5 5 
16 3 3 3 5 4 4 4 5 5 5 
32 3 3 3 3 3 3 3 3 5 5 
64 3 3 3 3 3 3 3 3 1 1 
128 1 1 1 1 1 3 3 3 1 1 
256 1 4 8 1 1 3 3 1 1 1 
512 1 4 4 1 1 4 3 1 1 1 
1024 1 4 4 4 4 3 1 1 5 1 
2048 1 4 4 4 4 3 1 1 5 1 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 5 4 
8 5 5 5 5 5 5 5 5 4 3 
16 5 5 5 4 5 5 5 4 3 3 
32 1 5 5 5 3 5 5 5 3 3 
64 1 1 1 1 1 5 3 5 5 5 
128 3 3 8 16 3 1 1 1 5 5 
256 1 1 1 16 16 8 1 3 5 5 
512 3 1 1 4 8 3 1 5 5 5 
1024 3 1 1 1 1 1 3 5 1 5 
2048 3 1 1 1 1 4 3 5 1 5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 3 
8 4 4 4 4 4 4 4 4 3 5 
16 3 3 4 3 3 3 4 3 3 5 
32 5 1 1 3 5 3 3 3 3 1 
64 1 1 1 1 5 3 5 3 3 3 
128 1 4 12 12 16 1 5 5 3 3 
256 3 1 4 12 12 1 4 5 3 3 
512 5 3 4 4 12 1 5 3 3 3 
1024 5 3 3 3 3 4 5 3 3 7 
2048 5 3 3 3 3 5 5 3 3 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A8: Min Error Method Search Results for 200periods 1<β≤2 (System Life 600 periods) 
 
A21 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 5 
8 4 4 4 4 4 4 4 5 5 5 
16 4 4 4 4 4 4 5 5 3 3 
32 3 3 3 5 5 5 3 3 3 3 
64 3 3 3 3 3 3 3 1 3 3 
128 3 3 3 3 3 3 3 1 1 7 
256 1 1 1 1 3 3 1 1 1 7 
512 4 4 4 4 1 1 1 1 1 3 
1024 4 4 4 4 1 1 1 1 1 3 
2048 4 4 4 4 1 1 1 1 1 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 5 3 
8 5 5 5 5 5 5 5 4 3 3 
16 5 5 5 5 5 5 4 3 5 5 
32 5 5 5 3 4 3 5 5 5 7 
64 5 5 5 5 5 3 3 3 1 7 
128 1 1 1 1 5 4 1 3 3 3 
256 12 12 12 3 1 1 3 3 3 3 
512 8 8 8 8 3 3 3 3 3 7 
1024 1 1 1 1 4 3 3 3 7 9 
2048 1 1 4 1 3 3 3 3 7 3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 3 5 
8 4 4 4 4 4 4 4 3 5 5 
16 3 4 4 4 4 4 3 3 5 5 
32 3 3 4 4 3 4 3 3 1 5 
64 1 1 3 3 3 5 5 5 5 5 
128 1 1 1 1 1 5 3 5 5 5 
256 8 16 16 8 4 4 5 5 7 5 
512 3 12 12 12 4 4 5 5 7 5 
1024 4 3 3 8 3 5 5 5 3 5 
2048 4 4 1 4 4 5 5 5 3 5 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A9: Min Error Method Search Results for 200periods 2<β≤4 (System Life 600 periods) 
 
A22 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 5 5 
8 4 4 4 4 4 4 4 5 5 5 
16 4 4 4 4 4 5 5 3 3 7 
32 5 5 5 5 5 3 3 3 3 7 
64 3 3 3 3 3 3 3 3 3 5 
128 3 3 3 3 3 3 1 1 3 5 
256 3 3 3 3 3 1 1 1 3 9 
512 8 4 3 3 3 1 1 1 3 9 
1024 4 4 4 1 1 1 1 1 3 9 
2048 4 4 4 1 1 1 1 1 3 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 4 5 
8 5 5 5 5 5 5 5 4 3 5 
16 5 5 5 5 5 4 3 5 5 5 
32 4 4 4 4 3 5 3 5 5 5 
64 5 3 3 3 3 3 5 1 7 7 
128 1 1 5 5 4 1 3 3 7 9 
256 1 1 1 1 4 3 3 3 7 5 
512 4 8 4 1 1 3 3 3 5 7 
1024 8 8 3 3 3 3 3 3 5 7 
2048 8 8 3 4 3 3 3 3 9 7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 3 3 
8 4 4 4 4 4 4 4 3 5 3 
16 4 4 4 4 4 3 3 5 5 3 
32 3 3 3 3 4 3 5 5 7 3 
64 3 5 5 5 4 5 1 5 5 9 
128 5 5 1 4 3 3 5 5 5 7 
256 8 8 4 4 1 5 5 5 5 7 
512 12 3 1 4 4 5 5 5 7 5 
1024 3 3 1 4 3 5 5 5 9 9 
2048 3 3 8 3 5 5 5 7 5 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A10: Min Error Method Search Results for 200periods 4<β≤6 (System Life 600 periods) 
 
A23 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 5 5 
8 4 4 4 4 4 4 5 5 3 7 
16 4 4 4 4 5 5 5 3 3 7 
32 5 5 5 5 3 3 3 3 3 7 
64 3 3 3 3 3 3 3 3 3 9 
128 3 3 3 3 3 1 1 3 3 9 
256 3 3 3 3 3 1 1 3 5 9 
512 3 3 3 3 3 1 1 3 5 9 
1024 3 3 1 1 1 1 1 3 5 9 
2048 4 4 1 1 1 3 1 3 9 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 3 5 
8 5 5 5 5 5 5 4 3 5 5 
16 5 5 5 5 4 4 3 5 5 5 
32 4 4 4 3 5 3 5 5 5 5 
64 3 3 3 3 3 3 5 5 7 7 
128 5 5 4 4 4 3 3 5 5 7 
256 1 1 4 4 3 3 3 5 3 7 
512 4 1 1 1 1 3 3 5 9 7 
1024 4 1 3 3 3 3 3 5 9 7 
2048 3 3 4 3 3 1 3 5 5 7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 3 5 3 
8 4 4 4 4 4 4 3 5 5 5 
16 4 4 4 4 3 3 3 5 5 7 
32 3 3 3 4 3 5 5 5 7 7 
64 5 5 5 5 4 5 1 7 5 5 
128 4 4 5 3 3 5 5 7 7 9 
256 4 4 1 1 1 5 5 7 9 9 
512 1 4 4 4 5 5 5 7 7 9 
1024 1 4 4 3 5 5 5 7 7 9 
2048 1 1 3 5 5 5 5 7 7 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A11: Min Error Method Search Results for 200periods 6<β≤8 (System Life 600 periods) 
 
A24 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 5 5 5 
8 4 4 4 4 4 4 5 5 5 7 
16 4 4 4 4 5 5 3 3 5 7 
32 5 5 5 3 3 3 3 3 5 7 
64 3 3 3 3 3 3 3 3 5 9 
128 3 3 3 3 3 1 3 3 5 9 
256 3 3 3 3 1 1 3 3 5 9 
512 3 3 3 3 1 1 1 3 9 9 
1024 1 1 1 1 1 1 1 3 9 9 
2048 1 1 1 1 3 1 1 3 7 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 4 5 5 
8 5 5 5 5 5 5 4 3 5 5 
16 5 5 5 5 4 3 5 5 7 7 
32 4 4 3 5 5 3 5 5 7 7 
64 3 3 3 3 3 5 5 5 7 7 
128 4 4 4 4 3 3 1 5 9 7 
256 4 4 4 3 3 3 1 5 9 9 
512 1 1 1 1 3 3 3 5 5 9 
1024 3 3 3 3 3 3 3 5 5 9 
2048 4 3 3 3 1 3 3 5 9 9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 3 3 7 
8 4 4 4 4 4 4 3 5 3 5 
16 4 4 4 4 3 3 5 5 3 5 
32 3 3 4 3 3 5 5 5 3 9 
64 5 5 4 4 5 1 5 7 7 9 
128 3 3 3 3 1 5 5 7 7 9 
256 1 1 1 4 5 5 5 7 7 7 
512 4 4 3 5 5 5 5 7 7 7 
1024 4 4 5 5 5 5 5 7 7 7 
2048 3 4 5 5 5 5 5 9 9 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A12: Min Error Method Search Results for 200periods 8<β≤10 (System Life 600 periods) 
 
A25 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 4 
8 4 4 4 4 4 4 4 4 5 5 
16 4 4 4 4 4 4 4 5 5 5 
32 3 3 3 3 5 5 5 3 3 5 
64 3 3 3 3 3 3 3 3 3 1 
128 1 1 3 3 3 3 3 3 1 1 
256 1 1 1 1 1 3 3 3 1 5 
512 4 4 4 8 1 3 3 3 5 5 
1024 4 4 4 4 4 3 3 3 5 5 
2048 4 4 4 4 4 3 3 3 5 5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 5 5 
8 5 5 5 5 5 5 5 5 4 3 
16 5 5 5 5 5 5 5 4 3 3 
32 5 5 5 5 3 4 4 5 5 3 
64 1 1 1 5 5 3 3 3 5 5 
128 3 3 1 1 1 1 5 5 5 5 
256 4 8 16 16 16 1 1 5 5 1 
512 1 8 8 4 12 8 1 5 1 1 
1024 1 1 1 1 1 1 1 5 1 1 
2048 1 1 1 1 1 1 1 1 1 1 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 3 
8 4 4 4 4 4 4 4 4 3 3 
16 3 3 3 3 4 4 4 3 3 3 
32 3 3 3 3 4 3 3 3 3 1 
64 5 5 5 1 3 5 5 5 1 3 
128 1 8 16 1 1 5 3 3 3 3 
256 1 4 12 12 12 1 4 3 3 3 
512 4 1 12 12 16 1 4 3 3 3 
1024 3 3 3 3 4 4 5 1 3 3 
2048 3 3 3 3 3 4 5 5 3 3 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A13: Min Error Method Search Results for 300periods 1<β≤2 (System Life 600 periods) 
 
A26 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 5 
8 4 4 4 4 4 4 4 4 5 3 
16 4 4 4 4 4 4 4 5 3 3 
32 4 4 4 4 4 5 3 3 3 3 
64 3 3 3 3 3 3 3 3 1 3 
128 3 3 3 3 3 3 3 1 1 3 
256 1 1 3 3 3 3 3 1 1 7 
512 1 12 1 8 3 3 1 1 1 7 
1024 4 4 4 4 3 3 1 1 1 7 
2048 4 4 4 4 1 1 1 1 1 7 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 5 5 5 5 4 
8 5 5 5 5 5 5 5 5 4 5 
16 5 5 5 5 5 5 5 3 5 5 
32 5 5 5 5 5 4 5 3 5 5 
64 3 5 5 5 5 5 3 5 3 7 
128 1 1 1 1 5 4 4 5 3 7 
256 3 3 1 1 1 4 1 5 3 3 
512 12 1 12 1 4 4 3 5 3 3 
1024 8 8 8 8 4 1 5 5 3 3 
2048 8 8 8 1 4 3 5 5 7 3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 4 4 4 4 3 
8 4 4 4 4 4 4 4 4 3 5 
16 4 4 4 4 4 4 3 4 5 5 
32 3 3 3 3 3 3 3 5 1 5 
64 5 3 3 3 3 3 5 3 5 5 
128 5 5 5 5 3 3 5 3 5 5 
256 16 16 16 1 4 1 5 3 5 5 
512 8 8 8 12 1 1 5 3 5 5 
1024 3 12 12 12 1 4 3 3 7 5 
2048 1 1 1 8 3 4 3 3 3 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A14: Min Error Method Search Results for 300periods 2<β≤4 (System Life 600 periods) 
 
A27 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 4 5 
8 4 4 4 4 4 4 4 5 5 3 
16 4 4 4 4 4 4 5 5 3 3 
32 4 4 4 4 5 3 3 3 3 3 
64 3 3 3 3 3 3 3 3 3 3 
128 3 3 3 3 3 3 1 1 3 3 
256 3 3 3 3 3 3 1 1 3 5 
512 3 3 3 3 3 1 1 1 3 9 
1024 4 4 3 3 3 1 1 1 3 9 
2048 4 4 4 3 3 1 1 1 3 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 5 5 5 5 5 5 3 
8 5 5 5 5 5 5 5 4 3 5 
16 5 5 5 5 5 5 4 3 5 5 
32 5 5 5 5 4 5 3 5 5 7 
64 5 5 5 5 5 3 3 1 5 7 
128 5 5 5 3 4 4 3 3 5 5 
256 1 1 1 4 4 1 3 3 7 3 
512 1 8 4 4 4 3 3 3 7 5 
1024 8 3 4 4 4 3 3 3 7 5 
2048 8 8 3 4 1 3 3 3 5 5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 4 4 4 4 4 3 5 
8 4 4 4 4 4 4 4 3 5 5 
16 4 4 4 4 4 4 3 3 5 7 
32 4 4 4 4 3 3 5 3 5 5 
64 3 3 3 3 3 5 5 5 7 5 
128 1 3 3 4 3 5 3 5 7 7 
256 1 1 4 5 3 4 5 5 5 9 
512 8 1 8 1 3 3 5 5 1 3 
1024 3 8 8 1 1 5 5 5 5 7 
2048 3 3 8 1 4 5 5 5 7 7 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A15: Min Error Method Search Results for 300periods 4<β≤6 (System Life 600 periods) 
 
A28 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 5 5 
8 4 4 4 4 4 4 4 5 5 5 
16 4 4 4 4 4 5 5 3 3 5 
32 4 4 5 5 5 3 3 3 3 5 
64 3 3 3 3 3 3 3 3 3 5 
128 3 3 3 3 3 3 1 3 3 5 
256 3 3 3 3 3 1 1 1 3 9 
512 3 3 3 3 3 1 1 1 3 9 
1024 3 3 3 3 1 1 1 1 3 9 
2048 3 3 3 3 1 3 1 1 3 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 5 5 5 5 5 5 5 4 5 
8 5 5 5 5 5 5 5 4 3 3 
16 5 5 5 5 5 4 3 5 5 7 
32 5 5 4 4 3 5 3 5 5 7 
64 5 5 5 5 3 3 5 5 5 9 
128 3 3 4 4 4 1 3 1 5 9 
256 4 4 4 4 4 3 3 3 5 5 
512 4 4 4 4 1 3 3 3 5 5 
1024 4 4 4 4 3 3 3 3 5 7 
2048 4 4 4 1 3 1 3 3 5 7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 4 4 4 4 4 4 4 3 3 
8 4 4 4 4 4 4 4 3 5 5 
16 4 4 4 4 4 3 3 5 5 3 
32 4 4 3 3 4 3 5 5 7 7 
64 3 3 3 3 4 5 1 1 7 7 
128 4 4 3 3 3 4 5 5 7 7 
256 5 5 3 3 1 5 5 5 7 7 
512 1 1 1 3 3 5 5 5 7 7 
1024 1 1 1 3 5 5 5 5 9 5 
2048 1 1 1 4 5 5 5 5 9 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A16: Min Error Method Search Results for 300periods 6<β≤8 (System Life 600 periods) 
 
A29 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 4 5 5 
8 4 4 4 4 4 4 5 5 3 5 
16 4 4 4 4 5 5 5 3 3 7 
32 5 5 5 5 3 3 3 3 3 5 
64 3 3 3 3 3 3 3 3 3 9 
128 3 3 3 3 3 1 3 3 3 9 
256 3 3 3 3 3 1 1 3 3 9 
512 3 3 3 3 1 1 1 3 5 7 
1024 3 3 3 3 3 3 1 3 5 7 
2048 3 3 3 3 3 3 1 3 5 9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 5 5 5 5 5 5 5 5 3 5 
8 5 5 5 5 5 5 4 3 5 7 
16 5 5 5 5 4 4 3 5 5 5 
32 4 4 4 3 5 5 5 5 5 7 
64 5 5 5 3 3 3 5 5 5 7 
128 4 4 4 4 4 3 1 5 5 7 
256 4 4 4 4 1 3 3 5 5 7 
512 4 4 4 4 3 3 3 5 3 9 
1024 4 4 3 1 1 1 3 5 9 9 
2048 4 1 3 1 1 1 3 5 9 7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 4 4 4 4 4 4 4 3 4 3 
8 4 4 4 4 4 4 3 5 5 5 
16 4 4 4 4 4 3 3 5 5 7 
32 3 3 3 4 3 3 5 5 7 7 
64 3 4 3 4 4 5 1 5 7 5 
128 3 3 3 3 3 5 5 7 7 9 
256 3 3 3 1 3 5 5 7 9 9 
512 3 3 3 3 5 5 5 7 9 9 
1024 1 3 4 3 5 5 5 7 7 9 
2048 1 4 1 5 5 5 5 7 7 9 
Notes: 
Color of each block shows the method that had the lowest (or 2nd or 3rd lowest) 
average error for the given conditions, limited to ARRSES, SES, MA, or MR 
Value in each block is either (a) value of the smoothing coefficient x10 (for ease 
of reading) or (b) the # of periods used for the average (or regression) 
Colors: 
  Moving Average 
  (Moving) Regression 
  Single Exponential Smoothing 
  Adaptive Response Rate Single Exponential Smoothing 
Table A17: Min Error Method Search Results for 300periods 8<β≤10 (System Life 600 periods) 
 
A30 
Appendix 4: Example of Method Search—Holts  
After using the limited set of methods (ARRSES, SES, MA, MR) to develop a 
method to depict the lowest error method for a given input conditions, the same 
methodology was expanded to evaluate a much larger variety of forecasting methods. The 
expanded tests thus evaluated the forecasting accuracy of each of the following methods:  
 Adaptive Response Rate Single Exponential Smoothing (ARRSES),  
 Single Exponential Smoothing (SES),  
 Moving Average (MA), 
 Moving Regression (MR),  
 Holts,  
 Croston’s without modification,  
 Croston’s with Holts to forecast both demand interval (DI) and demand quantity, 
 Croston’s with Holts to forecast DI and SES to forecast demand quantity,  
 Croston’s with Holts to forecast DI and ARRSES to forecast demand quantity,  
 Croston’s with ARRSES to forecast both DI and demand quantity,  
 Croston’s with ARRSES to forecast DI and SES to forecast demand quantity,  
 Croston’s with SES to forecast DI and ARRSES to forecast demand quantity,  
 Croston’s with SES to forecast DI and Holts to forecast demand quantity, and 
 Croston’s with ARRSES to forecast DI and Holts to forecast demand quantity,  
A31 
The following tables show representative results of this testing. The representative 
case used in these tables is the Holts method. From these tables (and similar tables for all 
methods), a sub-set of methods was selected for direct comparison. 
  
A32 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 03,05 03,05 03,05 08,85 08,55 08,85 
8 03,05 03,05 03,05 03,05 03,05 03,05 03,85 08,05 08,25 08,45 
16 03,05 03,05 03,05 03,05 03,05 03,45 03,55 03,85 08,05 08,45 
32 03,05 03,05 03,05 03,05 03,05 03,05 03,45 03,75 08,05 08,55 
64 03,15 03,15 03,15 03,05 03,05 03,25 03,45 03,85 08,25 08,75 
128 03,15 03,15 03,15 03,15 03,15 03,35 03,65 03,95 08,45 08,95 
256 03,25 03,15 03,15 03,15 03,15 03,45 03,75 08,15 08,65 08,95 
512 03,25 03,25 03,25 03,25 03,35 03,65 03,85 28,05 38,45 58,95 
1024 03,35 03,35 03,35 03,35 03,45 03,75 08,05 28,25 48,55 78,95 
2048 03,45 03,45 03,45 03,45 03,55 03,95 23,95 38,25 58,65 88,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 13,05 13,05 13,05 13,05 13,05 03,15 08,85 08,75 08,65 08,75 
8 13,05 13,05 13,05 13,05 13,05 03,25 03,75 08,15 08,15 08,35 
16 13,05 13,05 13,05 13,05 13,05 03,55 03,45 03,75 03,95 08,35 
32 03,15 03,15 03,15 03,15 03,15 03,15 03,55 03,65 08,15 08,65 
64 03,05 03,05 03,05 03,15 03,15 03,35 03,55 03,75 08,15 08,85 
128 03,25 03,25 03,25 03,25 03,25 03,45 03,55 03,85 08,35 08,85 
256 03,15 03,25 03,25 03,25 03,25 03,55 03,65 08,05 08,55 08,85 
512 03,35 03,35 03,35 03,35 03,25 03,55 03,95 28,15 38,55 48,95 
1024 03,45 03,25 03,25 03,25 03,55 03,65 13,95 38,15 48,65 68,95 
2048 03,35 03,35 03,35 03,55 03,65 03,85 28,05 38,35 68,55 98,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,15 03,15 03,15 03,15 03,15 13,05 08,75 08,65 08,75 08,65 
8 23,05 23,05 23,05 23,05 03,15 03,15 03,65 03,95 08,35 08,55 
16 03,15 03,15 23,05 23,05 03,15 03,35 03,65 03,95 08,15 08,55 
32 13,05 13,05 13,05 13,05 13,05 03,25 03,35 03,85 03,95 08,45 
64 03,25 03,25 13,05 13,05 13,05 03,05 03,65 03,95 08,35 08,65 
128 13,15 13,15 03,05 03,05 03,05 03,25 03,75 08,05 08,55 08,75 
256 03,35 03,35 03,35 03,35 03,35 03,35 03,85 18,05 08,75 38,95 
512 03,15 03,15 03,15 03,15 03,45 03,75 08,05 18,15 28,65 68,85 
1024 03,25 03,45 03,45 03,45 03,35 03,85 08,15 28,15 58,45 88,85 
2048 03,55 03,55 03,55 03,35 03,45 08,05 33,85 48,15 68,65 98,85 
Table A18: Holts Min Error Method Search, TMAE, 1<β≤2, Part Life 100, System Life 600 
 
  
A33 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 03,05 03,05 08,85 08,75 08,75 08,85 
8 03,05 03,05 03,05 03,05 03,05 03,95 08,25 08,25 08,45 08,85 
16 03,05 03,05 03,05 03,35 03,35 03,55 03,85 08,05 08,35 08,95 
32 03,05 03,05 03,05 03,25 03,35 03,45 03,75 08,05 08,55 08,95 
64 03,05 03,05 03,05 03,05 03,05 03,45 03,75 08,25 08,75 08,95 
128 03,15 03,15 03,15 03,25 03,35 03,55 03,85 08,35 08,95 08,95 
256 03,15 03,15 03,25 03,35 03,45 03,65 23,85 38,25 08,95 98,95 
512 03,25 03,25 03,35 03,45 03,55 23,55 33,85 48,25 78,65 98,95 
1024 03,35 03,35 03,45 03,55 13,55 23,65 33,95 68,25 98,65 98,95 
2048 03,45 03,45 03,55 03,65 23,55 33,65 43,95 88,25 98,85 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,15 03,15 03,15 03,15 03,15 08,85 08,75 08,85 08,65 08,75 
8 03,15 03,15 03,15 03,15 03,15 08,05 08,15 08,15 08,35 08,75 
16 13,05 03,15 03,35 03,45 03,45 03,65 03,75 03,95 08,45 08,85 
32 03,15 03,15 03,15 03,05 03,25 03,55 03,65 08,15 08,45 08,85 
64 03,15 03,15 03,15 03,15 03,25 03,55 03,85 08,15 08,65 08,85 
128 03,05 03,05 03,25 03,15 03,45 03,65 03,95 08,45 08,85 08,85 
256 03,25 03,25 03,15 03,25 03,55 03,75 23,75 48,15 58,65 88,95 
512 03,35 03,35 03,25 03,35 03,65 23,65 23,95 58,25 88,65 88,95 
1024 03,25 03,45 03,35 03,45 23,45 23,75 43,85 58,35 88,75 88,95 
2048 03,35 03,55 03,45 13,55 23,65 33,75 53,95 78,35 98,75 88,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 13,05 13,05 13,05 13,05 08,85 08,75 08,65 08,65 08,55 08,95 
8 13,05 13,05 13,05 03,25 03,25 03,85 08,35 08,35 08,55 08,95 
16 03,15 13,05 03,25 03,25 03,55 03,45 03,95 08,15 08,55 08,75 
32 13,05 13,05 03,25 03,35 03,45 03,35 03,85 03,95 08,65 08,75 
64 03,25 03,25 03,25 03,25 03,35 03,35 03,65 08,35 08,85 08,75 
128 03,25 03,25 03,35 03,35 03,55 03,45 13,75 28,15 08,75 08,75 
256 03,35 03,35 03,35 03,45 03,35 13,55 33,75 38,15 68,55 98,85 
512 03,15 03,45 03,45 03,55 13,45 13,75 33,75 48,35 68,75 98,85 
1024 03,45 03,25 03,55 03,65 13,65 33,55 38,05 78,15 98,75 98,85 
2048 03,55 03,35 03,65 03,55 33,45 43,65 53,85 98,15 88,85 98,85 
Table A19: Holts Min Error Method Search, TMAE, 2<β≤4, Part Life 100, System Life 600 
 
  
A34 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 03,05 08,85 08,85 08,75 08,85 08,95 
8 03,05 03,05 03,05 03,05 03,95 08,15 08,25 08,25 08,75 08,95 
16 03,35 03,35 03,35 03,35 03,55 03,85 03,95 08,25 08,85 08,95 
32 03,25 03,35 03,35 03,35 03,45 03,65 03,95 08,35 08,85 08,95 
64 03,05 03,05 03,05 03,35 03,45 03,75 08,15 08,55 08,95 08,95 
128 03,25 03,25 03,35 03,45 03,55 03,85 28,05 08,75 08,95 08,95 
256 03,35 03,35 03,45 03,55 03,65 23,75 38,05 08,95 78,95 08,95 
512 03,45 03,45 03,55 03,65 23,55 23,85 48,15 68,55 98,95 08,95 
1024 03,55 03,55 13,55 23,55 23,65 33,85 58,15 88,55 98,95 08,95 
2048 13,55 23,45 23,55 23,65 33,65 43,95 78,15 98,65 98,95 08,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,15 03,15 03,15 08,85 08,85 08,65 08,75 08,65 08,75 08,85 
8 03,15 03,15 03,15 03,15 08,05 08,05 08,15 08,35 08,65 08,85 
16 03,25 03,25 03,25 03,45 03,65 03,75 08,05 08,35 08,75 08,85 
32 03,35 03,25 03,25 03,45 03,55 03,75 08,05 08,45 08,95 08,85 
64 03,15 03,15 03,25 03,25 03,55 03,65 08,05 08,65 08,85 08,85 
128 03,35 03,35 03,45 03,35 03,65 03,75 08,25 08,85 08,85 08,85 
256 03,45 03,45 03,35 03,45 03,75 23,85 38,15 58,45 68,95 08,85 
512 03,35 03,55 03,45 13,55 23,65 33,75 58,05 78,45 88,95 08,85 
1024 13,45 03,65 03,65 13,65 23,75 33,95 58,25 98,45 88,95 98,95 
2048 23,45 13,55 23,45 23,55 33,75 43,85 68,25 98,55 88,95 98,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,75 08,75 08,75 08,65 08,85 08,65 08,75 
8 03,25 03,25 03,25 03,25 03,85 08,25 08,35 08,45 08,85 08,75 
16 03,45 03,45 03,45 03,55 03,75 03,95 03,85 08,15 08,65 08,75 
32 13,25 13,25 03,45 03,25 03,35 03,55 03,85 08,25 08,75 08,75 
64 03,25 03,25 03,15 03,45 03,35 03,85 08,25 08,45 08,75 08,75 
128 03,15 03,45 03,25 03,55 03,45 03,95 08,35 08,65 08,75 08,75 
256 03,25 03,55 03,55 03,65 13,55 13,85 28,15 48,55 88,85 18,95 
512 03,55 03,35 03,65 03,55 13,65 23,95 48,05 78,55 98,85 98,95 
1024 03,45 13,45 23,45 23,45 33,55 43,75 68,15 78,65 98,85 08,85 
2048 03,65 13,65 13,65 33,55 43,65 53,85 88,05 88,75 98,85 88,95 
Table A20: Holts Min Error Method Search, TMAE, 4<β≤6, Part Life 100, System Life 600 
 
  
A35 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 08,85 08,85 08,75 08,85 08,85 08,95 
8 03,05 03,05 03,05 08,05 08,25 08,15 08,25 08,45 08,85 08,95 
16 03,35 03,45 03,45 03,65 03,85 03,95 08,05 08,45 08,95 08,95 
32 03,35 03,35 03,35 03,45 03,65 03,85 08,15 08,65 08,95 08,95 
64 03,35 03,35 03,35 03,45 03,65 03,95 08,35 08,85 08,95 08,95 
128 03,45 03,45 03,45 03,55 03,75 08,05 08,55 08,95 08,95 08,95 
256 03,45 03,55 03,55 03,65 03,85 28,05 48,25 08,95 98,95 08,95 
512 03,65 03,65 03,75 03,85 23,75 38,05 58,35 88,75 98,95 08,95 
1024 13,65 23,55 23,55 23,75 33,85 48,05 68,45 98,75 98,95 08,95 
2048 23,55 23,65 23,65 33,75 43,85 58,15 98,35 98,95 98,95 08,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,75 08,75 08,85 08,75 08,75 08,85 
8 03,15 03,15 03,15 03,95 08,15 08,25 08,15 08,55 08,75 08,85 
16 03,45 03,35 03,35 03,55 03,75 03,85 08,15 08,55 08,85 08,85 
32 03,45 03,45 03,45 03,55 03,55 03,95 08,25 08,55 08,85 08,85 
64 03,25 03,25 03,45 03,55 03,75 08,05 08,25 08,75 08,85 08,85 
128 03,35 03,35 03,55 03,65 03,85 08,15 08,45 08,85 08,85 08,85 
256 03,55 03,45 03,65 03,75 03,95 23,95 38,35 68,75 88,95 08,85 
512 03,55 03,75 03,65 13,75 23,85 33,95 48,45 78,75 88,95 08,85 
1024 13,55 13,65 23,65 23,65 33,75 48,15 78,35 88,85 88,95 08,85 
2048 23,65 23,55 33,55 33,65 33,95 68,05 88,45 98,85 88,95 08,85 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,65 08,75 08,75 08,75 08,65 08,65 08,65 08,65 08,95 08,75 
8 03,25 03,25 03,85 08,15 08,35 08,05 08,35 08,35 08,95 08,75 
16 03,25 03,55 03,55 03,75 03,95 08,05 03,95 08,35 08,75 08,75 
32 03,25 03,25 03,55 03,35 03,75 03,75 08,05 08,75 08,75 08,75 
64 03,45 03,45 03,55 03,35 03,55 03,85 08,45 08,95 08,75 08,75 
128 03,55 03,55 03,65 03,45 03,65 23,85 08,65 08,75 08,75 08,75 
256 03,65 03,65 03,75 03,85 13,75 33,95 48,35 58,75 98,85 08,75 
512 13,55 03,55 13,55 13,65 33,75 43,95 68,25 78,85 98,85 08,75 
1024 23,45 23,45 13,75 33,65 23,95 53,95 68,35 98,85 98,85 08,75 
2048 33,45 33,55 23,75 43,65 43,75 58,05 88,35 88,95 98,85 08,75 
Table A21: Holts Min Error Method Search, TMAE, 6<β≤8, Part Life 100, System Life 600 
 
  
A36 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 05 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 08,85 08,65 08,65 08,75 08,85 08,95 
8 03,95 08,05 08,15 08,15 08,15 08,25 08,35 08,55 08,95 08,95 
16 03,55 03,55 03,65 03,75 03,85 03,95 08,25 08,75 08,95 08,95 
32 03,45 03,45 03,45 03,55 03,75 03,95 08,35 08,85 08,95 08,95 
64 03,45 03,45 03,55 03,65 03,85 08,15 08,55 08,95 08,95 08,95 
128 03,55 03,55 03,55 03,75 03,95 08,25 08,75 08,95 08,95 08,95 
256 03,65 03,65 03,75 03,85 23,85 38,15 08,95 68,85 08,95 08,95 
512 03,75 03,75 03,85 23,75 33,85 48,15 58,55 78,95 98,95 08,95 
1024 23,65 23,65 23,75 33,75 43,95 58,25 78,55 98,95 98,95 08,95 
2048 33,65 33,65 33,75 33,85 53,95 78,25 98,55 98,95 98,95 08,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,75 08,55 08,55 08,85 08,95 08,85 
8 08,05 03,95 08,05 08,05 08,25 08,35 08,25 08,65 08,85 08,85 
16 03,45 03,65 03,75 03,85 03,95 08,05 08,15 08,65 08,85 08,85 
32 03,35 03,35 03,55 03,65 03,85 08,05 08,45 08,75 08,85 08,85 
64 03,35 03,55 03,45 03,55 03,75 08,05 08,45 08,85 08,85 08,85 
128 03,45 03,45 03,65 03,65 03,85 08,35 08,65 08,85 08,85 08,85 
256 03,55 03,75 03,65 03,75 23,95 38,05 08,85 78,85 98,95 08,85 
512 03,85 03,85 23,65 23,85 33,95 48,25 68,55 88,85 88,95 08,85 
1024 23,55 23,75 33,65 23,85 38,05 68,15 88,55 88,95 88,95 08,85 
2048 23,75 23,75 43,65 43,75 48,05 68,25 98,65 88,95 88,95 08,85 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,65 08,75 08,75 08,75 08,65 08,75 08,75 08,65 08,75 08,75 
8 03,05 08,15 08,25 08,25 08,05 08,15 08,45 08,75 08,75 08,75 
16 03,65 03,45 03,55 03,65 03,75 03,85 08,35 08,85 08,75 08,75 
32 03,55 03,55 03,35 03,75 03,65 08,15 08,25 08,95 08,75 08,75 
64 03,55 03,35 03,65 03,75 03,95 08,25 08,65 08,75 08,75 08,75 
128 03,65 03,65 03,75 03,85 08,05 08,15 08,85 08,75 08,75 08,75 
256 03,75 03,55 03,85 03,95 08,05 48,05 08,75 68,95 88,95 08,75 
512 13,65 13,65 13,75 13,85 23,95 38,25 68,45 88,95 08,95 08,75 
1024 13,75 33,55 23,65 33,85 33,95 58,15 78,65 98,85 78,95 08,75 
2048 23,65 33,75 23,85 43,85 58,05 68,35 88,65 98,85 78,95 08,75 
Table A22: Holts Min Error Method Search, TMAE, 8<β≤10, Part Life 100, System Life 600 
 
  
A37 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 03,05 03,05 08,85 08,85 08,85 08,85 
8 03,05 03,05 03,05 03,05 03,05 03,05 08,55 08,25 08,25 08,25 
16 03,05 03,05 03,05 03,05 03,05 03,25 03,65 03,75 03,85 08,15 
32 03,05 03,05 03,05 03,05 03,25 03,25 03,45 03,55 03,85 08,25 
64 03,05 03,05 03,05 03,05 03,05 03,25 03,35 03,55 13,85 08,45 
128 03,15 03,15 03,15 03,05 03,15 03,25 03,45 13,55 13,95 08,65 
256 03,15 03,15 03,15 03,15 03,25 03,35 03,55 13,65 18,15 08,85 
512 03,15 03,15 03,15 03,25 03,35 03,45 03,65 13,85 28,25 38,65 
1024 03,25 03,25 03,25 03,25 03,35 03,55 13,65 13,95 28,35 48,75 
2048 03,35 03,35 03,35 03,35 03,45 03,65 13,75 23,95 38,45 58,85 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,15 03,15 03,15 03,15 03,15 08,85 08,75 08,75 08,75 08,75 
8 03,15 03,15 03,15 03,15 03,15 03,15 08,45 08,35 08,15 08,15 
16 13,05 13,05 13,05 03,15 03,25 03,15 03,75 03,85 03,95 08,25 
32 03,15 13,05 13,05 03,15 03,35 03,35 03,35 03,65 03,95 08,35 
64 03,15 03,15 03,15 03,15 03,15 03,35 03,45 03,65 03,95 08,35 
128 03,05 03,05 03,05 03,15 03,25 03,35 03,35 13,65 18,05 08,55 
256 03,25 03,25 03,25 03,25 03,15 03,45 03,45 13,75 28,05 08,75 
512 03,25 03,25 03,25 03,15 03,25 03,35 13,55 13,75 28,15 38,75 
1024 03,35 03,35 03,35 03,35 03,45 03,45 13,55 13,85 28,45 58,65 
2048 03,25 03,25 03,25 03,45 03,55 03,75 13,65 28,05 38,55 68,75 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,25 03,25 03,25 03,25 08,85 08,75 08,65 08,65 08,65 08,65 
8 13,05 13,05 13,05 13,05 03,25 03,25 08,35 08,15 08,05 08,35 
16 03,15 03,15 03,15 13,05 03,15 03,35 03,85 03,65 08,05 08,05 
32 13,05 03,15 03,15 13,05 13,15 03,45 03,55 03,45 03,75 08,15 
64 13,05 13,05 13,05 13,05 03,25 03,15 03,25 13,45 08,05 08,55 
128 03,25 03,25 03,25 03,25 03,05 03,45 03,55 03,65 13,85 08,75 
256 13,15 13,15 03,05 03,35 03,35 03,25 13,45 13,55 18,05 08,95 
512 03,35 03,35 03,35 03,35 03,45 03,55 13,45 13,95 18,35 48,55 
1024 03,15 03,15 03,15 03,45 03,55 03,65 03,75 18,05 38,25 48,85 
2048 03,45 03,45 03,45 03,25 03,35 13,55 13,85 18,15 48,35 58,95 
Table A23: Holts Min Error Method Search, TMAE, 1<β≤2, Part Life 200, System Life 600 
 
  
A38 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 08,85 08,85 08,85 08,85 08,75 08,85 
8 03,05 03,05 03,05 03,05 03,05 08,55 08,55 08,25 08,25 08,45 
16 03,05 03,05 03,05 03,15 03,25 03,75 03,85 03,85 08,05 08,55 
32 03,05 03,15 03,15 03,15 03,25 03,45 03,55 03,75 08,15 08,75 
64 03,05 03,05 03,15 03,15 03,25 03,35 13,45 13,75 08,25 08,85 
128 03,15 03,15 03,15 03,15 03,25 03,35 13,55 23,75 38,15 08,95 
256 03,15 03,15 03,15 03,25 03,35 13,35 13,55 23,85 48,25 78,65 
512 03,15 03,15 03,25 03,25 03,35 13,35 23,55 33,85 68,25 88,75 
1024 03,25 03,25 03,25 03,35 13,35 13,45 23,65 43,85 78,25 98,85 
2048 03,25 03,25 03,35 13,25 13,35 23,45 33,65 53,95 98,25 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,75 08,75 08,75 08,75 08,85 08,75 
8 03,15 03,15 03,15 03,15 08,65 08,45 08,45 08,35 08,15 08,55 
16 03,15 03,15 03,15 03,05 03,15 03,85 03,95 03,95 08,15 08,45 
32 03,15 03,25 03,25 03,25 03,35 03,55 03,65 03,85 08,05 08,65 
64 03,15 03,15 03,05 03,25 03,15 03,45 13,55 13,65 08,35 08,95 
128 03,05 03,05 03,25 03,25 03,35 03,45 13,45 23,85 08,45 08,85 
256 03,25 03,25 03,25 03,15 03,25 03,45 13,65 33,75 58,15 68,75 
512 03,25 03,25 03,15 03,35 13,25 13,45 13,65 33,95 58,35 98,75 
1024 03,15 03,35 03,35 13,25 13,25 23,35 33,55 43,95 88,25 98,75 
2048 03,35 03,35 13,25 13,35 13,45 23,35 33,55 63,85 88,35 98,85 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,75 08,95 08,65 08,65 08,65 08,65 08,65 
8 03,25 03,25 03,25 03,25 08,55 08,65 08,35 08,45 08,35 08,35 
16 03,25 03,25 03,25 03,25 03,35 03,65 03,75 03,75 03,95 08,65 
32 03,25 03,05 03,35 03,35 03,15 03,35 13,45 03,95 08,25 08,85 
64 13,05 13,05 03,25 13,15 03,35 03,25 03,55 13,85 08,45 08,75 
128 03,25 03,25 03,05 13,15 13,15 13,25 13,65 13,85 08,55 08,75 
256 03,05 13,15 13,15 03,35 13,25 13,45 23,45 23,95 48,15 78,75 
512 13,15 13,15 03,35 13,15 03,45 23,35 23,65 43,75 58,25 98,65 
1024 13,15 13,15 13,15 03,25 03,45 13,55 23,55 53,85 88,15 88,95 
2048 13,15 13,15 03,25 03,45 23,25 13,55 23,75 53,85 98,35 88,95 
Table A24: Holts Min Error Method Search, TMAE, 2<β≤4, Part Life 200, System Life 600 
 
  
A39 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,55 08,85 
8 03,05 03,05 08,85 08,85 08,55 08,55 08,25 08,15 08,25 08,85 
16 03,15 03,15 03,25 03,55 03,85 03,85 03,85 03,95 08,35 08,85 
32 03,15 03,15 03,25 03,35 03,45 03,55 03,75 08,05 08,45 08,95 
64 03,15 03,15 03,15 03,25 03,35 13,45 13,65 08,15 08,75 08,95 
128 03,15 03,15 03,25 03,25 03,35 13,45 13,75 38,05 08,85 08,95 
256 03,25 03,25 03,25 03,35 13,35 13,55 23,75 48,05 68,55 98,95 
512 03,25 03,25 03,35 13,25 13,45 23,55 33,75 58,05 88,55 98,95 
1024 03,35 13,25 13,25 13,35 13,45 23,55 43,75 68,15 98,65 98,95 
2048 13,25 13,25 13,35 13,35 23,45 33,55 43,85 88,15 98,75 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,75 08,75 08,75 08,75 08,75 08,65 08,75 
8 03,15 08,85 08,65 08,65 08,65 08,45 08,35 08,25 08,35 08,75 
16 03,05 03,25 03,15 03,45 03,75 03,95 03,95 08,05 08,25 08,95 
32 03,25 03,25 03,15 03,45 03,55 03,65 03,85 03,95 08,55 08,85 
64 03,25 03,25 03,25 03,35 03,45 13,55 13,75 08,25 08,65 08,85 
128 03,25 03,25 03,15 03,35 03,45 13,55 23,65 33,95 08,95 08,85 
256 03,15 03,35 03,35 13,25 03,45 13,65 23,85 38,15 08,95 88,95 
512 03,35 03,35 13,25 03,45 13,35 13,65 23,85 58,15 98,45 88,95 
1024 13,25 03,35 03,45 13,45 23,35 23,65 33,85 78,05 98,55 88,95 
2048 13,35 13,35 13,25 13,45 23,35 23,65 53,75 78,15 98,85 88,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,65 08,95 08,95 08,95 08,95 08,65 08,65 08,65 08,75 08,65 
8 08,85 08,65 08,75 08,75 08,75 08,35 08,15 08,05 08,45 08,95 
16 03,25 03,05 03,35 03,65 03,95 03,75 03,75 03,85 08,45 08,75 
32 03,35 03,35 03,35 03,25 03,35 03,75 03,65 08,15 08,65 08,75 
64 13,15 13,15 03,35 03,15 03,25 03,55 03,85 08,05 08,85 08,75 
128 13,15 13,15 03,35 03,45 13,35 13,65 23,75 28,05 08,75 78,95 
256 03,35 13,15 13,15 03,45 03,55 23,45 23,65 48,15 78,45 98,85 
512 13,15 13,25 03,25 03,35 23,35 23,45 33,85 48,15 78,65 98,85 
1024 03,25 03,45 13,35 13,25 13,55 33,55 43,85 58,25 88,65 98,85 
2048 03,45 03,45 23,25 23,25 13,55 33,65 43,95 98,05 98,65 98,85 
Table A25: Holts Min Error Method Search, TMAE, 4<β≤6, Part Life 200, System Life 600 
 
  
A40 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,65 08,85 
8 08,65 08,85 08,85 08,55 08,55 08,25 08,15 08,25 08,55 08,95 
16 03,45 03,55 03,75 03,85 03,95 03,95 03,85 08,15 08,65 08,95 
32 03,25 03,35 03,45 03,45 03,55 03,65 03,85 08,25 08,85 08,95 
64 03,25 03,25 03,25 03,35 13,45 13,55 03,95 08,45 08,95 08,95 
128 03,25 03,25 03,35 03,45 13,45 13,65 23,85 08,65 08,95 08,95 
256 03,35 03,35 03,35 03,45 13,55 23,65 33,95 48,35 78,75 98,95 
512 03,35 03,45 13,35 13,45 13,55 23,75 43,95 68,35 88,85 98,95 
1024 13,35 13,35 13,35 13,45 23,55 33,75 53,95 88,35 98,95 98,95 
2048 13,35 13,45 23,35 23,45 23,65 43,75 68,05 98,45 98,95 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,75 08,75 08,75 08,75 08,75 08,55 08,95 
8 08,85 08,65 08,65 08,65 08,45 08,35 08,25 08,15 08,45 08,85 
16 03,35 03,45 03,65 03,95 03,85 03,85 03,95 08,05 08,55 08,85 
32 03,35 03,45 03,35 03,55 03,65 03,75 03,95 08,15 08,75 08,85 
64 03,15 03,35 03,35 03,45 03,55 13,65 08,05 08,35 08,85 08,85 
128 03,35 03,35 03,25 03,35 13,55 13,75 23,95 08,55 08,85 08,85 
256 03,25 03,45 03,45 13,35 13,45 23,55 33,85 58,25 78,85 88,95 
512 13,25 03,35 03,45 13,35 23,45 23,65 38,05 58,45 98,75 88,95 
1024 03,45 13,45 13,45 13,55 23,65 33,65 48,05 78,45 98,85 88,95 
2048 13,45 13,35 13,45 13,55 33,55 33,85 63,95 98,35 98,85 88,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,95 08,65 08,65 08,65 08,65 08,65 08,65 08,65 08,75 08,75 
8 08,55 08,75 08,75 08,75 08,35 08,45 08,05 08,35 08,65 08,75 
16 03,55 03,65 03,85 03,75 08,05 08,05 08,05 08,25 08,75 08,75 
32 03,45 03,25 03,55 03,65 03,75 03,55 03,75 08,35 08,95 08,75 
64 03,35 03,15 03,45 03,55 03,45 03,75 03,85 08,55 08,75 08,75 
128 03,45 03,45 03,45 13,35 03,55 13,55 33,85 08,75 08,75 98,95 
256 03,45 03,25 13,25 03,55 13,65 13,75 28,05 58,35 88,75 08,95 
512 03,45 13,25 03,55 23,35 13,65 33,65 33,95 68,45 98,85 98,85 
1024 13,25 23,25 23,35 23,35 23,45 23,85 58,05 98,25 88,95 98,85 
2048 23,25 23,35 13,55 23,55 23,55 33,75 58,05 88,45 88,95 98,85 
Table A26: Holts Min Error Method Search, TMAE, 6<β≤8, Part Life 200, System Life 600 
 
  
A41 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,55 08,85 08,95 
8 08,55 08,65 08,55 08,55 08,35 08,25 08,15 08,25 08,75 08,95 
16 03,85 03,85 03,95 03,95 03,95 03,85 03,95 08,25 08,85 08,95 
32 03,45 03,55 03,55 03,55 03,65 03,75 08,05 08,45 08,95 08,95 
64 03,35 03,35 03,45 03,55 13,55 03,85 08,15 08,55 08,95 08,95 
128 03,35 03,35 03,45 13,45 13,55 23,75 08,25 08,85 08,95 08,95 
256 03,45 03,45 13,45 13,45 13,65 23,85 38,15 08,95 88,95 08,95 
512 13,35 13,45 13,45 13,55 23,65 33,85 48,15 78,55 98,95 08,95 
1024 13,45 13,45 23,45 23,55 23,75 43,85 68,15 98,55 98,95 08,95 
2048 23,35 23,45 23,45 23,65 33,65 53,85 78,15 98,65 98,95 08,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,75 08,75 08,75 08,75 08,65 08,75 08,85 
8 08,65 08,85 08,65 08,45 08,45 08,15 08,25 08,35 08,65 08,85 
16 03,75 03,75 03,85 03,85 03,85 03,95 08,05 08,35 08,75 08,85 
32 03,55 03,45 03,45 03,65 03,75 03,85 03,95 08,35 08,85 08,85 
64 03,25 03,45 03,35 03,45 03,65 03,75 08,05 08,65 08,85 08,85 
128 03,45 03,45 03,55 03,55 13,65 23,65 08,35 08,75 08,85 08,85 
256 03,35 13,35 13,35 13,55 23,55 23,75 48,05 08,85 78,95 08,85 
512 03,45 13,35 13,55 23,45 23,55 33,75 58,05 68,65 88,95 08,85 
1024 23,35 23,35 13,55 23,45 23,65 33,95 58,25 88,65 88,95 08,85 
2048 23,45 13,55 23,55 23,55 33,75 43,95 88,15 98,75 88,95 08,85 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,65 08,65 08,65 08,95 08,65 08,65 08,65 08,75 08,65 08,75 
8 08,75 08,75 08,75 08,35 08,55 08,35 08,05 08,45 08,55 08,75 
16 03,95 03,95 03,75 03,75 08,05 03,75 08,15 08,15 08,95 08,75 
32 03,35 03,65 03,65 03,75 03,55 03,65 08,15 08,55 08,75 08,75 
64 03,45 03,25 03,55 13,45 13,45 13,75 08,25 08,75 08,75 08,75 
128 03,25 03,55 03,35 13,55 13,45 13,75 08,45 08,95 08,75 18,95 
256 13,35 03,55 03,55 13,65 13,75 33,75 38,05 58,55 88,85 18,95 
512 03,55 03,55 23,35 13,65 13,75 23,85 58,15 88,45 98,85 18,95 
1024 13,35 13,55 13,45 13,65 33,65 33,85 58,15 88,55 98,85 18,95 
2048 13,55 23,35 33,45 33,55 43,65 43,85 78,25 88,75 98,85 18,95 
Table A27: Holts Min Error Method Search, TMAE, 8<β≤10, Part Life 200, System Life 600 
 
  
A42 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 03,05 03,05 03,05 03,05 03,05 08,85 08,85 08,85 08,85 08,85 
8 03,05 03,05 03,05 03,05 03,05 08,85 08,65 08,55 08,25 08,15 
16 03,05 03,05 03,05 03,05 03,15 03,15 03,75 03,75 03,85 03,95 
32 03,05 03,05 03,05 03,05 03,25 03,25 03,35 03,55 03,75 08,05 
64 03,05 03,05 03,05 03,05 03,15 03,15 03,25 03,45 13,65 08,15 
128 03,05 03,05 03,05 03,15 03,15 03,25 03,35 03,55 13,75 08,35 
256 03,15 03,15 03,15 03,15 03,25 03,25 03,35 13,55 13,85 28,35 
512 03,15 03,15 03,15 03,15 03,25 03,35 03,45 13,65 18,05 28,55 
1024 03,25 03,25 03,25 03,25 03,35 03,45 03,55 13,75 28,15 38,65 
2048 03,25 03,25 03,25 03,35 03,35 03,55 13,55 13,95 28,35 48,65 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,15 03,15 03,15 08,85 08,85 08,75 08,75 08,75 08,65 08,75 
8 03,15 03,15 03,15 03,15 03,15 08,65 08,55 08,45 08,35 08,25 
16 03,15 03,15 03,15 03,15 03,05 03,25 03,85 03,85 03,75 08,05 
32 13,05 13,05 13,05 03,25 03,15 03,15 03,45 03,45 03,65 03,95 
64 03,15 03,15 03,15 03,15 03,25 03,25 03,35 03,55 13,55 08,25 
128 03,15 03,15 03,15 03,05 03,05 03,15 03,25 03,65 13,65 08,25 
256 03,05 03,05 03,05 03,25 03,15 03,35 03,45 03,65 13,95 28,25 
512 03,25 03,25 03,25 03,25 03,35 03,45 03,55 13,75 18,15 28,45 
1024 03,15 03,15 03,15 03,35 03,25 03,35 03,65 13,85 18,25 38,55 
2048 03,35 03,35 03,35 03,25 03,45 03,45 13,65 18,05 28,25 48,75 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 03,25 08,85 08,85 08,75 08,75 08,95 08,95 08,65 08,75 08,65 
8 03,25 03,25 03,25 03,25 03,25 08,75 08,75 08,35 08,15 08,05 
16 13,05 13,05 03,25 03,25 03,25 03,35 03,65 03,65 03,95 08,15 
32 03,15 03,15 03,15 03,15 03,35 03,35 03,55 03,65 13,55 08,15 
64 13,05 13,05 13,05 13,05 13,15 03,35 03,45 13,35 13,75 08,05 
128 13,05 13,05 03,25 03,25 03,25 03,35 03,45 13,45 13,85 08,45 
256 03,25 03,25 03,25 03,05 03,35 03,45 03,55 03,75 18,05 18,45 
512 03,35 03,35 03,35 03,35 03,15 03,25 13,35 13,55 13,95 38,45 
1024 03,35 03,35 03,35 03,15 03,45 03,55 13,45 13,95 28,05 28,75 
2048 03,15 03,15 03,45 03,45 03,55 03,65 03,75 13,85 28,45 38,85 
Table A28: Holts Min Error Method Search, TMAE, 1<β≤2, Part Life 300, System Life 600 
 
  
A43 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,65 08,55 
8 03,05 03,05 03,05 08,85 08,85 08,85 08,85 08,35 08,15 08,25 
16 03,05 03,05 03,05 03,05 03,25 03,95 03,85 03,85 03,95 08,25 
32 03,05 03,05 03,05 03,15 03,25 03,45 03,55 03,65 03,95 08,35 
64 03,05 03,05 03,05 03,15 03,15 03,25 13,35 13,55 08,05 08,55 
128 03,05 03,05 03,15 03,15 03,15 03,25 13,35 13,65 23,95 08,85 
256 03,15 03,15 03,15 03,15 03,25 13,25 13,45 23,65 38,05 68,45 
512 03,15 03,15 03,15 03,15 03,25 13,25 13,45 23,65 48,05 88,45 
1024 03,15 03,15 03,15 03,25 13,15 13,35 23,45 33,65 58,05 98,45 
2048 03,15 03,25 03,25 13,15 13,25 13,35 23,55 43,65 78,05 98,65 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,95 08,95 08,95 08,95 08,95 08,95 08,75 08,75 08,75 08,45 
8 08,85 08,85 08,85 08,65 08,65 08,75 08,75 08,25 08,25 08,15 
16 03,15 03,15 03,15 03,15 03,35 03,85 03,95 03,75 03,85 08,15 
32 03,15 03,15 03,15 03,25 03,35 03,35 03,45 03,75 03,85 08,45 
64 03,15 03,15 03,15 03,25 03,25 03,35 03,45 13,65 03,95 08,65 
128 03,15 03,15 03,05 13,05 03,25 03,35 13,45 13,55 33,85 08,75 
256 03,05 03,05 03,25 03,25 03,15 03,35 13,35 23,55 33,95 78,35 
512 03,25 03,25 03,25 03,25 13,15 13,35 13,55 23,75 53,95 98,35 
1024 03,25 03,25 03,25 13,15 03,35 13,25 13,55 33,75 63,95 98,55 
2048 03,25 03,15 13,15 03,25 03,35 13,45 23,45 43,75 68,15 98,75 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,75 08,75 08,75 08,65 08,65 08,85 08,65 
8 03,15 03,15 08,65 08,75 08,75 08,65 08,65 08,45 08,05 08,35 
16 03,25 03,25 03,25 03,25 03,45 03,75 03,75 03,95 08,05 08,35 
32 03,25 03,25 03,25 03,35 03,15 03,55 03,65 03,55 08,05 08,25 
64 13,05 13,05 13,05 03,05 03,35 03,45 03,55 13,45 08,15 08,45 
128 13,05 13,05 13,05 03,25 13,15 13,25 03,45 23,55 28,05 08,95 
256 13,05 13,05 13,05 13,15 13,15 03,45 13,55 13,75 43,95 58,55 
512 13,05 13,05 13,15 13,15 03,35 03,45 23,35 33,65 43,95 78,55 
1024 13,05 13,15 13,15 03,35 13,25 13,45 23,35 23,85 68,05 88,55 
2048 13,15 13,15 03,35 03,35 13,35 23,25 33,45 33,75 83,95 98,55 
Table A29: Holts Min Error Method Search, TMAE, 2<β≤4, Part Life 300, System Life 600 
 
  
A44 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,65 08,55 08,75 
8 08,85 08,85 08,85 08,85 08,85 08,55 08,35 08,15 08,15 08,45 
16 03,15 03,15 03,15 03,95 03,95 03,95 03,85 03,85 08,05 08,65 
32 03,15 03,15 03,15 03,35 03,55 03,55 03,65 03,85 08,25 08,85 
64 03,15 03,15 03,15 03,25 03,35 03,45 13,55 03,95 08,35 08,95 
128 03,15 03,15 03,15 03,25 03,35 13,35 13,55 23,85 08,55 08,95 
256 03,15 03,15 03,15 03,25 13,25 13,35 23,55 33,85 58,25 88,75 
512 03,15 03,25 03,25 03,25 13,25 13,45 23,65 43,85 78,25 98,85 
1024 03,25 03,25 03,25 13,25 13,35 13,55 33,55 53,85 98,25 98,95 
2048 13,15 13,15 13,25 13,25 13,35 23,45 33,65 63,95 98,35 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,95 08,95 08,95 08,75 08,95 08,75 08,75 08,85 08,65 08,85 
8 08,75 08,75 08,75 08,65 08,75 08,65 08,25 08,25 08,05 08,55 
16 03,05 03,25 03,25 08,05 03,85 03,85 03,75 03,95 08,15 08,55 
32 03,25 03,25 03,25 03,25 03,45 03,65 03,55 03,75 08,15 08,75 
64 03,05 03,25 03,25 03,15 03,25 13,35 13,45 03,85 08,45 08,85 
128 13,05 03,25 03,25 03,15 03,25 13,45 13,65 23,95 08,65 08,85 
256 03,25 03,25 03,25 03,35 03,35 13,45 13,65 33,95 58,35 78,85 
512 03,25 03,15 13,15 03,35 13,35 13,55 23,55 33,95 68,35 88,95 
1024 13,15 13,15 13,15 03,35 13,25 13,45 23,65 43,95 88,35 98,85 
2048 03,25 03,35 13,15 13,35 13,45 23,55 33,75 58,05 98,45 98,85 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,75 08,75 08,95 08,75 08,95 08,65 08,75 08,75 08,65 
8 08,65 08,65 08,65 08,75 08,65 08,45 08,45 08,05 08,25 08,65 
16 03,25 03,35 03,35 08,15 08,05 03,75 03,95 03,75 03,95 08,75 
32 03,35 03,35 03,35 03,45 03,65 03,45 03,75 03,95 08,35 08,95 
64 03,25 03,05 03,35 03,35 03,45 03,35 13,65 08,05 08,25 08,75 
128 03,25 13,05 03,35 03,35 13,25 03,45 23,45 33,75 08,45 08,75 
256 13,15 13,15 13,15 13,15 03,45 13,55 23,65 23,95 48,35 98,65 
512 13,15 13,15 03,35 13,15 03,45 13,35 33,55 43,95 88,15 98,95 
1024 03,35 03,35 03,35 13,15 13,45 23,35 33,65 53,95 88,25 88,95 
2048 03,35 03,25 03,35 23,15 23,25 23,35 43,55 63,85 88,45 88,95 
Table A30: Holts Min Error Method Search, TMAE, 4<β≤6, Part Life 300, System Life 600 
 
  
A45 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,55 08,55 08,85 
8 08,85 08,85 08,85 08,85 08,85 08,55 08,35 08,05 08,25 08,85 
16 03,95 03,95 03,95 03,95 03,95 03,85 03,85 03,95 08,35 08,95 
32 03,35 03,35 03,55 03,55 03,55 03,55 03,75 08,05 08,45 08,95 
64 03,25 03,25 03,25 03,35 03,45 13,45 03,75 08,15 08,75 08,95 
128 03,15 03,25 03,25 03,35 13,35 13,45 23,65 08,25 08,85 08,95 
256 03,25 03,25 03,35 13,25 13,35 13,55 23,75 48,05 08,95 98,95 
512 03,25 03,35 03,35 13,35 13,45 23,55 33,75 58,15 88,55 98,95 
1024 03,35 13,25 13,25 13,35 13,45 23,55 43,75 68,15 98,65 98,95 
2048 13,25 13,25 13,35 13,35 23,45 33,55 43,85 88,15 98,75 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,95 08,95 08,75 08,75 08,75 08,75 08,65 08,65 08,75 
8 08,75 08,75 08,75 08,75 08,75 08,45 08,25 08,15 08,35 08,75 
16 08,05 08,05 08,05 03,85 03,85 03,95 03,75 03,85 08,25 08,85 
32 03,25 03,45 03,45 03,65 03,65 03,65 03,65 03,95 08,55 08,85 
64 03,15 03,15 03,35 03,45 03,35 13,55 03,85 08,05 08,65 08,85 
128 03,25 03,15 03,35 13,25 13,25 13,55 13,75 08,35 08,95 08,85 
256 03,35 03,35 03,25 03,35 13,45 23,45 23,85 38,15 08,85 88,95 
512 03,35 03,25 13,25 13,25 13,35 23,45 23,85 58,05 78,65 88,95 
1024 13,25 03,35 13,35 13,45 13,55 23,65 33,85 78,05 98,55 88,95 
2048 13,35 13,35 13,25 13,45 23,35 23,65 53,75 98,05 98,85 88,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,95 08,75 08,75 08,95 08,65 08,65 08,65 08,75 08,45 08,65 
8 08,65 08,65 08,65 08,65 08,65 08,35 08,45 03,95 08,15 08,65 
16 03,85 08,15 03,85 08,05 08,05 03,75 03,95 08,05 08,45 08,75 
32 03,45 03,25 03,65 03,45 03,45 03,75 03,85 08,15 08,65 08,75 
64 03,35 03,35 03,45 03,25 13,35 03,55 13,65 08,25 08,55 08,75 
128 03,35 03,35 03,45 03,45 03,45 13,65 23,75 08,45 08,75 18,95 
256 03,15 13,15 13,25 03,45 13,55 13,65 33,65 48,15 68,55 98,85 
512 13,15 13,15 03,45 03,45 13,55 13,65 33,65 68,05 98,45 98,85 
1024 13,15 03,45 03,45 13,25 23,35 33,45 43,85 58,25 88,75 98,85 
2048 03,45 03,45 23,25 23,25 13,55 33,65 43,95 78,25 88,85 98,85 
Table A31: Holts Min Error Method Search, TMAE, 6<β≤8, Part Life 300, System Life 600 
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Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 08,85 08,85 08,85 08,85 08,85 08,85 08,85 08,55 08,85 08,85 
8 08,85 08,85 08,85 08,65 08,55 08,35 08,15 08,15 08,45 08,95 
16 08,05 03,95 03,95 03,95 03,85 03,85 03,85 08,05 08,55 08,95 
32 03,55 03,55 03,55 03,55 03,55 03,65 03,85 08,15 08,75 08,95 
64 03,35 03,35 03,35 03,45 13,35 13,55 03,95 08,35 08,85 08,95 
128 03,25 03,35 03,35 13,35 13,45 13,65 08,05 08,55 08,95 08,95 
256 03,35 03,35 13,25 13,35 13,45 23,55 33,85 08,75 08,95 98,95 
512 13,25 13,25 13,35 13,45 13,55 23,65 43,85 68,25 98,75 98,95 
1024 13,35 13,35 13,35 13,45 23,45 33,65 53,85 88,25 98,95 98,95 
2048 13,35 13,35 13,45 23,45 23,55 33,75 63,95 98,35 98,95 98,95 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,75 08,95 08,95 08,75 08,75 08,75 08,75 08,65 08,75 08,75 
8 08,75 08,75 08,75 08,55 08,65 08,25 08,05 08,25 08,35 08,85 
16 03,95 08,05 03,85 03,85 03,95 03,95 03,95 03,95 08,45 08,85 
32 03,45 03,65 03,65 03,65 03,65 03,75 03,75 08,25 08,65 08,85 
64 03,25 03,25 03,45 03,35 13,45 03,65 03,85 08,25 08,95 08,85 
128 03,35 03,25 03,45 03,45 13,35 13,55 23,85 08,45 08,85 08,85 
256 03,25 13,25 13,35 13,45 13,55 23,65 23,95 08,65 78,75 88,95 
512 03,35 13,35 13,25 13,35 23,45 23,75 33,95 58,35 88,85 88,95 
1024 13,25 13,25 13,45 23,35 23,55 23,75 53,95 78,35 98,85 88,95 
2048 23,25 13,45 23,35 23,35 23,65 43,65 58,05 88,45 98,85 88,95 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 08,65 08,75 08,75 08,65 08,95 08,65 08,65 08,45 08,65 08,95 
8 08,65 08,65 08,65 08,75 08,75 08,45 08,25 08,05 08,55 08,75 
16 08,15 03,85 03,75 08,05 03,75 03,75 03,75 08,15 08,65 08,75 
32 03,65 03,45 03,75 03,45 03,75 03,55 03,95 08,05 08,85 08,75 
64 03,45 03,45 03,25 03,55 03,55 03,75 08,05 08,45 08,75 18,95 
128 03,45 03,45 13,25 13,25 13,55 23,55 03,95 08,65 08,75 18,95 
256 13,25 03,45 03,45 13,25 23,35 13,65 33,95 08,85 68,85 98,85 
512 03,45 03,45 13,45 23,35 13,45 33,55 43,95 68,35 88,75 98,85 
1024 03,45 13,45 23,25 13,55 13,65 33,75 43,95 98,25 88,95 98,85 
2048 13,45 23,25 13,35 13,55 33,45 33,85 73,85 98,25 88,95 98,85 
Table A32: Holts Min Error Method Search, TMAE, 8<β≤10, Part Life 300, System Life 600 
  
A47 
The following notes apply to all Holts tables in Appendix 3 
Notes 
No colors used because only Holts method is shown 
Holts method parameters are shown without decimal points to save space. 
Table A33 : Holts Min Error Search Key 
  
A48 
Appendix 5: Complete Maps—Lowest Error Forecasting 
Chapter 7 concerns the development of a forecasting method with reduced errors 
for lumpy demand parts. Appendix 3 shows representative results of the initial screening 
used to determine methods to be included in a full comparative study. Note that 
Appendix 3 relied on a mean absolute error (MAE) at each demand period—TMAE.  
Note that Chapter 7 theorized a relationship between error measurement and 
method performance. Thus, the complete maps are for the selected methods (a subset of 
Appendix 4) and for each of four error measurement techniques. The MAE method is 
computed twice, the TMAE and the SMAE. The sum of square errors is similarly 
computed in these two ways. The tables in this appendix show the methods (and 
corresponding coefficients) that produce the lowest errors for each of these four error 
measurement techniques. 
As noted in Chapter 7, two simulation approaches were used with the same sets 
of forecasting methods, coefficients, and forecasting error determination methods. The 
first simulation was the initial Monte Carlo simulation used in the early part of this 
dissertation. For reasons described in Chapter 7, a second Monte Carlo simulation was 
developed (both practical reasons and presentation reasons). The results from both sets of 
simulations (and corresponding error minimization searches) are shown in these tables. 
It should be reiterated that for the second method each β range includes 10 internal β 
steps, and is intended to be a search for a method robust against small changes in β. 
A49 
It has been noted that the methods’ coefficients have an impact on their expected 
error. The SES method used in the study considered smoothing coefficients of 0.1, 0.3, 0.5, 
0.7, and 0.9. The 4-period Moving Average and 4-period moving regression are used here. 
The ARRSES method used response rate smoothing coefficients of 0.1, 0.3, 0.5, 0.7, and 
0.9. Holts showed as highly effective in earlier studies and was retained. Croston’s method 
without modification was used, as is the Croston’s method with a modification to use 
ARRSES in lieu of SES for the demand quantity gap prediction. Finally, four elementary 
methods were used as follows: Always forecast 0 demand (“Always 0”); Always forecast 
a demand of 1 (“Always 1,” or the “Future 1” for the new FECMs); Always forecast the 
same as the prior period (“Always Last”); and Always forecast the inverse of the LDI 
(“1/LDI”). 
As with Appendix 3, each color represents a method (or small group of methods, 
e.g. the green represents the elementary methods). These colors differ from Appendix 3 
by necessity because these tests used a subset of methods evaluated in Appendix 3. Due 
to the large quantity of tables, the key is a separate table at the end.  
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 .6,.2 0.1 0.1 1 0.1 0.1 0.1 1 0.1 0.1 
32 .6,.2 .6,.2 0.1 0.1 1 0.1 0.1 0.1 0.1 1 
64 .6,.3 .6,.2 .6,.2 0.1 0.1 .2,.1 .2,.1 0.1 0.1 0.1 
128 .6,.4 .6,.3 .6,.2 .6,.2 0.1 .2,.2 .2,.2 .2,.2 .2,.1 0.1 
256 .6,.5 .6,.4 .6,.3 .6,.2 .6,.2 .2,.3 .2,.3 .2,.2 .2,.2 .2,.2 
512 .6,.5 .6,.5 .6,.4 .6,.3 .6,.2 .2,.4 .2,.4 0.1 .2,.3 .2,.2 
1024 .6,.5 .6,.5 .6,.5 .6,.4 .6,.3 .2,.5 .2,.5 0.1 0.1 .2,.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.3 0.3 0 0 0.1 0 0 0 0.1 
4 0.3 0.1 0.3 0.3 0 0.1 0.1 0.3 0 0 
8 .3,.1 0.3 0.1 0.3 0.3 0.1 0.1 0.3 0.3 0.3 
16 .7,.2 .3,.1 0.3 0.1 0.3 0.1 0.1 0.1 1 0.3 
32 .7,.2 .7,.2 .3,.1 0.3 0.1 .2,.1 .2,.1 0.3 1 0.1 
64 .7,.3 .7,.2 .7,.2 .3,.1 0.3 .2,.2 .1,.1 .2,.1 0.3 0.3 
128 .7,.4 .7,.3 .7,.2 .7,.2 .3,.1 .2,.3 .1,.2 .2,.1 .1,.1 0.3 
256 .7,.5 .7,.4 .7,.3 .7,.2 .7,.2 .2,.2 .2,.2 0.1 .1,.2 .2,.1 
512 .7,.5 .7,.5 .7,.4 .7,.3 .7,.2 .2,.3 .2,.3 .2,.3 .2,.2 .1,.2 
1024 .7,.5 .7,.5 .7,.5 .7,.4 .7,.3 .2,.4 .2,.4 .2,.5 .2,.4 .2,.2 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 4 0 0.3 0.3 0.3 0.1 0.3 0.3 0.3 
4 4 1/LDI 1/LDI 0 0.3 0.3 0.3 0.1 0.3 0.3 
8 .4,.1 0.1 1/LDI 0.1 4 1/LDI 1/LDI 0.1 0.1 0 
16 .8,.2 .4,.1 0.1 1/LDI 0.1 0.3 0.3 1/LDI 1/LDI 0.1 
32 .8,.2 .8,.2 .4,.1 0.1 1/LDI .1,.1 .1,.1 0.1 0.3 1/LDI 
64 .8,.3 .8,.2 .8,.2 .4,.1 0.1 .1,.1 .3,.1 .1,.1 .2,.1 0.1 
128 .8,.4 .8,.3 .8,.2 .8,.2 .4,.1 .2,.1 .3,.2 .1,.2 .3,.1 .1,.1 
256 .8,.5 .8,.4 .8,.3 .8,.2 .8,.2 .2,.4 0.1 .2,.3 .3,.2 .1,.1 
512 .8,.5 .8,.5 .8,.4 .8,.3 .8,.2 .2,.5 .2,.5 .2,.4 0.1 .3,.2 
1024 .8,.5 .8,.5 .8,.5 .8,.4 .8,.3 .2,.3 .2,.3 .2,.4 .2,.3 0.1 
Table A34: Min Error Method Search Results, Minimize TMSSE, β=1, Part1 
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0.1 0 0.1 0.1 0.1 0 0 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
16 1 1 1 0.1 0.1 1 1 0.1 0.1 0.1 
32 0.1 0.1 0.1 1 0.1 0.1 0.1 0.1 1 0.1 
64 .1,.1 0.1 0.1 0.1 0.1 0.5 0.1 0.1 0.1 0.1 
128 .1,.5 .1,.2 .1,.2 0.1 0.1 0.7 0.5 0.1 0.1 0.1 
256 0.7 .1,.4 .1,.2 .1,.2 .1,.1 0.9 0.7 0.3 .1,.2 0.1 
512 0.9 .1,.5 .1,.4 .1,.3 .1,.2 Last 0.7 0.1 0.1 .1,.2 
1024 Last 0.9 .1,.5 0.1 .1,.3 Last Last 0.7 0.1 0.1 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0 0.1 0 0 0 0.1 0.1 
4 0.3 0.3 0 0 0 0.3 0 0 0 0 
8 1 0.3 0.3 0.3 0 0.3 0.3 0.3 0.3 0 
16 0.1 0.1 0.1 0.3 0.3 1/LDI 0.1 1/LDI 0.3 0.3 
32 0.3 0.3 0.3 0.1 1 0.3 0.3 1 0.1 1/LDI 
64 0.1 .1,.1 .1,.1 0.3 1 0.7 0.3 0.3 0.3 1 
128 .1,.4 .1,.3 .1,.1 .1,.1 0.3 0.9 0.3 0.3 0.3 0.3 
256 0.9 .1,.5 .1,.3 .1,.3 .1,.2 0.9 0.5 0.1 0.1 .1,.1 
512 Last .1,.4 0.1 .1,.2 .1,.3 0.9 0.9 0.5 0.3 .1,.3 
1024 0.9 0.9 0.1 .1,.4 0.1 0.9 0.9 0.3 0.5 .1,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0.1 0 0.3 0.3 0.3 0 0.3 0.3 0.3 0.3 
8 1/LDI 1/LDI 0.1 0.1 0.3 1/LDI 4 4 0 0.3 
16 1/LDI 1/LDI 1/LDI 1/LDI 4 0.1 1/LDI 1 1/LDI 4 
32 .1,.1 0.1 0.1 1/LDI 1/LDI 0.5 1 0.3 1/LDI 0.3 
64 .1,.2 .1,.2 0.3 0.1 0.3 0.3 0.5 4 0.1 0.3 
128 .1,.3 .1,.1 0.1 .1,.2 .1,.1 0.5 .5,.05 .1,.1 .1,.1 0.1 
256 .1,.5 .1,.3 0.1 .1,.1 0.1 Last .6,.05 0.5 0.3 .1,.2 
512 0.9 0.7 .1,.5 0.1 0.1 0.9 0.9 0.3 .1,.3 0.3 
1024 0.9 .1,.5 .1,.4 .1,.5 .1,.2 0.9 0.9 0.5 0.3 .1,.2 
Table A35: Min Error Method Search Results, Minimize TMSSE, β=1, Part2 
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 .6,.2 0.1 0.1 1 0.1 0.1 0.1 1 1 0.1 
32 .6,.2 .6,.2 0.1 0.1 1 0.1 0.1 0.1 0.1 1 
64 .6,.3 .6,.2 .6,.2 0.1 0.1 .2,.1 .2,.1 0.1 0.1 0.1 
128 .6,.4 .6,.3 .6,.2 .3,.2 0.1 .2,.2 .2,.2 .2,.2 .2,.1 0.1 
256 .6,.5 .6,.4 .6,.3 .6,.2 .3,.1 .2,.2 0.1 0.1 .2,.2 .2,.1 
512 .6,.5 .6,.5 .6,.4 .6,.3 .6,.2 .2,.4 0.1 0.1 .2,.2 .2,.2 
1024 .6,.5 .6,.5 .6,.5 .6,.3 .6,.2 Last 0.1 0.1 .2,.3 .2,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.3 0 0 0.1 0 0 0 0.1 
4 0.3 0.1 0.3 0.3 0 0.1 0.1 0.3 0 0 
8 .3,.1 0.3 0.1 0.3 0.3 0.1 0.1 1 0.3 0.3 
16 .7,.2 .3,.1 0.3 0.1 0.3 0.1 0.1 0.1 0.1 0.3 
32 .7,.2 .7,.2 .3,.1 0.3 0.1 .2,.1 .2,.1 0.3 0.3 0.1 
64 .7,.3 .7,.2 .7,.2 .3,.1 0.3 .1,.1 .1,.1 .2,.1 .1,.1 0.3 
128 .7,.4 .7,.3 .7,.2 .4,.2 .2,.1 .2,.3 .1,.2 .1,.2 .1,.1 .1,.1 
256 .7,.5 .7,.4 .7,.3 .7,.2 .4,.1 .2,.3 .2,.3 .2,.2 .1,.2 .1,.1 
512 .7,.5 .7,.5 .7,.4 .7,.3 .7,.2 .2,.5 .2,.4 .2,.3 .1,.2 .1,.2 
1024 .7,.5 .7,.5 .7,.5 .7,.3 .7,.2 .2,.5 .2,.5 .2,.5 .1,.3 .1,.2 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 0.3 0.1 0.3 0.3 0.3 0.1 0.3 0.3 0.3 
4 0.1 1/LDI 0.1 0 0.3 0.3 0.3 0.1 0.3 0.3 
8 .4,.1 0.1 1/LDI 0.1 4 1/LDI 1/LDI 1/LDI 0.1 0 
16 .8,.2 .4,.1 0.1 1/LDI 1/LDI 0.3 0.3 1/LDI 1/LDI 0.1 
32 .8,.2 .8,.2 .4,.1 0.1 1/LDI .1,.1 .1,.1 0.1 1 1/LDI 
64 .8,.3 .8,.2 .8,.2 .4,.1 0.1 .3,.1 .3,.1 .1,.1 .2,.1 0.1 
128 .8,.4 .8,.3 .8,.2 .6,.2 .3,.1 .1,.2 .3,.2 .9,.2 .3,.1 .2,.1 
256 .8,.5 .8,.4 .8,.3 .8,.2 .5,.1 .2,.4 .2,.2 .1,.2 .9,.2 .3,.1 
512 .8,.5 .8,.5 .8,.4 .8,.3 .8,.2 .2,.3 .2,.5 .2,.4 .9,.2 .9,.2 
1024 .8,.5 .8,.5 .8,.5 .8,.3 .8,.2 0.9 .2,.4 .2,.4 .3,.3 .9,.2 
Table A36: Min Error Method Search Results, Minimize TMSSE, β=1.5, Part1 
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0.1 0 0.1 0.1 0.1 0 0 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
16 1 1 1 0.1 0.1 1/LDI 1 0.1 0.1 0.1 
32 0.1 0.1 0.1 1 0.1 0.5 0.1 0.1 1 0.1 
64 .1,.1 0.1 0.1 0.1 0.1 0.7 0.3 0.1 0.1 0.1 
128 0.7 .1,.3 .1,.2 0.1 0.1 0.9 0.5 0.3 0.1 0.1 
256 Last .1,.5 .1,.3 .1,.2 .1,.1 Last 0.7 .1,.4 .1,.2 .1,.1 
512 Last 0.7 0.1 .1,.3 .1,.2 Last 0.7 .1,.5 .1,.3 .1,.2 
1024 Last 0.9 .1,.5 .1,.4 .1,.2 Last 0.9 0.3 .1,.4 .1,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0 0.1 0 0 0 0.1 0.1 
4 0.3 0.3 0.3 0 0 0.3 0 0 0 0 
8 1/LDI 1/LDI 0.3 0.3 0.3 1/LDI 0.3 0.3 0.3 0 
16 0.1 0.1 0.1 1/LDI 0.3 1 1/LDI 1/LDI 0.3 0.3 
32 0.3 0.3 0.3 0.1 1 0.7 0.3 1 0.1 1/LDI 
64 .1,.2 .1,.1 .1,.1 0.3 0.3 0.9 0.5 0.3 0.3 1 
128 0.9 .1,.4 .1,.1 .1,.1 0.3 Last 0.7 .1,.2 .1,.1 0.3 
256 0.9 .1,.4 .1,.2 .8,.2 .1,.2 0.9 0.5 .1,.3 .9,.2 0.1 
512 0.9 0.7 .1,.4 .1,.2 .8,.2 0.9 0.9 0.3 .1,.4 .8,.2 
1024 0.9 0.7 0.1 .1,.3 .1,.3 0.9 0.7 0.5 0.1 .1,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0.1 0 0 0.3 0.3 0 0.3 0.3 0.3 0.3 
8 1 0.3 0.1 4 0 0.3 4 4 0 0.3 
16 1/LDI 1/LDI 1/LDI 0.3 4 0.1 0.1 1 1/LDI 4 
32 0.5 0.1 0.1 1/LDI 1/LDI .6,.05 0.5 0.3 1/LDI 1 
64 0.5 .1,.2 0.3 0.1 0.1 0.9 0.1 0.1 0.1 0.3 
128 0.9 .1,.2 .1,.3 .1,.2 .1,.1 0.9 .6,.05 .1,.3 .1,.2 0.1 
256 0.9 0.5 .1,.4 .9,.2 .4,.1 0.9 0.7 0.1 .9,.2 .1,.2 
512 0.9 0.9 .1,.5 .8,.2 .9,.2 0.9 0.5 .1,.4 0.1 .9,.2 
1024 0.9 Last .1,.4 0.1 .8,.2 0.9 Last 0.7 .1,.3 .8,.2 
Table A37: Min Error Method Search Results, Minimize TMSSE, β=1.5, Part2 
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Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 0.1 0.1 0.1 1 0.1 0.1 0.1 1 1 0.1 
32 0.1 0.1 0.1 0.1 1 0.1 0.1 0.1 0.1 1 
64 .6,.3 0.1 .3,.2 0.1 0.1 .1,.1 .1,.1 0.1 0.1 0.1 
128 .6,.4 0.1 0.1 .2,.2 0.1 .1,.1 .2,.2 .1,.2 .1,.2 0.1 
256 .6,.5 0.1 0.1 .3,.2 .2,.2 .1,.2 .2,.5 .2,.4 .1,.2 .1,.2 
512 .6,.5 .6,.5 0.1 .3,.3 .2,.2 Last 0.9 .2,.5 .1,.3 .1,.2 
1024 .6,.5 .6,.5 .6,.5 .6,.4 .2,.3 Last Last .2,.5 .2,.4 .1,.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0.1 0.1 0.1 0 0 0.1 
4 0.1 0.1 0.1 0.3 0 0.1 0.1 0.3 0 0 
8 .3,.1 0.1 0.1 0.3 0.3 0.1 0.1 1 0.3 0.3 
16 .6,.2 0.1 0.1 0.1 0.3 0.3 0.1 0.1 0.1 0.3 
32 .6,.3 .6,.2 .2,.1 0.3 0.1 .1,.1 .1,.1 0.3 0.3 0.1 
64 .7,.3 .6,.2 .4,.2 .2,.1 0.3 .1,.2 .2,.1 .1,.1 0.3 0.3 
128 .7,.4 .6,.3 .6,.2 .3,.2 .1,.1 .1,.2 .1,.2 .2,.2 .1,.1 0.3 
256 .7,.5 .6,.4 .6,.3 .4,.2 .1,.2 .2,.2 .1,.5 .1,.4 .2,.2 .4,.2 
512 .7,.5 .7,.5 .6,.4 .4,.3 .3,.2 0.9 Last .1,.5 .2,.3 .9,.2 
1024 .7,.5 .7,.5 .7,.5 .3,.4 .3,.3 0.9 0.9 .1,.5 .1,.4 .9,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 4 0.3 0.3 0.3 0.3 0 0.3 0.3 0.3 
4 4 0.1 0.3 0 0.3 0.3 0.3 0.1 0.3 0.3 
8 .4,.1 4 1/LDI 0.1 0 1/LDI 1/LDI 1/LDI 0.1 0 
16 .7,.2 .3,.1 0.3 1/LDI 1/LDI 0.1 0.3 1/LDI 1/LDI 0.1 
32 .7,.3 .7,.2 .3,.1 0.1 1/LDI .1,.2 .2,.1 0.1 1 1/LDI 
64 .8,.3 .7,.2 .2,.2 .1,.1 0.1 0.1 .1,.2 .2,.1 .1,.1 0.1 
128 .8,.4 .7,.3 .7,.2 .4,.2 .2,.1 .2,.1 .9,.2 .9,.2 .2,.2 .1,.1 
256 .8,.5 .7,.4 .7,.3 .2,.2 .3,.2 .1,.1 .2,.4 .2,.3 .9,.2 .2,.2 
512 .8,.5 .8,.5 .7,.4 .6,.3 .1,.2 0.9 0.9 .9,.5 .1,.4 .9,.2 
1024 .8,.5 .8,.5 .8,.5 .4,.4 .4,.3 0.9 0.9 .9,.5 .9,.4 .9,.3 
Table A38: Min Error Method Search Results, Minimize TMSSE, β=3, Part1 
 
  
A55 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0.1 0 0.1 0.1 0.1 0 0 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 1/LDI 0.1 0.1 0.1 0.1 1/LDI 1/LDI 0.1 0.1 0.1 
16 1 1 1 0.1 0.1 1/LDI 1/LDI 1/LDI 0.1 0.1 
32 0.7 0.1 0.1 0.1 0.1 0.9 0.5 0.3 1 0.1 
64 Last 0.7 0.3 0.1 0.1 Last 0.7 0.5 0.1 0.1 
128 Last 0.9 .1,.4 .1,.2 0.1 Last 0.9 0.5 0.3 0.1 
256 Last 0.9 .1,.5 .1,.3 .1,.2 Last 0.9 0.7 .9,.4 .4,.2 
512 Last Last 0.5 .1,.4 .1,.2 Last Last 0.7 .9,.5 .9,.3 
1024 Last Last 0.7 .1,.5 .1,.3 Last .95,.5 0.7 .9,.5 .9,.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0 0.1 0 0 0 0.1 0.1 
4 0.3 0.3 0.3 0 0 0.3 0.3 0 0 0 
8 0.1 1/LDI 0.3 0.3 0.3 0.1 0.1 0.3 0.3 0 
16 1/LDI 0.1 0.1 1/LDI 0.3 0.7 1 0.1 0.3 0.3 
32 0.9 0.3 0.3 1 1 0.7 0.7 0.1 0.1 1/LDI 
64 0.9 0.5 0.1 0.3 0.3 0.9 0.7 0.3 0.3 0.3 
128 0.9 0.7 .1,.5 0.3 0.3 0.9 0.9 0.7 4 0.3 
256 0.9 Last .8,.5 .9,.3 .4,.2 0.9 Last 0.5 .9,.4 0.3 
512 0.9 0.9 0.7 .9,.4 .9,.2 0.9 0.9 0.5 .9,.5 .9,.3 
1024 0.9 0.9 0.9 .8,.5 .9,.3 0.9 Last 0.9 .9,.5 .9,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0 0 0 0.3 0.3 0 0 0.3 0.3 0.3 
8 1 0.3 4 4 0 0.3 0.3 4 4 0.3 
16 0.1 1/LDI 1/LDI 0.3 4 0.5 0.5 0.3 1/LDI 4 
32 0.5 0.5 4 0.3 1/LDI Last .6,.05 4 1/LDI 0.3 
64 0.9 .65,.05 .1,.2 4 0.1 0.9 0.9 .5,.05 4 1 
128 0.9 0.9 0.5 .1,.3 0.1 0.9 Last .6,.05 0.5 0.1 
256 0.9 0.9 .9,.5 .9,.3 .9,.2 0.9 0.9 0.7 .8,.4 .9,.2 
512 0.9 0.9 0.7 .9,.4 .9,.2 0.9 .95,.5 0.9 .8,.5 .8,.3 
1024 0.9 .95,.05 0.5 .9,.5 .9,.3 0.9 .95,.45 Last 0.3 .9,.4 
Table A39: Min Error Method Search Results, Minimize TMSSE, β=3, Part2 
 
  
A56 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 0.1 0.1 0.1 1 0.1 0.1 0.1 1 1 0.1 
32 .6,.2 0.1 0.1 0.1 1 0.1 0.1 0.1 0.1 1 
64 .6,.3 0.1 .2,.1 0.1 0.1 .1,.1 .1,.1 .1,.1 0.1 0.1 
128 .6,.4 0.1 0.1 .2,.2 0.1 .1,.1 .1,.2 .1,.5 .1,.3 0.3 
256 .6,.5 0.1 0.1 .2,.3 .1,.2 .1,.1 Last 0.7 .1,.4 .1,.3 
512 .6,.5 .6,.5 0.1 .2,.4 .1,.3 .1,.1 Last 0.9 .1,.5 .1,.4 
1024 .6,.5 .6,.5 .3,.5 .2,.5 .1,.4 .1,.1 Last 0.9 .1,.5 .1,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0.1 0.1 0 0 0 0.1 
4 0.1 0.1 0.1 0.3 0 0.1 0.1 0.3 0 0 
8 .3,.1 0.1 0.1 0.3 0.3 0.1 0.1 1/LDI 0.3 0.3 
16 .6,.2 0.1 0.1 0.1 0.3 0.3 0.3 0.1 0.1 0.3 
32 .7,.2 .3,.1 .2,.1 0.3 0.1 .1,.1 .1,.1 0.3 0.3 0.1 
64 .7,.3 .6,.2 .3,.1 .1,.1 0.3 .1,.2 .1,.2 0.1 0.3 0.3 
128 .7,.4 .6,.3 .3,.2 .1,.2 .1,.2 .1,.2 .1,.1 .1,.4 0.3 0.1 
256 .7,.5 .6,.3 .3,.3 .9,.3 .1,.3 .1,.2 0.9 .1,.5 .1,.5 .9,.3 
512 .7,.5 .7,.5 .3,.5 .3,.4 .9,.3 .1,.2 0.9 0.9 .9,.5 .9,.4 
1024 .7,.5 .7,.5 .4,.5 .3,.5 .2,.4 .2,.1 0.9 Last .8,.5 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 4 0.3 0.3 0.3 0.3 0.1 0.3 0.3 0.3 
4 4 0.1 0.3 0 0.3 0.3 0.3 0.1 0.3 0.3 
8 .4,.1 4 1/LDI 0.1 0 1/LDI 1/LDI 1 4 0 
16 .7,.2 .3,.1 0.3 1/LDI 1/LDI .1,.1 0.1 1/LDI 1/LDI 4 
32 .8,.2 .4,.1 .3,.1 0.1 1/LDI .1,.2 .1,.2 .1,.1 4 1/LDI 
64 .8,.3 .7,.2 .4,.1 .2,.1 0.1 0.1 0.1 .1,.2 4 4 
128 .8,.4 .7,.3 .4,.2 .9,.2 0.3 0.1 .1,.3 .1,.3 .1,.4 0.1 
256 .8,.5 .7,.3 .4,.3 .1,.3 .9,.2 0.1 0.9 .2,.5 .9,.4 .9,.3 
512 .8,.5 .8,.5 .4,.5 .9,.4 .9,.3 0.1 0.9 0.7 .8,.5 .9,.4 
1024 .8,.5 .8,.5 .6,.5 .9,.5 .8,.4 .1,.2 0.9 0.7 .8,.5 .9,.5 
Table A40: Min Error Method Search Results, Minimize TMSSE, β=4.5, Part1 
 
  
A57 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0 0.1 0.1 0.1 0 0 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 1/LDI 1/LDI 0.1 0.1 0.1 1/LDI 1/LDI 0.1 0.1 0.1 
16 1/LDI 1 1 0.1 0.1 1/LDI 1/LDI 1/LDI 0.1 0.1 
32 0.9 0.7 0.1 0.1 0.1 0.9 0.7 0.5 0.3 0.1 
64 Last 0.9 0.5 0.3 0.1 Last 0.9 0.7 0.3 0.3 
128 Last Last 0.7 0.5 0.3 Last Last 0.7 0.5 0.3 
256 Last Last 0.7 .1,.5 0.3 Last Last 0.9 0.3 4 
512 Last Last 0.9 0.5 .9,.4 Last Last 0.9 0.5 .9,.5 
1024 Last Last 0.9 0.5 .9,.5 Last Last .95,.5 0.5 .9,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0.1 0.1 0 0 0 0.1 0.1 
4 1/LDI 0.3 0.3 0 0 1/LDI 0.3 0 0 0 
8 0.1 0.1 0.3 0.3 0.3 0.1 0.1 0.3 0.3 0.3 
16 1 1/LDI 1/LDI 1/LDI 0.3 0.7 0.5 0.3 0.3 0.3 
32 0.7 0.5 0.3 1 1/LDI Last 0.9 0.3 1 1/LDI 
64 0.9 0.9 0.7 4 0.3 0.9 Last 0.5 4 0.1 
128 0.9 0.9 0.7 .1,.4 4 0.9 0.9 0.7 .5,.05 4 
256 0.9 0.9 0.9 .9,.5 .9,.3 0.9 0.9 0.7 0.7 0.3 
512 0.9 0.9 Last 0.7 .9,.4 0.9 0.9 Last 0.3 .9,.5 
1024 0.9 0.9 Last 0.7 .9,.5 0.9 0.9 .95,.45 0.7 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0.3 0 0 0.3 0.3 0.3 0 0.3 0.3 0.3 
8 1 0.3 1/LDI 4 0 0.3 0.3 4 4 0 
16 0.1 0.1 0.1 0.3 4 0.5 0.7 0.1 1/LDI 4 
32 Last .65,.05 0.5 0.3 1 0.7 0.9 .5,.05 1/LDI 0.3 
64 0.9 0.7 .55,.05 0.1 4 0.9 0.9 .6,.05 0.5 4 
128 0.9 0.9 0.5 0.3 0.1 0.9 0.9 0.9 .55,.05 0.1 
256 0.9 0.9 0.9 .9,.5 .4,.3 0.9 0.9 0.9 .9,.5 0.1 
512 0.9 0.9 0.7 0.3 .7,.4 0.9 .95,.05 0.7 0.7 .9,.4 
1024 0.9 .95,.05 0.7 0.9 .7,.5 0.9 .95,.05 .9,.5 0.9 .8,.5 
Table A41: Min Error Method Search Results, Minimize TMSSE, β=4.5, Part2 
 
  
A58 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0 0.1 0.1 0.1 0.1 0 
4 0.1 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 4 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 4 0.1 0.1 1 0.1 0.1 0.1 1 1 0.1 
32 4 4 0.1 0.1 1 0.1 0.1 0.1 0.1 0.1 
64 4 4 .2,.1 0.1 0.1 0.1 .1,.1 .1,.1 0.3 0.3 
128 .6,.3 4 .2,.2 .1,.3 0.3 .1,.1 Last 0.7 .1,.5 0.3 
256 .6,.4 .6,.3 .3,.3 .1,.5 .1,.4 .1,.1 Last 0.9 .1,.5 .9,.4 
512 .6,.4 .6,.4 .3,.5 .1,.5 .1,.5 .1,.1 Last Last 0.5 .9,.5 
1024 .6,.4 .6,.4 Last 0.7 .1,.5 .1,.1 Last Last 0.7 0.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0.1 0.1 0 0 0 0.1 
4 0.1 0.1 0.1 0.3 0 1/LDI 0.1 0.3 0 0 
8 0.1 4 0.1 0.3 0.3 0.1 0.1 1/LDI 0.3 0.3 
16 .6,.2 4 0.1 0.1 0.3 0.3 0.3 0.1 0.1 0.3 
32 .6,.2 .3,.1 .2,.1 0.3 0.1 0.3 .1,.1 0.3 0.3 1/LDI 
64 .6,.3 .3,.2 .3,.1 .1,.1 0.3 .1,.1 .1,.2 .1,.2 0.5 0.1 
128 .7,.3 .6,.2 .3,.2 .1,.2 4 .1,.2 0.9 .1,.5 .1,.4 4 
256 .7,.4 .7,.3 .2,.3 .2,.5 .1,.3 .1,.2 0.9 0.9 .9,.5 .9,.4 
512 .7,.4 .7,.4 .2,.5 .2,.5 .9,.5 .1,.2 0.9 0.9 0.7 .9,.5 
1024 .7,.4 .7,.4 0.9 0.5 .9,.5 .9,.1 0.9 0.9 0.9 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 4 4 0 0.3 0.3 0 0.1 0.3 0.3 0.3 
4 4 4 0.3 0 0.3 1 0.3 0.1 0.3 0.3 
8 0.1 0.1 1/LDI 1/LDI 0 1/LDI 1/LDI 1 4 0 
16 .7,.2 0.1 0.3 1/LDI 1/LDI 1 1 1/LDI 1/LDI 4 
32 .7,.2 .4,.1 .3,.1 0.1 1/LDI .9,.1 0.3 0.5 4 1 
64 .7,.3 .4,.2 .9,.1 .2,.1 4 .1,.2 .1,.3 .1,.3 0.1 4 
128 .8,.3 .7,.2 .9,.2 .2,.3 .1,.3 0.1 0.9 0.9 0.5 0.5 
256 .8,.4 .3,.3 .4,.3 .9,.5 .9,.4 0.1 0.9 Last .9,.5 .8,.4 
512 .8,.4 .3,.4 .4,.5 .9,.5 .9,.5 .9,.1 0.9 0.9 0.7 .7,.5 
1024 .8,.4 .3,.4 0.9 0.7 .9,.5 .8,.1 0.9 0.9 0.5 .9,.5 
Table A42: Min Error Method Search Results, Minimize TMSSE, β=6, Part1 
 
  
A59 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0 0.1 0.1 0.1 0 0 
4 1/LDI 0.1 0.1 0.1 0.1 1/LDI 0.1 0.1 0.1 0.1 
8 1/LDI 1/LDI 0.1 0.1 0.1 1/LDI 1/LDI 1/LDI 0.1 0.1 
16 1/LDI 1/LDI 1/LDI 0.1 0.1 1/LDI 1/LDI 1/LDI 1/LDI 0.1 
32 0.7 0.7 0.5 0.3 0.1 0.7 0.9 0.5 0.3 1/LDI 
64 0.9 Last 0.7 0.5 0.3 0.9 Last 0.7 0.5 0.3 
128 0.9 Last 0.9 0.5 0.3 0.9 Last 0.9 0.7 4 
256 Last Last 0.9 0.7 0.5 0.9 Last 0.9 0.5 0.5 
512 Last Last Last 0.7 .9,.5 0.9 Last Last 0.7 0.3 
1024 Last Last Last 0.7 0.3 0.9 Last .95,.5 0.7 0.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0.1 0.1 0 0 0 0.1 0.1 
4 0.1 0.3 0.3 0 0 0.1 0.3 0.3 0 0 
8 1 0.1 1/LDI 0.3 0.3 0.1 0.5 0.1 0.3 0.3 
16 1 1 1 1/LDI 0.3 1 0.7 0.5 0.3 0.3 
32 0.9 0.9 0.7 0.5 1/LDI 0.9 0.7 0.7 4 0.3 
64 0.7 0.9 0.5 0.3 4 0.7 0.9 0.9 .5,.05 4 
128 Last 0.9 0.9 0.7 4 Last 0.9 0.9 0.5 0.3 
256 0.9 0.9 Last 0.5 .9,.5 Last 0.9 Last 0.7 4 
512 0.9 0.9 0.9 0.5 .9,.5 Last 0.9 0.9 0.5 .9,.5 
1024 0.9 0.9 0.9 0.9 0.5 Last 0.9 .95,.45 0.9 .5,.35 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0.3 0 0 0.3 0.3 0 0 0 0.3 0.3 
8 0.1 0.3 0.3 4 0 0.3 0.3 0.3 4 0 
16 0.1 0.1 0.1 0.3 4 0.5 0.5 0.3 0.1 4 
32 0.1 0.9 0.3 4 0.3 Last Last .6,.05 0.5 0.1 
64 Last 0.9 .7,.05 .5,.05 0.1 Last 0.9 0.7 .55,.05 0.1 
128 0.7 0.9 0.7 .55,.05 0.5 0.7 0.9 Last 0.3 0.5 
256 0.9 0.9 0.9 0.7 .9,.5 0.7 0.9 0.9 0.7 .9,.5 
512 0.9 0.9 0.9 0.9 .8,.5 0.7 0.9 .95,.5 0.9 .9,.5 
1024 0.9 0.9 .95,.5 Last .5,.35 0.7 0.9 Last .75,.5 .5,.4 
Table A43: Min Error Method Search Results, Minimize TMSSE, β=6, Part2 
 
  
A60 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0.1 0.1 0.1 0 0.1 0.1 0.1 0.1 0 
4 4 1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 4 0.1 1 0.1 0.1 1 1 0.1 0.1 0.1 
16 4 4 0.1 1 0.1 0.1 0.1 1 1/LDI 0.1 
32 4 4 0.1 0.1 1 0.1 0.1 0.1 0.3 0.1 
64 4 4 .2,.1 0.1 0.3 0.1 .1,.1 0.7 0.5 0.3 
128 4 4 .2,.2 .1,.4 0.3 0.1 Last 0.9 0.7 0.5 
256 .6,.3 4 .2,.3 .1,.5 .9,.5 .1,.1 Last Last 0.7 0.5 
512 .6,.3 .6,.3 Last 0.7 .1,.5 .1,.1 Last Last 0.7 0.3 
1024 .6,.3 .6,.3 Last 0.9 0.5 .1,.1 Last Last 0.9 0.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .8,.2 4 0.1 0 0.1 0.1 0 0 0 0.1 
4 0.1 0.1 0.1 0.3 0 1/LDI 0.3 0.3 0 0 
8 .8,.1 4 0.1 0.3 0.3 1/LDI 1/LDI 1/LDI 0.3 0.3 
16 .6,.2 0.1 0.1 0.1 0.3 0.3 0.3 0.1 0.1 0.3 
32 .6,.2 .3,.1 .2,.1 0.3 0.1 0.3 0.3 0.3 0.1 0.3 
64 .6,.2 .3,.2 .3,.1 .1,.1 4 .9,.1 0.1 0.5 0.3 4 
128 .6,.3 .3,.2 .3,.2 .1,.5 4 .9,.1 0.9 0.9 0.5 4 
256 .7,.3 .6,.3 .2,.2 .2,.5 .1,.5 .9,.1 0.9 0.9 0.7 .9,.5 
512 .7,.3 .7,.3 0.9 0.7 .9,.5 .9,.1 0.9 0.9 0.9 0.7 
1024 .7,.3 .7,.3 0.9 0.7 0.3 .9,.1 0.9 0.9 Last 0.7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.2 0.1 0 0.3 0.3 0 0.1 0.3 0.3 0.3 
4 0.1 4 0.3 0 0.3 1 0.1 0.1 0.3 0.3 
8 .9,.1 0.1 1/LDI 1/LDI 4 0.1 0.1 1 4 0 
16 .7,.2 .2,.1 0.3 1/LDI 1/LDI 1 1 1/LDI 1 4 
32 .7,.2 .4,.1 .1,.1 4 1/LDI .9,.1 0.5 0.5 0.5 0.1 
64 .7,.2 .4,.2 .1,.1 .1,.2 0.1 0.3 .1,.2 .1,.5 .5,.05 0.5 
128 .7,.3 .4,.2 .4,.2 .1,.3 0.5 .1,.1 .1,.1 Last .1,.5 0.3 
256 .8,.3 .7,.3 .3,.3 .9,.5 .9,.5 0.1 0.9 0.9 0.5 .9,.5 
512 .8,.3 .3,.3 0.9 0.9 .9,.5 .8,.1 0.9 0.9 0.9 0.5 
1024 .8,.3 .3,.3 0.9 Last 0.7 .8,.1 0.9 .95,.05 0.7 0.3 
Table A44: Min Error Method Search Results, Minimize TMSSE, β=7.5, Part1 
 
  
A61 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 0 0 0.1 0.1 0.1 0 0 
4 1/LDI 0.1 0.1 0.1 0.1 1/LDI 0.1 0.1 0.1 0.1 
8 1/LDI 1/LDI 1/LDI 0.1 0.1 1/LDI 1/LDI 1/LDI 0.1 0.1 
16 1/LDI 1/LDI 1/LDI 1/LDI 0.1 1/LDI 1/LDI 1/LDI 1/LDI 0.1 
32 0.1 0.9 0.7 0.3 0.3 1/LDI 0.9 0.7 0.5 0.3 
64 0.1 Last 0.9 0.5 0.3 0.1 Last 0.9 0.5 0.3 
128 0.1 Last Last 0.7 0.5 0.7 Last Last 0.7 0.5 
256 .9,.1 Last Last 0.7 0.5 .9,.1 Last Last 0.7 0.5 
512 .9,.1 Last Last 0.9 0.3 .9,.1 Last Last 0.9 0.5 
1024 .9,.1 Last Last 0.9 0.5 .9,.1 Last Last .9,.5 0.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0 0 0 0.1 0.1 0 0 0 0.1 0.1 
4 0.1 0.3 0.3 0 0 0.1 0.3 0.3 0 0 
8 1 0.1 0.1 0.3 0.3 0.1 0.5 0.3 0.3 0.3 
16 1 1 1 0.3 0.3 1 0.7 0.5 0.3 0.3 
32 1/LDI 0.7 0.5 0.5 1/LDI 1 0.7 0.5 0.3 1/LDI 
64 0.7 0.9 0.7 0.7 4 0.5 0.9 0.9 0.7 4 
128 0.7 0.9 0.9 0.5 4 0.5 0.9 0.9 0.5 4 
256 0.1 0.9 0.9 0.5 0.3 .9,.1 0.9 0.9 0.9 0.3 
512 .8,.1 0.9 0.9 0.7 0.5 .9,.1 0.9 0.9 0.7 0.3 
1024 .8,.1 0.9 0.9 Last 0.7 .9,.1 0.9 0.9 .95,.45 .55,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
4 0 0 0 0.3 0.3 0 0 0 0.3 0.3 
8 0.1 0.3 0.3 4 0 0.3 0.3 0.1 4 0 
16 0.1 0.5 0.5 0.1 4 0.1 0.5 0.3 4 4 
32 1 Last .65,.05 4 4 0.1 Last .7,.05 .5,.05 4 
64 0.5 0.9 0.9 .55,.05 0.5 1/LDI 0.9 Last .6,.05 0.5 
128 0.9 0.9 0.9 0.7 .5,.05 0.1 0.9 0.9 0.7 .5,.05 
256 0.7 0.9 0.9 0.9 0.7 .8,.1 0.9 0.9 0.9 0.7 
512 .9,.1 0.9 .95,.05 Last 0.7 .8,.1 0.9 .95,.05 Last 0.7 
1024 .9,.1 0.9 .95,.5 0.7 .55,.45 .8,.1 0.9 .95,.5 .9,.45 0.7 
Table A45: Min Error Method Search Results, Minimize TMSSE, β=7.5, Part2 
  
A62 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.9 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A46: Min Error Method Search, NMSSE, β=1 Pt1 
  
A63 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 
4 0.9 0.9 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 1 1 1 0.9 1 1 1 0.7 
4 0.7 0.7 0.9 0.9 0.9 0.7 0.9 0.9 0.9 1 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A47: Min Error Method Search, NMSSE, β=1, Pt2 
 
  
A64 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.9 0.9 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A48: Min Error Method Search, NMSSE, β=1.5 Pt1 
  
A65 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 1 1 0.9 1 1 1 1 
4 0.7 0.7 0.9 0.9 0.9 0.7 0.9 0.9 0.9 1 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
Table A49: Min Error Method Search, NMSSE, β=1.5 Pt2 
  
A66 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.9 0.9 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.5 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A50: Min Error Method Search, NMSSE, β=3 Pt1 
  
A67 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 1 1 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 
1024 0.7 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 
Table A51: Min Error Method Search, NMSSE, β=3 Pt2 
  
A68 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.9 1 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A52: Min Error Method Search, NMSSE, β=4.5 Pt1 
  
A69 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 1 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
1024 0.7 0.7 0.5 0.7 0.7 0.7 0.5 0.5 0.7 0.7 
Table A53: Min Error Method Search, NMSSE, β=4.5 Pt2 
  
A70 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.9 0.5 1 0.9 0.9 0.9 0.9 1 
4 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A54: Min Error Method Search, NMSSE, β=6 Pt1 
  
A71 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 1 1 0.9 0.9 0.9 1 1 
4 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
1024 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A55: Min Error Method Search, NMSSE, β=6 Pt2 
  
A72 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.9 0.9 0.9 1 0.9 0.9 0.9 0.9 1 
4 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A56: Min Error Method Search, NMSSE, β=7.5 Pt1 
  
A73 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 0.7 
4 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.9 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 1 
4 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.7 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
1024 0.7 0.7 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.7 
Table A57: Min Error Method Search, NMSSE, β=7.5 Pt2 
  
A74 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0 0 0 0 0 0 0 0 0 
4 0.1 1 0 0 0 0 0 0 0 0 
8 0.1 0.1 1 0 0 1 1 0 0 0 
16 .3,.1 0.1 0.1 1 0 0.1 0.1 1 1 0 
32 .6,.2 .6,.1 0.1 0.1 1 0.1 0.1 0.1 1 1 
64 .6,.2 .6,.2 .6,.2 0.1 0.1 .2,.1 .2,.1 .2,.1 0.1 0.1 
128 .6,.3 .6,.2 .6,.2 .6,.1 0.1 .2,.1 .2,.2 .2,.1 .2,.1 0.1 
256 0.1 .6,.3 .6,.2 .6,.2 .6,.1 .2,.2 .2,.2 .2,.2 .2,.2 .2,.1 
512 0.1 0.1 0.1 .6,.2 .6,.2 .2,.2 .2,.2 .2,.2 .2,.2 .2,.2 
1024 0.1 0.1 0.1 0.1 .6,.2 .2,.2 .2,.2 .2,.3 0.1 .2,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 0.1 0.1 .9,.1 .8,.1 0.1 .1,.1 .1,.1 .1,.1 .1,.1 
4 0.3 1/LDI 0.1 0.1 .9,.1 0.1 0.1 0.1 .1,.1 .7,.1 
8 .3,.1 0.3 1/LDI 0.1 0.1 1/LDI 0.1 0.1 0.1 0.1 
16 .4,.1 .3,.1 0.3 1/LDI 0.1 0.1 1 1/LDI 0.1 0.1 
32 .7,.2 .7,.1 .3,.1 0.3 1/LDI .2,.1 .2,.1 0.3 0.1 1/LDI 
64 .7,.2 .7,.2 .7,.2 .3,.1 0.3 .1,.1 .1,.1 .2,.1 0.3 1 
128 .7,.3 .7,.2 .7,.2 .7,.1 .3,.1 .1,.1 .2,.1 .1,.1 .1,.1 .1,.1 
256 .6,.3 .7,.3 .7,.2 .7,.2 .7,.1 .2,.1 .1,.2 .1,.2 .1,.2 .1,.1 
512 .6,.4 .6,.4 .6,.3 .7,.2 .7,.2 .1,.2 .1,.2 .1,.2 .1,.2 .1,.2 
1024 .6,.5 .6,.4 .6,.3 .6,.3 .7,.2 .2,.3 .2,.3 .2,.2 .2,.3 .1,.2 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.3 0.3 .8,.1 .1,.1 .1,.1 .2,.1 .4,.1 .2,.1 .4,.1 
4 1 0.1 0.3 0.3 .9,.1 1 0.1 0.3 .2,.1 .1,.1 
8 .4,.1 4 0.1 0.3 0.3 0.1 1/LDI 1/LDI 0.3 .1,.1 
16 .6,.1 .4,.1 0.1 0.1 0.3 0.3 0.1 0.1 1/LDI 0.3 
32 .8,.2 .8,.1 .4,.1 4 0.1 .1,.1 .1,.1 0.1 1/LDI 0.1 
64 .8,.2 .8,.2 .8,.2 .4,.1 0.1 .3,.1 .3,.1 .1,.1 .2,.1 0.3 
128 .8,.3 .8,.2 .8,.2 .8,.1 .4,.1 .3,.1 .1,.1 .3,.1 .3,.1 .2,.1 
256 .7,.3 .8,.3 .8,.2 .8,.2 .8,.1 .1,.2 .3,.2 .3,.2 .3,.2 .3,.1 
512 .7,.4 .7,.4 .7,.3 .8,.2 .8,.2 .3,.2 .3,.2 .3,.2 .3,.2 .3,.2 
1024 .7,.5 .7,.4 .7,.3 .7,.3 .8,.2 .1,.2 .1,.2 0.1 .2,.2 .3,.2 
Table A58: Min Error Method Search Results, Minimize TMAE, β=1, Part1 
 
  
A75 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1 1 1 0 0 1/LDI 1 0 0 0 
32 0.1 0.1 0.1 1 1 0.1 0.1 1 1 0 
64 .1,.1 0.1 0.1 0.1 1 0.5 0.1 0.1 0.1 1 
128 .1,.1 .1,.1 .1,.1 0.1 0.1 0.7 .1,.1 .1,.1 0.1 0.1 
256 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 0.7 .1,.1 .1,.1 .1,.1 .1,.1 
512 .1,.1 .1,.1 .1,.2 .1,.2 .1,.2 0.9 0.5 .1,.1 .1,.2 .1,.2 
1024 0.9 .1,.2 .1,.2 .1,.2 .1,.2 0.9 0.7 0.5 .1,.2 .1,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .1,.1 .1,.1 .2,.1 .3,.1 .1,.1 .4,.1 .4,.1 .3,.1 .5,.1 .3,.1 
4 0.1 0.1 0.1 .1,.1 .5,.1 0.1 0.1 .1,.1 .1,.1 .3,.1 
8 0.1 0.1 0.1 0.1 .9,.1 0.3 0.1 0.1 0.1 .1,.1 
16 1/LDI 1/LDI 0.1 0.1 0.1 1 1/LDI 1/LDI 0.1 0.1 
32 .1,.1 0.3 1 1/LDI 0.1 0.3 1 1/LDI 1/LDI 0.1 
64 0.1 .1,.1 .1,.1 0.3 0.1 0.7 0.3 0.3 0.3 1/LDI 
128 0.1 0.1 0.1 .1,.1 .1,.1 0.5 0.1 0.1 .1,.1 0.3 
256 0.1 .1,.2 .1,.2 .1,.2 0.1 0.9 0.5 0.1 .1,.2 0.1 
512 0.1 .1,.2 .1,.1 .1,.3 .1,.1 0.9 0.7 .1,.2 .1,.1 .1,.1 
1024 0.9 .1,.1 .1,.3 .1,.3 .1,.3 Last 0.9 .1,.4 .1,.3 .1,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .1,.1 .4,.1 .1,.1 .2,.1 .2,.1 .1,.1 .1,.1 .1,.1 .2,.1 .2,.1 
4 0.3 0.3 .7,.1 .2,.1 .4,.1 0.5 .1,.1 .5,.1 .4,.1 .9,.1 
8 1/LDI 1/LDI 0.3 0.3 .9,.1 4 0.3 4 0.3 .6,.1 
16 0.1 0.1 1/LDI 1/LDI 0.3 0.1 0.1 0.1 0.3 0.3 
32 0.3 0.1 0.3 0.1 1/LDI 0.5 1/LDI 0.1 0.1 1/LDI 
64 .1,.2 .1,.2 0.3 0.1 1/LDI 0.3 .1,.1 .1,.1 0.1 0.1 
128 .1,.2 .8,.1 .8,.1 .1,.2 0.3 .65,.05 .1,.2 .1,.2 .1,.2 0.1 
256 .1,.2 0.1 .8,.1 .8,.1 .1,.2 0.9 0.1 .1,.2 .8,.1 .1,.2 
512 .1,.5 0.1 .1,.3 .1,.1 .1,.3 0.7 .1,.5 .1,.3 .1,.3 .8,.1 
1024 Last .1,.3 .1,.4 .1,.4 .8,.2 0.9 0.7 .1,.3 0.3 .8,.2 
Table A59: Min Error Method Search Results, Minimize TMAE, β=1, Part2 
 
  
A76 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0 0 0 0 0 0 0 0 0 
4 0.1 1 0 0 0 0 0 0 0 0 
8 0.1 0.1 1 0 0 1 1 0 0 0 
16 .6,.2 0.1 0.1 1 0 0.1 0.1 1 1 0 
32 .6,.2 .6,.1 0.1 0.1 1 0.1 0.1 0.1 1 1 
64 0.1 .6,.2 .6,.1 0.1 0.1 .2,.1 .2,.1 .2,.1 0.1 0.1 
128 0.1 0.1 .6,.2 .3,.1 0.1 .2,.1 .2,.1 .2,.1 .2,.1 0.1 
256 0.1 0.1 0.1 .6,.2 .3,.1 .2,.1 .2,.2 .2,.2 .2,.2 .2,.1 
512 0.1 0.1 0.1 .6,.2 .6,.2 .2,.1 .2,.2 0.1 .2,.2 .2,.2 
1024 0.1 0.1 0.1 .6,.3 .6,.2 .2,.2 .2,.2 0.1 .2,.3 .2,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 .1,.1 .5,.1 0.1 0.1 .1,.1 .1,.1 .8,.1 
4 0.3 1/LDI 0.1 0.1 .9,.1 0.1 0.1 0.1 0.1 .1,.1 
8 .3,.1 0.1 1/LDI 0.1 0.1 1/LDI 0.1 1 0.1 0.1 
16 .7,.2 .3,.1 0.3 1/LDI 0.1 0.1 1 1/LDI 0.1 0.1 
32 .7,.2 .7,.1 .3,.1 0.3 1/LDI .2,.1 .2,.1 0.3 0.1 0.1 
64 .6,.2 .7,.2 .7,.1 .3,.1 0.3 .1,.1 .1,.1 .1,.1 .1,.1 0.3 
128 .6,.3 .6,.2 .7,.2 .4,.1 .3,.1 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 
256 4 .6,.3 .6,.2 .7,.2 .4,.1 .1,.1 .1,.2 .1,.2 .1,.2 .1,.1 
512 .6,.4 .6,.3 .6,.3 .7,.2 .7,.2 .2,.2 .1,.2 .2,.2 .1,.2 .1,.2 
1024 .6,.5 .6,.4 .6,.4 .7,.3 .7,.2 .2,.1 0.1 .2,.3 0.1 .1,.2 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 0.1 0.3 .6,.1 .6,.1 0.1 .1,.1 .2,.1 .2,.1 .2,.1 
4 0.1 0.1 0.3 0.3 .7,.1 1 0.1 0.3 .8,.1 .5,.1 
8 .4,.1 0.3 0.1 0.3 0.3 0.1 1/LDI 0.1 0.3 0.3 
16 .8,.2 .4,.1 0.1 0.1 0.3 0.3 0.1 0.1 1/LDI 0.3 
32 .8,.2 .8,.1 .4,.1 0.1 0.1 .1,.1 .1,.1 0.1 1/LDI 1/LDI 
64 .7,.2 .8,.2 .8,.1 .4,.1 0.1 .3,.1 .3,.1 0.1 .2,.1 1 
128 .7,.3 .7,.2 .8,.2 .6,.1 .2,.1 .3,.1 .3,.1 .9,.1 .3,.1 .2,.1 
256 .6,.4 .7,.3 .7,.2 .8,.2 .5,.1 .3,.1 .3,.2 .9,.2 .9,.2 .9,.1 
512 .7,.4 .7,.3 .7,.3 .8,.2 .8,.2 .1,.1 .3,.2 .1,.2 .9,.2 .9,.2 
1024 .7,.5 .7,.4 .7,.4 .8,.3 .8,.2 .1,.2 .1,.2 .1,.3 .1,.3 .9,.2 
Table A60: Min Error Method Search Results, Minimize TMAE, β=1.5, Part1 
 
  
A77 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1 1 1 0 0 1/LDI 1/LDI 1/LDI 0 0 
32 0.1 0.1 0.1 1 1 0.7 0.1 1 1 0.1 
64 .1,.1 .1,.1 0.1 0.1 1 0.7 0.1 0.1 0.1 1 
128 .1,.1 .1,.1 .1,.1 .1,.1 0.1 0.9 0.5 .1,.1 0.1 0.1 
256 0.9 .1,.1 .1,.1 .1,.2 .1,.1 0.9 0.7 .1,.2 .1,.2 .1,.1 
512 Last .1,.5 .1,.2 .1,.2 .1,.2 Last 0.5 .1,.4 .1,.2 .1,.2 
1024 Last .1,.5 .1,.3 .1,.3 .1,.2 Last 0.7 .1,.5 .1,.3 .1,.2 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .2,.1 .1,.1 .2,.1 .1,.1 .2,.1 .1,.1 .1,.1 .2,.1 .2,.1 .2,.1 
4 0.1 0.1 0.1 .1,.1 .2,.1 0.7 0.1 .1,.1 .3,.1 .7,.1 
8 1/LDI 0.1 0.1 0.1 0.1 0.5 0.1 0.1 0.1 .9,.1 
16 1/LDI 1/LDI 0.1 0.1 0.1 0.5 1 0.1 0.1 0.1 
32 0.3 0.3 0.3 1/LDI 0.1 0.5 1 1/LDI 1/LDI 1/LDI 
64 0.1 0.1 .1,.1 0.3 0.1 0.9 0.3 0.3 0.3 1/LDI 
128 .1,.5 0.1 .8,.1 0.1 .1,.1 0.9 0.7 0.1 .1,.1 0.3 
256 0.9 .8,.1 .1,.2 .1,.1 .1,.2 Last 0.5 .1,.3 .1,.1 0.1 
512 0.9 .1,.1 .1,.3 .8,.2 .8,.2 0.9 0.7 .1,.3 .1,.3 .8,.2 
1024 0.9 0.7 .1,.4 .1,.2 .8,.2 0.9 0.9 0.3 0.1 .8,.2 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .1,.1 .2,.1 .3,.1 .2,.1 .5,.1 .1,.1 .3,.1 .2,.1 .2,.1 .4,.1 
4 0.3 0.3 .2,.1 .4,.1 .2,.1 0.9 0.5 .2,.1 .1,.1 .1,.1 
8 0.1 1/LDI 0.3 0.3 0.3 1/LDI 4 0.3 0.3 .8,.1 
16 0.1 0.1 1/LDI 1/LDI 0.3 0.7 0.1 0 0.3 4 
32 .1,.1 0.1 1 0.1 1/LDI 0.9 1/LDI 0.1 0.1 0 
64 .1,.2 .1,.2 .2,.1 0.1 1/LDI 0.7 0.5 .1,.1 0.1 0.1 
128 .1,.2 .8,.1 .9,.1 .1,.2 0.3 Last .1,.5 .1,.2 .1,.2 .1,.1 
256 Last .9,.1 .8,.1 .8,.2 0.1 0.9 .1,.5 .1,.1 .9,.1 .9,.1 
512 0.9 .1,.4 .1,.1 .9,.2 .9,.2 0.9 0.7 .1,.5 .8,.2 .9,.2 
1024 0.9 0.7 0.1 0.1 .9,.2 .95,.5 0.9 .1,.4 .1,.4 .9,.2 
Table A61: Min Error Method Search Results, Minimize TMAE, β=1.5, Part2 
 
  
A78 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0 0 0 0 0 0 0 0 0 
4 0.1 1 0 0 0 0 0 0 0 0 
8 0.1 0.1 1 0 0 1 1 0 0 0 
16 0.1 0.1 0.1 1 0 0.1 0.1 1 1 0 
32 0.1 .6,.1 0.1 0.1 1 .1,.1 0.1 0.1 1 1 
64 0.1 0.1 .3,.1 0.1 0.1 .1,.1 .1,.1 .1,.1 0.1 0.1 
128 0.1 0.1 .6,.2 .2,.1 0.1 .1,.1 .2,.1 .1,.1 .1,.1 0.1 
256 0.1 0.1 0.1 .3,.2 .2,.2 .1,.1 .2,.1 .2,.1 .1,.2 .1,.2 
512 0.1 0.1 0.1 .6,.2 .2,.2 .2,.1 .2,.1 .2,.2 .1,.3 .1,.2 
1024 0.1 0.1 0.1 0.1 .3,.3 .2,.1 .2,.1 .2,.5 .2,.4 .1,.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 1 0.1 .2,.1 .4,.1 0.1 0.1 .3,.1 .1,.1 .5,.1 
4 0.1 0.1 0.1 0.1 .1,.1 0.1 0.1 0.1 .1,.1 .1,.1 
8 .3,.1 0.1 1/LDI 0.1 0.1 1/LDI 0.1 0.1 0.1 0.1 
16 .6,.2 .3,.1 0.1 1/LDI 0.1 0.1 1 1/LDI 1/LDI 0.1 
32 .6,.2 .7,.1 .3,.1 0.3 1/LDI 0.1 .1,.1 0.3 0.1 0.1 
64 4 .6,.2 .4,.1 .2,.1 0.3 .2,.1 .2,.1 .2,.1 .1,.1 0.3 
128 4 .6,.2 .7,.2 .3,.1 .1,.1 .2,.1 .1,.1 .2,.1 .2,.1 .1,.1 
256 4 .6,.3 .6,.2 .4,.2 .1,.2 .2,.1 .1,.1 .1,.1 .2,.2 .1,.1 
512 4 .6,.3 .6,.2 .3,.2 .3,.2 .1,.1 .1,.1 .1,.2 .2,.3 .9,.2 
1024 .6,.5 .6,.4 .6,.3 .6,.3 .2,.3 .1,.1 .1,.1 .1,.5 .1,.4 .9,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 0.1 .1,.1 .1,.1 .1,.1 .2,.1 .1,.1 .2,.1 .3,.1 .7,.1 
4 4 1/LDI 0.1 0.3 .1,.1 1/LDI 0.1 0.3 0.1 .2,.1 
8 .4,.1 4 0.1 1/LDI 0.3 0.1 1/LDI 1 0.3 0.3 
16 .7,.2 .4,.1 0.3 0.1 0.3 .1,.1 0.1 0.1 0.1 0.3 
32 .7,.2 .3,.1 .2,.1 0.1 0.1 .2,.1 .2,.1 0.1 1/LDI 1/LDI 
64 .6,.2 .7,.2 .5,.1 .3,.1 0.1 0.1 .3,.1 0.1 0.3 0.1 
128 .6,.3 .7,.2 .3,.2 .4,.1 .2,.1 .3,.1 .9,.1 .9,.1 .3,.1 .1,.2 
256 .6,.3 .7,.3 .7,.2 .2,.2 .3,.2 .3,.1 .9,.1 .9,.1 .9,.2 .9,.2 
512 .6,.4 .7,.3 .7,.2 .4,.2 .1,.2 .3,.1 .9,.1 .9,.2 .9,.3 .9,.2 
1024 .7,.5 .7,.4 .7,.3 .7,.3 .4,.3 .3,.1 .9,.1 .9,.5 .9,.4 .9,.3 
Table A62: Min Error Method Search Results, Minimize TMAE, β=3, Part1 
 
  
A79 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1/LDI 1 1 0 0 1/LDI 1/LDI 1/LDI 0 0 
32 0.9 0.1 0.1 1 0.1 Last 0.7 1/LDI 1 0.1 
64 0.9 0.7 0.1 0.1 0.1 Last 0.7 0.5 0.1 1/LDI 
128 Last 0.7 .1,.1 .1,.2 0.1 Last 0.9 0.5 0.3 0.1 
256 Last 0.9 .1,.5 .1,.3 .1,.2 Last 0.9 0.5 .9,.4 0.3 
512 Last 0.9 .1,.5 .1,.4 .1,.2 Last 0.9 0.5 .9,.5 .9,.3 
1024 Last 0.9 0.7 .1,.5 .1,.3 Last .95,.5 0.7 0.3 .9,.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .1,.1 .1,.1 .3,.1 .2,.1 .6,.1 .9,.1 .1,.1 .1,.1 .6,.1 .1,.1 
4 0.9 0.1 0.1 .1,.1 .9,.1 Last 0.7 .1,.1 .1,.1 .1,.1 
8 1/LDI 1/LDI 0.1 0.1 0.1 1/LDI 0.7 4 0.1 .9,.1 
16 1 1/LDI 1/LDI 1/LDI 0.1 Last 0.7 0 0.1 0.1 
32 0.9 0.5 0.3 1/LDI 1/LDI 0.9 0.5 1 1/LDI 1/LDI 
64 Last 0.5 .1,.1 0.3 1 0.9 0.7 4 0.3 1 
128 0.9 0.7 .1,.4 0.1 0.3 0.9 0.7 0.7 4 0.3 
256 0.9 0.7 .1,.4 .9,.3 .9,.2 0.9 0.7 0.7 .9,.4 .9,.2 
512 0.9 Last 0.7 .9,.4 .9,.2 0.9 Last 0.7 .9,.5 .9,.3 
1024 0.9 Last 0.5 .8,.5 .9,.3 0.9 Last 0.9 .9,.5 .9,.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .1,.1 .2,.1 .1,.1 .1,.1 .5,.1 .8,.1 .2,.1 .1,.1 .1,.1 .3,.1 
4 Last 0.5 0.3 .2,.1 .5,.1 0.9 0.9 .9,.1 .2,.1 .7,.1 
8 0.1 0.1 0.3 4 0.3 0.9 0.5 0.5 0.3 .9,.1 
16 0.7 0.1 0.1 0.1 0.3 0.9 0.5 0.1 0.3 0.3 
32 Last 0.3 1 0.1 1 0.9 0.5 0.3 0.1 0 
64 0.9 0.1 0.3 4 0.3 0.9 0.5 0.3 4 0.1 
128 0.9 0.9 .1,.3 .1,.1 .1,.1 0.9 Last 0.3 0.1 0.1 
256 0.9 0.9 0.5 .9,.3 .9,.2 0.9 Last 0.3 .9,.3 .9,.2 
512 .95,.05 0.7 0.5 .9,.4 .9,.2 0.9 0.7 0.9 .9,.4 .7,.3 
1024 .95,.05 0.7 0.9 .9,.5 .9,.3 .95,.5 0.9 0.5 .9,.5 .9,.4 
Table A63: Min Error Method Search Results, Minimize TMAE, β=3, Part2 
 
  
A80 
 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0 0 0 0 0 0 0 0 0 
4 0.1 1 0 0 0 0 0 0 0 0 
8 0.1 0.1 1 0 0 1 1 0 0 0 
16 0.1 0.1 0.1 1 0 0.1 0.1 1 1 0 
32 0.1 .3,.1 0.1 0.1 1 .1,.1 0.1 0.1 1 0.1 
64 0.1 0.1 .2,.1 0.1 0.1 .1,.1 .1,.1 .1,.1 0.1 0.1 
128 0.1 0.1 .3,.1 .2,.1 0.1 .1,.1 .1,.1 .1,.1 .1,.1 0.1 
256 4 0.1 0.1 .2,.2 .1,.2 .1,.1 .1,.1 .1,.1 .1,.4 .1,.3 
512 4 0.1 0.1 .2,.3 .1,.3 .1,.1 .2,.1 .1,.5 .1,.5 .1,.4 
1024 .6,.4 .6,.3 0.1 .2,.5 .1,.4 Last Last 0.7 .1,.5 .1,.4 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.1 0.1 0.1 .1,.1 .1,.1 0.1 .2,.1 .2,.1 .1,.1 .3,.1 
4 0.1 0.1 0.1 0.1 .1,.1 0.1 0.1 0.1 .9,.1 .1,.1 
8 .3,.1 0.1 0.1 0.1 0.1 1/LDI 0.1 0.1 0.1 0.1 
16 .6,.2 0.1 0.1 1/LDI 0.1 0.3 1 1/LDI 1/LDI 0.1 
32 4 .4,.1 .2,.1 0.3 1/LDI 0.1 .1,.1 .1,.1 0.1 1/LDI 
64 4 .6,.2 .3,.1 .1,.1 0.3 0.1 .2,.1 0.1 0.3 0.3 
128 4 .6,.2 .4,.1 .1,.1 .1,.2 0.1 .2,.1 .2,.1 .1,.2 0.3 
256 0.1 4 .3,.2 .3,.2 .1,.3 .2,.1 .2,.1 .2,.1 .1,.3 .9,.3 
512 .6,.4 4 .3,.2 .3,.3 .9,.3 .2,.1 .1,.1 .2,.5 .9,.5 .9,.4 
1024 .7,.4 .7,.3 .6,.2 .2,.4 .2,.4 .1,.1 0.9 0.9 .8,.5 .1,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1/LDI 1 .1,.1 .2,.1 .1,.1 .1,.1 0.1 .2,.1 .2,.1 .4,.1 
4 4 1/LDI 0.1 0.3 .5,.1 1/LDI 0.3 0.3 .1,.1 .1,.1 
8 .4,.1 4 1/LDI 0.3 4 0.1 1/LDI 1/LDI 4 0.3 
16 .7,.2 .3,.1 0.3 0.1 0.3 0.1 1/LDI 0.1 0.1 0.3 
32 .6,.2 .5,.1 .3,.1 0.1 0.1 .1,.2 .1,.2 0.3 1/LDI 1 
64 .6,.2 .7,.2 .4,.1 .2,.1 0.1 .1,.2 0.1 .2,.1 .1,.1 4 
128 .6,.3 .7,.2 .2,.1 .3,.1 .1,.1 .1,.2 .9,.1 .8,.1 .1,.3 0.1 
256 .6,.3 .6,.2 .4,.2 .9,.2 .9,.2 0.1 .9,.1 .9,.1 .9,.4 .9,.3 
512 .7,.4 .6,.3 .4,.2 .9,.3 .9,.3 0.1 Last 0.7 .8,.5 .9,.4 
1024 .8,.4 .8,.3 .7,.2 .3,.5 .9,.4 .2,.1 0.9 0.9 .8,.5 .9,.4 
Table A64: Min Error Method Search Results, Minimize TMAE, β=4.5, Part1 
  
A81 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1/LDI 1/LDI 1/LDI 0 0 Last 1/LDI 1/LDI 0 0 
32 Last 0.7 0.1 1/LDI 1/LDI Last 0.9 1/LDI 1/LDI 1/LDI 
64 Last 0.9 0.5 0.3 0.1 Last 0.9 0.7 4 0.3 
128 Last 0.9 0.7 0.5 0.3 Last Last 0.7 0.5 0.3 
256 Last Last 0.7 .1,.5 0.3 Last Last 0.7 0.3 4 
512 Last Last 0.7 0.3 .9,.4 Last Last 0.9 0.5 .9,.5 
1024 Last Last 0.9 0.5 .9,.5 Last Last 0.9 0.5 .9,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.1 .1,.1 .1,.1 .2,.1 .5,.1 .9,.1 .1,.1 .2,.1 .4,.1 .1,.1 
4 Last Last 0.1 .1,.1 .1,.1 Last Last 0.5 .1,.1 .1,.1 
8 1/LDI 1/LDI 4 0.1 0.1 1/LDI 0.7 0.5 4 .9,.1 
16 Last 1 1 1/LDI 0.3 0.9 0.7 0 4 4 
32 0.9 0.9 0.3 1 0.1 0.9 0.9 0.5 0.3 0.1 
64 0.9 0.7 0.7 4 0.3 0.9 Last 0.5 0.3 4 
128 0.9 Last 0.5 0.3 4 0.9 0.9 0.5 4 4 
256 0.9 0.9 0.5 .9,.5 4 0.9 0.9 0.9 0.7 0.3 
512 0.9 0.9 0.9 .1,.5 .9,.4 0.9 0.9 0.7 0.3 .9,.5 
1024 0.9 0.9 0.7 0.3 .9,.5 0.9 .95,.5 Last 0.7 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .8,.1 .1,.1 .1,.1 .3,.1 .4,.1 .9,.1 .1,.1 .1,.1 .1,.1 .7,.1 
4 0.9 0.9 0.5 .2,.1 .2,.1 0.9 0.9 0.7 .2,.1 .9,.1 
8 Last 0.1 0.1 4 0.3 Last 0.9 0.7 0.5 .9,.1 
16 0.9 0.1 0.1 0.1 0.1 0.9 0.9 0.5 0.3 0.3 
32 0.9 0.7 0.5 0.1 0.3 0.9 Last 0.7 4 0.3 
64 0.9 0.9 .55,.05 0.1 4 0.9 0.9 0.5 0.5 1/LDI 
128 0.9 0.9 0.5 .1,.4 0.1 0.9 0.9 0.9 0.3 0.1 
256 .95,.05 0.9 0.9 .9,.5 .9,.3 0.9 0.7 0.5 0.5 0.1 
512 .95,.05 0.9 Last 0.5 .8,.4 0.9 .95,.5 Last 0.7 .9,.4 
1024 .95,.05 .95,.5 Last 0.7 .7,.5 0.9 0.9 0.7 0.3 .8,.5 
Table A65: Min Error Method Search Results, Minimize TMAE, β=4.5, Part2 
 
 
  
A82 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 1 0 0 0 0 0 0 0 0 0 
4 0.1 1 0 0 0 0 0 0 0 0 
8 0.1 0.1 1 0 0 1 1 0 0 0 
16 4 0.1 0.1 1 0 0.1 0.1 1 1/LDI 0 
32 4 .3,.1 0.1 0.1 1 0.1 0.1 0.1 1 1/LDI 
64 4 .3,.1 .2,.1 0.1 0.1 .1,.1 .1,.1 .1,.1 0.1 0.3 
128 4 4 .2,.1 .1,.1 0.3 .1,.1 .1,.1 .1,.1 .1,.4 0.3 
256 4 4 .3,.1 .1,.1 .1,.3 Last Last 0.7 .1,.5 0.5 
512 4 .6,.2 .3,.1 .2,.5 .1,.5 Last Last 0.9 0.5 .9,.5 
1024 4 .6,.2 .3,.2 .2,.5 .1,.5 Last Last 0.9 0.5 0.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .8,.5 0.1 0.1 .1,.1 .2,.1 0.1 .1,.1 .3,.1 .1,.1 .2,.1 
4 0.1 0.1 0.1 0.1 .1,.1 0.1 0.1 0.1 0.1 .1,.1 
8 4 4 0.1 0.1 0.1 1/LDI 1/LDI 1/LDI 0.1 4 
16 0.1 .3,.1 0.1 0.1 0.1 1 1 1/LDI 1 4 
32 0.1 .4,.1 .2,.1 0.3 1/LDI .1,.1 .1,.1 0.3 1/LDI 0.1 
64 0.1 .4,.1 .3,.1 .1,.1 0.3 0.1 .1,.2 .1,.2 0.3 0.1 
128 .6,.2 .6,.2 .3,.1 .2,.1 4 Last .1,.2 .1,.5 .1,.5 4 
256 .6,.2 .6,.2 .2,.1 .2,.1 .1,.4 .1,.1 .1,.1 0.9 .9,.5 4 
512 .6,.3 .7,.2 .4,.1 .1,.5 .1,.4 .1,.1 0.9 Last 0.7 .9,.5 
1024 .6,.3 .7,.2 .4,.2 .1,.5 .9,.5 0.9 0.9 Last 0.7 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.5 1 .1,.1 .1,.1 .5,.1 .1,.1 .2,.1 .4,.1 .4,.1 .2,.1 
4 4 4 0.1 0.3 .2,.1 1/LDI 0.3 0.5 .1,.1 .1,.1 
8 0.1 0.1 1/LDI 0.3 4 0.1 0.1 0.1 4 0.3 
16 .6,.1 .2,.1 0.3 1/LDI 0.3 1/LDI 1/LDI 0.1 0.1 0.3 
32 .6,.2 .6,.1 .3,.1 0.1 0.1 0.3 .1,.2 .1,.1 0.1 1 
64 .6,.2 .6,.1 .4,.1 .2,.1 4 .1,.2 0.1 0.1 0.5 4 
128 .7,.2 .7,.2 .4,.1 .9,.1 .1,.3 .1,.2 .9,.1 .9,.1 0.5 0.5 
256 .7,.2 .7,.2 .4,.1 .1,.3 .9,.3 0.9 0.9 0.7 .9,.5 .9,.4 
512 .7,.3 .3,.2 .2,.1 .9,.5 .9,.4 0.9 0.9 0.9 0.7 .7,.5 
1024 .7,.3 .8,.2 .2,.2 .9,.5 .9,.5 0.9 0.9 0.9 0.9 .9,.5 
Table A66: Min Error Method Search Results, Minimize TMAE, β=6, Part1 
 
  
A83 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1/LDI 1/LDI 1/LDI 0 0 1/LDI Last 1/LDI 0 0 
32 Last Last 0.5 1/LDI 1/LDI Last Last 0.7 1/LDI 1/LDI 
64 Last Last 0.7 0.5 0.3 Last Last 0.7 0.5 4 
128 Last Last 0.7 0.5 4 Last Last 0.9 0.3 4 
256 Last Last 0.9 0.5 0.5 Last Last 0.9 0.5 0.5 
512 Last Last 0.9 0.5 0.3 Last Last 0.9 0.5 0.3 
1024 Last Last 0.9 0.7 0.3 Last Last .95,.5 0.7 0.3 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.1 .1,.1 .1,.1 .1,.1 .6,.1 .9,.1 .2,.1 .1,.1 .2,.1 .5,.1 
4 Last 0.9 0.7 .1,.1 .1,.1 Last 0.9 0.7 .1,.1 .9,.1 
8 1/LDI 1/LDI 0.5 4 4 1/LDI Last 0.7 0.5 4 
16 Last 0.7 0.5 1/LDI 4 Last 0.9 0.7 4 4 
32 0.9 0.9 0.7 1 0.3 0.9 0.9 0.9 4 4 
64 0.9 0.9 0.7 4 4 0.9 0.9 0.9 0.3 0.3 
128 0.9 0.9 0.9 0.3 0.3 0.9 0.9 0.7 0.7 0.5 
256 0.9 0.9 0.7 0.7 4 0.9 0.9 Last 0.7 4 
512 0.9 0.9 Last 0.7 .9,.5 0.9 0.9 Last 0.7 0.5 
1024 0.9 0.9 Last 0.5 0.5 0.9 0.9 .95,.45 0.9 0.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.1 .2,.1 .1,.1 .4,.1 .3,.1 .9,.1 .1,.1 .2,.1 .1,.1 .4,.1 
4 0.9 Last 0.5 .9,.1 .2,.1 0.9 Last 0.9 .7,.1 .1,.1 
8 Last 0.7 4 0.3 0.5 Last 0.9 0.5 4 .9,.1 
16 0.9 0.9 1 4 0.3 0 0.9 0.5 0.5 0.3 
32 0.9 0.9 .6,.05 0.3 0.1 0.9 0.9 0.7 0.5 0.3 
64 0.9 0.9 0.5 0.3 0.1 0.9 0.9 0.9 0.7 0.5 
128 0.9 0.9 0.9 0.7 0.5 0.9 0.9 Last 0.5 0.3 
256 0.9 0.9 Last 0.3 .5,.05 0.9 0.9 0.7 0.3 0.3 
512 .95,.05 .95,.05 0.7 0.9 .9,.5 0.9 0.9 0.7 0.9 0.7 
1024 .95,.05 .95,.5 0.7 0.9 0.7 0.9 .95,.5 .9,.5 0.5 .5,.4 
Table A67: Min Error Method Search Results, Minimize TMAE, β=6, Part2 
 
  
A84 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, γ5 α4, γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 .8,.5 0 0 0 0 0 0 0 0 0 
4 4 1 0 0 0 0 0 0 0 0 
8 4 0.1 1 0 0 1/LDI 1 0 0 0 
16 4 4 0.1 1 0 1/LDI 0.1 1 1/LDI 0 
32 4 .3,.1 0.1 0.1 1/LDI 0.1 0.1 0.1 1/LDI 1/LDI 
64 4 4 .2,.1 0.1 0.3 Last .1,.1 .1,.1 0.5 0.3 
128 4 4 .2,.1 .1,.1 0.3 Last .1,.1 0.7 0.5 4 
256 4 4 .2,.1 .1,.5 0.5 Last Last 0.9 0.5 0.5 
512 4 4 .3,.1 .1,.5 .1,.5 Last Last 0.9 0.7 0.3 
1024 4 4 .3,.1 0.7 0.3 Last Last Last 0.7 0.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.5 0.1 0.1 .3,.1 .1,.1 0.1 0.1 .1,.1 .2,.1 .1,.1 
4 0.1 0.1 0.1 0.1 .1,.1 1/LDI 0.1 0.1 0.7 .1,.1 
8 0.1 4 0.1 0.1 4 1 1/LDI 1/LDI 4 4 
16 0.1 0.1 0.1 1/LDI 4 1 1 1/LDI 0.1 4 
32 0.1 .4,.1 .2,.1 0.3 1 Last 0.3 0.3 1 0.3 
64 .6,.2 .3,.1 .3,.1 0.1 0.1 0.9 0.1 .1,.2 0.3 4 
128 .6,.2 .3,.1 .3,.1 .2,.1 4 0.9 Last 0.9 0.7 4 
256 .6,.2 .6,.2 .3,.1 .2,.5 .1,.5 0.9 0.9 Last 0.7 0.3 
512 .6,.2 .6,.2 .2,.1 .2,.5 .9,.5 0.9 0.9 Last 0.5 0.5 
1024 .6,.2 .6,.2 .2,.1 0.5 0.5 0.9 0.9 0.9 0.9 0.3 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.5 4 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .3,.1 .2,.1 
4 0.1 4 0.1 0.3 .1,.1 0.1 0.3 0.5 0.5 .9,.1 
8 .6,.1 0.1 1/LDI 1/LDI 0.1 0.1 0.1 0.1 0.5 0.3 
16 .6,.1 .2,.1 0.3 0.1 0.3 0.1 1/LDI 0.1 1 0.3 
32 .6,.1 .2,.1 .1,.1 4 0.1 0.9 .1,.1 0.5 0.3 0.1 
64 .7,.2 .4,.1 .1,.1 .2,.1 4 0.1 .1,.2 0.7 .5,.05 0.5 
128 .7,.2 .4,.1 .4,.1 .9,.1 0.5 .95,.05 0.9 0.7 .1,.5 0.3 
256 .7,.2 .7,.2 .9,.1 .9,.5 .1,.4 .1,.1 0.9 0.9 0.7 .9,.5 
512 .7,.2 .7,.2 .4,.1 .9,.5 .9,.5 0.9 0.9 0.9 0.9 0.7 
1024 .7,.2 .7,.2 .4,.1 0.9 0.7 0.9 .95,.05 0.9 0.5 0.7 
Table A68: Min Error Method Search Results, Minimize TMAE, β=7.5, Part1 
 
  
A85 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1/LDI 1/LDI 1/LDI 0 0 0 Last 1/LDI 0 0 
32 Last Last 0.7 1/LDI 1/LDI 0 Last 0.9 0.5 4 
64 Last Last 0.9 0.5 4 1/LDI Last 0.9 0.7 4 
128 Last Last 0.9 0.7 0.5 Last Last 0.9 0.5 0.5 
256 Last Last 0.9 0.5 0.5 Last Last 0.9 0.7 0.3 
512 Last Last Last 0.7 0.3 Last Last Last 0.7 0.3 
1024 Last Last Last 0.9 0.5 Last Last .95,.5 0.9 0.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .9,.5 .9,.1 .2,.1 .4,.1 .3,.1 .9,.1 .8,.1 .1,.1 .6,.1 .1,.1 
4 Last 0.9 0.7 .9,.1 .8,.1 Last 0.9 0.7 .9,.1 .1,.1 
8 1/LDI 1/LDI 0.5 4 4 1/LDI Last 0.7 4 0.5 
16 0 Last 0.7 1/LDI 4 1/LDI 0.9 0.7 4 4 
32 1/LDI 0.9 0.9 0.5 0.3 1/LDI 0.9 0.7 0.7 1/LDI 
64 0.9 0.9 0.7 0.7 0.3 0 0.9 0.7 0.5 0.5 
128 0.9 0.9 0.7 0.5 4 1/LDI 0.9 Last 0.7 4 
256 0.9 0.9 Last 0.7 0.3 1/LDI 0.9 Last 0.5 0.7 
512 0.9 0.9 0.9 0.9 0.5 1/LDI 0.9 0.9 0.9 0.5 
1024 0.9 0.9 0.9 0.7 0.3 1/LDI 0.9 .95,.45 0.7 0.7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 .8,.5 .9,.1 .3,.1 .1,.1 .3,.1 .9,.1 .9,.1 .1,.1 .2,.1 .1,.1 
4 0.9 Last 0.9 .1,.1 .3,.1 0.9 Last 0.9 .1,.1 .1,.1 
8 Last Last 0.7 0.5 0.3 Last 0.9 0.5 0.5 4 
16 Last 0.9 0.5 4 0.3 Last 0.9 0.9 1/LDI 0.3 
32 0.9 0.9 0.7 4 4 Last 0.9 0.9 4 0.3 
64 0.9 0.9 0.9 .55,.05 0.5 Last 0.9 Last 0.5 0.3 
128 0.9 0.9 Last 0.7 .5,.05 0 0.9 0.7 0.7 0.3 
256 0.9 .95,.05 0.7 0.9 0.7 0 0.9 0.7 0.9 0.5 
512 0.9 .95,.05 0.7 0.5 0.7 0 0.9 0.7 0.5 0.7 
1024 0.9 .95,.5 .95,.5 Last 0.7 0 0.9 Last .85,.5 0.3 
Table A69: Min Error Method Search Results, Minimize TMAE, β=7.5, Part2 
  
A86 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 1 1 1 1 
4 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.7 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.9 0.7 0.7 1 0.7 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 1 0.7 0.7 0.9 1 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A70: Min Error Method Search, NMAE, β=1 Pt1 
  
A87 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 1 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1 1 1 1 1 1 1 1 1 0.9 
4 0.9 0.7 1 1 1 0.7 0.7 0.7 1 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.7 0.9 0.7 0.7 0.7 0.9 1 1 0.7 0.7 
8 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.9 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
Table A71: Min Error Method Search, NMAE, β=1 Pt2 
  
A88 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 1 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 0.7 0.7 1 0.7 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A72: Min Error Method Search, NMAE, β=1.5 Pt1 
  
A89 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 1 1 1 1 1 1 1 1 1 
4 0.9 0.7 0.7 1 1 0.9 0.7 1 1 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
4 0.7 0.9 1 0.7 0.7 0.7 1 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.9 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
Table A73: Min Error Method Search, NMAE, β=1.5 Pt2 
  
A90 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 1 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 1 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 0.7 0.7 1 0.7 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A74: Min Error Method Search, NMAE, β=3 Pt1 
  
A91 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 1 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 1 1 1 1 0.7 1 1 1 0.9 
4 0.9 0.9 0.7 1 1 0.9 0.9 0.7 1 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 
4 0.7 0.7 1 0.7 0.7 0.7 0.7 1 0.7 0.7 
8 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.9 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
128 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
256 0.5 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 0.7 
512 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.7 0.7 0.7 
1024 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
Table A75: Min Error Method Search, NMAE, β=3 Pt2 
  
A92 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 0.7 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 0.7 0.7 Last 1 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A76: Min Error Method Search, NMAE, β=4.5 Pt1 
  
A93 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 1 1 0.7 1 1 1 1 
4 0.9 0.9 0.7 1 1 0.9 0.9 0.7 1 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 1 1 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 
4 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 0.7 0.7 
8 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 0.7 
128 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.7 0.7 0.7 
256 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
512 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
1024 0.5 0.5 0.5 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
Table A77: Min Error Method Search, NMAE, β=4.5 Pt2 
  
A94 
 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 0.7 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 0.7 0.7 Last 1 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
Table A78: Min Error Method Search, NMAE, β=6 Pt1 
  
A95 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 1 1 0.7 0.7 0.7 1 1 
4 0.9 0.9 0.7 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 1 0.7 0.7 0.7 0.9 1 1 0.7 0.7 
4 0.7 0.7 0.9 1 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 1 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.5 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 0.7 
128 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.7 0.7 0.7 
256 0.5 0.5 0.5 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
512 0.5 0.5 0.5 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
1024 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.7 
Table A79: Min Error Method Search, NMAE, β=6 Pt2 
  
A96 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ0 
α4, 
γ0 
α8, 
γ0 
α16, 
γ0 
α32, 
γ0 
α2, 
γ5 
α4, 
γ5 
α8, 
γ5 
α16, 
γ5 
α32, 
γ5 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 0.9 0.7 1 1 0.7 0.7 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 0.7 0.7 Last 1 0.7 0.7 0.7 
4 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A80: Min Error Method Search, NMAE, β=7.5 Pt1 
  
A97 
  
Fleet 
Size 
Alpha and Gamma 
α2, 
γ10 
α4, 
γ10 
α8, 
γ10 
α16, 
γ10 
α32, 
γ10 
α2, 
γ15 
α4, 
γ15 
α8, 
γ15 
α16, 
γ15 
α32, 
γ15 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
2 0.9 0.9 0.9 0.9 1 0.9 0.9 0.9 0.9 0.9 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.7 0.7 1 1 0.9 0.7 0.7 1 1 1 
4 0.9 0.9 0.9 0.7 1 0.9 0.9 0.9 0.7 1 
8 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
2 0.9 1 0.7 0.7 0.7 0.9 1 0.7 0.7 0.7 
4 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.5 0.5 0.7 0.7 0.7 0.7 0.5 0.7 0.7 0.7 
128 0.5 0.5 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
256 0.5 0.5 0.5 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
512 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.7 
1024 0.5 0.5 0.5 0.5 0.7 0.5 0.5 0.5 0.5 0.7 
Table A81: Min Error Method Search, NMAE, β=7.5 Pt2 
 
  
A98 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 
16 1/LDI 1/LDI 1/LDI 1/LDI 1/LDI 0.1 0.1 0.1 0.3 0.5 
32 0.1 0.1 1 1 1 0.1 0.1 0.3 0.5 0.7 
64 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 0.9 
256 .3,.1 .2,.1 .1,.1 .1,.1 0.1 0.3 0.1 0.3 0.7 Last 
512 .3,.2 .2,.2 .1,.2 .1,.2 .9,.2 0.1 0.1 0.3 0.7 Last 
1024 .3,.2 .2,.2 .1,.2 .1,.2 0.1 0.1 0.3 0.5 0.9 Last 
2048 .3,.3 .2,.3 .1,.3 .1,.3 0.1 0.1 0.3 0.7 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0.3 
8 1/LDI 1/LDI 1/LDI 0.3 0.3 0 0 0.3 0.3 0.5 
16 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 4 0.3 
32 1 1 0.1 0.1 0.1 1/LDI 0.3 4 0.3 0.5 
64 0.3 0.3 0.3 0.3 0.3 0.3 0.1 4 0.7 0.9 
128 .2,.1 .2,.1 .1,.1 .1,.1 0.3 0.3 0.1 0.1 0.5 Last 
256 .4,.1 .3,.1 .2,.1 .9,.1 .9,.1 0.1 0.3 0.5 0.5 0.9 
512 .4,.2 .3,.2 .2,.2 .9,.2 .9,.2 0.3 0.5 0.5 0.9 0.9 
1024 .4,.2 .3,.2 .2,.2 .1,.3 .9,.3 0.5 0.1 0.7 Last 0.9 
2048 .4,.3 .3,.3 .2,.3 .1,.4 .9,.3 0.3 0.5 0.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 
8 0.3 0.3 0.3 1/LDI 0 0.3 0.3 0 4 0.1 
16 1 1 0.3 0.3 0.3 1/LDI 4 4 0.5 0.7 
32 0.3 0.3 0.3 0.3 0.3 0.3 4 0.5 .5,.05 .65,.05 
64 0.1 0.1 0.1 0.1 0.1 1 0.1 0.5 .55,.05 0.7 
128 .3,.1 .3,.1 .2,.1 .2,.1 .1,.1 0.1 4 .5,.05 0.7 0.9 
256 .2,.1 .4,.1 .9,.1 .9,.1 .9,.1 4 0.5 0.1 0.9 0.9 
512 .5,.2 .4,.2 .9,.2 .9,.2 .7,.2 .9,.3 0.3 0.7 Last 0.9 
1024 .5,.2 .4,.2 .9,.2 .8,.2 .9,.3 4 0.5 0.3 0.7 .95,.05 
2048 .5,.3 .4,.3 .9,.3 .1,.2 .9,.3 0.5 0.7 0.9 .95,.4 .95,.05 
Table A82: Min Error Method Search, TMSSE, 1<β≤2, Part Life 100, System Life 600 
 
  
A99 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.7 0.9 
64 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last 
128 0.1 0.1 0.1 0.1 0.1 0.3 4 0.7 0.9 Last 
256 0.1 0.1 0.1 0.1 0.3 0.1 0.5 0.5 0.9 Last 
512 .1,.1 .1,.1 .9,.2 .9,.2 0.3 0.1 0.3 0.7 Last Last 
1024 .1,.2 .1,.2 .9,.2 .9,.3 0.1 0.1 0.3 .75,.5 .95,.5 Last 
2048 .1,.2 .1,.3 .9,.3 .9,.3 0.1 .5,.25 .5,.5 .85,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0 0 0 0 0.1 0 0 0 0.3 0.3 
8 0 0 0 0 0 0 0.3 0.3 0.3 0.5 
16 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.7 
32 1/LDI 1/LDI 1/LDI 0.3 0.3 0.3 4 0.5 0.5 Last 
64 1 1 1 1 1 0.1 4 .5,.05 0.7 0.9 
128 0.3 0.3 0.3 0.3 0.3 4 0.5 0.5 Last 0.9 
256 .1,.1 .1,.1 .4,.1 .4,.2 0.1 0.3 .5,.05 0.7 Last 0.9 
512 .9,.1 .9,.1 .9,.2 .9,.2 .9,.3 4 .5,.25 0.5 0.9 0.9 
1024 .9,.2 .9,.2 .9,.2 .9,.3 .9,.4 .5,.15 0.5 .8,.5 .95,.45 0.9 
2048 .9,.2 .1,.2 .9,.3 .9,.3 .9,.5 .5,.2 .55,.45 .9,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0 4 0.5 0.3 
16 0.1 0.1 4 4 4 4 4 4 0.3 0.5 
32 1 1 0.3 1/LDI 1/LDI 4 1/LDI 4 .6,.05 0.9 
64 0.3 0.3 0.3 1/LDI 0.3 4 0.5 .55,.05 0.9 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.7 0.9 
256 .4,.1 .4,.1 .3,.1 0.3 4 4 0.3 0.7 0.7 0.9 
512 .9,.1 .9,.1 .7,.2 .8,.2 .9,.3 0.5 .5,.2 0.9 .95,.5 .95,.05 
1024 .9,.2 .9,.2 .8,.2 .8,.3 .9,.4 0.3 .5,.4 .8,.45 .95,.4 .95,.05 
2048 .9,.2 .9,.3 .8,.3 .8,.3 .9,.5 .5,.3 .55,.5 .9,.45 .95,.4 .95,.05 
Table A83: Min Error Method Search, TMSSE, 2<β≤4, Part Life 100, System Life 600 
 
  
A100 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0.1 0.1 0.1 0.1 1/LDI 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last 
64 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last Last 
128 0.1 0.1 0.1 0.3 0.3 4 0.5 0.7 Last Last 
256 0.1 0.1 0.3 0.3 0.3 0.5 0.5 0.9 Last Last 
512 .4,.2 .4,.2 0.3 0.1 0.1 0.3 0.5 0.9 Last Last 
1024 .9,.3 .9,.3 .9,.3 0.1 .9,.5 0.3 0.7 .95,.5 Last Last 
2048 .9,.4 .9,.4 .9,.4 0.1 .5,.2 .5,.45 .75,.5 .95,.5 Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0 0 0 0.3 0.1 
8 0 0 0 0 0 0.3 0.3 0.1 0.3 0.5 
16 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI 0.3 0.5 0.7 
32 0.3 0.3 0.3 0.3 0.3 1/LDI 4 0.7 0.9 0.9 
64 1 1 1 0.3 0.1 4 4 .7,.05 0.9 0.9 
128 0.3 0.3 0.3 0.1 4 0.3 0.7 0.9 0.9 0.9 
256 0.3 0.3 0.1 0.1 0.1 4 0.7 0.7 0.9 0.9 
512 .3,.2 .3,.2 .4,.3 0.3 4 .5,.2 0.7 Last 0.9 0.9 
1024 .9,.3 .9,.3 .9,.3 .9,.4 .9,.5 .5,.3 .65,.5 .95,.45 .95,.5 0.9 
2048 .9,.4 .9,.4 .9,.4 .9,.5 .5,.25 .5,.4 .8,.5 .95,.45 .95,.5 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0.3 
8 0.3 0.3 0.3 0.3 0.3 0 4 4 0.5 0.3 
16 4 4 4 4 4 4 4 0.5 0.7 0.9 
32 1/LDI 0.1 0.1 4 4 0.1 0.5 .55,.05 0.9 0.9 
64 1/LDI 1/LDI 1/LDI 1/LDI 4 0.5 .5,.05 .65,.05 0.9 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.5 .55,.05 0.9 0.9 0.9 
256 .4,.2 0.1 0.1 4 4 .5,.05 0.3 Last .95,.05 0.9 
512 .9,.2 .9,.2 .9,.3 4 0.5 .5,.15 0.9 0.7 .95,.5 0.9 
1024 .7,.3 .8,.3 .8,.3 .9,.4 .8,.5 .5,.35 .7,.45 .9,.5 0.9 0.9 
2048 .8,.4 .7,.4 .8,.4 .9,.5 0.3 .5,.5 .7,.5 .9,.5 0.9 0.9 
Table A84: Min Error Method Search, TMSSE, 4<β≤6, Part Life 100, System Life 600 
 
  
A101 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0.1 0.1 0.1 0.1 0.1 1/LDI 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 0.9 0.9 
64 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.9 Last Last 
128 0.3 0.3 0.3 0.3 0.3 0.5 0.7 0.9 Last Last 
256 0.3 0.3 0.3 0.3 0.5 0.5 0.7 Last Last Last 
512 0.3 0.1 0.1 0.1 0.5 0.5 0.7 Last Last Last 
1024 0.1 0.1 0.1 .9,.5 0.3 0.5 .85,.5 .95,.5 Last Last 
2048 0.1 .9,.5 .9,.5 .5,.2 .5,.35 .65,.5 .95,.5 .95,.5 Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0 0 0 0.3 0.3 0.1 
8 0 0 0 0 0 0.3 0.1 0.3 0.5 0.5 
16 0.3 0.3 0.3 0.3 0.3 0.1 0.3 0.5 0.7 0.7 
32 0.3 0.3 0.3 0.3 0.1 4 0.3 0.5 Last Last 
64 0.3 0.3 0.3 0.1 4 4 0.7 0.9 0.9 0.9 
128 0.1 0.1 0.1 4 4 .5,.05 0.5 Last 0.9 0.9 
256 0.1 0.1 0.1 0.1 4 0.3 0.5 0.9 0.9 0.9 
512 0.1 0.3 4 4 .5,.15 0.3 0.9 0.9 .95,.05 0.9 
1024 .9,.4 .9,.4 .9,.4 .9,.5 .5,.25 0.7 .8,.5 .95,.45 .95,.05 0.9 
2048 .9,.5 .9,.5 .9,.5 .5,.25 .5,.4 .6,.5 .9,.5 .95,.45 .95,.05 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0 0 
8 0.3 0.3 0.3 0.3 0.3 0 4 0.5 0.3 0.3 
16 4 4 4 4 4 4 4 0.3 0.9 0.9 
32 0.1 4 4 4 4 1/LDI 4 .65,.05 0.9 0.7 
64 1/LDI 1/LDI 1/LDI 4 0.1 0.5 .55,.05 0.7 0.9 .95,.05 
128 0.1 0.1 4 0.1 0.1 4 0.7 0.9 0.9 .95,.05 
256 4 4 4 4 0.1 0.7 0.9 0.9 0.9 .95,.05 
512 .4,.3 4 0.3 0.5 .5,.1 0.7 Last .95,.5 0.9 .95,.05 
1024 .9,.4 .9,.4 .9,.4 .8,.5 .5,.3 .55,.5 .85,.45 .95,.4 0.9 .95,.05 
2048 .9,.5 .8,.5 .8,.5 0.3 .5,.45 .65,.45 .95,.45 .95,.4 0.9 .95,.05 
Table A85: Min Error Method Search, TMSSE, 6<β≤8, Part Life 100, System Life 600 
 
  
A102 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0.1 0.1 0.1 0.1 0.1 1/LDI 1/LDI 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.7 Last Last 
64 0.1 0.3 0.3 0.3 0.3 0.5 0.7 0.9 Last Last 
128 0.3 0.3 0.3 0.3 0.5 0.5 0.7 Last Last Last 
256 0.3 0.3 0.3 4 0.5 0.5 0.9 Last Last Last 
512 0.1 0.1 0.1 0.5 0.3 0.5 0.9 Last Last Last 
1024 0.1 0.1 .5,.15 0.3 0.5 0.7 .95,.5 Last Last Last 
2048 .5,.2 .5,.2 .5,.25 .5,.35 .55,.5 .8,.5 .95,.5 Last Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0 0 0 0 0.3 0.1 0.1 
8 0 0 0 0 0.3 0.3 0.1 0.3 0.5 0.5 
16 0.3 0.3 0.3 0.3 0.3 1/LDI 0.3 0.5 0.7 0.7 
32 0.3 0.3 0.3 0.1 4 4 .5,.05 0.9 0.9 0.9 
64 0.3 0.1 0.1 4 4 4 0.5 0.9 0.9 0.9 
128 0.1 4 4 4 4 0.7 0.7 0.9 0.9 0.9 
256 0.1 0.1 4 0.5 .5,.05 0.7 0.7 0.9 0.9 0.9 
512 4 4 0.5 .5,.1 0.7 0.7 Last 0.9 0.9 0.9 
1024 .9,.5 .9,.5 0.3 .5,.2 0.3 0.9 .95,.45 .95,.5 0.9 0.9 
2048 .5,.15 0.3 .5,.2 .5,.3 .55,.45 .75,.5 .95,.45 .95,.5 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0.3 0 
8 0.3 0.3 0.3 0.3 0 4 4 0.5 0.3 0.3 
16 4 4 4 4 4 4 0.5 0.7 0.9 0.9 
32 4 4 4 4 1/LDI 0.5 .55,.05 0.9 0.9 0.9 
64 4 4 4 0.1 0.5 .5,.05 .65,.05 Last 0.9 0.9 
128 4 0.1 0.1 0.1 0.3 .55,.05 0.9 0.9 0.9 0.9 
256 4 4 0.1 0.1 .55,.05 0.3 Last 0.9 0.9 0.9 
512 0.3 0.5 4 .5,.05 .5,.25 0.9 0.7 .95,.5 0.9 0.9 
1024 .9,.5 .9,.5 .5,.1 .5,.25 .5,.4 .7,.5 .9,.5 .95,.45 0.9 0.9 
2048 0.3 .5,.25 .5,.3 .5,.4 .6,.45 .8,.45 .9,.5 .95,.45 0.9 0.9 
Table A86: Min Error Method Search, TMSSE, 8<β≤10, Part Life 100, System Life 600 
 
  
A103 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0 0 0 0 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 
32 0.1 1/LDI 1/LDI 0.1 0.1 0.1 0.1 0.1 0.3 0.5 
64 0.1 0.1 1 1 0.1 0.1 0.1 0.3 0.5 0.7 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.3 0.7 
512 .2,.1 .1,.1 .1,.1 .9,.1 0.1 0.3 0.1 0.1 0.3 0.9 
1024 .2,.2 .1,.2 .1,.2 .9,.2 .9,.2 0.1 0.1 0.3 0.5 0.9 
2048 .2,.2 .1,.2 .1,.2 .9,.2 0.1 0.1 0.1 0.3 0.7 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0 0 0 0.1 0.1 0.1 0.1 0 0 0 
8 0 0 0 0 0 0 0 0 0.3 0.1 
16 1/LDI 1/LDI 1/LDI 0.3 0.3 0.3 0.3 0.3 0.1 0.5 
32 1/LDI 0.1 0.1 1/LDI 1/LDI 0.3 0.3 0.3 4 .5,.05 
64 1 1 0.1 0.1 1 0.3 0.3 4 0.3 0.5 
128 0.3 0.3 0.3 0.3 0.3 0.3 0.1 0.1 0.3 0.5 
256 .2,.1 .1,.1 .1,.1 .4,.1 0.3 0.3 0.1 0.5 0.5 0.9 
512 .3,.1 .2,.1 .9,.1 .9,.1 .9,.2 0.1 0.3 0.3 0.5 0.7 
1024 .3,.2 .2,.2 .9,.2 .9,.2 .9,.2 0.3 0.5 0.1 0.7 Last 
2048 .3,.2 .2,.2 .9,.2 .9,.2 .9,.3 4 0.3 0.5 0.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 4 
16 0.3 0.3 0.3 4 0 0 0 4 4 4 
32 1 1 0.3 0.3 0.3 4 4 4 0.5 .55,.05 
64 0.3 0.3 0.3 0.3 0.3 0.1 4 0.1 4 0.5 
128 .1,.1 0.1 0.1 0.1 0.1 0.1 0.1 4 0.1 0.7 
256 .3,.1 .2,.1 .4,.1 .3,.1 0.1 0.1 4 4 0.7 0.5 
512 .4,.1 .9,.1 .9,.1 .8,.1 .9,.2 4 4 0.5 0.7 Last 
1024 .4,.2 .9,.2 .9,.2 .8,.2 .8,.2 4 4 0.5 0.3 0.7 
2048 .4,.2 .9,.2 .9,.2 .7,.2 .9,.3 0.3 .5,.1 0.1 0.9 .95,.4 
Table A87: Min Error Method Search, TMSSE, 1<β≤2, Part Life 200, System Life 600 
 
  
A104 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 
64 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 0.9 
256 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.5 Last 
512 0.1 0.1 0.1 0.1 0.3 0.3 0.1 0.3 0.7 .95,.5 
1024 .4,.1 .4,.1 .9,.2 .9,.2 0.3 0.1 .5,.1 .5,.4 .8,.5 .95,.5 
2048 .9,.2 .9,.2 .9,.2 .9,.2 .9,.3 0.1 .5,.2 .5,.5 .9,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0.3 
8 0 0 0 0 0 0 0 0.3 0.1 0.3 
16 0 0 0 0 0 0.3 0.3 0.1 0.3 0.5 
32 0.3 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI 0.3 0.9 
64 1/LDI 1/LDI 1/LDI 0.3 0.3 0.3 4 4 0.7 0.9 
128 1 1 1 1 0.3 0.1 4 4 0.5 Last 
256 0.3 0.3 0.3 0.3 0.3 0.1 4 0.3 0.7 0.9 
512 .4,.1 .4,.1 .4,.1 .4,.1 0.1 0.1 4 .5,.25 0.9 .95,.45 
1024 .9,.1 .9,.1 .9,.2 .9,.2 .9,.3 4 .5,.15 .5,.35 .75,.5 .95,.45 
2048 .9,.2 .9,.2 .9,.2 .8,.2 .9,.3 .9,.4 .5,.25 .55,.45 .85,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 4 0.5 
16 0.3 0.3 0.3 0.3 0.3 0 4 4 4 0.7 
32 0.1 0.1 4 4 4 4 4 4 4 .7,.05 
64 0.3 0.3 0.3 1/LDI 1/LDI 1/LDI 0.1 0.5 .55,.05 0.7 
128 0.3 0.3 0.3 0.3 0.1 0.1 0.1 .5,.05 0.7 0.9 
256 0.1 0.1 0.1 0.1 0.1 4 0.1 .5,.05 0.9 0.9 
512 .3,.1 .3,.1 .3,.1 .4,.2 4 4 0.5 .5,.3 0.5 Last 
1024 .9,.1 .9,.1 .8,.2 .8,.2 .9,.3 0.3 0.1 .5,.45 .8,.45 .95,.4 
2048 .7,.2 .8,.2 .8,.2 .9,.2 .8,.3 .9,.4 .5,.15 .5,.45 .95,.5 .9,.5 
Table A88: Min Error Method Search, TMSSE, 2<β≤4, Part Life 200, System Life 600 
 
  
A105 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
64 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last 
128 0.1 0.1 0.1 0.1 0.3 0.3 4 0.5 0.9 Last 
256 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.5 0.9 Last 
512 0.1 0.1 0.3 0.3 0.3 0.1 .5,.15 0.5 .95,.5 Last 
1024 .4,.2 .4,.2 .4,.2 0.3 0.1 0.1 .5,.3 .65,.5 .95,.5 Last 
2048 .9,.2 .9,.3 .4,.3 0.1 .9,.4 .5,.15 .5,.4 .75,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0.3 0.3 
8 0 0 0 0 0 0 0.3 0.3 1/LDI 0.5 
16 0 0 0 0 0.3 0.3 0.3 1/LDI 0.5 0.7 
32 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI 4 0.7 Last 
64 0.3 0.3 0.3 0.3 0.3 0.1 4 4 0.7 0.9 
128 0.3 0.3 0.3 0.3 0.1 4 0.3 0.7 0.7 0.9 
256 0.3 0.3 0.3 0.3 0.1 4 4 0.7 Last 0.9 
512 0.3 0.3 0.1 0.1 0.1 4 .5,.2 0.7 .95,.45 0.9 
1024 .3,.2 .3,.2 .3,.2 0.1 4 .5,.1 .5,.25 .7,.45 .95,.45 0.9 
2048 .9,.2 .9,.3 .9,.3 .4,.3 .9,.4 .5,.2 .5,.35 .7,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0 4 4 0.3 
16 0.3 0.3 0.3 0.3 0 4 4 4 0.3 0.5 
32 4 4 4 4 4 4 4 0.5 .6,.05 0.9 
64 1/LDI 0.1 0.1 0.1 4 4 0.5 .5,.05 0.9 0.9 
128 1/LDI 1/LDI 0.1 0.1 4 0.1 0.5 .6,.05 0.9 0.9 
256 0.1 0.1 0.1 0.1 4 0.1 .5,.05 0.3 0.7 .95,.05 
512 .4,.2 0.1 0.1 4 4 0.5 0.3 .55,.5 .9,.5 .95,.05 
1024 .2,.2 .2,.2 0.3 .4,.3 0.3 .5,.05 .5,.35 .65,.45 .9,.5 .95,.5 
2048 .4,.2 .8,.3 .9,.3 .9,.3 .8,.4 .5,.1 .5,.45 .8,.5 .9,.5 .95,.5 
Table A89: Min Error Method Search, TMSSE, 4<β≤6, Part Life 200, System Life 600 
 
  
A106 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last 
64 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 Last 
128 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.7 Last Last 
256 0.1 0.1 0.3 0.3 0.3 4 0.5 0.7 Last Last 
512 0.3 0.3 0.3 0.3 0.1 0.5 0.3 0.7 .95,.5 Last 
1024 0.3 0.3 0.1 0.1 0.1 .5,.2 .5,.5 .85,.5 .95,.5 Last 
2048 0.1 0.1 .4,.4 0.1 .5,.15 .5,.25 .6,.5 .95,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0 0 0 0.3 0.3 
8 0 0 0 0 0 0 0.3 0.1 0.3 0.5 
16 0 0 0 0.3 0.3 0.3 0.1 0.3 0.5 0.7 
32 0.3 0.3 0.3 0.3 0.3 0.1 4 .5,.05 0.9 0.9 
64 0.3 0.3 0.3 0.3 0.3 4 4 0.7 0.9 0.9 
128 0.3 0.3 0.3 0.1 4 4 4 0.5 0.9 0.9 
256 0.3 0.3 0.1 0.1 4 0.5 0.3 0.5 0.9 0.9 
512 0.1 0.1 0.1 0.1 4 .5,.1 0.5 0.9 Last 0.9 
1024 0.1 0.1 0.3 4 4 .5,.15 .5,.45 .8,.5 .95,.45 0.9 
2048 .4,.3 .4,.3 0.1 .4,.4 .5,.1 .5,.3 .55,.5 .9,.5 .95,.45 .95,.05 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 1/LDI 
8 0.3 0.3 0.3 0.3 0.3 0.3 4 4 0.5 0.7 
16 0.3 0.3 0.3 0 0 4 4 4 0.7 0.9 
32 4 4 4 4 4 4 1/LDI 0.3 .75,.05 0.9 
64 4 4 4 4 4 0.1 0.5 .6,.05 Last 0.9 
128 0.1 0.1 0.1 4 0.1 0.1 .5,.05 0.7 0.9 0.9 
256 0.1 0.1 0.1 4 0.1 0.3 0.7 0.9 .95,.05 .95,.05 
512 4 4 4 4 0.3 .5,.05 .5,.35 Last .95,.45 .95,.05 
1024 .4,.3 .4,.3 .4,.3 0.3 0.5 .5,.25 .55,.45 .85,.45 .95,.4 .95,.05 
2048 .3,.3 .3,.3 .9,.4 .9,.4 .5,.2 .5,.35 .6,.45 .95,.45 .95,.4 0.9 
Table A90: Min Error Method Search, TMSSE, 6<β≤8, Part Life 200, System Life 600 
 
  
A107 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0.1 0.1 0.1 0.1 1/LDI 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 Last 
64 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last Last 
128 0.1 0.1 0.3 0.3 0.3 4 0.5 0.7 Last Last 
256 0.3 0.3 0.3 0.3 0.3 0.5 0.5 0.9 Last Last 
512 0.3 0.3 0.3 0.1 0.1 0.3 0.5 0.9 Last Last 
1024 0.1 0.1 0.1 0.1 .5,.1 .5,.3 .65,.5 .95,.5 Last Last 
2048 0.1 0.1 0.1 .5,.1 .5,.2 .5,.4 .75,.5 .95,.5 Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0 0 0 0.3 0.1 
8 0 0 0 0 0 0.3 0.3 4 0.5 0.5 
16 0 0 0.3 0.3 0.3 0.3 1/LDI 0.5 0.7 0.9 
32 0.3 0.3 0.3 0.3 0.3 1/LDI 4 0.7 0.7 0.9 
64 0.3 0.3 0.3 0.3 4 4 4 .7,.05 0.9 0.9 
128 0.3 0.3 0.1 4 4 0.3 0.7 0.9 0.9 0.9 
256 0.1 0.1 0.1 4 4 4 0.7 0.7 0.9 0.9 
512 0.1 0.1 0.1 0.3 4 .5,.2 0.7 Last 0.9 0.9 
1024 0.3 0.3 4 4 .5,.15 .5,.25 .65,.45 .95,.45 .95,.5 0.9 
2048 .4,.4 .4,.4 .4,.5 .5,.15 .5,.25 .5,.45 .7,.5 .95,.45 .95,.5 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 0.3 
8 0.3 0.3 0.3 0.3 0.3 0 4 0.1 0.3 0.3 
16 0.3 0.3 0 0 4 4 4 0.3 0.5 0.7 
32 4 4 4 4 4 4 0.5 .55,.05 0.9 0.9 
64 4 4 4 4 0.1 0.5 .5,.05 .65,.05 0.9 0.9 
128 0.1 4 4 0.1 0.1 0.5 .55,.05 0.9 0.9 0.9 
256 4 4 4 0.1 0.1 .5,.05 0.3 Last .95,.05 0.9 
512 4 4 4 4 0.5 .5,.15 .6,.4 .9,.5 .95,.5 0.9 
1024 4 4 0.3 0.5 .5,.2 .5,.35 .6,.5 .9,.5 0.9 0.9 
2048 .3,.4 .3,.4 .9,.5 0.1 .5,.15 .5,.5 .75,.45 .9,.5 .95,.45 0.9 
Table A91: Min Error Method Search, TMSSE, 8<β≤10, Part Life 200, System Life 600 
 
  
A108 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 
32 1/LDI 1/LDI 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 
64 1 1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.3 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.1 0.5 
512 .1,.1 .1,.1 0.1 0.1 0.1 0.3 0.1 0.1 0.3 0.7 
1024 .2,.1 .1,.1 .9,.1 .9,.1 .9,.2 0.3 0.1 0.1 0.3 0.7 
2048 .2,.2 .1,.2 .9,.2 .9,.2 .9,.2 0.1 0.1 0.1 0.5 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0 
8 0 0 0 0 0 0 0 0 0.3 0.3 
16 0.3 0.3 0.3 0 0 0 0 0.3 0.3 4 
32 0.1 0.1 1/LDI 0.3 0.3 0.3 0.3 0.3 4 0.5 
64 0.1 0.1 1 1/LDI 0.3 0.3 0.3 0.1 4 .5,.05 
128 0.3 0.3 0.3 0.3 1 0.3 0.3 0.1 0.5 0.7 
256 .1,.1 .1,.1 0.3 0.3 0.3 0.3 0.1 0.3 0.3 0.7 
512 .2,.1 .2,.1 .1,.1 .4,.1 .4,.1 0.1 0.3 0.5 0.1 0.5 
1024 .1,.1 .9,.1 .9,.1 .9,.1 .9,.2 0.1 0.3 0.3 0.5 0.9 
2048 .1,.2 .9,.2 .9,.2 .9,.2 .9,.2 0.3 0.5 0.3 0.3 0.7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 .9,.1 0.3 0.3 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 4 
16 0 0 0 0.3 0.3 0.3 0.3 4 4 0.5 
32 0.3 0.3 0.3 1/LDI 4 4 4 4 0.1 4 
64 0.3 0.3 1/LDI 1 1/LDI 0.1 4 4 0.5 .55,.05 
128 0.1 0.1 0.1 1 0.3 0.1 0.1 4 4 0.5 
256 .2,.1 .2,.1 .1,.1 0.1 0.1 0.1 4 4 0.5 0.3 
512 .3,.1 .4,.1 .4,.1 .3,.1 0.3 0.1 4 4 0.5 0.9 
1024 .9,.1 .9,.1 .8,.1 .8,.1 .8,.2 .9,.2 4 0.5 0.7 0.5 
2048 .9,.2 .9,.2 .7,.2 .8,.2 .8,.2 4 .5,.05 0.5 0.7 .95,.35 
Table A92: Min Error Method Search, TMSSE, 1<β≤2, Part Life 300, System Life 600 
 
  
A109 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0.1 0.1 0.1 
8 0.1 0 0 0 0 0.1 0.1 0.1 0.1 0.3 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 
64 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 
256 0.1 0.1 0.1 0.1 0.1 0.3 0.3 4 0.3 0.9 
512 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.5 0.5 .85,.5 
1024 .4,.1 .4,.1 .4,.1 0.1 0.3 0.3 0.1 .5,.2 .55,.5 .95,.5 
2048 .4,.1 .4,.1 .9,.2 .9,.2 .9,.2 0.1 0.1 .5,.3 .65,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0.3 
8 0 0.1 0.1 0.1 0.1 0 0 0 0.3 4 
16 0 0 0 0 0 0 0.3 0.3 4 0.5 
32 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.1 4 0.7 
64 0.3 0.3 0.3 0.3 0.3 0.3 0.3 4 4 0.5 
128 1 1 1/LDI 1/LDI 0.3 0.3 4 4 0.3 0.9 
256 0.3 0.3 0.3 0.3 0.3 0.1 4 0.5 0.7 0.7 
512 .2,.1 .2,.1 0.3 0.3 0.3 0.1 0.3 .5,.1 .5,.45 .9,.5 
1024 .3,.1 .3,.1 0.1 .4,.2 .4,.2 0.1 4 .5,.15 .6,.5 .9,.5 
2048 .1,.1 .2,.1 .9,.2 .9,.2 .9,.2 0.3 .5,.1 .5,.25 .7,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 0.3 0.3 .1,.1 .8,.1 .9,.1 0.3 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 4 0.1 
16 0.3 0.3 0.3 0.3 0.3 0.3 0 4 1/LDI 0.3 
32 0 0 0 0 0 4 4 1/LDI 0.5 .6,.05 
64 0.1 0.1 0.1 0.1 4 4 4 0.1 0.3 0.7 
128 1/LDI 1/LDI 0.3 0.3 1/LDI 4 0.1 0.5 .55,.05 0.9 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.5 Last 
512 .3,.1 .3,.1 .2,.1 0.1 0.1 4 4 .5,.15 .5,.5 .9,.45 
1024 .2,.1 .2,.1 .3,.1 .4,.1 .3,.2 4 0.5 .5,.25 .6,.45 .95,.45 
2048 .2,.1 .9,.1 .8,.2 .8,.2 .8,.2 .9,.3 .5,.05 .5,.35 .6,.5 .9,.5 
Table A93: Min Error Method Search, TMSSE, 2<β≤4, Part Life 300, System Life 600 
 
  
A110 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0.1 0.1 0.1 
8 0 0 0 0 0.1 0.1 0.1 0.1 0.3 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 
64 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.5 Last 
256 0.1 0.1 0.1 0.1 0.3 0.3 4 0.5 0.7 Last 
512 0.1 0.1 0.1 0.3 0.3 0.3 0.1 .5,.3 0.7 .95,.5 
1024 0.1 0.1 0.3 0.3 0.3 0.1 .5,.15 .5,.45 .85,.5 .95,.5 
2048 .4,.2 .4,.2 .4,.2 .4,.3 0.1 0.1 .5,.2 .55,.5 .95,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0.3 
8 0.1 0.1 0.1 0.1 0 0 0 0.3 0.1 0.3 
16 0 0 0 0 0 0.3 0.3 0.1 0.3 0.5 
32 0.3 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI .5,.05 0.9 
64 0.3 0.3 0.3 0.3 0.3 0.3 4 4 0.7 0.9 
128 0.3 0.3 0.3 0.3 0.3 0.1 4 4 0.7 0.9 
256 0.3 0.3 0.3 0.3 0.1 0.1 0.3 0.3 0.5 0.9 
512 0.3 0.3 0.3 0.1 0.1 0.1 4 0.3 0.9 .95,.45 
1024 .4,.2 .4,.2 .4,.2 0.1 0.1 4 .5,.1 .5,.4 .8,.5 .95,.45 
2048 .3,.2 .3,.2 .3,.2 .3,.3 0.3 .5,.05 .5,.25 .5,.5 .9,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 0.3 .1,.1 .8,.1 .9,.1 .9,.1 0.3 0.3 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0 4 0.5 
16 0.3 0.3 0.3 0.3 0.3 0 4 4 4 0.7 
32 0 0 0 0 4 4 4 4 4 0.9 
64 0.1 4 4 4 4 4 0.1 0.5 .6,.05 Last 
128 1/LDI 1/LDI 1/LDI 0.1 4 4 0.1 .5,.05 0.7 0.9 
256 0.1 0.1 0.1 0.1 0.1 4 0.1 .5,.15 0.9 .95,.5 
512 0.1 0.1 0.1 0.1 4 4 0.5 .5,.35 .75,.5 Last 
1024 .3,.2 .3,.2 .3,.2 .4,.2 4 0.3 .5,.2 .5,.5 .9,.5 .95,.4 
2048 .2,.2 .2,.2 .2,.2 0.3 4 .5,.1 .5,.15 .55,.45 .95,.45 .95,.4 
Table A94: Min Error Method Search, TMSSE, 4<β≤6, Part Life 300, System Life 600 
 
  
A111 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0.1 0.1 0.1 0.1 
8 0 0 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 
64 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 Last 
128 0.1 0.1 0.1 0.1 0.1 0.3 4 0.5 0.7 Last 
256 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.7 0.9 Last 
512 0.1 0.3 0.3 0.3 0.3 0.1 .5,.15 0.5 .95,.5 Last 
1024 0.3 0.3 0.3 0.3 0.1 0.1 .5,.25 .65,.5 .95,.5 Last 
2048 .4,.3 0.3 0.1 0.1 0.1 .5,.15 .5,.35 .75,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0.3 0.3 
8 0.1 0.1 0 0 0 0 0.3 0.3 1/LDI 0.5 
16 0 0 0 0 0.3 0.3 0.3 1/LDI 0.5 0.7 
32 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI 4 0.7 Last 
64 0.3 0.3 0.3 0.3 0.3 0.1 4 4 0.7 0.9 
128 0.3 0.3 0.3 0.3 0.3 4 0.3 0.7 0.9 0.9 
256 0.3 0.3 0.3 0.1 0.1 4 4 0.5 Last 0.9 
512 0.3 0.1 0.1 0.1 0.1 4 .5,.2 0.7 .9,.5 0.9 
1024 0.1 0.1 0.1 0.1 0.3 .5,.1 .5,.3 .6,.5 .95,.45 0.9 
2048 .3,.3 .4,.3 0.3 0.3 4 .5,.1 .5,.4 .7,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 0.3 0.3 0 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0 4 4 0.3 
16 0.3 0.3 0.3 0.3 0 4 4 4 0.3 0.5 
32 0 0 4 4 4 4 4 0.5 .6,.05 0.9 
64 4 4 4 4 4 4 0.5 .5,.05 0.9 0.9 
128 0.1 0.1 4 4 4 0.1 0.5 .55,.05 0.9 0.9 
256 0.1 0.1 0.1 0.1 4 0.1 .5,.05 0.3 0.7 .95,.05 
512 0.1 0.1 0.1 4 4 0.3 .5,.1 .55,.5 .95,.45 .95,.05 
1024 .4,.2 4 4 4 4 0.5 .5,.2 .65,.45 .9,.5 .95,.5 
2048 0.3 0.1 .4,.3 4 .5,.05 .5,.2 .5,.3 .75,.45 .9,.5 .95,.5 
Table A95: Min Error Method Search, TMSSE, 6<β≤8, Part Life 300, System Life 600 
 
  
A112 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0.1 0.1 0.1 0.1 0.1 
8 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 
16 0.1 0.1 0.1 0.1 0.1 0.1 0.3 1/LDI 1/LDI 0.7 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 Last 
64 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 Last 
128 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.7 0.9 Last 
256 0.1 0.1 0.3 0.3 0.3 4 0.5 0.7 Last Last 
512 0.3 0.3 0.3 0.3 0.3 0.5 .5,.3 0.7 .95,.5 Last 
1024 0.3 0.3 0.3 0.1 0.1 .5,.15 .5,.4 .8,.5 .95,.5 Last 
2048 0.1 0.1 0.1 0.1 .5,.1 .5,.2 .5,.5 .9,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 0.1 0 0 0 0.3 0.3 
8 0 0 0 0 0 0 0.3 0.1 0.3 0.5 
16 0 0 0 0 0.3 0.3 0.1 0.3 0.5 0.9 
32 0.3 0.3 0.3 0.3 0.3 0.3 1/LDI 0.3 .7,.05 0.9 
64 0.3 0.3 0.3 0.3 0.3 4 4 0.7 0.9 0.9 
128 0.3 0.3 0.3 0.3 4 4 4 0.5 Last 0.9 
256 0.3 0.3 0.1 0.1 4 0.3 .55,.05 0.5 0.9 0.9 
512 0.1 0.1 0.1 0.1 0.1 4 0.3 0.9 .95,.45 0.9 
1024 0.1 0.1 0.1 0.3 4 .5,.1 .5,.45 .75,.5 .95,.45 0.9 
2048 0.3 0.3 0.3 4 0.1 .5,.25 .55,.5 .85,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.3 0.3 0 0 
8 0.3 0.3 0.3 0.3 0.3 0.3 0 4 0.5 0.3 
16 0.3 0.3 0.3 0.3 0 4 4 4 0.7 1/LDI 
32 4 4 4 4 4 4 4 4 0.5 0.9 
64 4 4 4 4 4 0.1 0.5 .55,.05 Last 0.9 
128 4 4 4 4 0.1 0.1 .5,.05 .7,.05 0.9 0.9 
256 0.1 0.1 0.1 4 0.1 0.1 .5,.15 0.9 0.9 0.9 
512 4 4 4 4 4 0.1 .5,.25 .7,.5 Last .95,.05 
1024 4 4 4 4 0.5 .5,.2 .5,.35 .8,.45 .95,.4 .95,.05 
2048 4 4 4 .5,.05 .5,.15 .5,.3 .55,.45 .95,.5 .95,.4 .95,.05 
Table A96: Min Error Method Search, TMSSE, 8<β≤10, Part Life 300, System Life 600 
 
  
A113 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
8 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 
8 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A97: Min Error Method Search, NMSSE, 1<β≤2, Part Life 100, System Life 600 
  
A114 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.9 0.5 0.5 0.5 1 1 0.9 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A98: Min Error Method Search, NMSSE, 2<β≤4, Part Life 100, System Life 600 
  
A115 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.7 
Table A99: Min Error Method Search, NMSSE, 4<β≤6, Part Life 100, System Life 600 
  
A116 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 0.9 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 
Table A100: Min Error Method Search, NMSSE, 6<β≤8, Part Life 100, System Life 600 
  
A117 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.7 0.7 
Table A101: Min Error Method Search, NMSSE, 8<β≤10, Part Life 100, System Life 600 
  
A118 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.5 0.5 0.5 1 1 1 1 0.9 0.9 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A102: Min Error Method Search, NMSSE, 1<β≤2, Part Life 200, System Life 600 
  
A119 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 0.9 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A103: Min Error Method Search, NMSSE, 2<β≤4, Part Life 200, System Life 600 
  
A120 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 0.9 0.7 0.7 0.7 
8 0.5 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A104: Min Error Method Search, NMSSE, 4<β≤6, Part Life 200, System Life 600 
  
A121 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A105: Min Error Method Search, NMSSE, 6<β≤8, Part Life 200, System Life 600 
  
A122 
 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 0.9 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.7 
Table A106: Min Error Method Search, NMSSE, 8<β≤10, Part Life 200, System Life 600 
  
A123 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 0.9 0.9 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
Table A107: Min Error Method Search, NMSSE, 1<β≤2, Part Life 300, System Life 600 
  
A124 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 0.7 1 0.9 0.7 0.7 
8 1 1 1 1 1 0.9 0.9 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A108: Min Error Method Search, NMSSE, 2<β≤4, Part Life 300, System Life 600 
  
A125 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 0.7 0.7 0.7 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 1 1 0.9 0.9 0.7 0.7 
8 1 1 1 1 0.9 0.9 0.9 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A109: Min Error Method Search, NMSSE, 4<β≤6, Part Life 300, System Life 600 
  
A126 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 1 1 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 0.7 0.7 1 1 1 0.9 0.7 0.7 0.7 
8 1 1 1 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A110: Min Error Method Search, NMSSE, 6<β≤8, Part Life 300, System Life 600 
  
A127 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 1 1 1 0.9 0.9 0.7 0.7 0.7 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.7 
Table A111: Min Error Method Search, NMSSE, 8<β≤10, Part Life 300, System Life 600 
  
A128 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 1 0 0 0 0 0 0 0 0 0.7 
32 1 1 1 1 1 0 0 0 0.5 0.7 
64 0.1 0.1 0.1 0.1 0.1 1 0.3 4 0.5 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.5 0.7 0.9 
256 .3,.1 .2,.1 .1,.1 .1,.1 0.1 0.3 0.1 0.3 0.5 0.9 
512 .3,.1 .2,.1 .1,.1 .1,.1 .9,.1 0.1 0.1 0.3 0.7 Last 
1024 .3,.2 .2,.2 .1,.2 .1,.2 .9,.2 0.1 0.3 0.3 0.7 Last 
2048 .3,.2 .2,.2 .1,.2 .1,.2 0.1 0.1 0.3 0.5 .9,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.1 0.1 0.1 0.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 0.7 
8 0.1 0.1 0.1 0.1 0.1 0.1 4 4 4 0.7 
16 1/LDI 1/LDI 1/LDI 1/LDI 0.1 0.3 4 4 0.5 0.9 
32 0.1 0.1 0.1 0.1 0.1 0.1 0.3 4 4 0.9 
64 0.3 0.3 0.3 0.3 1 0.1 4 0.5 0.7 0.9 
128 .2,.1 .2,.1 .1,.1 .1,.1 0.3 0.3 0.1 0.1 0.5 Last 
256 .4,.1 .3,.1 .2,.1 .9,.1 .9,.1 0.1 4 0.5 0.7 Last 
512 .4,.1 .3,.1 .2,.1 .9,.1 .9,.1 0.3 0.5 0.5 0.9 0.9 
1024 .4,.2 .3,.2 .2,.2 .8,.2 .9,.2 0.3 0.1 0.5 0.9 .95,.5 
2048 .4,.2 .3,.2 .2,.2 .8,.2 .9,.3 0.5 0.5 0.7 .85,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.3 0.3 .1,.1 .1,.1 .1,.1 .1,.1 .2,.1 .9,.1 .9,.1 0.9 
8 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.5 0.5 0.5 
16 0.1 1 0.1 0.1 0.3 4 0.3 0.3 4 0.5 
32 0.3 0.3 0.3 0.3 0.3 0.3 4 0.3 0.7 0.9 
64 .1,.1 .1,.1 0.1 0.1 0.3 0.3 0.1 0.3 0.3 Last 
128 .3,.1 .3,.1 .2,.1 .2,.1 .1,.1 0.1 4 4 0.3 0.9 
256 .2,.1 .4,.1 .9,.1 .9,.1 .9,.1 0.1 0.3 0.1 0.9 0.7 
512 .5,.1 .4,.1 .9,.1 .9,.1 .7,.1 .9,.3 4 0.7 0.5 0.7 
1024 .5,.2 .4,.2 .9,.2 .9,.2 .7,.2 .9,.3 0.5 0.7 Last 0.9 
2048 .5,.2 .4,.2 .9,.2 .9,.2 .9,.3 4 0.7 0.3 .9,.45 .9,.5 
Table A112: Min Error Method Search, TMAE, 1<β≤2, Part Life 100, System Life 600 
 
  
A129 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.7 Last 
32 1/LDI 0 0 0 0 0 0 0.5 0.7 Last 
64 1 1 1 1 1/LDI 1/LDI 4 0.5 0.7 Last 
128 0.1 0.1 0.1 0.1 0.1 0.3 4 0.7 0.9 Last 
256 0.1 0.1 0.1 0.1 0.3 0.1 0.5 0.5 0.9 Last 
512 .1,.1 .1,.1 .9,.2 .9,.2 0.3 0.1 0.3 0.7 0.9 Last 
1024 .1,.2 .1,.2 .9,.2 .9,.3 0.1 0.1 0.3 0.7 .95,.5 Last 
2048 .1,.2 .1,.2 .9,.3 0.1 0.1 0.3 .5,.5 .8,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 Last 
8 0.1 0.1 0.1 0.1 .9,.1 4 4 4 0.7 Last 
16 0.1 0.1 0.1 0.1 4 4 4 4 0.5 0.9 
32 0.1 0.1 0.1 0.1 0.1 0.3 4 4 0.9 0.9 
64 1/LDI 1/LDI 1/LDI 1/LDI 0.1 0.3 0.3 0.7 0.9 0.9 
128 0.3 0.3 0.3 0.3 0.3 4 0.5 0.3 0.7 0.9 
256 .1,.1 .1,.1 .4,.1 0.3 0.1 4 0.1 0.7 Last 0.9 
512 .9,.1 .9,.1 .9,.2 .9,.2 0.1 4 0.7 0.5 Last 0.9 
1024 .9,.2 .9,.2 .9,.2 .9,.3 .9,.4 0.3 0.5 .7,.5 .95,.45 0.9 
2048 .9,.2 .9,.2 .9,.3 .9,.3 .9,.4 .5,.25 .5,.45 .85,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .2,.1 .3,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 0.9 
8 0.3 0.3 0.3 0.3 0.1 0.5 0.5 0.5 0.5 0.9 
16 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.9 0.9 
32 0 1/LDI 1/LDI 1/LDI 0.3 4 0.3 0.7 0.7 0.9 
64 0.1 0.1 0.1 0.1 1 4 0.5 0.3 0.9 0.9 
128 .1,.1 0.1 0.1 0.1 0.1 0.1 0.1 0.5 Last 0.9 
256 .4,.1 .4,.1 .3,.1 .4,.1 4 0.3 0.3 0.3 0.7 0.9 
512 .9,.1 .9,.1 .8,.2 .8,.2 .9,.3 0.5 0.5 0.9 0.7 0.9 
1024 .9,.2 .9,.2 .8,.2 .8,.3 .9,.4 0.5 .5,.35 0.9 .9,.5 .95,.5 
2048 .9,.2 .9,.2 .8,.3 .9,.3 .9,.4 .5,.2 .55,.45 .75,.5 .9,.5 .95,.5 
Table A113: Min Error Method Search, TMAE, 2<β≤4, Part Life 100, System Life 600 
 
  
A130 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.9 Last 
32 0 0 0 0 0 0 4 0.7 Last Last 
64 1 1/LDI 1/LDI 1/LDI 0.3 4 0.5 0.7 Last Last 
128 0.1 0.1 0.1 0.3 0.3 4 0.7 0.7 Last Last 
256 0.1 0.1 0.3 0.3 0.1 0.5 0.5 0.9 Last Last 
512 .9,.2 .9,.2 0.3 0.1 0.1 0.3 0.5 0.9 Last Last 
1024 .9,.3 .9,.3 0.1 0.1 0.1 0.3 0.7 .95,.5 Last Last 
2048 0.1 0.1 0.1 0.1 0.3 .5,.4 .7,.5 .95,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 0.9 Last 
8 0.1 .9,.1 .9,.1 .9,.1 .9,.1 4 4 0.5 0.9 Last 
16 0.1 0.3 0.3 4 4 4 4 0.5 Last 0.9 
32 0.1 0.1 0.1 0.3 0.3 4 0.5 0.5 0.9 0.9 
64 1/LDI 1 0.1 0.1 1/LDI 0.3 4 0.7 0.9 0.9 
128 0.3 0.3 0.3 0.1 4 0.5 0.5 0.9 0.9 0.9 
256 0.3 0.3 0.1 0.1 4 0.1 0.3 0.7 0.9 0.9 
512 .9,.2 .9,.2 0.1 0.3 4 0.5 0.7 0.7 0.9 0.9 
1024 .9,.3 .9,.3 .9,.3 .9,.4 0.5 0.5 0.5 .9,.5 .95,.5 0.9 
2048 .9,.3 .9,.4 .9,.4 .9,.5 .5,.25 .5,.45 .75,.5 .9,.5 Last 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .4,.1 .2,.1 .2,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 Last 0.9 
8 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 0.5 0.5 0.7 0.7 0.9 
16 0.3 4 4 0.3 0.3 0.3 0.5 0.7 0.9 0.9 
32 0.3 0.3 0.3 4 4 0.3 0.3 0.9 0.9 0.9 
64 0.1 0.1 1 0.3 4 0.5 0.7 0.5 0.9 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.9 0.9 
256 .4,.2 0.1 0.1 4 0.3 4 0.7 Last 0.7 0.9 
512 .8,.2 .8,.2 .9,.3 4 0.5 0.7 0.3 Last .95,.5 0.9 
1024 .8,.3 .8,.3 .9,.3 .9,.4 0.3 .5,.3 0.9 .95,.45 0.9 0.9 
2048 .9,.3 .9,.4 .9,.4 .9,.5 .5,.2 .5,.5 .65,.5 .95,.45 .95,.45 0.9 
Table A114: Min Error Method Search, TMAE, 4<β≤6, Part Life 100, System Life 600 
 
  
A131 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0.7 Last Last 
32 0 0 0 0 0 4 0.5 0.9 Last Last 
64 1/LDI 1/LDI 1/LDI 0.3 4 4 0.7 0.9 Last Last 
128 0.3 0.3 0.3 0.3 4 0.5 0.7 0.9 Last Last 
256 0.3 0.3 0.3 0.1 4 0.3 0.7 0.9 Last Last 
512 0.1 0.1 0.1 0.1 0.5 0.3 0.7 Last Last Last 
1024 0.1 0.1 0.1 0.1 0.3 0.5 0.7 .95,.5 Last Last 
2048 0.1 0.1 0.1 0.3 0.3 .6,.5 .9,.5 .95,.5 Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 0.7 Last Last 
8 .9,.1 .9,.1 .9,.1 .9,.1 4 4 4 0.7 Last Last 
16 4 4 4 4 4 4 4 0.9 0.9 0.9 
32 0.3 0.3 0.3 0.3 4 0.5 0.7 0.7 0.9 0.9 
64 0.1 0.1 0.3 4 0.3 0.5 0.5 0.7 0.9 0.9 
128 0.1 0.1 4 4 0.3 4 0.5 Last 0.9 0.9 
256 0.1 0.1 0.1 4 0.1 0.7 0.5 Last 0.9 0.9 
512 0.3 0.3 4 4 0.1 0.5 0.9 0.9 0.9 0.9 
1024 .9,.4 4 4 0.5 .5,.25 0.7 0.9 .95,.45 0.9 0.9 
2048 .9,.5 .9,.5 .9,.5 .5,.25 .5,.35 .55,.5 .85,.5 .95,.45 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .2,.1 .1,.1 .3,.1 .8,.1 .9,.1 .9,.1 .9,.1 0.9 0.9 0.9 
8 .9,.1 .9,.1 .8,.1 .8,.1 0.5 0.5 0.5 0.5 0.9 0.9 
16 0.3 0.3 0.3 0.3 0.3 0.5 0.5 0.5 0.9 0 
32 4 4 4 4 0.3 0.3 4 0.9 0.9 0.9 
64 0.3 0.3 0.1 1/LDI 0.5 0.3 0.5 0.9 0.9 0.9 
128 0.1 0.1 0.1 0.1 0.5 0.7 0.7 0.7 0.9 0.9 
256 4 4 4 0.3 0.5 0.5 0.9 0.7 0.9 0.9 
512 4 4 0.3 0.5 0.3 0.7 0.5 0.7 0.9 0.9 
1024 .9,.4 .9,.4 0.5 0.3 .5,.3 0.3 .8,.5 .9,.5 0.9 0.9 
2048 .9,.5 .9,.5 .9,.5 .5,.2 .5,.4 .6,.45 .95,.5 .9,.5 0.9 0.9 
Table A115: Min Error Method Search, TMAE, 6<β≤8, Part Life 100, System Life 600 
 
  
A132 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0.9 Last Last 
32 0 0 0 0 0 4 0.7 0.9 Last Last 
64 1/LDI 0.3 0.3 0.3 4 0.5 0.7 0.9 Last Last 
128 0.3 0.3 0.3 4 4 0.7 0.7 Last Last Last 
256 0.3 0.1 0.1 4 0.5 0.5 0.7 Last Last Last 
512 0.1 0.1 0.1 0.1 0.3 0.5 0.9 Last Last Last 
1024 0.1 0.1 0.1 0.3 0.3 0.7 .9,.5 .95,.5 Last Last 
2048 0.3 0.3 0.3 0.3 .5,.5 .7,.5 .95,.5 .95,.5 Last Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.9 Last Last 
8 .9,.1 .9,.1 .9,.1 4 4 4 0.5 0.7 Last Last 
16 4 4 4 4 4 4 0.5 0.7 0.9 0 
32 0.3 0.3 0.3 0.3 4 0.5 0.5 Last 0.9 0.9 
64 0.3 1/LDI 4 4 0.5 4 0.7 Last 0.9 0.9 
128 4 4 4 0.3 0.5 0.5 0.5 0.9 0.9 0.9 
256 0.1 0.3 4 0.1 0.3 0.3 0.9 0.9 0.9 0.9 
512 4 4 4 0.5 0.7 0.7 0.7 0.9 0.9 0.9 
1024 0.5 0.5 0.3 .5,.25 0.5 0.5 .95,.5 Last 0.9 0.9 
2048 0.1 .5,.2 .5,.25 .5,.35 .55,.45 .75,.5 .9,.5 .95,.45 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .2,.1 .9,.1 .1,.1 .9,.1 .9,.1 .9,.1 Last 0.9 0.9 
8 .9,.1 .9,.1 .9,.1 0.5 0.5 0.5 4 0.9 0.9 0.9 
16 0.3 0.3 0.3 0.3 0.3 0.5 0.7 Last 0.9 0.9 
32 4 4 4 4 0.3 0.3 0.9 0.9 0.9 0.9 
64 4 4 1/LDI 0.5 0.3 0.7 0.5 0.9 0.9 0.9 
128 0.1 0.1 0.1 0.1 0.1 0.3 0.9 0.7 0.9 0.9 
256 4 4 0.3 0.5 4 0.7 Last 0.7 0.9 0.9 
512 0.3 0.5 0.5 0.3 0.5 0.9 Last .95,.5 0.9 0.9 
1024 4 .9,.5 0.5 .5,.2 0.7 0.9 .85,.5 0.9 0.9 0.9 
2048 .5,.2 .5,.25 .5,.2 .5,.3 .55,.5 .75,.45 .95,.45 Last 0.9 0.9 
Table A116: Min Error Method Search, TMAE, 8<β≤10, Part Life 100, System Life 600 
 
  
A133 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0 
32 1 0 0 0 0 0 0 0 4 0.5 
64 1 1 1 1 0.1 0.1 0 0.3 0.5 0.7 
128 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.5 0.5 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.3 0.7 
512 .2,.1 .1,.1 .1,.1 .9,.1 0.1 0.3 0.1 0.1 0.3 0.9 
1024 .2,.1 .1,.1 .1,.1 .9,.1 .9,.2 0.1 0.1 0.1 0.5 0.9 
2048 .2,.2 .1,.2 .1,.2 .9,.2 .9,.2 0.1 0.1 0.3 0.7 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .2,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 
8 0.1 0.1 0.1 0.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 
16 0.1 0.1 0.1 0.1 0.1 4 4 4 4 0.5 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.7 
64 0.1 0.1 0.1 0.1 1 0 0.3 4 4 0.5 
128 0.3 0.3 0.3 0.3 0.3 0.3 4 4 0.3 0.7 
256 .2,.1 .1,.1 .1,.1 .4,.1 0.3 0.3 0.1 4 0.7 0.9 
512 .3,.1 .2,.1 .9,.1 .9,.1 .9,.1 0.1 0.3 0.5 0.5 0.7 
1024 .3,.1 .2,.1 .9,.1 .9,.1 .9,.2 0.3 4 0.3 0.7 Last 
2048 .3,.2 .2,.2 .9,.2 .9,.2 .9,.2 0.3 0.5 0.5 0.5 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .2,.1 .4,.1 .1,.1 .3,.1 .2,.1 .2,.1 .8,.1 .9,.1 .9,.1 .9,.1 
8 0.3 0.3 0.3 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 
16 0.3 0.3 0.3 4 0.3 0.3 0.3 0.3 0.5 0.7 
32 1/LDI 1/LDI 1/LDI 0.3 0.3 4 4 4 0.3 0.9 
64 0.3 0.3 0.3 0.3 0.3 0.3 4 0.5 0.3 0.7 
128 .1,.1 .1,.1 0.1 0.1 0.1 0.1 0.1 0.1 0.7 0.7 
256 .3,.1 .2,.1 .4,.1 .3,.1 0.1 0.1 4 0.5 0.5 0.5 
512 .4,.1 .9,.1 .9,.1 .8,.1 .9,.1 4 4 0.3 0.7 Last 
1024 .9,.1 .9,.1 .9,.1 .8,.1 .8,.2 .9,.3 0.5 .5,.15 0.3 0.7 
2048 .4,.2 .9,.2 .9,.2 .7,.2 .8,.2 4 0.3 .5,.25 0.9 .95,.45 
Table A117: Min Error Method Search, TMAE, 1<β≤2, Part Life 200, System Life 600 
 
  
A134 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0.7 
32 0 0 0 0 0 0 0 4 0.5 0.9 
64 0.1 0 0 0 0 0 0.3 4 0.7 0.9 
128 1 1 1 0.1 0.1 0.3 0.3 0.5 0.5 0.9 
256 0.1 0.1 0.1 0.1 0.1 0.3 4 0.5 0.5 0.9 
512 0.1 0.1 0.1 0.1 0.3 0.3 0.1 0.3 0.7 .95,.5 
1024 .9,.1 .9,.1 .9,.2 .9,.2 0.3 0.1 0.1 .5,.4 .8,.5 .95,.5 
2048 .9,.2 .9,.2 .9,.2 .9,.2 0.1 0.1 .5,.2 .5,.5 .85,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 0.7 
16 0.1 0.1 0.1 0.1 0.1 0.3 4 4 4 0.9 
32 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.3 0.7 0.9 
64 0 0.1 0.1 0.1 0.1 0.3 4 0.5 0.5 0.7 
128 0.1 1/LDI 1/LDI 1/LDI 1/LDI 4 4 4 0.7 Last 
256 0.3 0.3 0.3 0.3 0.3 4 0.3 0.3 0.7 Last 
512 .4,.1 .4,.1 .4,.1 0.3 0.1 0.1 4 0.5 0.9 Last 
1024 .9,.1 .9,.1 .9,.2 .9,.2 0.1 4 .5,.15 .5,.45 .75,.5 .95,.45 
2048 .9,.2 .9,.2 .9,.2 .8,.2 .9,.3 4 .5,.25 .55,.45 .9,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .4,.1 .1,.1 .9,.1 .2,.1 .2,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .1,.1 .9,.1 .7,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 0.9 
16 4 0.3 0.3 0.3 0.3 4 0.3 0.3 0.5 Last 
32 0.3 0.3 0.3 0.3 4 4 4 0.5 4 0.7 
64 1/LDI 1/LDI 1/LDI 0.3 0.3 0.1 0.5 0.3 0.3 Last 
128 1/LDI 0.1 0.1 1 0.3 0.1 0.5 0.3 0.7 0.7 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.7 0.9 0.7 
512 .3,.1 .3,.1 .3,.1 .4,.1 4 4 0.5 .5,.3 0.5 0.9 
1024 .8,.1 .8,.1 .8,.2 .8,.2 .9,.3 0.3 .5,.2 .5,.35 .85,.5 .9,.5 
2048 .8,.2 .8,.2 .8,.2 .9,.2 .9,.3 0.5 .5,.3 .55,.5 .8,.5 .9,.5 
Table A118: Min Error Method Search, TMAE, 2<β≤4, Part Life 200, System Life 600 
 
  
A135 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.7 Last 
32 0 0 0 0 0 0 0 4 0.7 Last 
64 0 0 0 0 0 0.3 4 0.5 0.7 Last 
128 0.1 0.1 0.1 0.1 0.3 0.3 4 0.7 0.9 Last 
256 0.1 0.1 0.1 0.3 0.3 4 0.5 0.5 0.9 Last 
512 0.1 0.1 0.3 0.3 0.3 4 0.3 0.5 0.9 Last 
1024 .4,.2 .4,.2 0.3 0.3 0.1 0.1 0.3 0.7 .95,.5 Last 
2048 .9,.2 .9,.3 0.1 0.1 0.1 .5,.2 .5,.4 .75,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 Last 
16 0.1 0.1 .9,.1 .9,.1 0.3 4 4 4 0.5 0.9 
32 0.1 0.1 0.3 0.3 0.3 0.3 4 0.5 0.9 0.9 
64 0.1 0.1 0.1 0.1 0.3 4 0.3 0.7 0.9 0.9 
128 1/LDI 1/LDI 1/LDI 0.3 4 4 0.5 0.3 0.7 0.9 
256 0.3 0.3 0.3 0.1 4 0.3 4 0.7 0.7 0.9 
512 0.3 0.3 0.1 0.1 0.1 0.1 0.7 0.7 Last 0.9 
1024 .3,.2 .3,.2 .4,.2 0.1 4 0.5 .5,.35 .65,.5 .9,.5 0.9 
2048 .9,.2 .9,.3 0.3 0.3 4 .5,.25 .5,.45 .7,.5 .9,.5 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .2,.1 .1,.1 .9,.1 .1,.1 .9,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .8,.1 .9,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 0.7 0.9 
16 0.3 .8,.1 .9,.1 4 4 0.3 0.3 0.5 0.9 0.9 
32 0.3 0.3 0.1 4 4 4 0.3 0.7 0.7 0.9 
64 0.3 0.3 0.3 0.3 0.1 0.5 0.5 4 0.9 0.9 
128 0.3 0.3 0.3 1/LDI 0.1 0.5 0.3 0.5 Last 0.9 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.3 Last 0.9 
512 0.1 0.1 0.1 4 4 0.5 0.5 0.9 0.7 .95,.5 
1024 .9,.2 0.3 0.1 4 0.3 4 .5,.3 .7,.5 .95,.45 .95,.5 
2048 .8,.2 .8,.3 .9,.3 4 0.5 .5,.15 .5,.35 .8,.5 .95,.45 .95,.5 
Table A119: Min Error Method Search, TMAE, 4<β≤6, Part Life 200, System Life 600 
 
  
A136 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.7 Last 
32 0 0 0 0 0 0 4 0.5 0.9 Last 
64 0 0 0 0 0.3 0.3 4 0.7 0.9 Last 
128 0.1 0.1 0.3 0.3 0.3 4 0.5 0.7 0.9 Last 
256 0.1 0.3 0.3 0.3 0.3 4 0.3 0.7 Last Last 
512 0.3 0.3 0.3 0.3 4 0.5 0.3 0.7 Last Last 
1024 0.3 0.3 0.1 0.1 0.1 0.3 0.5 .85,.5 .95,.5 Last 
2048 0.1 0.1 0.1 0.1 0.1 .5,.3 .6,.5 .95,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 0.7 Last 
16 .9,.1 .9,.1 .9,.1 0.3 4 4 4 0.5 0.9 0.9 
32 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.7 0.9 0.9 
64 0.1 0.1 0.1 0.3 4 4 0.5 0.5 Last 0.9 
128 0.3 0.3 0.1 4 4 0.3 4 0.5 Last 0.9 
256 0.3 0.1 4 4 4 0.5 0.7 0.5 0.9 0.9 
512 0.1 0.1 0.1 0.1 0.1 0.1 0.5 0.9 0.9 0.9 
1024 0.1 0.1 0.3 4 0.5 .5,.25 0.7 .8,.5 .95,.45 0.9 
2048 0.3 0.3 4 4 .5,.2 .5,.35 .55,.5 .9,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .5,.1 .9,.1 .2,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .8,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 0.9 0.9 
16 0.1 0.1 .9,.1 4 0.3 0.3 0.3 4 Last 0.9 
32 4 4 4 4 4 4 0.3 4 Last 0.9 
64 0.3 0.3 0.3 4 0.5 0.5 0.3 0.7 0.7 0.9 
128 1/LDI 1/LDI 4 0.1 0.5 0.5 0.7 0.7 0.7 0.9 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.5 0.9 0.7 0.9 
512 4 4 4 4 0.3 4 0.7 Last .95,.5 0.9 
1024 4 4 4 0.3 4 .5,.2 .5,.5 .9,.5 Last 0.9 
2048 .4,.3 4 0.3 0.5 .5,.15 .5,.25 .6,.45 .85,.5 .9,.5 0.9 
Table A120: Min Error Method Search, TMAE, 6<β≤8, Part Life 200, System Life 600 
 
  
A137 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0.7 Last Last 
32 0 0 0 0 0 0 4 0.7 Last Last 
64 0 0 0 0.3 0.3 4 0.5 0.7 Last Last 
128 0.3 0.3 0.3 0.3 0.3 4 0.7 0.7 Last Last 
256 0.3 0.3 0.3 0.3 4 0.5 0.5 0.9 Last Last 
512 0.3 0.3 0.3 4 4 0.3 0.5 0.9 Last Last 
1024 0.1 0.1 0.1 0.1 0.1 0.3 0.7 .95,.5 Last Last 
2048 0.1 0.1 0.1 0.1 .5,.25 .5,.45 .7,.5 .95,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 Last 
8 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 0.9 Last 
16 .9,.1 .9,.1 4 4 4 4 4 0.5 0.9 0.9 
32 0.3 0.3 0.3 0.3 0.3 4 0.5 0.5 0.9 0.9 
64 0.3 0.3 0.3 4 4 0.3 4 0.7 0.9 0.9 
128 0.1 4 4 4 4 0.5 0.5 0.9 0.9 0.9 
256 4 4 4 4 0.3 4 0.3 0.7 0.9 0.9 
512 0.1 0.1 0.1 0.1 0.1 0.7 0.7 Last 0.9 0.9 
1024 0.3 4 4 4 0.5 0.5 0.5 .9,.5 .95,.5 0.9 
2048 4 4 0.5 .5,.15 0.3 .5,.5 .75,.5 .9,.5 Last 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .9,.1 .9,.1 .8,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.7 0.7 0.9 
16 4 .9,.1 0.3 0.3 0.3 0.3 0.5 0 0.9 0.9 
32 4 4 4 4 4 0.3 0.3 0.9 0.9 0.9 
64 0.1 0.1 4 0 0.5 0.5 0.7 0.9 0.9 0.9 
128 4 0.1 0.1 0.5 0.5 0.3 0.3 0.9 0.9 0.9 
256 0.1 0.1 0.1 0.1 0.5 0.3 0.7 Last 0.9 0.9 
512 4 4 4 0.3 0.5 0.5 0.9 0.7 .95,.5 0.9 
1024 4 0.3 0.3 0.5 0.3 .5,.35 0.9 .95,.45 0.9 0.9 
2048 0.5 0.5 4 0.5 .5,.3 .5,.4 .65,.5 .95,.45 0.9 0.9 
Table A121: Min Error Method Search, TMAE, 8<β≤10, Part Life 200, System Life 600 
 
  
A138 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0.5 
64 1 1 1 0.1 0 0 0 0.3 4 0.5 
128 0.1 0.1 0.1 1 0.1 0.1 0.3 0.3 0.5 0.3 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.1 0.5 
512 .1,.1 .1,.1 0.1 0.1 0.1 0.3 0.3 0.1 0.3 0.7 
1024 .2,.1 .1,.1 .9,.1 .9,.1 .9,.2 0.3 0.1 0.1 0.3 0.7 
2048 .2,.2 .1,.2 .9,.2 .9,.2 .9,.2 0.1 0.1 0.1 0.5 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .2,.1 .1,.1 .1,.1 .2,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
16 0.1 0.1 0.1 0.1 0.1 .9,.1 .9,.1 .9,.1 4 4 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 4 4 
64 0.1 0.1 0.1 0 0.1 0.1 0.3 4 0.3 0.7 
128 0.3 1 1 0.1 1 0.3 0.1 4 0.1 0.7 
256 .1,.1 .1,.1 0.3 0.3 0.3 0.3 0.1 0.3 0.5 0.7 
512 .2,.1 .2,.1 .1,.1 .4,.1 .4,.1 0.1 0.1 0.5 0.1 0.5 
1024 .1,.1 .9,.1 .9,.1 .9,.1 .9,.2 0.1 0.3 0.5 0.5 0.9 
2048 .1,.2 .9,.2 .9,.2 .9,.2 .9,.2 0.3 4 0.3 0.3 0.7 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .2,.1 .3,.1 .1,.1 .3,.1 .1,.1 .2,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .8,.1 .9,.1 .9,.1 .1,.1 .8,.1 .8,.1 .8,.1 .9,.1 .9,.1 .9,.1 
16 0.3 0.3 0.3 0.3 0.3 .9,.1 .9,.1 .9,.1 0.3 0.5 
32 0.3 0.3 0.3 0.3 0.3 0.1 4 4 0.3 0.7 
64 0.3 0.3 0.3 0.3 0.3 0.3 0.1 0.5 0.5 0.3 
128 1 0.3 0.3 0.3 0.3 4 4 0.5 4 0.5 
256 .2,.1 .2,.1 .1,.1 0.1 0.1 0.1 4 4 0.3 0.3 
512 .3,.1 .4,.1 .4,.1 .9,.1 0.3 0.1 4 4 0.7 0.9 
1024 .9,.1 .9,.1 .8,.1 .8,.1 .8,.2 .9,.2 4 0.3 0.7 0.5 
2048 .9,.2 .9,.2 .9,.1 .8,.2 .8,.2 .9,.3 0.5 .5,.15 0.7 .85,.45 
Table A122: Min Error Method Search, TMAE, 1<β≤2, Part Life 300, System Life 600 
 
  
A139 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0.5 
32 0 0 0 0 0 0 0 0 4 0.7 
64 0 0 0 0 0 0 0.3 0.3 0.5 0.7 
128 0.1 0.1 0.1 0.1 0.1 0.3 0.3 4 0.3 0.7 
256 0.1 0.1 0.1 0.1 0.1 0.3 0.3 4 0.3 0.9 
512 0.1 0.1 0.1 0.1 0.1 0.3 0.1 0.5 0.5 0.9 
1024 0.1 0.1 0.1 0.1 0.3 0.3 0.1 0.3 .6,.5 .95,.5 
2048 .9,.1 .9,.1 .9,.2 .9,.2 0.3 0.1 0.1 .5,.3 .65,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .2,.1 .1,.1 .1,.1 .1,.1 .1,.1 .8,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.5 
16 .9,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 4 4 0.7 
32 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.9 
64 0.1 0.1 0.1 0.1 0.1 0.1 4 4 4 0.5 
128 1/LDI 1/LDI 1/LDI 1/LDI 0.3 0.1 4 0.3 0.5 0.9 
256 0.3 0.3 0.3 0.3 0.3 4 4 0.5 0.5 0.7 
512 .3,.1 .4,.1 0.3 0.3 0.3 4 4 0.1 0.7 Last 
1024 .4,.1 .4,.1 .4,.1 .4,.1 0.1 0.1 4 .5,.25 .55,.5 .9,.5 
2048 .9,.1 .9,.1 .9,.2 .9,.2 0.1 4 .5,.15 .5,.35 .7,.5 .9,.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .9,.1 .1,.1 .2,.1 .9,.1 .2,.1 .9,.1 .1,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 
16 .9,.1 .8,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.3 0.5 0 
32 0.3 0.3 0.3 0.3 0.3 4 4 4 0.3 0.5 
64 0.3 0.3 0.3 0.3 0.3 0.3 0 0.5 0.7 0.9 
128 1 1 0.3 0.3 1/LDI 4 0.1 0.5 0.7 0.5 
256 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.7 Last 
512 .4,.1 0.3 .3,.1 0.1 0.1 0.1 0.3 0.3 0.3 0.7 
1024 .3,.1 .3,.1 .3,.1 .4,.2 4 4 0.5 .5,.2 .6,.45 .95,.45 
2048 .2,.1 .8,.1 .8,.2 .8,.2 .9,.3 0.3 .5,.1 .5,.25 .6,.5 .95,.45 
Table A123: Min Error Method Search, TMAE, 2<β≤4, Part Life 300, System Life 600 
 
  
A140 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0 0.9 
32 0 0 0 0 0 0 0 4 0.5 0.9 
64 0 0 0 0 0 0 0.3 4 0.7 0.9 
128 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.5 Last 
256 0.1 0.1 0.1 0.1 0.3 0.3 4 0.3 0.7 Last 
512 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.3 0.7 Last 
1024 0.1 0.1 0.3 0.3 0.3 0.1 0.3 .5,.5 .85,.5 .95,.5 
2048 .4,.2 .4,.2 0.3 0.3 0.1 0.1 .5,.25 .55,.5 .95,.5 .95,.5 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .9,.1 .1,.1 .1,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .8,.1 .1,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.7 
16 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 0.5 0.9 
32 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.3 0.7 Last 
64 0.1 0.1 0.1 0.1 0.3 0.3 4 0.5 0.5 Last 
128 1/LDI 0 0.3 0.3 0.1 4 4 4 0.7 0.9 
256 0.3 0.3 0.3 0.3 4 4 0.5 0.7 0.9 0.9 
512 0.3 0.3 0.3 0.1 4 4 0.1 0.5 0.9 .95,.5 
1024 0.3 0.3 0.1 0.1 0.1 4 .5,.2 0.5 .9,.5 .95,.45 
2048 .9,.2 .3,.2 .4,.2 0.1 4 0.5 .5,.3 .5,.5 .9,.5 .95,.45 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .7,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.9 
16 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.3 4 Last 
32 0.3 0.3 0.3 0.3 4 4 4 0.5 4 0.9 
64 0.3 0.3 0.3 0.3 0.1 4 0.5 0.3 0.7 0.7 
128 0.3 0.3 0 4 4 0.1 0.5 0.7 0.7 0.7 
256 0.1 0.1 4 4 0.1 0.1 0.3 0.5 0.5 0.7 
512 0.1 0.1 0.1 0.1 0.1 0.1 4 0.7 Last 0.9 
1024 .4,.2 .4,.2 0.1 4 4 0.5 .5,.25 .5,.45 .8,.5 Last 
2048 .9,.2 .9,.2 .3,.2 4 0.3 4 .5,.2 .6,.5 .85,.5 .9,.5 
Table A124: Min Error Method Search, TMAE, 4<β≤6, Part Life 300, System Life 600 
 
  
A141 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.7 Last 
32 0 0 0 0 0 0 0 4 0.7 Last 
64 0 0 0 0 0 0.3 4 0.5 0.7 Last 
128 0.1 0.1 0.1 0.3 0.3 0.3 4 0.7 0.7 Last 
256 0.1 0.1 0.3 0.3 0.3 0.3 0.5 0.5 0.9 Last 
512 0.3 0.3 0.3 0.3 0.3 4 0.3 0.5 0.9 Last 
1024 0.3 0.3 0.3 0.3 0.1 0.1 0.3 0.7 .95,.5 Last 
2048 0.3 0.3 0.1 0.1 0.1 .5,.2 .5,.4 .75,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .1,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.9 
16 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 4 0.5 0.9 
32 0.1 0.1 0.3 0.3 0.3 0.3 4 0.5 0.9 0.9 
64 0.1 0.1 0.1 0.3 0.3 4 0.3 0.7 0.9 0.9 
128 0.3 0.3 0.3 0.1 4 4 0.5 0.3 0.9 0.9 
256 0.3 0.3 0.1 4 4 4 4 0.7 Last 0.9 
512 0.1 0.1 0.1 4 4 0.1 0.5 0.7 Last 0.9 
1024 0.1 0.1 0.1 0.1 4 0.5 .5,.3 .65,.5 .9,.5 0.9 
2048 0.1 0.1 0.3 4 4 .5,.25 .5,.45 .7,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .9,.1 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .8,.1 .9,.1 .9,.1 0.5 Last 
16 .8,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.3 0.5 0.9 0.9 
32 0.3 0.3 4 4 4 4 0.3 0.7 0.7 0.9 
64 0.3 0.3 0.3 0.1 4 0.5 0.5 4 0.9 0.9 
128 0 4 4 4 0.5 0.5 0.3 0.5 Last 0.9 
256 4 4 4 0.1 0.1 0.1 0.3 0.7 0.7 0.9 
512 0.1 0.1 4 0.1 0.1 0.5 0.7 0.9 0.7 .95,.5 
1024 4 4 4 4 0.3 4 .5,.35 .7,.5 .95,.45 .95,.5 
2048 4 4 4 0.3 0.5 .5,.15 .5,.35 4 .9,.5 .95,.5 
Table A125: Min Error Method Search, TMAE, 6<β≤8, Part Life 300, System Life 600 
 
  
A142 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0 0 0 0.7 Last 
32 0 0 0 0 0 0 4 0.5 0.9 Last 
64 0 0 0 0 0.3 0.3 4 0.7 0.9 Last 
128 0.1 0.1 0.3 0.3 0.3 4 0.5 0.5 0.9 Last 
256 0.3 0.3 0.3 0.3 0.3 4 0.5 0.7 Last Last 
512 0.3 0.3 0.3 0.3 4 0.5 0.3 0.7 Last Last 
1024 0.3 0.3 0.3 0.1 0.1 0.3 0.5 .8,.5 .95,.5 Last 
2048 0.1 0.1 0.1 0.1 0.1 .5,.3 .55,.5 .9,.5 .95,.5 Last 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .1,.1 .1,.1 .9,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 
8 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.7 Last 
16 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 4 4 4 0.9 0.9 
32 0.3 0.3 4 0.3 0.3 0.3 0.3 0.7 0.9 0.9 
64 0.3 0.1 0.3 0.3 4 4 0.5 0.5 Last 0.9 
128 0.3 0.3 0.1 4 4 0.3 4 0.7 Last 0.9 
256 0.1 4 4 4 4 0.5 0.7 0.5 0.9 0.9 
512 4 4 4 4 0.3 4 0.5 0.9 0.9 0.9 
1024 0.1 0.1 0.1 4 4 .5,.2 0.3 0.9 .95,.45 0.9 
2048 0.3 0.3 4 4 0.5 .5,.25 .5,.5 .85,.5 .95,.45 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 .8,.1 .8,.1 .1,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .1,.1 
8 .9,.1 .7,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 .9,.1 0.9 0.9 
16 .9,.1 .9,.1 .7,.1 .9,.1 .8,.1 0.3 0.3 0.5 0.9 0.9 
32 4 4 0.3 4 4 4 0.5 4 Last 0.9 
64 0.1 0.3 0.1 4 0 0.5 0.3 0.5 0.7 0.9 
128 4 4 4 0.1 0.5 0.5 0.7 0.7 0.7 0.9 
256 4 0.1 0.1 0.1 0.1 0.1 0.3 0.9 0.7 0.9 
512 0.1 0.1 0.1 0.1 0.1 0.1 0.7 0.5 .95,.5 0.9 
1024 4 4 4 0.3 0.5 .5,.25 0.7 .85,.5 .9,.5 0.9 
2048 4 4 0.3 0.5 .5,.15 .5,.35 .6,.5 .95,.5 .9,.5 0.9 
Table A126: Min Error Method Search, TMAE, 8<β≤10, Part Life 300, System Life 600 
 
  
A143 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 1 1 1 1 1 0.7 0.9 
8 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 0.7 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.9 1 1 1 1 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A127: Min Error Method Search, NMAE, 1<β≤2, Part Life 100, System Life 600 
  
A144 
 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 1 1 1 1 1 1 1 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A128: Min Error Method Search, NMAE, 2<β≤4, Part Life 100, System Life 600 
  
A145 
*  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 0.7 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 
8 1 1 1 1 1 1 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
Table A129: Min Error Method Search, NMAE, 4<β≤6, Part Life 100, System Life 600 
  
A146 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 0.7 0.9 0.9 0.9 
8 0.7 0.7 1 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 
8 1 1 0.7 1 1 0.9 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.5 
Table A130: Min Error Method Search, NMAE, 6<β≤8, Part Life 100, System Life 600 
  
A147 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 0.7 0.9 0.9 0.9 
8 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 
8 1 1 1 1 1 0.7 0.7 0.7 0.7 0.7 
16 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.5 
Table A131: Min Error Method Search, NMAE, 8<β≤10, Part Life 100, System Life 600 
  
A148 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 1 0.9 
8 0.7 0.7 0.7 0.7 1 1 1 0.7 0.9 0.9 
16 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 
8 1 1 1 1 0.7 0.7 0.7 1 0.7 0.7 
16 0.7 0.7 0.7 0.9 1 1 1 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
Table A132: Min Error Method Search, NMAE, 1<β≤2, Part Life 200, System Life 600 
  
A149 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 1 0.9 
8 1 1 1 1 1 1 1 0.7 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 
16 1 1 1 1 1 1 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A133: Min Error Method Search, NMAE, 2<β≤4, Part Life 200, System Life 600 
  
A150 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 0.9 0.9 
8 1 1 1 1 1 1 0.7 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 
16 1 1 1 1 1 0.9 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A134: Min Error Method Search, NMAE, 4<β≤6, Part Life 200, System Life 600 
  
A151 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 0.9 0.9 
8 1 1 1 1 1 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 
16 1 1 1 1 0.9 0.7 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
Table A135: Min Error Method Search, NMAE, 6<β≤8, Part Life 200, System Life 600 
  
A152 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 0.9 0.9 0.9 
8 1 1 1 1 1 0.7 0.9 0.9 0.9 0.9 
16 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 0.7 
16 1 1 1 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
Table A136: Min Error Method Search, NMAE, 8<β≤10, Part Life 200, System Life 600 
  
A153 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 1 1 1 1 1 1 
8 1 1 1 1 1 1 1 1 0.7 0.9 
16 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.7 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 
16 1 1 1 1 1 1 1 0.9 0.7 0.7 
32 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
Table A137: Min Error Method Search, NMAE, 1<β≤2, Part Life 300, System Life 600 
  
A154 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 1 1 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 1 1 1 1 0.9 0.9 1 1 1 0.9 
8 1 1 1 1 1 1 1 1 0.9 0.9 
16 1 1 1 1 1 0.7 0.7 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.5 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 0.7 1 1 0.7 0.7 0.7 
32 0.9 1 1 1 1 0.9 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.9 
Table A138: Min Error Method Search, NMAE, 2<β≤4, Part Life 300, System Life 600 
  
A155 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 1 1 1 1 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 1 1 1 1 0.9 0.9 
8 1 1 1 1 1 1 1 0.9 0.9 0.9 
16 1 1 1 1 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 0.7 0.7 1 1 0.7 0.7 0.7 0.7 
32 1 1 1 1 0.9 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A139: Min Error Method Search, NMAE, 4<β≤6, Part Life 300, System Life 600 
  
A156 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 1 1 1 1 1 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 0.9 1 1 1 0.9 0.9 
8 1 1 1 1 1 1 0.7 0.9 0.9 0.9 
16 1 1 1 0.7 0.7 0.7 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 1 0.7 0.7 0.7 
16 0.7 0.7 0.7 1 1 0.9 0.7 0.7 0.7 0.7 
32 1 1 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
Table A140: Min Error Method Search, NMAE, 6<β≤8, Part Life 300, System Life 600 
  
A157 
  
Fleet 
Size 
Gamma to Alpha Ratio 
0.063 0.125 0.25 0.5 1 2 4 8 16 32 
Lo
w
e
st
 E
rr
o
r 
M
et
h
o
d
 
4 1 1 1 1 0.9 0.9 0.9 0.9 0.9 0.9 
8 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
16 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
32 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2
n
d
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.9 0.9 0.9 0.9 1 1 1 1 0.9 0.9 
8 1 1 1 1 1 1 0.9 0.9 0.9 0.9 
16 1 1 0.7 0.7 0.7 0.9 0.9 0.9 0.9 0.9 
32 0.7 0.7 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
64 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
128 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
256 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
512 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
1024 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
2048 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
3
rd
 L
o
w
es
t 
Er
ro
r 
M
et
h
o
d
 
4 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.9 0.7 0.7 
8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
16 0.7 0.7 1 1 1 0.7 0.7 0.7 0.7 0.7 
32 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
64 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 
128 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
256 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 
512 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
1024 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 
2048 0.7 0.7 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 
Table A141: Min Error Method Search, NMAE, 8<β≤10, Part Life 300, System Life 600 
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Notes: These colors used throughout Appendix 4 unless otherwise specified. 
Colors: 
  Single Exponential Smoothing (SES) 
  Adaptive Response Rate Single Exponential Smoothing (ARRSES) 
  Moving Average 
  Regression using (set number of) prior periods' data 
  Holt's 
  Croston without modification 
  Croston with ARRSES Demand Gap and SES Demand Quantity 
  Elementary Methods 
Table A142: Color Scheme for Tables in Appendix 4 
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Appendix 6: Executive Summary 
For easy summary for general audiences, the following Executive Summary is 
provided. 
A160 
EXECUTIVE SUMMARY 
AIRCRAFT SPARE PART DEMAND LUMPINESS REASONS AND CONSEQUENCES 
BACKGROUND: Many spare parts for in-service aircraft are needed on an intermittent 
(infrequent) and erratic (highly variable in quantity) basis—a condition referred to as a lumpy 
demand. Industry and academic experts offer different explanations for these lumpy demands, 
but agree that forecasting is difficult for parts with lumpy demand characteristics. 
FINDINGS ON LUMPINESS CAUSES: 
-  Based upon a Monte Carlo simulation of typical aircraft part quantities and failure rates 
(constant and increasing), two types of lumpiness should be expected in spare part demands: 
--  Noise—Low quantity and low failure rate result in demands that appear to have no pattern 
and are lumpy due to infrequent failures. Depending upon the failure rate, this noise should 
be expected unless a fleet of aircraft contains more than 100 to 300 instances of the part. 
--  Systematic—Increasing failure rate (wearout) can cause component failures to be grouped 
together. These grouped failures can result in lumpy demands. 2 to 20+ cycles are needed 
for these groups of failures to “dampen” into a smooth demand pattern. 
-  Quantity, low failure rate, and increasing failure rate are the primary causes of lumpy demands 
--  Wartime surges only cause lumpiness if the part’s failure rate is high. For low failure rate 
parts, short-duration wartime surges do not significantly create (increase) lumpiness. 
--  Maintenance cycles and supply outages only impact lumpiness if they are so severe that 
other impacts would exist. For instance, supply only causes demand lumpiness if the supply 
shortage is so significant that a large fraction of the fleet is grounded for lack of spare parts. 
FINDINGS ON FORECASTING FOR LUMPY DEMANDS: 
-  Lumpiness is related to the demands per unit time. Thus, increasing the length of the periods 
used in the forecasting program (e.g. from quarters to years) increases the probability of a 
failure occurring in each forecasting period, which results in smoothing the demand.  
--  A tool was developed for optimizing the lengths of these forecasting periods. 
-  If using the typical forecasting accuracy measurement technique (Mean Absolute Deviation): 
--  A forecast of zero is more accurate than any other method for very noisy demands; and 
--  Adaptive Response Rate Single Exponential Smoothing and Croston’s Method improve 
forecasts for systematically lumpy demands (lumpiness due to increasing failure rate). 
-  The way that forecasting accuracy is measured acts as an “objective function” on the selection 
of a best forecasting method—leading (for instance) to cases where zero is the best forecast. 
--  For aircraft parts with low quantity and low failure rates, forecasts should be considered in a 
cumulative way. This summation-based forecast considers the probability of a future non-
zero demand over an extend time rather than solely focusing on the needs at specific times. 
--  Alternately, the relative costs of stock outages (backorders) and of holding excess stock 
should be considered integral with part forecasting—additional research required. 
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