Abstract : In this paper, the authors present a markerless vision-based estimation and control algorithm for a micro helicopter with a wireless camera. The camera looks downward, and it captures an image of the ground at each time step. The proposed algorithm consists of vision-based estimation and switched control. The 3D location and posture of the helicopter are estimated by using template matching with automatic reference generation. The proposed algorithm also detects noisy images that are sometimes captured by the camera. The control signals are produced by a set of PID controllers if the current captured image is noiseless, and otherwise by a set of integral controllers. Long-time hovering is achieved over a high contrast and planar ground. No specified markers or prior texture information are required.
Introduction
Autonomous control of unmanned helicopters has potential for search and rescue tasks [1] . For navigation control of unmanned helicopters, vision is a powerful sensor in unmapped areas [2] . Vision-based control is also useful to autonomous takeoffs and landings, since precise position control is required at a neighborhood of a launch pad or a landing pad [3] . Visionbased control systems for helicopters may be separated into three groups based on sensor configurations. The first has combinations of cameras and some other sensors such as GPS devices, IMUs and/or laser range finders [4] - [8] . The second contains stationary cameras on the ground [9] - [12] . The third has on-board cameras, and any other sensors are not used [13] - [19] . The third configuration is suitable for micro helicopters from the viewpoint of mobility and payload capacity. However, existing control systems with on-board cameras require specified markers or prior texture information. This paper proposes a markerless vision-based estimation and control algorithm for a micro helicopter with an on-board monocular camera. The camera is a single sensor for control of the helicopter, and it is a wireless device. The wireless camera looks vertically downward, and it captures an image of the ground at 30 frames per second. The data processing is done on a computer at a ground station, since the payload capacity is small. This paper focuses on hovering control of the micro helicopter, since hovering is the most fundamental motion.
There exist two problems that should be solved. One is an estimation problem without any specified markers or any prior texture information. The other is a problem that arises from hardware characteristics of the wireless camera. The latter includes limitation of the field of view and existence of noise in captured images. The computer at the ground station sometimes obtains noisy images caused by communication errors between the camera and the receiver, vibration behaviors of the helicopter and/or electromagnetic interference from motor devices. If such noisy images are used to produce control signals, then the helicopter may be out of control.
The first problem on markerless estimation is solved by using a template matching algorithm proposed in [20] . The matching algorithm finds a homography warp between a reference image and a current captured image. The homography warp derives the 3D location and posture of the helicopter. The template matching algorithm is combined with automatic reference generation in the estimation algorithm proposed in this paper. In particular, reference images for template matching are automatically generated during flights. The estimation algorithm does not require any specified markers or prior texture information. It is valid for planar grounds, since it is based on homography warps.
The second problem on hardware characteristics of the wireless camera is solved by parallelization of template matching, detection of noisy images, and switched control. Three matching processes are paralleled for three reference images in the proposed estimation algorithm. The parallelization yields an estimation free from the field of view of the wireless camera. In addition, noisy images are investigated, and two image features are introduced to detect noisy images. Noisy images are excluded from the feedback loop. In particular, the control signals are produced by a set of PID controllers, if the current captured image is noiseless. Otherwise, they are generated by a set of integral controllers.
The proposed estimation and control algorithm achieves long-time hovering flights over a high contrast and planar ground. The proposed algorithm does not require any specified markers or prior texture information.
Helicopter Control System
The system considered in this paper consists of a helicopter with a wireless camera, a receiver, a computer with a video card and a DA converter, a signal converter, and a transmitter as illustrated in Fig. 1 Fig. 1 System configuration, where the world coordinate frame Σ w is defined in Section 3.5. belongs to a class of micro aerial vehicles [21] . The helicopter has a downward looking camera and two rotors as can be seen in Fig. 2 . The two rotors share the same axis, and they rotate in opposite directions. A stabilizer is installed on the upper rotor head. It mechanically keeps the posture horizontal. Both the pitch and roll angles of the helicopter converge to zero fast enough, even when the body inclines. Thus it is sufficient to control the three dimensional position and the yaw angle of the helicopter. The four controlled variables are denoted by x, y, z and θ. We have four control signals denoted by u x , u y , u z , and u θ as shown in Fig. 3 . Each of them directly controls the roll angle of the lower rotor, the pitch angle of the lower rotor, the resultant force of the two rotor thrusts, and the difference of two torques generated by the two rotors, respectively.
The wireless camera of the helicopter captures an image on the ground at 30 frames per second. The captured image data are transferred through the receiver and the video card to the computer. The computer generates four control signals at 30 frames per second in a manner described later. The four control signals are converted to a PCM (Pulse Cord Modulation) signal by the signal converter. The PCM signal is then supplied through the transmitter to the helicopter. 
Estimation and Control Algorithm
This section proposes a markerless estimation and control algorithm for hovering flights of the micro helicopter.
Reference Images and Image Coordinate Frames
The estimation procedure requires multiple reference images, since the field of view of the wireless camera is limited and since the wireless camera sometimes captures noisy images. A reference image is extracted from an image captured at a certain time as explained in Section 3.4. Each reference image is a 100 × 100 pixels square whose center is located at the center of the corresponding captured image. A captured image from which a reference image is extracted is called the parent image of the reference image.
For each captured image, the image coordinate frame Σ i is defined as follows. The origin is set at the location of the camera where the image is captured. The x i , y i and z i axes are directed to the front, the left, and the vertically upward, respectively, as shown in Fig. 3 . The image coordinate frame for the parent image of a reference image is simply called the image coordinate frame for a reference image.
Template Matching
Let a reference image of a planar object be given, and the set of all pixel locations in the reference image be denoted by I ref . In addition, let the planar object be captured as an image sequence, and the set of all pixel locations in the i-th image be denoted by I i . Then the reference image and each image in the image sequence are matched by a homography warp. In particular, for the i-th image in the image sequence, there exist a matrix G ∈ R 3×3 and a scalar s such that
holds for all x * ∈ I ref and some x ∈ I i . In this paper, the matrix G between a reference image and the current captured image is obtained by a template matching algorithm proposed in [20] , and the 3D location and posture of the helicopter is estimated by using the matrix G as described in Section 3.5. The estimation algorithm proposed in this paper requires a high contrast and planar ground such that template matching works well. The matching algorithm is valid only for planar objects, since (1) follows from planarity. In addition, it does not always work well for objects with low contrast or repeated textures. The performance of the template matching algorithm and its origin can be seen in [20] , [22] , [23] .
Detection of Noisy Images
The computer at the ground station sometimes obtains noisy images. Typical captured images are shown in Fig. 4 . Noisy images are classified into two categories listed below. They are found by appropriate image features. Thresholds for detection of noisy images are defined by several preliminary experiments.
• Black line insertion: A black thick line appears on a captured image. The captured image is separated into two distinct parts, and the upper and lower parts are interchanged. The lower part of the captured noisy image is the upper part of the corresponding true noiseless image. Each noisy image with black line insertion has a large black component at the corresponding gray-scale image. A captured image is determined as a noisy image with black insertion, if the number of black pixels in the corresponding gray-scale image is more than 1,500.
• Deformation/discoloration: Outlines and/or colors of objects in a captured image are corrupted. Each noisy image with deformation/discoloration has a low similarity between the reference image and the matched quadrangle. The similarity is from 0 to 1, and it is equal to 1 for perfect matched quadrangles. A captured image is determined as a noisy image with deformation/discoloration, if the zeromean normalized cross-correlation is lower than 0.95. Figure 5 confirms that, for an image sequence that includes the three images shown in Fig. 4 , all the images with black line insertion has more than 1,500 black pixels. The threshold is sufficient for finding noisy images with black line insertion, although it does not distinguish black line insertion from deformation/discoloration. Figure 6 shows similarities for successive four images captured almost at the same position, where matched quadrangles are written in white. The top two images are noiseless, and they have high similarities. Corrupted quadrangles are obtained in the bottom two noisy images, and their similarities are lower than 0.95.
Tracking Algorithm
It is determined that template matching is successful for a reference image, if the similarity is higher than 0.95 and if each of the four vertex locations of the matched quadrangle is within the image plane and at least 5 pixels away from the edges of the image plane. The first test is called the similarity test, and the second is called the field-of-view test. Three template matching processes for three reference images are paralleled as illustrated in Fig. 7 . The three reference images are defined as follows. • Origin reference: The origin reference is a reference image captured at the origin of the world coordinate frame. The origin reference is not updated at any time.
• Last reference: The last reference is extracted from an image captured at the last time step. In other words, the current captured image is the parent image of the last reference at the next time step. The last reference is updated every time step, except when noisy images with black line insertion are captured.
• Temporal reference: The last reference is stored as the temporal reference, when template matching is successfully performed for the last reference. The temporal ref- erence is set to null, when matching is successful for the origin template.
We are now ready to give details on the tracking algorithm illustrated in Fig. 7 . Black line insertion is first checked for the current captured image. If it is not found, then three matching processes for the three reference images are performed. The similarity tests and the field-of-view tests are performed for the origin reference, then the temporal reference, and finally the last reference. If the temporal reference is null, then the similarity is determined as low. If matching is unsuccessful for the last reference, then the captured image is regarded as a noisy image with deformation/discoloration.
The last reference is sometimes extracted from a noisy image. Such noisy reference images have low similarities for both noiseless and noisy captured images, since each noisy image with a less than 0.95 similarity has a large difference with the next captured image. False positive decisions for the last reference with noise were not found in authors' experiences. On the other hand, the origin reference must have a similarity of higher than at least 0.95 for the corresponding true noiseless image.
3D Reconstruction
The image coordinate frame for the origin template is set as the world coordinate frame Σ w . The four controlled variables x, y, z and θ in the world coordinate frame are reconstructed as follows. If one of three template matching processes is successfully performed, (1) yields the four vertex locations of the matched quadrangle in the image plane. The translation vector and the rotation matrix with components r i j are reconstructed by comparing the vertex locations in the matched quadrangle and ones in the parent image of the used reference [24] . The 3D location and the yaw angle in the image coordinate frame for the used reference is given by the translation vector and
respectively, which follows from the roll-pitch-yaw representation of rotation matrices. The four variables x, y, z and θ in the world coordinate frame are obtained by a homogeneous transformation between image coordinate frames.
Switched Controller
If the current image is noiseless, then a quadruple of PID controllers is used to produce control signals. Otherwise, or equivalently, if the current image is noisy, then a quadruple of integral controllers is applied. This excludes noisy images from the feedback loop.
The quadruple of PID controllers for hovering control is designed by
and u y (k), u z (k) and u θ (k) are defined for y, z and θ in the same manner as (3), respectively, where x(k) is x at the step k, t(k) is the time at k, Δ * (k) is * (k) − * (k − 1) for a variable * , the second term of the right hand side is omitted if the image captured at time k − 1 is noisy, and K is the set of time steps when noiseless images are captured. The quadruple of integral controllers for hovering control is also designed by
and u y (k), u z (k) and u θ (k) are defined for y, z and θ in the same manner as (4), respectively.
Experimental Result
The proposed estimation and control algorithm achieves hovering flights for more than ten minutes. An experimental result on a long-time flight can be seen at Figs. 8 and 9 , where one pixel corresponds to 5.9 × 10 −3 m at an altitude of 1.5 m above the ground. In the bottom of Fig. 8 , line segments are not clear in the bottom due to the line width. The PID gains were tuned to the values in Table 2 through a trial and error process. After the helicopter took off manually, the proposed estimation and control algorithm was applied. The origin reference was generated at a time when automatic control started. It is seen from Table 3 that the helicopter hovered under a 3.9 percent noise. The origin reference was sometimes outside of the field of view of the wireless camera. The bottom of Fig. 8 with Table 4 shows that the temporal reference or the last reference was appropriately used in the tracking algorithm, if the origin reference was not correctly tracked. In addition, the bottom of 
Conclusion
This paper has presented a markerless vision-based estimation and control algorithm for a micro helicopter with an onboard monocular camera. The estimation algorithm is based on template matching with automatic reference generation. Three template matching processes are paralleled for three reference images in the estimation algorithm, which provides an estimation free from the field of view of the wireless camera. The 3D location and posture of the helicopter are reconstructed by comparing between the matching result and the corresponding reference image, when the current captured image is noiseless. In Fig. 9 Photos of the micro helicopter and captured images during the ten minutes flight. addition, the estimation algorithm detects noisy images. Noisy images are excluded from the feedback loop by using the proposed switched controller. The switched controller consists of a set of PID controllers and a set of integral controllers. The proposed estimation and control algorithm achieves long-time hovering flights over a high contrast and planar ground. No specified markers or prior texture information are required. There still remain several vision-based control problems that should be addressed in future, such as hovering over a low contrast or non-planar ground, and takeoff/landing/guidance control of a micro helicopter. The authors suppose that the proposed estimation and control algorithm provides a basis for solving such complex control problems.
