ABSTRACT Although software bug localization in software maintenance and evolution is cumbersome and time-consuming, it is also very important, especially for large-scale software projects. To lighten the workload of developers, researchers have developed various information retrieval (IR)-based bug localization models for automated software support. In this paper, we propose a new method that reduces the time required for bug localization. First, the surface lexical similarity between a bug report and source code file is calculated based on the vector space model. Second, to address the lexical gap between the programming language and natural language, the word vector is used to calculate the semantic similarity between the bug report and source code file. Then, we use surface lexical and semantic similarity to calculate the total similarity for detecting buggy source code files. Our experimental word vectors are derived from Skip-gram and GloVe model training. We select an optimal 100 dimensional word vector for bug localization by evaluating it on four open source software examples. Finally, our experimental results show that our method outperforms classical IR-based methods in locating relevant source code files based on several indicators.
I. INTRODUCTION
In the maintenance of large-scale software projects, software defect repair is an often time-consuming and laborious process that accounts for a large proportion of maintenance costs. Therefore, the effective mining of software defects is crucial to improving software quality [1] . Existing techniques exploit a variety of information sources such as bug reports for mining software defects.
In recent years, bug reports have received a great deal of attention for bug localization in large-scale software projects. When software crashes or unexpected program behaviors occur, a software user records and describes the program defect, generates a bug report (together with information automatically generated by the software) and submits it to a software development and maintenance team. Using the The associate editor coordinating the review of this manuscript and approving it for publication was Yanzheng Zhu. information described in the bug report, a developer can locate the buggy code file and repair the defect [2] . However, for large-scale projects, manual bug localization is often performed on thousands of source code files, which is extremely time-consuming. If a bug cannot be located at the correct position in a short amount of time, the time required to fix the bug, and thus the maintenance cost of the corresponding software project, increases. In addition, users will experience reduced satisfaction with the software product. To locate a buggy source code file in a timely manner, it is necessary to analyze the association between the bug report and source code file.
The methods used in software bug localization can be generally divided into static and dynamical localization methods. Static localization methods rely on a software bug report, source code file and development process static information [3] . Dynamical localization methods rely on techniques such as execution monitoring and breakpoints to ascertain a software runtime state to determine where software defects may occur [4] . The advantage of using static localization methods is that they require no knowledge of the operating state of the software system and can be used at any stage of software development. Static methods usually employ IR-based methods to locate buggy code files.
Some researchers have used static localization methods for bug localization [5] . For example, Lukins et al. [2] proposed a bug localization approach consisting of a generative statistical model based on Latent Dirichlet Allocation (LDA). Rao and Kak [6] compared five generic text models including the Vector Space Model (VSM) and LDA. Zhou et al. [7] proposed the efficient BugLocator method for bug localization. BugLocator ranks source code files based on a revised VSM that considers previously fixed similar bugs. Saha et al. [8] proposed the BLUiR method, which uses structural information to locate bugs. Ye et al. [9] introduced a ranking approach and used the Learning-to-Rank (LTR) technique to measure six characteristics for bug localization. These methods focused on surface lexical similarity between bug reports and source code files. Because semantic similarity is ignored, their bug localization performance is not high. Later, Ye et al. [10] proposed a new method called word embedding to resolve the lexical gap between programming language and natural language. Their experiments showed that word embedding works well for bug localization. But this method has low performance when semantic similarity is only considered. For example, Fig. 1 shows a bug report, and Fig. 2 shows a snippet of the buggy code file associated with Fig. 1 . Because only two words marked in red are the same in Figs. 1 and 2 , the accuracy of bug localization is low whether considering only surface lexical or semantic similarity. To improve their accuracy, some of the above researchers collect relevant information from software repositories. However, collecting additional relevant information is sometimes difficult, which makes the method inconvenient for practical purposes. Moreover, some of the existing methods solely consider either surface lexical or semantic similarity. All of this is not conducive to improving the bug localization performance. Therefore, to more accurately locate bugs, we consider surface lexical similarity in conjunction with semantic similarity. At the same time, we also use part-of-speech (POS) tagger in bug reports and abstract syntax trees (ASTs) in source code files to determine the weight of corresponding words to calculate similarity. In addition, as word embedding has proven to be helpful for various Natural Language Processing (NLP) tasks [11] , [12] , we also identify optimal word vectors and dimensions via experimentation.
The main contributions of this paper are as follows: 1. We propose a new method called Joint Surface Lexical similarity and Semantic similarity (JSLS) for bug localization.
2. We change the calculation of word weights in our method by applying POS tagging and ASTs.
3. We identify the optimal word vectors and dimensions used in JSLS through a large number of experiments.
The remainder of the paper is organized as follows. Section II describes the background of our work. Section III presents our approach to bug localization. We experiment with four datasets and discuss our experimental results in Section IV. Section V covers threats to validity. Finally, Section VI concludes the paper.
II. BACKGROUND
In our approach, several different techniques are used, including word embedding, POS tagging, source code parsing and word similarity.
A. WORD EMBEDDING
According to current developments in word embedding, word representation can be divided into one-hot and distributed representation. A one-hot representation simply symbolizes a word and does not contain any semantic information. Distributed representation is generally used to represent a low-dimensional, dense real-numbered vector of individual words. Distributed representation no longer assumes that the one-dimensional vector has a clear physical meaning, and similar words have similar vector representations. Distributed representations incorporate a variety of models, including matrix-based distribution representations, cluster-based distribution representations and word embedding. For example, Pennington et al. [13] proposed word vector learning based on a co-occurrence matrix and the GloVe model. In this paper, we use an existing word vector that is pretrained using the GloVe model. The GloVe model effectively utilizes some of the statistics of a corpus in (1) . X i,j indicates the number of times that word i and word j appear together, the weight function f X ij pays attention to the frequent occurrence of words in the co-occurrence matrix, w i is called the main word, w j is called a word in the context of w i .b i and b j are the biases of related words.
Recently, many neural-network-based approaches [14] have been generally referred to as word embedding, i.e., using low dimensional and dense real value vectors to represent words to convey semantic information [15] . Because of developments in text data and deep neural network technology, word embedding has been effectively trained and widely used in many NLP fields [16] , [17] . Ever since Bengio et al. [18] , [19] made a major contribution to the Neural Probabilistic Language Model, neural-network-based distributed vector models have enjoyed wide development. In particular, Miklov et al. [17] , [20] proposed the very important word vector model Word2Vec in 2013. Word2Vec has received extensive attention from the academic community because of its simple mathematical model, fast training algorithm and reliable experimental results on specific tasks. Word2Vec is implemented using two different models, Skip-gram and Continuous Bag of Words (CBOW), which are designed separately based on hierarchical softmax and negative sampling. Compared with hierarchical softmax, negative sampling does not use complex huffman trees; rather, random negative sampling techniques are used to improve training speed and the quality of the model's word vector. The CBOW method predicts the probability of the current word according to its context, whereas the Skip-gram method predicts the probability of the context according to the current word. The Skip-gram and CBOW training processes are illustrated in Fig. 3 .
Bug reports and source code files must be preprocessed to train the word vector. The following preprocessing steps apply: all terms have their punctuation removed and are set to lowercase, and numbers, which are useless, are removed. Simultaneously, Porter stemming (https://tartarus.org/martin/ PorterStemmer/) is used to reduce the size of the vocabulary, etc.
To obtain the word vector, in this paper, we utilize an existing tool called Gensim (https://radimrehurek.com/ gensim/), which is a free python library containing several useful modules. We mainly use Word2Vec based on the Skip-gram method to train bug reports and source code files to obtain a corpus regarding the word vector.
B. POS TAGGING
POS tagging is an important component of natural language processing. Since different terms have different POS in different contexts, POS tagging can be complicated and difficult to achieve accurately. However, several researchers have completed substantial work on POS tagging systems such as TreeTagger, TnT, and the Stanford tagger [21] - [24] using different methods to improve tagging accuracy.
Recent research in software engineering has shown that textual information in software artifacts is very important for software development and maintenance [25] . For example, POS tagging techniques were used to improve the performance of information retrieval based on bug localization [26] , [27] . Moreover, Tian et al. confirmed that the Stanford tagger and TreeTagger achieved the highest accuracy on sample bug reports compared to seven other POS taggers [28] .
In this paper, each bug report comprises a summary and description written in natural language. In general, nounbased sentence terms are more important than other POS in bug reports. Therefore, POS tagging techniques are used to label the sentences of bug reports, and the obtained POS are used to change the weights of words to calculate similarity.
C. PARSING SOURCE CODE
ASTs are an important concept in software engineering as source code files are parsed into ASTs. The method and class names of AST are typically project-specific. In our experiments, javalang (https:// github.com/c2nes/javalang) is used to parse source code files into ASTs. Javalang is a very useful tool based on the Java language specification. Two types of AST nodes are extracted by the lexer and parser modules of javalang: 1) method names and 2) class names. Method names are derived from method declarations and invocations, while class names are derived from class declarations and invocations. In the AST of a Java source code file, it is unnecessary to record control flow nodes, i.e., 'while', 'if' and 'throw' statements, etc.
D. WORD SIMILARITY
Word similarity is very important, and some researchers have corresponding research on word similarity computation in software engineering.
Some researchers [29] - [31] have proposed methods for mining software-based semantically related words and automatically building software-specific databases for calculating word similarity [32] , [33] . Howard et al. [29] and Yang and Tan [31] expressed that semantically related words are very important in the field of software engineering. The calculation of natural language similarity relies on English dictionaries and WordNet, but the usefulness of such tools for programming languages is limited. Thus, they inferred semantically related words depending on the context of software code and comments. Wang et al. [30] inferred word similarity from FreeCode tags using the available tags from software project hosting websites.
Tian et al. [32] , [33] introduced a database named SEWordSim that uses the textual information of questions and answers in StackOverflow. They showed that the similarity of two words can be measured by computing the similarity of word co-occurrence. Based on word co-occurrences, they calculated the positive pointwise mutual information (PPMI) between two words, w i and w j , denoted PPMI (w i ,w j ). PPMI measures the discrepancy between two vocabulary words, assuming independence. The authors showed that the dimension of words in high-dimensional space is equivalent to vocabulary size; thus, the extension of word dimension is limited by vocabulary size. As the size of a training corpus increases, the vector dimension also increases, resulting in larger time and space complexity.
All the above researchers relied on recruiting human subjects to evaluate word similarity. However, such evaluations are highly subjective and are not guaranteed to be accurate. The usefulness of word similarity in this context does not inform us in solving other software engineering tasks. Therefore, in this paper, JSLS leverages word similarity to estimate document similarity based on word embedding, and the word weights used for calculating word similarity depend on the POS in bug reports and the method and class names in source code files.
III. OUR APPROACH
An overview of the three interconnecting modules of our approach is shown in Fig. 4 .
1. Module 1 uses the VSM to calculate surface lexical similarity. In this module, bug reports and source code files are used to create the VSM representation. The weights of the VSM are adjusted based on the POS tagging of bug reports and the method and class names of source code files extracted by ASTs.
2. Module 2 calculates semantic similarity based on word embedding, and considers the weights of words from the POS tagging of bug reports and the method and class names of source code files extracted by ASTs. 3. Module 3 calculates a total score to rank the source code files based on Modules 1 and 2.
A. MODULE 1 -SIMILARITY BASED ON THE VSM
In this model, the bug report is preprocessed as a query, and the source code file is preprocessed as indexing. The VSM allows for the conversion of the text into vectors. The query and indexing are converted into vectors, and the source code files are sorted by calculating the surface lexical similarity of the vectors.
Bug report preprocessing differs from source code file preprocessing. The bug report is subjected to punctuation and number removal, uppercase and lowercase conversion, etc., and the source code file is subjected to the removal of java language keywords, punctuation, numbers, etc. In addition, the importance of the summary and description in the bug report is different as the summary is more important than the description [34] . For the calculation of similarity, the nouns in sentences are more important than other parts of speech. The POS tagger Stanford Tagger (http://nlp.stanford.edu/ software/tagger.shtml) is used to mark the summary field of a bug report, and the nouns in the summary are extracted to increase the weights of the corresponding words in the VSM. Fig. 5 shows the POS tagging results of the summary of the number 76524 Eclipse bug report by Stanford Tagger. We can directly see that 'isVarargs()', 'method' and 'ImethodBinding' are nouns. From these extracted nouns, we find that 'ImethodBinding' directly specifies the buggy source code file for 'IMethodBinding.java'.
The source code file relies on the AST to extract important nodes such as method and class names that are used to increase the weights of corresponding words in the VSM. Fig. 6 shows the method and class names of Eclipse's ShowActivities-Dialog.java module extracted with javalang. Weight is a very important factor in a VSM, and there are many ways to determine weights. We introduce one such weight calculation method.
The weight W t,d is computed based on the inverse document frequency as follows:
where d is a document, t is a term in the document, n d is the number of all documents, and n t refers to the number of documents containing term t. However, W t,d is zero if n d and n t are equal. Simultaneously, W t,d must be nonnegative. For this reason, a revised formula can be used as follows:
The score of the surface lexical similarity between the query and indexing is calculated by the cosine similarity in (3) based on their vector representations:
where R is a bug report as a query, S is a source code file as a search file, w t i ,R (resp. w t i ,S ) is the weight of t i in R and S, and m is the dimension.
B. MODULE 2 -SIMILARITY BASED ON WORD EMBEDDING
This module calculates the semantic similarity between a bug report and source code file. The preprocessing, POS tagging and AST generation are the same as those described in module 1. The word vectors for calculating similarity originate from the results of bug report and source code file training by the Word2Vec model or the pre-trained word vectors derived from the GloVe model. Fig. 7 shows an example of transforming the description in an Eclipse bug report into 100 dimensional word vectors. To calculate semantic similarity, we use Mihalcea et al.'s algorithm to find the similarity between two texts [35] . According to [35] , the similarity score is calculated as shown in (4):
where T 1 and T 2 are two input text segments and sim (T 1 → T 2 ) and sim (T 2 → T 1 ) indicate the asymmetric similarity by swapping T 1 and T 2 . In (5), word w is the word selected from the two text segments. The function maxSim() calculates the maximum similarity of two words. Although the programming language is not a natural language, we treat it as such and use the method and class names of the programming language to change the word weights for calculating the similarity between the bug report and source code file. Since (4) involves two text segments for calculating similarity under asymmetric conditions, we also use asymmetry to calculate the similarity between R(bug reports) and S(source code files). Finally, the symmetric similarity Sim (R, S) is computed using (6): To verify the role of idf in (7), we remove idf to compute the symmetric similarity, SimNoW (R, S):
where SUM () is the valid quantity value of the two input text segments S and R.
C. MODULE 3 -FINAL SOURCE CODE FILE RECOMMENDATION
Since semantic similarity is calculated in both (8) and (9), surface lexical and semantic similarity are also calculated under two conditions. The final score (FinalScore and FinalScoreNoW ) is calibrated as follows:
where SimVSM (R, S) is the similarity score for the VSM in module 1 and Sim (R, S) and SimNoW (R, S) are the similarity scores based on word embedding in module 2. The word α is a weighting factor with a value range of 0 to 1 in our approach. After experimentation and comparison, α was set to 0.3 or 0.4 to achieve improved bug localization performance. Finally, we obtain a ranked list of source code files using the final similarity scores from (8) and (9).
IV. EXPERIMENTAL SETUP AND RESULTS
This section first presents the datasets used in our experiments and the metrics used for evaluating our experimental results. We then use a question-and-answer approach to analyze our experiments: 1) Select the optimal word vectors and dimensions; 2) Find the most appropriate α value in (8); 3) Experimentally evaluate bug localization performance under various conditions; 4) Compare our model with other bug localization methods. Throughout our experiments, we use surface lexical and semantic similarity to locate buggy source code files and use POS tagging and ASTs to determine word weights.
A. BENCHMARK DATASETS
To evaluate our approach, we conducted an empirical study using the four projects described in [7] 
B. EVALUATION METRICS
In our analysis, we use the same evaluation metrics as those used in classic IR, namely, Precision, TOP N, MRR and MAP, as follows: 1. Precision: Precision is an indicator of accuracy, or the correct percentage of retrieved results.
2. TOP N: This metric refers to the number of returned results that are obtained according to the similarity between the bug reports and source code files in the top N (N = 1, 5, 10) results. A bug is related to at least one relevant buggy file, and if one of the buggy files is ranked in the top N results, bug localization in the top N results is warranted.
3. MRR (Mean Reciprocal Rank): This metric uses the reciprocal of the standard answer in the results given by the evaluation system as its accuracy. Then, all the accuracies are summed, and the average of the sums is calculated. The relevant formula is as follows:
where rank i refers to the rank position of the first relevant list file to the query of bug report i, |S| is the total number of queries, and all queries are bug reports.
MAP (Mean Average Precision):
The average accuracy of a single topic is the average of the accuracy of each relevant document retrieved. The MAP of the primary set is the average of the average accuracies of each topic. MAP is a single-valued indicator that reflects the performance of a system on all relevant documents. The higher the relevant documents retrieved by the system (the higher their ranks are), the higher the MAP will be. If the system does not return any related documents, the accuracy defaults to 0.
The relevant formula is as follows:
Precision (S i , j) (12) where |Q| is total number of queries, |C i | is the number of all relevant documents in the i-th query result, |S i | is the i-th query result list,Precision (S i , j) is the precision of |S i | at the given cut-off rank j, all queries are bug reports, and all documents are source code files. Illustrative Example: We use the following example to explain the relevant metrics in Fig. 8 .
As shown in Fig. 8 , queries A and B are used to search the retrieved set to form Q A and Q B , respectively. There are two relevant files in Q A and three relevant files in Q B . The Precision is calculated at the same time. Below, we calculate and evaluate several metrics according to Fig. 8 .
Precision: For query A, Q A is formed, and two relevant files out of six files are retrieved. Precision is defined here as P Q A :P Q A = 2 ÷ 6 = 33%. The Precision of Q B formed by query B is: P Q B = 3 ÷ 6 = 50%.
TOP1: For Q A and Q B formed by queries A and B, the first position of Q A is a relevant file that is not found in the first position of Q B . Therefore, TOP1 = 1 ÷ 2 = 50%.
TOP5: There are two relevant files in the first five files of Q A , and two relevant files in the first five files of Q B , all of which contain at least one relevant file. Therefore, TOP5 = 2 ÷ 2 = 100%.
TOP10: since TOP5 is equal to 100%, TOP10 is also 100%. MRR: The reciprocal rank for each query is the reciprocal of the first relevant file. The average sum of the reciprocal ranks for each query is used to obtain MRR as shown in (10 
C. RESEARCH QUESTIONS AND ANALYSIS 1) RQ1: HOW MANY DIMENSIONS ARE MOST USEFUL FOR IMPROVING BUG LOCALIZATION PERFORMANCE?
The calculation of semantic similarity requires word vectors, and many models can train corpora to obtain word vectors, including Word2Vec, which has two implementations of Skip-gram and CBOW. Generally, CBOW is applied to large corpora to obtain word vectors. Because our corpus is relatively small, we apply the Skip-gram model to bug reports and source code files to obtain word vectors. We also use word vectors based on GloVe model pretraining. The Skip-gram and GloVe word vectors typically consist of 50, 100 and 300 dimensions. We calculate the semantic similarity of bug reports and source code files to determine the optimal models and dimensions of our word vectors.
Semantic similarity is calculated based on (6), and idf should reflect the nouns extracted from the summary of the bug report and the method and class names extracted from the source code file according to the AST. For these extracted words, the corresponding idf are increased six-fold, and (6) is used to calculate semantic similarity based on the 50, 100 and 300 dimensional vectors of the Skip-gram and GloVe models. TABLE 2 shows that the 100 dimensional Skip-gram vector performs relatively well as the average values of MRR and MAP are 0.228 and 0.162, respectively. In addition, the 300 dimensional GloVe vector performs relatively well as the average values of MRR and MAP are 0.231 and 0.167, respectively. However, the average values of the 100 dimensional vector using the GloVe model's MRR and MAP are 0.230 and 0.167, respectively. Because the trained corpus is relatively small, the MRR and MAP of the 300 dimensional Skip-gram vector are not large. However, a large portion of the corpus is trained to obtain the GloVe word vector. Hence, larger dimensions are associated with increased MRR and MAP performance. On the whole, the bug localization performance based on the GloVe model is higher that of the Skip-gram model. One potential reason for this is that the word vector trained by GloVe model is better than that trained by the Skip-gram model.
As seen in Table 2 , the average values of MRR in the GloVe model's 50, 100, and 300 dimensional vectors are 0.225, 0.230, and 0.231, respectively, and the average values of MAP are 0.162, 0.167, and 0.167, respectively. As expected, we find that the higher the word vector dimension, the better the bug localization performance. However, we also must consider the performance of the semantic similarity calculations. Moreover, the average values of MRR and MAP differ very little between the 100 and 300 dimensional vectors. Thus, we propose that the 100 dimensional vector based on the GloVe model is optimal for improving bug localization performance.
2) RQ2: WHAT IS THE MOST USEFUL α VALUE FOR IMPROVING BUG LOCALIZATION PERFORMANCE?
In RQ1, we select the 100 dimensional vector based on the GloVe model according to semantic similarity calculations, and, in RQ2, the word vectors are all 100 dimensional vectors. We then evaluate the effect of the α value on bug localization performance, with α ranging between 0 and 1. As previously mentioned, the α value controls the proportion of surface lexical and semantic similarity. Fig. 9 shows the effect of α on bug localization performance in terms of MRR and MAP, where Fig. 9(A) shows an MRR curve and Fig. 9(B) shows a MAP curve. The MRR and MAP curves for Eclipse, Aspectj, SWT and ZXing vary with respect to the α value used. In both Figs. A and B , we plot the results based on (8) . The MRR and MAP curves for Eclipse and Aspectj gradually increase when the α value increases from 0 to 0.3. Moreover, when the α value increases from 0.3 to 1, the MRR and MAP curves for Eclipse and Aspectj decrease gradually. The MRR and MAP curves for SWT and ZXing gradually increase when the α value increases from 0 to 0.4, and the MRR and MAP curves for SWT and ZXing gradually decrease when the α value increases from 0.4 to 1.
In summary, to optimize performance for bug localization, use α = 0.3 for Eclipse and Aspectj, and use α = 0.4 for SWT and ZXing. 
3) RQ3: HOW DO DIFFERENT MODELS AFFECT BUG LOCALIZATION PERFORMANCE?
This section mainly verifies the performance of MRR and MAP for bug localization under different word vector models and α values. In RQ1 we confirmed that the word vector has 100 dimensions, and the values of α for Eclipse, Aspectj, SWT, and ZXing were confirmed in RQ2. Here, we apply the word vector and alpha value to (8) and (9) . The difference between (8) and (9) is whether to consider idf when calculating semantic similarity. To verify the role of the Skip-gram and GloVe derived 100 dimensional word vector in (8) and (9), we consider four situations: (1) SkipgramIDF: The word vector trained by the Skip-gram model is used to calculate MRR and MAP in (8), (2) GloVeIDF: The pretrained word vector obtained from the GloVe model is used to calculate MRR and MAP in (8) , (3) SkipgramNoIDF: The word vector trained by the Skip-gram model is used to calculate MRR and MAP in (9) , and (4) GloVeNoIDF: The pretrained word vector is obtained from the GloVe model to calculate MRR and MAP in (9) .
As shown in Fig. 10 , bug localization performance improves when idf is taken into consideration. SkipgramIDF and GloVeIDF take idf into consideration, while SkipgramNoIDF and GloVeNoIDF ignore idf. Under the same conditions, the performance of MRR and MAP is better for GloVeIDF than SkipgramIDF. For example, for GloVeIDF, Eclipse's MRR and MAP are 0.398 and 0.307, respectively, while for SkipgramIDF, Eclipse's MRR and MAP are 0.371 and 0.287, respectively; for GloVeNoIDF, however, Eclipse's MRR and MAP are 0.226 and 0.156, respectively; for SkipgramNoIDF, Eclipse's MRR and MAP are 0.231 and 0.166, respectively. Fig. 10 shows that the bug localization performance of GloVeIDF is the best, which also proves that we selected the correct vector dimensions and α values in RQ1 and RQ2.
4) RQ4: DOES OUR APPROACH OUTPERFORM OTHER BUG LOCALIZATION MODELS?
In this paper, JSLS is compared against a series of IR methods including BugLocator + (consideration of similar bug VOLUME 7, 2019 reports) [7] , BugLocator (no consideration of similar bug reports) [7] , VSM [6] and LSI [36] . Our approach relies on surface lexical and semantic similarity, and we use the 100 dimensional GloVe vector. Preprocessed bug reports and source code files are used to calculate similarity when idf is considered.
Figs. 11, 12 and 13 show the performance of JSLS and the other methods on several datasets. The three figures show different metrics for TOP1, TOP5 and TOP10. JSLS essentially outperforms BugLocator, VSM and LSI. Compared with BugLocator +, JSLS is better with respect to TOP5; however, JSLS does not consider similar bug reports. Using a larger amount of relevant information from software repositories can enhance bug localization accuracy but also increases the difficulty of collecting this information. JSLS is superior to BugLocator without considering similar bug reports. For example, using JSLS, we can locate 70.41% of the relevant files of SWT in Fig. 12 , while using BugLocator +, BugLocator, VSM and LSI, we can only locate 67.35%, 65.31%, 27.55% and 19.39% of them, respectively. However, in Figs. 11 and 13 , the bug localization accuracy of BugLocator + is the highest on SWT. In Figs. 11, 12 and 13, JSLS and BugLocator + obtain the same accuracy on ZXing; one reason for this may be that ZXing contains fewer bug reports and source code files.
Figs. 11, 12, and 13 show the performance of different IR methods in terms of TOP1, TOP5 and TOP10, which are related to MRR and MAP. Statistical tests provide evidence that certain results are unlikely to be obtained by chance. In this paper, we use the Wilcoxon rank sum test to test the statistical significance of our results. The Wilcoxon rank sum test is a nonparametric test that makes no assumptions about data normality. We applied the Wilcoxon rank sum test to test the significance of the performance differences between MRR and MAP using various bug localization methods. In our analysis, we compared the AP and RR of each query obtained by JSLS with BugLocator +, BugLocator, VSM and LSI. The statistical significance was measured at P ≤ 0.05, and Table 3 shows our statistical analysis results.
As shown in table 3, JSLS does not significantly outperform BugLocator + on Eclipse, AspectJ, SWT and ZXing and does not outperform BugLocator on ZXing. However, JSLS significantly outperforms VSM and LSI. As seen in Figs. 11, 12, and 13, the bug localization performance of JSLS, BugLocator + and BugLocator on ZXing is basically equivalent. All of these findings also confirm the statistical significance of the results.
V. THREATS TO VALIDITY
In this section, the potential threats to internal validity, construct validity and external validity are discussed.
The main threats to internal validity may be somewhat dependent on the implementation of our proposed method. Preprocessing of bug reports and source code files, quality of bug reports and word vectors affect the bug localization performance. Regardless of bug reports or source code files, different preprocessing may have different results, and good preprocessing has a positive impact on bug localization performance. The background knowledge of writing bug reporters influences the quality of bug reports, and good bug reports provide help for our method to improve bug localization performance. Word vectors obtained by different training models and datasets may have a certain impact on the bug localization performance. We leave these for future studies.
The main threats to external validity lie in the generalizability of our proposed method. We just used the four projects of Zhou et al [7] which are all programmed by Java, and relevant comparisons are only applied to these datasets. Thus, whether our method is suitable for other projects is uncertain.
In the future, we plan to study the performance for bug localization by analyzing open source or non-open source projects written in multiple programming languages.
The main threats to construct validity refer to the suitability of the metrics used in our proposed method. To reduce this threat, the three evaluation metrics we use are TOP N, MRR and MAP and they have been used in the past for the evaluation of bug fixes. These three metrics are based on recovered links between bug reports and source code files, and the inaccuracy of recovery process will affect the bug localization performance.
VI. CONCLUSIONS
When a new bug report is submitted, it is very important that we have to use effective method to locate the buggy code files. Many existing bug localization methods mainly have just considered surface lexical similarity or semantic similarity between bug reports and source code files, without considering surface lexical similarity in conjunction with semantic similarity.
In this paper, we propose a method named JSLS for bug localization based on surface lexical and semantic similarity. For calculating the similarity between a bug report and source code file, JSLS takes advantage of POS tagging and an AST to improve bug localization accuracy. For surface lexical similarity, bug reports are preprocessed, and POS tagger is used to mark the summary field of the bug reports, and the nouns in the summary are extracted to increase the weights of the corresponding words. And source code files are also preprocessed, and the method and class names of source code files are extracted by the ASTs to increase the weights of corresponding words. Then VSM is used to calculate surface lexical similarity between the bug reports and source code files. For semantic similarity, we use the word vector to calculate the semantic similarity between the bug reports and source code files. Finally we consider surface lexical similarity in conjunction with semantic similarity to locate the buggy files. In order to optimize the performance for JSLS, we identify the optimal word vectors, dimensions and α value used through a large number of experiments. Our approach is evaluated on four open source software projects (Eclipse, AspectJ, SWT, ZXing), and our experimental results show that JSLS outperforms other methods without requiring the collection of additional relevant information from software repositories.
Bug reports and source code files have many features, some of which are obvious, and some of which are not obvious. Using more useful features can improve bug localization performance. In the future, we plan to consider more useful features for bug localization, such as bug-fixing frequency and source code file length. In addition, many machine learning methods can be used for bug localization, and we will also explore LTR to further improve our approach. Finally, we will apply our approach to additional types of datasets. 
