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ON THE MALLIAVIN DIFFERENTIABILITY AND FLOW PROPERTY
OF SOLUTIONS TO LE´VY NOISE DRIVEN SDE’S WITH
IRREGULAR COEFFICIENTS.
GUOHUAN ZHAO
Abstract. In this paper, we investigate the strong solutions to SDE’s driven by Le´vy
processes with Ho¨lder drifts. We show that the singular SDE has a unique strong solution
for each starting point and the collection of these strong solutions starting from single
points forms a C1-stochastic flow. Moreover, the Malliavin differentiability of the strong
solutions is obtained, which extends the main result in [11]. As an application, we also
prove a path-by-path uniqueness result for the related random ODE.
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1. Introduction
Suppose (Ω,F , (Ft)t>0,P) is a filtered probability space satisfying the usual conditions,
Z is an Ft-adapted d-dimensional pure jump Le´vy process with Le´vy measure ν. The
main aim of this paper is to study the stochastic homeomorphism flow of
dXt(x) = b(Xt(x))dt + σ(Xt−(x))dZt, X0(x) = x ∈ R
d, (1.1)
under low regularity assumptions on the coefficients b : Rd → Rd and σ : Rd → Rd ⊗ Rd.
The classical subject of SDEs driven by non-degenerated noises with singular drifts
dates back at least to [37], where Zovnkin showed that if d = 1, σ = 1 and b is bounded,
then (1.1) has a unique strong solution. And later, Veretennikov [29] extended the similar
result for d > 1. Using Girsanovs transformation and results from PDEs, Krylov and
Ro¨ckner [13] obtained the existence and uniqueness of strong solutions to (1.1) when
σ is the identity matrix and b satisfies ‖b‖LqtL
p
x
< ∞ with d
p
+ 2
q
< 1. One can see
also [31, 34] for more delicate results about the well-posedness as well as the stochastic
homeomorphism flows (1.1). It should be mentioned that in [17, 16, 19], the authors
gave another approach based on Malliavin calculus to study the strong existence. Their
method does not rely on a pathwise uniqueness argument and can be used to get the
Malliavin differentiability of obtained solutions. And we also need to mention that in [8],
Davie proved a remarkable result, it says that if b is only bounded and measurable, Wt is
a Brownian motion, bωt (x) := b(x+Wt(ω)), then the random ODE dθt(ω)/dt = b
ω
t (θt) has
a unique solution for almost all ω ∈ Ω. His proof was simplified by Shaposhnikov in [24]
by using the flow property of strong solutions of SDE driven by the Brownian motion.
When the noise Z is a pure jump Le´vy process, for one-dimensional case, Tanaka,
Tsuchiya and Watanabe [27] proved that if Z is a symmetric α-stable process with α ∈
[1, 2), σ(x) ≡ 1 and b is bounded measurable, then pathwise uniqueness holds for SDE
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(1.1). They further show that if α ∈ (0, 1), and even if b is Ho¨lder continuous, the
pathwise uniqueness may fail. For multidimensional case, Priola [21] first proved pathwise
uniqueness for (1.1) when σ(x) = I, Z is a non-degenerate symmetric but possibly non-
isotropic α-stable process with α ∈ [1, 2) and b ∈ Cβ(Rd) with β ∈ (1 − α/2, 1). This
result was extended to drift b in some fractional Sobolev spaces in the subcritical case
in Zhang [32] and also extended to more general Le´vy type driven noises in Priola [22].
In [5], the authors established strong existence and pathwise uniqueness for SDE (1.1)
when σ(x) = I, b is Ho¨lder continuous and the semigroup of Zt satisfies some regularity
assumptions. It partially answers an open question posted in [22] on the pathwise well-
posedness of SDE (1.1) in the supercritical case. Later, Chen, Zhang and Zhao [7] drop the
constraint in [5] and give an affirmative answer to the above problem. In [26], Song and Xie
extend this method to study singular SDEs driven by Poisson measures. We must mention
that Haadem and Proske in [11] studied the existence and Malliavin differentiability by
the similar approach used in [17, 16]. However, they had to assume that Zt is a truncated
rotational symmetric α-stable process(α > 1), σ = I and b ∈ Cβ with β > 2 − α, which
are much stronger than our assumptions below.
For α ∈ (0, 2), denote by Mα the space of all non-degenerate α-stable measures ν
(α),
that is,
ν(α)(A) =
∫ ∞
0
(∫
Sd−1
1A(rθ)Σ(dθ)
r1+α
)
dr, A ∈ B(Rd), (1.2)
where Σ is a finite measure over the unit sphere Sd−1 in Rd with
inf
θ0∈Sd−1
∫
Sd−1
|θ0 · θ|Σ(dθ) > 0.
All the assumptions on ν, b, σ will be used in this paper are following:
(H1) There are two measures ν1, ν2 ∈ Mα and ρ ∈ (0, 1) such that
ν1(A) 6 ν(A) 6 ν2(A) for A ⊆ Bρ, (1.3)
(H2) There are positive constants β,Λ such that
β ∈ (1− α
2
, 1), b ∈ Cβ; (1.4)
σ ∈ C1b , Λ
−1|ξ| 6 |σ(x)ξ| 6 Λ|ξ|. (1.5)
(H3) σ ∈ C
1+δ
b for some δ ∈ (0, 1). ν has a compact support and
supp ν ⊆ Br0 , r0 < ‖∇σ‖
−1
∞ . (1.6)
Thought out this paper, we assume ν satisfies (H1), which is the Le´vy measure of Z. And
the characteristic exponent ψ(ξ) of Zt is given by
ψ(ξ) := − log(Eeiξ·Z1) = −
∫
Rd
(eiξ·z − 1− iξ · z(α))ν(dz),
where z(α) = z1α>1 + z1α=11B1(z).
Our main result is
Theorem 1.1. (1) Suppose ν, b, σ satisfy assumptions (H1) and (H2), then there
is a unique strong solution to equation (1.1). Moreover, if the jumping size of Zt
is bounded, then for each t > 0, the strong solution Xt(x) to (1.1) is Malliavin
differentiable.
(2) Suppose ν, b, σ satisfy assumptions (H1), (H2) and (H3), then {Xt(x)}t>0;x∈Rd
forms a C1-stochastic diffeomorphism flow.
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We also have the following corollary:
Corollary 1.2. Suppose ν satisfies (H1), σ = I, b ∈ C
β with β ∈ (1 − α
2
, 1), then there
is a full set Ω0 ⊆ Ω i.e. P(Ω0) = 1 such that for any ω ∈ Ω0, the following ODE:
dθt(ω)
dt
= bωt (θt(ω)), θ0 = x (1.7)
admits a unique solution, where bωt (x) = b(x+ Zt(ω)).
As mentioned before, by using the similar method in [7], we will show that all the strong
solutions from single points are Malliavin differentiable and they form a C1-stochastic
flow. In order to study the strong well-posedness of SDE (1.1), we use the well known
Zvonkin’s transform, which requires a deep understanding for the following nonlocal PDE
(Resolvent equation):
λu−L u− b · ∇u = f, (1.8)
where
L u(x) :=
∫
Rd
(u(x+ σ(x)z)− u(x)−∇u(x) · σ(x)z(α))ν(dz),
and z(α) = z1α>1 + z1α=11B1(z). When L is the usual fractional Laplacian ∆
α/2 :=
−(−∆)α/2 with α ∈ (0, 1) and b ∈ L∞([0, T ];Cβ) with β ∈ ((1 − α) ∨ 0, 1), Silvestre [25]
obtained the following a priori interior estimate:
‖u‖L∞([0,1];Cα+β(B1)) 6 C
(
‖u‖L∞([0,2]×B2) + ‖f‖L∞([0,2];Cβ(B2))
)
.
See also [9], [35] and [15] for similar estimates for more general operators. Our approach of
studying (1.8) is based on the Littlewood-Paley decomposition and some Bernstein’s type
inequalities. As showed in [7], this approach allows us to handle a large class of Le´vy’s
type operator in a uniform way, in particular, for Le´vy’s type operators with singular
Le´vy measures. However, in [7], the authors worked in the space Bsp,∞, this space does not
enjoy the localization principle(see Lemma 3.5 below), so the usual freezing coefficients
method does not work for general Le´vy type operators, so they can not get a global
diffeomorphism Φ by using Zovnkin’s transform(see Theorem 3.3 of [7] and the proof of
Theorem 1.1 therein). In order to overcome this difficulty, in this paper, we replace the
working space Bsp,∞ with B
s
p,p, which is coincide with the classic Sobolev-Slobodeckij space
W sp when s /∈ N. Due to the classic freezing coefficient method, Zovnkin’s transform and
a localization technique from [36] and [30], we can get a global C1-diffeomorphism Φ for
any non-degenerate σ ∈ C1b , provided that b satisfies (H2). This helps us to prove the
stochastic flow property of (1.1).
This paper is organized as follows: In Section 2, we recall some well-known facts from
Littlewood-Paley theory. In Section 3, we study the nonlocal advection equation (1.8)
when ν is compactly supported and b is Ho¨lder continuous, and obtain some apriori
estimates in Sobolev spaces. In Section 4, we prove our main theorem by Zvonkin’s
transform. In the appendix, we give a simple proof of a Bernstein’s type estimate.
Finally, we introduce some conventions used throughout this paper: The letter c or C
with or without subscripts stands for an unimportant constant, whose value may change
in difference places. We use A ≍ B to denote that A and B are comparable up to a
constant, and use A . B to denote A 6 C · B for some constant C.
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2. Preliminary
2.1. Sobolev space and Besov space. We first give some definitions about fractional
Sobolev space.
Definition 2.1. Let Hsp := (I−∆)
−s/2(Lp) be the usual Bessel potential space with norm
‖f‖Hsp := ‖(I−∆)
s/2f‖p ≍ ‖f‖p + ‖(−∆)
s/2f‖p.
The Sobolev-Slobodeckij semi-norm is defined by
[f ]θ,p :=
(∫∫
Rd×Rd
|f(x)− f(y)|p
|x− y|θp+d
dx dy
)1
p
.
Let s > 0 be not an integer and set θ = s − ⌊s⌋ ∈ (0, 1). Sobolev-Slobodeckij space W sp is
defined as
W sp :=
{
f ∈ W ⌊s⌋p : sup
|α|=⌊s⌋
[∂αf ]θ,p <∞
}
, ‖f‖W sp := ‖f‖W ⌊s⌋p + sup
|α|=⌊s⌋
[∂αf ]θ,p.
Suppose s > 0, ε > 0, p > 1, 0 < s− d
p
/∈ N, then
Hs+εp →֒ W
s
p →֒ H
s−ε
p ; H
s
p →֒ C
s− d
p ; W sp →֒ C
s− d
p . (2.1)
Let χ : Rd → [0, 1] be a smooth radial function with
χ(ξ) = 1, |ξ| 6 1, χ(ξ) = 0, |ξ| > 3/2,
and χz(x) := χ(x− z). We define the following localized fractional Sobolev space:
Definition 2.2. Let s > 0, p ∈ [1,∞], we define
Wsp :=
{
u ∈ W sp,loc : sup
z∈Rd
‖uχz‖W γp <∞
}
,
and define the norm
‖u‖Wsp := sup
z∈Rd
‖uχz‖W sp .
Wsp is a Banach space and the enjoys the following property:
Lemma 2.3. (1) If γ > d
p
, γ − d
p
/∈ N, then Wγp →֒ C
γ− d
p ;
(2) If β > γ > 0, then Cβ →֒ Wγp .
Proof. The first conclusion is just a consequence of Sobolev embedding theorem, and we
only need to prove the second conclusion when 1 > β > γ > 0. Obviously, if u ∈ Cβ, then
‖uχz‖p . ‖u‖L∞ . ‖u‖Cβ .
Hence, Cβ →֒ W0p . If 1 > β > γ > 0, by definition,∫∫
Rd×Rd
|uχz(x)− uχz(y)|
p
|x− y|d+γp
dxdy
.
∫∫
|x−z|6 5
2
, |x−y|61
|uχz(x)− uχz(y)|
p
|x− y|d+γp
dxdy +
∫∫
|x−y|>1
|uχz(x)− uχz(y)|
p
|x− y|d+γp
dxdy
.
∫∫
|x−z|6 5
2
, |x−y|61
|χz(x)|
p · |u(x)− u(y)|p
|x− y|d+γp
dxdy
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+∫∫
|x−z|6 5
2
, |x−y|61
|u(y)|p · |χz(x)− χz(y)|
p
|x− y|d+γp
dxdy +
∫∫
|x−y|>1
|uχz(x)|
p + |uχz(y)|
p
|x− y|d+γp
dxdy
.
∫∫
|x−z|6 5
2
, |x−y|61
‖u‖p
Cβ
|x− y|βp
|x− y|d+γp
dxdy +
∫∫
|x−y|>1
|uχz(x)|
p
|x− y|d+γp
dxdy
.‖u‖p
Cβ
∫
|x−z|6 5
2
dx
∫
|w|61
|w|−d+(β−γ)pdw + ‖u‖pL∞
∫
|x−z|6 3
2
dx
∫
|w|>1
|w|−d−γpdw
.‖u‖p
Cβ
.
This yields, ‖uχz‖W γp 6 C‖u‖Cβ and the constant C does not depends on z.

Next we recall some basic facts from the Littlewood-Paley theory. Let S (Rd) be the
Schwartz space of all rapidly decreasing functions, and S ′(Rd) the dual space of S (Rd)
called Schwartz generalized function (or tempered distribution) space. Given f ∈ S (Rd),
let Ff = fˆ be the Fourier transform of f defined by
fˆ(ξ) := (2π)−d/2
∫
Rd
e−iξ·xf(x)dx.
Let χ : Rd → [0, 1] be the function defined above. Define
ϕ(ξ) := χ(ξ)− χ(2ξ).
It is easy to see that ϕ > 0 and supp ϕ ⊂ B3/2 \B1/2 and
χ(2ξ) +
k∑
j=0
ϕ(2−jξ) = χ(2−kξ)
k→∞
→ 1. (2.2)
In particular, if |j − j′| > 2, then
suppϕ(2−j·) ∩ suppϕ(2−j
′
·) = ∅.
From now on we shall fix such χ and ϕ, and introduce the following definitions.
Definition 2.4. The dyadic block operator ∆j is defined by
∆jf :=
{
F−1(χ(2·)Ff), j = −1,
F−1(ϕ(2−j·)Ff), j > 0.
For s ∈ R and p, q ∈ [1,∞], the Besov space Bsp,q is defined as the set of all f ∈ S
′(Rd)
with
‖f‖Bsp,q :=
(∑
j>−1
2jsq‖∆jf‖
q
p
)1/q
<∞;
The following two Lemmas can be found in [28].
Lemma 2.5. (1) (Bernstein’s inequality) For any 1 6 p 6 q 6∞ and j > 0, we have
‖∇k∆jf‖q 6 Cp2
(k+d( 1
p
− 1
q
))j‖∆jf‖p, k = 0, 1, · · · , (2.3)
and
‖(−∆)s/2∆jf‖q 6 Cp2
(s+d( 1
p
− 1
q
))j‖∆jf‖p, s ∈ R. (2.4)
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(2) For any s > 0,
‖f‖Hsp ≍
∥∥∥∥∥( ∑
j>−1
22sj |∆jf |
2
)1/2∥∥∥∥∥
p
. (2.5)
Lemma 2.6. If s > 0, s /∈ N
Bs∞,∞ ≍ C
s, Bsp,p ≍ W
s
p ,
where Cs is the usual Ho¨lder space.
Let h := F−1χ be the inverse Fourier transform of χ. Define
h−1(x) := F
−1χ(2·)(x) = 2−dh(2−1x) ∈ S (Rd),
and for j > 0,
hj(x) := F
−1ϕ(2−j·)(x) = 2jdh(2jx)− 2(j−1)dh(2j−1x) ∈ S (Rd). (2.6)
By definition it is easy to see that
∆jf(x) = (hj ∗ f)(x) =
∫
Rd
hj(x− y)f(y)dy, j > −1. (2.7)
2.2. Mallivian Derivate for Le´vy processes. In this subsection, we introduce some
basic conceptions of Mallivian calculus for Le´vy processes. One can find more details in
[20]. Suppose N(dt, dx) is a Poisson point process with intensity measure ν(dz). Let
{Ft}06t6T be the filtration generated by N and N˜(dt, dz) := N(dt, dz)− ν(dz)dt.
For each n ∈ N, and f ∈ L2(([0, T ]× Rd)n; (λ× ν)n), define
f˜(t1, z1; · · · ; tn, zn) :=
1
n!
∑
σ∈Sn
f(tσ(1), zσ(1); · · · ; tσ(n), zσ(n)).
We denote the space of square integrable symmetric functions by L˜2(([0, T ]× Rd)n; (λ×
ν)n)(abbreviated by L˜2((λ× ν)n)).
Definition 2.7. The stochastic Sobolev space D12 consists of all FT measurable random
variables F ∈ L2(P) with chaos expansion
F =
∞∑
n=1
In(fn), fn ∈ L
2((λ× ν)n)
satisfying
∞∑
n=0
nn!‖fn‖
2
L2((λ×ν)n) <∞.
Here
In(fn) :=
∫
([0,T ]×Rd)n
fn(t1, z1; · · · ; tn, zn)N˜
⊗n(dt, dz); t = (t1, · · · tn), z = (z1, · · · , zn).
Define
Dt,zF :=
∞∑
n=1
nIn−1(f˜n(·; t, z)),
then
‖DF‖2L2((λ×ν×P)) =
∞∑
n=1
nn!‖fn‖
2
L2((λ×ν)n).
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Thus, F ∈ D12 if and only if F ∈ L
2(P) and DF ∈ L2((λ× ν ×P)).
The next lemma is consequence of Theorem 12.6 of [20].
Lemma 2.8 (Closability of Mallivian derivate). If Fn ∈ D
1
2, Fn → F in L
2(P) and
sup
n
‖DFn‖L2(λ×ν×P) 6M <∞.
Then, F ∈ D12 and
‖DF‖L2((λ×ν×P)) 6M.
Proof. By our assumption, {DFn}n∈N is bounded in L
2(λ× ν ×P), thus by Banach-Saks
theorem, the Cesa`ro mean sequence of a suitable subsequence of {DFn}, say {DFnk},
converges strongly to some G ∈ L2(λ× ν ×P), i.e.
D
(
1
m
m∑
k=1
Fnk
)
=
1
m
m∑
k=1
DFnk → G, in L
2(λ× ν ×P).
On the other hand, 1
m
∑m
k=1 Fnk → F in L
2(P), by Theorem 12.6 of [20], we get F ∈ D12,
DF = G and
‖DF‖L2((λ×ν×P)) = lim
m→∞
1
m
‖
m∑
k=1
DFnk‖L2((λ×ν×P))
6 lim inf
m→∞
1
m
m∑
k=1
‖DFnk‖L2((λ×ν×P)) 6M.

3. A study of nonlocal parabolic equations
In this section we study the solvability and regularity of nonlocal elliptic equations with
Ho¨lder drift. First of all, we introduce the nonlocal operator studied in this work. Let σ
be a invertible d× d-matrix and ν a Le´vy measure, that is,∫
Rd\{0}
(|z|2 ∧ 1)ν(dz) <∞.
We define a Le´vy-type operator by
Lσf(x) :=
∫
Rd
(
f(x+ σz)− f(x)−∇f(x) · σz(α)
)
ν(dz)
with z(α) = z1α>1 + z1α=11B1(z). By Fourier’s transform, we have
L̂σf(ξ) = ψσ(ξ)fˆ(ξ),
where the symbol ψσ(ξ) takes the form
ψσ(ξ) = −
∫
Rd
(eiξ·σz − 1− iσz(α) · ξ)ν(dz).
Now, let σ(x) : Rd → Rd ⊗ Rd be a Borel measurable function. Define
L f(x) := Lσ(x)f(x).
In this section we want to study the solvability of the following resolvent equation with
Ho¨lder drift b(x) : Rd → Rd,
λu−L u− b · ∇u = f ; λ > 0. (3.1)
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3.1. Constant coefficient case: σ(x) = σ. In this subsection we consider equation (3.1)
with non-degenerated constant coefficient σ(x) = σ ∈ Rd×d. First of all, we establish the
following Bernstein’s type inequality for nonlocal operator Lσ, which plays a crucial role
in the sequel.
Lemma 3.1. Suppose ν satisfies (H1), σ is a constant matrix and Λ
−1 6 ‖σ‖ 6 Λ, then
for any p > 2, there are constants c = c(ν,Λ, p) > 0, j0 = j0(ν,Λ, p) ∈ N such that for
any j = j0, j0 + 1, · · · , ∫
Rd
|∆jf |
p−2∆jfLσ∆jfdx 6 −c2
αj‖∆jf‖
p
p, (3.2)
and for −1 6 j < j0, ∫
Rd
|∆jf |
p−2∆jfLσ∆jfdx 6 0.
Remark 3.2. Readers can find the proof of above lemma in [7], this kind of estimate was
first proved in [4] for Lσ = ∆
α/2. We will give a much simpler proof in the appendix for
symmetric operator Lσ.
We also need the following easy commutator estimate:
Lemma 3.3. For any j > −1, β ∈ (0, 1),
‖[∆j , b · ∇]u‖p . 2
−βj‖b‖Cβ‖∇u‖p.
Proof. By (2.7) we have
[∆j , b · ∇]u(x) =
∫
Rd
hj(y)(b(x− y)− b(x)) · ∇u(x− y)dy,
by Minkowski ’s inequality and (2.6), we have
‖[∆j, b · ∇]u‖p 6
∫
Rd
hj(y)‖b(· − y)− b(·)‖∞‖∇u‖pdy
. ‖b‖Cβ‖∇u‖p
∫
Rd
|hj(y)| |y|
βdy
= ‖b‖Cβ‖∇u‖p2
−jβ
∫
Rd
|2h(2y)− h(y)| |y|βdy
. 2−βj‖b‖Cβ‖∇u‖p.
(3.3)

Now we can state our main result of this subsection.
Theorem 3.4. Let α ∈ (0, 2), β, γ ∈ (0, 1), (1 − α) < γ < β, Λ > 1 and p ∈ [2,∞).
Suppose ν satisfy (H1), b ∈ C
β and Λ−1 6 ‖σ‖ 6 Λ, then for any f ∈ W γp , there exists a
unique solution u ∈ W α+γ to equation (3.1). Moreover, there is a constant λ0 > 0, such
that, for all λ > λ0 > 0,
λ‖u‖W γp + ‖u‖Wα+γp 6 C‖f‖W
γ
p
, (3.4)
λ0, C depend only on d, p, α, β, γ,Λ, ν and ‖b‖Cβ .
Proof. We first assume
b ∈ C∞b , f ∈ ∩s>0W
s
p .
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Under this assumption, it is well-known that PDE (3.1) has a unique smooth solution u.
Our main task is to show the apriori estimates (3.4). Using operator ∆j act on both sides
of (3.1) and noticing that ∆jL = ∆jLσ = Lσ∆j = L∆j, we have
λ∆ju = L∆ju+∆j(b · ∇u) + ∆jf.
For p > 2, by the chain rule or multiplying both sides by |∆ju|
p−2∆ju and then integrating
in x, we obtain
λ
∫
Rd
|∆ju|
p =
∫
Rd
|∆ju|
p−2∆ju
[
L∆ju+∆j(b · ∇u) + ∆jf
]
dx
=
∫
Rd
|∆ju|
p−2∆juL∆judx+
∫
Rd
|∆ju|
p−2∆ju [∆j, b · ∇]udx
+
∫
Rd
|∆ju|
p−2∆ju (b · ∇)∆judx+
∫
Rd
|∆ju|
p−2∆ju∆jfdx
= : I
(1)
j + I
(2)
j + I
(3)
j + I
(4)
j .
For I
(1)
j , recalling L = Lσ and by Lemma 2.5, there is a c > 0 such that
I
(1)
j 6 0, j > −1; I
(1)
j 6 −c2
αj‖∆ju‖
p
p, j = j0, j0 + 1, · · · .
For I
(2)
j , using Lemma 3.3 and Ho¨lder’s inequality, we have for all j = −1, 0, 1, · · · ,
I
(2)
j 6 ‖[∆j , b · ∇]u‖p‖∆ju‖
p−1
p
. 2−βj‖b‖Cβ‖∇u‖p‖∆ju‖
p−1
p .
For I
(3)
j , let us write
I
(3)
j =
∫
Rd
((b− Sjb) · ∇)∆ju |∆ju|
p−2∆judx
+
∫
Rd
(Sjb · ∇)∆ju |∆ju|
p−2∆judx =: I
(31)
j + I
(32)
j .
For I
(31)
j , by Bernstein’s inequality (2.3), we have
I
(31)
j 6
∑
k>j
‖(∆kb · ∇)∆ju‖p‖∆ju‖
p−1
p
6
∑
k>j
‖∆kb‖∞‖∇∆ju‖p‖∆ju‖
p−1
p
. 2j‖∆ju‖
p
p
∑
k>j
‖∆kb‖∞ 6 2
j‖∆ju‖
p
p‖b‖Cβ
∑
k>j
2−βk
. 2(1−β)j‖b‖Cβ‖∆ju‖
p
p.
For I
(32)
j , by integration by parts formula and (2.3) again, we have
I
(32)
j =
1
p
∫
Rd
(Sjb · ∇)|∆ju|
pdx = −
1
p
∫
Rd
Sjdivb |∆ju|
pdx
6
1
p
‖Sjdivb‖∞‖∆ju‖
p
p 6
1
p
∑
k6j
‖∆kdivb‖∞‖∆ju‖
p
p
.
∑
k6j
2k‖∆kb‖∞‖∆ju‖
p
p
9
. 2(1−β)j‖b‖Cβ‖∆ju‖
p
p.
Combining the above calculations, we obtain
λ‖∆ju‖
p
p + c2
αj1{j>j0}‖∆ju‖
p
p 6C2
−βj‖b‖Cβ‖∇u‖p‖∆ju‖
p−1
p
+ C2(1−β)j‖b‖Cβ‖∆ju‖
p
p + C‖∆ju‖
p−1
p ‖∆jf‖p
By dividing both sides by ‖∆ju‖
p−1
p , we get
λ‖∆ju‖p + c2
αj1{j>j0}‖∆ju‖p − C2
(1−γ)j‖b‖Cβ‖∆ju‖p
6C2−βj‖b‖Cβ‖∇u‖p + C‖∆jf‖p.
Since 1− β < α, for some λ sufficiently large and all j > −1,
λ‖∆ju‖p + c2
αj1{j>j0}‖∆ju‖p 6 C2
−βj‖b‖Cβ‖∇u‖p + C‖∆jf‖p (3.5)
Multiplying both sides of (3.5) by 2γj and then taking ℓp norm over j, we obtain
λ‖u‖W γp + ‖u‖Wα+γp 6 C1
(
‖∇u‖p + ‖f‖W γp
)
,
where C1 only depends on d, p, α, β, γ,Λ, ν and ‖b‖Cβ . Recalling that α+γ > 1 and using
interpolation theorem, we have ‖∇u‖p 6
1
2C1
‖u‖Wα+γ + C
′‖u‖W γp . Choosing λ0 > 2C1C
′,
we complete the proof for (3.4). 
3.2. Varying coefficient case. In this subsection we consider the varying coefficient
case. We drop the large jump part below, and consider the following operator
L
Rf(x) := LRσ(x)f(x) :=
∫
BR
(
f(x+ σ(x)z)− f(x)−∇f(x) · σ(x)z(α)
)
ν(dz), (3.6)
where R is any real number larger than zero. We need the following lemma(see [28,
Theorem 2.4.7]) in order to localize the resolvent equation.
Lemma 3.5 (localization principle). Let c > 0, ζk ∈ C
∞
c , k = 1, 2, · · · . Assume for any
multi-index α and x ∈ Rd, supx∈Rd
∑
k |∂
αζk(x)| 6 Cα <∞. Then, there is a constant C
such that ∑
k
‖uζk‖
p
W sp
6 C‖u‖W sp .
Moreover, if
∑
k |ζk(x)|
p > c > 0, then we have
‖u‖pW sp ≍
∑
k
‖uζk‖
p
W sp
. (3.7)
The following lemma is taken from [18, Lemma 3.5].
Lemma 3.6. Suppose s ∈ (0, 2), p > max{1, d
s
}, then∥∥∥∥sup
y 6=0
|f(·+ y)− f(·)−∇f(·) · y(α)|
|y|s
∥∥∥∥
p
6 C‖f‖Hsp . (3.8)
The main result of this subsection is
Theorem 3.7. Suppose ν, b, σ satisfy assumption (H1) and (H2), β > γ > max{0, 1−α}
and L R is defined as (3.6), then there is a constant λ0 such that for any λ > λ0 and
f ∈ Cβ the following equation:
λu−L Ru− b · ∇u = f
10
has a unique solution in Cα+γ. Moreover, we have
λ‖u‖Cγ + ‖u‖Cα+γ 6 C‖f‖Cβ , (3.9)
here the constants λ0, C only depend on d, α, β, γ, R,Λ, ν and ‖b‖Cβ .
The above theorem is just a consequence of Lemma 2.3 and following lemma.
Lemma 3.8. Suppose ν, b, σ satisfies assumption (H1) and (H2), β > γ > max{0, 1−α},
p0 = max
{
d2
α∧1
, d
α+γ−1
}
, p ∈
(
p0,∞
)
. Then, for any f ∈ Wγp , the following equation:
λu−L Ru− b · ∇u = f
has a unique solution in Wα+γp . Moreover, we have
λ‖u‖Wγp + ‖u‖Wα+γp 6 C‖f‖W
γ
p
, (3.10)
where λ0, C depend only on d, p, α, β, γ, R,Λ, ν and ‖b‖Cβ .
Remark 3.9. The above theorem can be improved under weaker conditions, but we do
not attempt to do that here, since it is enough for our main propose of this paper.
In order to prove the above lemma, we need a commutator estimate under the following
assumption.
(Aε) There are ε ∈ (0, r) and Λ > 1 such that
|σ(x)− σ(y)| 6 Λ|x− y|, σ(x) = σ(0), |x| > ε, (3.11)
Λ−1|ξ|2 6 |σ(0)ξ|2 6 Λ|ξ|2, ξ ∈ Rd. (3.12)
Lemma 3.10. Under (Aε), for any s ∈ (0, 1), p > 1, we have∥∥[∆s/2,L R]u∥∥
p
6 Cε1−s+
d
p ‖u‖C1, (3.13)
where [∆s/2,L R]u := ∆s/2L Ru−L R∆s/2u, and the constant C > 0 is independent of ε.
One can find the proof of above lemma was proved in [7].
Lemma 3.11. Under (Aε), for any p ∈ (
d2
α∧1
,∞), γ ∈ (0, 1), we have∥∥(LRσ(·) −LRσ(0))f∥∥W γp 6 cε‖f‖Wα+γp ,
where cε → 0 as ε→ 0.
Proof. We only prove the estimate for α ∈ (0, 1). The case α ∈ [1, 2) is similar. By [6,
(2.19)], we have
‖LRσ1f − L
R
σ2
f‖p . (‖σ1 − σ2‖
α ∧ 1)‖f‖Hαp . (3.14)
Define
Tσf := L
R
σ(·)f − L
R
σ(0)f.
By (3.11), we have
|Tσf(x)| 6 |L
R
σ(x)f(x)−L
R
σ(0)f(x)| 6 sup
‖σ−σ(0)‖6Λε
|LRσ f(x)−L
R
σ(0)f(x)|,
since p > d2/α, by [6, Lemma 2.2] and (3.14), we have
‖Tσf‖p 6
∥∥∥∥∥ sup‖σ−σ(0)‖6Λε |LRσ f(·)− LRσ(0)f(·)|
∥∥∥∥∥
p
. εα‖f‖Hαp . (3.15)
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By Minkowski’s inequality,
‖∆iTσf‖p 6
∑
j>i
‖∆iTσ∆jf‖p +
∑
j6i
‖∆iTσ∆jf‖p =: J
(1)
i + J
(2)
i .
For J
(1)
i , by (3.15), we have
J
(1)
i 6
∑
j>i
‖Tσ∆jf‖p . ε
α
∑
j>i
‖∆jf‖Hαp
(2.4)
. εα
∑
j>i
2αj‖∆jf‖p . ε
α‖f‖Wα+γp
∑
j>i
2−γjcj,
where cj = 2
(α+γ)j‖∆jf‖p/‖f‖Wα+γp . Thus,
2γiJ
(1)
i .ε
α‖f‖Wα+γp
∑
j∈Z
1{(i−j)<0}2
γ(i−j) · 1{j>−1}cj
=εα‖f‖Wα+γp (a ∗ b)i.
where ak = 1{k>−1}ck and bk = 1{k<0}2
γk (∀k ∈ Z). Thus,
‖2γiJ
(1)
i ‖ℓp . ε
α‖f‖Wα+γp ‖a‖ℓp‖b‖ℓ1
.εα‖f‖Wα+γp
(∑
j>−1
cpj
)1/p
. εα‖f‖Wα+γp .
(3.16)
For J
(2)
i , if i = −1, then
J (2)−1 = ‖∆−1Tσ∆−1f‖p . ε
α‖∆−1f‖Hαp . ε
α‖f‖Wα+γp c−1.
If i > 0, choose s ∈ (max{γ, 1 − α + d/p}, 1) in Lemma 3.10. By Bernstein’s inequality
and Lemma 3.10, we have
J
(2)
i =
∑
−16j6i
‖∆i∆
−s/2∆s/2Tσ∆jf‖p
(2.4)
. 2−si
∑
−16j6i
‖∆s/2Tσ∆jf‖p
62−si
∑
−16j6i
(
‖[∆s/2, Tσ]∆jf‖p + ‖Tσ∆
s/2∆jf‖p
)
= 2−si
∑
−16j6i
(
‖[∆s/2,L R]∆jf‖p + ‖Tσ∆
s/2∆jf‖p
)
(3.13),(3.15)
. 2−si
∑
−16j6i
(
ε1−s+d/p‖∆jf‖C1 + ε
α‖∆s/2∆jf‖Hαp
)
(2.3)
. 2−si
∑
−16j6i
(
ε1−s+d/p2(1+d/p)j‖∆jf‖p + ε
α2(s+α)j‖∆jf‖p
)
. ε1−s+d/p2−si
∑
−16j6i
2(α+s)j‖∆jf‖p
. ε1−s+d/p‖f‖Wα+γp 2
−si
∑
−16j6i
2(s−γ)jcj
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Denoting ak = 1{k>−1}ck, dk = 1{k>0}2
(γ−s)k, then
2γiJ
(2)
i 6 ε
1−s+d/p‖f‖Wα+γp
∑
−16j6i
2(γ−s)(i−j)cj 6 ε
1−s+d/p‖f‖Wα+γp (d ∗ a)i.
Thus,
‖2γiJ
(2)
i ‖ℓp . ε
1−s+d/p‖f‖Wα+γp ‖d‖ℓ1‖a‖ℓp . ε
1−s+d/p‖f‖Wα+γp . (3.17)
By (3.16) and (3.17), we get
‖Tσf‖W γp =‖2
γi‖∆iTσf‖p‖ℓp 6 ‖2
γiJ
(1)
i ‖ℓp + ‖2
γiJ
(2)
i ‖ℓp
.ε1−s+d/p‖f‖Wα+γp ,
this yields our desired result. 
Now we are on the position of proving Lemma 3.8.
Proof of Lemma 3.8. Like before, we only give the aprior estimate here. Let {ζk}k∈N be
a standard partition of unity, such that, for any k, the support of ζk lies in a ball Bk of
radius ε/8, where ε will be determined later. Denote by yk the center of Bk. Also for any
k, we take functions ηk, ξk ∈ C
∞, such that, ηk = 1 on Bε/4(yk), ηk = 0 outside Bε/2(yk),
and 0 6 ηk 6 1; ξk = 1 on Bε/2(yk), ξk = 0 outside Bε(yk), and 0 6 ξk 6 1. Define
σk(x) = ξk(x)σ(x) + (1− ξk(x))σ(yk),
L
R
k f(x) :=
∫
BR
(
f(x+ σk(x)z)− f(x)−∇f(x)σk(x)z
(α)
)
ν(dz).
LRk f(x) :=
∫
BR
(
f(x+ σ(yk)z)− f(x)−∇f(x)σ(yk)z
(α)
)
ν(dz).
Multiplying ζk on both side of (1.8), we get
λ(uζk)−L
R
k (uζk)− b ·∇(uζk) = fζk+ ζk(b ·∇u)− b ·∇(uζk)+ ζk(L
Ru)−LRk (ζku) (3.18)
Theorem 3.4 yields,
λ‖uζk‖W γp + ‖uζk‖Wα+γp .
(
‖fζk‖W γp + ‖ub · ∇ζk‖W γp + ‖ζk(L
Ru)−LRk (ζku)‖W γp
)
.
Hence, using Lemma 3.5 we have,
λp‖u‖p
W γp
+ ‖u‖p
Wα+γp
.
∑
k
λp‖uζk‖
p
W γp
+ ‖uζk‖
p
Wα+γp
.
∑
k
(
‖fζk‖
p
W γp
+ ‖ub · ∇ζk‖
p
W γp
+ ‖ζk(L
Ru)− LRk (ζku)‖
p
W γp
)(3.19)
Again by Lemma 3.5,∑
k
‖fζk‖
p
W γp
≍ ‖f‖p
W γp
,
∑
k
‖ub · ∇ζk‖
p
W γp
. ‖ub‖p
W γp
. ‖u‖p
W γp
, (3.20)
the last inequality above is due to the following fact:
‖ub‖p
W γp
.‖ub‖pp +
∫∫
Rd×Rd
|ub(x)− ub(y)|p
|x− y|d+γp
dxdy
6‖u‖pp‖b‖
p
L∞dxdy +
∫∫
Rd×Rd
|u(x)− u(y)|p|b(x)|p
|x− y|d+γp
+
∫∫
Rd×Rd
|u(y)|p|b(x)− b(y)|p
|x− y|d+γp
dxdy
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.‖u‖pp‖b‖
p
L∞ + ‖b‖
p
L∞ [u]
p
γ,p +
∫
Rd
|u(y)|pdy
∫
Rd
[b]pβ |x− y|
βp ∧ ‖b‖pL∞
|x− y|d+γp
dx
.‖u‖p
W γp
‖b‖p
Cβ
.
Next we estimate the third term in the last line of (3.19). We only give the proof for
α < 1 here, because the proof for α > 1 is almost the same.
ζk(x)(L
Ru)(x)− LRk (ζku)(x)
=
[
L
R(uζk)(x)− L
R
k (uζk)(x)
]
ηk(x) +
[
L
R(uζk)(x)− L
R
k (uζk)(x)
]
(1− ηk(x))
−
{
u(x)L Rζk(x) +
∫
BR
[u(x+ σ(x)z)− u(x)] · [ζk(x+ σ(x)z)− ζk(x)]ν(dz)
}
= : I
(1)
k (x) + I
(2)
k (x)− I
(3)
k (x)
For I
(1)
k , notice σk(x) = σ(x) when x belongs to the support of ηk, so we have
I
(1)
k (x) = [L
R
k (uζk)(x)− L
R
k (uζk)(x)]ηk(x).
L Rk satisfies assumption (Aε), by Lemma 3.11, we have
‖I
(1)
k ‖W γp 6 cε‖uζk‖Wα+γp (cε → 0 as ε→ 0). (3.21)
For I
(2)
k (x), since 1− ηk(x) = 0 if |x− yk| 6
ε
4
and uζk(x) = 0 if |x− yk| >
ε
8
, we have
I
(2)
k (x) =
∫
ε
8Λ
6|z|<R
[uζk(x+ σ(x)z)− uζk(x+ σ(yk)z)](1 − ηk(x))ν(dz).
Choosing s ∈ (d/p, 1∧(α+γ−1)), by Minkowski inequality, Lemma 3.6 and interpolation
theorem, we have
‖I
(2)
k ‖p 6
∫
ε
8Λ
6|z|<R
‖uζk(·+ σ(·)z)− uζk(·)‖pν(dz)
+
∫
ε
8Λ
6|z|<R
‖uζk(·+ σ(yk)z)− uζk(·)‖pν(dz)
.
∫
ε
8Λ
6|z|<R
|z|s
∥∥∥∥∥supy∈Rd |uζk(·+ y)− uζk(·)||y|s
∥∥∥∥∥
p
ν(dz)
(3.8)
. ‖uζk‖Hsp
∫
ε
8Λ
6|z|<R
|z|sν(dz) . εs−α‖uζk‖Hsp
6ε‖uζk‖Wα+γp + Cε‖uζk‖p.
And
∇I
(2)
k (x) =
∫
ε
8Λ
6|z|<R
{
[∇(uζk)(x+ σ(x)z)(I +∇σ(x))−∇(uζk)(x+ σ(yk)z)]
(1− ηk(x))− [uζk(x+ σ(x)z) − uζk(x+ σ(yk)z)]∇ηk(x)
}
ν(dz)
=
∫
ε
8Λ
6|z|<R
{
∇(uζk)(x+ σ(x)z) · ∇σ(x)z (1− ηk(x))
+ [∇(uζk)(x+ σ(x)z)−∇(uζk)(x+ σ(yk)z)](1− ηk(x))
− [uζk(x+ σ(x)z) − uζk(x+ σ(yk)z)]∇ηk(x)
}
ν(dz).
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Like the estimates for ‖I
(2)
k ‖p, choosing s ∈ (d/p, 1 ∧ (α + γ − 1)), then
‖∇I
(2)
k ‖p .
∫
ε
8Λ
6|z|<R
{[
‖∇(uζk)(·+ σ(·)z)−∇(uζk)(·)‖p + ‖∇(uζk)‖p
]
· ‖∇σ‖∞|z|
+ ‖∇(uζk)(·+ σ(·)z)−∇(uζk)(·+ σ(yk)z)‖p
+ ‖∇ηk‖∞ · ‖uζk(·+ σ(·)z)− uζk(·+ σ(yk)z)‖p
}
ν(dz)
(3.8)
.ε
∫
ε
8Λ
6|z|<R
|z|s
∥∥∥∥∥supy∈Rd |∇(uζk)(·+ y)−∇(uζk)(·)||y|s
∥∥∥∥∥
p
ν(dz) +
∫
ε
8Λ
6|z|<R
|z|‖∇(uζk)‖pν(dz)
.ε‖uζk‖H1+sp 6 ε‖uζk‖Wα+γp + Cε‖uζk‖p.
So
‖I
(2)
k ‖W γp 6 ‖I
(2)
k ‖W 1p 6 ε‖uζk‖Wα+γp + Cε‖uζk‖p. (3.22)
For I
(3)
k (x), for any |z| < R, it’s not hard to see,
sup
x∈Rd
∑
k
|ζk(x+ σ(x)z)− ζk(x)|
p . |z|p, sup
x∈Rd
∑
k
|(L Rζk)(x)|
p . 1.
Hence, for any s ∈ ((α− 1) ∨ 0, α ∧ 1),(∑
k
‖I
(3)
k ‖
p
p
)1/p
6
(∑
k
∫
Rd
|u(x)|p|L Rζk(x)|
pdx
)1/p
+
∫
|z|<R
{∫
Rd
|u(x+ σ(x)z)− u(x)|p
∑
k
|ζk(x+ σ(x)z)− ζk(x)|
pdx
}1/p
ν(dz)
.‖u‖p +
∫
|z|<R
‖u‖Hsp |z|
s+1ν(dz) 6 ε‖u‖Wα+γp + Cε‖u‖p.
Similarly, we have (∑
k
‖∇I
(3)
k ‖
p
p
)1/p
6 ε‖u‖Wα+γp + Cε‖u‖p.
So, (∑
k
‖I
(3)
k ‖
p
W γp
)1/p
6
(∑
k
‖I
(3)
k ‖
p
W 1p
)1/p
6 ε‖u‖Wα+γp + Cε‖u‖p. (3.23)
Now using Lemma 3.5, combining (3.19), (3.20), (3.21), (3.22), (3.23) and choosing ε
sufficiently small and λ0 sufficiently large, we get
λ‖u‖W γp + ‖u‖Wα+γp 6 C‖f‖W
γ
p
. (3.24)
Now nultiplying both sides of (3.1) by χz, we have
λ(uχz)−L
R(uχz)− b · ∇(uχz) = gz,
where
gz := fχz + χzL
Ru−L R(uχz)− ub · ∇χz.
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We omit the subscript z below and just prove the case when α < 1. By definition,
[χL Ru−L R(uχ)](x) =
∫
|z|<R
u(x+ σ(x)z)(χ(x+ σ(x)z)− χ(x))ν(dz),
so
‖χL Ru−L R(uχ)‖p 6‖u‖∞
∥∥∥∥∫
|z|<R
[χ(·+ σ(·)z)− χ(·)]ν(dz)
∥∥∥∥
p
6C‖u‖∞.
Notice that
∇[χL Ru−L R(uχ)](x) =
∫
BR
∇u(x+ σ(x)z)(I +∇σ(x)z)(χ(x+ σ(x)z) − χ(x))ν(dz)
+
∫
BR
u(x+ σ(x)z)(∇χ(x+ σ(x)z)(I +∇σ(x)z)−∇χ(x))ν(dz),
we have
‖∇[χL Ru−L R(uχ)]‖p 6C‖∇u‖∞
∥∥∥∥∫
BR
[χ(·+ σ(·)z)− χ(·)]ν(dz)
∥∥∥∥
p
+ C‖u‖∞
∥∥∥∥∫
BR
[∇χ(·+ σ(·)z)−∇χ(·)]ν(dz)
∥∥∥∥
p
+ C‖u‖∞
∥∥∥∥∫
BR
∇χ(·+ σ(·)z) · ∇σ(x)zν(dz)
∥∥∥∥
p
6C‖u‖C1.
Thus,
‖gz‖W γp 6‖fχ‖W γp + C‖u‖C1 + C‖b‖Cβ‖u∇χ‖W γp
6C(‖f‖Wγp + ‖u‖C1 + ‖u‖Wγp ).
By (3.24), we get
‖u‖Wα+γp + λ‖u‖W
γ
p
= sup
z∈Rd
(‖uχz‖Wα+γp + λ‖u‖W
γ
p
)
6C(‖f‖Wγp + ‖u‖C1 + ‖u‖Wγp ).
By Lemma 2.3 and interpolation, for any δ > 0 there is a constant Cδ such that
‖u‖C1 6 δ‖u‖Wα+γ + Cδ‖u‖Wγ ,
so we complete our proof by choosing δ small and λ0 sufficiently large.

4. Proof of Theorem 1.1
Let N(dt, dz) be the Poisson random measure associated with Z, that is,
N((0, t]×E) =
∑
s6t
1E(∆Zs),
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where E is any compact set of Rd\{0} and ∆Zs := Zs − Zs−. The intensity measure of
N is denoted by dtν(dz). Let N˜(dt, dz) = N(dt, dz)− dtν(dz) and
N (α)(dt, dz) =

N(dt, dz), α < 1
N(dt, dz) − dt1B1(z)ν(dz), α = 1
N(dt, dz) − dtν(dz), α > 1
Recalling that
Eeiξ·Z1 = exp
[∫
Rd
(eiξ·z − 1− iξ · z(α))ν(dz)
]
,
by Le´vy-Itoˆ’s decomposition, we have
Zt =
∫ t
0
∫
Rd
zN (α)(ds, dz).
Thus, SDE (1.1) can be rewritten as
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
∫
Rd
σ(Xs−)zN
(α)(ds, dz). (4.1)
Now we are on the point to give the proof of our main results.
Proof of Theorem 1.1. (1). For the well-posedness, one can assume ν compactly sup-
ported on BR i.e. supt>0 |∆Zt| < R, otherwise, we can take τ0 := 0, τk := inf{t > τk−1 :
∆Zt > R} for any k > 1, and solve the SDE step by step.
Let u be the solution of equation:
λu−L Ru− b · ∇u = b, λ > λ0.
By Theorem 3.7, for any µ ∈ (α/2, α+ β − 1), we have u ∈ C1+µ with ‖u‖C1+µ = c(λ, µ)
and c(λ, µ) → 0 as λ → ∞. Choose λ sufficiently large so that ‖∇u‖∞ 6 1/2, thus
Φ : x 7→ x+ u(x) is a C1+µ-diffeomorphism. By a generalized version of Itoˆ’s formula(c.f.
[21]), we get
u(Xt) =u(X0) +
∫ t
0
[L Ru+ b · ∇u](Xs)ds
+
∫ t
0
∫
BR
[u(Xs− + σ(Xs−)z)− u(Xs−)]N˜(ds, dz).
Define Yt := Φ(Xt), then
Yt = Φ(Xt) = Φ(X0) +
∫ t
0
λu(Xs)ds
+
∫ t
0
∫
BR
[Φ(Xs− + σ(Xs−)z)− Φ(Xs−)]N˜(ds, dz)
= Y0 +
∫ t
0
a(Ys)ds +
∫ t
0
∫
BR
g(Ys−, z)N˜(ds, dz),
(4.2)
where
a(y) := λu(Φ−1(y));
g(y, z) :=Φ(Φ−1(y) + σ(Φ−1(y)z)− y
=u(Φ−1(y) + σ(Φ−1(y))z)− u(Φ−1(y)) + σ(Φ−1(y))z.
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It has been showed in [21] and [5] that we only need to show the well-posedness of (4.2),
in order to get the well-posedness of (4.1). Elementary calculation yields,
∇a(y) = λ∇u(Φ−1(y))∇Φ−1(y);
∇yg(y, z) =[∇u(Φ
−1(y) + σ(Φ−1(y))z)−∇u(Φ−1(y))]∇Φ−1(y)
+∇u(Φ−1(y) + σ(Φ−1(y))z) ∇σ(Φ−1(y)) ∇Φ−1(y)z
+∇σ(Φ−1(y)) ∇Φ−1(y)z.
(4.3)
Fix µ ∈ (α/2, α+ β − 1), noticing that u ∈ C1+µ with ‖u‖C1+µ = c(λ, µ), we have,
‖a‖C1+µ <∞, |g(y, z)| 6 C|z| (4.4)
and
‖∇yg(·, z)‖∞ 6‖∇u‖Cµ‖∇Φ
−1‖∞(‖σ‖∞ · |z|)
µ
+ ‖∇u‖∞‖∇σ‖∞‖∇Φ
−1‖∞|z|+ ‖∇σ‖∞‖∇Φ
−1‖∞|z|
6c(λ, µ)(1− c(λ, µ))−1
(
‖σ‖µ∞|z|
µ + ‖∇σ‖∞|z|
)
+ ‖∇σ‖∞|z|.
(4.5)
Thanks to the estimates (4.4) and (4.5), the proof for existence and uniqueness of solution
to (4.2) becomes quite standard. Indeed, let
Y 0t = Y0; Y
n+1
t = Y0 +
∫ t
0
a(Y ns )ds+
∫ t
0
∫
BR
g(Y ns−, z)N˜(ds, dz),
then by Doob’s inequality and (4.4), (4.5), we get
E sup
06s6t
|Y n+1s − Y
n
s |
2 6C‖∇a‖2∞E
∫ t
0
|Y ns − Y
n−1
s |
2ds
+ CE
∫ t
0
∫
BR
∣∣g(Y ns−, z)− g(Y n−1s− , z)∣∣2 ν(dz)ds
6C
(
‖∇a‖2∞ +
∫
BR
‖∇yg(·, z)‖
2
∞ν(dz)
)
E
∫ t
0
|Y ns − Y
n−1
s |
2ds
6C
[
1 +
∫
BR
(|z|2µ + |z|2)ν(dz)
]
E
∫ t
0
|Y ns − Y
n−1
s |
2ds
6CE
∫ t
0
|Y ns − Y
n−1
s |
2ds 6 CtE sup
06s6t
|Y ns − Y
n−1
s |
2.
Choosing T sufficiently small such that CT 6 1
2
, we get
lim
n,m→∞
E sup
06t6T
|Y nt − Y
m
t |
2 = 0. (4.6)
And notice that all the estimates above do not depends on the initial data Y0, so we
obtain that (4.6) holds for any T > 0. And the limit point Y of {Y n}n is a strong solution
to (4.2). The uniqueness for (4.2) can be obtained by using Gronwall’s inequality and
similar estimates above.
Next we show that for each t, Xt is Mallivian differentiable. Notice that ∇(Φ
−1)(y) =
(∇Φ)−1 ◦ Φ−1(y) and (∇Φ)−1 = (∇Φ)∗(det∇Φ)−1 ∈ Cµ, we get Φ−1 ∈ C1+µ. Since
Xt = Φ
−1(Yt), by Theorem 12.8 of [20], we only need to show that Yt is Mallivian differ-
entiable. And by the closability of Mallivian derivate(Lemma 2.2), the desired result can
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be obtained after we prove the following estimate:
sup
n∈N;t∈[0,T ]
‖Dr,zY
n
t ‖L2(λ×ν×P) <∞. (4.7)
Assume Y nt above is Mallivian differentiable for each t and supt∈[0,T ] ‖Dr,zY
n
t ‖L2(λ×ν×P) <
∞. By (4.4), we have
a(Y ns ) ∈ L
2(P), a(Y ns +Dr,zY
n
s )− a(Y
n
s ) ∈ L
2(λ× ν ×P).
Thanks to Theorem 12.8 of [20], we obtain a(Y ns ) ∈ D
1
2 and
Dr,za(Y
n
s ) = a(Y
n
s +Dr,zY
n
s )− a(Y
n
s ).
Similarly, by (4.4) and (4.5), we have
E
∫ T
0
∫
Rd
|g(Ys−, η)|
2ν(dη)ds <∞,
and by Itoˆ’s isometry, for any t ∈ [0, T ],
E
[∫ t
0
∫
Rd
(∫ t
0
∫
Rd
Dr,zg(Y
n
s−, η)N˜(ds, dη)
)2
ν(dz)dr
]
=E
[∫ t
0
∫
Rd
(∫ t
0
∫
Rd
[g(Y ns +Dr,zY
n
s−, η)− g(Y
n
s−, η)]N˜(ds, dη)
)2
ν(dz)dr
]
(4.5)
6 CE
[∫ t
0
∫
BR
[∫ t
0
∫
BR
‖∇yg(·, η)‖
2
∞|η|
2µ|Dr,zY
n
s−|
2ν(dη)ds
]
ν(dz)dr
]
6CE
∫ T
0
∫
BR
[∫ T
0
|Dr,zY
n
s−|
2ds
]
ν(dz)dr 6 C sup
t∈[0,T ]
‖Dr,zY
n
t ‖L2(λ×ν×P) <∞.
Thanks to Theorem 12.15 of [20], we obtain
Dr,z
∫ t
0
∫
BR
g(Y ns−, η)N˜(ds, dη)
=
[∫ t
0
∫
BR
[g(Y ns− +Dr,zY
n
s−, η)− g(Y
n
s−, η)]N˜(ds, dη) + g(Y
n
r−, z)
]
1[0,t](r).
So we obtain Y n+1t ∈ D
1
2 and for almost every r ∈ [0, t],
Dr,zY
n+1
t =g(Y
n
r−, z) +
∫ t
r
[a(Y ns +Dr,zY
n
s )− a(Y
n
s )]ds
+
∫ t
r
∫
BR
[g(Y ns− +Dr,zY
n
s−, η)− g(Y
n
s−, η)]N˜(ds, dη)
For any r ∈ [0, T ], denote
fnr = E
[∫
BR
[
sup
r6t6T
|Dr,zY
n
t |
2
]
ν(dz)
]
Again by Doob’s inequality,
fn+1r =E
[∫
BR
[
sup
r6t6T
|Dr,zY
n+1
t |
2
]
ν(dz)
]
6C
{∫
BR
‖g(·, z)‖2∞ν(dz) + ‖∇a‖
2
∞E
∫ T
r
∫
BR
|Dr,zY
n
s−|
2ν(dz)ds
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+∫
BR
E
[∫ T
r
∫
BR
‖∇yg(·, η)‖
2
∞|Dr,zY
n
s−|
2ν(dη)ds
]
ν(dz)
}
6C
{
1 + TE
[∫
BR
[
sup
r6t6T
|Dr,zY
n
t−|
2
]
ν(dz)
]
+ TE
∫
BR
[
sup
r6t6T
|Dr,zY
n
t−|
2
]
ν(dz)
∫
BR
|η|2µν(dη)
}
=C + CTfnr ,
here C is independent with n, r, T . By choosing T 6 T0 :=
1
2C
, then we have
fnr 6 C +
fn−1r
2
6 · · · 6 2C + f 0r = 2C + E
∫
BR
|Dr,zY0|
2ν(dz).
Thus,
sup
n∈N;r∈[0,T ]
E
[∫
BR
[
sup
t∈[r,T ]
|Dr,zY
n
t |
2
]
ν(dz)
]
<∞.
which implies (4.7) for sufficiently small T . For arbitrary T > T0, by the similar argument
above, we can see that
sup
n∈N;r∈[0,T ]
E
[∫
BR
[
sup
t∈[r,T ]
|Dr,zY
n
t |
2
]
ν(dz)
]
6 sup
n∈N;r∈[0,T ]
fnr
62C + sup
n∈N;r∈[0,T ]
E
∫
BR
|Dr,zY
n
T−T0 |
2ν(dz)
6 · · · 6 2C([T/T0] + 1) + sup
r∈[0,T ]
E
∫
BR
|Dr,zY0|
2ν(dz) <∞.
So we complete our proof.
(2) Choosing λ sufficiently large, by (H3), (4.5), for any z ∈ Br0 , we have
|∇yg(y, z)| 6‖∇σ‖∞|z|+ c(λ, µ)(1− c(λ, µ))
−1
(
‖σ‖µ∞|z|
µ + ‖∇σ‖∞|z|
)
6r0‖∇σ‖
−1
∞ + C · c(λ, µ) < 1,
which implies that for each z ∈ supp ν ⊆ Br0 the map y 7→ y+g(y, z) is homeomorphic and
I +∇yg(y, z) is invertible. Again by (4.5), for any z ∈ Br0, ‖∇yg(·, z)‖∞ 6 K(z) ≍ |z|
µ.
Since 2µ > α, by (H1),∫
Br0
K(z)2ν(dz) 6C
∫
Br0
|z|2µν2(dz) 6 Cr
2µ−α
0 <∞.
Notice that σ ∈ C1+δ, by (4.3) and the regularity estimates for u, one can also check that
|∇yg(y, z)−∇yg(y
′, z)| 6 L(z)|y − y′|min{δ,µ}
and L(z) ≍ |z|µ. So we also have ∫
Br0
L(z)2ν(dz) <∞.
Thanks to [14, Theorem 3.11], {Yt(x)}t>0;x∈Rd defines a C
1-stochastic flow, so does
{Xt(x)}t>0;x∈Rd . 
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Remark 4.1. By Theorem 3.4 and the proof of Theorem 1.1, one can see that if σ is
a constant invertible matrix, then the conclusions in Theorem 1.1 still hold if ν satisfies
(H1) and b ∈ C
β with β ∈ (1− α
2
, 1).
Following the argument in [24], we give the proof of Corollary 1.2. The flow property
of strong solutions will play a crucial role in this proof.
Proof of Corollary 1.2. Suppose θ solves (1.7). Denote
yt := θt + Zt, φ(t) := X1−t(yt),
where {Xt(x)}t>0;x∈Rd is the stochastic flow associated with (1.1). Recalling that there is
a full set Ω0 ⊆ Ω such that for any ω ∈ Ω0, For any t ∈ [0, 1] and δ ∈ (0, 1),
|Xt(x, ω)−Xt(y, ω)| 6 K(ω)|x− y|
δ,
here K is a integrable variable depending on δ. We will show that φ(t, ω) are constant
functions for any ω ∈ Ω0. By the above inequality, we obtain that for any ω ∈ Ω0,
|φ(t, ω)− φ(s, ω)| = |X1−t(yt(ω), ω)−X1−t(Xt−s(ys(ω), ω), ω)|
6K(ω)|yt(ω)−Xt−s(ys(ω), ω)|
δ,
(4.8)
and
|yr(ω)−Xr−s(ys(ω), ω)| =|[yr(ω)− ys(ω)]− [Xr−s(ys(ω), ω)− ys(ω)]|
=
∣∣∣∣∫ r
s
b(yu(ω))du−
∫ r
s
b(Xu−s(ys(ω), ω))du
∣∣∣∣
62‖b‖∞|r − s|.
(4.9)
Hence,
|yt(ω)−Xt−s(ys(ω), ω)| =
∣∣∣∣∫ t
s
b(yr(ω))dr −
∫ t
s
b(Xr−s(ys(ω), ω))dr
∣∣∣∣
6[b]β
∫ t
s
|yr(ω)−Xr−s(ys(ω), ω)|
βdr
(4.9)
6 C‖b‖2Cβ
∫ t
s
|r − s|βdr 6 C|t− s|1+β.
Combining (4.8) and above inequalities, we obtain
|φ(t, ω)− φ(s, ω)| 6 CK(ω)|t− s|δ(1+β), ω ∈ Ω0.
By choosing δ > (1 + β)−1, we obtain that for all ω ∈ Ω0
X1(x, ω) = φ(0, ω) = φ(1, ω) = X0(y1(ω), ω) = y1(ω).

5. Appendix
The full proof of (3.2) for general non-degenerate α-stable like operator is quite com-
plicated(c.f. [4] and [7]). He we give a simple proof for (3.2) under the assumption that
ν is symmetric.
Proof of Lemma 3.1. By the following elementary inequality:
p(a− b)(|a|p−2a− |b|p−2b) > (a|a|
p
2
−1 − b|b|
p
2
−1)2, ∀p > 2, a, b ∈ R,
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we have, ∫
Rd
f |f |p−2(−Lσf)dx
=
1
2
∫
Rd×Rd
(f(x+ σz)− f(x))(|f |p−2f(x+ σz)− |f |p−2f(x))ν(dz)dx
>
1
2p
∫
Rd×Rd
(f |f |
p
2
−1(x+ σz)− f |f |
p
2
−1(x))2ν(dz)dx
=
1
p
∫
Rd
∣∣∣(−Lσ) 12 (f |f | p2−1)∣∣∣2dx.
(5.1)
This implies the second inequality in Lemma 3.1.
Noticing that for all x ∈ [0, 1], 1 − cos x > cx2, so by (H1), for any |ξ| > (Λρ)
−1(ρ is
the constant in (H1)),
ψσ(ξ) =
∫
Rd
(1− cos(σz · ξ))ν(dz) > c
∫
|z|6(Λ|ξ|)−1
|z · σtξ|2ν(dz)
&|σtξ|2
∫
|z|6(Λ|ξ|)−1
∣∣∣∣z · σtξ|σtξ|
∣∣∣∣2 ν(dz) & |ξ|2 inf
θ∈Sd−1
∫
|z|6(Λ|ξ|)−1
|z · θ|2ν1(dz)
&|ξ|2
∫ (Λ|ξ|)−1
0
r1−αdr & |ξ|α,
and it is easy to see that
ψσ(ξ) & |ξ|
2, ∀|ξ| 6 (Λρ)−1.
By Plancherel formula,∫
Rd
∣∣∣(−Lσ) 12 (f |f | p2−1)∣∣∣2dx =∫
Rd
ψσ(ξ)
∣∣F (f |f | p2−1)(ξ)∣∣2dx
>c
∫
Rd
|ξ|α
∣∣F (f |f | p2−1)(ξ)∣∣2dx− C ∫
Rd
∣∣F (f |f | p2−1)(ξ)∣∣2dx
>c
∫
Rd
∣∣∣(−∆)α4 (f |f | p2−1)∣∣∣2dx− C ∫
Rd
|f |pdx.
(5.2)
Combing (5.1), (5.2) and using the elementary inequality:∣∣a|a| p2−1 − b|b| p2−1∣∣2 > cp|a− b|p, ∀a, b ∈ R, p > 2,
we obtain∫
Rd
f |f |p−2(−Lσf)dx >c
∫
Rd
∣∣∣(−∆)α4 (f |f | p2−1)∣∣∣2dx− C ∫
Rd
|f |pdx
=c
∫
Rd×Rd
|f |f |
p
2
−1(x)− Cf |f |
p
2
−1(y)|2
|x− y|d+α
dxdy − ‖f‖pp
>c
∫
Rd×Rd
|f(x)− f(y)|p
|x− y|d+
α
p
·p
dxdy − C‖f‖pp = c[f ]
p
α
p
,p − C‖f‖
p
p.
Now using Theorem 2.36 of [2], for any j > 0,
[∆jf ]
p
α
p
,p = ‖f‖B˙
α
p
p,p
=
∞∑
k=−∞
2αk‖∆k∆jf‖
p
p ≍ 2
αj‖∆jf‖
p
p.
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Thus,
−
∫
Rd
|∆jf |
p−2∆jfLσ∆jfdx > (c2
αj − C)‖∆jf‖
p
p.
Letting j0 = 1 + log2(C/c)/α, we get the desired result. 
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