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Introduction
Parmi les the`mes de recherche que j’affectionne, les jeux combinatoires
occupent la place la plus importante. Ils furent de´ja` au cœur de mon travail
de the`se, et je n’ai pas pu les quitter aussi facilement apre`s l’obtention de
mon doctorat. Alors, bien suˆr, si je devais chercher, je pourrais trouver plein
de raisons a` cet attachement.
1. Le sujet est original, voire sexy. Certes, je n’en suis pas au point de
comparer un jeu a` une jolie fille. Mais j’irai plus facilement aborder
une dame de cœur qu’une homographie dans C.
2. J’aime beaucoup jouer. Et faire de la recherche sur les jeux est un
alibi ide´al pour pre´tendre qu’une partie de Hex a` 16h un mardi est un
travail d’une intensite´ inou¨ıe.
3. J’ai entame´ plusieurs collaborations internationales. On n’abandonne
pas des partenaires en pleine partie.
4. Je pense que je pourrais encore en trouver quelques autres, mais cer-
tainement encore plus e´loigne´es de ma motivation premie`re.
En re´alite´, je ne vois qu’une seule vraie raison qui fait que je continue a` m’in-
vestir dans ce domaine : l’immensite´ de tout ce qu’il y reste a` faire. Je ne
m’imagine pas une seconde m’ennuyer en poursuivant mes recherches sur les
jeux, du moins dans les anne´es a` venir. On y trouve des challenges a` chaque
coin de rue. Actuellement, le de´fi le plus excitant est la construction d’une
the´orie ge´ne´rale qui fusionnerait les jeux en convention normale avec les jeux
mise`re et les jeux a` score. La communaute´ fait aussi ponctuellement e´merger
de nouveaux jeux qui stimulent une grande partie de ses membres. Parmi
les derniers best sellers : Clobber, NoGo, Clobineering... Un autre aspect
de la richesse de ce domaine, c’est qu’il de´teste l’autarcie. Il s’est presque
toujours nourri des connaissances de ses voisins. L’exemple le plus frappant
est l’usage des nombres surre´els pour la the´orie ge´ne´rale de re´solution des
jeux partisans. Merci Conway. Selon vos gouˆts et vos compe´tences, prenez le
bon jeu et partez explorer l’informatique the´orique, la the´orie des nombres,
la the´orie des graphes, la combinatoire des mots, les probabilite´s ou encore
l’intelligence artificielle. Dernier argument : les jeux abstraits ont toujours
inte´resse´ l’homme. Cela devrait garantir une source de proble`mes intaris-
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xsable.
Mais alors, pourquoi les jeux combinatoires s’ave`rent-ils plus confiden-
tiels que d’autres domaines ? Trois raisons peuvent eˆtre avance´es :
– Les jeux, c’est difficile. En effet. C’est meˆme souvent PSPACE-
difficile. C’est peu agre´able pour un chercheur de se contenter de
maigres re´sultats, et meˆme parfois de moins. Mais dans ces cas-la`,
on trouve toujours des variantes pour s’arranger.
– Les jeux, c’est pas se´rieux. C’est vrai que c¸a en jette plus de dire
qu’on bosse sur la cohomologie quantique ou l’hypothe`se de Riemann.
Essayez de lire On number and games de Conway, on en reparle apre`s.
– Les jeux, c¸a sert a` rien. Objection. C’est d’ailleurs bien plus utile
qu’une preuve de l’hypothe`se de Riemann. Les jeux, je peux en parler
facilement avec ma petite cousine de 8 ans. Je peux aussi meˆme prouver
des the´ore`mes avec elle. #mathsamodeler.
Au final, je crois que j’aime bien cette confidentialite´. Ca donne un peu l’im-
pression d’avoir trouve´ un tre´sor cache´. Ces dernie`res anne´es, j’ai examine´
une partie infime de ce tre´sor, dont voici les pie`ces essentielles :
– Les re`gles du jeu. Dans la litte´rature, c’est souvent la strate´gie
gagnante qui importe. Il est temps de´sormais de faire front et de s’in-
terroger sur la nature des re`gles et leur complexite´.
– Jeux et mots. Les deux se marient bien. Ce n’e´tait pas une e´vidence
pour moi avant mon postdoc.
– Jeux et graphes. La`, pour le coup, ce n’est pas une nouveaute´. On
sait depuis longtemps qu’un graphe est un bon outil pour mode´liser
un jeu. Ici, je m’attarderai plus sur deux autres aspects : le graphe
comme support de jeu (c’est vrai a` la fin, pourquoi toujours jouer
sur une grille rectangulaire ?), et les proble`mes de graphes dans leur
version ludique (jouer en coloriant, jouer en dominant...).
Les graphes, parlons-en. Ce sont eux qui m’ont conduit la` ou` j’en suis. Je ne
les ai rencontre´s que sur le tard (e´cole d’inge´), mais ils m’ont imme´diatement
convaincu de les suivre. Si je les ai parfois un peu mis de cote´ durant ma
the`se, ils n’ont jamais e´te´ tre`s loin. Dans mon e´quipe lyonnaise, ils les mani-
pulent sous toutes leurs formes. Ils les colorient de plein de fac¸ons diffe´rentes,
en extraient des structures particulie`res, leur appliquent des algorithmes, et
regardent aussi a` quoi ils peuvent servir dans la “vraie vie”. Depuis que
je les ai rejoints en 2008, on peut dire que je m’y suis mis officiellement.
Plus particulie`rement, il y a deux types de proble`mes sur lesquels je me suis
penche´ :
– Le placement de graphes. Ou comment combiner plusieurs graphes
donne´s dans un graphe cible, sans que leurs areˆtes ne se chevauchent.
Si la motivation initiale pour ce proble`me e´tait applique´e, c’est sous
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un angle the´orique que je l’ai aborde´.
– Les colorations distinguantes. Ou comment identifier de manie`re
unique certains e´le´ments d’un graphe (sommets, areˆtes), a` partir d’un
e´tiquetage d’autres e´le´ments. On peut envisager plein d’applications
a` ces proble`mes, notamment pour la de´tection de pannes dans les
re´seaux. Bon, entre nous, il vaut quand meˆme mieux e´viter de s’em-
baller a` ce sujet.
Voila`. Des graphes et des jeux. Vous aurez compris ce dont parlera ce manus-
crit. Mais je ne suis pas Jules Ce´sar et ce n’est pas un programme populiste.
Je vais m’atteler a` vous convaincre du bien fonde´ de ces recherches.
Organisation du document
En de´but de chaque chapitre, un court dialogue imaginaire re´sume plu-
sieurs informations sur le the`me concerne´. Rendons toutefois a` Jules ce qui
lui appartient : le droit d’auteur de ces auto-interviews appartient a` mon
directeur de the`se, Sylvain Gravier. Sylvain, tu constateras que j’ai essaye´
d’en proposer une version plus moderne que celle de ton e´poque.
Sur le contenu, ce manuscrit inte`gre plusieurs e´tats de l’art de domaines
bien cible´s, ponctue´s de plusieurs proble`mes ouverts. Pre´cisons que tous les
proble`mes ouverts mentionne´s dans les encadre´s sont selon moi accessibles.
Autrement dit, ce sont des pistes de recherche que l’on peut sugge´rer a` des
e´tudiants. Par ailleurs, j’ai choisi de ne pas inclure les preuves in extenso
des re´sultats me concernant. Celles-ci sont disponibles dans les articles de
recherche correspondants, et accessibles depuis ma page Web.
Vous trouverez ci-dessous le plan de ce document. J’espe`re que graˆce a`
lui, vous saurez ne pas vous perdre durant la lecture. Les points d’arreˆt cor-
respondent aux objets ou sujets d’e´tude rencontre´s. Les nume´ros de pages
sont indique´s entre parenthe`ses.
Vous constatez sur ce plan que le rapport est organise´ autour de trois
grands axes : dans le premier chapitre, j’aborderai les jeux combinatoires
a` suppression de tas (type Nim ou Wythoff). Si ces jeux sont fortement
e´tudie´s dans la litte´rature, nous verrons que certains auteurs optent parfois
pour des variantes aux re`gles saugrenues. Dans l’objectif de proposer une
de´finition formelle d’une “bonne” re`gle de jeu, un premier pas a e´te´ l’intro-
duction du concept d’invariance.
Dans le deuxie`me chapitre, j’explorerai le lien entre graphes et jeux com-
binatoires sous les deux angles e´voque´s plus haut. Dans un premier temps,
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j’e´voquerai les jeux combinatoires qui peuvent se jouer sur un graphe, et
de´velopperai le cas du jeu de Nim. Ensuite seront conside´re´s les parame`tres
d’optimisation de graphes dans leur version ludique. Le cas du jeu de colo-
ration sommet sera le fil conducteur de ce volet.
Le dernier chapitre sera de´die´ a` deux re´cents proble`mes de the´orie des
graphes : le plongement e´tiquete´ et les colorations distinguantes. Je n’en dis
pas plus. Surprise a` partir de la page 70.
Pour conclure, je tiens a` rassurer le lecteur : la suite du manuscrit pro-
posera une re´daction beaucoup plus conventionnelle que cette introduction.
Je crains de n’avoir pas suffisamment d’audace pour re´diger l’inte´gralite´ de
mon manuscrit sous cette forme. Bonne lecture.
Chapitre 1
De la structure des re`gles
d’un jeu combinatoire
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CHAPITRE 1. RE`GLES ET JEUX 2
1.1 Notions e´le´mentaires de la the´orie des jeux
combinatoires
Ce chapitre et le suivant traiteront de proble`mes issus de la the´orie des
jeux combinatoires (TJC). Nous rappellerons au fur et a` mesure de la lecture
les de´finitions ne´cessaires a` la bonne compre´hension de ce manuscrit.
A lire
Pour acce´der a` un e´tat de l’art plus complet, les trois livres suivants
remportent les suffrages de la communaute´ : Winnning Ways [3], Les-
sons in Play [2] et Combinatorial Game Theory [41]. Le premier cite´
est l’œuvre pionnie`re qui fait suite aux travaux de Conway au milieu
des anne´es 70. Constitue´ de quatre volumes, il contient un vaste pa-
nel de jeux avec re´solution a` l’appui. Le deuxie`me est un ouvrage tre`s
clair et pe´dagogique, utile notamment pour faire de´couvrir la TJC aux
e´tudiants. Le dernier livre, plus re´cent et plus formel, couvre avec un
spectre tre`s large les grands re´sultats du domaine. Je le vois comme un
comple´ment indispensable des pre´ce´dents.
1.1.1 De´finition d’un jeu
Les jeux combinatoires ont la spe´cificite´ d’impliquer exactement deux
joueurs, disons Le´on et Rene´e, qui jouent alternativement sans passer leur
tour. Dans l’expression des re`gles du jeu, l’information doit eˆtre totale, c.-a`-
d. qu’il n’y a ni hasard, ni information cache´e, ni choix simultane´. Le nombre
de positions de jeu doit eˆtre fini, et on ne doit pas rencontrer une position
de´ja` vue. En ce qui concerne la fin de partie, on distingue dans la litte´rature
deux fac¸ons de de´signer le vainqueur :
– la convention normale : le premier joueur qui ne peut plus jouer a
perdu,
– et la convention mise`re : le premier joueur qui ne peut plus jouer a
gagne´.
A priori, on peut supposer que le choix de convention influence peu l’ana-
lyse the´orique qui est faite d’un jeu. Il se trouve pourtant que les jeux en
convention mise`re s’appre´hendent moins aise´ment. Cela s’explique en partie
par l’absence de fonction globale pour traiter de la somme de jeux (notion
que nous aborderons assez toˆt).
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Exemple
Les jeux de type Nim sont certainement les plus repre´sentatifs de la
TJC. Par exemple, la course a` vingt, ou` deux joueurs retirent a` tour de
roˆle de une a` trois pierres d’un tas initial de vingt, est un bon exemple
pour apprivoiser le concept de strate´gie gagnante. Notons au passage
que les jeux abstraits les plus ce´le`bres (comme Othello, les e´checs ou le
Go) ne re´pondent pas a` toutes les contraintes de la de´finition, notam-
ment a` cause de la condition de victoire ou de positions pouvant eˆtre
visite´es plusieurs fois. Il en va de meˆme pour les jeux a` score, comme
le Dots and boxes. Cependant, certains auteurs ont su employer avec
succe`s certains rouages de la TJC dans la re´solution de plusieurs de ces
jeux.
Afin d’illustrer au mieux les diffe´rentes notions rencontre´es au cours de
ce chapitre, nous nous appuierons sur un jeu combinatoire “fil rouge” nomme´
Partisan EndNim [1].
Partisan EndNim
Ce jeu est de´fini par la donne´e d’une range´e de n piles de boˆıtes.
Chaque pile contient un nombre quelconque de boˆıtes. On codera un
tel jeu par un n-uplet (x1, . . . , xn), ou` les xi correspondent au nombre
de boˆıtes dans chaque pile. A son tour, Le´on retire autant de boˆıtes
qu’il veut de la pile la plus a` gauche (il diminue ainsi la valeur de x1),
et Rene´e fait la meˆme chose dans la pile la plus a` droite (diminuant
ainsi la valeur de xn). Une pile re´duite a` ze´ro disparaˆıt du jeu. Le
gagnant est le joueur qui retire la dernie`re boˆıte.
Dans la mesure ou` la donne´e d’un jeu est ne´cessairement couple´e a` une
position de de´part, on assimilera volontairement les termes “jeu” et “posi-
tion de jeu” dans la suite de ce manuscrit. E´tant donne´ un jeu, on appelle
options l’union des jeux accessibles en un seul coup par l’un ou l’autre des
deux joueurs. Par exemple, pour le jeu Partisan EndNim, les options de
(1, 2, 2) sont (1, 2, 1), (1, 2) et (2, 2).
Formellement, un jeu G sera de´fini re´cursivement par la donne´e de ses
options. Plus pre´cise´ment, on notera G = {GL | GR}, ou` GL (resp. GR) cor-
respond aux options de Le´on (resp. Rene´e). Cette de´finition peut se traduire
par la construction d’un arbre oriente´ ordonne´ (dit arbre de jeu), qui, a` par-
tir de G, e´nume`re l’ensemble de ses options, ainsi que toutes les options qui
en de´coulent jusqu’a` la fin de la partie. Cet arbre est ordonne´ dans la mesure
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ou` pour chaque nœud position, on fera la distinction entre ses fils gauches
(options de Le´on), et ses fils droits (options de Rene´e). La figure 1.1 illustre
un tel arbre pour le jeu (1, 2, 2) de Partisan EndNim. Notons que cette
correspondance entre un jeu et son arbre permet de conside´rer deux jeux
comme identiques si leurs arbres respectifs sont les meˆmes.
1.1.2 Les issues
Quels sont les cas de figure possibles lorsque l’on recherche le gagnant
d’un jeu ? On se placera ici dans le contexte des jeux en convention normale,
mais les arguments restent similaires en convention mise`re. Les nœuds de
l’arbre qui n’ont aucun fils correspondent au jeu { | }. Ce jeu est favorable
au second joueur, dans la mesure ou` le premier joueur est bloque´. On ap-
pellera ce type de position favorable au second joueur une P -position. Un
autre exemple de P -position est le jeu (n, n), ou` le second joueur peut tou-
jours imiter le coup du premier joueur et ainsi prendre la dernie`re boˆıte.
A contrario, tous les jeux favorables a` celui qui commence sont appele´s des
N -positions. C’est le cas par exemple des jeux Partisan EndNim avec
une seule pile : le premier joueur gagne en prenant toutes les boˆıtes de la
pile. On rencontre e´galement des jeux qui sont tout le temps favorables a`
Le´on (resp. Rene´e), inde´pendamment de qui commence. On notera ce type
de jeu L (resp. R). Par exemple, le jeu (2, 1) est L puisque Le´on en com-
menc¸ant peut donner la position (1, 1) qui sera de´favorable a` Rene´e. Et si
Rene´e de´bute, elle donnera une pile de deux boˆıtes a` Le´on qui gagnera.
Il est relativement e´le´mentaire [2] de constater que la repre´sentation
arborescente de´crite plus haut permet de conclure que tout jeu est ne´ces-
sairement de l’une des quatre formes suivantes : P , N , L ou R . Dans la
litte´rature, on appelle cette valeur l’issue d’un jeu G, qu’on notera o(G).
Nous garderons ce terme dans notre manuscrit, dans la mesure ou` ses tra-
ductions possibles nous semblent peu pertinentes. L’existence de seulement
quatre issues possibles se justifie par la proprie´te´ ci-dessous.
Proposition 1. Un nœud d’un arbre de jeu sera e´tiquete´ :
– P si ses fils gauches sont tous N ou R et ses fils droits sont tous N ou
L .
– N si au moins un fils gauche est L ou P et au moins un fils droit est
R ou P .
– L si au moins un fils gauche est L ou P et ses fils droits sont tous N ou
L .
– R si ses fils gauches sont tous R ou N et au moins un fils droit est
R ou P .
Cette proprie´te´ engendre ainsi une proce´dure re´cursive qui permet d’e´ti-
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Figure 1.1 – Arbre de jeu pour la position (1, 2, 2) de Partisan EndNim
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queter tous les nœuds d’un arbre de jeu, en partant des feuilles. Sur l’exemple
de la figure 1.1, on montre ainsi que la position de de´part (1, 2, 2) est une
N -position. Notons que dans cet arbre, les positions vides ont e´te´ omises
pour ne pas alourdir le sche´ma. Les feuilles sont ici les positions a` un seul
tas, qui sont de type N .
Remarque
Il n’y a donc jamais de partie de nulle dans un jeu combinatoire !
Ce type d’issue peut apparaˆıtre de`s lors qu’on s’autorise a` rencontrer
plusieurs fois une meˆme position de jeu : il s’agit des jeux loopy, qui
ne font pas a` proprement parler partie des jeux combinatoires.
E´tant donne´ un jeu G, la de´termination de son issue est l’objet d’e´tude
privile´gie´ par le chercheur. C’est souvent un pre´requis ne´cessaire au calcul
d’une strate´gie gagnante, qui elle consiste a` exhiber a` chaque tour de jeu
un coup conduisant a` l’issue pre´vue. Si l’algorithme de´crit ci-dessus calcule
bien l’issue d’un jeu quelconque, on ne peut toutefois pas se satisfaire de
sa complexite´. En effet, l’arbre de jeu ne faisant pas partie de l’instance, sa
taille est bien souvent une fonction exponentielle de l’entre´e. Par exemple
pour Partisan EndNim, une instance (x1, . . . , xn) a pour taille
∑n
i=1 log xi,
alors que le taille de l’arbre de jeu peut elle eˆtre doublement exponentielle.
Plus ge´ne´ralement, il s’ave`re que pour un grand nombre de jeux, le calcul
de l’issue est un proble`me PSPACE ou EXPTIME-complet [35]. Dans
certains cas, si l’issue est de´cidable en temps polynomial (parfois meˆme en
temps constant comme pour Chomp ou Hex), la recherche d’une strate´gie
gagnante polynomiale reste un proble`me ouvert.
1.1.3 Impartiaux et partisans
En fonction des re`gles, l’univers des jeux combinatoires se partage en
deux grande familles : les jeux impartiaux et les jeux partisans. Les pre-
miers sont les jeux pour lesquels les options GL et GR sont identiques, et
ceci a` n’importe quel moment de la partie. Tous les autres jeux sont dits
partisans. Dans la litte´rature, les jeux impartiaux ont e´te´ les premiers a` eˆtre
aborde´s dans le cadre d’une re´solution mathe´matique. Le premier a` avoir e´te´
comple`tement re´solu est le jeu de Nim [4] en 1905. On peut le voir comme
une variante de Partisan EndNim ou` les deux joueurs peuvent retirer des
boˆıtes dans n’importe quel tas.
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Nim
Ce jeu est de´fini par la donne´e de n tas de jetons. Chaque tas contient
un nombre quelconque de jetons. A` tour de roˆle, les deux joueurs re-
tirent autant de jetons qu’ils veulent, dans un seul tas. Celui qui prend
le dernier jeton gagne la partie.
Comme les options sont les meˆmes pour les deux joueurs, l’arbre d’un
jeu impartial est comple`tement syme´trique. Par conse´quent, les issues L et
R n’apparaissent jamais (cf. Proposition 1) et seules les issues P etN existent.
Bien souvent, on choisira plutoˆt de repre´senter un jeu impartial par une ver-
sion de l’arbre de jeu prive´ de ses doublons, sans faire de distinction entre
les coups de Le´on et Rene´e. On l’appellera graphe de jeu. Les nœuds de
ce graphe sont ceux de l’arbre de jeu ou` les doublons ont e´te´ retire´s, et on
mettra un arc entre deux nœuds s’il existe un coup possible entre les deux
positions correspondantes. Un exemple est fourni par la figure 1.2 pour le jeu
de Nim (1, 2, 2). La Proposition 1 se simplifie alors et on a la caracte´risation
suivante des P - et N -positions d’un jeu impartial :
– Un jeu est P si toutes ses options sont N .
– Un jeu est N s’il admet une option P .
Figure 1.2 – Graphe de jeu pour la position (1, 2, 2) de Nim
En d’autres termes, cela signifie que l’ensemble des positions P d’un jeu
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impartial forme un noyau du graphe, c.-a`-d. un ensemble stable et absor-
bant : deux sommets P ne sont jamais voisins, et depuis tout sommet non P ,
il existe un arc vers un sommet P . Puisque le graphe d’un jeu combinatoire
est sans circuit, cet ensemble est unique et son calcul peut se faire en temps
polynomial par rapport a` la taille du graphe. Cependant, la simplification
apporte´e par cette mode´lisation des jeux impartiaux reste insuffisante dans
de nombreux cas. En effet, la taille des graphes de jeux reste souvent une
fonction exponentielle de la taille des instances.
1.1.4 Somme de jeux
Certains jeux posse`dent une proprie´te´ remarquable, a` savoir qu’ils sont
de´composables en plusieurs sous-jeux inde´pendants. Dans le cas des jeux en
convention normale, la re´solution de chacun de ces sous-jeux peut conduire a`
la re´solution du jeu global. Par exemple, prenons une position G = (2, 2, 6, 6)
du jeu de Nim. On peut voir ce jeu comme la composition des positions
G1 = (2, 2) et G2 = (6, 6). Jouer au jeu G revient a` choisir de jouer soit sur
G1, soit sur G2 a` chaque tour. On parlera alors de somme de jeux, et on
notera G = G1 +G2. Plus formellement, on peut de´finir la somme de deux
jeux G et H par :
G+H = {GL +H, G+HL |G+HR, GR +H}
En convention normale, ce type de de´composition en somme est pertinent
dans le cas ou` les issues des sous-jeux sont connues. Par exemple, la somme
de deux jeux P est elle-meˆme P . En effet, quelle que soit la composante
choisie par le premier joueur a` chaque tour de jeu, le second joueur pourra
toujours appliquer sa strate´gie gagnante sur cette composante ; il jouera
ainsi le dernier coup de la partie. Sur l’exemple pre´ce´dent, les jeux G1 et G2
sont clairement P (le second joueur pouvant a` chaque tour imiter le coup du
premier joueur sur l’autre tas). Par conse´quent, le jeu G est lui-meˆme P .
Avec le meˆme type d’argument, on montre que la somme d’un jeu G
avec un jeu P posse`de un issue identique a` celui de G. On peut meˆme aller
plus loin pour obtenir la table suivante :
+ P N L R
P P N L R
N N ? N ou L N ou R
L L L ou N L ?
R R R ou N ? R
Table 1.1 – Issues des sommes de jeux
On remarque dans cette table que les cas proble´matiques sont ceux cor-
respondant aux sommes L+ R , ainsi que N + N . Dans de telles situations,
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la simple connaissance des issues des termes n’est pas suffisante pour de´duire
l’issue de la somme. Les cas N + L et N + R ont e´galement plusieurs issues
possibles. Dans les anne´es 1970, les travaux de Conway [10] ont donne´ nais-
sance a` une the´orie mathe´matique qui permet d’appre´hender ces cas ouverts.
L’ide´e principale est d’affiner la caracte´risation avec les issues en attribuant a`
tout jeu une valeur prise dans un ensemble e´tendu des nombres surre´els. Mo-
ralement, cette valeur correspond au nombre de coups d’avance que posse`de
Le´on sur Rene´e. Les jeux L auront des valeurs strictement positives, alors
que les jeux R seront strictement ne´gatifs. Plus formellement, une structure
de groupe abe´lien a e´te´ donne´e a` l’ensemble des jeux. Au vu de la table ci-
dessus, on imagine aise´ment que l’e´le´ment neutre est P . Il prendra la valeur
0. En plus de la somme, la notion d’oppose´ d’un jeu (−G), d’e´galite´ entre
jeux, ainsi qu’une relation d’ordre partiel ont e´te´ de´finies dans ce cadre. Les
livres mentionne´s en de´but de chapitre, en particulier [2, 41], permettent de
bien comprendre la construction de cette the´orie.
Bien que l’alge`bre ainsi de´finie constitue un outil puissant, notamment
pour re´soudre la somme de jeux, la de´termination de la valeur d’un jeu dans
un temps raisonnable reste un challenge dans de nombreux cas.
Remarque
Dans le cas des jeux en convention mise`re, il n’existe actuellement
pas de the´orie e´quivalente, dans la mesure ou` il n’y a pas d’e´le´ment
neutre naturel pour la somme de jeux. Cependant, les re´cents tra-
vaux de Plambeck et Siegel (repris dans [41]) sur les quotients mise`re
constituent une vraie avance´e dans la compre´hension de ces jeux. Par
ailleurs, on notera qu’il existe dans la litte´rature d’autres sommes
de jeux [10] (on peut jouer dans toutes les composantes en meˆme
temps par exemple), mais celles-ci ont e´te´ tre`s peu conside´re´es dans
la litte´rature. Re´cemment, Guignard et Sopena les ont remises au
gouˆt du jour [40].
1.1.5 Nimbers et fonction de Grundy
Dans le cas des jeux impartiaux, la Table 1.1 permet de constater que la
somme de deux jeux N est inde´termine´e, autrement dit il peut s’agir d’un
jeu P comme d’un jeu N . Par exemple, le jeu de Nim a` un tas non vide
est clairement N . Et la somme de deux tas de Nim (a, b) est P si a = b, et
N sinon. Si on sait de´ja` que tous les jeux P ont une valeur 0, quelles valeurs
peuvent prendre les jeux N ?
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Dans l’alge`bre de Conway, deux jeux G et H qui ont la meˆme valeur
(on dira G = H) satisfont la proprie´te´ o(G + H) = P. On entend cette
proprie´te´ en cela qu’a` chaque tour, le second joueur a toujours un coup
e´quivalent a` celui du premier joueur sur l’autre composante, ou alors il peut
jouer sur la meˆme composante et le ramener dans un e´tat similaire. Selon
cette re`gle, le simple exemple du jeu de Nim montre que tous les jeux a`
un tas ont des valeurs diffe´rentes. Il a alors e´te´ choisi de donner la valeur
∗i au tas de taille i. Ces valeurs sont appele´es nimbers dans la litte´rature.
Dans la the´orie de Conway, les nimbers ne sont pas des nombres re´els mais
plutoˆt des ordinaux. Leur de´finition formelle est la suivante : le nimber ∗0
est confondu avec 0, et :
∗(n+ 1) = {0, ∗1, . . . , ∗n | 0, ∗1, . . . , ∗n}
L’un des re´sultats fondateurs de la the´orie des jeux impartiaux est le
the´ore`me de Sprague-Grundy [42], qui affirme que tout jeu impartial dont
les options sont des nimbers est lui-meˆme un nimber. De plus, la valeur de
ce nimber est comple`tement de´termine´e :
The´ore`me 2 (Sprague et Grundy [42]). Soit G un jeu impartial tel que
G = {a, b, c . . . | a, b, c . . .},
ou` a, b, c . . . sont tous des nimbers. Alors G est le nimber Mex{a, b, c . . .},
c.-a`-d. le plus petit nimber qui n’est pas dans l’ensemble {a, b, c . . .}.
D’apre`s la de´finition re´cursive d’un jeu, ce the´ore`me assure donc que
tous les jeux impartiaux ont une valeur qui est un nimber. Par conse´quent,
il s’ave`re que le jeu de Nim est un jeu de re´fe´rence pour les impartiaux,
puisque tout jeu impartial est e´gal a` un tas de Nim. La fonction qui associe
a` un jeu impartial son nimber est appele´e fonction de Grundy, on la notera G.
On conside`re souvent que la connaissance de cette fonction (via une formule,
ou du moins un algorithme polynomial) pour toutes les positions d’un jeu
impartial est l’objectif le plus ambitieux dans la re´solution de ce jeu.
Dans le cas du jeu de Nim, l’expression de la fonction de Grundy est tre`s
e´le´gante, comme l’illustre cet ancien re´sultat [12] :
The´ore`me 3 (Bouton [12]). E´tant donne´e une position (x1, . . . , x`) du jeu
de Nim, on a
G(x1, . . . , x`) = x1 ⊕ · · · ⊕ x`
ou` ⊕ correspond a` l’addition binaire sans retenue.
Dans la litte´rature, on appelle plus commune´ment ⊕ l’ope´rateur de Nim-
somme.
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1.2 Qu’est-ce qu’une “bonne” re`gle de jeu ?
La plupart des travaux dans le domaine des jeux combinatoires portent
sur la complexite´ algorithmique de calcul de la valeur d’un jeu. Dans les cas
complexes, les chercheurs se concentrent sur des positions de jeu particulie`res
(fins de partie de Go par exemple), le simple calcul de l’issue, ou alors
sur certaines proprie´te´s structurelles (comme par exemple une e´ventuelle
pe´riodicite´ de la fonction de Grundy). Dans tous les cas, ces recherches
portent sur la re´solution du jeu a` proprement parler.
Ce choix est tout a` fait naturel et compre´hensible. Toutefois, on peut se
demander dans quelle mesure l’e´tude de tel ou tel jeu me´rite d’eˆtre mene´e.
Dans la litte´rature de la TJC, un grand nombre de jeux n’a pas ou peu
d’inte´reˆt ludique. En effet, la convention de fin de partie empeˆche souvent
d’avoir un sentiment de controˆle, si ce n’est avant les tout derniers coups.
Fort heureusement, leur re´solution fait intervenir des outils mathe´matiques
souvent remarquables et parfois inattendus. Certains jeux sont aussi la` pour
illustrer des valeurs rares (jeux all-small par exemple, cf. [3]), faisant ainsi
progresser la connaissance de la the´orie ge´ne´rale. Dans [27], Fraenkel qua-
lifie de tels jeux de MathGames. Ces jeux perdent leur inte´reˆt de`s lors que
la re´solution est ave´re´e. C’est par exemple le cas du jeu de Nim, bien que
son aspect ludique ne soit pas nul dans les premie`res parties. Au contraire,
il existe des jeux pour lesquels c’est le plaisir de jouer qui prime. Ce sont
des jeux aux re`gles simples, pour lesquels une re´solution totale n’est pas
envisageable, mais ou` les joueurs ont le sentiment de pouvoir de´tecter si
une position donne´e leur est favorable ou non. On les appelle PlayGames.
Notons que les aspects MathGame et PlayGame ne sont pas ne´cessairement
contradictoires. Certains jeux partisans semblent re´unir les deux aspects,
dans la mesure ou` le mathe´maticien sait donner la valeur de certaines posi-
tions, sans pour autant eˆtre capable de re´soudre le jeu dans son inte´gralite´.
Le joueur peut alors chercher a` de´composer un jeu en somme de sous-jeux
qu’il sait lui eˆtre favorables, dans l’optique d’accumuler des coups d’avance
sur son adversaire. On peut citer par exemple NoGo, Snort, Fox and
Geese...
De leur coˆte´, les jeux impartiaux font toujours partie des MathGames,
dans la mesure ou`, par de´finition, les joueurs ne peuvent jamais avoir le
sentiment d’avoir des coups d’avance sur l’adversaire. Par conse´quent, c’est
leur re´solution mathe´matique qui est le moteur de l’e´tude de ces jeux. Dans
certains cas, les chercheurs ont donc abandonne´ l’ide´e de proposer des re`gles
e´le´gantes, puisque l’inte´reˆt n’est clairement pas d’y jouer. On peut alors
trouver dans la litte´rature des jeux comme ceux-ci :
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Rat [30]
E´tant donne´s trois tas de jetons de tailles x, y, et z (qu’on re´ordonnera
a` chaque tour de sorte que x ≤ y ≤ z), chaque joueur retire k, l et m
jetons des trois tas a` condition que l’une des contraintes suivantes soit
respecte´e :
– au moins l’une des trois valeurs k, l ou m est nulle (mais pas les
trois simultane´ment),
– les trois valeurs sont non nulles et |k − l| < a, ou`
a =
{
1 si y − x 6≡ 0 (mod 7)
2 sinon,
– les trois valeurs sont non nulles et |k −m| < b, ou` b = 3 si u = w et
sinon :
b =
{
5 si w − u 6≡ 4 (mod 7)
6 sinon
ou` u = min{x− k, y − l, z −m} et w = max{x− k, y − l, z −m}.
Erosion [2]
Une position est un couple (l, r) d’entiers positifs. A` son tour, Le´on
joue vers (l − r, r) si l > r. Rene´e joue vers (l, r − l) si r > l. On joue
en convention normale.
La lecture des papiers associe´s a` ces jeux [2, 30] montre que la de´ter-
mination de leurs issues est une recherche digne d’inte´reˆt (l’objectif n’est
pas de donner la solution de ces jeux ici). Par ailleurs, les re`gles e´nonce´es en
font clairement des MathGames, mais pour des raisons diffe´rentes : les re`gles
du jeu Rat ne le rendent pas jouable car trop complique´es, alors que celles
d’Erosion sont e´le´gantes, mais ne proposent qu’une seule option a` chaque
joueur !
En suivant ces exemples, on pourrait alors chercher a` re´soudre n’importe
quel jeu, tant que la strate´gie de re´solution est belle. On sent bien les limites
d’un telle affirmation, d’autant plus qu’a` la lecture de certains articles, on
s’aperc¸oit meˆme que les re`gles du jeu ont e´te´ confectionne´es en amont, dans
le but de correspondre a` une fonction de Grundy pre´de´termine´e. Ce fut le
cas notamment de certains de mes travaux [16, 17], ou` l’utilisation de la
combinatoire des mots dans le calcul des ze´ros de la fonction de Grundy
repre´sente une contribution supe´rieure a` la re´solution du jeu lui-meˆme. Les
jeux de Rat [30], Raleigh [26], le Flora game [25] sont d’autres illustra-
tions de cette de´marche “inverse´e”, ou` une caracte´risation polynomiale des
issues passe par des outils sophistique´s comme le de´veloppement de re´els en
CHAPITRE 1. RE`GLES ET JEUX 13
fraction continue.
En poussant plus loin le raisonnement, on s’aperc¸oit qu’il est possible
de de´finir des jeux avec des re`gles diffe´rentes, mais ayant les meˆmes issues
ou la meˆme fonction de Grundy. Prenons par exemple le jeu de Wythoff
[43] de´crit ci-dessous. Il s’agit d’une variante du jeu de Nim sur deux tas, et
personne ne contredira la simplicite´ de ses re`gles. Les P -positions de ce jeu
sont par ailleurs remarquables [24, 43].
Wythoff [43]
On dispose de deux tas de jetons. Chaque tas contient un nombre
quelconque de jetons. A` tour de roˆle, les deux joueurs retirent autant
de jetons qu’ils veulent dans un seul tas, ou bien le meˆme nombre
de jetons dans les deux tas. Celui qui prend le dernier jeton gagne la
partie.
Conside´rons maintenant le jeu Wytmoch de´fini ainsi :
Wytmoch
On dispose de deux tas de jetons. Chaque tas contient un nombre
quelconque de jetons, disons a et b avec a ≤ b. Le jeu est impartial et
les coups autorise´s sont les suivants :
– Si (a, b) est de la forme (bn(1+
√
5)
2 c, bn(3+
√
5)
2 c) pour un certain entier
n, alors le joueur enle`ve un jeton dans le tas de son choix.
– Sinon, le joueur retire tous les jetons des deux tas.
Celui qui prend le dernier jeton gagne la partie.
On ne peut pas dire que les re`gles de ce jeu soient tre`s excitantes : une
seule option a` chaque tour, et une condition peu agre´able a` tester. Pourtant,
toutes les positions de Wythoff et Wytmoch ont exactement les meˆmes
issues. Meˆme s’il nous semble naturel de dire que les re`gles du premier sont
“meilleures” que celles du second, comment pourrait-on formaliser cette af-
firmation ? De meˆme, pour le jeu Rat, aurait-on pu trouver des re`gles plus
abordables qui produiraient la meˆme se´quence d’issues ? On peut avancer
un argument supple´mentaire en remarquant la proprie´te´ suivante :
Proposition 4 (D. et Rigo [15]). Pour tous ensembles disjoints P,N,L,R
de positions, on peut toujours trouver un jeu dont les ensembles d’issues
P,N ,L,R correspondent respectivement a` P,N,L,R.
Preuve. Il suffit de choisir pour ce jeu les re`gles suivantes :
– Les positions de P sont finales.
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– Depuis une position de N , les deux joueurs peuvent jouer vers une
position de P .
– Depuis une position de L, Le´on peut jouer vers une position de P et
Rene´e n’a aucune option.
– Depuis une position de R, Le´on est bloque´ et Rene´e peut jouer vers
une position de P .
Bien entendu, les re`gles de ce jeu ge´ne´rique de´coulent directement de
la Proposition 1. Le jeu Wythmoch a e´galement e´te´ construit de cette
fac¸on. A` l’e´vidence, ce type de jeu qui inte`gre directement les issues dans
la de´finition de ses re`gles ne peut pas eˆtre satisfaisant. Cela renforce le fait
que de telles re`gles ne peuvent pas eˆtre mises sur le meˆme plan que d’autres,
plus simples, comme celles de Wythoff ou Erosion. Dans ce cas, comment
de´finir une e´chelle de qualite´ des re`gles d’un jeu ?
Il faut savoir qu’actuellement, il n’existe aucune e´tude qui traite de la
nature et de la complexite´ des re`gles d’un jeu. Notre objectif ici est de faire
un premier pas dans cette direction. Nous choisirons comme premier ob-
jet d’e´tude les jeux de suppression sur tas (type Nim, Wythoff...), car
ils repre´sentent une grande famille des jeux combinatoires, et encore plus
conse´quente parmi les impartiaux. De plus, la simplicite´ du codage des po-
sitions pour ces jeux, c.-a`-d. un n-uplet d’entiers, facilite l’expression des
re`gles.
1.3 Vers une formalisation des re`gles de jeu : l’ex-
emple des jeux de suppression sur tas
La litte´rature sur les jeux de suppression sur tas est tre`s riche. Dans
cette section, nous allons voir quels genres de re`gles ont e´te´ propose´es par
les chercheurs pour de´finir ce type de jeu, tout en proposant une premie`re
classification. Nous nous limiterons au cas des jeux impartiaux. Toutefois,
les caracte´ristiques mentionne´es plus loin s’e´tendent naturellement aux jeux
partisans, en conside´rant qu’il existe deux types de coup : ceux de Le´on et
ceux de Rene´e. Dans la suite, une position d’un jeu de suppression sur tas
sera note´e (x1, . . . , xn), ou` n est le nombre de tas, et pour tout 1 ≤ i ≤ n,
xi ≥ 0 est le nombre de jetons dans le tas nume´ro i. Une option d’un tel
jeu sera elle-meˆme un m-uplet (y1, . . . , ym) satisfaisant
∑m
i=1 yi <
∑n
i=1 xi.
La position (0, . . . , 0) est une position finale (ce n’est pas ne´cessairement la
seule).
1.3.1 Les jeux a` nombre de tas constant
C’est le terme que j’ai retenu pour de´crire les jeux satisfaisant n = m,
autrement dit le nombre de tas reste inchange´ jusqu’a` la fin de la partie
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(quitte a` ce que certains tas soient vides). Formellement, ces jeux peuvent
eˆtre de´finis a` partir de la donne´e d’une fonction boole´enne f :
f : Nn × Nn → {VRAI, FAUX}
(G,H) 7→ f(G,H)
G et H correspondent ici a` deux positions de jeu, et f(G,H) sera e´value´
a` VRAI si et seulement si H est une option de G. Ainsi, la simple donne´e
d’une telle fonction suffit pour de´finir les re`gles de ces jeux. Elle re´pond
a` la question suivante : e´tant donne´e une position de de´part G, et une
position d’arrive´e H, a-t-on le droit de jouer de G vers H ? Certains jeux
susmentionne´s font clairement partie de cette famille. Par exemple, pour
Wythoff, on a :
fWythoff(G,H) = VRAI ⇔ G−H ∈ {(0, k), (k, 0), (k, k) : k > 0},
ou` G−H est la diffe´rence membre a` membre des n-uplets G et H.
Pour le jeu de Nim, cette fonction est la suivante :
fNim(G,H) = VRAI ⇔ G−H ∈ {kei : k > 0, 1 ≤ i ≤ n}
ou` ei est le i
eme vecteur unitaire de longueur n.
D’ailleurs, ces deux jeux ont une ge´ne´ralisation naturelle qui consiste a`
soustraire a` un n-uplet un autre n-uplet faisant partie d’une liste autorise´e.
Cette ge´ne´ralisation a e´te´ propose´e par Golomb [33], sous le nom de Vec-
tor subtraction Game :
Vector Subtraction Game [33]
Une position est un n-uplet (x1, . . . , xn) d’entiers positifs ou nuls. Soit
C un sous-ensemble non vide de Nn \ 0. Chaque joueur a` tour de roˆle
soustrait un n-uplet de C a` la position courante, de sorte que le re´sultat
reste une position de jeu. On joue en convention normale.
Par conse´quent, on en de´duit directement la fonction qui re´git les re`gles
de ce jeu :
fVector Subtraction Game(G,H) = VRAI ⇔ G−H ∈ C
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Remarque
Dans la litte´rature, plusieurs papiers ont conside´re´ des instances par-
ticulie`res de ce jeu, en choisissant des ensembles C bien pre´cis. C’est
le cas de nombreuses variantes de Wythoff, comme Wythoff
ge´ne´ralise´ [24], Wythoff sur plusieurs tas [12], Maharadja Nim
[38], Wyt(a,b) [34], ou encore Generalized Diagonal Wythoff
Nim [36].
Re´cemment, Fraenkel a de´fini le jeu Mark [28] qui se joue sur un seul
tas (une position de jeu sera de´crite par un entier), et dont les re`gles sont
donne´es par :
fMark(G,H) = VRAI ⇔ H = G− 1 ou H = bG
2
c
On remarque que dans cet exemple, la seule connaissance de la diffe´rence
G−H ne suffit pas a` de´cider si le coup est autorise´ ou non. Dans la meˆme
ligne´e, le jeu Rat ve´rifie la meˆme proprie´te´, tout comme Greedy Nim [2],
qui est une variante de Nim ou` les joueurs ne peuvent retirer des jetons que
dans le tas le plus rempli.
Malgre´ ses re`gles de´cevantes, le jeu Wytmoch fait e´galement partie de
cette famille. Dans son cas, le calcul de la fonction f n’est pas donne´ par
une formule succincte mais il reste polynomial, puisque de´cider si un couple
(x1, x2) est de la forme (bk(1+
√
5)
2 c, bk(3+
√
5)
2 c) peut se faire en temps polyno-
mial [24]. De plus, la Proposition 4 reste vraie pour les jeux impartiaux de
suppression sur tas : e´tant donne´e une se´quence P de n-uplets de Nn incluant
0, on peut toujours trouver un jeu de suppression (a` nombre de tas constant)
dont l’ensemble des P -positions correspond exactement a` P . De plus, si P
est caracte´risable en temps polynomial, il en va de meˆme pour le calcul de
la fonction f associe´e a` ce jeu. Par conse´quent, afin de diffe´rencier les jeux
de cette famille selon leurs re`gles, la complexite´ de calcul de f ne pouvait
eˆtre le crite`re retenu. Une grille de lecture qui nous a semble´ inte´ressante est
de distinguer les jeux pour lesquels la donne´e de G−H est suffisante pour
de´cider si un coup est autorise´ ou non. En d’autres termes, on va s’inte´resser
aux jeux pour lesquels il existe une fonction f ′ : Nn → {VRAI, FAUX} telle
que :
f(G,H) = VRAI⇔ f ′(G−H) = VRAI
Selon cette de´finition, on peut conside´rer la fonction f ′ comme une fonction
de ”coup” : e´tant donne´ un n-uplet c, quelle que soit la position de de´part
G, soustraire c a` G est-il autorise´ ou non ? Dans [15], nous avons qualifie´
d’invariantes les re`gles de tels jeux, dans le sens ou` les coups autorise´s ne
de´pendent ni de la position de de´part, ni de la position d’arrive´e (on gardera
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cependant la contrainte que ces positions doivent rester le´gales, c.-a`-d. des
n-uplets d’entiers positifs).
L’introduction des re`gles invariantes permet de re´pondre a` plusieurs
proble`mes mentionne´s pre´ce´demment. Tout d’abord, elle permet de dif-
fe´rencier des jeux tels que Wythoff et Wytmoch (qui, pour rappel, ont
des issues identiques) : le premier a des re`gles invariantes, de part l’existence
de la fonction f ′ de´crite plus haut. Les re`gles du second ne le sont pas. En
effet, soustraire (0, 1) est autorise´ depuis la position (3, 5), alors que c’est un
coup interdit depuis (8, 8). Ensuite, la Proposition 4 applique´e aux jeux im-
partiaux de suppression sur tas a` nombre de tas constant n’est plus vraie si
l’on impose que les re`gles du jeu soient invariantes. Afin d’illustrer ce propos,
prenons pour P un ensemble de couples incluant (0, 0), (1, 2), (3, 5), (4, 6). Il
n’existe aucun jeu de suppression sur tas aux re`gles invariantes ayant P
comme ensemble de P -positions, puisque depuis la position (1, 1), on doit
pouvoir jouer vers (0, 0), alors que depuis (4, 6), on ne peut pas soustraire
(1, 1) (sous-peine de violer la contrainte de stabilite´ des P -positions).
En fonction de cette notion d’invariance, nous avons pu proposer une
premie`re classification des re`gles des jeux impartiaux de suppression a` nombre
de tas constant. En particulier, plusieurs jeux de la litte´rature trouvent place
dans cette de´finition, comme l’illustre la Table 1.2 (qui n’est sans doute pas
exhaustive, mais qui couvre un large ensemble de travaux, notamment sur
les dernie`res anne´es).
Il est clair que la notion d’invariance n’est qu’un premier pas dans la di-
rection souhaite´e. Si la plupart des jeux aux re`gles invariantes du tableau
ci-dessus ont une fonction f ′ qui s’exprime facilement, notre de´finition ne
tient pas compte de la complexite´ algorithmique de celle-ci. D’ailleurs, le jeu
Wyt(f) [31] illustre ce propos en introduisant une variante tre`s ge´ne´rique
de Wythoff, ou` un coup est autorise´ s’il est borne´ par une fonction de
lui-meˆme.
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Re`gles invariantes
Jeu Auteurs Nombre de tas
Nim Bouton, 1905 [12] illimite´
Wythoff Wythoff, 1907 [43] 2
Vec. Sub. Game Golomb, 1966 [33, 12] illimite´
Wythoff ge´ne´ralise´ Fraenkel, 1982 [24] 2
Euclid Fraenkel, 2005 [23] 2
Wyt(a,b) Gurvich, 2012 [34] 2
Wyt(f) Fraenkel et Tanny, 2013 [31] 2
Maharadja Nim Larsson et Wa¨stlund [38] 2
Re`gles non invariantes
Jeu Auteurs Nombre de tas
Prim and Dim Berlekamp et al., 1981 [3] 1
EndNim Albert et Nowakowski, 2001 [1] illimite´
Greedy Nim Albert et al., 2007 [2] illimite´
Raleigh Fraenkel, 2007 [26] 3
Fibonacci Game Ducheˆne et Rigo, 2008 [16] 3
EndWythoff Fraenkel et Reisner, 2009 [30] illimite´
Flora Fraenkel, 2010 [25] 4
Mark Fraenkel, 2011 [28] 1
Rat Fraenkel [30] 3
β-Nim, β-Wynim Fraenkel et Larsson [29] 2
Wytmoch Ducheˆne 2
Table 1.2 – Jeux connus a` suppression sur tas, invariants et non-invariants
Remarque
Le lecteur pourra remarquer que dans le cas pre´cis des jeux impar-
tiaux a` nombre de tas constant, un jeu a` re`gles invariantes est une
instance particulie`re du Vector Subtraction Game. Gardons a`
l’esprit que cette notion d’invariance se veut plus ge´ne´rique. D’une
part, elle s’e´tend naturellement aux jeux “proches”, comme les jeux
de suppression sur tas dans leur version partisane. C’est aussi le cas
pour les jeux ou` l’on s’autorise a` augmenter le nombre de jetons dans
les tas, tout en s’assurant que le jeu ait une fin. Le jeu Lim [19] en
est un exemple. D’autre part, notre objectif est d’e´tendre une telle
de´finition a` d’autres types de jeu. En 2014, Faridi, Huntemann et No-
wakowski [18] ont e´tendu cette notion aux jeux de placement [5], qui
correspondent aux jeux ou` l’on place des jetons sur un graphe sans les
enlever ou les de´placer par la suite. La notion d’invariance (appele´e
universalite´ dans [18]) signifie ici que la fac¸on de placer un jeton sur
le graphe est inde´pendante du sommet choisi. Les jeux Col et Snort
sont en ce sens invariants.
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1.3.2 Les jeux a` nombre de tas variables
Il existe dans la litte´rature des jeux de suppression ou` le nombre de tas
peut augmenter au cours de la partie (en supposant toujours que les tas
vides restent comptabilise´s). Cela se produit lorsque les re`gles autorisent
a` se´parer un tas en plusieurs tas de jetons. Prenons par exemple le jeu de
Kayles, ou` les deux joueurs retirent alternativement 1 ou 2 jetons d’un seul
tas, en les prenant soit sur les extre´mite´s, soit au milieu (ce qui entraˆıne la
cre´ation de deux sous-tas). Les options de jeu d’un tas unique de taille 4
sont alors {(3), (2), (1, 2), (2, 1), (1, 1)}.
Une ge´ne´ralisation bien connue du jeu de Kayles est la famille des jeux
octaux. Un jeu octal est de´fini par la donne´e d’un k-uplet d’entiers (d1 · · ·dk)
avec di ∈ {0, . . . , 7} pour tout i = 1 . . . k. Pour un i fixe´, si di vaut 0, alors
il est interdit de retirer i jetons simultane´ment. Par de´faut, on conside`re
di = 0 pour tout i > k. Si di est non nul, alors il est possible d’enlever i
jetons d’un seul tas, et la valeur de di indique la fac¸on de les retirer : en
prenant tout le tas, en prenant sur les extre´mite´s, ou en coupant le tas en
deux sous-tas (cf. [3] pour les de´tails pre´cis du codage octal). Selon cette
de´finition, Kayles correspond au jeu octal (77).
Remarque
Depuis leur introduction, les jeux octaux ont suscite´ l’inte´reˆt de la
communaute´. La conjecture de Guy [3] pre´tend que tous les jeux
octaux ont leur fonction de Grundy ultimement pe´riodique. Aujour-
d’hui, cette conjecture remarquable n’a toujours e´te´ ni prouve´e ni
infirme´e. Les puissances de calcul des machines actuelles ont toute-
fois pu la valider pour certaines instances du proble`me.
Pour ce type de jeu, la fonction de coups de´finie dans le cadre des jeux a`
nombre de tas constant prend toujours du sens. Il suffit de la de´finir sur un
ensemble plus vaste, comme l’ensemble des uplets d’entiers. On peut noter
que dans le cas des jeux octaux, ou` l’on ne peut pas diviser un tas en plus de
deux sous-tas, la valeur de f((x1, . . . , xn), (y1, . . . , ym)) sera toujours fausse
si m 6= n, n+ 1. En revanche, la notion d’invariance telle que de´finie dans la
section pre´ce´dente ne s’adapte plus lorsque le nombre de tas varie, puisque
(x1, . . . , xn) − (y1, . . . , ym) n’a pas de sens pour n 6= m. De plus, une telle
de´finition ne´cessiterait de l’information supple´mentaire afin de savoir quels
tas sont concerne´s par le retrait et/ou la transformation en sous-tas. Par
exemple, un coup (3, 5) → (1, 1, 2) peut correspondre a` l’union des coups
(3)→ (1, 1) et (5)→ (2), ou alors des coups (3)→ (1) et (5)→ (1, 2).
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Par conse´quent, on ne s’inte´ressera par la suite qu’a` la notion d’invariance
pour les jeux de suppression a` nombre de tas constant. Pour les autres, dans
notre objectif de produire une de´finition de la complexite´ des re`gles d’un jeu,
on pre´fe´rera s’orienter sur l’e´tude de la complexite´ de la fonction de coup,
comme il le sera e´voque´ dans la conclusion de ce chapitre.
1.4 Les ensembles invariants
La Proposition 4 a souleve´ une question inte´ressante a` propos des jeux
impartiaux de suppression sur tas : e´tant donne´ un ensemble X de n-uplets
d’entiers, existe-t-il un jeu impartial de suppression sur tas et aux re`gles inva-
riantes dont l’ensemble X correspond exactement aux P -positions ? Parmi
les ensembles X qu’il serait inte´ressant de tester, il y a notamment ceux
qui correspondent aux P -positions de jeux aux re`gles non-invariantes (cf.
Table 1.2). On peut en effet se demander s’il aurait e´te´ possible de propo-
ser des re`gles invariantes a` de tels jeux. Nous avons alors e´tendu la notion
d’invariance aux sous-ensembles de P(Nn).
De´finition 5 (D. et Rigo [15]). Un sous-ensemble X de Nn est dit invariant
s’il existe un jeu de suppression a` nombre de tas constant et aux re`gles
invariantes dont X soit l’ensemble des P -positions.
Dans une e´tude qui a fait suite a` nos travaux [29], Fraenkel et Larsson
ont de´fini ce qu’e´tait un jeu aux re`gles t-invariantes.
De´finition 6 (Fraenkel et Larsson [29]). E´tant donne´ un entier t > 1, un
jeu de suppression impartial a` nombre de tas constant est t-invariant s’il
n’est pas (t − 1)-invariant et si l’ensemble des positions de jeu peut eˆtre
partitionne´ en t sous-ensembles X1, . . . , Xt tels que pour tout i ∈ {1, . . . , t},
le jeu re´duit a` Xi ait des re`gles invariantes. Par ailleurs, un jeu invariant
sera conside´re´ comme 1-invariant.
A` travers cette notion, l’objectif des auteurs e´tait d’induire un ordre
(voire une estimation de complexite´) sur les re`gles d’un jeu de suppression
sur tas, en fonction de la valeur de t. Dans [29], les jeux β-Nim, β-Wytnim
et βt-Wytnim sont des exemples de jeux 2-invariants aux P -positions iden-
tiques a` celles du jeu invariant Wythoff ge´ne´ralise´ [24].
Par similarite´ avec la De´finition 5, on peut alors e´tendre la notion de t-
invariance aux sous-ensembles de Nn. Si cette notion peut sembler attrayante
afin de construire une hie´rarchie dans les re`gles de jeu, nous avons re´cemment
montre´ avec Parreau et Rigo que son inte´reˆt n’e´tait finalement que tre`s
restreint (du moins selon la de´finition actuelle de [29]) :
Proposition 7 (D., Parreau et Rigo [14], The´ore`me 10). Tout sous-ensemble
X de Nn qui contient 0 est t-invariant avec t ∈ {1, 2}.
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La section pre´ce´dente nous a montre´ que les ensembles invariants consti-
tuaient un sous-ensemble strict non-vide de Nn. Par conse´quent, en colla-
boration avec Cassaigne, Parreau et Rigo [9, 15, 14], nous nous sommes
inte´resse´s au proble`me de de´cision associe´.
Ensemble invariant
Entre´e : Un sous-ensemble P de Nn contenant 0.
Sortie : P est-il invariant ?
Par de´finition, de´cider si un sous-ensemble P est invariant revient a`
de´cider de l’existence d’un jeu aux re`gles invariantes. En fait, nous avons
montre´ que conside´rer le jeu de soustraction maximal suffit :
Lemme 8 (D., Parreau et Rigo [14], Lemme 21). Soit P un sous-ensemble de
Nn contenant 0. P est invariant si et seulement si le Vector subtraction
game ayant C comme ensemble de coups admet P comme ensemble de P -
positions, ou` C est de´fini par :
C = Nn \ (P − P )
Ici, P − P de´crit l’ensemble des diffe´rences entre tous les paires de n-
uplets de Nn. Ce re´sultat s’explique assez facilement, dans la mesure ou` il
est clair que s’il existe un jeu invariant, il ne peut autoriser aucun coup entre
deux P -positions. Donc ce jeu a ne´cessairement un ensemble de coups inclus
dans C. Le fait de lui rajouter des coups qui ne sont pas dans (P − P ) ne
modifie pas les issues du jeu.
D’apre`s ce lemme et la Proposition 1, de´cider si un ensemble P est in-
variant revient alors a` de´cider si pour toute position de Nn \ P , il existe
un coup de C qui permette de jouer vers un n-uplet de P . Dans ce qui
suit, nous allons traiter de la de´cidabilite´ de ce proble`me pour une grande
famille d’ensembles. Nous verrons ensuite que pour certains sous-ensembles
particuliers de N2, le proble`me peut se re´soudre en temps polynomial.
1.4.1 De´cidabilite´ du proble`me Ensemble invariant
Parmi les sous-ensembles de Nn, nous avons choisi de conside´rer la famille
des sous-ensembles U -de´finissables, ou` U est une nume´ration de Pisot. Nous
donnons ici les quelques de´finitions ne´cessaires a` la bonne compre´hension de
nos re´sultats.
De´finition 9. Un nombre re´el α > 1 est dit de Pisot s’il est la racine
d’un polynoˆme unitaire a` coefficients entiers dont tous les conjugue´s ont un
module infe´rieur a` 1.
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De´finition 10 (Bruye`re et Hansel, [6]). Une nume´ration de Pisot est un
suite croissante d’entiers (Ui)i≥0 telle que U0 = 1 et (Ui) satisfait une re-
lation line´aire re´currente dont le polynoˆme caracte´ristique est le polynoˆme
minimal d’un nombre de Pisot.
E´tant donne´e une nume´ration de Pisot U = (Ui), tout nombre entier po-
sitif n a une e´criture unique repU (n) = c` · · · c0, avec c` > 0, n =
∑l
i=0 ciUi
et
∑r
i=0 ciUi < Ur+1 pour tout r ≤ `. Par exemple, les nume´rations habi-
tuelles en base k sont des nume´rations de Pisot (en prenant (Ui) = (k
i)).
Exemple
Prenons la nume´ration de Fibonacci, de´finie a` partir de la suite Un =
Un−1 + Un−2, U0 = 1, et U1 = 2. Il s’agit d’une nume´ration de Pisot
de polynoˆme caracte´ristique X2 −X − 1. Dans ce syste`me, tout entier
peut s’e´crire comme une combinaison
∑r
i=0 ciUi avec les ci dans {0, 1}
(cf. Table 1.3). En rajoutant la contrainte que deux ci conse´cutifs ne
peuvent eˆtre e´gaux a` 1, l’unicite´ de la repre´sentation est garantie.
HHHHHHn
Ui 8 5 3 2 1
1 1
2 1 0
3 1 0 0
4 1 0 1
5 1 0 0 0
6 1 0 0 1
7 1 0 1 0
8 1 0 0 0 0
9 1 0 0 0 1
10 1 0 0 1 0
11 1 0 1 0 0
12 1 0 1 0 1
Table 1.3 – Les premiers entiers dans la nume´ration de Fibonacci
A` partir d’une nume´ration de Pisot U , on va de´finir une logique du
premier ordre e´tendue, dite logique de Presburger, de la fac¸on suivante. L’al-
phabet, note´ AU , contient autant de variables x, y, z, . . . que ne´cessaire, ainsi
que les symboles +,=, VU ,∨,∧,→,↔,¬, ∃, ∀ et les parenthe`ses. Les variables
ont des valeurs prises dans N. Les termes et les formules sont des mots de´finis
re´cursivement sur A∗U :
– Une variable est un terme.
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– Si t est un terme, alors VU (t) est e´galement un terme.
– Si t1 et t2 sont deux termes, alors (t1 + t2) est un terme.
– Si t1 et t2 sont deux termes, alors t1 = t2 est une formule.
– Si ϕ et ψ sont deux formules, alors ϕ∨ψ, ϕ∧ψ, ϕ→ ψ, ϕ↔ ψ, ¬ϕ
sont des formules.
– Si ϕ est une formule et x est une variable, alors ∀xϕ et ∃xϕ sont des
formules.
La fonction VU : N → N associe a` un entier m le plus petit Ui qui
apparaˆıt avec un coefficient non nul dans la de´composition de m dans la
nume´ration de Pisot U . On fixe par ailleurs VU (0) = 1. Par exemple, si U
est la nume´ration en base k et t un entier quelconque, alors VU (t) est la plus
grande puissance de k qui divise t.
Avec ces de´finitions, on de´finit ainsi le langage des formules sur AU que
l’on notera nU = 〈N,+, VU 〉. On dira qu’une formule ϕ est une proposition
si toutes ses variables sont lie´es a` des quantificateurs, et on e´crira nU |= ϕ si
cette proposition est vraie. A contrario, une formule qui contiendra des va-
riables x1, . . . , xn dites libres (c.-a`-d. lie´es a` aucun quantificateur) sera note´e
ϕ(x1, . . . , xn). E´tant donne´e une telle formule, on peut alors s’interroger sur
l’ensemble des n-uplets de valeurs (d1, . . . , dn) qui satisfont ϕ(d1, . . . , dn).
Pour un tel n-uplet, on notera alors nU |= ϕ(d1, . . . , dn). Ceci nous conduit
a` l’introduction de la notion d’ensemble U -de´finissable :
De´finition 11. Soit n ≥ 1 et U une nume´ration de Pisot. Un ensemble
X ⊆ Nn est dit U-de´finissable s’il existe une formule ϕ(x1, . . . , xn) dans nU
tel que
X = {(d1, . . . , dn) ∈ Nn | nU |= ϕ(d1, . . . , dn)}.
Dans le cas ou` la nume´ration de Pisot est la nume´ration en base k, on
dira qu’un tel ensemble est k-de´finissable.
Exemple
L’ensemble des nombres pairs est de´finissable dans n’importe quelle
nume´ration de Pisot. Il suffit de conside´rer la formule
ϕ(x) ≡ (∃y)(x = y + y).
E´tant donne´ un entier k ≥ 2, l’ensemble des puissances de k est k-
de´finissable par la donne´e de la formule
ϕ(x) ≡ Vk(x) = x
Un re´sultat fondamental de la logique de Presburger, bien connu sous
le nom de the´ore`me de Bu¨chi [7, 8], affirme que pour toute proposition de
〈N,+, VU 〉, il existe un algorithme qui permette de ve´rifier sa ve´racite´ :
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The´ore`me 12 (Bu¨chi [8]). Toute proposition de la logique de Presburger
〈N,+, VU 〉 est de´cidable.
Remarque
La preuve de ce re´sultat e´tant constructive (a` base d’automates finis),
il a re´cemment fait l’objet d’imple´mentations, en particulier dans le
cas des nume´rations de Fibonnaci et Tribonacci [11, 39]. Cela a no-
tamment fourni des preuves d’existence de proprie´te´s sur les mots
associe´s a` ces nume´rations. Il en va de meˆme pour les nume´rations en
base k [32].
La combinaison du The´ore`me 12 avec le Lemme 8 nous permet de conclure
quant a` la de´cidabilite´ du proble`me Ensemble Invariant, dans la mesure
ou` l’ensemble P est U -de´finissable :
The´ore`me 13 (D., Parreau et Rigo [14], The´ore`me 22). Soit n ≥ 1 et
U une nume´ration de Pisot. Soit P un sous-ensemble U -de´finissable de Nn
contenant 0. On peut alors de´cider si P est invariant.
La preuve de ce re´sultat est construite en exprimant le Lemme 8 a` l’aide
d’une proposition dans 〈N,+, VU 〉. Celle-ci utilise le fait que P et P − P
peuvent eˆtre de´crits par une formule dans cette logique. Par ailleurs, la com-
plexite´ algorithmique de la proce´dure de de´cision (base´e sur la construction
d’automates finis) n’est souvent pas satisfaisante, car elle croit exponen-
tiellement selon le nombre de quantificateurs de la formule qui exprime la
de´finissabilite´ de P .
Nous allons de´sormais illustrer l’inte´reˆt du The´ore`me 13 a` l’aide d’exemples
concrets. Nous choisissons tout d’abord de conside´rer les sous-ensembles P
de Nn que l’on peut repre´senter par un mot infini w sur l’alphabet A =
{1, . . . , n}, ou` chaque symbole apparaˆıt infiniment souvent. Plus pre´cise´ment,
les n-uplets de P sont ordonne´s et le mieme n-uplet sera note´ (im,1, . . . , im,n),
ou` im,j correspond a` l’indice du m
ieme symbole j dans w. Notons que les
indices commencent a` 1.
De´finition 14. E´tant donne´ un mot infini w sur l’alphabet {1, . . . , n}, on
notera Pw l’ensemble des n-uplets de´finis comme ci-dessus, avec toutes leurs
permutations possibles, et auquel on adjoint (0, . . . , 0).
S’inte´resser aux ensembles de n-uplets de Nn de´finis par un mot pre´sente
un double inte´reˆt. D’une part, les valeurs contenues dans les n-uplets non
permute´s forment une partition de l’ensemble des entiers naturels. Cela si-
gnifie que dans le cadre des jeux invariants, les coups de type Wythoff
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(c.-a`-d. on peut retirer ce que l’on veut sur au plus (n − 1) tas), sont au-
torise´s. La plupart des jeux pre´sents dans la litte´rature ve´rifient e´galement
cela. On notera que l’ajout des n-uplets permute´s permet de de´finir des
re`gles syme´triques. D’autre part, c’est une fac¸on condense´e de repre´senter
l’ensemble des P -positions d’un jeu, dans la mesure ou` le mot infini peut eˆtre
construit en ite´rant un morphisme de´fini sur l’alphabet {1, . . . , n}. L’exemple
du jeu de Wythoff est une jolie illustration de cette proprie´te´ :
Exemple
On conside`re le mot de Fibonacci wF de´fini comme e´tant l’unique point
fixe du morphisme Φ : 1 7→ 12, 2 7→ 1. Concre`tement, on a
wF = Φ
ω(1) = 12112121121121211212112 · · ·
L’ensemble PwF engendre´ par ce mot a pour premiers e´le´ments
(0, 0), (1, 2), (2, 1), (3, 5), (5, 3), (4, 7), (7, 4), (6, 10), (10, 6), (8, 13), . . .
Il a e´te´ prouve´ [16] que PwF correspond aux P -positions du jeu de
Wythoff. Par conse´quent, l’ensemble PwF est invariant. Par ailleurs,
notons que l’ensemble PwF est U -de´finissable lorsque U de´signe la
nume´ration de Fibonacci (qui est une nume´ration de Pisot).
Dans [14], nous nous sommes inte´resse´s aux ensembles P qui re´pondent
favorablement aux conditions du The´ore`me 13. A` l’instar de l’exemple qui
pre´ce`de, certains ensembles de´rive´s de mots infinis sont U -de´finissables. C’est
le cas des ensembles de´rive´s des mots pe´riodiques. On s’aperc¸oit assez faci-
lement que ces mots sont U -de´finissables quelle que soit la nume´ration de
Pisot. Par conse´quent, on peut toujours de´cider de leur invariance. Si la
complexite´ de la proce´dure de de´cision issue du The´ore`me 13 reste e´leve´e,
nous avons toutefois re´ussi a` l’ame´liorer dans le cas des mots pe´riodiques
de´finis sur un alphabet de taille 2 :
The´ore`me 15 (D., Parreau et Rigo [14], Corollaire 38). E´tant donne´ un
mot pe´riodique w sur l’alphabet {1, 2}, de pe´riode p, on peut de´cider de
l’invariance de l’ensemble Pw en temps O(|p|).
La preuve de ce re´sultat utilise le Lemme 8. On de´montre notamment
qu’il suffit de conside´rer les positions de l’ensemble fini [[0, 2p]]2 \Pw, ou` pour
chacune, on ve´rifie qu’il existe un coup le´gal vers Pw. Notons que ce re´sultat
semble rester valable pour des tailles d’alphabet plus grandes, meˆme si nous
ne l’avons pas de´montre´ formellement.
En plus des mots pe´riodiques, nous avons montre´ que le The´ore`me 13
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s’applique e´galement aux mots morphiques dits Parikh-constants. Un mor-
phisme f : A → A∗ est Parikh-constant si, pour tout triplet (a, b, c) ∈ A3,
|f(a)|c = |f(b)|c. Autrement dit, il y a autant de symboles de chaque sorte
dans chaque image de f . Les mots pe´riodiques sont donc par de´finition
Parikh-constants, puisque l’image de chacune des lettres est identique.
Exemple
Le morphisme f : 1 7→ 112, 2 7→ 121 est Parikh-constant. Le mot infini
w point fixe de f a pour pre´fixe
112112121112112121112121112 · · · ,
et la se´quence Pw qui en de´coule admet pour premiers e´le´ments
(0, 0), (1, 3), (2, 6), (4, 8), (5, 12), (7, 15), (9, 17), . . .
Dans ce contexte, le re´sultat suivant a e´te´ de´montre´ :
Proposition 16 (D., Parreau et Rigo [14], Proposition 42). Soit w le point
fixe d’un morphisme Parikh-constant. Le proble`me Ensemble Invariant
est de´cidable pour l’ensemble Pw.
La preuve de cette proposition consiste a` montrer que l’ensemble Pw est
`-de´finissable, ou` ` est la longueur de chaque image par f (cette longueur
e´tant unique a` cause de la proprie´te´ Parikh-constant). S’il est connu que
pour de tels morphismes, l’ensemble {i > 0 | wi = a} est `-de´finissable pour
tout a ∈ A [7], il a fallu montrer que le couplage (m, i) l’e´tait e´galement, ou`
i est l’indice dans w du mieme a. Cela est rendu possible par le fait que pour
tout symbole a ∈ A, les images f(a) ont le meˆme nombre de symboles de
chaque sorte. Par conse´quent, on controˆle bien la position de chaque mieme
symbole apparaissant dans le mot.
Proble`me ouvert
Qu’en est-il pour les morphismes `-uniformes, qui constituent l’ex-
tension naturelle des Parikh-constants ? Il s’agit de morphismes ou`
|f(a)| = ` pour tout a ∈ A, avec ` constante. La de´cidabilite´ est-elle
pre´serve´e ?
On trouve dans la litte´rature certains jeux non-invariants dont l’ensemble
P des positions perdantes se caracte´rise par un mot morphique non Parikh-
constant. C’est le cas par exemple du jeu de Tribonacci [16], des Cubic
Pisot unit games [17], ou du jeu de Raleigh [26]. Il est alors perti-
nent de se demander si des re`gles invariantes auraient pu eˆtre formule´es
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pour ces meˆmes jeux. Si leur caracte´risation morphique ne nous permet
pas d’appliquer les re´sultats sus-mentionne´s, ces jeux posse`dent tous une
deuxie`me caracte´risation de leurs P -positions. Celle-ci repose sur l’existence
d’un syste`me de nume´ration de Pisot. Par exemple, pour le jeu de Tribonacci
a` trois tas, il a e´te´ montre´ que si l’on conside`re la nume´ration de Pisot U
dont le polynoˆme caracte´ristique est X3−X2−X − 1, alors les P -positions
ve´rifient le the´ore`me suivant :
The´ore`me 17 (D. et Rigo [16], The´ore`me 5.2). Un triplet (a, b, c) avec
a < b < c est une P -position du jeu de Tribonacci si et seulement si
repU (a − 1) = u0, repU (b − 1) = u01 and repU (c − 1) = u011, u e´tant un
mot autorise´ dans le syste`me U .
Par une nouvelle utilisation du The´ore`me 13, nous avons alors montre´
[14] que cette caracte´risation permet de de´cider si l’ensemble des P -positions
(note´ {(An, Bn, Cn)|n ≥ 0 , An ≤ Bn ≤ Cn}) du jeu de Tribonacci est in-
variant. En effet, la U -de´finissabilite´ des ensembles {An|n ≥ 0}, {Bn|n ≥ 0},
et {Cn|n ≥ 0} pris inde´pendamment est garantie par la simple conside´ration
des trois derniers symboles de leur repre´sentation dans la nume´ration Pisot
U . Quant a` la U -de´finissabilite´ de l’ensemble des triplets {(An, Bn, Cn)|n ≥
0}, c’est l’ope´ration de “left switch” (c.-a`-d. le fait que ce soit le meˆme u qui
soit utilise´ pour un triplet donne´) qui la rend possible. Sur le meˆme prin-
cipe, nous avons ensuite de´montre´ la de´cidabilite´ du proble`me Ensemble
invariant pour les ensembles suivants.
The´ore`me 18 (D., Parreau et Rigo [14]). Le proble`me Ensemble Inva-
riant est de´cidable pour les ensembles de P -positions des Cubic Pisot
unit games, du jeu de Raleigh, et du jeu de tas de´fini dans [22].
Bien entendu, l’e´tape suivante de ce travail est d’obtenir la re´ponse
du proble`me de de´cision sur certaines instances connues, comme celles du
The´ore`me 18, ou celles figurant dans le tableau 1.2. Cela ne´cessite une
imple´mentation de l’algorithme sous-jacent au The´ore`me de Bu¨chi pour
ces nume´rations peu communes. Comme mentionne´ dans la remarque 1.4.1,
ceci pourrait faire l’objet d’une application inte´ressante des imple´mentations
de´crites dans [11, 39].
Proble`me ouvert
Les P -positions des jeux de Tribonnacci et Raleigh sont-elles inva-
riantes ?
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1.4.2 Invariance des se´quences de Beatty comple´mentaires
Nous avons pre´ce´demment e´tudie´ le proble`me de de´cision Ensemble
invariant a` travers des se´quences de n-uplets de´crites sous forme de mots
ou de syste`mes de nume´ration. Or nous ne pouvons pas faire abstraction des
caracte´risations alge´briques qui existent, en particulier pour les se´quences
de couples. D’ailleurs, les premiers jeux de tas conside´re´s dans la litte´rature
ont e´te´ re´solus en temps polynomial graˆce a` d’e´le´gantes formules pour leurs
P -positions. Prenons le jeu de Wythoff, pour lequel on aura compris que
ses P -positions admettent de nombreuses caracte´risations. La plus ce´le`bre
est celle obtenue par Wythoff lui-meˆme :
The´ore`me 19 (Wythoff [43]). L’ensemble P = {(An, Bn)|n ≥ 0} des P -
positions du jeu de Wythoff peut s’e´crire sous la forme
P = {(bnτc, bnτ2c)|n ≥ 0}
⋃
{(bnτ2c, bnτc)|n ≥ 0},
ou` τ est le nombre d’or.
De telles se´quences qui partitionnent l’ensemble des entiers naturels s’ap-
pellent des se´quences de Beatty comple´mentaires. En voici une de´finition
plus formelle :
De´finition 20. Une se´quence de Beatty est une suite d’entiers naturels qui
peut s’e´crire sous la forme {bnα+ γc|n ≥ 0}, ou` α est un irrationnel positif
et γ un re´el quelconque. Dans le cas ou` γ est nul, la suite est dite homoge`ne.
Le the´ore`me de Beatty a` leur sujet est alors assez remarquable :
The´ore`me 21 (Beatty, 1926). E´tant donne´ deux irrationnels positifs α et
β, les deux suites de Beatty homoge`nes {bnαc|n ≥ 1} et {bnβc|n ≥ 1}
partitionnent l’ensemble N≥1 si et seulement si 1/α + 1/β = 1. De telles
suites sont dites comple´mentaires.
Remarque
Il a e´te´ prouve´ par Uspensky que le the´ore`me de Beatty ne peut pas
s’e´tendre a` plus de deux se´quences.
Dans la litte´rature, on trouve plusieurs autres jeux de suppression sur
tas re´solus en utilisant des se´quences de Beatty comple´mentaires [12, 15, 24].
Assez naturellement, nous nous sommes alors demande´s ce qu’il advient du
proble`me Ensemble invariant pour de telles se´quences. Plus pre´cise´ment,
nous sommes alle´s plus loin que la simple question de la de´cidabilite´ du
proble`me, et avons e´tudie´ la possibilite´ d’une caracte´risation comple`te des
se´quences de Beatty comple´mentaires invariantes. Dans [15], nous avons
alors sugge´re´ avec Rigo la conjecture suivante :
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Conjecture 22 (D. et Rigo [15]). Tout couple de suites de Beatty homoge`nes
comple´mentaires forme un ensemble invariant.
Cette conjecture a par la suite e´te´ de´montre´e par Larsson, Hegarty et
Fraenkel en 2011 [37]. Elle a meˆme e´te´ e´tendue aux suites dites B1-SAC,
de´finies comme suit :
De´finition 23. E´tant donne´ un entier t ≥ 0, une suite d’entiers naturels
(Xn)n≥0 est dite t-superadditive si, pour tout m,n ∈ N,
Xm +Xn ≤ Xm+n < Xm +Xn + t .
De´finition 24. Deux suites d’entiers naturels (An) et (Bn) avec A0 = B0 =
0 sont dites t-SAC si :
– A1 = 1,
– (An)n>0 et (Bn)n>0 partitionnent N,
– (An) est croissante,
– (Bn) est t-superadditive.
Le the´ore`me principal est alors le suivant :
The´ore`me 25 (Larsson, Hegarty et Fraenkel [37]). Tout couple de suites
(An) et (Bn) B1-SAC forme un ensemble invariant.
La Conjecture 22 devient alors un corollaire imme´diat de ce re´sultat,
puisqu’il a e´te´ de´montre´ que tout couple de se´quences de Beatty homoge`nes
est B1-SAC. Larsson et al. ont alors pense´ que cette proprie´te´ B1-SAC
pouvait eˆtre une condition ne´cessaire et suffisante pour qu’un couple de
suites soit invariant. Nous avons trouve´ plusieurs contre-exemples a` cette
conjecture ([9], Lemme 6) parmi les se´quences de Beatty non homoge`nes.
D’ailleurs, la situation pour ces suites est plus complexe que dans le cas ho-
moge`ne, puisque certains couples de suites sont invariants, alors que d’autres
non. Avec Cassaigne et Rigo, nous avons construit un algorithme efficace
qui permet de de´cider si un couple donne´ (An, Bn) de suites de Beatty
comple´mentaires non homoge`nes est invariant ou non dans le cas ou` B1 ≥ 3.
On notera tout d’abord qu’un pre´ambule a` cet examen est l’existence d’un
e´quivalent du the´ore`me de Beatty pour les suites non homoge`nes. C’est
Fraenkel [28] qui a trouve´ le premier une telle caracte´risation :
The´ore`me 26 (Fraenkel [28]). Soient deux nombres irrationnels positifs
α < β qui ve´rifient 1α +
1
β = 1. Les suites (bnα + γc)n>0 et (bnβ + δc)n>0
partitionnent N>0 si et seulement si
γ
α
+
δ
β
= 0 et,
pour tout n ≥ 1, nβ + δ 6∈ Z.
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Nous avons alors montre´ [9] que l’on peut caracte´riser tous les couples
(An = bnα + γc, Bn = bnβ + δc) invariants, et qui satisfont les conditions
du The´ore`me 26, avec comme conditions supple´mentaires A0 = B0 = 0 (c.-
a`-d. (0, 0) est une position finale), A0 = 1 et B1 ≥ 3. Cette caracte´risation
utilise dans un premier temps des e´le´ments de combinatoire des mots. Plus
pre´cise´ment, on conside`re les suites (An) et (Bn) par leurs e´carts (An −
An−1) et (Bn − Bn−1). Ces e´carts ne pouvant prendre qu’un nombre fini
de valeurs, ces suites peuvent ainsi eˆtre vues comme des mots infinis sur un
alphabet fini. Il a e´te´ montre´ que ces mots sont sturmiens, et par conse´quent
binaires, e´quilibre´s et ape´riodiques. Un ensemble de tests sur des pre´fixes de
ces mots ont ensuite e´te´ de´finis (notion d’invariance-good , De´finition 12
[9]), permettant de de´cider si un couple donne´ est invariant ou non. Ces
tests ont ensuite e´te´ traduits par des conditions alge´briques sur (α, β, γ, δ)
([9], Section 4). J’ai choisi de´libe´re´ment de ne pas donner plus de de´tails
sur ce re´sultat, dans la mesure ou` la de´finition d’invariance-good est tre`s
technique et ne constituerait pas un apport significatif a` la compre´hension
de ce me´moire. Bien entendu, tous les re´sultats sont accessibles dans [9].
Remarque
On notera que la condition B1 ≥ 3 est la seule limitation de notre ca-
racte´risation. Toutefois, cette contrainte n’est pas aussi forte qu’il n’y
paraˆıt, puisqu’elle n’est utilise´e qu’a` un seul moment de la preuve.
Nous pensons qu’il est possible de s’en affranchir ; toutefois nous
n’avons actuellement pas trouve´ de fac¸on e´le´gante de le faire.
Par conse´quent, le proble`me ge´ne´ral reste ouvert :
Proble`me ouvert
Caracte´riser tous les couples de suites de Beatty comple´mentaires non
homoge`nes qui sont invariants.
1.5 Conclusion : vers une de´finition plus ge´ne´rale
de la complexite´ des re`gles d’un jeu
Comme nous avons souhaite´ l’illustrer dans ce chapitre, la de´finition de
l’invariance de re`gles constitue un premier pas dans l’objectif global d’obte-
nir une de´finition formelle des re`gles d’un jeu. Par extension, l’introduction
du proble`me de de´cision Ensemble invariant a constitue´ une suite lo-
gique a` cette de´finition, dans la mesure ou` de nombreux travaux proposent
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une sorte de “reverse engineering”, en construisant des re`gles a` partir de
P -positions e´le´gantes. Il e´tait alors naturel de s’interroger sur la nature des
re`gles propose´es dans de tels jeux, et par conse´quent sur la possibilite´ de
proposer d’autres re`gles.
Ce besoin d’obtenir des re`gles satisfaisantes devient important pour la
communaute´. Si nous avons conside´re´ le cas des jeux a` suppression sur tas,
les tre`s re´cents travaux de Faridi et al. [18] montrent qu’on peut conside´rer la
notion d’invariance dans le cas des jeux de placement. S’il n’existe actuelle-
ment pas de de´finition formelle de l’invariance pour ces jeux (il s’agit actuel-
lement d’une de´finition peu pre´cise), la recherche d’une fonction boole´enne
f ′ similaire a` la notre, ou` G et H seraient des graphes e´tiquete´s me semble
une piste a` explorer.
Comme souligne´ lors de la de´finition de l’invariance, un second objet
d’e´tude est la fonction de coups f , qui pourrait eˆtre la cle´ dans l’obtention
d’une de´finition satisfaisante de la complexite´ des re`gles d’un jeu de tas.
De plus, elle pre´sente l’inte´reˆt de pouvoir eˆtre de´finie pour des familles de
jeux combinatoires plus ge´ne´rales. Dans cet objectif, les outils de logique
introduits dans [14] constituent une premie`re piste a` explorer. En effet, on
peut chercher a` conside´rer la fonction f comme une formule logique. Prenons
l’exemple du jeu de Wythoff :
fWythoff((x1, y1), (x2, y2)) ≡ (∃k)(x1 = x2 ∧ y1 = y2 + k)
∨(∃k)(x1 = x2 + k ∧ y1 = y2)
∨(∃k)(x1 = x2 + k ∧ y1 = y2 + k)
En ce qui concerne le jeu Wytmoch, la formule obtenue pour f est la
suivante :
fWytmoch((x1, y1), (x2, y2)) ≡ (x1 = x2 ∧ y1 = y2 + 1 ∧ Φ(x1, y1))
∨(x1 = x2 + 1 ∧ y1 = y2 + k ∧ Φ(x1, y1))
∨(x2 = 0 ∧ y2 = 0∧ !Φ(x1, y1)),
ou` Φ(x1, y1) est vraie si et seulement (x1, y1) peut s’e´crire sous la forme
(bn(1+
√
5)
2 c, bn(3+
√
5)
2 c) pour un certain n.
Avec les connaissances que nous avons sur les P -positions du jeu de
Wythoff, on sait que la formule Φ peut s’exprimer dans le syste`me de
nume´ration de Fibonacci. Toutefois, on s’aperc¸oit qu’en terme de complexite´,
la formule propose´e ci-dessus pour fWythoff est bien plus satisfaisante que
celle de fWytmoch, qui ne´cessite un test non-e´le´mentaire dans une nume´ration
particulie`re. Par conse´quent, la piste que nous envisageons pour la suite de
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ce travail est une e´tude de la complexite´ des formules logiques qui de´crivent
les re`gles d’un jeu. Nous avons toutefois conscience qu’il s’agit d’une e´tude
ambitieuse et sans doute tre`s difficile, dans la mesure ou` la valeur de la
complexite´ logique peut parfois aller a` l’encontre de la complexite´ naturelle
que l’on pourrait souhaiter pour certaines re`gles. Il en va d’ailleurs de meˆme
pour la complexite´ de Turing, comme l’illustrent les re`gles de Wytmoch.
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Chapitre 2
Des jeux et des graphes
36
CHAPITRE 2. DES JEUX ET DES GRAPHES 37
Dans le chapitre pre´ce´dent, nous avons e´voque´ le lien e´troit qui existe
entre la TJC et la the´orie des graphes. Rappelons en effet que tout jeu com-
binatoire peut se mode´liser comme un jeu de de´placement dans un graphe.
Selon la fac¸on dont on le repre´sente, il peut s’agir d’un arbre oriente´ ordonne´
(cf. Figure 1.1) ou d’un graphe oriente´ acyclique (cf. Figure 1.2). Dans les
deux cas, il existe un algorithme qui permet d’e´tiqueter chaque sommet du
graphe avec l’issue de la position de jeu correspondante. Malheureusement, la
taille du graphe est souvent un facteur limitant dans la queˆte d’algorithmes
polynomiaux. La structure de graphe reste tout de meˆme un e´le´ment im-
portant dans l’e´tude d’un jeu, puisque certaines re`gles de re´e´criture (options
domine´es et re´versibles [3]) ont permis de de´finir des jeux canoniques via les
graphes qui les repre´sentent. Actuellement, de nombreux travaux utilisent la
repre´sentation arborescente d’un jeu pour produire des re´sultats ge´ne´raux
significatifs sur les jeux mise`re [18, 43].
Si la the´orie des graphes s’ave`re eˆtre un outil de mode´lisation pertinent
pour la re´solution de jeux combinatoires, c’est e´galement un support naturel
pour de´crire les re`gles d’un grand nombre de jeux. Il est en effet fre´quent
que les jeux rencontre´s dans la litte´rature scientifique (les MathGames) ou
dans le commerce (les PlayGames), se jouent sur un plateau rectangulaire
ou une carte. En the´orie des graphes, on parlera plutoˆt de grille ou de graphe
planaire. Pour beaucoup d’entre eux, les re`gles s’adaptent assez naturelle-
ment pour y eˆtre joue´ sur un graphe quelconque. Dans le premier volet de
ce chapitre, nous ferons un survol des jeux qui ont ainsi e´te´ e´tendus aux
graphes. Nous nous arreˆterons en particulier sur le cas du jeu de Nim, dont
les variantes sur les graphes ont fait l’objet de plusieurs e´tudes.
Depuis une vingtaine d’anne´es, la the´orie des graphes constitue e´galement
une vraie fabrique a` nouveaux jeux. A` partir de proble`mes “standard” de
the´orie des graphes (p. ex. coloration, domination, Hamiltonicite´...), il est
en effet facile de construire des re`gles de jeu. Par exemple, dans le cas du
jeu de coloration, les joueurs colorient proprement les sommets/areˆtes a` tour
de roˆle ; le premier joueur qui ne peut plus colorier a perdu. Nous ferons un
e´tat de l’art des jeux ainsi conside´re´s par la communaute´, en particulier pour
ceux de´rive´s du proble`me de coloration de graphe. Par ailleurs, ces meˆmes
proble`mes font aussi l’objet de jeux “non combinatoires”, de type maker-
breaker. Il s’agit de jeux ou` les deux joueurs ont des objectifs contraires :
le premier cherche a` satisfaire une proprie´te´ (p. ex. colorier/dominer tout
le graphe), alors que le second cherche a` l’en empeˆcher. La` encore, nous
pre´senterons les re´cents travaux pour ce domaine de recherche.
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2.1 Des jeux sur les graphes
De nombreux jeux combinatoires utilisent comme support certaines fa-
milles de graphes. Bien entendu, le terme de graphe est rarement mentionne´
dans les re`gles car les supports sont souvent des structures tre`s familie`res :
des lignes, des grilles, des cartes. Cependant, cette repre´sentation du sup-
port de jeu par un graphe permet bien souvent d’e´tendre les re`gles pour des
graphes quelconques, ou du moins, des graphes plus ge´ne´raux que ceux sur
lesquels elles ont e´te´ de´finies initialement.
Prenons par exemple les jeux Kayles et Dawson’s chess [8, 24, 42],
qui correspondent respectivement aux jeux octaux (77) et (137). On peut
aussi les de´finir comme suit :
Kayles [8]
On conside`re une ligne de quilles. A` tour de roˆle, les deux joueurs
renversent une ou deux quilles adjacentes (une quille tombe´e entre
deux quilles debout brisant l’adjacence de ces dernie`res). Celui qui
renverse la dernie`re quille gagne la partie.
Figure 2.1 – Jeu de Kayles, illustre´ par Dudeney en 1878
Dawson’s chess [8]
On conside`re un tas de jetons. A` tour de roˆle, les deux joueurs retirent :
– soit trois jetons d’un meˆme tas, quitte a` couper le tas en deux sous-
tas,
– soit deux jetons d’un meˆme tas, sans diviser le tas,
– soit un jeton, s’il est seul dans le tas.
Ces deux jeux posse`dent une ge´ne´ralisation bien connue sur les graphes,
appele´e Node-Kayles.
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Node-Kayles [24, 42]
On joue sur un graphe G. Un coup consiste a` de´truire un sommet, ainsi
que tous ceux qui sont dans son voisinage. En convention normale, celui
qui de´truit le dernier sommet a gagne´.
Autrement dit, Node-Kayles joue´ sur une chaˆıne correspond exac-
tement au jeu Dawson’s chess. Si ce dernier a sa fonction de Grundy
inte´gralement de´termine´e [8] (elle est ultimement pe´riodique, ve´rifiant ainsi
la conjecture de Guy), le jeu Node-Kayles est quant a` lui non re´solu sur
un graphe quelconque. Pire encore, il a e´te´ prouve´ comme e´tant PSPACE-
complet de calculer l’issue de ce jeu en ge´ne´ral [46]. Sur certaines familles
de graphes comme les graphes d’intervalles ou les cographes, Node-Kayles
est toutefois re´solu [10]. Des variantes sur les chaˆınes ont e´galement e´te´
e´tudie´es [40]. La complexite´ du jeu sur les arbres reste toujours un proble`me
ouvert.
L’exemple ci-dessus est une illustration du fait que les jeux de suppression
sur tas s’e´tendent relativement bien aux graphes. Bien souvent, on peut
repre´senter la ligne de jetons par une chaˆıne. Lorsque l’on adapte les re`gles
a` un graphe quelconque, les tas peuvent eˆtre de´crits par des sommets ou des
areˆtes ponde´re´s. A` chaque tour, la structure du graphe impose une contrainte
sur les tas “jouables” (contrainte additionnelle par rapport au jeu initial).
Dans ce contexte, le jeu de Nim a fait l’objet de nombreuses variantes sur les
graphes. Avec Renault, nous les avons recense´es dans [21], et avons obtenu
de nouveaux re´sultats sur une des variantes de ce jeu. Nous de´taillons les
grandes lignes de ce travail dans la section qui suit.
Nim sur les graphes
La premie`re ge´ne´ralisation du jeu de Nim sur les graphes a e´te´ propose´e
en 2003 par Fukuyama [36, 37]. Les valeurs des tas de Nim sont porte´es par
les areˆtes du graphe. Pour le confort de la lecture, nous appellerons cette
variante Edge NimG.
Edge NimG [36]
Soit G(V,E) un graphe non-oriente´ et w : E → N une fonction de
poids. En de´but de partie, un jeton est place´ sur l’un des sommets. A
chaque tour, un joueur de´place le jeton le long d’une areˆte de poids
strictement positif, et diminue (au sens strict) le poids de cette areˆte.
On joue en convention normale.
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Remarque
Contrairement au jeu de Nim, le jeu ne s’arreˆte pas ne´cessairement
lorsque tous les poids sont nuls : il suffit que le jeton soit incident a`
des areˆtes de poids nul pour que la partie se termine. Par ailleurs, on
peut noter que ce jeu est e´quivalent a` Nim a` k tas en prenant pour
G un graphe a` deux sommets ayant k multi-areˆtes entre ces deux
sommets, ponde´re´es par les tailles des tas.
Dans [37], Fukuyama calcule la fonction de Grundy du jeu pour les
graphes ayant un couplage maximum sans cycle alterne´. Ce re´sultat induit
le corollaire suivant :
Corollaire 27 (Fukuyama [37]). La fonction de Grundy du jeu Edge NimG
est entie`rement de´termine´e pour les arbres et les cycles impairs.
Par ailleurs, le cas des chaˆınes, des cycles pairs et des graphes bipartis
a e´galement e´te´ re´solu dans [36]. Cependant, dans le cas des arbres et des
cycles, la connaissance de la fonction de Grundy ne permet pas de de´duire
la strate´gie gagnante. Re´cemment, Erikson a exhibe´ une strate´gie gagnante
s’exe´cutant en temps polynomial pour les cycles pairs [26]. Elle utilise no-
tamment le fait que sur ces graphes, la fonction de Grundy est invariante
par soustraction d’une meˆme constante aux poids des areˆtes. Elle propose
e´galement un re´sultat inte´ressant pour les graphes avec jumeaux (c.-a`-d. des
paires de sommets adjacents ayant le meˆme voisinage) :
The´ore`me 28 (Erikson [26]). Soit (G,w) une instance de Edge NimG
avec w(e) = 1 pour toute areˆte e. S’il existe deux sommets jumeaux u et v
dans G tels que le jeton est place´ sur u ou v, alors il s’agit d’une N -position.
Un corollaire direct de ce the´ore`me est la re´solution du jeu sur les graphes
complets avec fonction de poids e´gale a` 1. Plus pre´cise´ment, le jeu Edge
NimG ou` la fonction de poids vaut 1 correspond exactement au jeu Edge
Geography que nous de´couvrirons dans la suite du chapitre. Si le cas des
graphes bipartis est re´solu en temps polynomial pour ce jeu, sa complexite´
ge´ne´rale est PSPACE-comple`te [32].
En ce qui concerne les versions de NimG ou` les tailles des tas sont des
informations porte´es par les sommets, on peut de´finir deux variantes, qu’on
appellera Vertex NimG MR et Vertex NimG RM. Celles-ci de´pendent
de l’ordre dans lequel on de´place le jeton (M pour “move”) et on retire du
poids (R pour “remove”).
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Vertex NimG MR [14]
Soit G(V,E) un graphe non-oriente´ et w : V → N une fonction de
poids. En de´but de partie, un jeton est place´ sur l’un des sommets. A`
chaque tour, un joueur de´place le jeton le long d’une areˆte, et diminue le
poids du sommet sur lequel se trouve le jeton d’une valeur strictement
positive. On joue en convention normale.
Vertex NimG RM [48]
Soit G(V,E) un graphe non-oriente´ et w : V → N une fonction de
poids. En de´but de partie, un jeton est place´ sur l’un des sommets.
A` chaque tour, un joueur diminue le poids du sommet sur lequel se
trouve le jeton d’une valeur strictement positive, puis de´place le jeton
le long d’une areˆte. On joue en convention normale.
Pour Vertex NimG MR, seuls des re´sultats de PSPACE-difficulte´ (en
particulier lorsque le graphe posse`de des boucles) ont e´te´ obtenus [14]. Dans
le cas Vertex NimG RM, Stockman a construit un algorithme polynomial
pour de´cider de l’issue lorsque w est une fonction borne´e par une constante.
Dans ces deux variantes de Vertex NimG, on remarque que le jeu
s’arreˆte de`s lors que le jeton se trouve sur un sommet de poids nul, et que
le joueur doit en diminuer le poids. Afin d’eˆtre plus proche de la version
classique de Nim, qui se termine lorsque tous les poids sont nuls, nous avons
de´fini avec Renault [21] une troisie`me variante, que nous appellerons dans ce
manuscrit Vertex NimG RM2. Dans cette version, les sommets de poids
nuls sont supprime´s du graphe. Pour garantir la connexite´ du graphe malgre´
ces suppressions, on va construire des cliques entre les sommets du voisinage
de chaque sommet retire´.
Vertex NimG RM2 [21]
Soit G(V,E) un graphe non-oriente´ et w : V → N>0 une fonction de
poids. En de´but de partie, un jeton est place´ sur l’un des sommets. A`
chaque tour, un joueur diminue le poids du sommet sur lequel se trouve
le jeton d’une valeur strictement positive, puis de´place le jeton le long
d’une areˆte. Si le poids d’un sommet v est re´duite a` ze´ro pendant la
partie, ce sommet est retire´ du graphe, le sous-graphe induit par son
voisinage N(v) devient une clique et une boucle est ajoute´e sur chaque
sommet de N(v). On joue en convention normale.
Dans cette version de Vertex NimG, les conditions supple´mentaires
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introduites font que le jeu se termine lorsque le graphe est vide (les boucles
permettent en effet de continuer a` jouer sur un seul sommet, tant que son
poids est non nul). La Figure 2.2 montre un exemple de de´roulement d’une
partie.
Remarque
L’ajout d’areˆtes formant une clique est assez naturel dans la de´finition
de Vertex NimG RM2. En effet, si on laissait les sommets de poids
nul plutoˆt que de les supprimer, cela reviendrait a` dire qu’on peut
de´placer le jeton en suivant un chemin dont les sommets internes sont
de poids nul.
Dans [21], nous avons caracte´rise´ les P et les N -positions du jeu Vertex
NimG RM2 en temps polynomial :
The´ore`me 29 (D. et Renault [21], The´ore`me 10). Soit (G,w, u) une ins-
tance de Vertex NimG RM2, ou` G(V,E) est le graphe du jeu, w la fonction
de poids, et u ∈ V la position initiale du jeton. On peut alors de´cider en
temps O(|V ||E|) si (G,w, u) est P ou N .
La preuve de ce the´ore`me est constructive, autrement dit, une strate´gie
gagnante est produite. De nombreux cas sont assez simples a` de´terminer (p.
ex. s’il existe un sommet v de N [u] avec w(v) = 1, ou alors s’il y a une
boucle sur u). Dans les autres cas, on construit un e´tiquetage des sommets
re´cursivement, ou` les minima locaux selon w seront P et leur voisins seront
N .
La preuve du The´ore`me 29 a e´galement permis de re´soudre le jeu Vertex
NimG RM en temps polynomial dans le cas ge´ne´ral, la` ou` Stockman ne
proposait qu’un algorithme exponentiel.
Corollaire 30 (D. et Renault [21], Corollaire 12). Soit (G,w, u) une ins-
tance de Vertex NimG RM, ou` G(V,E) est le graphe du jeu, w la fonction
de poids, et u ∈ V la position initiale du jeton. On peut alors de´cider en
temps O(|V ||E|) si (G,w, u) est P ou N .
Par ailleurs, notons que nous avons e´galement ame´liore´ la complexite´
de re´solution de Vertex NimG RM2 (en temps O(|V |)) lorsque tous les
sommets du graphe ont une boucle.
Nous avons e´galement conside´re´ le jeu Vertex NimG RM2 lorsque le
graphe est oriente´. Cette version sera nomme´e par la suite Directed Ver-
tex NimG RM2. Il s’ave`re que la re´solution de ce jeu paraˆıt plus complexe
que dans le cas non-oriente´.
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Figure 2.2 – Exemple de partie de Vertex NimG RM2.
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Directed Vertex NimG RM2 [21]
Soit G(V,E) un graphe oriente´ fortement connexe et w : V → N≥1
une fonction de poids. En de´but de partie, un jeton est place´ sur l’un
des sommets. A` chaque tour, un joueur diminue le poids du sommet
v sur lequel se trouve le jeton d’une valeur strictement positive, puis
de´place le jeton le long d’un arc sortant de v. Si le poids d’un sommet
v est re´duit a` ze´ro pendant la partie, ce sommet est retire´ du graphe,
et toute les paires d’arcs (p, v) et (v, s) sont remplace´es par des arcs
(p, s) (avec p et s pas ne´cessairement distincts). On joue en convention
normale.
Remarque
La contrainte de forte connexite´ (c.-a`-d. il existe un chemin entre
toute paire de sommets) est essentielle pour que le jeu se poursuive
tant qu’il reste du poids sur le graphe. Notons qu’elle est pre´serve´e
lorsqu’un sommet est retire´ du graphe.
Le calcul de l’issue d’une instance de Directed Vertex NimG RM2
peut se faire en temps polynomial dans quelques cas particuliers :
– Lorsque G a une boucle sur chaque sommet ([21], The´ore`me 6).
– Lorsque G est un circuit et que w(v) > 1 pour tout v ∈ V (G) ([21],
The´ore`me 3).
On notera que le second re´sultat mentionne´ ci-dessus peut-eˆtre conside´re´
comme un jeu de Nim a` V (G) tas, ou` l’on joue successivement sur les tas dans
un ordre cyclique (autrement dit, le joueur n’a pas la possibilite´ de choisir
le tas sur lequel il va jouer). On constate aussi que de nombreux proble`mes
restent ouverts pour Directed Vertex NimG RM2. Un premier pas serait
le suivant :
Proble`me ouvert
Re´soudre Directed Vertex NimG RM2 sur les chemins et les cir-
cuits.
Du point de vue de la complexite´ algorithmique, on peut noter que pour
la plupart de ces jeux, de´terminer leur issue est un proble`me PSPACE-
difficile. En effet, de nombreuses re´ductions peuvent eˆtre re´alise´es depuis
des variantes du jeu Geography (en version sommet ou arc) :
CHAPITRE 2. DES JEUX ET DES GRAPHES 45
Vertex/Edge Geography [33]
Soit un graphe oriente´ G. A` tour de roˆle, chaque joueur choisit un
nouveau sommet (resp. un nouvel arc) qui est un successeur du som-
met (resp. de l’arc) pre´ce´demment choisi. Le premier joueur a` ne plus
pouvoir choisir de nouveau sommet (resp. arc) perd la partie.
Si la PSPACE-comple´tude de ce jeu (dans ses versions sommet et arc)
a e´te´ de´montre´e dans [33], la variante du jeu Edge Geography sur les
graphes non-oriente´s a e´galement e´te´ prouve´e comme e´tant un proble`me
PSPACE-complet [32]. D’ailleurs, c’est a` partir de cette variante qu’on
montre e´galement que le jeu Edge NimG est PSPACE-difficile, puisqu’ils
sont e´quivalents lorsque la fonction de poids est e´gale a` 1. Pour Vertex
NimG MR, une re´duction a e´te´ obtenue a` partir de Vertex Geogra-
phy pour les graphes avec boucles [14], et qui reste valable sans boucle
d’ailleurs [45]. Cependant, l’appartenance a` PSPACE pour ces proble`mes
reste ouverte :
Proble`me ouvert
Les proble`mes Edge NimG et Vertex NimG MR sont-ils PSPACE-
complets ?
Afin d’y voir plus clair, la figure 2.3 recense les principaux re´sultats de
complexite´ sur ces jeux, dans leur version non-oriente´e.
Edge NimG Vertex NImG MR Vertex NImG RM Vertex NImG RM2
PSPACE-difficile PSPACE-difficile Polynomial Polynomial
Figure 2.3 – Complexite´ des variantes de Nim sur les graphes non-oriente´s
En ce qui concerne les variantes oriente´es, on sait que Directed Ver-
tex NimG RM et Directed Vertex NimG MR sont PSPACE-difficiles
par re´duction a` Vertex Geography.
Proble`me ouvert
Qu’en est-il de la complexite´ de Directed Vertex NimG RM2 ?
Comme ce dernier est polynoˆmial pour les graphes a` boucles, la
PSPACE-difficulte´ nous semble plus hasardeuse a` e´tablir.
L’e´tude de la complexite´ de ces jeux dans leur version mise`re a e´te´ re´alise´e
re´cemment par Renault et Schmidt [45]. Plus pre´cise´ment, ils ont de´montre´
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les re´sultats suivants :
The´ore`me 31 (Renault et Schmidt [45]). De´cider de l’issue des jeux Ver-
tex NimG RM et Vertex NimG MR en version mise`re est un proble`me
PSPACE-difficile. Les jeux Edge Geography et Vertex Geography
sont quant a` eux NP-complets en version mise`re, a` la fois oriente´e et non-
oriente´e.
Afin d’eˆtre le plus exhaustif possible, on peut enfin citer une dernie`re va-
riante du jeu de Nim sur les graphes, Graphical Nim, qui a e´te´ re´cemment
propose´e par Albert. A` chaque tour de jeu, elle consiste a` choisir un sommet
v d’un graphe, et a` supprimer k areˆtes incidentes a` v (avec 1 ≤ k ≤ deg(v)).
Dans le cas ou` le graphe est une chaˆıne, le jeu est clairement e´quivalent a`
Kayles. Des premiers re´sultats sur la distribution de la fonction de Grundy
de ce jeu ont e´te´ de´voile´s dans [16], pour les chenilles notamment. Le cas
des graphes spider est en cours d’e´tude par les meˆmes auteurs.
D’autres types de jeux sur les graphes
Bien entendu, les jeux de tas ne sont pas les seuls a` pouvoir eˆtre de´cline´s
dans une version “graphe”. Les jeux de´finis sur une grille rectangulaire
peuvent souvent eˆtre ge´ne´ralise´s sur un graphe, pourvu que les re`gles n’uti-
lisent pas de proprie´te´s d’orientation (p. ex. des coups “horizontaux” ou
“verticaux”, comme c’est le cas dans Konane, Domineering ou Ama-
zons). Par exemple, Clobber est un jeu qui prend du sens sur un graphe.
Par de´faut, ce jeu se joue sur une grille remplie de pierres noires ou blanches.
A` son tour, Le´on choisit une pierre noire et l’utilise pour de´truire une pierre
blanche adjacente. Rene´e fait de meˆme avec les pierres blanches. On joue en
convention normale. La Figure 2.4 est un exemple d’exe´cution des premiers
coups d’une partie, ou` les pierres sont initialement dispose´es en damier.
Si ce jeu s’adapte bien sur les graphes (puisque la notion d’adjacence y
garde du sens), il y reste toutefois tre`s difficile, meˆme sur les chaˆınes ou` il est
conjecture´ que les issues sont N si et seulement si la longueur est diffe´rente
de 6 (avec les pierres noires et blanches dipose´es en damier au de´part) [1].
En revanche, la version solitaire du jeu a e´te´ fortement e´tudie´e. En jouant
seul, l’objectif est de laisser le moins de pierres possibles sur le graphe. Avec
Beaudou et Gravier [6], nous avons re´cemment publie´ un survey recensant
les principaux re´sultats sur le sujet. Parmi les faits les plus marquants, on
peut citer la re´solution comple`te de Solitaire Clobber sur les grilles, les
hypercubes, ou encore les arbres.
Passons maintenant a` une autre famille de jeux sur les graphes. Il existe
une fac¸on ge´ne´rique de repre´senter certains jeux de suppression, que nous
appellerons Subgraph removal games :
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Figure 2.4 – Exemple de partie de Clobber.
Subgraph removal game
Soit S un ensemble de graphes, et G un graphe quelconque. A` tour
de roˆle, chaque joueur choisit un e´le´ment H de S et retire de G un
sous-graphe isomorphe a` H. On joue en convention normale.
Dans le cas ou` S est l’ensemble des e´toiles maximales, alors le jeu Sub-
graph removal game est e´quivalent a` Node Kayles. Hormis cette ins-
tance bien connue, le Subgraph removal game semble tre`s peu e´tudie´
dans la litte´rature. Parmi les moult possibilite´s pour l’ensemble S, les en-
sembles suivants ont retire´ notre attention comme objets d’e´tude potentiels :
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Proble`me ouvert
E´tudier le Graph removal game ou`
– S est l’ensemble des arbres (en cours d’e´tude avec Gravier et Mhalla).
– S = {K2}. Ce jeu peut eˆtre conside´re´ comme une variante de Cram
sur les graphes : un coup consiste a` retirer deux sommets adjacents
du graphe. On le retrouve aussi sous le nom de Arc-Kayles dans la
litte´rature [46]. Le calcul de sa complexite´ fait partie des proble`mes
ouverts re´cemment examine´s au workshop CGTC en 2015.
– S est l’ensemble des chemins (e´ventuellement induits).
Par ailleurs, il nous semble possible d’adapter les re`gles des jeux octaux
pour le Graph removal game. En effet, lorsqu’on retire un graphe H de G,
on peut rajouter la contrainte que G\H posse`de un nombre de composantes
connexes impose´. Par exemple, le Graph removal game ou` l’on retire un
ou deux sommets qui ne de´connectent pas le graphe, est e´quivalent sur la
chaˆıne au jeu octal (33). A` ma connaissance, cette famille de jeux n’a jamais
e´te´ conside´re´e. Un sous-groupe du consortium ANR GAG est actuellement
en cours d’e´tude du (33) sur les arbres.
Enfin, il existe des variantes partisanes du Graph removal game.
Ainsi, dans le jeu Cutthroat [2], les sommets du graphe sont bicolorie´s,
et chaque joueur retire un sommet de sa couleur ainsi que toutes les com-
posantes connexes monochromatiques.
Pour conclure cette liste non-exhaustive de jeux sur les graphes, on
peut citer Hackenbush [8] (un jeu de suppression d’areˆtes), ou encore
Sprouts [2] (un jeu de connexion de sommets). N’oublions e´galement pas
les ce´le`bres Snort et Col, qui seront pre´sente´s dans la section suivante en
tant que versions ludiques du proble`me de coloration de graphes.
2.2 Des proble`mes de graphes en version ludique
2.2.1 Jeux “purement” combinatoires
Convertir une proble´matique de the´orie des graphes en jeu combina-
toire n’est pas un exercice aussi difficile qu’on peut l’imaginer. Prenons pour
commencer la coloration de graphes. On peut aise´ment la transformer en jeu
combinatoire en demandant a` deux joueurs de colorier a` tour de roˆle propre-
ment les sommets d’un graphe, jusqu’a` ce que l’un d’entre eux soit bloque´.
Ce sont Harary et Tuza [41], et inde´pendamment Bodlaender [9], qui, les
premiers, ont eu l’ide´e de formaliser cette question sous la forme d’un jeu
impartial. Ce jeu porte le nom de Achievement pour Harary et Tuza, et
de Coloring game pour Bodlaender. Pour e´viter tout risque de confusion
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avec les jeux qui suivront, on optera pour le terme Proper coloring game
dans la suite du manuscrit.
Le jeu de coloration propre
Proper coloring game [9, 41]
Soit un graphe G et un entier k ≥ 1. A` tour de roˆle, deux joueurs
choisissent et colorient un sommet de G non encore colorie´, avec l’une
des k couleurs disponibles. A` chaque tour, la coloration partielle de
G doit rester propre (c.-a`-d. deux sommets voisins et colorie´s doivent
avoir des couleurs diffe´rentes). On joue en convention normale.
Pour un nombre de couleurs e´gal a` 1 ou 2, le jeu Proper coloring
game posse`de des re´sultats connus :
– Pour k = 1, le Proper coloring game est e´quivalent a` Node-
Kayles, dont la PSPACE-comple´tude a e´te´ de´montre´e [46].
– Pour k = 2, Bodlaender [9] a de´montre´ que le proble`me est e´galement
PSPACE-complet, en le re´duisant a` Node-Kayles.
En collaboration avec Beaulieu et Burke, nous avons e´tendu ce re´sultat
de complexite´ a` un k quelconque :
The´ore`me 32 (Beaulieu, Burke et D. [7]). E´tant donne´ k ≥ 1 fixe´, de´cider
si une instance du Proper coloring game avec k couleurs est N est un
proble`me PSPACE-complet.
La re´duction s’effectue une nouvelle fois a` partir de Node-Kayles. Si
le proble`me est donc difficile sur un graphe quelconque, certaines issues ont
pu eˆtre calcule´es en temps polynomial sur certaines familles de graphes.
Le jeu de coloration propre pour k = 1
Dans le cas ou` k = 1 (c.-a`-d. Node-kayles), il a e´te´ de´montre´ que
l’issue du Proper coloring game peut se calculer en temps polynomial
dans les cas suivants :
– Si G est une chaˆıne, alors le jeu est e´quivalent a` Dawson’s chess et
la fonction de Grundy est entie`rement de´termine´e [8]. En particulier,
le jeu est une P -position sur Pn si et seulement si n ≡ 4, 8, 20, 24, 28
(mod 3)4 ou n = 14 ou n = 34.
– SiG est un cycle de taille au moins 3, alors le jeu est une P -position [41].
– Si G est un cographe, alors il existe un algorithme s’exe´cutant en temps
O(n
1+ 1
log 3 ) qui calcule l’issue [10].
– Si G est un graphe arc-circulaire ou un graphe de cocomparabilite´,
alors l’issue peut se calculer en temps O(n3) [10]. Ce re´sultat inclut
par conse´quent les graphes d’intervalles et les graphes de permutation.
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– Si G est le graphe de Petersen, alors il s’agit d’une N -position [41].
Plus re´cemment, des re´sultats algorithmiques ont e´te´ obtenus dans le
cas ge´ne´ral [11], ame´liorant la meilleure complexite´ exponentielle connue.
Au sujet de ce proble`me, le cas des arbres est certainement celui qui retient
le plus d’attention, car il a e´te´ longuement e´tudie´ sans succe`s :
Proble`me ouvert
Quelle est la complexite´ de Node-Kayles sur les arbres ?
Le jeu de coloration propre pour k = 2
Pour le jeu de coloration impartial a` deux couleurs, voici les re´sultats
connus :
The´ore`me 33 (Harary et Tuza [41]). Une instance du Proper coloring
game avec deux couleurs sur la chaˆıne Pn (n ≥ 3) est P si et seulement si
n est pair.
Par ailleurs, nous avons montre´ que dans le cas ou` n est impair, la
fonction de Grundy est constante :
The´ore`me 34 (Beaulieu, Burke et D. [7], Proposition 6). Soit G une po-
sition du Proper coloring game a` deux couleurs sur une chaˆıne de lon-
gueur impaire. Alors on a G(G) = 1.
Dans [41], le cas des cycles et du graphe de Petersen a e´galement e´te´
re´solu. Par ailleurs, si le graphe posse`de certaines proprie´te´s de syme´trie, on
a pu montrer que les instances correspondantes du jeu a` 2 couleurs e´taient
favorables au second joueur.
Proposition 35. [Beaulieu, Burke et D. [7], Proposition 3] Soit G une
instance du Proper coloring game avec 2 couleurs. S’il existe un auto-
morphisme de G ou` tous les cycles sont de taille 2, alors la position de jeu
est P .
Le corollaire suivant en de´coule :
Corollaire 36. Le Proper coloring game avec 2 couleurs est P sur les
grilles de taille paire et les hypercubes.
Au final, relativement peu de familles de graphes sont re´solues pour le
jeu a` 2 couleurs, si ce n’est lorsque des strate´gies de syme´trie sont possibles.
Si les arbres restent un cas particulie`rement difficile a` re´soudre, il serait
inte´ressant d’examiner des familles de graphes plus abordables :
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Proble`me ouvert
Re´soudre le Proper coloring game a` 2 couleurs sur les cographes
et les graphes d’intervalles.
Le jeu de coloration propre pour k ≥ 3
Dans le cas ou` le nombre de couleurs vaut au moins 3, il existe tre`s peu
de re´sultats dans la litte´rature. Cela dit, a` l’instar de la Proposition 35,
si le graphe posse`de un certain automorphisme, on peut montrer que le
premier joueur posse`de une strate´gie gagnante en jouant un premier coup
qui le rame`ne dans une position syme´trique. Ceci est valable quel que soit
le nombre de couleurs autorise´.
Proposition 37. [Beaulieu, Burke et D. [7], Proposition 2] Soit G une
instance du Proper coloring game avec k couleurs, k ≥ 1. S’il existe un
automorphisme σ de G ou` tous les cycles sont de taille 2 sauf un de taille
1, et si pour tout v ∈ V (G), on a (v, σ(v)) /∈ E(G), alors la position de jeu
est N .
Cela nous a permis de conclure quant au statut N des grilles impaires
et des arbres binaires complets. Par ailleurs, comme mentionne´ dans [41],
certaines valeurs extre´males pour k semblent pertinentes a` conside´rer :
– On sait que si k = ∆(G) + 1, alors le jeu se re´sume a` une question
de parite´ de |V (G)|. Qu’en est-il des cas ou` k = ∆(G) ? Pour quels
graphes le jeu ne se re´sume-t-il pas a` une question de parite´ ?
– Le cas ou` k = χ(G) est inte´ressant. Le cas des chaˆınes, du graphe de
Petersen et des cycles pairs a de´ja` e´te´ re´solu dans ce cadre [41].
Version mise`re du jeu de coloration propre
Dans la litte´rature, le jeu Avoidance de´fini dans [41] correspond a` la
version mise`re du Proper coloring game. Dans cet article, les issues sont
de´termine´es pour k = 2 sur les chaˆınes et les cycles, et pour k quelconque
sur le graphe de Petersen. L’absence d’outil pour traiter la somme de jeux
est un vrai obstacle a` une re´solution plus comple`te. Contrairement a` la
version normale, l’issue du jeu Node-Kayles en mise`re sur les chaˆınes reste
inconnue a` ce jour. Re´cemment, Guignard et Sopena [40] ont toutefois re´solu
d’autres variantes mise`re de ce jeu (en somme conjonctive ou fin de partie
courte).
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Version partisane du jeu de coloration propre
Le Proper coloring game posse`de une version partisane bien connue
dans la litte´rature depuis les travaux de Conway [10], qui porte le nom de
Col. Plus pre´cise´ment, ce jeu peut eˆtre conside´re´ comme une instance parti-
culie`re du Proper coloring game, ou` G est un graphe planaire et k = 2.
A` ma connaissance, il n’a pas e´te´ conside´re´ sur d’autres familles de graphes.
On constate donc que les jeux combinatoires issus de la coloration propre
des sommets d’un graphe ont e´te´ relativement bien conside´re´s dans la lit-
te´rature, meˆme si, au final, de nombreux proble`mes restent ouverts. En
suivant cette ide´e, nous avons de´cide´ avec Beaulieu et Burke de conside´rer
d’autres variantes de la coloration de graphes dans une version TJC. Plus
pre´cise´ment, nous avons aborde´ les proble`mes suivants sur les chaˆınes et
les cycles : coloration oriente´e, coloration faible, coloration a` distance 2, et
coloration se´quentielle.
Le jeu de coloration oriente´e
La coloration oriente´e des sommets d’un digraphe reprend les contraintes
de la coloration propre, et impose en plus que pour tout arc (u, v), il n’existe
aucun arc (v′, u′) tel que u et u′ d’une part, et v et v′ d’autre part, aient
la meˆme couleur. Le jeu combinatoire associe´ a` ce proble`me est difficile
a` appre´hender, notamment parce que l’orientation des couleurs apparaˆıt
en cours de partie. Nous avons alors e´tudie´ la variante du jeu avec deux
couleurs, disons 1 et 2, et une orientation impose´e, c.-a`-d. que tous les arcs
seront oriente´s 1→ 2.
Oriented 2-coloring game [7]
Soit un graphe oriente´ G. A` tour de roˆle, deux joueurs choisissent et
colorient un sommet de G non encore colorie´, avec l’une des 2 couleurs
(1 ou 2) disponibles. A` chaque tour, la coloration partielle de G doit
rester propre et oriente´e dans le sens 1 → 2. On joue en convention
normale.
Par conse´quent, de`s lors qu’un joueur colorie un sommet avec la couleur
1, on sait que tous ses pre´de´cesseurs ne sont plus jouables.
Sur un graphe quelconque, le jeu Oriented 2-coloring game a e´te´
prouve´ comme difficile :
Proposition 38 (Beaulieu, Burke et D. [7], Proposition 13). Sur un graphe
G oriente´ quelconque, de´cider de l’issue de Oriented 2-coloring game
est PSPACE-complet.
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Nous avons toutefois re´ussi a` re´soudre le proble`me sur les circuits :
Proposition 39 (Beaulieu, Burke et D. [7], Corollaire 11). Une position de
l’Oriented 2-coloring game sur un circuit de longueur au moins 4 est
une P -position.
Ce re´sultat a e´te´ prouve´ en remarquant qu’apre`s le premier coup joue´,
on se rame`ne a` un chemin avec une extre´mite´ colorie´e. Nous avons prouve´
que de telles instances sont N .
Le cas des chemins a e´te´ examine´ dans notre papier. Puisque ce jeu se
divise rapidement en somme de sous-jeux (plus pre´cise´ment en sous-chemins
avec extre´mite´s colorie´es ou non), nous avons cherche´ a` calculer la fonction
de Grundy. Avec l’obtention d’une caracte´risation re´cursive de cette fonction
([7], Prop. 9) et l’utilisation des techniques d’acce´le´ration de´crites dans [8]
(c.-a`-d. nimbers rares et fre´quents), nous avons pu calculer les valeurs des
nimbers pour tous les chemins de longueur infe´rieure a` 107. Si nous n’avons
de´tecte´ aucune pe´riodicite´, des re´sultats inte´ressants sont toutefois ressortis :
– On connaˆıt 26 P -positions, la dernie`re connue e´tant pour le chemin
de longueur 8084.
– Le nimber le plus e´leve´ est 1401, obtenu pour le chemin de longueur
3099736.
– Il existe des chemins impairs qui sont des P -positions.
Bien entendu, plusieurs questions restent toujours en suspens a` propos
de ce jeu : pe´riodicite´ e´ventuelle de la fonction de Grundy, qu’en est-il sur
d’autres familles de graphes, avec plus de deux couleurs, ou si l’orientation
n’est pas impose´e au de´part ?
Le jeu de coloration faible
La coloration faible des sommets d’un graphe est une variante de la
coloration propre ou` deux sommets adjacents peuvent avoir la meˆme cou-
leur, a` condition que chacun d’entre eux voit au moins un sommet d’une
couleur diffe´rente. En the´orie des graphes, il est connu que tout graphe est
2-faiblement coloriable. Le jeu combinatoire qui en de´coule est le suivant :
Weak 2-coloring game [7]
Soit un graphe G. A` tour de roˆle, deux joueurs choisissent et colorient
un sommet de G non encore colorie´, avec l’une des 2 couleurs dispo-
nibles. A` chaque tour, la coloration partielle de G doit rester faible.
On joue en convention normale.
Nous avons re´solu ce jeu sur les chaˆınes et les cycles, avec les re´sultats
suivants :
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The´ore`me 40 (Beaulieu, Burke, et D. [7], The´ore`me 14). Les positions du
Weak 2-coloring game sur les chaˆınes et les cycles de longueur n sont
P si et seulement si n est pair.
Le seul cas qui est vraiment inte´ressant dans le re´sultat pre´ce´dent est
celui des cycles impairs (tous les autres utilisent les meˆmes arguments que
ceux des propositions 35 et 37). Pour les cycles impairs, nous avons de´montre´
que tous les sommets sont colorie´s a` la fin de la partie.
Pour ce jeu, la re´solution du cas ge´ne´ral peut sembler abordable du fait
de la 2-faible colorabilite´ de tout graphe.
Proble`me ouvert
Calculer la complexite´ algorithmique du Weak 2-coloring game sur
un graphe quelconque.
Le jeu de coloration a` distance 2
La coloration a` distance 2 des sommets d’un graphe impose que deux
sommets a` distance 1 ou 2 portent des couleurs diffe´rentes. Le jeu associe´ est
alors e´quivalent au Proper coloring game sur le carre´ du graphe. Il a e´te´
de´montre´ PSPACE-complet en ge´ne´ral [7]. Par ailleurs, si la re´solution des
chaˆınes et des cycles pairs est triviale, nous n’avons pas obtenu de re´sultat
significatif lorsqu’ils sont impairs. Il s’agit pour nous de la variante la plus
complexe a` appre´hender, en partie parce qu’il est difficile de calculer les
premiers nimbers (complexite´ tre`s e´leve´e).
Le jeu de coloration en ligne
La coloration en ligne d’un graphe demande de colorier les sommets
selon un ordre impose´. Le jeu de coloration en ligne a e´te´ introduit par
Bodlaender [9] :
Sequential coloring game [9]
Soient un graphe G, un entier k ≥ 2, et une fonction d’ordre f :
{1, . . . , |V |} 7→ V . Au ieme tour, le joueur courant doit colorier le
sommet f(i), avec l’une des k couleurs disponibles. A` chaque tour, la
coloration de G doit rester propre. On joue en convention normale.
Il a e´te´ de´montre´ que la complexite´ de ce jeu de´pendait de k [9] :
– Pour k ≥ 3, le jeu a e´te´ prouve´ comme e´tant PSPACE-complet.
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– Pour k = 2, le calcul de l’issue peut se faire en temps O(n+ eα(e, n)),
ou` α est l’inverse de la fonction d’Ackermann, et n l’ordre du graphe.
Nous avons ame´liore´ ce re´sultat sur les chaˆınes et les cycles :
The´ore`me 41 (Beaulieu, Burke et D. [7], The´ore`me 22). De´cider de l’issue
d’une instance du Sequential coloring game avec 2 couleurs sur une
chaˆıne ou un cycle de longueur n peut se faire en temps O(n).
L’algorithme qui correspond a` ce re´sultat utilise une classification des
sommets en trois cate´gories : les minima locaux de f (c.-a`-d. ceux qu’on
joue avant leurs voisins), les maxima locaux de f (ceux qu’on joue apre`s
leurs voisins, ils sont donc totalement contraints), et les autres (ceux ou` une
seule option de jeu existe).
Dans le cas ou` k ≥ 3, il n’existe, a` ma connaissance, aucune complexite´
polynomiale sur certaines familles de graphes.
Autres jeux
Comme nous venons de le constater, la coloration de graphes et ses va-
riantes s’adaptent tre`s bien aux jeux combinatoires. Mais d’autres proble´mat-
iques de the´orie des graphes semblent aussi avoir du sens dans une version
TJC. A` titre d’ouverture, on pourrait notamment explorer les jeux suivants,
qui n’ont encore jamais e´te´ e´tudie´s apre`s examen de la litte´rature :
Proble`me ouvert
E´tudier le jeu combinatoire de domination : deux joueurs choisissent
a` tour de roˆle un sommet d’un graphe, pourvu que celui-ci domine
au moins un nouveau sommet. Le premier joueur qui ne peut plus
dominer de nouveau sommet perd la partie. Si le cas des chaˆınes peut
s’apparenter a` une instance particulie`re des jeux octaux, le proble`me
est entie`rement ouvert sur les autres familles de graphes.
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Proble`me ouvert
Le jeu du chemin : e´tant donne´ deux ensembles de sommets D et A d’un
graphe G, deux joueurs choisissent a` tour de roˆle un nouveau sommet
de G\ (D∪A). Le premier qui relie un sommet de D a` un sommet de A
avec les sommets choisis gagne la partie. Ce jeu est une ge´ne´ralisation de
Impartial Generalized Hex [46] (dont la complexite´ est au moins
supe´rieure a` celle de Node-Kayles sur les graphes bipartis, qui est
elle-meˆme inconnue).
Enfin, l’e´tude de tous les jeux de cette section en version mise`re reste un
terrain comple`tement vierge, mis a` part les quelques re´sultats connus pour
le Proper coloring game sur les chaines, cycles et le graphe de Petersen.
2.2.2 Jeux maker/breaker
Si la transformation de proble`mes de the´orie des graphes en jeux “pu-
rement” combinatoires (c.-a`-d. avec convention normale ou mise`re) reste
relativement peu re´pandue dans la litte´rature, c’est moins le cas des trans-
formations vers les jeux dits maker/breaker. Pour ces jeux, si les re`gles res-
tent les meˆmes, ce sont les conditions de victoire qui changent. Les deux
joueurs y ont des objectifs contraires. En effet, Le´on doit souvent remplir
un objectif positif (colorier tout le graphe, dominer tout le graphe...), alors
que Rene´e cherche a` l’en empeˆcher.
C’est Brams[38] qui le premier introduisit ce type de jeu, repris ensuite
par Bodlaender [9] :
Coloring construction game, Bodlaender [9, 38]
E´tant donne´ un graphe G et un entier positif k, Le´on et Rene´e colo-
rient alternativement et proprement les sommets de G avec l’une des
k couleurs disponibles. C’est Le´on qui commence. Le´on gagne si et
seulement si G est inte´gralement colorie´ a` la fin. Rene´e gagne si Le´on
ne gagne pas.
Ce type de jeu induit naturellement un proble`me d’optimisation, a` savoir
minimiser la valeur de k pour que Le´on gagne a` coup suˆr.
De´finition 42. Le nombre chromatique ludique d’un graphe G est le plus
petit entier k tel que Le´on a une strate´gie gagnante. On le note χ`(G).
Je ne vais pas recenser ici l’ensemble des re´sultats ayant trait au nombre
chromatique ludique, dans la mesure ou` ce parame`tre n’a pas fait l’objet
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d’une e´tude particulie`re de ma part. Il s’agit plutoˆt d’un centre d’inte´reˆt
pour les anne´es a` venir, dans le cadre du projet GAG. Notons qu’il existe une
page Wiki recensant de nombreux re´sultats et re´fe´rences sur le sujet 1, et qui
montre que le parame`tre est fortement conside´re´ par la communaute´. Parmi
les re´sultats les plus marquants, on peut citer la de´termination d’une borne
pre´cise pour les foreˆts (χ`(G) ≤ 4 [27]), et plus ouverte pour les graphes
planaires (7 ≤ χ`(G) ≤ 17 [5]). Parmi les nombreux proble`mes ouverts au
sujet du nombre chromatique ludique, trois attirent tout particulie`rement
notre attention. Le premier concerne l’he´re´dite´ de la strate´gie gagnante pour
Le´on quand le nombre de couleurs augmente :
Proble`me ouvert
Si Le´on a une strate´gie gagnante avec k couleurs, est-ce toujours vrai
avec (k + 1) couleurs ?
Actuellement, aucun contre-exemple n’a infirme´ cette conjecture. Le se-
cond sujet d’e´tude est l’e´tude du parame`tre lorsque Rene´e commence.
Proble`me ouvert
Il existe des graphes pour lesquels l’e´cart entre le nombre chromatique
ludique lorsque Le´on commence et Rene´e commence est arbitrairement
grand. En revanche, sur les arbres, il est borne´ par 1. E´tudier les cas
extre´maux ainsi que la valeur du parame`tre lorsque Rene´e commence
pour des familles particulie`res de graphes.
Enfin, la complexite´ the´orique de calcul du nombre chromatique ludique
est ouverte :
Proble`me ouvert
Le calcul du nombre chromatique ludique d’un graphe est-il PSPACE-
complet ?
De meˆme que pour les proble`mes de coloration dans leur version combi-
natoire, plusieurs variantes maker/breaker ont e´te´ de´finies : coloration areˆte
(Cai et Zhu [15]), coloration d’incidences (Andres [4]), coloration oriente´e
(Nesˇetrˇil et Sopena [44]), coloration distinguante (Gravier et al. [39]), jeu
1. cf. Wiki de Cle´ment Charpentier : https://en.wikipedia.org/wiki/Graph_
coloring_game
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de marquage (Zhu [50])... 2. Pour chacune de ces variantes, un parame`tre
ludique de graphe est ainsi de´fini. Actuellement, un sous-groupe du projet
ANR GAG travaille sur l’indice chromatique ludique.
En ce qui concerne les autres proble´matiques de the´orie des graphes, le
domination game a e´te´ introduit dans [13], avec les meˆmes contraintes que
dans la version jeu combinatoire, mais ou` l’objectif de Le´on est d’obtenir un
dominant le plus petit possible a` la fin du jeu (alors que Rene´e va chercher
a` le maximiser). Depuis 2010, il s’agit d’un the`me de recherche assez sti-
mulant, avec de nombreuses publications annuelles. En 2002, Alon et al. [3]
avaient de´ja` propose´ une version ludique de la domination sur un graphe
oriente´, ou` les joueurs orientent les arcs de sorte a` maximiser/minimiser la
valeur du nombre de domination oriente´. D’autres jeux d’orientation d’arcs
ont e´galement e´te´ propose´s dans la litte´rature, avec des objectifs diffe´rents.
Au sein du projet GAG, nous travaillons actuellement sur une nouvelle va-
riante maker/breaker du domination game.
2.3 Conclusion
Nous avons cherche´ dans ce chapitre a` analyser la relation entre graphes
et TJC. Si les rapports entre noyaux de graphes et P -positions sont connus
depuis plusieurs de´cennies, l’utilisation de graphes comme support de jeux,
quoique naturelle, n’est pas si fre´quente dans la litte´rature. Hormis les jeux
Geography et Node-Kayles qui ont e´te´ relativement bien e´tudie´s, il est
rare de lire des travaux e´toffe´s sur le sujet. La forte complexite´ de nombreux
jeux sur leur support initial (bien souvent des grilles) en est une explica-
tion raisonnable. La situation semble pourtant e´voluer depuis les anne´es
2000 avec les variantes de Nim sur les graphes, Snort, ou encore Arc-
Kayles. Une bonne connaissance des techniques et raisonnements de the´orie
des graphes devient alors importante pour aborder ces jeux.
Par ailleurs, depuis le de´but des anne´es 1990, certains proble`mes stan-
dards de the´orie des graphes ont suscite´ un vrai inte´reˆt dans leur version lu-
dique. Actuellement, on trouve dans la litte´rature de nombreux articles sur
ces sujets, et la the´matique est en plein essor, avec des re´sultats de plus en
plus pre´cis (nombre chromatique ludique notamment). Un grand nombre de
nouveaux proble`mes ou variantes sont e´galement introduits. Certes, les ver-
sions maker/breaker sont les plus pre´sentes dans la litte´rature. Sans doute
est-ce parce que leurs re`gles semblent plus naturelles, ou qu’elles peuvent
aussi plus facilement mode´liser certaines proble´matiques applique´es. Les ver-
sions ludiques en convention normale ou mise`re sont plus rares car souvent
2. voir http://www.fernuni-hagen.de/mathematik/DMO/graphcolor.html
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plus complexes, mais nous avons vu que le nombre de travaux a` leur e´gard
est grandissant.
Dans tous les cas, le lien entre TJC et the´orie des graphes semble de plus
en plus affirme´. Des techniques utilise´es dans les jeux combinatoires peuvent
eˆtre mises au service de ces proble`mes d’optimisation ludique, comme l’ont
re´cemment montre´ Dorbec et al. [17] avec la somme de jeux pour le domi-
nation game. Notre objectif dans les prochaines anne´es est d’insister sur
ce lien, en explorant notamment certains des proble`mes ouverts mentionne´s
pre´ce´demment.
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Ce dernier chapitre porte sur l’e´tude de plusieurs parame`tres de graphes
nouvellement introduits. En l’occurrence, il s’agit de variantes de proble`mes
de placement et d’identification dans les graphes. Plusieurs de ces recherches
ont e´te´ effectue´es en collaboration avec mon e´tudiant en the`se, M.A. Tah-
raoui.
Dans la suite de ce manuscrit, pour un graphe G donne´, on dira que c’est
un (n,m)-graphe si |V (G)| = n et |E(G)| = m.
3.1 Placement de graphes
La notion de placement de graphes date des anne´es 1970. En langage
simple, le proble`me consiste a` placer k graphes d’ordre n donne´s, areˆte-
disjoints, dans le graphe complet Kn. Nous allons dans un premier temps
faire un tour d’horizon des re´sultats et conjectures du domaine. Par la suite,
nous allons nous inte´resser a` une variante du proble`me que nous appelle-
rons placement e´tiquete´ de graphe. Dans celle-ci, les graphes donne´s seront
sommet-e´tiquete´s, et le placement standard de´fini ci-dessus sera contraint
par le fait que les e´tiquettes doivent eˆtre pre´serve´es. Cette de´finition induit
un parame`tre d’optimisation que nous conside´rerons sur certaines familles
de graphes.
A lire
Il existe dans la litte´rature deux surveys relativement bien fournis a`
propos du placement de graphes. Le premier est celui de Yap [54], qui
contient tous les travaux importants qui ont eu lieu jusqu’a` la fin des
anne´es 1980 (pe´riode tre`s faste en termes de re´sultats et grandes conjec-
tures). Le second est celui de Woz´niak [52], qui reprend certains des
grands re´sultats d’existence, et se concentre un peu plus sur la struc-
ture des placements obtenus.
3.1.1 Placement de graphes non e´tiquete´s
La notion de placement de graphe (en anglais, “graph packing”) a e´te´
de´finie a` la fin des anne´es 1970, inde´pendamment par Bolloba´s et Eldridge
d’une part [5], et Sauer et Spencer d’autre part [42]. En voici la de´finition
formelle :
De´finition 43. Soient G1, . . . , Gk k graphes d’ordre n. On dit qu’il existe
un placement de G1, . . . , Gk (dans le graphe complet Kn) si l’on peut trouver
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k permutations σi : V (Gi) −→ V (Kn), avec 1 ≤ i ≤ k telles que
(u, v) ∈ E(Gi)⇒ (σj(u), σj(v)) /∈ E(Gj) ∀j 6= i
Dans ce contexte, il est fre´quent d’e´tudier des placements ou` les k graphes
sont isomorphes. Un placement de k copies d’un meˆme graphe G sera alors
appele´ un k-placement de G.
Exemple
La Figure 3.1.1 montre l’exemple d’un 2-placement d’un petit arbre.
Plus pre´cise´ment, on a pour σ1 l’identite´ (chose que l’on pourra toujours
admettre dans la suite de ce manuscrit), et la permutation σ2 ve´rifie :
σ2(v1, v2, v3, v4, v5) = (v2, v3, v5, v1, v4).
Figure 3.1 – Exemple d’un graphe avec son 2-placement (a` droite)
Les questions naturelles qui de´coulent d’une telle de´finition sont celles
lie´es a` l’existence d’un placement d’un ensemble de graphes donne´. Bien
entendu, si la somme des tailles des graphes (j’entends par taille le nombre
d’areˆtes) est trop grande par rapport a` la taille du graphe Kn, alors aucun
placement ne sera possible. En d’autres termes, une condition ne´cessaire
pour qu’un k-placement d’un graphe G existe est
k|E(G)| ≤
(|V (G)|
2
)
.
L’une des conjectures les plus connues a` propos de l’existence d’un pla-
cement de k graphes donne´s est due a` Bolloba´s et Eldridge :
Conjecture 44 (Bolloba´s et Eldridge [5]). Soient G1, . . . , Gk k graphes
d’ordre n. Si |E(Gi)| ≤ n − k pour tout 1 ≤ i ≤ k, alors il existe un
placement de G1, . . . , Gk dans Kn.
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Cette conjecture a e´te´ de´montre´e dans les cas k = 2 [42] et k = 3 [38],
et reste comple`tement ouverte pour k > 3. Certains des re´sultats ont e´te´
obtenus en conside´rant le placement d’arbres d’ordres 2, . . . , n [54].
k-placement de graphes
E´tant donne´ la difficulte´ du proble`me, certaines recherches se sont concent-
re´es sur le k-placement de graphe, afin d’obtenir une caracte´risation la plus
pre´cise possible des graphes qui en admettent un. Pour un k quelconque, il
n’y a a` ma connaissance qu’un seul re´sultat qui propose une avance´e dans
cette direction :
The´ore`me 45 (Za`k [55]). Soit k un entier positif et G un graphe d’ordre
n ≥ 2(k − 1)3. Si |E(G)| ≤ n− 2(k − 1)3, alors il existe un k-placement de
G.
En revanche, pour des valeurs de k petites, on a des caracte´risations
plus pre´cises des graphes admettant un k-placement. Pour k = 2, on a par
exemple une caracte´risation parfaite de tous les (n,m)-graphes k-plac¸ables
avec m ≤ n. En particulier, pour m ≤ n − 2, la Conjecture 44 prouve´e
lorsque k = 2 implique le re´sultat suivant :
The´ore`me 46 (Sauer et Spencer [42]). Tout (n, n − 2)-graphe admet un
2-placement dans Kn.
Pour m = n − 1, il existe plusieurs graphes qui n’admettent pas de
2-placement. Parmi les arbres, seules les e´toiles n’en admettent pas.
The´ore`me 47 (Burns et Schuster [9]). Soit G un (n, n−1)-graphe. Il existe
un 2-placement de G si et seulement si G n’est pas isomorphe a` l’un des
graphes suivants : K1,n−1, K1,n−4 ∪ K3 avec n ≥ 8, K1 ∪ K3, K2 ∪ K3,
K1 ∪ 2K3, K1 ∪ C4.
Enfin, Faudree et al. [22] ont obtenu une caracte´risation comple`te du
meˆme genre pour les (n, n)-graphes.
Si le lien entre la taille et l’ordre du graphe semble un aspect important
a` prendre en compte pour de´cider de l’existence d’un placement, certains
parame`tres structurels du graphe peuvent aussi entrer en jeu. C’est le cas
par exemple de la maille. A` ce sujet, la conjecture qui suit tient en haleine
la communaute´ depuis plus d’une trentaine d’anne´es :
Conjecture 48 (Faudree et al. [22]). Si G n’est pas une e´toile et est de
maille au moins 5, alors G admet un 2-placement.
Notons que les auteurs de cette dernie`re conjecture l’ont de´montre´e
lorsque |E(G)| ≤ 6|V (G)|5 − 2. Depuis, cette conjecture a e´te´ de´montre´e pour
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des graphes de maille de plus en plus petite. Plus pre´cise´ment, ce sont succes-
sivement Woz´niak [49] (graphes de maille au moins 8), Brandt [8] (maille au
moins 7), et enfin Go¨rlich et Z˙ak [27] (maille au moins 6) qui l’ont prouve´e.
Le cas des graphes de maille au moins 5 reste toutefois encore non re´solu.
Lorsque k = 3, il existe assez peu de re´sultats dans la litte´rature. L’une
des raisons qui l’expliquent est sans doute la relative lourdeur des caracte´r-
isations, qui peut impliquer une liste de graphes exclus assez grande. Pour les
(n, n−2)-graphes, la caracte´risation reste e´le´gante, et il existe un e´quivalent
du The´ore`me 46 :
The´ore`me 49 (Woz´niak et Wojda [53]). Tout (n, n−2)-graphe qui n’est ni
un K3 ∪ 2K1 ou un K4 ∪ 4K1 admet un 3-placement dans Kn.
Placement de deux graphes
Une autre fac¸on d’appre´hender la difficulte´ du proble`me de placement est
de conside´rer le placement de deux graphes uniquement. Lorsque leur taille
n’est pas trop grande, on peut alors conclure a` l’existence du placement :
The´ore`me 50 (Sauer et Spencer[42]). Soit G1 et G2 deux graphes d’ordre
n. Si |E(G1)||E(G2)| <
(
n
2
)
, alors on peut placer G1 et G2 dans Kn.
On notera que la borne est atteinte lorsque G1 est une e´toile a` 2m − 1
branches, et G2 est l’union de m K2. Par ailleurs, Teo et Yap ont e´tendu le
The´ore`me 47 pour deux graphes quelconques. Autrement dit, on sait exac-
tement quelles sont toutes les paires de (n, n − 1)-graphes qui admettent
un placement dans Kn (le nombre d’exceptions qui ne sont pas des e´toiles
sont au nombre de 13). Ce re´sultat a meˆme e´te´ e´tendu aux graphes ve´rifiant
|E(G1)|+ |E(G2)| ≤ 2n− 2 [47].
Dans la litte´rature, on trouve aussi d’autres re´sultats qui de´pendent du
degre´ maximum du graphe :
The´ore`me 51 (Catlin [12]). Soit G1 et G2 deux graphes d’ordre n. Si
2|∆(G1)||∆(G2)| < n, alors on peut placer G1 et G2 dans Kn.
A` partir de ce re´sultat, Bolloba´s et Eldridge[5] ont construit des graphes
G1 et G2 d’ordre aussi grand que souhaite´, non plac¸ables, et tels que n ≤
(∆(G1)+1)(∆(G2)+1). Cela les a conduit a` e´noncer la conjecture suivante :
Conjecture 52 (Bolloba´s et Eldridge [5], Catlin [12]). Soient G1 et G2
deux graphes d’ordre n, de degre´s maximum respectifs ∆1 et ∆2. Si (∆1 +
1)(∆2 + 1) ≤ n+ 1, alors on peut placer G1 et G2 dans Kn.
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Remarque
On notera que cette conjecture est vraie pour ∆1 = 1, via le
The´ore`me 51.
Structure du placement
Plus re´cemment, certains travaux se sont inte´resse´s a` la structure des per-
mutations sous-jacentes a` un k-placement d’un graphe G donne´. On peut par
exemple se demander si l’on peut se passer de point fixe, si la permutation
est cyclique...
Remarque
A` ce sujet, le cas des graphes auto-comple´mentaires est pertinent
puisqu’ils sont 2-plac¸ables. Dans [52], on trouve un e´tat de l’art pre´cis
sur la nature des permutations pour ces graphes, en termes de taille
des cycles.
De´finition 53. Un 2-placement de graphe est dit cyclique si la permutation
σ2 est cyclique.
Par exemple, le placement de la figure 3.1.1 est cyclique. Plusieurs re´sul-
tats ont e´te´ obtenus pour les 2-placements cycliques de graphes. Woz´niak
a notamment montre´ que pour tout (n, n − 2)-graphe G, on peut toujours
trouver une permutation cyclique qui engendre un 2-placement de G :
The´ore`me 54 (Woz´niak[48]). Tout (n, n−2)-graphe admet un 2-placement
cyclique.
En ce qui concerne les (n, n−1)-graphes, il n’y a pas de re´sultat e´quivalent
car il existe certains (n, n − 1)-graphes 2-plac¸ables qui n’admettent pas de
2-placement cyclique. C’est le cas par exemple du graphe K1,2 ∪K3. Cepen-
dant, ces exceptions ne concernent que certains graphes non-connexes :
The´ore`me 55 (Woz´niak [50]). Tout arbre d’ordre n qui n’est pas une e´toile
admet un 2-placement cyclique.
Le nombre d’exceptions reste toutefois assez faible, comme le prouve
le re´sultat suivant qui caracte´rise tous les (n, n − 1)-graphes 2-plac¸ables
cycliquement.
The´ore`me 56 (Woz´niak [51]). Soit G un (n, n − 1)-graphe. G admet un
2-placement cyclique si et seulement si :
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– il admet un 2-placement,
– ce n’est ni un K1,2 ∪K3, ni un K1,3 ∪K3,
– ce n’est pas un K1 ∪ C5.
Le cas des (n, n)-graphes a e´galement e´te´ comple`tement re´solu dans [26].
En ce qui concerne les 2-placements de graphes sans point fixe, ils ont
e´te´ conside´re´s pour la premie`re fois par Schuster [41], mais restent tre`s confi-
dentiels dans la litte´rature. On remarquera que tout 2-placement cyclique
est sans point fixe. Pour les (n, n− 1)-graphes, il a e´te´ prouve´ (via [41, 51])
que le seul graphe 2-plac¸able sans point fixe non cyclique est K1 ∪ C5.
Proble`me ouvert
Caracte´riser tous les (n, n)-graphes plac¸ables sans point fixe.
3.1.2 Placement de graphes e´tiquete´s
Lors de ces dernie`res anne´es, je me suis inte´resse´ au proble`me de place-
ment de graphes, en accordant une attention toute particulie`re a` la struc-
ture des permutations. Malgre´ la (relative) anciennete´ du proble`me, il me
paraissait en effet e´tonnant de trouver peu de travaux sur le sujet dans la
litte´rature. Par opposition au placement cyclique, la question du nombre
de cycles est apparue. Un parame`tre d’optimisation a alors naturellement
e´merge´ : e´tant donne´ un graphe G 2-plac¸able, quel est le nombre maximum
de cycles que l’on peut avoir dans la permutation σ2 ?
A` vrai dire, nous avons plutoˆt conside´re´ ce proble`me avec un autre re-
gard, celui du placement e´tiquete´. Nous verrons bientoˆt que les deux proble´m-
atiques sont e´quivalentes. Pour des raisons de commodite´ d’e´criture, nous
choisissons de de´finir les termes dans ce second contexte.
En termes simples, un k-placement d’un graphe sommet-e´tiquete´ G est
un k-placement de G tel que l’image des e´tiquettes est pre´serve´e pour chaque
permutation du placement. Plus formellement :
De´finition 57. Soit un graphe G, un entier positif p, et une fonction sur-
jective f : V (G) → {1, . . . , p} d’e´tiquetage des sommets de G. On dit que
(G, f) admet un k-placement p-e´tiquete´ si :
– G admet un k-placement (avec des permutations qu’on notera {σ1, . . . , σk}),
et
– ∀v ∈ V (G) ∀i ∈ {1, . . . , p} f(σi(v)) = f(v).
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Figure 3.2 – Exemple d’un 2-placement 3-e´tiquete´
Exemple
Un exemple de 2-placement 3-e´tiquete´ est donne´ en Figure 3.2. La per-
mutation σ2 y est de´finie comme suit :
σ2(v1, v7, v4, v6) = (v7, v4, v6, v1)
σ2(v2, v5) = (v5, v2)
σ2(v3) = v3
Sur cet exemple, les images des areˆtes du graphe par la permutation σ2
sont en pointille´s. On s’aperc¸oit que les valeurs des e´tiquettes sont bien
conserve´es (par exemple l’areˆte (v6, v7) a pour image (v1, v4), et elles
ont toutes deux leurs extre´mite´s e´tiquete´es 2).
De la notion de k-placement p-e´tiquete´ de graphe, on s’est alors inte´resse´
a` la recherche du plus grand p possible :
De´finition 58. Le nombre de k-placement e´tiquete´ d’un graphe k-plac¸able
G est le plus grand entier p tel que G admette un k-placement p-e´tiquete´.
On le notera λk(G).
On remarquera que ce nombre existe toujours puisque la fonction qui at-
tribue l’e´tiquette 1 a` tous les sommets de G de´finit un k-placement e´tiquete´.
Dans la suite de ce manuscrit, un k-placement p-e´tiquete´ d’un graphe
G sera de´fini via la donne´e des permutations σ2, . . . , σk. On dira qu’une
e´tiquette i ∈ {1, . . . , p} est unique s’il existe un unique sommet v tel que
f(v) = i. Par exemple, l’e´tiquette 3 est unique pour le placement de la
Figure 3.2.
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Remarque
E´tant donne´ un 2-placement p-e´tiquete´ d’un graphe G via une per-
mutation σ2, tous les sommets d’un cycle de σ2 ont force´ment la
meˆme e´tiquette. Par conse´quent, le nombre de 2-placement e´tiquete´
correspond exactement au plus grand nombre de cycles dans un 2-
placement de G. La seule donne´e de σ2 suffit alors a` de´finir le 2-
placement e´tiquete´.
2-placement e´tiquete´ de graphes
La section pre´ce´dente nous a montre´ que nous avons une bonne connais-
sance des graphes 2-plac¸ables, et en particulier lorsque |E(G)| ≤ |V (G)|.
Par conse´quent, nous avons dans un premier temps choisi de conside´rer le
2-placement e´tiquete´ de graphes.
Notre premier re´sultat donne une borne supe´rieure pour λ2(G), en fonc-
tion du nombre de stabilite´ du graphe. On rappelle que le nombre de stabilite´
d’un graphe G, note´ α(G), est la taille d’un stable maximum de G.
The´ore`me 59 (D., Kheddouci, Nowakowski et Tahraoui [18]). Soit G un
graphe 2-plac¸able. Alors son nombre de 2-placement e´tiquete´ ve´rifie :
λ2(G) ≤ α(G) + b |V (G)| − α(G)
2
c
On comprend que cette borne ne peut pas eˆtre franchie parce que dans
un 2-placement d’un graphe, deux sommets voisins ne peuvent pas avoir
des e´tiquettes uniques. Au mieux, l’ensemble des e´tiquettes uniques forme
un stable maximum du graphe, et on attribue une e´tiquette par paire de
sommets restants.
Remarque
On notera que la borne du The´ore`me 59 est atteinte pour plusieurs
familles de graphes. Nous allons voir que c’est notamment le cas pour
les chaˆınes et les cycles.
Pour les cycles et les chaˆınes, le The´ore`me 59 nous permet effectivement
de conclure rapidement quant a` l’optimalite´ d’une solution ou` un sommet
sur deux est un point fixe, et ou` les autres sommets (a` distance 4) sont
apparie´s dans des cycles de taille 2 de la permutation.
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Proposition 60 (D., Kheddouci, Nowakowski et Tahraoui [18]). Soit Cn
un cycle avec n ≥ 5. Alors on a
λ2(Cn) =
{ b3n4 c si n > 5,
2 si n = 5.
Proposition 61 (D., Kheddouci, et Tahraoui [45]). Soit Pn une chaˆıne avec
n ≥ 4. Alors on a
λ2(Pn) =

b3n4 c si n ≡ 0, 2, 3(mod 4) et n > 4,
b3n4 c+ 1 si n ≡ 1(mod 4) et n > 5,
3 si n = 5,
1 si n = 4.
Bien entendu, la borne supe´rieure du The´ore`me 59 n’est pas atteinte dans
de nombreux cas. Conside´rons tout d’abord le cas des (n, n−2)-graphes. On
sait d’apre`s le The´ore`me 46 qu’ils admettent tous un 2-placement. Dans [48],
Woz´niak s’est penche´ sur la structure des cycles dans les 3-placements de
graphe. En termes de nombre de placement e´tiquete´, l’un de ses re´sultats
induit le corollaire suivant :
Corollaire 62 (Woz´niak [48]). Soit G un (n, n − 2)-graphe diffe´rent de
K3 ∪ 2K1 et K4 ∪ 4K1. Alors il ve´rifie
λ2(G) ≥ bn
3
c+ n mod 3.
Avec Kheddouci, Tahraoui et Woz´niak, nous avons de´montre´ que l’on
pouvait garantir une meilleure borne infe´rieure pour le nombre de 2-placement
e´tiquete´ :
The´ore`me 63 (D., Kheddouci, Tahraoui et Woz´niak [19]). Pour tout (n, n−
2)-graphe G, on a :
λ2(G) ≥ b2n
3
c.
Ce re´sultat a e´te´ de´montre´ par induction sur la taille du graphe. Par
ailleurs, nous avons de´montre´ qu’il restait vrai lorsque l’on impose que tous
les cycles des permutations qui maximisent λ2 soient de taille au plus 2. On
notera qu’un (n, n−2)-graphe posse`de au moins deux composantes connexes
qui sont des arbres.
L’addition des The´ore`me 59 et 63 nous permet de conclure a` un encadre-
ment du nombre de 2-placement e´tiquete´. Nous avons par ailleurs remarque´
qu’il existe des familles de (n, n− 2)-graphes pour lesquelles chacune de ces
bornes est atteinte :
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– Les cycles Cn prive´s de deux areˆtes ont un nombre de 2-placement
e´tiquete´ identique a` celui de Cn, soit b3n/4c = α(Cn) + bn−α(Cn)2 c.
– Pour un entier k fixe´, les graphes kK3∪K2∪K1 ve´rifient λ2(G) = 2n/3.
Il serait toutefois inte´ressant de trouver des (n, n − 2)-graphes pour
lesquels cette borne est atteinte et la borne supe´rieure ne l’est pas.
En ce qui concerne le 2-placement e´tiquete´ des (n, n− 1)-graphes, nous
n’avons e´tudie´ que le cas connexe, autrement dit les arbres. Une borne
infe´rieure honorable a e´te´ obtenue :
The´ore`me 64 (Tahraoui, D. et Kheddouci [45], The´ore`me 18). Soit T un
arbre d’ordre n qui n’est pas une e´toile. On a alors
λ2(T ) ≥ b3n
4
c − 2.
Ce re´sultat a e´te´ de´montre´ par induction sur le diame`tre de l’arbre.
Plus pre´cise´ment, nous avons inclus dans l’hypothe`se d’induction que la
permutation σ2 n’e´change jamais deux feuilles de l’arbre.
Proble`me ouvert
L’e´tude des cas extre´maux reste ouverte pour les arbres. En existe-t-il
qui ve´rifient λ2(T ) = b3n4 c−2, et pour lesquels la borne du The´ore`me 59
est de la forme n−  (ou`  est une constante) ?
En revanche, pour les chenilles, nous avons obtenu un re´sultat exact qui
affirme que toutes les chenilles ”suffisamment grandes” ont un nombre de
2-placement e´tiquete´ e´gal a` la borne du The´ore`me 59 :
The´ore`me 65 (Tahraoui, D. et Kheddouci [45], The´ore`me 16). Soit une
chenille C d’ordre au moins 4 telle que |V (C)| − α(C) ≥ 5. On a alors
λ2(C) = α(C) + bn− α(C)
2
c.
La strate´gie sur les chenilles est assez naturelle : comme l’ensemble des
”pattes” forme un stable, les feuilles correspondant aux pattes sont des
points fixes dans la permutation, et on cherche a` maximiser le nombre de
cycles de taille au moins 2 sur la chaˆıne principale. La Figure 3.3 illustre
une telle construction. Cela nous a conduit a` de´finir un second parame`tre
de placement, qui interdit les points fixes dans les permutations.
De´finition 66. Le nombre de k-placement e´tiquete´ sans point fixe d’un
graphe k-plac¸able G est le plus grand entier p tel que G admette un k-
placement p-e´tiquete´ ou` tous les cycles des permutations σ2, . . . , σk sont de
taille au moins 2. On le notera λ′k(G).
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Figure 3.3 – Exemple d’un 2-placement e´tiquete´ optimum d’une chenille
On notera que dans le cas des chaˆınes, la valeur de λ′2(Pn) est connue,
et e´gale a` la borne supe´rieure naturelle de bn/2c.
Remarque
Le cas des chenilles satisfaisant |V (C)| − α(C) < 5 a e´galement e´te´
traite´. Il s’agit de chenilles dont la chaˆıne principale n’a pas plus de
7 sommets. Nous avons de´montre´ que dans le pire des cas, on perdait
deux cycles par rapport a` la borne du The´ore`me 65.
Hormis le cas des chaˆınes, nous n’avons pas mene´ d’e´tude plus appro-
fondie du parame`tre λ′. De certains travaux passe´s [4], on peut en de´duire
des premiers re´sultats sur λ′2(G) lorsque G est un (n, n− 1)-graphe :
The´ore`me 67. Soit G un (n, n−1)-graphe avec n ≡ 0 (mod 4). Si G admet
un 2-placement sans point fixe, alors λ′2(G) ≥ n4 .
Proble`me ouvert
E´tudier le parame`tre λ′2. Tout reste actuellement a` explorer (e´tude
extre´male, arbres...).
k-placement e´tiquete´ de graphes
En ce qui concerne le k-placement e´tiquete´, la borne du The´ore`me 59
reste bien entendu valable, mais il serait inte´ressant de l’ame´liorer. En effet,
dans un k-placement e´tiquete´, toute e´tiquette voisine d’un sommet avec une
e´tiquette unique doit apparaˆıtre au moins sur k sommets distincts. Cette
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remarque ne s’ave`re toutefois pas suffisante pour conclure dans le cas ge´ne´ral
a` une borne supe´rieure plus basse. C’est en revanche le cas pour les cycles :
Proposition 68 (D., Kheddouci, Nowakowski et Tahraoui [18]). Pour tout
cycle Cn avec n ≥ 2k + 1, on a :
λk(Cn) ≤ α(Cn) + bn− α(Cn)
k
c.
Nous avons ensuite montre´ que cette borne est atteinte pour presque
tous les cycles suffisamment grands (par rapport a` k) :
The´ore`me 69 (D., Kheddouci, Nowakowski et Tahraoui [18], The´ore`me 8).
E´tant donne´ un entier k ≥ 2, on conside`re un cycle Cn avec n = 2km+ x,
ou` x < 2k. On a alors :
λk(Cn) =

bn2 c+ 1 si (x mod 4,m) = (2, 2) et k > 2,
bn2 c+m+ 1 si x = 2k − 1,
bn2 c+m sinon.
Dans les cas ou` n est relativement petit par rapport a` k, nous avons
obtenu des valeurs exactes dans quelques cas en utilisant une couverture en
circuits Hamiltoniens du graphe. Cependant, certains cas restent ouverts :
Proble`me ouvert
Calculer la valeur exacte de λk(Cn) lorsque 2k + 1 ≤ n ≤ 4k − 4.
Il serait e´galement pertinent de re´fle´chir a` une adaptation des re´sultats
obtenus pour le 2-placement e´tiquete´ :
Proble`me ouvert
Peut-on obtenir un encadrement ”fin” de λk(G) lorsque G est un (n,m)-
graphe avec m ≤ n− 1 ? On peut e´galement espe´rer re´soudre le cas des
chaˆınes a` partir des re´sultats sur les cycles.
3.2 Colorations distinguantes
Les premie`res colorations distinguantes sont ne´es dans les anne´es 1970,
suite aux travaux de Golomb [25] et Rosa [40] a` propos des e´tiquetages gra-
cieux. Depuis, les nombreuses variations possibles de ce proble`me en ont fait
un objet d’e´tude re´current dans la litte´rature. On doit toutefois reconnaˆıtre
un inte´reˆt grandissant de la communaute´ sur ce sujet depuis une dizaine
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d’anne´es. Le diagramme de la Figure 3.4 l’illustre, en indiquant le nombre
annuel de citations d’un des papiers re´fe´rence du domaine depuis sa parution
en 1992.
Figure 3.4 – Nombre annuel de citations du papier [2] (source : Google
scholar)
En termes simples, l’objectif est de colorier les areˆtes et/ou sommets
d’un graphe de telle sorte que cette coloration induise un codage des areˆtes
et/ou sommets de ce meˆme graphe, ou` les codes sont distincts. A` partir
d’une de´finition aussi ge´ne´rique, on s’aperc¸oit que de nombreux parame`tres
peuvent entrer en jeu dans la spe´cification d’un proble`me pre´cis de colora-
tion distinguante : choix des objets a` colorier, choix des objets a` distinguer,
fonction de codage, proprete´ ou non de la coloration...
Dans ce chapitre, nous ne pre´tendons pas faire un e´tat de l’art exhaus-
tif sur l’ensemble des travaux ayant trait aux colorations distinguantes. Il
s’agirait toutefois d’un effort tre`s utile a` mener dans le futur. Tout d’abord
parce que la richesse du domaine le justifie. Ensuite parce qu’il n’existe pas
de tel travail de survey connu dans la litte´rature. On peut toutefois citer le
chapitre 13 du livre [15] qui effectue un premier e´tat des lieux du domaine
jusqu’en 2008. Par ailleurs, il est souvent difficile de s’y retrouver tant les di-
vers noms utilise´s dans la litte´rature sont parfois peu cohe´rents. Des termes
diffe´rents peuvent en effet de´finir un meˆme proble`me. On a aussi constate´
qu’un meˆme terme peut de´signer deux proble´matiques diffe´rentes. Dans ce
manuscrit, nous allons nous arreˆter sur deux proble´matiques pre´cises : les
colorations areˆte qui distinguent les sommets, et les colorations sommet qui
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distinguent les areˆtes.
3.2.1 Colorations areˆte sommet-distinguantes
Nous nous inte´ressons ici aux colorations areˆte qui distinguent les som-
mets du graphe. Plusieurs variantes de ce proble`me ont e´te´ identifie´es dans
la litte´rature, selon les parame`tres suivants :
– la proprete´ de la coloration des areˆtes
– la fonction de codage
– la distinction, qui doit eˆtre valable pour toute paire de sommets, ou
alors pour les paires de sommets adjacents uniquement.
Pour distinguer les colorations propres et impropres, on parlera dans ce
manuscrit d’e´tiquetage lorsque la coloration est impropre. Pour la distinc-
tion, si elle ne touche que les sommets adjacents, on dira que la coloration
(ou l’e´tiquetage) est sommet-voisinage-distinguante. En ge´ne´ral, le terme
anglophone e´quivalent est AVD (pour adjacent vertex distinguishing).
En ce qui concerne la fonction de codage des sommets, on choisit la
plupart du temps une fonction entie`re c : V (G)→ N. Parmi les fonctions les
plus exploite´es dans la litte´rature, on trouve, pour un sommet v :
– c(v) est l’ensemble des couleurs des areˆtes incidentes a` v.
– c(v) est le multi-ensemble des couleurs des areˆtes incidentes a` v. Au-
trement dit, le nombre de fois ou` une meˆme couleur apparaˆıt dans le
voisinage de v importe.
– c(v) est la somme des couleurs des areˆtes incidentes a` v.
Il est temps de donner quelques exemples de telles colorations. L’un des
proble`mes les plus connus est le strong edge coloring, introduit par Burris
et Schelp [11]. Dans notre vocabulaire, il correspond a` la coloration areˆte
sommet-distinguante, ou` le code d’un sommet est l’ensemble des couleurs
qui lui sont incidentes.
On peut associer un parame`tre d’optimisation a` chacune des proble´m-
atiques de coloration distinguante. La plupart du temps, l’objectif est de
minimiser le nombre de couleurs ne´cessaires pour colorier le graphe. Dans
l’exemple ci-dessus du strong edge coloring, ce parame`tre s’appelle l’indice
chromatique fort, note´ χ′s(G). Trivialement, cet indice ve´rifie
∆(G) ≤ χ′(G) ≤ χ′s(G)
Pour le graphe de la Figure 3.5, on a χ′s(G) = 5, puisqu’il existe deux
sommets de degre´ ∆(G) = 4, et qu’une coloration avec 4 couleurs ne leur
permettrait pas d’avoir des codes diffe´rents.
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Figure 3.5 – Exemple d’une coloration areˆte sommet-distinguante par les
ensembles
Si χ′s(G) admet un minorant naturel χ′(G) qui peut eˆtre atteint (dans
le cas ou` χ′(G) n’est pas fixe´), des bornes supe´rieures pre´cises ne sont pas
encore connues. Burris et Schelp ont toutefois de´montre´ le re´sultat suivant :
The´ore`me 70 (Burris et Schelp[11]). Pour un graphe connexe G d’ordre
au moins 3, on a
χ′s(G) ≤ n+ ∆(G)− 1
La preuve de ce re´sultat part d’une (∆ + 1) coloration areˆte (via le
the´ore`me de Vizing), ou` les couleurs de (n − 2) areˆtes (choisies selon un
ordre particulier) sont remplace´es par de nouvelles couleurs. On ne sait ac-
tuellement pas si cette borne est serre´e. D’ailleurs, Burris et Schelp ont
conjecture´ qu’il en existait une plus pre´cise :
Conjecture 71 (Burris et Schelp[11]). Pour un graphe G dont toutes les
composantes connexes sont d’ordre au moins 3, on a
χ′s(G) ≤ n+ 1
Hormis cette e´tude extre´male, certaines familles de graphes comme les
graphes complets, les chaˆınes, les cycles ou encore les bipartis complets ont
de´ja` e´te´ e´tudie´s dans la litte´rature.
Remarque
Certains auteurs ont qualifie´ le parame`tre χ′s(G) d’observabilite´ du
graphe [13]. Par ailleurs, la variante ou` la coloration est impropre
a e´te´ introduite par Harary et Plantholt [30], sous le nom de point-
distinguishing edge chromatic index, qu’on notera χ′si(G).
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Un autre exemple est la coloration dite irre´gulie`re, introduite pour la
premie`re fois par Aigner et al. [2]. Celle-ci correspond a` un e´tiquetage
areˆte sommet-distinguant par les multi-ensembles. La Figure 3.6 donne un
exemple d’un tel e´tiquetage.
Figure 3.6 – Exemple d’un e´tiquetage areˆte sommet-distinguant par les
multi-ensembles
Le parame`tre d’optimisation associe´ est note´ χ′mi(G), et correspond au
plus petit entier k tel que G admette une coloration irre´gulie`re avec les
couleurs {1, . . . , k}. Dans [2, 10], des bornes supe´rieures sont obtenues pour
les graphes k-re´guliers. La valeur de χ′mi(G) est d’ailleurs grande pour les
graphes k-re´guliers ou` k est petit vis a` vis de |V (G)|. En revanche, pour des
graphes comme les graphes complets, il a e´te´ de´montre´ [2] que χ′mi(Kn) = 3
pour tout n ≥ 3.
Les tableaux suivants re´capitulent les colorations areˆte sommet-distingu-
antes existantes dans la litte´rature pour les fonctions de codage suivantes :
ensemble, multi-ensemble, somme, multiplication.
Distinction par les ensembles
Type de coloration
Distinction Propre Impropre
Totale Burris et Schelp, 1997 [11] Harary et Plantholt, 1985 [30]
Voisinage Zhang et al., 2002 [56] Gyori et al., 2008 [29]
Table 3.1 – Colorations areˆte sommet-distinguantes par les ensembles
CHAPITRE 3. PARAME`TRES DE GRAPHES 81
Distinction par les multi-ensembles
Type de coloration
Distinction Propre Impropre
Totale Burris et Schelp, 1997 [11] Aigner et al., 1992 [2]
Voisinage Zhang et al., 2002 [56] Addario-Berry et al., 2005 [1]
Table 3.2 – Colorations areˆte sommet-distinguantes par les multi-ensembles
Dans le cas de la somme et de la multiplication, on pre´cise que l’on
cherche encore a` optimiser la valeur du plus petit k tel que la coloration soit
dans {1, . . . , k}. Certains auteurs ont toutefois cherche´ a` minimiser la taille
de l’image de f , ou` f est la fonction de coloration areˆte.
Distinction par la somme
Type de coloration
Distinction Propre Impropre
Totale Lo, 1985 [39] Chartrand et al. 1985 [14]
Voisinage Flandrin et al., 2013 [23] Karonski et al., 2004 [34]
Table 3.3 – Colorations areˆte sommet-distinguantes par la somme
Distinction par la multiplication
Type de coloration
Distinction Propre Impropre
Totale ouvert ouvert
Voisinage Li et al., 2015 [37] Kaziow, 2008 [44]
Table 3.4 – Colorations areˆte sommet-distinguantes par la multiplication
En 2012 [46], nous nous sommes inte´resse´s au proble`me d’e´tiquetage areˆte
sommet-distinguant via une nouvelle fonction de codage. Cette fonction a
e´te´ choisie de sorte a` obtenir un majorant sur les valeurs des parame`tres χ′mi
et χ′si d’un graphe. Nous sommes partis de la remarque suivante :
Deux ensembles (ou multi-ensembles) sont distincts si leurs diame`tres sont
diffe´rents
On rappelle que le diame`tre d’un ensemble d’entiers est la diffe´rence
entre le plus grand et le plus petit e´le´ment de cet ensemble. Par conse´quent,
la fonction de codage e´lue va correspondre au diame`tre des ensembles de
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Figure 3.7 – Exemple d’un e´tiquetage 5-diame`tre distinguant
couleurs incidentes a` un sommet donne´. La de´finition formelle du nouvel
e´tiquetage distinguant est le suivant :
De´finition 72. Soit un graphe G, un entier positif k et un e´tiquetage f :
E(G) → {1, 2, ..., k} des areˆtes de G. Pour tout sommet v de G, le code de
v est de´fini comme suit :
l(v) =
{
f(e) si d(v) = 1et v ∈ e
max
e3v {f(e)} −mine3v {f(e)} sinon
ou` d(v) est le degre´ du sommet v.
Selon cette de´finition, un e´tiquetage f sera dit k-diame`tre distinguant si
deux sommets distincts ont des codes diffe´rents. Enfin, le plus petit entier
k tel que G posse`de un e´tiquetage k-diame`tre distinguant sera note´ χ′di(G).
La Figure 3.7 illustre un e´tiquetage 5-diame`tre distinguant.
Remarque
On remarquera que pour les sommets de degre´ 1, on a choisi de ne
pas conside´rer le diame`tre de l’ensemble, car tous les graphes ayant au
moins deux sommets pendants n’admettraient pas de tel e´tiquetage.
A` la place, nous avons retenu comme code la valeur de la couleur
incidente a` ces sommets.
Par conse´quent, les seuls graphes qui n’admettent pas d’e´tiquetage diam-
e`tre distinguant sont K1 et K2. Pour tout autre graphe, on peut toujours
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construire un e´tiquetage diame`tre distinguant avec 2|E(G)| − 1 couleurs, en
attribuant la couleur 2i−1 a` chaque areˆte ei (avec 1 ≤ i ≤ |E(G)|).
Par ailleurs, on peut remarquer que pour un e´tiquetage k-diame`tre dis-
tinguant d’un graphe d’ordre n, un des sommets aura un code au moins
e´gal a` (n− 1). Un tel code ne peut eˆtre obtenu qu’avec une areˆte incidente
de couleur (n − 1) (si c’est un sommet pendant), ou alors avec une areˆte
incidente de couleur n (si son degre´ est d’au moins 2). En d’autres termes :
Proposition 73 (Tahraoui, D. et Kheddouci [46], Lemme 2). Un graphe G
d’ordre n sans composante connexe isomorphe a` K1 ou K2 ve´rifie χ
′
di(G) ≥
n− 1. De plus, si δ(G) > 1, alors χ′di(G) ≥ n.
Sur l’exemple de la Figure 3.7, la Proposition 73 implique que l’e´tiquet-
age est optimum, et donc χ′di(G) = 5.
L’e´tude de nombreux cas nous a laisse´ penser que la valeur de χ′di est
borne´e par n+C, ou` C est une constante (relativement faible). Dans l’article
[46], nous avons conjecture´ le re´sultat suivant :
Conjecture 74. Tout graphe G d’ordre n sans sommet ni areˆte isole´e ve´rifie
n− 1 ≤ χ′di(G) ≤ n+ 1
Dans [46], nous avons prouve´ cette conjecture pour les graphes connexes
sans isthme. Le the´ore`me suivant fournit meˆme une caracte´risation comple`te
des graphes pour lesquels χ′di vaut n ou n+ 1.
The´ore`me 75 (Tahraoui, D. et Kheddouci). Pour tout graphe connexe G
sans isthme, on a
χ′di(G) =
{
n si G n’est pas un cycle avec n ≡ 2, 3 (mod 4),
n+ 1 sinon.
L’ide´e principale de la preuve repose sur la recherche d’un e´tiquetage
dit e´quilibre´, c.-a`-d. ou` il existe une couleur c qu’on pourrait rajouter a` l’en-
semble des couleurs incidentes a` chaque sommet sans en changer le diame`tre.
On va alors chercher un e´tiquetage e´quilibre´ d’un graphe couvrant de G, via
une couverture par des cycles et des chaˆınes.
Dans le cas ou` G est connexe (mais e´ventuellement avec isthme), alors
Scheidweiler et Triesch [43] ont de´montre´ que la Conjecture 74 e´tait valide.
The´ore`me 76 (Scheidweiler et Triesch [43], The´ore`me 5). Pour tout graphe
G connexe d’ordre n sans sommet ni areˆte isole´e, on a
χ′di(G) ≤ n+ 1
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De plus, si G admet au moins un sommet de degre´ 1, alors
χ′di(G) ≤ n
Sachant que le cas des arbres a e´te´ re´solu dans un premier temps, la
preuve du The´ore`me 76 utilise un argument proche du noˆtre, en conside´rant
cette fois-ci un arbre couvrant du graphe. Dans le cas des graphes connexes,
il reste encore quelques perspectives inte´ressantes afin d’obtenir une ca-
racte´risation parfaite du parame`tre :
Proble`me ouvert
Quels sont les graphes connexes pour lesquels on a χ′di(G) = n + 1 ?
Dans [46], nous avons de´montre´ que les seuls graphes connexes sans
isthme ve´rifiant cette proprie´te´ sont les cycles Cn avec n ≡ 2, 3 (mod 4).
Les re´sultats de Scheidweiler et Triesch prouvent que s’il en existe
d’autres, il posse`dent au moins un isthme et ve´rifient δ(G) ≥ 2.
Proble`me ouvert
Meˆme question pour χ′di(G) = n − 1. Par de´finition, cela impose que
G posse`de un sommet pendant. Dans [46], nous avons montre´ que
les chaˆınes Pn avec n ≡ 0, 1 (mod 4) ve´rifient χ′(Pn) = n − 1. C’est
e´galement le cas des arbres binaires complets de hauteur au moins
2 [46]. Quels sont les autres graphes candidats ? Dans un premier temps,
la question peut ne porter que sur les arbres.
En ce qui concerne les graphes non connexes, nous avons de´montre´ le
re´sultat suivant :
The´ore`me 77 (Tahraoui, D. et Kheddouci [46], The´ore`me 15). Pour tout
graphe G d’ordre n dont chaque composante connexe est sans isthme et
diffe´rente de Ck avec k ≡ 1, 2, 3 (mod 4), alors
χ′di(G) = n
La preuve de ce re´sultat utilise le fait que pour ces composantes, a`
partir d’un e´tiquetage diame`tre distinguant, on peut le ”translater” d’une
constante c, c.-a`-d. que les valeurs des codes et des areˆtes sont augmente´es
de c.
Afin de s’affranchir du cas particulier des cycles dans le The´ore`me 77,
Scheidweiler et Triesch ont de´montre´ que l’union de cycles peut se ramener a`
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l’e´tude de suites de Skolem. Ce re´sultat combine´ a` notre algorithme conduit
ainsi a` une borne supe´rieure de n+ 7 pour χ′di(G) lorsque G est 2-connexe.
Peut-on re´duire ce majorant ? En tout cas, la Conjecture 74 s’ave`re fausse
pour les graphes non-connexes [43], puisque certaines unions de C3 ve´rifient
χ′di(G) = n+2. Pour un graphe G quelconque, la meilleure borne supe´rieure
connue est la suivante :
The´ore`me 78 (Scheidweiler et Triesch [43], The´ore`me 6). Pour tout graphe
G d’ordre n sans sommet ni areˆte isole´e, on a
χ′di(G) ≤ n+ 9
Proble`me ouvert
Existe-t-il des graphes pour lesquels on a χ′di(G) > n + 2 ? Re´soudre
exactement le cas des unions de cycles semble eˆtre une premie`re piste.
Au niveau du lien entre les divers parame`tres de graphe, on a la proprie´te´
suivante (pour un graphe G ve´rifiant δ(G) ≥ 2) :
χ′mi(G) ≤ χ′si(G) ≤ χ′di(G)
Malgre´ la motivation e´voque´e plus toˆt, c’est sans surprise que les re´sultats
obtenus pour χ′di(G) donnent des majorants peu pertinents pour les deux
autres parame`tres. En effet, la contrainte d’avoir des diame`tres diffe´rents est
vraiment trop forte pour espe´rer avoir des graphes ve´rifiant χ′si(G) = χ
′
di(G).
Proble`me ouvert
Il serait inte´ressant d’examiner la variante diame`tre-distinguante ou`
la coloration est propre. Il est possible que l’e´cart entre la valeur du
parame`tre correspondant et χ′s(G) ne soit pas aussi grand que dans le
cas impropre. Cela pourrait alors eˆtre une fac¸on de se rapprocher de la
conjecture de Burris et Schelp (Conjecture 71).
En terme de complexite´ algorithmique de calcul du parame`tre, comme
pour la plupart des proble`mes de colorations distinguantes, celle-ci est ou-
verte. Si nous pensons qu’elle est NP-comple`te, nous ne voyons pas d’indice
qui laisse penser que cette difficulte´ serait plus facile a` de´montrer que pour
d’autres parame`tres.
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3.2.2 Coloration sommet areˆte distinguantes
Un second type de coloration distinguante est celui ou` les sommets du
graphe sont colorie´s, et ou` ce sont les areˆtes qui portent un code (bien souvent
fonction des couleurs des extre´mite´s). Pour une areˆte (u, v) du graphe, il
existe dans la litte´rature trois fonctions de codage particulie`rement e´tudie´es :
– la fonction ensemble c(u, v) = {u, v},
– le diame`tre c(u, v) = |u− v|,
– la somme c(u, v) = (u+ v) mod |E|.
Dans ces trois cas, la coloration choisie est souvent propre, voire plus
(nous le verrons plus tard). Le cas de la fonction ensemble est en quelque
sorte l’e´quivalent du strong edge coloring : on cherche a` distinguer toutes
les areˆtes avec des ensembles de taille 2. Ce type de coloration est dite
harmonieuse, et a e´te´ introduit par Hopcroft et Krishnamoorthy [33] en
1983. Le parame`tre de graphe associe´ est appele´ nombre chromatique har-
monieux et correspond au plus petit entier k tel qu’une coloration des som-
mets dans {1, . . . , k} soit harmonieuse. Pour eˆtre cohe´rent avec nos notations
pre´ce´dentes, on notera ce parame`tre χs(G). S’il est clair que tout graphe G
d’ordre n admet une coloration harmonieuse (en donnant aux sommets les
couleurs de 1 a` n), en comptant le nombre d’ensembles de taille 2 parmi k
(pour un k fixe´), on obtient l’encadrement suivant pour χs(G) :
The´ore`me 79. Pour un graphe G d’ordre n et de taille m, on a :
d1 +
√
8m+ 1
2
e ≤ χs(G) ≤ n.
Un premier survey sur le nombre chromatique harmonieux a e´te´ propose´
dans [20]. Un nouveau majorant, fonction du degre´ maximum du graphe, y
est mentionne´. Par ailleurs, on trouve dans la litte´rature une valeur exacte du
parame`tre pour certaines familles de graphes comme les chaˆınes, les cycles,
l’union de cliques, les grilles, les arbres binaires complets ou encore les arbres
k-aires complets a` trois niveaux. On trouve e´galement une preuve de NP-
comple´tude du proble`me.
Remarque
Il existe une version impropre du nombre chromatique harmonieux,
qu’on trouve dans la litte´rature sous le nom de line distinguishing
number. Cette variante a e´te´ introduite par Frank, Harary et Plan-
tholt [24]. Sa complexite´ algorithmique est inchange´e par rapport a`
la pre´ce´dente.
L’e´quivalent des distinctions diame`tre et somme de la section pre´ce´dente
apparaissent aussi dans les colorations sommet. Pour les proble`mes les plus
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Figure 3.8 – Le K4 est un graphe gracieux
e´tudie´s, on demande plus qu’une coloration propre : on souhaite que la
fonction de coloration soit injective sur {0, . . . , |E|}. Par conse´quent, une
distinction diame`tre ou somme associe´e impose que les codes des couleurs
des areˆtes soient dans {1, . . . , |E|}. De`s lors, il n’y a plus de parame`tre d’op-
timisation qui entre en jeu, mais seulement un proble`me d’existence. Ainsi,
un graphe sera dit gracieux s’il admet une coloration injective des sommets
sur {0, . . . , |E|} qui distingue les areˆtes par le diame`tre. Cette notion date
de 1967 et a e´te´ introduite par Rosa [40]. La Figure 3.8 donne un exemple
de graphe gracieux.
La proble´matique principale devient alors de caracte´riser les graphes qui
sont gracieux. Par exemple, les graphes C5 et K5 ne sont pas gracieux. Au
final, le proble`me s’ave`re assez ardu et peu de re´sultats sont e´tablis. La plus
ce´le`bre conjecture concerne les arbres :
Conjecture 80. Tout arbre est gracieux.
Aldred et McKay [3] ont de´montre´ que cette conjecture est vraie pour
les arbres d’ordre au plus 27 (il existe aussi une preuve informatique a` 35).
Certaines familles d’arbres ont e´galement e´te´ re´solues, comme les chenilles,
ou certains homards. Par ailleurs, les hypercubes et les grilles sont connus
pour eˆtre gracieux.
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Remarque
Pour les graphes qui ne sont pas gracieux, on peut toutefois esti-
mer leur degre´ de proximite´ a` la proprie´te´ gracieuse. Pour cela, on
de´finit un parame`tre d’optimisation associe´ χg(G), qui consiste a` trou-
ver le plus petit k tel qu’une coloration injective dans {0, . . . , k} in-
duise des codes distincts. Bien entendu, les graphes gracieux ve´rifient
χg(G) = |E(G)|. Il s’agit la` d’un champ de recherche peu explore´ a`
ma connaissance.
En ce qui concerne la distinction par la somme modulo |E|, Graham et
Sloane [28] ont introduit une notion similaire a` la pre´ce´dente. Un graphe
sera dit harmonieux s’il existe une injection de V dans {0, . . . , |E| − 1} tel
que les codes des areˆtes (u, v), e´gaux a` (u+v) mod |E|, soient tous distincts.
On notera que le terme harmonieux n’est pas propice a` une clarte´ absolue
au vu des pre´ce´dents termes employe´s. Cette de´finition interdit aux arbres
d’eˆtre harmonieux car il n’existe aucune fonction injective dans l’ensemble
souhaite´. Dans ce cas particulier, la de´finition a e´te´ e´tendue pour autoriser
la pre´sence d’un doublon sur les sommets. On trouvera les quelques re´sultats
connus sur le sujet dans le chapitre 13 de [15].
En collaboration avec d’autres membres de mon e´quipe, nous avons ex-
plore´ une nouvelle fonction de codage pour ce type de coloration. Parmi les
fonctions N × N → N, la culture TJC ne pouvait nous conduire nulle part
ailleurs qu’a` la Nim-somme. C’est aussi une fac¸on, peut-eˆtre un peu super-
ficielle, je le reconnais, de boucler la boucle de ce me´moire. E´tant donne´es
une areˆte (u, v) du graphe et une coloration f des sommets, le code c(u, v)
vaudra donc f(u)⊕ f(v).
Remarque
En fait, l’ide´e de la Nim-somme n’est qu’une e´criture diffe´rente de la
variante de Hegde [32] appele´e set coloring. Dans cette variante, on
colorie les sommets avec des ensembles d’entiers, et le code d’une areˆte
est la diffe´rence syme´trique entre les ensembles situe´s aux extre´mite´s
de cette areˆte. Il y a e´quivalence entre les deux versions puisqu’un
sous-ensemble de {1, . . . , n} peut eˆtre code´ par un entier en binaire
avec le keme digit e´gal a` 1 si l’entier k est dans le sous-ensemble.
Le XOR (Nim-somme) entre deux entiers en binaire correspond alors
exactement a` la diffe´rence syme´trique.
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Figure 3.9 – Exemple d’un graphe satisfaisant χ⊕(G) = 4
A` l’instar du parame`tre χg de´fini pre´ce´demment, le set coloring number
d’un graphe G, note´ χ⊕(G) est le plus petit entier k tel qu’il existe une
coloration injective dans Zk = {0, . . . , 2k − 1} qui distingue toutes les areˆtes
deux a` deux avec la Nim-somme. La Figure 3.9 montre un graphe dont le
set coloring number vaut 4. Clairement il n’est pas possible de re´aliser une
coloration distinguante avec 3 couleurs, car le nombre d’areˆtes ne le permet
pas (il faut au moins 10 ≥ 23 codes diffe´rents pour les areˆtes, donc une
couleur e´gale a` au moins 23 est ne´cessaire sur les sommets).
Avec le meˆme argument, on peut donc en de´duire une premie`re borne
infe´rieure sur χ⊕(G), qui de´pend de |E|. Pour une borne supe´rieure triviale,
on peut choisir de colorier le sommet vi avec la couleur 2
i−1. On obtient
alors le re´sultat ci-dessous.
Proposition 81 (Hegde [32], The´ore`me 1). Pour tout graphe G, on a
dlog2(|E(G)|+ 1)e ≤ χ⊕(G) ≤ |V (G)| − 1
Dans [7], nous nous sommes inte´resse´s au calcul de la valeur exacte de
χ⊕(G) pour certaines familles de graphes, a` commencer par les chaˆınes. Une
question naturelle qui se pose est la suivante : pour un n fixe´, quelle est la
plus grande chaˆıne Pk qui ve´rifie χ⊕(Pk) = n ? D’apre`s la Proposition 81, le
premier candidat est k = 2n. Nous avons cependant de´montre´ (Proposition
7) que ce candidat n’e´tait pas l’e´lu car χ⊕(P2n) = n+1. Le candidat suivant
est alors la chaˆıne de taille k = 2n−1. Dans ce cas, nous avons alors de´montre´
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que l’existence d’une coloration distinguante satisfaisant χ⊕(Pk) = n est
e´quivalent a` la recherche d’un transversal circulaire dans un carre´ latin.
Expliquons les termes :
– Tout d’abord, rappelons qu’un carre´ latin sur un alphabet αp de taille
p > 0 est un tableau p× p rempli avec des valeurs de αp, de telle sorte
que chaque lettre de l’alphabet apparaisse une seule fois dans chaque
ligne et dans chaque colonne. E´tant donne´ un entier k, la table de la
Nim-somme, pour αp = {0, . . . , 2k−1}, est un carre´ latin. On la notera
Ak par la suite.
– Un transversal dans un carre´ latin L sur αp = {0, . . . , p − 1} est un
ensemble de p cellules {L(i1, j1), . . . , L(ip, jp)} avec ik, jk ∈ {0, . . . , p−
1} pour k = 1 . . . p, tel que
{i1, . . . , ip} = {j1, . . . , jp} = {L(i1, j1), . . . , L(ip, jp)} = {0, . . . , p− 1}
En d’autres termes, il y a exactement une cellule du transversal par
ligne, une par colonne, et l’ensemble des valeurs des cellules est e´gal a`
αp. E´tant donne´ un transversal, on de´finit par ailleurs la permutation
Γ qui associe a` chaque indice de ligne i le nume´ro de colonne Γ(i)
tel que L(i,Γ(i)) soit l’unique cellule du transversal sur la ieme ligne.
Nous avons prouve´ ([7], Proposition 3) que la table Ak admet toujours
un transversal.
– Un transversal est dit circulaire si la permutation Γ associe´e est l’union
d’une permutation circulaire et d’un point fixe. La Figure 3.10 montre
un transversal circulaire sur le carre´ latin A4.
Sur l’exemple ci-dessus, en suivant l’ordre de la permutation circulaire,
on s’aperc¸oit alors qu’on obtient un set coloring de la chaˆıne P15, comme
illustre´ sur la Figure 3.11.
Par conse´quent, les deux conjectures suivantes sont e´quivalentes :
Conjecture 82 (Boutin, D., Effantin, Kheddouci et Seba [7]). Pour tout
n ≥ 2, le carre´ latin An admet un transversal circulaire.
Conjecture 83 (Boutin, D., Effantin, Kheddouci et Seba [7]). Pour tout
n ≥ 2, on a χ⊕(P2n−1) = n.
Ces conjectures ont e´te´ de´montre´es jusqu’a` n = 5, en modifiant l’algo-
rithme que nous avons cre´e´ pour obtenir un transversal “simple”. On note
e´galement que la re´solution de la Conjecture 82 permettrait de re´soudre
comple`tement le cas des chaˆınes, par monotonie de χ⊕.
Un second exemple de famille de graphes qui atteint la borne infe´rieure de
la Proposition 81 est l’ensemble des arbres binaires complets. On remarque
qu’un arbre binaire complet de hauteur n posse`de 2n − 1 sommets.
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⊕
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 0 3 2 5 4 7 6 9 8 11 10 13 12 15 14
2 2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13
3 3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12
4 4 5 6 7 0 1 2 3 12 13 14 15 8 9 10 11
5 5 4 7 6 1 0 3 2 13 12 15 14 9 8 11 10
6 6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9
7 7 6 5 4 3 2 1 0 15 14 13 12 11 10 9 8
8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7
9 9 8 11 10 13 12 15 14 1 0 3 2 5 4 7 6
10 10 11 8 9 14 15 12 13 2 3 0 1 6 7 4 5
11 11 10 9 8 15 14 13 12 3 2 1 0 7 6 5 4
12 12 13 14 15 8 9 10 11 4 5 6 7 0 1 2 3
13 13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2
14 14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1
15 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Figure 3.10 – Un transversal circulaire pour le carre´ latin A4.
Figure 3.11 – Set coloring optimal de la chaˆıne P15
The´ore`me 84 (Boutin, D., Effantin, Kheddouci et Lagraa [7]). Pour un
arbre binaire BTn de hauteur n, on a χ⊕(BTn) = n.
La preuve de ce re´sultat utilise notre algorithme re´cursif de construc-
tion d’un transversal ”simple” dans An. Bien qu’assez e´le´gante, nous ne la
de´taillerons pas dans ce manuscrit.
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Proble`me ouvert
A` ma connaissance, les re´sultats e´voque´s ci-dessus sont les seuls exis-
tant sur χ⊕ dans la litte´rature. D’autres familles de graphes restent a`
explorer (grilles, hypercubes...). Une e´tude des graphes extre´maux vis
a` vis de la Proposition 81 semble e´galement pertinente.
Dans [32], une variante de ce proble`me, le strong set coloring, est e´gal-
ement e´tudie´e. Un graphe est dit fortement set coloriable si l’on peut trouver
un set coloring tel que l’union des couleurs des sommets et des codes des
areˆtes forme une partition de Zn \ {0} = {1, . . . , 2n − 1}, pour un certain n.
Plus pre´cise´ment, les seuls graphes e´ligibles sont ceux pour lesquels |V | +
|E| = 2n − 1. Le graphe de la Figure 3.12 illustre cette de´finition.
Figure 3.12 – Exemple de graphe fortement set coloriable avec n = 4
Suite a` cette de´finition, on s’inte´resse alors a` la recherche d’une ca-
racte´risation des graphes fortement set coloriables. Hegde a propose´ un en-
semble de conditions ne´cessaires pour qu’un graphe le soit :
Proposition 85 (Hegde [32]). Si un graphe G d’ordre au moins 3 ve´rifie
l’une de ces trois conditions :
– exactement un ou deux sommets sont de degre´ pair,
– exactement trois sommets sont de degre´ pair, dont deux sont adjacents,
– exactement quatre sommets sont de degre´ pair, disons v1, v2, v3, v4, et
v1, v2 d’une part, et v3, v4 d’autre part, sont adjacents,
alors G n’est pas fortement set coloriable.
Ce re´sultat a permis a` Hegde de re´soudre le proble`me sur certaines fa-
milles de graphes : les graphes complets, les arbres k-aires complets, et les
graphes bipartis complets. Les cas des chaines reste toutefois ouvert :
Conjecture 86 (Hegde [32]). La chaˆıne Pn n’est pas fortement set coloriable
pour tout n > 2.
Cette conjecture a toutefois e´te´ de´montre´e pour n = 4, 8, 16.
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Dans [7], nous avons e´toffe´ la Proposition 85 de nouvelles conditions
ne´cessaires, en particulier pour les graphes de petite taille. En voici l’une
d’entre elles :
Lemme 87 (Boutin, D., Effantin, Kheddouci et Lagraa [7]). E´tant donne´
un graphe G, si G admet un ensemble dominant D qui soit une clique de
taille 3 et tel que G\D soit stable, alors G n’est pas fortement set coloriable.
Les autres conditions sont similaires, et base´es sur la pre´sence de domi-
nants de faible taille. L’ensemble de ces re´sultats nous a permis d’obtenir
une caracte´risation inte´grale de tous les graphes fortement set coloriables
pour n = 4, soit |V |+ |E| = 15. Ils sont recense´s sur la Figure 3.13.
Figure 3.13 – Caracte´risation de tous les graphes fortement set coloriables
pour n = 4
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On notera que pour n = 2 et n = 3, il n’existe qu’un seul graphe forte-
ment set coloriable, respectivement K2 et K1,4.
Proble`me ouvert
Que se passe-t-il si l’on n’impose pas l’injectivite´ pour la fonction de
coloration ? Ce type de coloration distinguante n’a encore jamais e´te´
e´tudie´.
A` travers cette section, j’ai essaye´ de proposer un petit tour d’horizon
des principales colorations distinguantes de la litte´rature, en se limitant au
crite`re de la distinction totale, et lorsque la coloration/e´tiquetage porte sur
les objets comple´mentaires de ceux qui portent le code. Si l’on souhaitait eˆtre
totalement exhaustif sur le sujet, il conviendrait de s’inte´resser e´galement
aux colorations voisinage-distinguantes. Celles-ci connaissent un vrai inte´reˆt
depuis une quinzaine d’anne´es, et ont e´te´ examine´es selon diverses fonc-
tions de codage. En ce qui concerne les objets colorie´s/distingue´s, on peut
mentionner les variantes suivantes :
– coloration totale, c.-a`-d. on colorie a` la fois les sommets et les areˆtes.
Le codage (areˆte ou sommet) est fonction des couleurs des sommets
et des areˆtes voisins.
– codage total, c.-a`-d. on veut distinguer a` la fois les sommets et les
areˆtes.
– colorations sommet sommet-distinguantes : dans ce cas, le code d’un
sommet de´pend des couleurs des voisins de ce sommet. Dans le cas ou`
la fonction de codage est la fonction ensemble, on parle de coloration
identifiante [21]. Pour la fonction somme, il s’agit du lucky labeling [17].
3.3 Conclusion
Dans ce chapitre, nous avons aborde´ deux proble´matiques assez vastes
de la the´orie des graphes : le placement et les colorations/e´tiquetages distin-
guants. Pour chacun d’entre eux, j’ai travaille´ sur des variantes de proble`mes
standards introduits personnellement, ou alors e´tendu des re´sultats re´cents.
Dans le cas du placement e´tiquete´, la motivation premie`re e´tait d’ordre
applicatif. En effet, au sein du projet ANR AOC, l’objectif premier e´tait
d’appre´hender l’appariement d’objets repre´sente´s par des graphes. Bien sou-
vent, ces graphes portent une information sur leurs nœuds. L’appariement
applicatif est souvent aborde´ via des algorithmes approximatifs, vu la fre´q-
uente double diffe´rence - structurelle et se´mantique - entre les graphes a` ap-
parier. Une vision plus the´orique de cette proble´matique nous a alors conduit
a` de´finir la notion de placement e´tiquete´, ainsi que son parame`tre d’optimi-
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sation associe´. Si l’on s’est alors petit a` petit de´tourne´ du volet applicatif,
c’est parce que le parame`tre the´orique s’est ave´re´ un objet d’e´tude pertinent.
On a alors constate´ que, sous une autre forme, il avait e´te´ une premie`re fois
conside´re´ dans la litte´rature, de fac¸on assez confidentielle (nombre de cycles
d’un placement de graphes). A` travers la the`se de M.A. Tahraoui et en col-
laboration avec deux chercheurs exte´rieurs, notre e´tude entie`rement de´die´e
a` ce proble`me a alors permis d’ame´liorer certains premiers re´sultats et de
re´soudre le proble`me sur certaines familles de graphes. La voie ouverte laisse
alors de nombreuses perspectives de recherche pour un domaine qui avait
e´te´ un peu mis de cote´ ces dernie`res anne´es.
En ce qui concerne les colorations distinguantes, c’est a` l’inverse un do-
maine d’e´tude tre`s prise´ par la communaute´ depuis une quinzaine d’anne´es.
Nous nous sommes place´s sur deux variantes tre`s spe´cifiques - l’une est
invente´e, l’autre tre`s re´cente :
– La coloration diame`tre distinguante est un nouveau parame`tre que
nous avons introduit en 2012. Il est plaisant de constater que depuis
sa publication, notre travail a e´te´ conside´re´ et approfondi par d’autres
chercheurs (en l’occurrence Scheidweiler et Triesch).
– Notre e´tude du set coloring a e´tendu les premiers re´sultats de Hegde,
en proposant de nouveaux re´sultats et une approche un peu diffe´rente
qui met a` profit nos connaissances en TJC.
L’une des motivations premie`res de ces e´tudes e´tait l’ame´lioration des re´-
sultats connus sur des parame`tres de colorations distinguantes plus ce´le`bres
(ceux ayant une fonction de codage ensembliste, notamment). Il faut re-
connaˆıtre que les re´sultats obtenus actuellement ne re´pondent pas a` ces
espoirs. Il n’en demeure pas moins que ces objets d’e´tude me´ritent d’eˆtre
conside´re´s en tant que tels.
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Conclusion
Le contenu de ce me´moire repre´sente une pourcentage tre`s e´leve´ des tra-
vaux que j’ai pu mener depuis l’obtention de ma the`se. Certains re´sultats
n’y ont pas e´te´ mentionne´s, car ils repre´sentent a` mes yeux des ıˆlots un peu
plus isole´s de mon activite´. Je me dois toutefois de mentionner les travaux
que j’ai pu mener en collaboration avec mon doctorant, A. Fabbri, et ses
co-encadrants de the`se. Nous avons conside´re´ les jeux combinatoires sous un
angle beaucoup plus algorithmique. Plus pre´cise´ment, nous avons cherche´
a` produire de nouvelles approches pour ame´liorer l’algorithme existant de
Monte Carlo Tree Search. Celles-ci ont pu eˆtre applique´es au jeu de Go et
au jeu du Solitaire Clobber.
En ce qui concerne ma recherche future, une part belle sera consacre´e aux
the`mes de´veloppe´s dans ce rapport, ainsi qu’a` certains des proble`mes ouverts
mentionne´s. Pour eˆtre concret, plusieurs proble`mes sont actuellement en
cours d’e´tude, avec plusieurs membres de l’ANR GAG :
– Les jeux octaux sur les graphes.
– Les jeux de coloration maker/breaker.
– De nouveaux jeux de suppression sur les tas.
– Un survey sur le jeu de Wythoff et ses variantes.
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Re´sume´
On conside`re ge´ne´ralement que la the´orie des graphes est ne´e au XVIIIe
sie`cle, et qu’elle connaˆıt un essor significatif depuis les anne´es 1960. L’ave`n-
ement de la the´orie des jeux combinatoires est quant a` lui plus re´cent (fin
des anne´es 1970). Ce domaine reste alors moins explore´ dans la litte´rature,
et de nombreuses e´tudes sur des techniques ge´ne´rales de re´solution sont tou-
jours actuellement en cours de construction. Dans ce me´moire, je propose
plusieurs tours d’horizons a` propos de proble´matiques bien cible´es de ces
deux domaines. Dans un premier temps, je m’interroge sur la complexite´
des re`gles de jeux de suppression de tas. Il s’ave`re que dans la litte´rature, la
complexite´ d’un jeu est souvent de´finie comme la complexite´ algorithmique
d’une strate´gie gagnante. Cependant, il peut aussi avoir du sens de s’interro-
ger sur la nature des re`gles de jeu. Un premier pas dans cette direction a e´te´
fait avec l’introduction du concept de jeu dit invariant. On notera au passage
que certains re´sultats obtenus ont mis en exergue des liens entre combina-
toire des mots et strate´gie gagnante d’un jeu. Dans un deuxie`me chapitre,
j’aborde les jeux sous l’angle des graphes. Deux aspects sont conside´re´s :
– Un graphe peut eˆtre vu comme un support de jeu. Le cas du jeu de
Nim et ses variantes sur les graphes y est examine´.
– Certaines proble´matiques standard de the´orie des graphes peuvent
eˆtre transforme´es dans une version ludique. C’est d’ailleurs un objet
d’e´tude de plus en plus prise´ par la communaute´. Nous de´taillerons le
cas des jeux de coloration sommet.
Enfin, le dernier chapitre se concentre sur deux nouvelles variantes de prob-
le´matiques issues de la the´orie des graphes : le placement de graphes et les
colorations distinguantes. J’en profite pour faire un e´tat de l’art des princi-
paux re´sultats sur ces deux domaines.
Pour chacun des the`mes mentionne´s pre´ce´demment, ce me´moire est ponc-
tue´ de pistes de recherche et proble`mes ouverts que je conside`re comme
“abordables”. Par ailleurs, les preuves des re´sultats ne sont pas propose´es
in extenso, mais sont accessibles dans les articles de recherche mentionne´s.
