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PETER WINKLER 
We present a polynomial-time algorithm for deciding whether a given connected graph is a 
non-trivial Cartesian product. The method entails first representing the graph as an isometric 
subgraph of a Cartesian product of graphs, then finding a suitable partition of the factors. 
The Cartesian product G x H of graphs G and H has as vertices the pairs (g, h) with g 
a vertex of G and h a vertex of H; (gl, hI) is connected by an edge to (g2' h2) in G x H just 
when {gl' g2} is an edge of G and hI = h2' or when g, = g2 and {h" h2} is an edge of H. 
The Cartesian product admits unique factorization (Sabidussi [4]) but until recently no 
efficient algorithm was known for producing such a factorization. 
If unconnected graphs are permitted then the factorization problem is at least as difficult 
as 'graph isomorphism'; for, one could determine whether two connected graphs G and H 
are isomorphic by deciding whether a graph with two vertices and no edge is a factor of the 
disjoint union of G and H. The question of whether there is a polynomial algorithm for 
deciding if a connected graph is a non-trivial Cartesian product--equivalently, for finding 
its unique factorization-was posed by Welsh [5], Imrich [3], and probably Sabidussi as 
well. Recently, this question was settled in the affirmative (independently of this author) by 
Feigenbaum, Hershberger and Schaffer [1] using towers of equivalence relations. Our 
methods are completely different, making use of results in [2] in which graphs are regarded 
as metric spaces. 
THEOREM. There is a polynomial algorithm for deciding whether a given connected graph 
G is a non-trivial Cartesian product, and for finding the prime factorization of G. 
PROOF. If u and v are two vertices of G, let d(u, v) be the number of edges in a 
shortest path between them. Define the relation 13 between edges of the graph as follows: 
if e = (x, y) and f = (u, v) then ef3f iff d(x, u) + d(y, v) # d(x, v) + d(y, u). Let 
E be the edge· ~et of G and E" ... , Ek the equivalence classes of the transitive closure 
of 13. The factor graph Gi , 1 ~ i ~ k, is formed from G by contracting every edge not 
in Ei to a poivt; concatenating the natural projections J;: G --+ Gi yields a map f from 
G to the Carte!>ian product of the GiS. This product may itself be exponential in size, 
but we do not need to list its vertices; in fact even the structure of the GiS is irrelevant until 
later. 
The first lemma lists some useful facts about this 'canonical representation' f: G '-+ TIGi ; 
all follow immediately from Theorems 1-3 in [2]. 
LEMMA 1. The mapfis isometric, i.e. d(u, v) = L.~=, dG,(J;(u),J;(v)) for any pair u, v of 
vertices in G; further, each Gi has at least two vertices and the projections J;: G --+ Gi are 
surjective. The number offactors k is called the dimension ofG andfis the unique embedding 
of G with the above properties and at least k factors; the dimension of each Gi is 1. 
If G is the Cartesian product of graphs H, and H2 then there is a partition of the index 
set S = {1,2, ... , k} into sets S, and S2, and canonical representations h/ Hj --+ TIiESjGi for 
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j = 1,2 such that 
G H j X H2 j f j h, j ~ 
TI Gj = TI Gj x TI Gj 
ieS ieSl ieS2 
is a commuting diagram. Conversely, any partition of S into Sj and S2 induces maps h/ 
G -+ II jes. Gj ; if ~ is the image of Gunder hj then h j x h2 is an isometric embedding of 
G into H/ x H2 • If this map happens to be surjective, we have G = H j X H2 ; otherwise 
there can be no factoring of G corresponding to the partition (Sj, S2)' 
Our strategy now is as follows. We compute the graphs Gj and arbitrarily assign to each 
the vertex set M j = {I, 2, ... , mj}' Then the canonical representation f assigns to each 
vertex v of G a sequence (Vj, .•• , Vk) of numbers, 1 ~ Vj ~ mj' Let V be {( Vj, ••. , Vk): 
va vertex of G}, so that V c II j M j and I VI = n, the number of vertices of G. 
If (Sj, S2) is a partition of S = {I, 2, ... , k}, let VI and V2 be the images of V in 
II jesl M j and in II jes2 M j , respectively. It follows from Lemma 1 that (SI' S2) is a 'good' 
partition, i.e. induces a factoring of G, precisely when V = VI X V2 • 
Unfortunately there may be exponentially many partitions so we cannot merely test each 
one for the above property. Instead, call a subset T of S complete if VT = II je T M j , that is, 
if the projection of V into II jeT M j is surjective. We have: 
LEMMA 2. Every singleton {i} c S is complete, and every subset of a complete set is 
complete. If S itself is complete then G = 117= I Gj and thus every partition of S is good; in 
particular. G is factorable iff k > 1. 
Note that in fact k = 1 is the 'usual' case: most random graphs have dimension 1 and 
are thus quickly seen to be unfactorable. The dimension may be as much as n - 1 (in the 
case of a tree, which, as it happens, is also unfactorable.) 
LEMMA 3. A given subset T of S can be tested for completeness in polynomial time. 
Of course II je T M j may be exponentially large but if II je T mj is larger than n then T cannot 
be complete. 
We say that a subset T of S is minimally incomplete ifit is not complete but every proper 
subset of it is complete. 
LEMMA 4. If S is not complete then a minimally incomplete subset of S can be found in 
polynomial time. 
Every incomplete set contains a set wich is minimally incomplete. We begin by checking 
all subsets of S of cardinality k - 1; if they are all complete then S itself is minimally 
Otherwise some k - I-set T is incomplete and we test all of T's k - 2-subsets, etc. 
Altogether fewer than n2 completeness tests are necessary. 
Now comes the crux. 
LEMMA 5. Let T be a minimally incomplete subset of S and let (SI' S2) be a good partition 
of S. Then either T c SI or T c S2' 
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If not then there is a partition (TI ' T2) of T with TI c SI and T2 c S2; since TI and T2 
are both complete, T itself is complete with respect to UI x U2 • Since T is incomplete with 
respect to U, we cannot have U = UI X U2 and a contradiction has been reached. 
Having found a minimally incomplete subset T, we may now replace the graphs {G;: 
i E T} by a new graph GT having vertex set {I, 2, ... , I UTI}. Structurally, GT is just the 
subgraph of Il;eT G; induced by the image of G under the map Il;E T /; . SinGe GT cannot be 
split by a factorization of G, we are reduced to considering the new representation G -+ GT X 
Il;jT G; which has fewer than k factors (recall I TI ~ 2 since singletons are complete). 
We now repeat the process with the new representation, continuing until we have a 
representation whose index set is complete. This final representation (which may well be the 
identity map G -+ G) is then precisely the unique prime factorization of G as a Cartesian 
product. 
As an example consider the graph G with vertex set {XI ' X2, .. . , X12 } and the adjacency 
matrix given in Figure 1. After computing the distance matrix of G and the transitive 
closure of the relation p we find that k = 4 and the canonical factor graphs GI , •• • , G4 
are all single edges, i.e. isomorphic to K2 • We will number the G;s and their vertices in such 
a way that the edge (XI ' x4) lies in E I , ( XI' xs) in E2, (XI ' XII) in E3 and (X2' XIO) in E4; and 
f(x l } = (1, 1, 1, I). The listing for the set U given in Figure 2 is then obtained. 
XI 0 0 0 0 0 0 0 0 I 0 
X2 0 0 0 0 0 0 0 0 I 1 0 1 
xl 0 0 0 0 1 0 1 0 0 0 1 0 
x. 0 0 0 0 0 0 0 0 1 0 1 
Xl 0 0 0 0 0 0 I 0 0 0 
X6 0 0 0 0 1 0 0 0 0 I 0 
x, 0 0 I 0 0 0 0 0 0 0 I 
Xs I 0 0 0 0 0 0 0 I 0 0 
X 9 0 0 0 1 0 I 0 0 0 0 0 
X IO 0 0 0 0 0 0 0 0 0 
XII I 0 0 0 0 0 0 0 0 0 
X I2 0 I 0 I 0 0 0 0 0 0 0 
FIGURE l. 
2 3 4 
X I I I I 
X 2 2 2 I 2 
Xl I I 2 2 
x. 2 I 1 I 
Xl I 2 2 2 
X6 I 2 2 I 
x, 2 I 2 2 
Xs 2 I I 
X9 2 2 2 2 
X IO 2 2 I 
X II I 2 
X I2 2 2 
FIGURE 2. 
Since 24 > 12, S = {I , 2, 3, 4} itself is incomplete. Its subsets {t , 2, 3}, {t, 2, 4} and 
{2, 3, 4} are complete but {I, 3, 4} is not: there is no vector in U of the form (1, " 1, 2) or 
(2, " 2, 1). The subsets {I, 3}, {I, 4}, and {3, 4} are complete so T = {I, 3, 4} is minimally 
incomplete and can be contracted to a single factor. By replacing (1 , ',1 , 1) by 1, (1 , " 2 , 1) 
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by 2, (1, " 2, 2) by 3, (2, " 1, 1) by 4, (2, " 1,2) by 5 and (2, " 2, 2) by 6 one obtains the 
picture for GT given in Figure 3. The new representation of G is given in Figure 4. Now the 
full index set {2, T} is complete so that G = G2 X GT ~ K2 x C6 ; the isomorphism can 







X 2 2 5 
x J 1 3 
X 4 1 4 
X5 2 3 
X6 2 2 
X 7 6 
Xs 2 I 
X9 2 6 
XIO 2 4 
XII 2 
X I2 5 
FIGURE 4. 
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