Abstract-Most prevailing software engineering methodologies assume that software systems are developed from scratch to capture business data and subsequently generate reports. Nowadays, massive data may exist even before software systems are developed. These data may also be freely available on Internet or may present in silos in organizations. The advancement in artificial intelligence and computing power has also prompted the need for big data analytics to unleash more business values to support evidence-based decisions. Some business values are less evident than others, especially when data are analyzed in silos. These values could be potentially unleashed and augmented from the insights discovered by data scientists through data mining process. Data mining may involve overlaying and merging data from different sources to extract data patterns. Ideally, these values should be eventually incorporated into the information systems to be. To realize this, we propose that software engineers ought to elicit software requirements together with data scientists. However, in the traditional software engineering process, such collaboration and business values are usually neglected. In this paper, we present a new requirement engineering model that allows software engineers and data scientists to discover these values hand in hand as part of software requirement process. We also demonstrate how the proposed requirement model captures and expresses business values that unleashed through big data analytics using an adapted use case diagram.
I. INTRODUCTION
The focus on data in information systems is rapidly increasing nowadays due to the vast amount of data generated by software systems. Youtube, for example, had more than a billion users in 2015, who watched 4 billion videos every day and uploaded 300 hours of video every minute [1] . In this hurricane of data generated from the usage of software applications, software engineers need to be aware of what Big Data is, how to develop Big Data software and what the requirements of Big Data software are. As a general definition, big data are data with 5V's; variety, velocity, volume, veracity, and value [2] . Taking big data into account in software engineering will enhance the quality of software and exploit the values of such data that would otherwise be wasted. When appropriately exploited, the business values (or simply values) of big data can affect the systems positively in several ways. For example, it enhances the quality of big data software and helps make accurate predictions regarding day to day business which may assist in informed decisions to maximize the quality of services and profit. Moreover, with the advent of Internet of things (IoT), cloud computing and machine learning techniques have also indirectly enabled software systems to process big data, and subsequently unleash and exploit business values by learning from their previous activities in order to manage future activities better, and subsequently optimize their business goals. This is evident in the case study explained in section IV.
Despite being well-established, the traditional software engineering is facing both technical and organizational challenges when big data systems are in question. The challenges are: (1) technical challenges in developing big data systems that address the 5Vs of big data (i.e., Volume, Velocity, Variety, Veracity and Value) and (2) organizational challenges surrounding how data scientists can work with software engineers effectively to discover and maximize the values of big data [4] . In this paper, we address the organizational challenges. We propose a new model that organizes and coordinates the process of requirement engineering in a collaborative manner between the software engineers and the data scientists. The model is further explained in Sections III and IV. Specifically, we describe how the conventional use case model can be merged with the newly proposed data scientist model. This integrated model explains how to specify requirements on business values in big data software systems.
Having established the importance of big data in software systems, we address the following questions: how different are traditional systems (i.e., systems that do not generate and implement big data analytics) from big data systems? From the software engineer perspective, does the difference necessitate a new model for the software engineering process or does the traditional software engineering process suffice? How to define the requirements of big data systems and are they different from the requirements of traditional systems? How can the requirements be documented and described using UML (Unified Modelling Language) diagrams? These questions are answered in the remainder of this paper. We also highlight that big data systems are in fact different from traditional systems. Moreover, we illustrate how the proposed big data requirement model is capable of spotting and exploiting the values in big data. We also describe the how the traditional requirement process is adapted to account for big data.
II. HOW DIFFERENT BIG DATA SOFTWARE ENGINEERING IS?
The challenges that big data software engineering facing has rendered some existing software engineering models insufficient to fulfil the requirement process. With respect the organizational aspect, some traditional software engineering methodologies may fail in (1) coordinating and organizing work between the data scientist and the software engineer [4] , and (2) adding the requirements for business values of big data in the model. These methodologies are usually user centric rather than data centric. In other words, most traditional requirement methodologies focus on requirements apparent to users rather than potential features proposed by data scientists after big data analytics to discover patterns and insights. Often, these features are not apparent to users, however, sometimes they could be a potential game changer in business.
Figure 1: Illustration of the proposed big data requirement engineering processes
Ideally, a software developer should discover, analyze, and document the business values of big data requirements, then incorporate requirements in system design. Both requirement engineers and data scientists are equipped with different sets of skills. Hence, requirement engineers require the help from data scientists to discover those business values before they can be documented. Unfortunately, the traditional requirement engineering process does not support this activity. Moreover, in the requirement elicitation process, usually software engineers gather requirements from users whom may not be aware of the potential of business values from big data.
In our proposed model, we assume that big data requirements are discovered in the early stage of the software requirement process by data scientists. The process will result in the identification of business values that it can be gained from big data and subsequently produce actionable intelligence that should be implemented in the software system. The technical how will be described in the next section.
III. BIG DATA REQUIREMENT ENGINEERING PROCESS
"Requirements Engineering is, as its name suggests, the engineering discipline of establishing user requirements and specifying software systems" [4] . Requirement engineering involves analyses to identify what users want from a software system, and to understand what their needs mean in terms of software design and architecture. However, "It's not the customer's job to know what they want" -Steve Jobs [24] . It should be the data scientists' in our context. Apart from asking customers or users what they do want and expect in their software, big data software requirements may discover business values which can be unleashed by big data analytics and then duly pitched to them.
To elicit requirements for big data software, it is necessary to define the objectives of the project at earlier stages. Time and cost reduction, finding insights from data and optimizing decision making are the most common goals that make an organization to appreciate big data software projects. In addition, to understand user requirements, these projects may also need other technologies like machine learning. Most of these technologies are defined in a technology driven manner which makes a little input from users [5] . As compared to the conventional requirement engineering, big data requirement engineering consists of additional processes such as data acquisition, finding business values and consolidating use cases as shown in Figure 1 .
The proposed big data requirement model has three different types of processes. The first type will be done by the requirement engineer. The second type will be done by the data scientist. The third type will be done collaboratively by both the requirement engineer and the data scientist. The major organizational challenge that the big data software engineering facing is the third type [3] . All these processes are illustrated in detail as follows:
A. Requirements elicitation
In the traditional requirement processes, requirement elicitation is an activity that software engineers carry out together with customers and software end-users to define the application domain, what services the software should provide, the required performance of the software, hardware constraints, and so on [7] . In order to elicit requirements effectively, good communication between users and the requirement engineer should take place [13] . A role for the data scientist should be injected in this communication to define requirements that comply with big data requirements. Meaning that, to elicit big data requirements, the data scientist should also join the requirement engineer and the customers to identify data in user requirements which can be used to generate business values and subsequently enhance the user requirements.
B. Data acquisition (New Process)
The need for big data collection cannot be fulfilled simply by applying the traditional methods of data collection because of the unique characteristics of big data (volume, velocity, variety, veracity, and value) as well as the cost of conversion between data formats [8] . In this step, the data scientist decides on what data must be kept and what data must be 2017 IEEE Conference on Big Data and Analytics (ICBDA) discarded because part of the data will be useless and should therefore be dismissed. These decisions will be done by the following three data acquisition methods which are: collecting method of system log, collecting method of network unstructured data, and other data acquisition methods. These methods are proposed by Liu, Yang and Zhang [9] . The output from these processes is a definition of data to be used for knowledge discovery. This process shall be performed by the data scientist.
C. Requirement analysis
The purpose of the Requirements Analysis Process is to transform stakeholder's requirement-driven view of desired services into a technical view of a required product that could deliver those services [9] . Conflicts between the requirements will be detected and resolved in this process. The boundaries of the system should also be defined in this process. The environment that interacts with the system is important to be defined and explained in this process. In the proposed big data requirement engineering model, this process will be done in parallel with the process of finding business values and data acquisition by the requirement engineer.
D. Data analysis and value discovery (New Process)
Big data will be useful only if it has the potential for revealing information or discovering knowledge. This is why big data have to be analyzed. Knowledge discovery, in short, is a nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data [14] . Using advanced techniques such as machine learning, data mining, text analytics, predictive analytics and natural language processing of big data allows analysts and managers to make timely and informed decisions. Knowledge discovery consists of multiple and varying processes and analytical steps (refer to Fayyad [14] for a detailed description). The data scientist is the one who is responsible for this process, including the selection of the data analysis techniques.
The result of this process will be represented as a data scientist model, which is described in Section IV. This model forms the collaboration part between the data scientist and the software engineer. The collaboration process is described in the next section (Use Cases Consolidation).
E. Use cases consolidation (New Process)
Consolidation is the process of merging the part of the model done by the software engineer with those done by the data scientist. The result of this consolidation will be represented as an Actionable Use Case Diagram, which is explained in detail in Sections IV. The actionable use case diagram allows business values unleashed from data to be depicted in the data scientist's model, together with their roles in the software and their interactions with other software components. Once the values are defined and presented, the consolidated model is ready to be presented and discussed with the customers. This process will be done by both the software engineer and the data scientist.
F. Requirement negotiation
In the traditional requirement engineering process, the requirement negotiation happens at the beginning of the requirement engineering process [10] , followed by the elicitation and analysis processes [7] . In big data requirement engineering, however, this process comes after the models by the requirement engineer and the data scientist are consolidated. Performing the processes in this particular order helps the customer to understand the actionable intelligence that can be achieved using the big data. The result of this process is a set of negotiated requirements. The requirements can be validated after this process. This process will be performed by the software engineer and the data scientist with the customers.
G. Requirement modelling
In this process, the consolidated model will be finalized to yield the finalized Actionable Use Case diagram before validation. This helps the software engineer to document the requirements during the specification step. The requirement modelling will be performed by the requirement engineer.
H. Requirement validation
Requirement validation is the process of checking whether requirements indeed define what the customer really wants from the system [7] . In the proposed model, this process comes after negotiating the requirements and consolidating the use case diagram. This process will be performed by the requirement engineer.
I. Requirement Specification
Once the requirements have been validated, the user and software requirements can be written in a requirements document [7] . In this process, unlike the traditional requirement engineering model, the values of the data will be specified and documented using an Actionable Use Case diagram. In this way, the values of big data (one of the 5'Vs characteristics of big data) in the software being engineered can be defined and presented. This process will be performed by the requirement engineer.
IV. ACTIONABLE USE CASE FOR BIG DATA SOFTWARE
In the previous section, we have shown how some new requirement engineering processes could help finding values for the big data software. These values, which can be found by data scientist, will help to improve the software capacity and features. However, after finding the values, significant questions should be answered.
Firstly, how to represent the values found? The reason to represent values is to ensure that they can be delivered in the requirement engineering phase to the stakeholders. This step is crucial to allow customers to understand those values in their software. After that, the customer can study this value in an economical manner. Moreover, this representation of the values will help the data scientist, software engineer, and the customer to negotiate the values and their roles in the big data software. Secondly, how to document these values? The documentation of these values is not less important than other documentations in software engineering. Documentation is essential for any software [7] . In particular, good documentation would be handy in the maintenance process.
After identifying the business values, Actionable Use Case (AUC) diagrams for big data software will be presented. These diagrams play an important role in representing the values and document them collaboratively by both of the data scientist and the software engineer. The AUC diagram is a consolidation of data scientist model and the traditional use case. The consolidated model explains the following items:
1. Actor (manager, user, system or website). 2. Actionable intelligence to be presented. 3. Data scientist model, which contains: a. Actionable intelligence.
b. The algorithms and the analysis methods to get the actionable intelligence. c. The data source used in the analysis and algorithm d. The "Rely on" relationship between the actionable intelligence and data scientist model. 4. The relationships between actor and actionable intelligence. 5. The relationships between data source and analysis and algorithm. In this section, a recommendation system is introduced and studied. Recommendation systems are software tools and techniques that provide suggestions for items which are potentially of use for a certain user [11] . These suggestions rely on big data mining. A recommendation system is chosen because it is easy to understand and analyzed as compared to other big data systems.
A. Over view of the case study
Most of recommendation systems are personalized. Personalized recommendation systems allow different users to receive different suggestions. These suggestions will be provided according to the behaviour of individual users. Basically, the suggestions are big data driven. Whilst, nonpersonalized recommendation systems [11] are simpler than the personalized ones because they rely merely on the ranking of items. Non-personalized recommendation systems use, collect, or generate the same data as the personalized, but they do not use these data and, therefore, do not exploit the values of big data. In this case study, we only focus on personalized 1 https://en.wikipedia.org/wiki/Root-mean-square_deviation recommendation systems because they feature the characteristics of big data.
Recommendation systems provide several functions and services to the customers. These services aim at maximizing benefits of companies through [16] : • When the user pauses, rewinds, or fast forwards • What day the user watches content (e.g., people usually watch TV shows during the week days and movies during the weekends) • The date on which the user watches a certain content • The time at which the user watches a certain content • The address where the user watches a certain content (zip code) • The device on which the user watches contents • When the user pauses on and leaves a content (and whether they ever come back) • The ratings given by the user for different contents • The user searches • The user's browsing and scrolling behaviour.
These collected data could be used to generate values for the companies to enhance their recommendation system. However, the data and values can only be generated and exploited if the system has been analyzed and engineered with respect to requirement of big data systems. We will apply both the traditional requirement engineering model and the proposed big data requirement engineering model on a recommendation system for movies and compare their results.
Algorithmically, the recommendation system uses two types of recommendation algorithms which are: nonpersonalized and personalized as previously mentioned. Nonpersonalized algorithms are based on top rating items, top selling items, and Content Filtering [17] . Personalized algorithms, on the other hand, are based on Collaborative Filtering [18] , Slope One [19] , and Content Filtering [17] . Matrix Factorization (MF) [20] and Restricted Boltzmann Machines (RBM) [21] are examples of personalized recommendation algorithms used in Netflix [22] . These algorithms are performed on big datasets. The goodness of fit of the results could be evaluated by root-mean-square error (RMSE). RMSE is "a frequently used measure of the differences between values (sample and population values) predicted by a model or an estimator and the values actually observed"
Data filtering is important in recommendation systems because it affects the results of the algorithms. There are two data filtering techniques: content filtering and collaborative filtering [23] . Content filtering is based on the items of metadata such as movie's actors, movie's director, and the categories of movies. Collaborative filtering is based on assumptions, predictions, and testing many of users to infer 
B. Evaluation
The case study described in previous section is used here to test the effectiveness of the proposed model for big data requirement engineering. As mentioned in Section III, applying the traditional requirement engineering may not be able to discover values from data in the recommendation system at hand. Kotonya and Sommerville [7] suggested a conceptual linear requirement engineering process model. The processes are requirement elicitation, requirement analysis and negotiation, requirement documentation, and requirement validation. In the elicitation process, the functional requirements of the recommendation system will be defined. The main functional requirement in the system considered in the case study is viewing recommendations for the user. Then, the requirements are analyzed and negotiated with the customer. After the negotiation is completed, requirements are documented using diagrams and forms. One of these diagram is the use case diagram. Once the requirements have been documented, they will be validated and proper changes will be made. The result of this process is a part of the requirement specification of the system (see Figure 3 ).
In contrast, by using big data requirement engineering model developed in this study (Section IV), the data scientist will be involved in very early stage in the requirement engineering processes. In the first process, which is the requirement elicitation, the requirement engineer and the data scientist elicit the requirements of the recommendation system. After that, the data scientist will start the data acquisition process. In this process, the data scientist will decide which data to be collected for the recommendation system. In our case study, the data scientist will collect the aforementioned user behavior as shown in [12] .
The data on the users' behavior will be analyzed to find the values in the system. Netflix has provided a dataset of 100,840,507 ratings from 480,189 users who rate 17,770 movies [15] . The dataset contains four parameters which are: DATASET<user, movie, date of grade, grade> [15] . The user and movie fields are integer containing the ID's of the users and movies. The date of grade field is the date the user rated the movie. The grade field is integer containing a number between 1 (lowest rating) and 5 (highest rating).
In this process, filtering techniques and algorithm types are also specified and documented. The data scientist will define the values of these collected data using the data scientist model which is the recommendations. See Figure 4 . This model presents the algorithms and the filtering techniques that the data scientist has chosen. In our case, the data scientist model will be defined as follow:
• Meanwhile, the functional requirements will be analyzed and defined by the requirement engineer in the requirement analysis phase. In addition to that, the requirement engineer will also define the use case diagram for the software. In our case, the use case diagram defined by the requirement engineer is shown in Figure 3 .
After that, both the requirement engineer and the data scientist will consolidate their diagrams in the consolidation process. This process will generate the actionable intelligence use case diagram. To consolidate the two diagrams, the software engineer and the data scientist will match the actionable intelligence from the data scientist model with one or more use cases. In our case, "View Recommendation" actionable intelligence from the data scientist model matches the "View Recommendation" use case, so they will be consolidated as shown in Figure 5 .
This consolidation and generation of the actionable use case will be done according to some rules. These rules are explained in detail as follows:
• At least one use case in the data scientist model should be associate to at least one use case from the requirement engineer's diagram.
• The actionable intelligence from the data scientist and the use case from the use case diagram to be consolidated should have some common activities. For example, in our case study, finding the lowest cost of two activities in the software which are shipment and delivering. These two activities are in two use cases in the use case diagram which are shipment packages and delivering packages.
• The relationship: <<Rely>> relationship from the use case to the data scientist's model. The <<Rely>> relationship is used here because the use case relies on the data and the algorithms have been used in the data scientist model.
• The actors and any use case related to the use case to be consolidated should remain the same after consolidation process.
The actionable use case (Figure 4) shows clearly how to use big data in the software. In addition, the diagram facilitates documenting these actionable intelligences to help the developer during the software development. Also, any maintenance of the software or changing of the data or algorithm can be done easily by modifying the actionable use case.
As compared to the traditional use case diagram, we can notice that the traditional use case is unable to present or document the values in the big data software. In contrast, the actionable use case was actually able to present and document the values discovered by the data scientist. Finding these values requires an experienced data scientist who can collect, analyze, and disseminate the data. These activities allow the data scientist to perform business domain specific and statistically sophisticated analytics. These tasks are typically difficult to solve by a software engineer.
VI. CONCLUSION
Requirement engineering for big data systems is significantly different from requirement engineering for conventional systems. This difference requires a new model and underlying processes for big data requirement engineering. In this research, we proposed a model for big data requirement engineering that facilitates the identification of the potential values and needs of big data analytics in the system being developed. The model involves software engineers and data scientists in an interactive and collaborative manner to ensure that big data is well accounted for during the software engineering process. The proposed model has also been evaluated by applying it on a case study i.e.: a recommendation system. The use of this model in big data software engineering therefore help exploit the big data generated or used by the system and turn them into useful information to enhance the users' experience, optimize the systems' utility, and consequently maximize profit.
Although the model proposed in this study has been evaluated qualitatively through a case study, an empirical evaluation is also important. Evaluation of the model in an empirical manner requires its application in a real life big data software projects to collect data about: (1) model performance metrics (effectiveness of the model) and (2) big data generated from the system and its added values for the business. Then, these data can be tested and the model can be evaluated empirically. This empirical evaluation is one of our future works.
In addition to the empirical evaluation, we anticipate that other UML diagrams (sequence diagram, activity diagram, state diagram, etc.) can be enhanced and upgraded besides the use case diagram to support big data software. For example: the enhanced sequence diagram, the activity diagram, the state diagram, etc. shall correspond to the injected actionable intelligence and data scientist's role. The enhancement would help the software engineer to represent and document the values in a collaborative manner with the data scientist. These future works may make remarkable development in big data software engineering.
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