In orthogonal range reporting we are to preprocess N points in d-dimensional 
Introduction
Orthogonal range reporting is a fundamental problem in several fields, including spatial databases and computational geometry (e.g., see the surveys by Gaede and Günter [21] , Arge [6] , Agarwal [2] or Agarwal and Erickson [3] for a data base, external memory and computational geometry point of view, respectively). In this problem, we are to preprocess a set of N points in d-dimensional space so that the points in a d-dimensional axis-parallel query box can be reported efficiently. This problem has been studied extensively by many researchers and in different models of computation, including in the pointer machine (e.g., [9] , [17] , [24] ), the RAM (e.g., [5] , [12] , [20] , [25] ), and the external memory (e.g., [1] , [7] , [27] , [29] ) models. Various lower bounds have also been obtained (e.g., [13] , [14] , [19] , [26] ). The problem is especially well-understood in two dimensions, where space and query optimal structures have been developed in most models of computation. This is not the case in higher dimensions.
In this paper we provide a number of improvements for the three and higher dimensional versions of the problem in the pointer machine model and the external memory (I/O) model.
Previous Pointer Machine Model Results
In this section we review previous pointer machine model orthogonal range reporting results. For brevity, we focus on static near-linear space structures with polylogarithmic query bounds. For other variants see [2] , [3] .
The one-dimensional version of the problem can be solved with optimal O(log N + K) query time and linear space using a binary search tree. Here K denotes the number of elements returned by a query. Using priority search trees [24] and fractional cascading [16] , Chazelle described a two-dimensional structure using O(N log N/ log log N) space that answers queries in O(log N + K) query time [11] . This is optimal [13] . Three results are known in three and higher dimensions, each offering a different trade-off between query time and space. The first data structure was given by Chazelle and uses O(N log d−1 / log log N) space and can answer queries in O(log d−1 N + K) time [11] . The second data structure, also by Chazelle, uses O(N(log N/ log log N) d−1 ) space but has a slightly higher query time of O(log d−1+ε N + K) [13] (in the same paper Chazelle proves that this space complexity is the best possible for any polylogarithmic query bound). The third data structure has the fastest query time, O(log d−2 N + K), but it occupies O(N log d N) space [10] , [17] . All the three high-dimensional data structures are essentially obtained using techniques that extend low-dimensional (restricted queries) structures to higher dimensions. (2, 1) can be solved in the same bounds using a priority search tree [24] . The Q (3, k) problem can be solved with O(N log k N) space and O(log N + K) query time [1] , [10] , [17] .
Restricted Queries
Using a couple of general techniques, the above structures (along with structures for Q (1, 1) and Q(2, 2)) can be used to obtain Q(d, d) structures (including the ones discussed in Section 1.1). The first uses range trees and a data structure for Q(d, k) to solve Q(d + 1, k + 1), while incurring a log N factor increase in both space and query complexity [9] . We call this method dimension reduction. The second solves Q(d, k + 1) by using a data structure for Q(d, k) and paying a log N factor increase in the space complexity [17] . We call this side reduction. Note that this means that any improvements to lower-dimensional structures immediately carries over to higher dimensions.
Previous I/O-Model Results
External memory data structures are designed in an I/O-model where B elements are moved between main memory and disk in one I/O; computations can only occur on elements in the main memory of size M [4] . The goal is to answer a query using as few I/Os as possible.
In the I/O-model, Q(1, 1) can be solved optimally in linear space and using O(log B N + K/B) I/Os using a Btree [18] . Similar to the pointer machine model, linear space structures with O(log B N + K/B) query I/Os also exist for Q(2, 1) [7] . For Q (2, 2) , the same query bound can be obtained with O(Nlog N/log log B N) space, which is optimal [7] . Finally, the best data structure for Q (3, k) uses O(N log k N) space and answers queries in O(log B N + K/B) I/Os [1] . This is optimal only for k = 0.
The dimension reduction and side reduction techniques are applicable in the I/O-model. However, they still incur a log 2 N (or rather log 2 (N/B)) factor increase in the query and/or space complexity, respectively. Thus higher-dimensional structures based on the two techniques are not explicitly mentioned in the external memory literature, since the log 2 (N/B) factor seems far from optimal.
The best known lower bound for three-and higherdimensional orthogonal range reporting in the I/Omodel is due to Hellerstein et al. [23] , who showed that Ω(N(log B/log log B N) d−1 ) space is needed to solve Q (d, d) . Note the log B (rather than log N) denominator in this bound, and thus the large gap between the lower bound and the known Q(3, 3) structure.
Our Results
Our main result is a reduction of the penalties suffered by side and dimension reductions to log N/ log log N in the pointer machine model and to log N/ log log B N = log B N/ log B log B N = log log B N N in the I/O-model, (with two-dimensional problems as base cases).
Our result has several immediate implications in the pointer machine model. The most significant one is a 3 ) space, which improves the third known Q(d, d) data structure. Our main result also gives the first optimal data structure for Q (3, 1) with O(log N + K) query time using O(N log N/ log log N) space.
In the I/O-model the impact of our main result is also significant. We show that
Os. Another consequence is an optimal data structure for Q (3, 1) with O(log B N + K/B) query I/Os using O(N log N/ log log B N) space. In three dimensions, we also obtain a query optimal structures answering queries Q(3, k) queries in O(log B N + K/B) I/Os using O(N(log N/ log log B N) k ) space. For k = 1 the space bound is also optimal.
On the lower bound side, we show that any Q(d, d) data structure with a query complexity polynomial in log B N has to use Ω(N(log N/log log B N) d−1 ) space. In the next section we describe the dimension reduction technique and describe how it motivates a "concurrent" version of range searching where the same query needs to be answered on several different point sets. In Section 3, we show how to use concurrent range searching to obtain our improved versions of the dimension and side reduction techniques. Using these, we present our main orthogonal range searching results in Section 4. Finally, in Section 5 we prove our space lower bound. Conclusions and open problems are given in Section 6.
Dimension Reduction
Dimension reduction is the only known tool that allows us to solve orthogonal range searching in higher dimensions. As our ideas build upon this technique, we briefly describe it here. Consider the Q(d + 1, k + 1) problem and assume we have access to a black-box so- It is known that if a tree of fanout t is used instead of a binary tree (in other words, at each step the point set is partitioned into t sets rather than two), then the height of the tree will be log t N. For t = log ε N this is equal to log N/ log log N. Unfortunately, answering queries using a tree of larger fanout is difficult as we might need to answer one query on up to t different point sets. Previously, three techniques were used to handle this issue. One incurs extra penalties in space, the other incurs extra penalties in query time and the last one only works in 2-d [11] . Thus, achieving factor log t N penalty in both space and query was left open. This barrier is also responsible for the lack of I/O efficient results in higher dimensions.
Concurrent Q(d, k) Problem
The motivation for concurrent range reporting is clear in the light of the previous discussion: we want to solve all the t queries generated by a tree of fanout t at the same time. The caveat is that the obvious definition fails to provide us with any means of attack.
We formally define the concurrent range searching problem as follows. Let S be an input set of N points and assume each point p ∈ S has been assigned a color
problem is defined by a set P ⊂ 2 C (intuitively, the set of all the "possible" sets of colors) and is an orthogonal range reporting problem where the query is a tuple (q, L) in which L ∈ P and q is a Q(d, k) query. The output should be the set of all the points p such that A(p) ∈ L and p ∈ q. Note that this should not be confused with the usual colored range searching where we are interested in the set of colors in q and not the points (e.g., see [22] ). We use
Our main results of this section are the dimension and side reduction techniques for concurrent orthogonal range reporting and a solution for concurrent Q(2, 1).
Side Reduction
Consider the Q A,C,P (d + 1, k + 1) problem. We describe our reduction only for queries that have two sides at the last dimension; otherwise, we can apply basic geometric transformations on the input set and use the solution for this specific case. This will increase the space by a constant factor only.
Build a balanced tree T of fanout t on the point set sorted by their last coordinates. 
where j is the index of the subset T (c j ) that contains p.
on T (v). We repeat this operation for every node in T .
To answer the query (q, L), let [a; b] be the projection of q on the last dimension. We start from the root and walk down the tree to find the first node v such that 
We create two new boxes, q r and q by modifying the coordinates of q: q r is made by setting a to −∞ and q is made by setting b to +∞. Next, we define two lists of col-
Correctness:
We must report all the points p such that p ∈ q and A(p) ∈ L. Consider a point p and let z be the value of its last coordinate. We have four possible cases:
and thus p will not be reported. From now on, we
Note that we know a c j ≤ z since p ∈ T (c j ) and thus a < z. These imply p will be reported if and only if it is contained in q.
As with the previous case,
Similarly, since z < b c j−1 ≤ b, p will be reported if and only if it is contained in q. 4) p ∈ ∪ i≤x≤ j T (c x ): This is the else case to the above three. It is clear that in this case p ∈ q and since 
Dimension Reduction
We describe the dimension reduction for concurrent Q(d + 1, k + 1) queries. We assume the query has two sides at the last dimension.
Build a balanced tree T of fanout t on the last dimension and consider the notations introduced in the previous subsection and build C v , P v and A v similarly.
The difference is that this time we project the points of T (v) onto the first d dimensions and implement a data Boxes q and q r define two v 1 to leaf query paths (to be described); we only analyze the query path for q r below, as the other one is similar.
Define 
) ∪ ··· ∪ T (c (2)
x−1 )) with the right colors and nothing more. The recursive call to v 3 takes care of the points in T (c (2) x ). Finally, the same analysis holds for the other query path determined by q . Thus, we have the following lemma. 
Answering Concurrent Q(2, 1) Queries
Here we solve the concurrent Q A,C,P (2, 1) problem. As this will be used at the base case for our higher dimensional results, any suboptimal space or query bound will carry over to higher dimensions. Thus, it is crucially important that we obtain an efficient structures. Our main result of this subsection is the following.
Lemma 3. Q A,C,P (2, 1) can be solved with O(N) space and O(|P ||C| + log N + K) query time in a pointer machine and O(|P ||C| + log B N + K/B) query I/Os in the I/O-model.

Proof:
We only provide a data structure for the I/O-model. By setting B = 2 it can be turned into a data structure for a pointer machine. We also assume that the three-sided query is in the form of [x 1 ; x 2 ] × (−∞, y]; general three-sided queries can be reduced to this case.
Sort the points according to their x-coordinates and partition the point set into Next, for every set L ∈ P , we build a search structure of sublinear size which we denote by D search (L). To do this, first we copy the basic data structure but we delete some of its points in two stages. First, we delete Let p c,1 , p c,2 ,... , p c, A helpful observation is that the set of points reported is a subset of the final output. During this operation, whenever we encounter a point p c,B that is to be reported, we follow the pointer to D basic and scan all the points stored in the following blocks until the y-coordinates of the stored points exceed that of q m . The crucial observation is that the cost of the pointer jump can be charged to the output size (to the B points of color c that have been outputted from the slab containing p c,B ). It is easy to check that all the relevant points are reported and that the cost of the query is O(|C||P | + log B N + K/B) I/Os.
Answering Q(d, d) Queries
The 
Theorem 2. In a pointer machine, the orthogonal range reporting problem on N input points can be solved with O(N(log N/ log log
The space usage of Theorem 2 is optimal by [13] . Using our techniques we can also obtain the first optimal result for Q(3, 1) queries. Proof: Use the traditional side reduction technique with a tree of fanout t := log 1/3 N. As discussed, this results in two Q(3, 0) queries and up to t Q(2, 0) queries. The Q(3, 0) queries can be solved by the linear-space data structures outlined in [1] . The Q(2, 0) queries can be solved using Lemma 3. The space bound is optimal since with a simple geometric transformation one can use a data structure for Q(3, 1) to answer Q(2, 1) queries and an Ω(N log N/ log log N) (resp. Ω(N log N/ log log B N)) space lower bound is known for Q(2, 1) [7] , [13] . 
I/O-model Lower Bound
In this section we use the indexability theory of Hellerstein et al. [23] In the indexability model [23] an indexing problem is described by a workload W = (I, Q), where I is a set of input elements and Q is a set of subsets of I; the elements of Q are called queries. Given a workload W and a block size B, an indexing scheme S is defined on I by a block assignment function, B, which is a set of B-sized subsets of I. Intuitively, all the elements in a set b ∈ B are stored in one block.
The quality of an indexing scheme is quantified by two parameters: redundancy and access overhead. The redundancy r of S is a measure of the space overhead and is defined as r = B|B|/|I|. If any query in Q is covered by at most A 0 +A 1 |q|/B blocks of B, then the access overhead is defined as the (A 0 , A 1 ) tuple [8] (this a slight variation on the original definition of access overhead [23] ). For any data structure in the I/O-model, an indexing scheme is naturaly defined by just looking at the points stored in the blocks of the storage medium. The following redundancy theorem relates redundancy and access overhead and is the main tool for proving space lower bounds in the I/O-model [8] , [23] . In two-dimensions, the Ω(N log N/ log log B N) space lower bound for Q(2, 2) was obtained using a Fibonacci workload. However, generalizing the Fibonacci workload to higher dimensions seems hard, and the previously best known d-dimensional Ω (N(log B/ loglog B N) d−1 ) space lower bound instead utilizes a simple pointset consisting of a N 1/d × ··· × N 1/d grid. In internal memory, the space lower bounds in the pointer machine model [28] for d-dimensional range searching were proven by Chazelle [13] . In 2-d, a fairly simple point-set (workload) was used to prove the bounds, whereas a much more complex point-set and a randomized argument were used in higher dimensions.
Here we generalize Chazelle's planar point set to higher dimensions using a deterministic construction. Such a deterministic generalization was given by Chazelle as well, but for the off-line orthogonal range searching in the semi-group model [15] . In fact, by modifying the parameters used in his proof, one can prove the Ω(N(log N/ log log B N) d−1 ) space lower bound; however, the lower bound will be valid only if B = O(log B N), which is an unrealistic assumption in the I/O-model. Relaxing this constraint seems to require more substantial changes, e.g., changing the query or the point set. Here we present an alternate but similar construction that achieves this. 
Our query set Q consists of the boxes obtained by tiling X with each of the boxes r ∈ R in turn, starting at the origin. Notice that we will use only those queries that are completely contained in X. Refer to Fig. 2 . follows that the i'th point p i = (p a 1 (i),... , p d−1 (i), i) of I is inside q if and only if
and 
Lemma 7. For any two query boxes q
If q 1 and q 2 have the same dimensions, we get from the tiling that q 1 ∩ q 2 = / 0 and the lemma follows. Now consider the case where q 1 and q 2 differ in at least one dimension. Let a
be the dimensions of q 1 and a
be the dimensions of q 2 . Let l < d be any dimension where i l = j l . W.l.o.g we assume that i l > j l . Since a i l l is just a multiplicative of a j l l , it follow from the tiling that the intersection of q 1 and q 2 is either empty in the l'th dimension, or spans the same range as q 2 . If the range is empty, our proof is done, so assume it equals the range of q 2 . Now consider the box J that spans exactly the same ranges as q 1 , except in the l'th dimension, where it spans the same range as q 2 . Clearly q 1 ∩ q 2 ⊂ J. Using the Chinese Remainder Theorem, we get that J contains at most 
Conclusion
In this paper we improved the dimension and side reduction techniques and thus obtained new orthogonal range reporting data structures in both the pointer machine model and the I/O-model. In the latter model we also provided a space lower bound. Our reductions incur log N/ log log N (resp. log N/ log log B N) factor penalties in space and/or query complexity in the pointer machine model (resp. the I/O-model).
Note that in the I/O-model, the penalties are minimized for B = 2 and for large values of B are far away from log B N. Still, for all our structures the overall query complexity decreases with B.
We believe it is unlikely that the techniques (specially the dimension reduction) can be further improved. Focussing on the I/O-model for example, our space lower bound proves that it is impossible to achieve o(log N/ log log B N) space penalty in dimension reduction even with O(log O(1) N) penalty in query. Currently there are no query lower bounds available but as the source of both query and space penalties are the same (namely, the height of the tree used in the reduction), we suspect lowering the query penalty (without increasing the space penalty) needs completely new ideas. 
