1.. Introduction
Let y, t-l I be a n-dimensional cointegrated stochastic process. In theory, the Gaussian maximum likelihood estimator (MLE) of the unknown coefficients of the cointegrating vectors can be found by parameterizing the covariance matrix of (y1 y1) and directly computing the Gaussian likelihood. In practice, however, this entails inverting the nTxnl covariance matrix and so is computationally impractical. This has led various researchers to compute the MLE using factorizations of the likelihood that reduce computational demands, typically to the level of nonlinear simultaneous equations regression. Research so far has focused on the case that each element of y individually is integrated of order 1 (is 1(1)), typically with no drift term. Johansen (1988) and Akin and Reinsel (1987) independently derived the asymptotic distribution of the MLZ when the cointegrated system is parameterized as a vector error correction model, and Johansen (1989) extended this result to the case of nonzero drifts. Phillips (l988a) derived asymptotic representations for MLE's in a cointegrated ARMA model. Phillips and Hansen (1989) considered a two-step zero frequency seemingly unrelated regression estimator, and Phillips (l988b) used spectral methods to factor the likelihood and to compute the MLE in the frequency domain.
This paper adopts an alternative factorization of the likelihood that permits the derivation of a computationally simple MLE that readily extends to systems with deterministic components and with higher orders of integration and cointegration. The empirical problem motivating this research is the analysis of a standard four variable macroeconomic system involving the logarithms of money, prices, real output and the level of interest rates (respectively m, p, Q, and r). For the postwar U.S., a plausible empirical description of these series is that money and prices are doubly integrated
(1(2)) processes with no drift in inflation or money growth, output is 1 (1) around a linear trend, and the interest rate is 1(1) with no drift (see for example King, Plosser, Stock and Watson (1987] or Hoffman and Rasche [1989) ).
There sre two possible cointegrating relations among the data: first, real balances, m-p --or perhaps rn-9,p --are possibly 1(1), and second, there could be a stable money demand relation for which m-&pP-$QQerr would be 1(0).
This system involves variables that are integrated of different orders, have different deterministic components, and are related by a system of cointegrating vectors.
The factorization of the likelihood is discussed for 1(1) variates in Section 2 and for 1(d) variates in Section 3. The properties of the MLE's and test statistics are examined in Section 4. Section 5 presents a brief example and Section 6 summarizes the results of a Monte Carlo experiment. Section 7 àoncludes.
Gaussian Estimation: The 1(1) Case
Suppose that each element of is 1(1), that EAyt-O and that the nXr matrix of r cointegrating vectors a is a -(-0 1r'' where 9 is a rx(n-r) submatrix of unknown parameters. The task is to obtain the Gaussian MLE of 9.
Our starting point is the triangular representation,
where y is partitioned as (y, y), where y is (n-r)xl and y is rxl and where u -(u' u')' is a stationary stochastic process with full rank spectral density matrix. The key feature in (2.1) is that the levels of > appear in only the final r equations. Bewley (1979) derived a representation with this feature for an error correction system under the assumption that y is strictly exogenous in (2.lb) and not necessarily 1(1). Hylleberg and Mizon (1989) assumed that y is 1(1) and generalized Bewley's formulation to the case where y is not strictly exogenous in (2.lb), a generalization which they termed the Bewley representation. Campbell and Shiller (1987,1989) and Campbell (1987) used the form (2.1) in applications where they parameterized u as an unrestricted VAR. This representation has been used extensively by Phillips (1988a Phillips ( ,1988b , typically without parametric structure on the 1(0) process u.
For the development of the MLE it is assumed that u is Gaussian.
In general, and u will be cross-correlated at leads and lags; only when this cross-correlation is zero is the GLS estimator of 9 in (2.lb) the MLE.
The factorization adopted here addresses this cross-correlation by making the disturbances in the y equation independent of the entire sequence (y).
is in general two-sided and where the conditional expectation is linear in (u) because u is Gaussian. By construction is independent of -3- Ett-I where
where c11(L) and c22(L) are one-sided and in general c21
is two-sided. Thus (2.1) can be written,
where is NIID(O,I) and (€) is independent of (y).
The representation (2.3) leads to a factorization of the Gaussian likelihood that differs from the usual prediction error factorization in an important way. Let A1 denote the parameters of c11(L), let A2 denote the parameters of d(L) and c22(L), and let Yi denote (y y), i-l,2. Then (2.3) implies that the likelihood can be factored as
If the mapping from the original parameters to (A1, [8,A2] ) is variation free, the factorization (2.4) is a sequential cut (see Engle, Hendry and Richard [1983] ); that is, if there are no cross-restrictions between A1 and (O,A2), Y1
is weakly exogenous for (9,A2 This representation provides considerable insight into the large-sample properties of the GLS estimator of 9 in (2.3b). Because () is independent of the regressors, conditional on Y1 the GLS estimator has a normal distribution and the Wald test statistic has a distribution. Because is 1(1), the conditional covariance matrix of the GLS estimator will differ across realizations of Y1, even in large samples; thus unconditionally the GLS estimator of 9 will have a large-sample distribution that is a random mixture of normals. Phillips (1988a) provides an insightful discussion of the intuition behind the property that the MLE of 9 has a locally mixed asymptotically normal distribution.
We close this section by noting that, although the two-sided triangular representation (2.2) was developed for a Gaussian time series, it applies to general stationary stochastic processes with finite second moments. This result, which provides an alternative to the (one-sided) Wold representation theorem, is summarized in the following lemma which is proved in the Appendix. 
T, where the y are kxl vectors which form a partition of y, . Ut(ut u .. . u ) is 1(0) with a full rank spectral density matrix. Note that not every element of y need be 1(d) for (3.1) to apply.
This representation partitions y into components corresponding to stochastic trends of different orders. Thus, abstracting from the deterministic components, y is a k1xl vector corresponding to the k1
is a k2xl vector corresponding the k2 distinct I(d-l) elements in the system, etc. It is straightforward to generalize the representation (3.1) to include higher order polynomials in t, although in applications many of the coefficients on t typically will be zero. A derivation of (3.1) from the Wold representation of an 1(d) system with multiple cointegrating vectors and drifts is given in the Appendix.
As in the 1 (1) ( 3.3) d+lyl -
where the are functions of for m-l The likelihood function can be written as:
Od+l,d+l,Ad+l)
where '1T'1' Y y)' and 4 -(y', y'
The factorization in (3.4) shows that, for 1>2, in general m for m<1 will not be weakly exogneous for ei because the likelihood of depends on -8- elements of u for m-l,2 2-I, z-t, z is composed of the doubly integrated elements of u for m-l,2
.2-2, etc.
Estimation and Testing
This section considers the Gaussian estimation of the parameters 6 in (3.5). It is assumed that y has the extended triangular representation (3.1) with u given by (3.2). It is also assumed that the conditions hold under which (3.5) obtains from (3.3). We consider estimation in the case that z and 6 are finite dimensional, i.e. in which (djm(L)) have finite orders.
Although the motivation for the representation (3. There are two natural estimators of the parameters in (3.5), the GLS estimator based on an estimator of c22(L) and the OLS estimator. These estimators are 
-0, j>2, and
21-I, p-35,7
21,
21-1 where W1 and W2 are independent standard Weiner processes of dimension and k2 respectively and where is independent of , m>1. Note that cj2(L) need not be finitely parameterized to implement the OLS estimator but c11(l) needs to be consistently estimated to construct Wols
The asymptotic equivalence of the dynamic OLS and the feasible GLS estmators (Theorem 4.2(b)) for the coefficients on the integrated regressors is a consequence of the trending properties of these regressors. That is, for m>2 the GLS-transformed regressors are asymptotically colinear with their untransformed counterparts. This result extends the familiar result for the case of a constant and polynomial time trend (Grenander and Rosenblatt [1957]) and extends the results of Phillips and Park (1986) to the general integrated regression model with regressors of various orders of integration.
The result concerning the asymptotic distribution of the Wald test statistics applies whether or not the integrated regressors have components that are polynomials in time. However, the limiting distribution of the estimator itself will differ depending on whether time (say) is included as a regressor and whether some of the regressors have a time trend component. For example, suppose that y is bivariate 1(1), y has nonzero drift, and time is excluded from the CLS or dynamic OLS regression. West (1988) showed that the static OLS estimator from the regression of y onto y has a large sample normal distribution with a nonrandom variance, a result that extends to the MLE computed by either CLS or dynamic OLS. Moreover, the test statistics are asymptotically Although the asymptotic distribution of changes depending on whether ty has a nonzero mean, the distribtuon of the test statistic does not. Precisely which elements of contain deterministic components and which polynomials of t are included in (3. The second is noted by Phillips (1988a) who points out that if the unit root in the y process is estimated rather than imposed a priori, the asymptotic x2 distribution for the Wald statistic will not obtain. This follows from results of Berk (1974) and the univariate 1(1) results of Said and Dickey (1984) to the 1(d), vector-valued case, an extension beyond the scope of this paper.
An Example
The motivating empirical problem stated in the introduction was estimating the parameters (Or.
and 8r of a cointegrating money demand relation. In Engle and Granger's (1987) terminology, money (mt) and prices are cointegrated of order (2,1), i.e. m-9P is 1(1). Were known to be I, and 9r could be estimated in the 1(1) framework of Section 2, with yr) and y -m-$P. m -p3,o + 9pt
and Thus inflation has zero drift (this could be relaxed), has nonzero drift, rt could have zero or nonzero drift, and the money demand cointegrating vector implies that mt is 1(2) and inherets any deterministic components of p, and rt.
The error triangularization (3.2) yields the regression, 0o' 8r Thus GLS or dynamic OLS on (5.2) asymptotically yields the MLE.
Monte Carlo Results
This section summarizes a comparative study of the sampling properties of six estimators of cointegrating vectors in two different probability models.
The six estimators are: the static OLS estimator (Engle and Cranger [1987] Stock [1987] ), the dynamic OLS estimator ols and the GLS estimator introduced in Sections 2-4., the zero frequency band spectrum estimator of Phillips (1988b) , the fully modified estimator of Phillips and Hansen (1989) (essentially this is a zero frequency ST.JR estimator), and Johansen's (1988) VAR ma.ximum likelihood estimator. All of the estimators except static OLS are asymptotically equivalent for the data generation processes considered, at least when they are interpreted as semi-parametric estimators.
The Monte Carlo experiments study bivariate models in which x and y are each 1(1) with no drift and is 1(0). The two models and the results are summarized in Tables 1 and 2 . Two sample sizes were used in the -16 -simulations, T-160 (40 years of quarterly data) and T-360 (30 years of monthly data).
Model 1. The two equivalent representations for this model, presented in Table 1 , correspond to the usual prediction error decomposition (A in Table 1) and to the two-sided triangular representation of Sections 2 and 3 (6 in Table   I ). None of the estimators correspond to exact maximum likelihood for this model. For example, the GLS estimator is constructed assuming that w follows an AR rather than an MA process and the Johansen estimator uses a VAR for the x,
process.
The first column shows that the dynamic OLS and GLS estimators have no significant bias. The other MLE's have small biases, approximately one-fifth the bias of the static OLS estimator. The distribution of the t-statistics is shifted to the right for the OLS estimator. The exact 5% critical values for the Wald statistics differ somewhat from 3.84, the value appropriate for the x distribution, less so in the larger sample. The largest descrepancy is for the dynamic GLS estimator, where the asymptotic 5% critical value leads to tests with sizes of 1.6% (T-160) and 2.6% (T-360).
Model 2. The second model that we consider has been used by Engle and Granger (1987) , Banerjee et al (1988) and Phillips and Hansen (1988) . Here and follow a cointegrated VAR(l) process so the Johansen estimator corresponds to exact maximum likelihood. The other estimators provide alternative approximations to the MLE.
The results are shown in Table 2 to the relatively poor estimates of the relevant spectra at frequency zero constructed using relatively short lag windows.
Conclusions
The two new asymptotic MLE's are easy to implement in practice and can be applied to a wide range of problems. The Monte Carlo simulations indicated that the performance of the various MLE's can vary substantially in finite samples. For the first design, all the MLE's exhibited reasonable performance, perhaps with the exception of the CLS estimator. For the second design, all the MLE's (except the exact MLE for this design) behaved relatively poorly. When performance is poor, it is linked to poor performance of estimators of the spectral density matrix of the errors at frequency zero.
Proof of Lemma 2.1.
The proof is a modification of Anderson's (1971, Theorem 7.6 .7) proof of the Wold decomposition. Let denote the Hubert space spanned by (ut, u1 u2,. . .1, let P(uIW) denote the linear projection of u onto $, and let e-u-P(uJ1). Then u-c11(L)e is the Wold representation of u. The assumption that u has a nonsingular spectral density matrix implies that c11(L) is invertible (Anderson [1971] , Theorem 7.6.9). Let W-U_,W so 21 - 
where xt-(x' x')', where 4 is 10<1, 4 is (n-k)xl, and
When lies in the column space of
Proof, The result holds trivially for k-n, so consider k<n. Order x so that F(L)
and F1(l) has full row rank. By definition m'F(l)-O. Because F1(l) has full row rank, F2(l)-a'F1(l) for some 10cr matrix t. Now partition p as ",i)'
is ,2 summable, F*(L) is (i-I) summable. If lies in the column space of F(l), then 2 m1m0 2,m+l' The Lemma follows by setting 1i -
To construct the triangular representation (3.1), apply Lenuna A.l to x -dly to yield he decompostion:
where has been partitioned into k1xl and (n-k1)xl components and ow assume that F1 (l)-[F1(l) F1(l)'j' has rank k1+k2n, and apply the
Continuing this process until has full rank spectral density matrix at frequency zero yields the triangular representation ( 
2:
iT
where the last two lines follow from Lemma 1 of Sims, Stock and Jatson (1990) 
(SSW).
For miT' i 2: Also,
where the final equality follows from •(l)c11(l)-I, and where Notes to Table 1 : The first column gives the bias, the aecond column the standard deviation. The third and fourth columns respectively present the 5% and 95% ordinates of the empirical distribution of the t-statistic for 9. The t-statistic for the static OLS regression was computed using tLe usual OLS formula; the t-statistics for the other estimators were computed by the appropriate method suggested by asymptotic theory. The fifth column presents the 5% critical value for the empirical distributions of the Wald test for the hypothesis 9-9• The sixth column show the percent rejections from the empirical distribution of the Wald statistic computed using the usual 4 .05 critical value of 3.84. The dynamic OLS estimators were constructed with I lead and lag of Ax in the regressions and the covariance matrix was calculated using a Bartlett lag window with 5 (T-l60) and 8 (T-360)
autocovariances. The GLS estimator was constructed with 1 lead and lag of in the regressions and (estimated) AR(4) GLS corrections. Phillips BSR denotes the zero frequency band spectrum regression estimator described in Phillips (1988b) and the Phillips/Hansen FM estimator refers to the fully modified estimator described in Phillips and Hansen (1988) . The estimated spectra for these estimators were computed using the same lag window and number of lags as the dynamic OLS covariance matrix. The Johansen VAR-MLE was computed using s VAR(S) (T-l60) and a VAR (8) Notes: For this model Yt is 1(0) with 9--2. The dynamic OLS and CLS regression were computed using 5 (T-160) and 8 (T-360) lags in the regressions with y the left hand variable. The Johansen estimator was computed using a
VAR(1).
See the notes to Table 1. 
