Liiketoimintakriittisten järjestelmien käytettävyyden mittaus- ja analysointipalvelun kehittäminen by Wartiala, Harri
 
 
 
 
 
 
 
 
 
 
 
 
Liiketoimintakriittisten järjestelmien  
käytettävyyden mittaus- ja  
analysointipalvelun kehittäminen 
Wartiala, Harri 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2014 Kerava
 Laurea-ammattikorkeakoulu 
Kerava 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Liiketoimintakriittisten järjestelmien käytettävyyden  
mittaus- ja analysointipalvelun kehittäminen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Harri Wartiala 
    Liiketalouden koulutusohjelma 
    Opinnäytetyö 
    Syyskuu, 2014 
 ALKUSANAT 
 
Tämä työ oli kohtuullisen helppo valita opinnäytetyön aiheeksi, koska useammalta taholta on 
vuosien varrella kysytty käytettävyyden mittaamisesta, valvonnasta, raportoinnista ja ana-
lysoinnista rakentuvaa kokonaisuutta palveluna. Opinnäytetyön tekeminen tuli mahdolliseksi 
Bemecon Solutions Oy:lle, jonka toimitusjohtaja Sakari Haapaniemen myötämielisellä vaiku-
tuksella sain tämän tehdä omassa työssäni. Tällä tavoin sain hyödyntää useamman kymmenen 
vuoden aikana hankkimaani alan ammattitaitoa sekä uusia Laurean kautta saatuja oppeja ja 
tietoja, joita sain vielä täydentää opinnäytetyötä tehtäessä. Iso kiitos kuuluu myös kollegoil-
leni Kari Kilpeläiselle sekä Teppo Tähkäpäälle, jotka jaksoivat Sakarin tapaan kuunnella aja-
tuksiani tätä tehdessäni. Kiitokset myös Katja Helmiselle ja Kati Seppälälle, jotka niin sinnik-
käästi ovat vuosien varrella jaksaneet korjailla ja kommentoida tekstejäni lukukelpoisempaan 
muotoon. Iso kumarrus ja kiitos myös Lauri Wuorenheimolle, Olli Toivoselle, Pauli Sepälle, 
Matti Parviaiselle, Kimmo Kostialle, Janne Perälälle ja Janne Virtaselle, tiedätte kyllä miksi. 
 
Suuri kiitos kuuluu myös rakkaalle vaimolleni, isälleni ja veljelleni kovasta kannustamisesta 
näin ikämiehenä tehtävän, 20 vuotta sitten alkaneen liiketalouden opiskelun loppuun saatta-
misessa. Ennen kaikkea kiitos kuitenkin vaimolleni, joka on jaksanut näiden muutaman vuo-
den ajan katsella kirjapinojani, keskeneräisiä paperitöitäni ja notkumistani sohvan kulmalla 
kannettava sylissäni. 
 
 
Helsingissä 6.10.2014
 Laurea-ammattikorkeakoulu   Tiivistelmä  
Kerava  
Liiketalouden koulutusohjelma  
 
 
 
 
Harri Wartiala 
 
Liiketoimintakriittisten järjestelmien käytettävyyden mittaus- ja analysointipalvelun ke-
hittäminen 
Vuosi  2014    Sivumäärä  52                       
 
Ajatus tehdä opinnäytetyö tästä aiheesta on syntynyt asiakkaiden ja kollegojen kanssa vuosien 
varrella käydyistä keskusteluista. Projektien ja muiden aktiviteettien yhteydessä keskustelu-
jen aiheena on ollut usein se miten liiketoimintajärjestelmien mittaus ja analysointi on jär-
jestetty, miten se on usein hoidettu vajavaisesti tai sitä ei ole lainkaan toteutettu. Kun sa-
moihin aikoihin opinnäytetyön kanssa tämän osa-alueen kysyntä on kasvanut, oli liiketoimin-
takriittisten järjestelmien mittaus ja analysoinnin syvällisempi tarkastelu ja sen kehittäminen 
palveluksi asti helppo valita opinnäytetyön aiheeksi. Kehitystyönä, yhdistäen tutkimusaineis-
ton tuloksia, standardeja sekä nykyteknologian antamia mahdollisuuksia, on pyritty luomaan 
pohjaa palvelukokonaisuudelle tämän osa-alueen ympärille. Standardeista on haettu pohjaa, 
vaatimuksia ja suosituksia yleisesti, mutta varsinkin palveluna hankittujen järjestelmien mit-
taamisen, valvonnan, analysoinnin ja raportoinnin osa-alueilta. 
 
Tavoitteena tässä työssä on ollut löytää syvällisempää tietoa standardien suosituksista, asiak-
kaiden tarpeista sekä teknologiasta millä voidaan parantaa liiketoimintakriittisten järjestel-
mien valvontaa. Tavoitteena on myös löytää tapoja miten tätä voitaisiin tuotteistaa ja toimit-
taa asiakkaille palveluna. 
 
Tutkimus on toteutettu kehitystutkimuksena, jota ei tuotteistamisen testaamisen osalta kai-
kin puolin pystytty viemään täysin loppuun tämän opinnäytetyön aikana. Tutkimuksen pohjal-
la haastattelut, sekä olemassa olevat markkinatutkimukset toivat vahvistusta niille näkemyk-
sille, joita on syntynyt tällä osa-alueella jo aiemminkin. Tutkimuksen aikana syvempi tutus-
tuminen standardeihin ja sitä kautta olemassa olevaan teknologiaan sekä asiakkaitten haas-
tatteluiden tuloksena saatu analyysi, ovat tuoneet vielä enemmän uskoa tämän osa-alueen 
tarpeellisuuteen.  
 
Opinnäytetyön lopputuloksena syntyivät raamit kolmelle eri palvelulle ja sen aikana löytyi 
myös useampi jatkotutkimusta vaativa asia, joita kehittämällä liiketoimintakriittisten järjes-
telmien tilan valvontaa ja analysointia voitaisiin vielä paremmin toteuttaa. Samalla on synty-
nyt näkemys siitä, että on mahdollista toteuttaa tästä kokonaisuudesta liiketoiminnalle kan-
nattava palvelu nyt olemassa olevan tiedon avulla. 
 
 
 
 
 
 
 
 
 
 
Asiasanat: Liiketoimintakriittinen, reaaliaikainen, käytettävyys, saatavuus, suorituskyky 
 Laurea University of Applied Sciences   Abstract 
Kerava 
Business Administration degree programme 
 
 
 
 
Harri Wartiala 
 
Availability and performance monitoring and analyzing service productization for business 
critical systems 
Year  2014    Pages  52                       
 
The idea for this study arose from discussions with customers and colleagues within many 
years. The topic of the discussions was often how measuring and analyzing business critical 
systems were organized, how it was inadequate or even non- existent. As at the same time 
the demand on this business area was increasing, it was easy to choose business critical sys-
tems monitoring and analyzing and developing that to a service, as a topic of this thesis.  
 
The aim has been to create a foundation for a service around this topic by combining the re-
sults of the collected research material, standards and the possibilities of what present tech-
nology has to offer. Standards have been used to get requirements and recommendations in 
general, but especially on the area of systems measuring, monitoring, analyzing and reporting 
that have been bought as a service. 
 
The goal of this study was to discover deeper knowledge of standard guidelines, customer 
needs and technology, that can be used to improve business critical system monitoring. At the 
same time the goal was to find out ways how a monitoring system can be delivered to cus-
tomers as a service. 
 
The study was carried out as an action research. Unfortunately there was not enough time 
during the study for productization and testing the final service. However the interviews that 
were implemented and the existing market research that was used, support the impressions 
that were there already. Familiarization to the standards, the existing technology and the 
analysis based on the customer interviews emphasized the need for real time business critical 
system management. 
 
An outcome of this study is a frame for 3 different services. Several findings were also made 
that can help to develop business critical system monitoring and analyzing. Another outcome 
was the reassurance that with the achieved knowledge it is possible to implement a profitable 
service for this area. 
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 1 Johdanto 
 
Käyttäjien vaatimukset sovellusten suorituskyvyssä ovat tänä päivänä erittäin korkealla, var-
sinkin yritysmaailmassa. Sovellukset ja palvelut tuotetaan yhä monimutkaisemmissa ympäris-
töissä. Palvelut sijaitsevat useissa eri konesaleissa, pilvessä ja esimerkiksi hybridiympäristöis-
sä. Alustat, konesalit, verkot ja sovellukset ovat virtualisoitu ja niitä käytetään esimerkiksi 
internetin tai mobiiliverkon kautta.  
 
Jotta järjestelmien käytettävyys ja suorituskyky pysyisi maksimissaan, tulisi liiketoiminnan 
kannalta kriittisille sovelluksille tehdä reaaliaikaista, päästä päähän valvontaa. Etuna tällai-
sessa jatkuvassa valvonnassa on se, että poikkeustilanteissa korjaustoimenpiteet saataisiin 
käyntiin heti ja oikeiden henkilöiden toimesta. On erittäin tärkeä tietää, onko kyseessä itse 
palvelun päässä esiintyvä poikkeama tai katkos, tietoliikenteen ongelma vai työaseman päässä 
oleva vikatilanne. Kaikissa tapauksissa on yhtä tärkeää saada vika korjatuksi, mutta usein on-
gelmaa lähtevät ratkomaan ja korjaamaan aivan eri henkilöt, joissain tapauksissa jopa eri 
organisaatiot. Korjaustoimenpiteen viivähtämisestä on usein myös selkeää haittaa liiketoimin-
nalle. Reaaliaikaisessa mittauksessa käytettävän teknologian ja sen tueksi saatavan palvelun 
avulla on mahdollista saada jatkuvaa, reaaliaikaista tilannetietoa sovellusten käytettävyydes-
tä, parhaimmillaan jo ennen kuin ne vaikuttavat liiketoimintaan. APM (Application Perfor-
mance Management) ja NPM (Network Performance Management) on kattava sateenvarjo so-
vellusten ja tietoliikenneverkon käytettävyyden ja suorituskyvyn mittaamisen ja analysointiin. 
Ominaisuuksiin kuuluu muun muassa jatkuvasta datavuosta tehtävä loppukäyttäjän kokemus-
ten mittaaminen (EUE) sekä tarvittaessa datavuosta tehtävä pakettitason mittaaminen ja ana-
lysointi aina sovelluksen ja tietokantojen toiminnan mittaamiseen, analysointiin ja raportoin-
tiin asti.  
 
Jo pelkästään jatkuvasta datavuosta tehtävällä mittauksella saadaan reaaliaikainen tilanne-
tieto liiketoiminnan sovellusten käytettävyydestä ja suorituskyvystä, yhdistämällä liiketoimin-
nan palvelut ja ICT infrastruktuuri ymmärrettävällä tavalla toisiinsa. Laajentamalla APM:n ja 
NPM:n perustekniikkaa, voidaan hyvin yksityiskohtaisin näkymin ja raportein kuvata niitä on-
gelmakohtia, joita käyttäjät kokevat sovellusten käytössä, ovatpa haasteet ja poikkeamat 
sitten työasemassa, tietoliikenteessä, itse sovelluksessa, sovelluskokonaisuudessa tai tieto-
kannassa. SFS-ISO/IEC -standardi 20000-1 ja sen ohjeistus SFS-ISO/IEC 20000-2 antavat omalta 
osaltaan raamit palveluna hankittavalle liiketoimintakriittisten sovellusten mittaamiselle, ra-
portoinnille ja valvonnalle. Niin vasteaikojen kuin kapasiteettitietojenkin tulisi olla käytettä-
vissä reaaliaikaisesti, sekä historiatieto käytettävissä tarvittaessa päätöksenteon tukena sekä 
ongelmatilanteiden selvittämisessä. 
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2 Tutkimuskohteen kuvaus 
 
Opinnäytetyössä pyritään tarkastelemaan mahdollisuuksia luoda raamit tai malli palvelulle, 
joka olisi mahdollista toteuttaa myös niin, että se tuotetaan niin sanotun kolmannen osapuo-
len toimesta. Tällä mallilla olisi se etu, että itse käytettävien liiketoimintasovellusten tarjo-
ajat, niiden ympäristöjen ylläpitäjät tai sovellusten tekijät eivät tuottaisi mittausta ja rapor-
tointia omista järjestelmistään. 
 
2.1 Yleiskatsaus tutkimukseen 
 
Yritysten liiketoiminnan kannalta tärkeiden sovellusten suorituskyvyssä ja käytettävyydessä on 
yllättävän paljon haasteita ja jopa käyttökatkoksia. Sillä onko sovellus ulkoistettu vai ei, ja 
tuleeko sovellus pilvipalveluna yleisestä vai omasta pilvestä, ei juuri ole merkitystä. Myöskään 
yrityksen koolla tai sovelluksen käyttäjämäärällä ei suorituskyvyn ja käytettävyyden kannalta 
ole suurta merkitystä. Lähes viikoittain, tai ainakin useamman kerran kuukaudessa, on jo pel-
kästään Suomessa otsikoissa sovellusten katkokset, yhteensopivuusongelmat, pankkiyhteyksi-
en katkokset tai muut kansalaisiin vaikuttavat haasteet erilaisten sovellusten käytössä. Yrityk-
sen toiminnan kannalta suurimmat vahingot riippuvat sovelluksen kriittisyydestä; siitä kuinka 
paljon liikevaihtoa tai -voittoa sovelluksen toimimattomuus aiheuttaa yritykselle minuutissa, 
tunnissa tai esimerkiksi päivässä, jos sovelluksen käyttö on hidasta tai se ei toimi lainkaan. 
Liian usein ovat otsikoihin päässeet myös ongelmat eri alueiden potilasjärjestelmien toimin-
nassa, viimeksi syyskuussa pääkaupunkiseudulla. (Takkuillut potilastietojärjestelmä toimii jo 
tyydyttävästi, 2014.) Liiketoiminnan kannalta kaikki katkokset, toimimattomuus, hitaudet ja 
haasteet ovat kalliita. Potilasterveyteen liittyvien järjestelmien toiminta on vielä näitä liike-
toiminnan järjestelmiäkin tärkeämpää ja kriittisempää.  
 
Haasteiden ratkaiseminen lähtee siitä, että on tunnettava sovelluksen toimintaa ja sovellus-
kokonaisuutta, jotta sitä voidaan mitata ja siitä saatuja tuloksia analysoida. Ilman analysoin-
tia ei voida tietää mitä kohtaa sovelluskokonaisuudessa on muutettava, jotta sovelluksen suo-
rituskykyyn ja käytettävyyteen saataisiin parannuksia. Ilman sovelluksen tai sovelluskokonai-
suuden niin kutsutun topologian, loogisen ja fyysisen kokonaisuuden tuntemista, ongelmakoh-
tien löytäminen ja niiden ratkaiseminen menee lähes mahdottomaksi. 
 
Suomessa useat yritykset ovat ulkoistaneet liiketoiminnan kannalta tärkeät järjestelmänsä 
yhdelle tai useammalle palveluita tarjoavalle yritykselle. Trendinä on myös yhä useammin 
siirtää palveluita tai sovelluksia pilvipalveluihin, joko niin kutsuttuun privaattipilveen tai  
ostamalla kokonaisuus tai osa-kokonaisuus valmiista palvelusta, esimerkiksi toiminnanohjaus-
järjestelmä, asiakkuuksienhallintajärjestelmä, kirjanpito tai palkanlaskenta.  
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ICT-järjestelmiä mitataan ja valvotaan usein komponenttitasolla. Komponenttitasolla tapah-
tuva valvonta on tärkeää, ei ainoastaan saatavuuden valvonnan kannalta, vaan myös kapasi-
teetin valvonnan ja sitä kautta suorituskykyyn liittyvän valvonnan kautta.  
 
Sovellustason ongelmiin, saatavuuteen ja vasteaikoihin liittyvien haasteiden ratkaisu pelkän 
komponenttitason mittaamisen ja valvonnan avulla on kuitenkin lähes mahdotonta. Pelkkä 
summatieto komponenttitasolta saadusta suorituskyvystä tai jollain taajuudella, esimerkiksi 5 
minuutin välein tehty saatavuusmittaus, ei kerro sovelluksen todellista saatavuutta ja käytet-
tävyyttä. Toisaalta pelkkä nauhoitetuilla istunnoilla tai prosesseilla tehty valvontakaan ei tä-
hän aina riitä. Tämän tyyppinen valvonta voidaan lähes aina toteuttaa ainoastaan tiedon ha-
kuihin. Harvemmin voidaan tehdä jokin toiminne tai prosessi loppuun asti, esimerkiksi rahan 
tallettaminen pankkiin, jonkun tuotteen tilaaminen johonkin osoitteeseen ja niin edelleen. 
ovat lähes mahdottomia toteuttaa valmiiksi nauhoitetuilla prosesseilla, joita suoritetaan ajas-
tetusti jostain ennalta valitusta tai valituista pisteistä. 
 
2.2 Tutkimuksen tavoitteet 
 
Tavoitteena on löytää tässä opinnäytetyössä käytettävästä teknologiasta kehitteillä olevaan 
palveluun osa-komponentteja, joita yhdistelemällä kokonaisuus saataisiin mahdollisimman 
toistettavaksi ja toisaalta palvelusta voitaisiin helposti erotella myytävä tuotekokonaisuus 
erityyppisten haasteiden ja ongelmien ratkaisuun. Tavoitteena on myös saada palvelusta 
mahdollisimman skaalautuva, jolloin kokonaisuus sopii kaiken kokoisille yrityksille ja toisaalta 
monenlaisten liiketoimintasovellusten reaaliaikaisen suorituskyvyn mittaamiseen, analysoin-
tiin ja raportointiin.   
 
Tarkoituksena on hakea ja yhdistää nykyteknologian antamia mahdollisuuksia parhaisiin käy-
täntöihin ja alan standardeihin. Pohjalla on käytetty pääsääntöisesti ISO/IEC 20000 -
standardia, Riverbedin teknologian tälle osa-alueelle tarjoamaa teknologiaa, haastatteluja 
sekä Forresterin tälle osa-alueelle vuonna 2013 tekemää tutkimusta.  
 
2.3 Lyhenteet 
 
APM Application Performance Management, sovellusten suorituskyvyn haalinta 
CPU Central Processing Unit, prosessori, keskusyksikkö 
DATAVUO tietoverkossa kulkeva säännöllinen kuorma 
E2E End To End, päästä päähän mittaus, yleensä robottitekniikoin toteutettuna 
EUE End User Experience, jatkuvasta datavuosta tehtävä todelliseen dataan perus-
tuva päästä päähän mittaustekniikka 
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XFlow Tässä työssä viitataan eri valmistajien keräämään ja lähettämään näytepohjai-
seen tietoon, esimerkiksi xFlow, Jflow, cflow, IPfix 
http Hypertext transfer protocol 
https Hypertext transfer protocol secure 
ICT Information and communication technology 
IP Internet Protocol 
ISO International Organization for Standardization 
ITIL  Information Technology Infrastructure Library 
ITSM  Information Technology Service Management 
KPI Key Performance Indicator 
LAN Local Area Network, lähiverkko 
MAPI Messaging Application Programming Interface 
MPLS Multiprotocol Label Switching 
NPM Network Performance Management, verkon suorituskyvyn hallinta 
OSI Open Systems Interconnection 
PDCA ISO - plan–do–check–act model 
Qos Quality of Service 
Sekvenssi säännönmukainen, esimerkiksi sarja tai jono 
SLA Service Level Agreement 
SNMP Simple Network Management Protocol 
TCP Transmission Control Protocol 
Topologia Tässä opinnäytetyössä, esimerkiksi kuva, jolla laitteet on kytketty toisiinsa 
URL Uniform Resource Locator 
WAN Wide Area Network, verkko, joka yhdistää maantieteellisesti toisistaan etäällä 
olevia verkkoja keskenään, esimerkiksi useita lähiverkkoja, maita tai maanosia 
tietoliikenteellisesti toisiinsa. 
 
2.4 Opinnäytetyön toimeksiantaja 
 
Bemecon Solutions Oy on ICT-järjestelmien valvontaan, suorituskyvyn ja käytettävyyden mit-
taamiseen, kyseisillä osa-alueilla havaittujen ongelmien selvittämiseen ja palvelutason toden-
tamiseen erikoistunut yritys. Yritys on perustettu vuonna 2003 ja se on osa Sontek-konsernia.  
 
Bemecon tarjoaa asiakkailleen ratkaisuja järjestelmähallinnan ja suorituskyvyn osa-alueilta 
palveluna tai avaimet käteen ratkaisuina, sisältäen tarvittaessa käyttöönoton, koulutuksen ja 
ylläpidon. Bemecon käyttää palveluidensa tuottamiseen muun muassa Riverbed Technologie-
sin (Riverbed) ja CA Nimsoftin tuotteita. Bemenconin työntekijät ovat suorittaneet myynti ja 
tekniset sertifikaatit aina edustamistaan teknologioista ja näiden lisäksi Bemeconin työnteki-
jät ovat myös ITIL ja ISO 20000 -sertifioituja.  
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2.5 Tutkimuksessa käytettävä teknologia 
 
Opinnäytetyössä on pohjana Bemeconin edustama Riverbedin teknologia, sovellusten suoritus-
kyvyn (Application Performance Management – APM) sekä verkon suorituskyvyn (Network Per-
formance Management - NPM) osa-alueilta. Riverbed yrityksenä on keskittynyt muun muassa 
yhteen tämän opinnäytetyön pääaiheen teknologiaan, jolla voidaan tuottaa näkyvyys sekä 
sovellusten että verkon suorituskyvyn mittaamiseen, analysointiin ja siitä saatavan tiedon pe-
rusteella raportointiin, visualisointiin ja mahdollisiin hälytyksiin (APM ja NPM). Riverbedin 
muita osa-alueita ovat sovellusten hallinta, jako ja palomuuritekniikat. Tässä työssä otetaan 
esille myös verkon suorituskyvyn parantaminen niin WAN- ja LAN kuin mobiiliverkoissakin. 
Muina osa-alueina ovat Riverbedillä tarjolla olevat ratkaisut muun muassa levyjärjestelmien 
konsolidointiin ja verkon suorituskyvyn optimointiin sekä verkon suunnitteluun. Nämä myö-
hemmin mainitut teknologiat eivät ole pääosassa tässä opinnäytetyössä ja jäävät siksi mainin-
nan tasolle. 
 
Teknologia on jaettu käytettävyyden ja suorituskyvyn valvonnan sekä hallinnan osa-alueella 
kahteen loogiseen kokonaisuuteen: Verkon käytettävyyden ja suorituskyvyn hallintaan ja val-
vontaan (NPM, Network Performance Management) sekä toisena sovellusten käytettävyyden ja 
suorituskyvyn hallintaan ja valvontaan (APM, Application Performance Management). Nämä 
molemmat ovat muun muassa Gartnerin käyttämiä termejä, joilla viitataan sovellusten ja 
verkon suorituskyvyn hallintaan. Gartner käyttää NPM osa-alueella myös termiä muodossa 
NPM & D eli Network Performance Management & Diagnostic.  
 
Opinnäytetyössä keskitytään enemmän mittaamiseen, valvontaan, analysointiin ja raportoin-
tiin. Hallinta on tässä yhteydessä hiukan liioiteltu käsite kun yksinkertaisimmillaan on kyse 
ainoastaan sovellusten käytettävyyden ja suorituskyvyn valvonnasta, ei hallinnasta. Kokonai-
suus laajenee hieman silloin, jos tässä opinnäytetyössä mainittua teknologiaa käytetään koko-
naisuutena läpi koko sovelluksen elinkaaren aina kehityksestä tuotantoon asti.   
 
2.6 Valvonnan haasteellisuus 
  
Liiketoiminnalle tärkeiden sovellusten ja palveluiden valvonta on nykyisin käytettävissä olevi-
en, paikoin monimutkaisten järjestelmäkokonaisuuksien vuoksi kohtuullisen haastavaa, mutta 
nykyteknologian avulla kuitenkin mahdollista. Sovelluksia käyttävät laitteistot saattavat olla 
hyvinkin kirjavia: älypuhelin, tablettitietokoneet, kannettavat koneet, pöytäkoneet. Tätä kir-
joa lisäävät vielä erilaiset käyttöjärjestelmät, esimerkiksi Unix, Windows, Linux ja monet 
muut vastaavat. Loppukäyttäjän laitteissa saattaa olla asennettuna sovellus, jonka avulla itse 
liiketoiminnan sovellusta käytetään, mutta yleisimmin sovelluskehitystä tehdään selaimille, 
kuten Firefox, Microsoftin IE (Internet Explorer), Google Chrome ja Applen Safari.  
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Pelkästään jo lähtöpäässä, eli siellä missä käyttäjä todellisuudessa sovellusta käyttää, on lu-
kuisa määrä eri vaihtoehtoja ja kombinaatioita. 
Tämän päivän liiketoimintasovellusten pohjalla on lähes poikkeuksetta jonkinlainen tietolii-
kenneverkko. Hyvin pientä osaa, varsinkaan kriittisistä sovelluksista, pyöritetään enää yhden 
käyttäjän toimesta yhdellä koneella. Yhteysmahdollisuuksia on siis lukuisia: Mobiilidata, 3G 
tai nykyään usein jo 4G verkko, julkiset verkot (Internet), lukuisat hotspotit langattomille 
verkoille ja niin edelleen.. Käytössä voi olla yrityksen oma dedikoitu verkko, teleoperaattorin 
tarjoama MPLS-verkko tai jokin muu kaukoverkko (WAN) ratkaisu. Yhteys voi olla näiden kaik-
kien tekniikoiden lisäksi vielä salattu erilaisin tekniikoin. Käytössä voi olla esimerkiksi jonkun 
valmistajan salattu virtuaaliverkkotekniikka eli VPN-yhteys (Virtual Private Network) kahden 
pisteen välillä tai esimerkiksi ohjelmistopohjainen salattu yhteys työaseman ja konesalin välil-
lä. Jotta sovelluksia voitaisiin käyttää, on siis oltava yhteys tai sellainen on luotava tietolii-
kenneverkkoa pitkin, aina käyttäjän laitteesta liiketoimintasovellukseen. Tämän lisäksi liike-
toimintasovellus voi olla vielä yhteydessä muihin järjestelmiin, joista haetaan tietoa tai joihin 
tietoa talletetaan, joten liiketoimintasovelluksen päässä voi edelleen olla yhteyksiä useaan 
eri järjestelmään, jotka vaikuttavat sovelluksen saatavuuteen tai käytettävyyteen. 
 
Konesalien edessä ovat usein palomuurit ja kuormanjako, jonka jälkeen useimmiten web-
palvelimet, tämän jälkeen sovelluspalvelimet tai itse sovelluslogiikka ja taustalla tietokannat. 
Asiaa ei millään tavoin helpota se, että kaiken tiedon taustalla on usein vielä yhdistettyä levy-
järjestelmää ja kaikki, tai osa näistä, on virtualisoitu, myös verkot konesalien sisällä, jolloin 
kerroksia tulee vielä lisää. Käyttäjän ja sovelluksen välissä on usein siis lukematon määrä lait-
teita, tekniikoita ja tasoja, sekä virtuaalisia että fyysisiä. 
 
Seuraava kuva esittää monimutkaisuutta järjestelmien kokonaisuudessa laitetasolla. Kuvassa 
ei ole mukana virtuaalisointia eikä sovelluslogiikkaa, jonka kuvaaminen yksinkertaisella ja 
ymmärrettävällä kuvalla on lähes mahdotonta. 
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Kuva 1: Liiketoimintasovellusten monimutkaisuus. (Riverbed, 2014a.) 
 
2.7 Tutkimusongelma ja tutkimuskysymykset 
 
On olemassa teknologiaa, jota hyväksikäyttäen päästään varmentamaan liiketoimintakriittis-
ten sovellusten saatavuus ja vasteaika sekä samalla vastaamaan standardien vaatimuksiin. 
Tästä syystä tässä opinnäytetyössä on pyritty tutkimaan ja kuvaamaan hyötyjä tämänkaltaisel-
le sovellusten reaaliaikaiselle mittaamiselle, valvonnalle ja analysoinnille, toisin sanoen sille 
mitä saavutettaisiin, jos sellainen kokonaisuus olisi käytössä. Opinnäytetyössä pyritään otta-
maan esille myös sellaisia käytettävyyttä parantavia seikkoja, joita on mahdollisuus nykytek-
nologian avulla toteuttaa saatavuuden ja käytettävyyden parantamiseksi. Eroja perinteiseen 
komponenttitason mittaamiseen sekä erilaisin robottitekniikoin tehtyihin mittaamisiin, ana-
lysointiin ja raportointiin on pyritty tuomaan myös esille.  
 
Tutkimustuloksista saadaan arviota siitä, minkälaista kysyntää ja kiinnostusta tälle teknologi-
alle, ja sen tueksi saatavalle palvelulle, nykyisellä asiakaskunnalla on ja minkälaisia mahdolli-
suuksia palvelun käynnistämiselle olisi.  
 
Tutkimuskysymykset: 
 
A. Miksi liiketoiminnalle tärkeitä sovelluksia tulisi mitata reaaliaikaisesti? 
B. Minkälaisia odotuksia asiakasorganisaatioilla on liiketoimintakriittisten sovellusten 
käytettävyyden ja suorituskyvyn mittaamiselle? 
C. Miten tällainen palvelukokonaisuus tulisi kehittää (tuotteistettavissa) asiantuntijapal-
veluita ja valmiita tuotteita hyväksikäyttäen? 
D. Minkälaista teknologiaa voi käyttää palvelun tuottamiseen? 
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3 Teoreettinen viitekehys ja kirjallisuuskatsaus 
 
Opinnäytetyön ymmärtämisen kannalta tärkeimmät käsitteet käydään läpi tässä luvussa. Tu-
kimateriaalina on käytettävän teknologian kirjallisuutta, tuotteistukseen liittyvää kirjallisuut-
ta, oppaita, koulutus- ja myyntimateriaalia, ISO -standardien kirjallisuutta ja laatuoppaita, 
ITIL-oppaita ja kirjallisuutta sekä joitain tehtyjä opinnäytetöitä ja yhtä diplomityötä. Interne-
tin kautta on haettu tietoa nykyisin tarjolla olevista uusista tekniikoista ja teknologian tälle 
osa-alueelle tuomista mahdollisuuksista. Myös ITIL-organisaation, VTT:n sekä eri yliopistojen 
luennoitsijoiden julkaisemaa materiaaliin on tutustuttu opinnäytetyötä tehtäessä. Erityisesti 
opinnäytetyön pohjalla on myös vuosien tämän alan konsulttina työskentelyni aikana kertynyt 
kokemus.  
 
Opinnäytetyössä on pyritty lähestymään olemassa olevaa kehitystyötä neljältä eri tulokulmal-
ta. Yhtäältä työn pohjalla on se teknologia, johon tässä työssä viitataan, sen mahdollisuudet 
ja mahdolliset rajoitteet. Toisena tulokulmana on pyritty selvittämään ISO -standardeja, ITIL 
viitekehystä sekä näiden tuomia vaatimuksia ja suosituksia. Kolmantena tulokulmana on tuot-
teistuksesta tähän opinnäytetyöhön liittyvä teoreettinen lähestyminen. Neljäntenä tulokul-
mana ovat haastattelut, joiden avulla on pyritty selvittämään opinnäytetyön aiheen tarpeelli-
suutta uusiin ja olemassa olevien liiketoiminnalle kriittisten palveluiden mittaamiseen, val-
vontaan, analysointiin ja raportointiin. Haastatteluista saatua tulosta on verrattu tietyin osin 
myös Forresterin tältä osa-alueelta vuonna 2013 tekemään markkinatutkimukseen.   
 
3.1 ISO -standardit, ITIL ja määritykset  
 
Tässä työssä käytetyt standardien lainaukset on julkaistu Suomen Standardisoimisliitto SFS 
ry:n luvalla. (Riikonen, sähköpostiviesti, 18.9.2014.) 
 
Opinnäytetyössä viitataan useampaan eri standardiin, lähinnä kuitenkin ISO/IEC 20000-1 ”In-
formation Technology — Service Management”, ” Informaatioteknologia. Palvelunhallinta” 
standardiin. (SFS-ISO/IEC 20000-1:2011.) Informaatioteknologia. Palvelunhallinta. Osa 1: 
”Palvelunhallintajärjestelmää koskevat vaatimukset" (SFS-ISO/IEC 20000-1:2011, 1), ja saman 
standardin osaan 2 SFS-ISO/IEC 20000-2:2012 ”Informaatioteknologia. Palvelunhallinta. Osa 2: 
Ohjeistusta palvelunhallintajärjestelmien toteuttamiseen”. (SFS-ISO/IEC 20000-2:2012, 1.) 
 
ITIL-viitekehyksen joitain termejä ja käytäntöjä on otettu tämän työn pohjalle ja malliksi, 
koska niitä käytetään kohtuullisen paljon eri yhteyksissä ICT-alalla. Termistöt ja viittaukset 
on pääsääntöisesti tehty ITIL V2 ja ITIL V3 -manuaaleihin ja sanastoihin. Koska tässä työssä ei 
varsinaisesti puututa ITIL-viitekehyksen prosesseihin ja niiden suorittamiseen, ei ITIL-
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versioilla ole tämän työn kannalta merkitystä. Termistö ei ole muuttunut niin, että se vaikut-
taisi tähän opinnäytetyöhön. 
 
Palveluiden toimittamisen kannalta on tärkeää, että esimerkiksi suorituskykyyn liittyvät kat-
selmoinnit on suoritettu asiakkaan kanssa. (SFS-ISO/IEC 20000-2 2014, 84.) Standardin mukaan 
raportoinnin pitää olla sillä tasolla, että johto on kykenevä tekemään päätöksiä tuotettavien 
raporttien pohjalta ja toisaalta voidaan todentaa, että päätökset myös perustuvat niihin. Pel-
kästään tästä syystä tulisi katselmoinnit tehdä asiakkaan kanssa. (SFS-ISO/IEC 20000-2 2014, 
88.) 
 
3.1.1 ITIL  
 
ITIL (IT Infrastructure Library) historia alkaa jo vuodelta 1989, jolloin sen ensimmäiset versiot 
tulivat julkisuuteen Iso-Britannian OGC:n (Office of Government Commerence) toimesta (Yk-
sikön nimi vuonna 1989 oli CCTA eli Government Central Computer and Telecommunication 
Agency). Viitekehys luotiin alun perin tukemaan Iso-Britannian hallinnon IT-tuotantoa.   
ITIL-viitekehys eli ”parhaat käytännöt” käsittelee lähinnä prosessinomaisesti niitä osa-alueita, 
jotka liittyvät IT-palvelunhallintaan. (Macfarlane & Rudd.2001, 5.) ITIL kuvaa siis ICT-alan 
hyviä käytäntöjä, joiden avulla voitaisiin riittävän tehokkaasti tuottaa ICT-palveluita liiketoi-
minnan tueksi. Tässä opinnäytetyössä käytetään joitain viittauksia ITIL-viitekehykseen, sen 
termistöön, käännöksiin ja käsitteisiin. 
 
3.1.2 ISO 20000  
 
Tämän opinnäytetyön ymmärtämisen kannalta tärkein standardi on ISO 20000 ja siitä syystä 
tätä standardia on kuvattu tarkemmin. ISO 20000 on palvelunhallintaan ITIL-viitekehyksen 
pohjalta kehitetty standardi, joka ottaa, päinvastoin kuin ITIL, kantaa myös palvelun laatuun 
ja tapoihin, joilla laatua mitataan ja laatu varmistetaan. ISO 20000 määrittelee palveluntuot-
tajille ne vaatimukset, jotka tietyn palvelun kohdalla tulee täyttää standardia käytettäessä. 
Tähän standardiin kuuluu niin palveluiden suunnittelu, käyttö kuin ylläpitokin. Standardi kat-
taa muutakin, esimerkiksi muutokset, kehityksen ja seurannan. Standardi on yleisluontoinen 
ja sitä voidaan käyttää palvelu- ja yritysriippumattomasti moneen eri tarkoitukseen: auditoin-
teihin, palvelutoimittajien tapojen yhtenäistämiseen, omien palveluiden parantamiseen ja 
niin edelleen. (SFS-ISO/IEC 20000-1 2013, 8.) 
 
Standardin mukaan mitään sen ”kohdissa 4-9 esitettyä vaatimusta ei voida jättää noudatta-
matta, jos palveluntuottaja ilmoittaa noudattavansa standardin SFS-ISO/IEC 20000 tätä osaa”. 
(SFS-ISO/IEC 20000-1 2013, 14.) 
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Standardin edellä mainituissa kohdissa esitetään muun muassa ”palvelunhallintajärjestelmiä 
koskevat yleiset vaatimukset” (SFS-ISO/IEC 20000-1 2013, 24), joka pitää sisällään muun mu-
assa johdon sitoutumista, valtuuksia ja vastuita. Kohta 4 pitää sisällään myös asiakirjojen hal-
lintaan ja tallenteisiin sekä resursseihin liittyviä vaatimuksia.  
 
Palvelun jatkuva kehittäminen on yksi tässä opinnäytetyössä merkittävässä roolissa oleva teki-
jä. Standardi antaa hyvinkin tiukat raamit ja mallin palvelunhallintajärjestelmän suunnitte-
lemiseen, toteuttamiseen ja käyttämiseen, seurantaan ja katselmointiin sekä ylläpitämiseen 
ja parantamiseen. Tämän osa-alueen malli on niin kutsuttu PDCA-malli (Plan-Do-Check-Act), 
joka antaa raamit muun muassa integraatioita muihin standardeihin toteutettaessa. (SFS-
ISO/IEC 20000-1 2013, 10, 28-34.) 
 
Seuraava kuva on tästä PDCA-mallista, jota voi hyvin soveltaa myös muihin hallintajärjestel-
miin. 
  
 
Kuva 2: PDCA-Malli, suunnittele, toteuta, arvioi, toimi. (SFS-ISO/IEC 20000-1 2013, 10.) 
 
SFS-ISO/IEC 20000 -standardi määrittelee myös muiden osa-alueiden vaatimuksia tarkasti. 
Standardin muissa kohdissa käsitellään vaatimuksia muun muassa liikesuhdeprosessille, ratkai-
suprosesseille ja ohjausprosessille. 
 
Tässä opinnäytetyössä keskitytään standardin osalta lähinnä siihen, miten standardissa määri-
teltyjä palvelun saatavuuteen ja vasteaikoihin liittyviä kohtia voisi toteuttaa ja toisaalta mi-
ten niitä tulisi toteuttaa, jos halutaan noudattaa SFS-ISO/IEC 20000 -standardin vaatimuksia. 
 
Seuraavassa kuvassa on SFS-ISO/IEC 20000 -standardin prosessit. Näistä sovellusten suoritus-
kyvyn ja käytettävyyden valvontaan (hallintaan) vaikuttaa teknisestä näkökulmasta keskellä 
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olevat palveluiden jatkuvuuden ja saatavuuden hallintaprosessi, kapasiteetinhallintaprosessi 
ja palvelutason hallinta ja raportointi. 
 
Kuva 3: Palvelunhallintajärjestelmän prosessit. (SFS-ISO/IEC 20000-1, 12.) 
 
3.1.3 Reaaliaikaisuus 
 
Opinnäytetyössä tullaan mainitsemaan useampaankin kertaan reaaliaikaisuus ja reaaliaikainen 
mittaaminen. Reaaliaikaisuudella tässä työssä tarkoitetaan kokoaikaista ja jatkuvaa mittaa-
mista. Esimerkiksi mittaamisen yhteydessä tarkoitetaan reaaliaikaisuudella sitä, että tietolii-
kenne, tapahtumat, kyselyt ja järjestelmistä saatavat vastaukset mitataan ja niitä analysoi-
daan kokoaikaisesti ja jatkuvasti. Perinteisessä, jo hiukan vanhemmassa teknologiassa, mitta-
usta ja analysointia ei kyetty tekemään muun muassa suorituskykyrajoitteiden vuoksi kokoai-
kaisesti ja jatkuvana, vaan itse mittaus tai siihen liittyvä tapahtuma suoritettiin jollain tietyl-
lä taajuudella, esimerkiksi minuutin tai viiden minuutin välein. Sama rajoite on joillain muil-
lakin mittadataa keräävillä metodeilla, jotka perustuvat niin kutsuttuihin näytteisiin ja niistä 
saataviin yhteenvetoihin. 
”Palveluiden saatavuutta on seurattava, seurannan tulokset on tallennettava ja tuloksia on 
verrattava sovittuihin tavoitteisiin. Ennalta suunnittelemattomia saatavuuden menetyksiä on 
tutkittava ja tämän perusteella on toteutettava tarvittavat toimenpiteet.” (SFS-ISO/IEC 
20000-1 2013, 41.) Tässä opinnäytetyössä on tätä edellistä standardin lausetta hyväksikäyttä-
en tulkattu hiukan tiukemmin reaaliaikaisuutta tarkoittamaan kokoaikaisuutta, esimerkiksi 
tietoliikenteestä tapahtuvana datavuon jatkuvana mittauksena.  
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Seuraavassa kuvassa on esimerkki siitä, miten mittaus ja tapahtuman tallennus tehdään käyt-
tämällä teknologiaa, joka on kytketty suoraan verkkoon. Mittalaite tai mittapiste on kohdassa 
”monitor”. Heti siitä hetkestä, kun esimerkiksi työasema (oikealla) haluaa avata yhteyden 
palveluun (vasemmalla), mittaa ja tallentaa mittalaite tiedot, joiden perusteella se pystyy 
toteuttamaan valvontaa ja analysointia reaaliaikaisesti.  
 
 
Kuva 4: Tietoliikenteen reaaliaikainen datavuon mittaus. (Riverbed, 2014b.) 
 
3.1.4 Kapasiteetti 
 
ITIL-käsitteenä kapasiteetin hallinta kuvaa sitä prosessia, jolla varmennetaan että IT toimii 
kustannustehokkaasti, mutta silti oikea-aikaisesti. Tämän määritelmän alle kuuluu myös se 
osa-alue, jolla varmistetaan, että suorituskykyä seurataan ja riittäviä toimenpiteitä tehdään 
IT:n puolella liiketoiminnan varmistamiseksi. (Macfarlane & Rudd 2001, 52.) 
 
Kapasiteetin hallintaa voidaan toteuttaa usealla tavalla ja siihen vaikuttavat useat eri tekijät. 
Tekniikan kannata ehkä tärkein tekijä on kuitenkin olemassa olevien tekniikoiden tunteminen. 
Myös alan tekniikan seuraaminen on tärkeää siten, että myös tulevat tekniikat, joita käyte-
tään järjestelmissä ja joita hyväksikäytetään toiminnan varmentamiseksi, olisivat tiedossa. 
Liiketoiminnan kannalta on tärkeää, että käytettävä tekniikka on kustannustehokasta ja että 
se vastaa aina liiketoiminnan vaatimuksia. (Macfarlane & Rudd 2001, 52.) 
 
3.1.5 Hallinta 
 
Hallintaa käytetään tässä opinnäytetyössä sanan mukaisessa merkityksessään kytkettynä tä-
hän aihealueeseen. Jos jotain kokonaisuutta, sovellusta tai esimerkiksi tietoliikennettä tai 
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yhteyksiä todella hallitaan siten, että sen toimintaa, suorituskykyä tai esimerkiksi käytettä-
vyyttä saadaan muutettua käsin tai automatisoituna, kyseinen kokonaisuus tai sen osa-alue on 
hallinnassa. Hallinta (management) sotketaan kovin usein valvontaan (monitoring) ja valvon-
nan ominaisiin piirteisiin.  
 
3.1.6 Valvonta, tiedon keruu ja sen rajaaminen 
 
Valvonta on yksinkertaisimmillaan tiedon vertaamista raja-arvoihin. Täytyy kuitenkin muistaa, 
että ensin pitää pystyä mittamaan jotain tai joitain suureita, joiden seuraaminen mahdollis-
taa näiden analysoinnin ja vertaamisen automaattisiin tai ennalta asetettuihin raja-arvoihin. 
Näistä raja-arvojen ylityksistä on mahdollista tuottaa hälytystietoa joko järjestelmään itseen-
sä, sen näkymiin ja raportteihin tai integroinnin avulla muihin järjestelmiin. Esimerkiksi erilli-
siin hälytyskonsoleihin ja toiminnanohjausjärjestelmiin tehtävät integraatiot ovat yleisiä. 
 
Tiedon keruu = mittaaminen = on tiedon ja datan keräämistä. Esimerkiksi opinnäytetyössä 
esiteltyjen mittalaitteiden ja mittatekniikan ominaisuus, jolla kaikki mittalaitteelle ja mit-
taavalle sovellukselle ohjattu liikenne talletetaan.  
 
Tiedon keruu voi olla myös eri tekniikoin rajattua, jolloin on joko mittalaitteessa, mittatek-
niikassa tai jo tiedon lähteessä määritelty jonkun osa-alueen pois jättäminen tiedon keräämi-
sestä. Tällaisia rajoitteita voidaan tehdä esimerkiksi määrittelemällä lähteessä mitä liiken-
nettä mittalaitteelle ohjataan. Rajaaminen voidaan tehdä myös mittalaitteen päässä siten, 
että osa kerättäväksi tarkoitetusta tiedosta jätetään huomioimatta tarkoituksella. Tässä on 
oltava erittäin tarkkana ja tehdyt rajaukset (filtteröinti) on syytä dokumentoida hyvin se-
kaannusten välttämiseksi virheellisestä ja puutteellisesta tiedosta johtuen. 
 
3.1.7 Raja-arvo ja Analysointi 
 
Raja-arvo voi olla järjestelmähallinnan (valvonnan) puolelta tutulla tavalla ennalta määritelty 
arvo, johon mittatietoa verrataan ja jonka ylityksestä tai alituksesta, tai esimerkiksi ajallises-
ti nopeasta ylityksestä tai alituksesta tuotetaan tietoa. Raja-arvo voi olla myös jokin järjes-
telmän automatiikan säätämä arvo, joka muuttuu mittatiedon arvojen jossain määritellyssä 
suhteessa. 
 
Analysointi on kerätyn mittadatan ja tiedon hyödyntämistä, esimerkiksi ongelman selvitystä 
joko automatiikan avulla tai ihmisen tekemänä. 
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3.1.8 OSI-malli ja sen eri tasot 
 
OSI-malli (Open Systems Interconnection) on International Standardization Organization (ISO) 
kehittämä standardi tietojärjestelmien kommunikoinnin yhtenäistämiseen. OSI rajapinnat 
muodostavat seitsemän eri tasoa tai kerrosta, joilla kullakin on oma tehtävänsä tiedonsiirron 
eheässä kuljettamisessa eri pisteiden välillä. Lyhyt oppimäärä kattaa sen, että tässä opinnäy-
tetyössä esitetty teknologia kerää pääsääntöisesti tietonsa tasolla 3 ja tasolla 4 sekä sovelluk-
sen tasolta 7.  
 
Tasot ovat alimmasta tasosta alkaen taso 1 (Layer 1), joka on fyysinen ja kattaa esimerkiksi 
kaapeloinnin yhteyspisteiden välillä. Tämän kerroksen päällä on kerros 2 (Layer 2) eli siirto-
kerros, joka pitää sisällään muun muassa niin kutsutut MAC-tason (Media Access Control) sekä 
LLC-tason (Logical Link Control). Näiden yläpuolella on kerros 3, verkkokerros (Layer 3),  jo-
hon esimerkiksi IP-protokolla kuuluu. Näiden kerrosten yläpuolella on kerros 4 eli kuljetusker-
ros (Layer 4). Tähän kerrokseen kuuluvat muun muassa TCP ja UDP protokollat. Kerros 5 
(layer 5) on istuntokerros jonka päällä on kerros 6 (layer 6) esitys(tapa) kerros ja viimeisenä 
kerros 7 (layer 7) eli se kerros, jossa suurin osa tämän päivän tiedonsiirtoa tarvitsevat sovel-
lukset toimivat. (FTP Software 1991, 2-3.) 
 
3.1.9 Liiketoiminta ja liiketoimintakriittinen 
 
Liiketoiminnalle on monta eri käsitettä ja määritelmää. Tässä opinnäytetyössä pyritään mu-
kailemaan yleisesti ICT-alalle juurtuneen ITIL:n määritelmää, jonka mukaan liiketoimintaa voi 
harjoittaa muun muassa yritys, yrityskokonaisuus, julkisen sektorin organisaatiot sekä yhtei-
söt, ja nämä voivat pitää sisällään liiketoimintayksikköjä. Liiketoiminta sellaisenaan voi olla 
voittoa tavoittelevaa tai voittoa tavoittelematon esimerkiksi julkisen sektorin organisaatiot. 
Sillä, minkälainen organisaatio sovelluksia tai sovelluskokonaisuuksia käyttää, ei ole juurikaan 
merkitystä, mutta liiketoiminnan kannalta järjestelmä tai sovellus voi olla hyvinkin kriittinen. 
(AXELOS 2011, 11.) 
 
Liiketoimintakriittinen järjestelmä tai sovellus vaihtelee hyvinkin suuresti yritys ja organisaa-
tiokohtaisesti. Toisilla yrityksillä pelkästään keskitetty levyjako voi olla toiminnan kannalta 
kriittistä. Esimerkiksi suunnittelutoimistoilla ja nettikauppaa harjoittavilla yrityksillä liiketoi-
mintakriittiset järjestelmät saattavat poiketa huomattavasti toisistaan. Yhteistä liiketoimin-
takriittiselle sovellukselle on kuitenkin se, että sen toiminnassa olevilla häiriöillä on suoraa 
tai epäsuoraa vaikutusta organisaation toimintakykyyn.  ITIL:n määritelmiä mukaillen järjes-
telmä on kriittinen liiketoiminnalle, jos se on osa liiketoiminnan ydinprosessia ja elintärkeä 
liiketoiminnan menestykselle. (AXELOS 2011, 24.) 
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3.2 Käytettävyys, saatavuus, vasteaika ja suorituskyky 
 
Nämä käsitteet tuntuvat olevan pitkään ICT-alan parissa työskennelleilläkin ainakin osittain 
hyvin erilaisia, riippuen aina siitä kenen kanssa asioista keskustellaan. Kuten edellä on jo to-
dettu, käsitteitä sotkevat hiukan englanninkieliset usein käytössä olevat usability, availability 
sekä osaltaan myös performance ja response-time käsitteet. On tärkeää ymmärtää näiden 
käsitteiden erot ja toisaalta myös tapa, joilla näitä käsitteitä tässä työssä tullaan käyttämään 
ja esittämään. Seuraavissa kappaleissa pyritään selventämään näitä käsitteitä tämän opinnäy-
tetyön ymmärtämiseksi. 
 
3.2.1 Käytettävyys 
 
ITIL viittaa sekä vanhentuneessa V2 että nykyisessä V3 versiossa käytettävyyteen osana kapa-
siteetin hallintaa. Käytettävyyttä on erittäin vaikea määritellä absoluuttisesti, koska käytet-
tävyys riippuu aina siitä ympäristöstä, missä käytettävyyteen viitataan. JUHTA (julkisen hal-
linnon tietohallinnon neuvottelukunta) määrittelee käytettävyyden seuraavasti: ”Availability. 
Käytettävyydellä tarkoitetaan kohteena olevan laitteen, palvelun päälläoloa ja kykyä tuottaa 
sitä palvelua, jota kohteelta edellytetään, sovitun toiminnon suoritus vaadittuna aikana.” 
(JUHTA 2012, 2/22.)  
 
Tässä yhteydessä palvelulla tarkoitetaan sovellusta, sovelluskokonaisuutta, järjestelmää tai 
ICT-palvelua. Tällä enemmän ehkä teknisellä ja jollain konkreettisella mittaustavalla toden-
netulla suureella ei viitata käyttökelpoisuuteen (usability), johon se usein sekoitetaan. Käy-
tettävyys ei siis sellaisenaan vielä tarkoita mitään, koska palvelu tai liiketoiminnan sovellus 
voi olla käytettävissä, vaikka käyttökelpoisuus voi olla erittäin huono, esimerkiksi vasteaika 
palvelulle on mahdottoman pitkä. (JUHTA 2012, 2/22.) 
  
3.2.2 Saatavuus 
 
Saatavuudelle löytyy useita määrityksiä jo pelkästään eri ISO/IEC standardien välillä. ITIL-
kehyksen mukaan saatavuudenhallintaprosessi varmistaa palveluiden toiminnan silloin kun 
käyttäjät niitä tarvitsevat. Saatavuus on mittareista ehkä tärkein juuri tämän ulottuvuuden 
takia. Se on kaiken muun mittauksen perusta, koska muuta informaatiota on tietyiltä osin jo-
pa mahdotonta kerätä, jos mitattavat palvelut eivät ole käytettävissä. Saatavuuden mittaami-
sella varmistetaan muun muassa olemassa olevien palvelutasojen vastaavuus tehtyihin sopi-
muksiin nähden. ITIL määrittelee käytettävyyden siten, että se on prosentteina ne tunnit, 
joina jokin komponentti tai palvelu on käytettävissä. (Macfarlane & Rudd 2001, 64-65.) 
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SFS-ISO/IEC 20000-1 määrittelee jo saatavuutta hiukan uudemmalla ajattelutavalla, joka vas-
taa hyvinkin jo nykyisin saatavilla olevaa teknologiaa. ISO/IEC 20000 -standardissa mainitaan 
saatavuudesta lähes samaa, että se on määritelmänä ”palvelun tai palvelukomponentin kyky 
suorittaa vaadittu toiminto sovittuna hetkenä tai sovitulla aikavälillä”. (SFS-ISO/IEC 20000-1 
2013, 12.) 
 
Standardin mukaan löytyy määritelmälle myös jatkoa, jossa määritellään yhden mitattavan ja 
raportoitavan asian olevan päästä päähän saatavuus. Muita jatkuvuuden ja saatavuuden mi-
nimiraportointiin kuuluvia asioita ovat palveluiden vasteajat ja pääsyoikeudet. (SFS-ISO/IEC 
20000-1 2013, 40.) Hiukan vanhahtavaa komponenttitason ”päälläolon” valvontaa ei enää SFS-
ISO/IEC 2000-1 -standardissa pidetä käyttäjien palvelutasoon riittävänä mittarina. Tämä ei 
kuitenkaan missään tapauksessa tarkoita, ettei saatavuuden valvontaa tulisi tehdä myös kom-
ponenttitasolla. Komponenttitason valvonta on määritelty myös yhdeksi standardin vaatimuk-
sista ja sen on todettu olevan myös usein tarpeellinen. 
 
Saatavuus on tässä opinnäytetyössä määritelty SFS-ISO/IEC määritelmää hyväksikäyttäen si-
ten, että komponenttitason valvonta tulee olla olemassa ja jonkin komponentin saatavuuden 
(päälläolon) vaikutukset päästä päähän käytettävyyteen tulisi olla raportoitavissa. Samoin 
myös itse päästä päähän mittaamista, raportointia ja analysointia tulisi tehdä saatavuuden 
varmentamiseksi. Palvelun saatavuuteen kohdistuvaa raportointia tulisi tehdä säännöllisesti, 
samoin poikkeuksien analysointia sekä saatavuuden ja vasteaikojen vertailua normaaliin tilan-
teeseen.   
 
Yksinkertaisuudessaan saatavuus on ”palvelun tai palvelukomponentin kyky suorittaa vaadittu 
toiminto sovittuna hetkenä tai sovitulla aikavälillä”. (SFS-ISO/IEC 20000-1 2013, 12.) Kyseinen 
määritys mukailee myös JHS:n määrityksiä. (JUHTA 2012, 2/22.) 
 
3.2.3 Vasteaika 
 
Tässä opinnäytetyössä vasteaika on sama kuin viiveaika eli se aika, jonka joko tietoliikenne-
paketti tai jokin käyttäjän tekemä tapahtuma (transaktio) kestää siten, että vastaus kulkee 
päästä päähän tai joissain tapauksissa ohittaa mittapisteen, josta tätä metriikkaa mitataan. 
 
Vasteaikaa voidaan mitata muillakin tavoin, mutta tietoliikenteestä tehtävällä jatkuvalla mit-
taamisella saadaan tietoa palvelinten, sovellusten, palveluiden ja käyttäjien todellisesta vas-
teajasta. Tätä mittateknologiaa ollaan hyväksikäytetty läpi koko opinnäytetyön. 
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Seuraava kuva esittää yhtä mallia, jolla vasteaika voidaan esittää graafisena kuvaajana tiet-
tyinä, haluttuina ajanhetkinä. Kuvassa on mukana numeroin esitettynä keskimääräinen vaste-
aika, nopein vasteaika sekä hitain saatu vasteaika. 
 
 
 
Kuva 5: Tietoliikenteestä mitattu vasteaika esimerkkisovelluksesta. (Riverbed, 2014b.) 
 
3.2.4 Suorituskyky 
 
Suorituskyky on helppo rinnastaa vasteaikaan, esimerkiksi jonkin tapahtuman läpimenoaika 
sovittuna palveluaikana. Suorituskykyä voisi yhtä hyvin kuvata muillakin koko palvelun toimin-
nan varmistamiseksi tarvittavilla suorituskykyä kuvaavilla indikaattoreilla. Näistä käytetään 
usein lyhennelmää KPI eli Key Performance Indicator, josta mainitaan myös ITIL-oppaissa. 
(SFS-ISO/IEC 20000-1 2013, 59; AXELOS 2011, 143.)  
 
Näiden suorituskyvyn varmentamiseen tarvittavia indikaattoreita on lähes kaikissa palveluissa 
useita. Esimerkkinä yksittäisen levyjärjestelmän suorituskyky, jonkin palvelimen CPU:n suori-
tuskyky, muistin riittävyys, verkkokortin kuormitus jne. SFS-ISO/IEC 20000-2 -standardin osi-
ossa mainitaan, että ”Olisi tuotettava myös poikkeamaraportteja, jotka kertovat johdolle ja 
tekniselle henkilöstölle, milloin tietyn komponentin tai palvelun kapasiteetti ja suorituskyky 
eivät enää ole hyväksyttäviä.” (SFS-ISO/IEC 20000-1 2013, 110.) Tätä standardin vaatimusta 
vasten peilattuna voidaan hyvinkin todeta, että suorituskyky ei ole aina sama kuin vasteaika. 
Eli tässä opinnäytetyössä suorituskyky määritettä pyritään käyttämään muussa kuin vasteaika-
tarkoituksessa. 
 
3.3 Mittaamisen, monitoroinnin ja valvonnan malleja 
 
ISO/IEC 20000-1 ja 20000-2 ottavat kantaa hyvinkin tiukasti siihen, miten myytäviä ja tarjot-
tavia palveluita tulisi minimissään mitata, miten niitä tulisi analysoida ja mitä raportteja asi-
akkaalle tulisi säännöllisesti toimittaa. Standardi ottaa kantaa myös siihen, miten palveluita 
tulisi olemassa olevilla ja käytettävillä mittaus- ja analysointityökalujen tuottamilla tiedoilla 
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kehittää ja tuotettavan palvelun laatua parantaa. Standardia mukaillen olisi siis ehdottoman 
tärkeää, että varsinkin liiketoiminnan kannalta kriittisiä järjestelmiä mitataan ja valvotaan, 
eli niiden saatavuutta ja vasteaikaa sekä toimintaa tarkkaillaan. Itse valvonta, sille tuotettu 
tieto ja mallit saattavat vaihdella huomattavasti yrityksen koosta, liiketoiminnan sovelluksen 
kriittisyydestä ja monesta muusta tekijästä johtuen. Standardi ei tietysti luo mitään pakkoa 
palveluiden mittaamiselle, vaan antaa hyvät lähtökohdat eri palveluiden yhtenäistämiselle ja 
mittatapojen sekä mitattavien asioiden samankaltaistamiselle.  
 
Sovelluksen ja komponenttitason mittaamista ja valvontaa voidaan suorittaa monenlaisin tek-
niikoin ja monenlaisella teknologialla. Yksi perinteisimmästä tavoista komponenttitasolla on 
niin sanottu ping-tason mittaaminen, jossa yksinkertaisimmillaan jostain tietystä pisteestä 
lähetetään verkkoa pitkin laitteelle kysymys ”oletko hengissä”. Tästä hiukan kehittyneempi 
tapa on kysyä komponentilta jotain tiettyä asiaa, jolloin varmistetaan myös se, että laittee-
seen pääsee käsiksi. Näistä poiketen, tai niiden lisäksi, voidaan käyttää myös tekniikkaa, jolla 
itse valvottava komponentti tai laite lähettää ennalta määriteltyyn kohteeseen säännöllisin, 
määritellyin välein niin kutsuttua ”heartbeat”-signaalia, jolla varmistetaan laitteen olevan 
toiminnassa. Monimutkaisempia ja enemmän informaatiota tuottavia mittaamismenetelmiä on 
myös useita. Voidaan kerätä lokitietoa komponenteista, sovelluksista, tietokannoista tai tie-
toa sovelluksen sisäisestä toiminnasta, tietokantoihin kohdistuneista kyselyistä, päivityksistä 
ja esimerkiksi kantojen lukituksista. Komponenttitasolla (palvelin, verkkokomponentti, tieto-
kanta, levyjärjestelmä, jne.) voidaan kerätä tietoa laitteen tai palvelun saatavuudesta, 
kuormituksesta ja suorituskyvystä.  
 
3.3.1 Passiivinen monitorointi (valvonta) 
 
Passiivisen monitoroinnin merkitystä tässä opinnäytetyössä käytetään silloin, kun esimerkiksi 
tietoliikenteen mittaamiseen käytetään sellaista tekniikkaa, joka ainoastaan kuuntelee mitä 
verkossa tapahtuu. Silloin kun tapahtumia (paketteja) verkossa kulkee, talletetaan sen sisältö 
tai sen tunnistetiedot mittalaiteelle. Tällaisen tekniikan hyväksikäyttö mahdollistaa kerätyn 
tiedon hyväksikäytön myös ongelmatilanteissa. Tekniikalla on mahdollista toteuttaa reaaliai-
kainen monitorointi verkon kaikkeen liikenteeseen, jolloin ongelmatilanteessa nähdään mitä 
muuta tapahtuu silloin, kun mahdollisia ongelmia tai katkoksia on palvelun käytössä. Mittauk-
seen käytettävä teknologia hyväksikäyttää joko omaa automatiikkaa poikkeamien havaitsemi-
sessa tai sille säädettyjä, passiiviselle monitoroinnille (valvonnalle) ominaisia ennalta määri-
teltyjä raja-arvoja. Tämä monitorointimalli voi toimia myös siten, että pelkkää mittatietoa 
kerätään talteen tekemättä sille varsinaista monitorointia lainkaan, kerätään vain tietoa tal-
teen myöhempää mahdollista analysointia varten.   
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Passiivisella monitoroinnilla on mahdollista toteuttaa myös SFS-ISO/IEC 20000 -standardin ka-
pasiteetin hallintaosiossa vaadittavat tapahtumien vasteaikojen, siirtomäärien ja kuormitus-
datan keräämiset. Kerätyn tiedon avulla voidaan toteuttaa valvonta, analysointi ja raportoin-
ti. (SFS-ISO/IEC 20000-2 2014, 108.) 
 
3.3.2 Aktiivinen monitorointi (valvonta) 
 
Aktiivinen monitorointi määritetään tässä opinnäytetyössä monitoroinniksi, joka ottaa jollain 
tavoin osaa mittadatan tuottamiseen. Esimerkkinä on saatavuuden mittauksissa usein käytetyt 
ping-tason monitorointi ja esimerkiksi jonkinlaisella robottitekniikalla toteutetut nauhoitetut 
tapahtumat ja prosessit.  
 
Tässä opinnäytetyössä esitetyn teknologian avulla on mahdollista toteuttaa aktiivista monito-
rointia ja usein tätä jo monen palvelun osalta tehdäänkin. Tämä ei kuitenkaan yksinään vas-
taa ISO/IEC 20000 -standardin kaikkia palvelun saatavuuden mittaamiselle, valvonnalle, ana-
lysoinnille ja raportoinnille asetettuja vaatimuksia. 
 
3.3.3 Reaktiivinen monitorointi (valvonta) 
 
Monitorointi on yleensä reaktiivista. Tässä opinnäytetyössä määritellään monitorointi reaktii-
viseksi silloin kun jotain kerättyä mittatietoa verrataan ennalta määritettyyn raja-arvoon ja 
sen ylityksiin tai alituksiin reagoidaan. Voidaan lähettää hälytys, tehdä jokin tarkistus tai 
muuttaa esimerkiksi jonkin valvottavan kohteen tilatietoa raja-arvoa vastaavaksi.  
 
Esimerkiksi kun monitoroitava web-sovellus ei ole saatavilla, muutetaan valvontanäytössä ky-
seisen sovelluksen tilatieto hälyttäväksi, esimerkiksi punaiseksi tai mustaksi vihreän sijaan. 
Vastaavasti voidaan ennalta määrätyn raja-arvon ylityksestä tai alituksesta lähettää hälytys, 
heijastaa tilatieto hälytysruudulle tai vaihtaa jo olemassa olevan hälytyksen väriä tai priori-
teettia. 
 
3.3.4 Proaktiivinen monitorointi (valvonta) 
 
Proaktiiviseksi monitorointi muuttuu silloin kun käytetään hyödyksi esimerkiksi passiivisen 
monitoroinnin yhteydessä esitettyjä automaattisesti säätyviä hälytysrajoja. Toinen tapa on 
verrata useista lähteistä saatavaa mittatietoa ja tehdä näiden perusteella päätöksiä ja pää-
telmiä.  
 
Esimerkkinä tällaisesta tilanne, jossa palvelun vasteaika hidastuu niin nopeasti, että kohta 
sen käyttö tulee lähes mahdottomaksi, vaikka se juuri sillä hetkellä ei sitä olisikaan. Eli val-
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vontajärjestelmä osaa tehdä johtopäätöksiä joko automaattisesti tai opetettuna ja näin mah-
dollistaa poikkeamiin puuttumisen ennen kuin esimerkiksi liiketoiminnalle koituu järjestelmän 
vian vuoksi haittaa. 
 
3.3.5 Ping-tason monitorointi 
 
Tämä monitorointimalli on hyvin yleinen saatavuuden toteamiseksi käytetty mittaus ja val-
vontamenetelmä. Ping-tason valvonta toimii edellä esitetyn OSI-mallin tasolla 3, käytännössä 
UDP-protokollaa käyttäen. Tämä tarkoittaa sitä, että paketti lähetetään verkkoon (oletko 
hengissä) ja jos vastausta ei tule, oletetaan että kohde ei ole hengissä. Tämä kyseinen proto-
kolla ei kuitenkaan välitä siitä, missä kohdin verkkoa tai minkä komponentin kohdalla paketti 
katoaa. Vastauksen saapumatta jääminen ei siis aina tarkoita, että kohde olisi saavuttamat-
tomissa toisesta mittapisteestä tai jotain toista tietoliikennereittiä käyttäen. 
 
Tälle monitorointitasolle on toki kehitetty parempiakin tekniikoita jonkin palvelun osakom-
ponentin tai koko palvelun saatavuuden toteamiseksi. Voidaan tehdä erilaisia kyselyitä, jotka 
toimivat OSI-tasojen ylemmillä kerroksilla ja/tai sellaista protokollaa käyttäen, joka avaa yh-
teyden ja vaatii kohteelta vastausta, yksinkertaisimmillaan esimerkiksi SNMP-kysely voi olla 
tällainen. Voidaan myös toteuttaa kysely esimerkiksi johonkin web-sovellukseen ja tarkistaa 
staattisen sivuston summatieto, se että kohteeseen ei ole tehty muutoksia - malleja on siis 
useita. 
 
3.4 Tuotteistukseen liittyvä lähestyminen 
 
Tuotteistaminen tämän opinnäytetyön osa-alueelle on vähintäänkin haasteellista. Olisi pystyt-
tävä ottamaan huomioon kohderyhmä, jolle tämän opinnäytetyön teknologian hyötyjä ja ole-
massa olevaa ammattitaitoa ja kokemusta voidaan tuottaa. Tuotteistamisen yhteydessä olisi 
löydettävä se todellinen arvo asiakkaalle, eli ne asiakkaan saamat todelliset hyödyt, joita 
heille voidaan tuottaa yhdistämällä teknologia, standardit ja ammattitaito.  
 
3.4.1 Suunnittelu 
 
Business Model Generation lähtee rakentamaan koko liiketoimintamallia yhdeksän eri osa-
alueen kautta. 1. asiakassegmentti 2. asiakashyöty tai asiakaslupaus, 3. myynti ja jakelukana-
vat, 4. asiakassuhteen ylläpito, 5. tulomalli, 6. avainresurssit, 7. tärkeimmät tehtävät, 8. yh-
teistyökumppanit sekä 9. menot ja kulurakenne. (Osterwalder & Pigneur 2010, 17.) 
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Seuraava kuva esittää pohjaa, jolle tuotteistuksen osalta voidaan lähteä suunnittelemaan lii-
ketoimintamallia, toki pienemmässä mittakaavassa, jos tuotekokonaisuus edustaa osaa jostain 
liiketoiminnasta. 
  
Kuva 6: Liiketoiminnan suunnittelupohja. (Osterwalder & Pigneur 2010, 18-19.) 
 
Lisäarvon tuottaminen eli asiakashyöty on yksi tuotteistuksen tukipilareista. Aivan sama, joka 
edellä olevassakin mallissa on keskipisteenä ja yksi keskeisimpiä asioita tuotteistamisen onnis-
tumisessa. (Tuominen & Toivonen 2012, 9-10.)  
 
Suunnittelussa on otettava huomioon palvelun teknologisen sisällön lisäksi myös aineettomat 
hyödyt, joita asiakas tulee tarjottavassa kokonaisuudessa palvelun myötä saamaan. Kehitettä-
vä palvelu pitää sisällään kohtuullisen paljon työtä, ainakin kartoitus-, käyttöönotto- ja do-
kumentointivaiheessa. Suunnittelussa on oltava kirkkaana ajatus myös palvelun sisällöstä. 
(Jaakkola, Orava & Varjonen 2011, 11.) 
 
Seuraava kuva yksinkertaistaa suunnitteluvaiheen ymmärrettäviksi vaiheiksi.  
 
Kuva 7: Yksinkertaistettu suunnitteluvaihe. (Jaakkola, Orava & Varjonen 2011, 12.) 
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ISO/IEC -standardin vaatimuksista pitää muistaa se, että toteutuksen ja palveluiden tulisi olla 
sidottuna jatkuvan kehityksen piiriin, esimerkiksi juuri standardin PDCA-mallia noudattaen. 
(SFS-ISO/IEC 20000-1 2013, 10, 28-34.) Eli suunnittele, toteuta, arvioi, toimi. Tätä mallia py-
ritään noudattamaan myös tämän opinnäytetyön teoreettisessa osassa, samoin kuin myöhem-
min palvelussa itsessään. Suunnitteluvaiheessa on otettava standardin mukaan huomioon mui-
takin asioita muun muassa tietoturva, muutostenhallinta, asiakasvaatimukset, käytettävissä 
olevat resurssit, koulutus, ja niin edelleen. (SFS-ISO/IEC 20000-2 2014, 52.) 
 
3.4.2 Toteutus 
 
Jari Parantaisen esityksessä ”hyvin tuotteistettu on puoliksi myyty”, päällimmäiseksi jäänyt 
neuvo oli, ”auta asiakasta päättämään”. (Parantainen J. 2012.) 
 
Tavoitteena tässä toteutuksessa on pyritty pitämään ydinpalvelu yksinkertaisena, ajatuksena 
”one-size-fits-all”. Teknologia, jota vasten palvelu pyritään kehittämään ja toteuttamaan, 
pitää sisällään sellaisia elementtejä, joiden avulla tätä ajatusta on kohtuullisen helppo pitää 
ohjenuorana. Ydinpalvelun ympärille toteutetaan koko joukko lisäpalveluita sekä tietysti tu-
kipalvelut. Palvelu pyritään suunnittelemaan sellaiseksi kokonaisuudeksi, joka on liiketoimin-
nan kannalta kannattavaa, jossa on pitkälle vakioidut toimintatavat ja -mallit, riittävän kat-
tava dokumentaatio ja työohjeet. Näiden avulla palvelukokonaisuus, sen koosta riippumatta, 
voidaan toimittaa ja toteuttaa asiakkaalle kannattavasti ja ennen kaikkea tasalaatuisesti. 
 
Vaikka kyse on aina asiakaskohtaisista ratkaisuista, on moni ympäristöistä toistensa kaltaisia. 
Käytössä on usein samanlaisia tai samantyyppisiä ratkaisuja, vaikka käytettävät liiketoiminnan 
sovellukset ja palvelut olisi hankittu eri toimijoilta. Vaihteluita ja reunaehtoja palveluiden 
käyttöönotossa on varmasti, mutta ennen palvelun toimitusta on toteutettava kartoitus ja 
siihen pitää saada kattava ja tyhjentävä dokumentaatio, josta selviää asiakaskohtaiset vaati-
mukset ja rajoitukset joita toimituksessa on otettava huomioon.  
 
Seuraava kuva pyrkii valottamaan täysin tuotteistetun palvelun ja ainutlaatuisen palvelun va-
kioitujen ja vakioimattomien osatekijöiden suhdetta. 
 
  
Kuva 8: Tuotteistusaste. (Jaakkola ym. 2011, 19.) 
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Palvelun taloudellinen lähestyminen kuuluu suunnitteluvaiheeseen, mutta palveluun kohdistu-
vista kustannuksista on tässä vaiheessa oltava olemassa jo tarkat laskelmat. Edellä esitetyn 
”business modell generation” mallin mukaisesti olisi kulupuoli käytävä lävitse yhdessä tuotto-
laskelmien kanssa. (Osterwalder & Pigneur 2010, 31, 41.) On huolehdittava siitä, että tuotot 
ovat pitkällä aikavälillä kustannuksia suuremmat, jolloin palvelusta saadaan kannattava. Ai-
noastaan tuottava palvelu antaa sitä pyörittävälle organisaatiolle kyvyn olla kilpailukykyinen 
ja täyttää niin laadulliset vaatimukset kuin asiakkaan odotukset palvelutuotannossa. (Raati-
kainen 2006, 130.) 
 
ISO/IEC -standardi painottaa myös henkilöresurssien suunnittelua, varaamista ja järkevää 
käyttöä. On mietittävä tarkkaan kuka palvelun suunnittelee ja kuka palvelua käyttää, näihin 
ei välttämättä sovellu sama tai samat henkilöt. (SFS-ISO/IEC 20000-2 2014, 56.)  
 
3.4.3 Arviointi, jatkuva parantaminen ja kehitys 
 
Asiakastyytyväisyys, palautteen käsittely, reklamaatioiden käsittely ja asiakaskyselyt sekä 
niiden analysointi ovat kaikki osa tuotteistusta ja tuotteen arviointia. On tärkeää, että edelli-
set kohdat on mietitty tarkoin, jotta rajapinnat, joilla asiakas on toimituksen jälkeen yhtey-
dessä palvelun tuottajaan, ovat kunnossa. Asiakasrajapinnassa näkyy heti laatu, jolla palve-
luntuottaja palveluaan pyörittää ja ylläpitää. (Tuominen & Toivonen 2012, 93.) 
 
Palveluita on myös auditoitava ja niihin on tehtävä johdon katselmuksia säännöllisin välein. 
Jatkuvaa parantamista varten on luotava ohjeistus, kriteerit ja dokumentaatio sekä määritel-
tävä vastuut. Parannettavat asiat on priorisoitava ja palvelupoikkeamien syyt on poistettava 
tai ehkäistävä. (SFS-ISO/IEC 20000-1 2013, 34.) 
 
Toimitetun palvelun mittajärjestelmiä, niiden suorituskykyä ja toimintaa tulee seurata jatku-
vasti myös laitetasolla. Päivityksiä, uusien ohjelmistopiirteiden tuotantoon siirtämistä ja pal-
veluympäristössä tapahtuvia muutoksia olisi ylläpidettävä muutoshallinnan avulla. Rikkoutu-
neista laitteista tai niiden osista sekä muun omaisuuden, oman tai asiakkaan sijainnista ja 
kunnosta tulisi pitää tarkkaa kirjanpitoa. On myös huolehdittava siitä, että rikkoutuneet osat 
palautetaan päämiehelle heti niiden vaihdon jälkeen. 
 
 
4 Tutkimusmenetelmä 
 
Tutkimus on toteutettu kehitystutkimuksena (monnimenetelmätutkimusotteena) ja siinä on 
käytetty osin kvalitatiivisia (laadullisia) ja toisaalta kvantitatiivisia (määrällisiä) menetelmiä. 
(Kananen 2012, 19.) Saatu informaatio on yhdistelty analysointia varten, jotta saavutettaisiin 
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mahdollisimman tarkka ja kattava tutkimustulos ja sitä kautta mahdollisimman hyvä loppu-
tuotos. (Kananen 2012, 37.) Tutkimuksen laadullinen osuus perustuu haastatteluihin ja niistä 
johdettuihin tuloksiin. Määrällistä puolta edustavat ne muutamat samat kysymykset, joita 
kaikille haastateltaville on tehty tiettyjen kysymysten osalta. Laadulliseen osaan kuuluu myös 
ISO/IEC -standardin vaatimukset ja niiden kautta saatava yhdenmukaisuus. Haastateltavien 
henkilöiden asemassa, yrityksessä ja yritysten liiketoiminnassa on joitain eroja, jotka omalta 
osaltaan vaikuttivat haastattelujen sisältöön. Tähän on haastatteluja pyydettäessä pyrittykin, 
jotta saataisiin mahdollisimman laaja otos ja kuva haasteista, ongelmien selvityksestä, käy-
tettävästä teknologiasta ja niin edelleen. Saatuja tuloksia verrataan myös markkinatutkimuk-
seen, jonka on toteuttanut Forrester Consultingin vuonna 2013. Tutkimukseen osallistui noin 
150-160 ICT-alan ammattilaista, joilla oli suora vastuu liiketoimintansa kriittisistä järjestel-
mistä. Kooltaan yritykset olivat sellaisia, joiden palveluksessa työskenteli yli tuhat työnteki-
jää. Tutkimuksen nimi on “Forrester’s Ideal Tool Set For Application Performance Manage-
ment for Better Business Performance”. (Forrester Consulting 2013.) Tämä vertailu lähinnä 
siitä syystä, että nähdään eroavatko mielipiteet, työkalujen hyödyntäminen ja ajatukset toi-
sistaan eri maiden välillä suuresti. 
 
4.1 Tutkimusten tulokulmat 
 
Yhtenä tulokulmana ovat haastatteluihin ja kyselyihin perustuva monimenetelmätutkimus, 
joka on kohdistettu Bemeconin asiakkaisiin, Bemeconin tämän osa-alueen edustaman teknolo-
gian päämieheen sekä oman yrityksen asiantuntijoiden ja myynnin kanssa käytyihin keskuste-
luihin ja kysymyksiin.  
 
Yritysten edustajien antamia haastatteluita ei asiakassuhteiden luottamuksellisuudesta johtu-
en voida julkaista yksilöityinä ja sellaisenaan tämän työn liitteinä. Tästä johtuen haastatte-
luista on tehty yhteenveto, jossa yksilöidyt vastaukset eivät kohdistu mihinkään tiettyyn hen-
kilöön tai yritykseen.  
 
Tähän edelliseen analysoinnin vertailukohtana on käytetty Forresters Consultingin tekemää 
markkinatutkimusta, joka oli kohdistettu Pohjois-Amerikkalaisiin yrityksiin. Varsinaisia tulok-
sia ei voi vertailla keskenään, koska tutkimusmenetelmä oli toinen. Tutkimuksessa on sellaisia 
piirteitä, jotka herättivät mielenkiinnon ja siksi joitain lukuja on käytetty vahvistamaan tä-
män opinnäytetyön tuloksia. Toisena tulokulmana on tutkittu ISO/IEC -standardeja ja niiden 
vaatimuksia. Lisäksi lopputulosten tueksi on kolmantena tulokulmana palvelun pohjalle valittu 
teknologia, sen mahdollisuudet ja rajaukset. Neljäntenä tulokulmana on pyritty saamaan mu-
kaan tuotteistus ja siihen liittyvä teoreettinen tarkastelu.  
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Kahta ensimmäistä käytetään tutkimustulosten analysointiin ja kahta viimeistä käytetään 
apuna mahdollisimman hyvän ja kattavan tuotteistetun palvelun kokoamisessa.   
 
4.2 Tutkimusten rajaus 
 
Tutkimuksia ei ole ulotettu suorituskyvyn tai saatavuuden ratkaisuihin, joilla ongelmia voi-
daan poistaa, tai ainakin oleellisesti vähentää ja joiden avulla suorituskykyä on mahdollista 
oleellisesti parantaa. Ne on osittain mainittu opinnäytetyössä, mutta niistä ei ole tehty tutki-
musta.  
 
Tämän opinnäytetyön alueen markkinatutkimus ja myynnin toimenpiteet on myös rajattu ke-
hitettävän palvelun ulkopuolelle, jotta opinnäytetyö pysyisi mahdollisimman tiiviinä pakettina 
ja myös pohjana kehitettävälle kaupalliselle palvelulle. 
 
 
5 Tutkimustulokset ja löydökset 
 
Tässä kappaleessa käydään läpi haastatteluilla saadusta materiaalista niitä pääasioita, joihin 
haettiin vastauksia ja toisaalta niitä eroja, joita haastatteluissa eri henkilöiden näkemyksissä 
tältä osa-alueelta löytyi. Kappaleessa käsitellään myös haastateltujen henkilöiden näkemyksiä 
ja vertaillaan niitä ISO/IEC 20000 -standardin vaatimuksiin. Tässä kappaleessa esitellään myös 
niitä löydöksiä ja havaintoja, joita löytyi sekä haastatteluissa että kirjallisuudesta. 
  
5.1 Tutkimuksen toteuttaminen 
 
Haastattelut toteutettiin pääsääntöisesti heinä- ja elokuun välisenä aikana, kesällä 2014. 
Haastatteluihin osallistui kaiken kaikkiaan 8 henkilöä, joista 7 edusti Bemeconin asiakkaita ja 
lisäksi yksi haastateltava edusti tässä opinnäytetyössä käytettävää teknologiaa. Opinnäytetyön 
sisältöön liittyviä tarkennuksia on toteutettu Bemeconissa käydyin keskusteluin kevään ja ke-
sän 2014 aikana. Haastattelujen perusteella on pyritty hakemaan asiakkaitten näkemyksiä 
tutkimuskysymyksiin, keskusteluin Bemeconin asiantuntijoiden ja myynnin näkemystä sekä 
päämiehen haastattelulla niitä mahdollisuuksia, joihin tällä teknologialla myös tulevaisuudes-
sa tähdätään. 
 
5.2 Yhteenveto haastatteluista 
 
A. Miksi liiketoiminnalle tärkeitä sovelluksia tulisi mitata reaaliaikaisesti ? 
 
Haastatteluissa tuli selkeästi ilmi, että kaikki haastateltavat olivat lähihistorian aikana koh-
danneet työssään palvelukatkoksia, jotka olivat vaikuttaneet jollain tavalla haittaavasti liike-
 33 
toimintaan. Toisaalta tämäntyyppisiä otsikoita saadaan lukea uutisista ja alan lehdistä jatku-
vasti, jopa viikoittain, joten vastaukset ja kertomukset eivät sinänsä olleet mitenkään yllättä-
viä. 
 
Yleisimmin tieto liiketoiminnan sovellusten käytettävyydessä ja suorituskyvyssä havaituissa 
ongelmissa tuli tai oli tullut suoraan käyttäjiltä. Yritysten käytössä on yrityksestä riippuen 
lukematon määrä erilaisia valvontaan liittyviä välineitä ja työkaluja. ISO/IEC 20000 -
standardinkin mukaan saatavuutta olisi mitattava komponenttikohtaisesti ja niiden saatavuu-
den poikkeamista ja käytettävyydestä tulisi saada jatkuvaa tietoa. Kuitenkin tätä ajatusta 
vasten on yllättävää, että itse sovellusten käytettävyyttä ei usein ole lähdetty mittaamaan ja 
valvomaan. On paljon sovelluksia, joiden rakenne on jo sellainen, että valvonta tulee koh-
tuuttoman kalliiksi sovelluksen kriittisyyteen nähden ja niiden valvontaan ei tästä syystä olla 
investoitu. Tästä aiheesta on ollut vuosien varrella paljonkin erilaisia näkemyksiä ja julkisia 
salaisuuksia, joten tietyllä tapaa asia ei tullut yllätyksenä. Yllättävää on kuitenkin se, että 
kaikista käytettävissä olevista työkaluista huolimatta joidenkin liiketoiminnan kannalta tär-
keiden sovellusten valvontaa ei ole saatu ulotettua siten, että tieto ongelmista, haasteista ja 
hitauksista saataisiin ennen käyttäjiä. Tähän osaan tuli haastattelujen aikana tietoa joidenkin 
osa-alueiden resurssihaasteista ja jopa -pulasta, joka selittänee osaltaan nopeasti muuttuvis-
sa asiakas- ja sovellusympäristöissä valvonnan ja analysoinnin heikkoja kohtia. 
 
Virtualisoidut ympäristöt tuovat aina vähintään yhden kerroksen lisää valvottavaa ja ana-
lysointimielessä monin verroin lisää haasteita ongelmien selvittämiseen. Yritysten, varsinkin 
suurempien organisaatioiden, haasteena ovat jo aiemmin olleet osaamisalueiden mukaan ra-
kennetut organisaatiot, joiden välillä jo samaa tarkoittavan termistön löytäminen on usein 
haastavaa. Virtuaalisointi ja pilvipalvelut tuovat helposti tähän ns. siiloutumisen alueelle lisää 
kerroksia. Haastattelujen aikana kävi selväksi myös tämän siiloutumisen aiheuttavan hitautta 
vikatilanteiden selvittämisessä. Käytännössä havaittu hitaus tai vika ei aina etene riittävällä 
nopeudella sellaisen henkilön selvitettäväksi, joka asiaa ymmärtää ja pystyy ongelman myös 
ratkaisemaan ja korjaamaan. 
 
Vertailun vuoksi Forresterin tutkimuksessa 31 % kertoi yrityksessä olleen yli kuukauden kestä-
neitä vaikeita liiketoiminnan sovellusten suorituskykyyn vaikuttavia ongelmia joita ei kyetty 
ratkaisemaan tai niitä ei saatu koskaan ratkaistua. (Forrester 2013, 10.) Johtopäätöksenä on 
edellä esitettyihin haastatteluihin selkeä yhteys. 
 
B. Minkälaisia odotuksia asiakasorganisaatioilla on liiketoimintakriittisten sovellusten 
käytettävyyden ja suorituskyvyn mittaamiselle?  
C. Miten tällainen palvelukokonaisuus tulisi kehittää (tuotteistettavissa) asiantunti-
japalveluita ja valmiita tuotteita hyväksikäyttäen? 
 34 
 
Haastattelujen aikana tuli esille tarpeita ns. lisätä monitorointiin käytettävän teknologian 
älykkyyttä. Valvonnassa olisi kaikin puolin paremmin kyettävä ennakoivaan valvontaan eli pro-
aktiivisuuteen. Valvonnan lähettämien poikkeuksien tulkintaan tulisi saada enemmän infor-
maatiota, jolloin korjaavat toimenpiteet saataisiin aiemmin käyntiin ja toisaalta ne voitaisiin 
kohdistaa saman tien sellaiseen organisaation osaan tai sellaiselle henkilölle, joka pystyy 
myös palauttamaan tilan normaaliksi. Päästä päähän monitoroinnissa oli monin paikoin paran-
nettavaa, mutta jo edelläkin mainitut resurssipula ja korkeat kustannukset hidastavat eteen-
päinviemistä, ainakin silloin kun loppuasiakas ei ole valmis maksamaan lisäominaisuuksista, 
vaikka niillä saavutettaisiin konkreettinen hyöty. Sellaiset organisaatiot, joiden ydinliiketoi-
minta on nivottu jonkin järjestelmän toimintaan, ovat valmiita investoimaan valvonnan kehit-
tämiseen, jos sillä saadaan varmistettua liiketoiminnan katkottomuus.  
 
Poikkeuksetta haastatteluissa tuli esille vanha totuus, että tietoliikenteestä vastaavien henki-
löiden on ensin todistettava syyttömyytensä ennen kuin kukaan muu ryhtyy toimenpiteisiin 
ongelman tai hitauden selvittämiseksi. Vieläkin on loppuasiakkailla sellainen vanhahtava käsi-
tys asioista, että ”verkko on hidas”, vaikka ongelmat, hitaudet ja haasteet usein löytyvät 
muualta. Verkoissa on toki omat haasteensa, mutta ne eivät aina ole varsinaisten ongelmien 
syy. 
 
D. Minkälaista teknologiaa voi käyttää palvelun tuottamiseen? 
 
Käytettävän teknologian tulisi pystyä keräämään talteen käytettävyyteen ja suorituskykyyn 
liittyvää metriikkaa, josta haastateltavien mielestä olisi selkeää hyötyä sovellusten toiminnan 
seurannassa. Samoin historiatiedosta olisi selkeää hyötyä trendien seurannassa ja tätä kautta 
investointeja infrastruktuuriin tehtäessä. 
 
Forresterin tutkimuksessa (2013) mainitaan, että tutkimukseen osallistuneista 52 % uskoo, 
että yrityksen IT:n käytössä olevista päivittäisistä resursseita yli 20 % menee ongelmien ja 
haasteiden selvittämiseen. Vain 12 % haastatelluista uskoo, että siihen käytetään alle 10 % 
ajasta. Tämä vertailun vuoksi siitä syystä, että haastatteluissa käytettävissä olevat resurssit 
ja lähinnä niiden puuttuminen oli selkeästi yksi puheenaiheista. (Forrester 2013, 1, 11.) 
 
5.3 Löydökset 
 
Tässä luvussa on käsitelty niitä löydöksiä, jotka tulivat esille sekä haastatteluissa että ISO/IEC 
20000 -standardia tutkittaessa juuri palvelunhallinnan näkökulmasta, jolta alueelta kyseinen 
standardi on. Standardiahan ei tarvitse noudattaa, jos ei yritys myymissään palveluissa niin 
mainitse; sitä tulee kuitenkin kaikin osin noudattaa, jos standardi mainitaan. 
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5.3.1 SFS-ISO/IEC 20000-1 päästä päähän saatavuus 
 
SFS-ISO/IEC 20000 määrittelee saatavuuden hiukan uudemmalla ajattelutavalla, joka vastaa 
hyvinkin jo nykyteknologiaa. ISO/IEC 20000 -standardissa määritellään saatavuus ”palvelun tai 
palvelukomponentin kyky suorittaa vaadittu toiminto sovittuna hetkenä tai sovitulla aikavälil-
lä”. (SFS-ISO/IEC 20001-1 2013, 12.) 
 
Kirjasta löytyy määritelmä, jossa mainitaan yhden mitattavan ja raportoitavan asian olevan 
päästä päähän saatavuus. Muita jatkuvuuden ja saatavuuden minimiraportointiin kuuluvia asi-
oita ovat palveluiden vasteajat ja pääsyoikeudet (SFS-ISO/IEC 20000-1 2013, 40), joten van-
hahtavaa komponenttitason ”päälläolon” valvontaa ei enää SFS-ISO/IEC 2000-1 -standardissa 
pidetä käyttäjien palvelutasoon riittävänä mittarina.  
 
5.3.2 Koordinaattorin puute 
 
Useamman kuin yhden haastattelun osalta pystyy tekemään sen johtopäätöksen, että liike-
toiminnassa tehtyä vikailmoitusta ei käyttäjän kannalta seurata loppuun asti kuin harvassa 
paikassa. Se kohde tai kontaktipiste, jonne vika on ilmoitettu, ratkaisee useassa tapauksessa 
vikailmoitusten tietoihin perustuen asian oman organisaation näkövinkkelistä; ei sen organi-
saation, josta ilmoitus on tullut.  
 
Jos niin sanotussa omassa pesässä tai tarjotussa palvelussa vaikuttaa kaikki olevan kunnossa, 
kuitataan työ loppuun käsitellyksi ja virheilmoitus tai tiketti suljetaan riippumatta siitä, onko 
päästä päähän saatavuus kunnossa vai ei. Loppuasiakas on hyvin usein siinä tilanteessa, että 
saadakseen selvyyttä tilanteeseen tai johonkin ongelmaan ratkaisun joutuu hän olemaan yh-
teydessä useampaan kuin yhteen palveluntarjoajaan.    
 
5.3.3 Monitoroinnin käyttö sovelluskehityksessä 
 
Edellä esitetyn teknologian käyttöönottoa olisi kestävän kehityksenkin kannalta harkittava jo 
liiketoiminnan kannalta kriittisten palveluiden kehitysvaiheessa, viimeistään testausvaiheessa. 
Tuotekehitysvaiheessa ja testauksessa haasteiden, hitauksien ja saatavuuteen liittyvien on-
gelmien ja jopa katkosten selvittäminen olisi kaikille osapuolille huomattavasti paljon edulli-
sempaa.  
 
Ratkaisujen löytäminen suorituskykyongelmiin muulla tavoin kuin tehoja kasvattamalla tuot-
taisi hyötyä kustannussäästöinä pitkällä ja jo lyhyemmälläkin aikajänteellä. Usein kuitenkin 
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helpoin tapa on lisätä tehoa tai kapasiteettiä joka ei aina kuitenkaan tuota parasta lopputu-
losta ja on usein niin pitkällä kuin lyhyelläkin tähtäimellä kallis vaihtoehto. 
 
5.3.4 SFS-ISO/IEC 20000 –standardin suosituksia ja vaatimuksia 
 
A. SFS-ISO/IEC 20000-2 siirtomäärien ja kuormitustiedon kerääminen 
 
Opinnäytetyössä käytettävän teknologian avulla on mahdollista toteuttaa myös SFS-ISO/IEC 
20000-2 -standardin kapasiteetin hallintaosiossa vaadittavat tapahtumien vasteaikojen, siir-
tomäärien ja kuormitusdatan kerääminen ja tallentaminen valvontaa, analysointia ja rapor-
tointia varten. (SFS-ISO/IEC 20000-2 2014, 108.)  
 
B. Saatavuuskatkosten tietojen kerääminen analysointia varten 
 
SFS-ISO/IEC 20000 -standardin vaatimusten mukaan ”Kaikkien palveluiden ja palvelukompo-
nenttien saatavuuskatkokset olisi tallennettava, tutkittava ja olisi suoritettava asianmukaiset 
toimenpiteet, joilla vähennetään vaikutusta tai tulevien ilmenemien todennäköisyyttä.” (SFS-
ISO/IEC 20000-2 2014, 94.) 
 
5.4 Tutkimuksen luotettavuus ja sen tarkastelu 
 
Koska kehitystutkimukselle ei ole kehitetty omaa luotettavuusarvioita eikä kriteeristöä, käy-
tetään luotettavuuden arviointiin tässä opinnäytetyössä reliabiliteettiä (tutkimustulosten py-
syvyyttä) ja validiteettiä (oikeiden asioiden tutkimista). (Kananen 2012, 24, 161.) 
 
Tutkimuksen yhtenä pohjana oli ISO/IEC -standardit, jotka ovat tarkastettavissa tähän liitty-
västä kirjallisuudesta. Lähteet käytettyihin dokumentteihin löytyvät lähdeluettelosta. Haas-
tattelujen muistiinpanot ovat tallessa ja tarkastettavissa, mutta niitä ei voi asiakassuhteiden 
luottamuksellisuuden vuoksi julkaista tämän opinnäytetyön mukana. Tutkimuksen puolueet-
tomuuden osalta on otettava huomioon, että koska kyseessä on kuitenkin asiakassuhde, saat-
tavat haastateltavan tai haastattelijan vaihtuessa haastattelujen luonne ja tietysti yhteenve-
to muuttua. Vaikka tuloksia ei sellaisenaan pidä suoraan vertailla Forresterin (2013) tekemään 
tutkimukseen, nähdään kuitenkin selkeää samankaltaisuutta haastattelujen ja Forresterin 
(2013) tekemän tutkimuksen välillä. Näistä syistä uskon, että reliabiliteetti toteutui tutkimuk-
sessa hyvin.   
 
Validiteetin osalta uskon, että vielä varmempaa lopputulokseen olisi päästy, jos haastatelta-
via olisi saatu määrällisesti enemmän, siten että henkilöiden vastuut olisivat kuitenkin olleet 
samaa luokkaa kuin nyt haastatteluihin osallistuneilla henkilöillä oli. Työ ei kuitenkaan ollut 
yksinään tutkimus vaan samalla kehitystyö, joten haastattelut edustavat vain osaa opinnäyte-
 37 
työn kokonaisuudesta. Opinnäytetyötä aloitettaessa oli jo kohtuullisen selvää mitä asioita tu-
lisi tutkia ja tästä syystä haastatteluista saadun tiedon yhdistäminen käytettävissä olevaan 
faktaan eli standardeihin antaa loppujen lopuksi hyvän kuvan siitä, että opinnäytetyössä on 
tutkittu ainakin osaa oikeista asioista. 
 
Forresterin tutkimusta ei voi mielestäni pitää epäluotettavana. Vaikka Forrester yrityksenä 
toimii kaupallisin perustein, on kyseessä kuitenkin arvostettu markkinatutkimusta tekevä yri-
tys, jolla on toimintaa useammassa maassa. 
 
Edellisiä arvioita vasten uskon, että tutkimuksen validiteetti toteutui myös hyvin ja tutkimus-
ta voidaan pitää kokonaisuutena luotettavana. 
 
 
6 Ratkaisun esittäminen 
 
ISO/IEC 20000 jo sellaisenaan esittää useampia vaatimuksia liiketoimintakriittisten sovellus-
ten mittaamiselle, valvonnalle, analysoinnille ja raportoinnille. Tämä standardi koskee tietys-
ti vain niitä yrityksiä, jotka hankkivat palvelunsa liiketoiminnan tueksi palvelutoimittajalta ja 
sellaisia, jotka mainitsevat toimivansa tämän standardin pohjalta. Tätä standardia voidaan 
kuitenkin käyttää hyödyksi palveluja auditoitaessa, tehtäessä niihin katselmuksia, palvelutoi-
mittajien toimitapoja yhtenäistettäessä, omia palveluja tarkastaessa ja niin edelleen. (SFS-
ISO/IEC 20000-1 2013, 12.) 
 
Edellä on jo mainittu muun muassa valvonnan ja historiatietojen keräämisen muun muassa 
vasteajoista, siirtomääristä ja saatavuuskatkosten aikaisesta tiedonkeruusta ja niin edelleen. 
(SFS-ISO/IEC 20000-1 2013, 40; SFS-ISO/IEC 20000-2 2013, 94, 108.) Teknisestä näkökulmasta 
näitä vaatimuksia vasten peilaten olisi verkkoliikennettä pystyttävä mittaamaan jatkuvasti 
(kokoaikaisesti) ja reaaliaikaisesti. Seuraavaksi kuvattavalla ratkaisulla on muun muassa nämä 
ominaispiirteet jo kustannuksiltaan edullisimmissakin ratkaisuissa mukana. 
 
Jo opinnäytetyön alussa (kuva 1) on kuvattu liiketoimintasovellusten monimutkaisuutta. Val-
vonnan siiloutuessa ja jokaisen osa-alueen asiantuntijoiden käyttäessä omia valvontatyökalu-
jaan, ei välttämättä kuitenkaan saada aikaan todellisen liiketoimintasovelluksen käytettävyy-
den tilannetietoa. Seuraava kuva esittää tätä useiden organisaatioiden tapaan siiloutunutta 
valvontatuotteiden tuomaa haastetta ja aukkoa ongelmatilanteiden selvittämisessä.  
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Kuva 9: Siiloutuminen. (Riverbed, 2014a.) 
 
6.1 Liiketoimintasovelluksen mittaaminen, ratkaisu X 
 
Aiemmin opinnäytetyössä puhutusta ”one-size-fits-all” ratkaisusta ehkä yksinkertaisimpana 
voi pitää Riverbedin SteelCentral Appresponse ratkaisua, joka mahdollistaa tietoliikenteestä 
tehtävän liiketoimintakriittisten sovellusten saatavuuden ja vasteaikojen mittaamisen, val-
vonnan, analysoinnin ja raportoinnin. Tekniikka on rakennettu siten, että kyseessä on ns. 
”musta-boksi” eli valmis kokonaisuus ilman erillisiä asennettavia sovelluksia. Mittaustekniikka 
on täysin passiivinen eikä aiheuta itse tietoliikenneverkkoon kuormaa, ainoastaan kuuntelee 
mitä siellä tapahtuu. Jo pelkästään tämä yksinkertainen ratkaisu on selkeä apuväline ongel-
matilanteiden ratkaisuun. Sillä saadaan selville yrityksen liiketoiminnalle tärkeiden sovellus-
ten palvelutasotieto, reaaliaikainen tilannetieto, tietoliikenteen käyttö ja kapasiteetti eli ka-
tetaan siis lähes kaikki ne osa-alueet, joilla tutkimuksen mukaan ovat suurimmat haasteet. 
Samalla tuodaan yksi näkymä jokaiselle osa-alueen ammattilaiselle reaaliaikaisen tilannetie-
tonäkymän kautta, josta todellinen loppukäyttäjän saama kokemus tietyn sovelluksen saata-
vuudesta ja suorituskyvystä selviää. Seuraava kuva selventää sitä mallia, jolla hyvin nopeasti 
saadaan selville palvelutasotieto, reaaliaikainen tilannetieto sekä josta selviää hetkessä se, 
onko kyseessä jotain tiettyä paikkakuntaa koskeva ongelma (pystysarakkeet) vai onko kysees-
sä ongelma jossain tietyssä sovelluksessa (vaaka sarakkeet), vai kaikissa sovelluksissa. Hyvin 
nopeasti voidaan jo yhdellä näkymällä tehdä päätelmiä siitä, kuka tai minkä osa-alueen  
asiantuntijat kyseistä ongelmaa lähtevät ratkomaan. Koska kyseessä on tietoliikenteestä teh-
tävä mittaus, tehdään sitä 24 X 7 eli mittaus on jatkuvaa ja kerätyn tiedon avulla voidaan to-
teuttaa valvontaa, analysointia ja raportointia sekä tuottaa liiketoimintasovellusten toimin-
nasta näkymiä esimerkiksi palvelukeskuksiin. 
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Kuva 10: Liiketoiminnan sovellusten tilannekuva. (Riverbed, 2014d.) 
 
6.2 Palvelu X, ratkaisun X ympärille 
 
Useampia erialisia palveluita on saatavilla tämän teknologian ympärille ja alla on ainoastaan 
malli siitä, miten palvelu on mahdollista toteuttaa. On muistettava, että yksinkertainen rat-
kaisu on usein paras ja tästä syystä ainakin joissain rajatuissa ympäristöissä on usein hyvä läh-
teä yksinkertaisesta myös liikenteeseen. 
 
Teknologian käyttöönotto on mahdollista palveluna ja sen lisäksi on mahdollista saada ylläpi-
to, päivitys sekä muutoshallinta palveluna. Näiden lisäksi on mahdollista hankkia palveluna 
koulutus sekä asiakkaan liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytet-
tävyysongelmien analysointityö. Päämiehen kautta tuleva takuu ja tuki kuuluvat aina Beme-
conin kautta tehtyihin sopimuksiin tämän teknologian yhteydessä. 
 
1. Käyttöönottopalvelu pitää sisällään muun muassa seuraavat osa-alueet 
1. kartoitus 
2. asennus 
3. asetukset ja määritykset 
4. seuranta 
5. vastaanottotarkastus 
 
Käynnistettävän palvelun ”asetukset ja määritykset” osioon kuuluu muun muassa valituista 
kokonaisuuksista riippuen esimerkiksi ennalta määriteltyyn rajaan asti: 
1. Näkymät liiketoiminnan sovelluksiin 
2. Hälytykset sovellusten, verkon ja käyttäjien toiminnan poikkeamista 
3. Liiketoiminnan sovellusten raportit  
2. Ylläpito-, päivitys- ja muutoshallintapalvelu pitää sisällään muun muassa seuraavat 
osa-alueet 
1. Seuranta ja kehitystyö, yhdessä asiakkaan kanssa 
2. Laitteiston sovelluspäivitykset 
3. Laitteiston toiminnan tarkkailu 
 40 
4. Muutoshallinta sovitusti 
 
3. Liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytettävyysongelmien 
analysointityö pitää sisällään muun muassa seuraavat osa-alueet 
1. Ongelmien kartoitukseen tarvittavat tapaamiset ja haastattelu 
2. Mittaympäristön kuntoon saattaminen ja mahdolliset määritykset 
3. Seuranta ja määritysten tarkentaminen tarvittaessa 
4. Analysointi 
5. Loppuraportti ja toimenpide-ehdotukset 
6. Päätöspalaveri 
 
Palveluun on mahdollista saada laajennuksia jälkikäteen, samoin käytettävän tekniikan omi-
naisuuksia voidaan laajentaa tietokantojen SQL-valvontaan, Citrix-valvontaan ja muutamiin 
muuhun syvällisempään valvotaan. Monitorointikokonaisuus on integroitavissa samoihin näky-
miin muiden Riverbedin tuoteperheen tuotteiden kanssa (RPM DashBoard). 
 
6.3 Liiketoimintasovelluksen syvällinen mittaaminen, ratkaisu Z 
 
Riverbedin SteelCentral AppInternals -teknologia tuo mahdollisuuden seurata käyttäjän teke-
mää toiminnetta, tapahtumaa (transaktio) sen alusta asti, tapahtuman mennessä web-
palvelimen, sovelluslogiikan ja sieltä viimein tietokantakyselyyn tai tietokantahakuun asti. 
Tätä teknologiaa voidaan käyttää yhdessä tai erikseen edellisestä teknologiasta tai sen ympä-
rillä olevasta palvelusta.  
 
Monitorointikokonaisuus kerää tietoa usein monimutkaisten ja monitasoisten liiketoiminalle 
tärkeiden sovellusten ja sovellusrakenteiden toiminnasta tuoden näkyvyyden sovellusten osa-
komponenttien toiminnasta niin sovelluskehittäjille kuin tuotannosta vastaaville henkilöille-
kin. Tämän teknologian avulla on mahdollista toteuttaa valvonta ja analysointi yhtä helposti 
jo sovelluskehitysvaiheessa kuin tuotannossakin. Sovelluskehitysvaiheessa jäävät ”haaviin” 
usein ne lapsukset ja unohdukset, jotka markkinavoimien painostuksesta ovat muuttaneet 
sovellusten päivitysrytmin erittäin nopeaksi. Usein kuitenkin vasta tuotannossa selviävät to-
delliset haasteet, hitaudet ja ongelmat, joiden selvitystyö on tehtävä nopeasti, ennen kuin ne 
vaikuttavat liiketoimintaan. Tämä teknologia tarjoaa helppokäyttöisen monitorointikokonai-
suuden, jonka tallettaman tiedon avulla on mahdollisuus päästä edellisen teknologian tavoin 
kiinni historiatietoon, esimerkiksi hitaimpiin transaktioihin, tietokantahakuihin tai tilanteisiin, 
joissa sovelluksen sisäiset rutiinit vievät kaiken CPU-ajan palvelimelta keskellä kiireisintä 
käyttöaikaa. Seuraavan kuvan tummat kohdat esittävät yksinkertaisuudessaan osaa niistä koh-
dista, joihin katoaa näkyvyys ns. perinteisellä komponenttitason valvontakokonaisuudella. 
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Aiemmin on jo esitetty monitoroinnin monimutkaisuutta ja haasteellisuutta, johon tulevai-
suuden pilvipalvelut ja virtuaalisoinnin lisääntyminen eivät ainakaan tuo helpotusta. 
  
 
Kuva 11: Mittauksen mustat aukot. (Riverbed, 2014c.) 
 
SteelCentral AppInternals antaa mahdollisuuden ymmärtää sovelluskokonaisuuden rakennetta, 
yhdistämällä omalla tekniikallaan ne komponentit, palvelimet, sovellukset ja protokollat, jot-
ka keskustelevat keskenään. On mahdollista yhdistää monimutkaisetkin sovelluksen sisäiset 
logiikat ja käyttäjän tekemät sovelluksen tapahtumat toisiinsa. Seuraavassa kuvassa on malli 
siitä, miten nykyvalvontateknologian avulla saadaan yhdistettyä käyttäjän työasemalla teke-
mät tapahtumat sovelluslogiikkaan. Mallissa on mukana kriittisten palvelinten toimintaa ku-
vaavia suorituskykyyn liittyviä mittareita sekä maantieteellinen kuva siitä.  
 
Kuva 12: Liiketoimintasovellusten toiminta ja tarkkailu. (Riverbed, 2014c.) 
 
Seuraava kuva kertoo paremmin sen, miten kuvassa oikealla alhaalla olevista monista eri jär-
jestelmäkokonaisuuksista on mahdollista kerätä tietoa ja luoda näkymä liiketoiminnan järjes-
telmiin.  
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Kuva 13: Sovelluskokonaisuuksien mittaaminen. (Riverbed, 2014c.) 
 
6.4 Palvelu Z, ratkaisun Z ympärille 
 
Kuten palvelussa 1, on tähänkin palveluun saatavilla useita erilaisia lisäarvopalveluita, joten 
alla on ainoastaan malli siitä, miten palvelu on mahdollista toteuttaa. Tähän teknologiaan 
liittyy aina myös palvelimille tehtäviä asennuksia, joita ilman on mahdotonta saada tietoa 
sovellusten sisäisestä toiminnasta.  
 
Teknologian käyttöönotto on mahdollista palveluna ja sen lisäksi on mahdollista saada ylläpi-
to, päivitys sekä muutoshallinta palveluna. Näiden lisäksi on mahdollista hankkia palveluna 
koulutus sekä asiakkaan liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytet-
tävyysongelmien analysointityö. Päämiehen kautta tuleva takuu ja tuki kuuluvat aina Beme-
conin kautta tehtyihin sopimuksiin tämän teknologian yhteydessä. 
 
1. Käyttöönottopalvelu pitää sisällään muun muassa seuraavat osa-alueet 
1. kartoitus 
2. asennus 
3. asetukset ja määritykset 
4. seuranta 
5. vastaanottotarkastus 
 
Käynnistettävän palvelun ”asetukset ja määritykset” osioon kuuluu muun muassa valituista 
kokonaisuuksista riippuen esimerkiksi ennalta märiteltyyn rajaan asti: 
1. Näkymät liiketoiminnan sovelluksiin 
2. Monitorointikokonaisuuden toiminnan varmistaminen 
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2. Ylläpito-, päivitys- ja muutoshallintapalvelu pitää sisällään muun muassa seuraa-
vat osa-alueet 
1. Seuranta ja kehitystyö, yhdessä asiakkaan kanssa 
2. Ohjelmistopäivitykset 
3. Kokonaisuuden toiminnan tarkkailu 
4. Muutoshallinta sovitusti 
 
3. Liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytettävyysongel-
mien analysointityö pitää sisällään muun muassa seuraavat osa-alueet 
1. Ongelmien kartoitukseen tarvittavat tapaamiset ja haastattelu 
2. Mittaympäristön kuntoon saattaminen ja mahdolliset määritykset 
3. Seuranta ja määritysten tarkentaminen tarvittaessa 
4. Analysointi 
5. Loppuraportti ja toimenpide ehdotukset 
6. Päätöspalaveri 
 
Palveluun on mahdollista saada laajennoksia jälkikäteen, samoin käytettävän tekniikan omi-
naisuuksia voidaan laajentaa lisäpalvelimille ja sovelluksille. Monitorointikokonaisuus on in-
tegroitavissa samoihin näkymiin muiden Riverbedin tuoteperheen tuotteiden kanssa (RPM 
DashBoard) jne. 
 
6.5 Tietoliikenteen syvällinen mittaaminen, ratkaisu Y 
 
Riverbedin SteelCentral NetExpress -teknologia tuo mahdollisuuden erittäin syvälliseen tieto-
liikenteestä tehtävään tietoliikenteen ja sovellusten tarkkailuun. Tämä teknologia on mahdol-
lista toteuttaa suurissa ympäristöissä hajautettuna, mutta hyvin monissa ympäristöissä voi-
daan hyväksikäyttää Riverbedin valmiiksi paketoimaa kokonaisuutta. NetExpress mahdollistaa 
liikenteen seurannan pakettitasolla keräämällä ja yhdistämällä tietoa eri valmistajien tietolii-
kennelaitteiden tarjoamasta flow liikenteestä. NetExpress tuo mahdollisuuden yhdistää mo-
lemmat tiedot ymmärrettävään muotoon raportointia, analysointia ja valvontaa varten. Tek-
nologian ominaisuuksiin kuuluu ensimmäisen ratkaisun tavoin sovellustason valvonta, verkonti-
lavalvonta, kapasiteetin seuranta sekä näiden lisäksi myös näkyvyys verkon muihin tietolii-
kennelaitteisiin. Valvonnan kannalta ominaisuuksiin kuuluu myös valvottavien sovelluskoko-
naisuuksien topologian selvittäminen ja esittäminen. NetExpress kokonaisuutta voidaan siis 
käyttää niin tilatiedon esittämiseen ja sovelluksen palvelutason valvontaan kuin vikatilan-
teidenkin selvittämiseen. Tallennustekniikka on myös hiukan toinen kuin ratkaisussa 1. Siinä 
talletetaan historiatietoja varten oletusarvoisesti vain TCP-liikenteen tunnistetiedot, kun täs-
sä teknologiassa talletetaan ja valvotaan myös paketin sisältöä. Edellisten Riverbedin tekno-
logioiden tavoin myös tässä on mahdollisuus hyväksikäyttää proaktiivista valvontaa, joten on 
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mahdollista saada tilannetietoa ja aloittaa korjaavat toimenpiteet ennen kuin loppukäyttäjä 
niistä ilmoittaa. Toisaalta historiatiedon avulla on poikkeamia mahdollisuus selvittää edellis-
ten tapaan myös jälkikäteen. Seuraava kuva kertoo miten tämän teknologian ominaisuuksia on 
mahdollista käyttää, sovellusten valvonnassa, tietoliikenteen valvonnassa, tietoturvan ja 
verkkohyökkäysten valvonnassa. Liikennettä valvotaan jatkuvasti reaaliaikaisella valvonnalla 
joten näkyvyys on ”kaikkeen kaiken aika”. Liikenteessä havaittavat poikkeamat ja niiden vai-
kutukset liiketoimintakriittisiin sovelluksiin nähdään reaaliaikaisesti. 
 
 
Kuva 14: Reaaliaikainen tilannetieto ja poikkeamien vaikutukset. (Riverbed, 2014d.) 
 
6.6 Palvelu Y, ratkaisun Y ympärille 
 
Kuten edellisissä palveluissa, on tähänkin palveluun saatavilla useita erilaisia lisäarvopalvelui-
ta, joten alla on ainoastaan malli siitä miten palvelu on mahdollista toteuttaa.  
 
Teknologian käyttöönotto on mahdollista palveluna ja sen lisäksi on mahdollista saada ylläpi-
to, päivitys sekä muutoshallinta palveluna. Näiden lisäksi on mahdollista hankkia palveluna 
koulutus sekä asiakkaan liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytet-
tävyysongelmien analysointityö. Päämiehen kautta tuleva takuu ja tuki kuuluvat aina Beme-
conin kautta tehtyihin sopimuksiin tämän teknologian yhteydessä. 
 
1. Käyttöönottopalvelu pitää sisällään muun muassa seuraavat osa-alueet 
1. kartoitus 
2. asennus 
3. asetukset ja määritykset 
4. seuranta 
5. vastaanottotarkastus 
Käynnistettävän palvelun ”asetukset ja määritykset” osioon kuuluu muun muassa valituista 
kokonaisuuksista riippuen esimerkiksi ennalta märiteltyyn rajaan asti: 
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1. Näkymät liiketoiminnan sovelluksiin 
2. Monitorointikokonaisuuden toiminnan varmistaminen 
3. Hälytysten aktivointi liiketoiminnan sovellusten poikkeamista  
 
2. Ylläpito-, päivitys- ja muutoshallintapalvelu pitää sisällään muun muassa seuraavat 
osa-alueet 
1. Seuranta ja kehitystyö, yhdessä asiakkaan kanssa 
2. Laitteiston sovelluspäivitykset 
3. Laitteiston toiminnan tarkkailu 
4. Muutoshallinta sovitusti 
 
3. Liiketoimintasovellusten yhteydessä esiintyvien saatavuus- ja käytettävyysongelmien 
analysointityö pitää sisällään muun muassa seuraavat osa-alueet 
1. Ongelmien kartoitukseen tarvittavat tapaamiset ja haastattelu 
2. Mittaympäristön kuntoon saattaminen ja mahdolliset määritykset 
3. Seuranta ja määritysten tarkentaminen tarvittaessa 
4. Analysointi 
5. Loppuraportti ja toimenpide ehdotukset 
6. Päätöspalaveri 
 
Palveluun on mahdollista saada laajennoksia jälkikäteen, samoin käytettävän tekniikan omi-
naisuuksia voidaan laajentaa uusille sovelluksille. Monitorointikokonaisuus on integroitavissa 
samoihin näkymiin muiden Riverbedin tuoteperheen tuotteiden kanssa (RPM DashBoard) jne. 
 
6.7 Yhteenveto 
 
Kaikki edellä esitetyt ratkaisut ovat integroitavissa Riverbedin esityskerroksen, portaalin 
kanssa (RPM Dashboard), johon saadaan valituista teknologioista riippuen erityyppisiä näky-
miä, mittaristoja ja porautumismahdollisuuksia asiakastarpeiden mukaisesti. Portaali on in-
tegroitavissa käyttäjähallintaan ja sinne on mahdollista toteuttaa käyttäjä- ja roolikohtaisia 
näkymiä asiakkaiden tarpeista riippuen, aina liiketoiminnasta vastaavista asiantuntijatasolle 
asti. Edellä esitetyt ratkaisut tukevat myös ISO/IEC 20000 -vaatimuksia ja niiden täyttämistä, 
jolloin myös standardin vaatimusten mukainen, esimerkiksi kapasiteetin hallinnan päätöksen-
teko voidaan perustaa näiden teknologioiden raporttien pohjalle. (SFS-ISO/IEC 20000-2 2014, 
86.) 
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6.8 Teknologiaan tutustuminen 
 
Helpoin tapa tutustua kokonaisuuteen on tuote-esittely. Tuote-esittelyn yhteyteen on joissain 
tapauksissa mahdollisuus järjestää niin kutsuttu demonstraatio, joka käsittää esittelyversion 
kokonaisuudesta tai jostain ennalta määritellystä osa-kokonaisuudesta. Seuraava, jo enem-
män asiakkaan sitoutumista vaativa tapa tutustua sovellusten käytettävyyden ja vasteaikojen 
todentamiseen tarkoitettuun teknologiaan, on tehdä niin kutsuttu koekäyttö. Koekäytössä 
tarjotaan asiakkaalle laitteisto ja sovellusten käyttöön tarkoitetut lisenssit logistiikkakuluja 
vastaan. Asiakasta neuvotaan yhteisesti sovittavien asioiden osalta siten, että asiakas saa riit-
tävät pohjatiedot tuotteen käyttöönottoon ja tarvittaviin määrittelyihin. 
 
Maksullinen koekäyttö tunnetaan IT-alalla yleisesti käsitteellä POC eli Proof of Concept. Tämä 
koekäyttö toteutetaan aina yksilöllisesti asiakkaan tarpeiden mukaan. Asiakas on saatava si-
toutumaan tällaiseen toteutukseen jo huomattavassa määrin, koska usein tällaisen koekäytön 
läpivienti vie jonkin verran aikaa myös asiakkaalta. Tällainen maksullinen koekäyttö sisältää 
aina määrittelyn, toteutuksen ja yhteenvedon johonkin tiettyyn rajattuun asiakasympäris-
töön. 
 
Määrittelyvaiheessa kartoitetaan mittapiste tai pisteet, josta tai joista mittausta suoritetaan, 
se miten tietoliikenteestä ohjataan liikenne mittalaitteelle jne. Jos kyseessä on kattavamman 
kokonaisuuden koekäyttö, käydään yhdessä asiakkaan kanssa lävitse koko ympäristö, johon 
koekäyttö kohdistuu. On tiedettävä ja dokumentoitava siihen liittyvät käyttöjärjestelmät, 
niiden versiot, käytettävät ohjelmistot versioineen ja ohjelmistokokonaisuudet sekä tietysti 
kokonaisuuden käyttäjämäärät jne.  
 
Toteutusvaihe sisältää lyhykäisyydessään logistiikan, tuotteen asennukset ja määrittelyt, tar-
vittavien lisenssien asennukset sekä ympäristön kuvausten määrittelyn käytettävälle teknolo-
gialle. Riippuen koekäyttöympäristön laajuudesta, tähän työhön on lähes poikkeuksetta osal-
listuttava myös asiakkaan edustajan tai edustajien, jolloin varmistutaan siitä, että mittaami-
seen tarvittava teknologia saadaan käyttöön aiheuttamatta ongelmia asiakkaan ympäristössä.  
 
Yhteenveto sisältää asiakkaalle sovitussa muodossa olevan raportin ympäristöstä, jossa mitta-
us on tehty, määrittelyt, joilla se on tehty sekä poikkeamat, löydökset ja normaalitilanteiden 
raportoinnin ympäristöstä, johon mittaus on ulotettu. Yhteenveto sisältää myös mahdollisten 
löydöksien ja poikkeamien analysointia hiukan pidemmälle vietynä. Tässä vaiheessa ei tavoit-
teena ole asiakkaan ongelmien ratkaiseminen vaan enemmänkin se, että voidaan todistaa 
teknologian jatkuvan käytön tuovan mahdollisuuden ongelmien ratkaisuun nopeasti ja kustan-
nustehokkaasti.     
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6.9 Palveluun tutustuminen 
 
Teknologian ja asiantuntemuksen yhdistäminen tässä kokonaisuudessa antaa erittäin hyvät 
valmiudet toteuttaa liiketoiminnalle tärkeiden sovellusten käytettävyyden ja suorituskyvyn 
avoimempaa näkyvyyttä, niin liiketoiminnan johdolle kuin tekniselle sovelluksista ja sovellus-
ten alla olevasta infrastruktuurista vastaaville sidosryhmille. Palveluun tutustuminen voidaan 
toteuttaa ns. pilottihankkeena, jolloin asiakkaan sitoutuminen hankkeeseen varmistuu samal-
la.  
 
Pilotissa asiakkaan ympäristöön rakennetaan POC:n tapaan oma ympäristö, johon tehdään 
sovitun mukaiset määritykset palvelun toimivuuden testausta varten. Samaa pilottiratkaisua 
voidaan toteuttaa myös pelkälle teknologialle ilman palveluhanketta. Pilotin ero koekäyttöön 
(POC) tulee esille siinä että pilotissa on kyse asiakkaan haasteiden tai ongelmien ratkaisu, ei 
enää pelkkien ominaisuuksien esittely asiakasympäristössä.  
 
6.10 Yhteenveto ratkaisusta 
 
Bemeconin asiantuntijat ovat jo pitkään olleet tekemisissä erilaisten suorituskykyyn ja käytet-
tävyyteen liittyvien mittatekniikoiden kanssa. Bemecon haluaa edelleen kehittää palvelua, 
jonka avulla saadaan reaaliaikainen tilannekuva siitä, miten ICT-infrastruktuuri palvelee liike-
toimintaa yhdistämällä liiketoiminnan palvelut ja ICT-infrastruktuuri ymmärrettävällä tavalla 
toisiinsa. (Bemecon, 2014.) 
 
Palvelun avulla on jo nyt mahdollista saada tietoa palvelutasopoikkeamista ennen kuin ne vai-
kuttavat liiketoimintaan sekä nopeasti paikallistaa poikkeaman aiheuttaja ja kohdistaa oikeat 
henkilöt korjaamaan sitä. Palvelun ja esitetyn teknologian avulla on mahdollista tuottaa kus-
tannustehokkailla, alan parhailla työkaluilla näkyvyys yrityksen liiketoiminnan sovelluksista 
vastaaville sidosryhmille. 
 
Ennen kuin tiedetään miten ja millä tavoin ympäristön toimintaa voidaan parantaa, on ensin 
saatava kuva ympäristöstä, sen toiminnasta ja normaalitilasta. Opinnäytetyön aikana on tullut 
selkeäksi se käsitys että ilman jatkuvaa ja reaaliaikaista liiketoimintasovellusten mittaamista 
on lähes mahdotonta tietää mikä on normaalia ja mikä on normaalista poikkeava tilanne. 
 
“Monitoring is the key to shorten the time for problem solving”. (Bemecon 2014.) 
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7 Johtopäätökset 
 
Itse toteutuksen loppuun viemistä, myynnin ja markkinoinnin suunnittelua, kustannuslaskel-
mia sekä lopullista tuotteistamista oli mahdotonta saada toteutettua tämän opinnäytetyön 
puitteissa kohtuullisen lyhyestä ajanjaksosta johtuen. Lopullisen tuotekokonaisuuden arvioin-
tia ei päästä tästä syystä toteuttamaan, vaikka itse opinnäytetyössä saatiinkin hyvä alku ko-
konaisuuden rakentamiselle.  
 
Tehdyt haastattelut, käytössä olleet tutkimukset ja olemassa olevan tieto tukee sitä ajatusta 
että liiketoimintakriittisiä palveluita tulisi valvoa nykyteknologian mahdollistavin tavoin ja 
valvontatavat tulisi monellakin tapaa uudistaa tai ainakin niitä tulisi kriittisesti tarkastella. 
Myös niin sanotun kolmannen osapuolen tekemä valvonta liiketoimintakriittisille palveluille on 
varmasti mahdollista hyvinkin monessa tapauksessa, sovelluksia, palveluita ja niiden tarjoajia 
on kuitenkin lukuisa määrä, samoin tuotettujen palveluiden valvontatapoja on useita. 
 
Opinnäytetyön aikana ja sen jälkeen syntyi vahva usko siihen, että yritykset tulevat aikaisem-
paa kriittisemmäksi palveluita hankkiessaan ja omia palveluita mitatessaan, joten aika sovel-
lusten reaaliaikaiselle, jatkuvalle kokoaikaiselle päästä päähän tehtävälle mittaukselle, val-
vonnalle, analysoinnille ja raportoinnille alkaa olla kypsä. Tästä syystä kokonaisuuden tuot-
teistaminen ei tule jäämään tähän opinnäytetyöhön vaan jatkuu jossain muodossaan Bemeco-
nin toimesta. 
 
 
8 Kehittämisehdotukset 
 
Palveluiden edelleen kehittäminen, markkinoille vienti on haasteellinen kokonaisuus tällä osa-
alueella. Kuitenkin nyt käytettävissä olevalla teknologialla on mahdollista, yhdessä osaavien 
henkilöiden kanssa saattaa loppuun palvelun kehittäminen. Tutkimuksen aikana tehdyt löy-
dökset ja havainnot auttavat osaltaan etsimään ensisijaisesti niihin vastaukset ja kestävät 
ratkaisut. On edelleen kehitettävä kokonaispalvelua, sen modulaarisuutta ja osa-alueita joi-
den avulla olisi mahdollista saada palvelu kaikenkokoisten yritysten saataville. 
 
Eritoten on pyrittävä kehittämään sitä tapaa jolla todellista asiakashyötyä saadaan vietyä asi-
akkaille. On pystyttävä viestimään paremmin sitä, että esitetyillä kokonaisuuksilla on mahdol-
lista saada tietoa palvelutasopoikkeamista ennen kuin ne vaikuttavat liiketoimintaan.  
 
Olisi mietittävä tapoja, jolla esimerkiksi jonkin yhteistyökumppanin kautta olisi mahdollista 
rakentaa koordinaattorin roolia tukeva palvelu. Tähän toimijoita saattaisi olla esimerkiksi 
operaattorit, joilla on yrityksien suuntaan usein jo valmiina 24/7 palvelu. Yhtä hyvin muutkin 
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palvelutarjoajat, jotka toimivat asiakkaittensa suuntaan 24/7, voisivat ulottaa koordinaatto-
rin tehtävät kattamaan virhetilanteiden selvitykset yli oman palvelunsa.  
 
Yhtenä kehitettävänä kokonaisuutena on täydentää vanhahtavaa komponenttitason mittaa-
mista käyttäjien kokemusten reaaliaikaisella mittaamisella (EUE). Tässä yhteydessä on mah-
dollista kehittää kapasiteetin hallintaosiossa vaadittavat tapahtumien vasteaikojen, siirto-
määrien ja kuormitusdatan kerääminen ja tallentaminen valvontaa, analysointia ja raportoin-
tia varten. (SFS-ISO/IEC 20000-2 2014, 108.) 
 
Kehityspuolelle, valmiin palvelun tuottaminen on haasteellista, mutta ei varmaan mahdoton-
ta. Teknologian käyttöönottoa jo liiketoiminnan kannalta kriittisten palveluiden kehitysvai-
heessa, viimeistään testausvaiheessa olisi jollain vietävä eteenpäin yhdessä sovelluskehitystä 
tekevien yritysten ja yhteistyökumppaneiden kanssa. 
 
Edellisten kehityskohtien ulkopuolelta ja niiden jatkoksi, on pyrittävä tuottamaan myös palve-
luita joilla olemassa olevia ongelmia ja haasteita voidaan myös korjata. Saman päämiehen 
tuoterepussa on kokonaisuuksia verkon suorituskyvyn parantamiseen ja sovellusten jakeluun 
liittyviltä osa-alueilta. Nämä osa-alueet eivät kuuluneet opinnäytetyön piiriin ja tästä syystä 
niitä ei tarkemmin olla käsitelty, mutta näille osa-alueille on tarkoitus ulottaa jatkokehityk-
set. 
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