The implied equity risk premium - an evaluation of empirical methods by Schröder, David
The Implied Equity Risk Premium -
An Evaluation of Empirical Methods†
David Schro¨der
Bonn Graduate School of Economics∗
Abstract
A new approach of estimating a forward-looking equity risk premium (ERP) is to
calculate an implied risk premium using present value (PV) formulas. This paper
compares implied risk premia obtained from different PV models and evaluates them
by analyzing their underlying firm-specific cost-of-capital estimates. It is shown that
specific versions of dividend discount models (DDM) and residual income models
(RIM) lead to similar ERP estimates. However, cross-sectional regression tests
of individual firm risk suggest that there are qualitative differences between both
approaches. Expected firm risk obtained from the DDM is more in line with standard
asset pricing models and performs better in predicting future stock returns than
estimates from the RIM.
JEL Classification: G12
Keywords: equity risk premium, cost of capital, expected stock returns
†I would like to thank Martin Breitfeld, Volker Dammann, Ste´phane Gre´goir, Erik Theissen, Jan Thienken,
an anonymous referee, and seminar participants at Bonn Graduate School of Economics for helpful discussions
and comments. Moreover, I am grateful to the London office of Fox-Pitt, Kelton Ltd. for the support of this
study.
∗BGSE - Adenauerallee 24-42 - 53113 Bonn, Germany - email: david.schroeder@uni-bonn.de
1The Implied Equity Risk Premium -
An Evaluation of Empirical Methods
I Introduction
The equity risk premium (hereafter ERP) is one of the most important concepts in financial
economics. It is the reward that investors require to compensate the risk associated with holding
equities compared to government securities. The equity premium1 plays a key role in many cost-
of-capital calculations, such as those based on the capital asset pricing model (CAPM) or the
Fama-French three-factor model (Fama and French, 1993). Moreover, the magnitude of the
ERP is critical for all investors since it substantiates decisions about asset allocation between
equities and bonds.
Since the equity premium is essentially unobservable, it is also one of the most disputed concepts
in finance. Not only is the magnitude of the ERP discussed controversially among economists,
but the appropriate methodology to calculate meaningful estimates also lies at the core of the
debate. Despite certain exceptions, e.g. Blanchard (1993), most academics used historical excess
returns of stocks over bonds as provided by e.g. Ibbotson Associates (2005) as an appropriate
proxy for the future ERP. More recently, several economists developed a new approach to
estimate the market risk premium by calculating the so-called implied ERP with the help of
present value (PV) formulas. The basic idea of this concept is to estimate the expected average
future cost of capital in the market, and then to subtract the prevailing yield on treasury
securities.
Unfortunately, there are many different ways to estimate the implied risk premium. Whereas
economists at first relied on the dividend discount model (DDM) to calculate the ERP, more
recent studies opted for the residual income model (RIM), being increasingly considered to be
the preferred approach. Surprisingly, a comprehensive comparison of the various approaches
is still missing. The objective of this paper is thus to examine both methods employed in the
implied ERP estimation in order to contribute to the search for the most reliable approach. This
evaluation is done by applying the models to the same data set concurrently. Consequently,
the paper is the first to allow a direct comparison of the ERP obtained from DDM and RIM.
In a first step, this study compares the magnitude of implied ERP estimates for various models
across European markets. Although it is well known that infinite DDM and RIM are mathe-
1In this study, the terms equity risk premium (ERP), risk premium, equity premium and market risk premium
refer to the same concept and are used interchangeably.
2matically equivalent to each other and should therefore lead to identical ERP estimates, the
empirical implementation causes the models to diverge. Hence, one focus of this study lies in
examining whether and how this theoretical equivalence can be sustained in practice. To de-
tect qualitative differences between both approches, we then present cross-sectional regression
tests to determine key factors and variables that influence the cost of capital at the firm level.
Finally, we compare the different model’s ability to predict individual stock returns.
This work is related to several streams of research in the literature. First, this study extends
earlier works on the implied ERP: Cornell (1999) and Claus and Thomas (2001) are two of the
pioneering studies in this field. More recent studies on the implied cost of capital of individual
firms include Easton et al. (2002), Lee et al. (2003), Daske et al. (2004), and Pa´stor et al.
(2005). Second, it is related to the line of research investigating the ability of DDM, RIM
and DCF (discounted cash flow) formulas to explain cross-sectional returns in the context of
equity valuation (Penman and Sougiannis, 1998; Courteau et al., 2001; Francis et al., 2000).
Finally, this paper takes up the analysis of the determinants of the implied cost of capital, as
documented in Gebhardt et al. (2001), Lee et al. (2003) and Guay et al. (2003).
This paper presents evidence that specific versions of DDMs and RIMs lead to similar implied
ERP estimates. In addition, it is shown that the underlying company-specific cost-of-capital
estimates obtained from the dividend discount model can be better explained by standard asset
pricing models (such as the CAPM or the Fama-French model) compared to the much more
popular RIM approach2. In regressions of individual firm risk premia on country portfolio
betas and firm characteristics, about 30% of its total cross-sectional variation can be explained.
Finally, it is shown that the DDM performs better in predicting future stock returns than the
RIM.
The paper proceeds as follows. The next section presents the methodology of the implied cost of
capital in more detail. Section III describes the European data sample used in this study. The
ERP estimates for several European markets are presented in section IV. Further examinations
of the models using cross-sectional regressions on firm-level cost-of-capital estimates follow in
section V. Section VI offers a short conclusion.
2Most empirical studies on the implied cost of capital cited above rely on the RIM.
3II The Calculation of the Cost of Capital
1. The Implied Cost of Capital
In this study, the cost of capital of individual firms is calculated using the methodology of
the so-called implied cost of capital. The basic idea of this concept is to estimate the future
cost of capital with the help of PV models. More precisely, the cost of equity is computed as
the internal rate of return that equates discounted payoffs per share to current price. In the
literature, many different versions of the present value model are employed to calculate the
implied cost of capital. The two most common formulas are the DDM, as used by e.g. Cornell
(1999), and the RIM, employed by Claus and Thomas (2001) or Lee et al. (2003). The general








P0 = current share price, at the end of year 0,
E[Dt] = expected dividends per share at the end of year t,
k = cost of capital or, equivalently, shareholders’ expected rate of return.
When combined with the so-called clean surplus relation, the DDM can be transformed into
the RIM (Feltham and Ohlson, 1995). This relation requires that all gains and losses affecting
book value are also included in earnings3:
Dt = Et − (Bt −Bt−1) (2)
The RIM can be expressed as follows:







E[Rt] = E[Et]− k(Bt−1) = (roet − k)Bt−1 (4)
where
Bt = book value of equity per share at the end of year t
(B0 being the current book value),
E[Rt] = expected residual income per share in year t,
E[Et] = expected earnings per share in year t,
roet = (expected) return on equity in year t.
3This condition is not always met, of course. Stock options and capital increases, e.g. can affect the book
value of equity while leaving earnings unchanged. Still, the relation is approximately fulfilled in most cases.
4Equation (4) demonstrates the basic idea of residual income: only if a company generates higher
returns on equity than its cost of capital, it can create positive residual incomes. Otherwise the
company should be valued at its book value, or even below. Since the clean surplus relation
can also be written as
Bt = Bt−1 + Et −Dt = Bt−1 + rtEt (5)
where rt is the retention ratio of year t, future book values of equity can consequently be
calculated from future earnings and retention ratios using equation (5).
2. Employed Models
Since exact predictions of future dividends or residual incomes cannot be made to infinity,
usually several versions of the DDM and RIM are used which implement different assumptions
about expected cash-flows.
a) Dividend Discount Models
A simple and very common version of the DDM is the Gordon (1962) growth model, assuming
a constant dividend growth rate in the future. However, the limitations of this formula are
widely known, e.g. Damodaran (1994, p. 100). For most companies, the assumption of a
constant dividend growth overestimates future payments, especially when employing the long-
term earnings growth rate obtained from analysts as a proxy for the dividend growth rate
(see below). Still, e.g. Harris and Marston (2001) rely on this model to calculate the ERP,
which is hence likely to be biased upwards. Multistage DDM overcome this limitation. The
two most prominent examples are a two-stage DDM, as proposed by Damodaran (1999), and





(1 + k)t︸ ︷︷ ︸+
E[D5](1 + gl)
(k − gl)(1 + k)5︸ ︷︷ ︸ (6)
Growth period Stable growth









(1 + k)t︸ ︷︷ ︸+
E[D20](1 + gl)
(k − gl)(1 + k)20︸ ︷︷ ︸ (7)
Growth period Transition period Stable growth
Both DDM versions assume an initial 5-year phase of high dividend growth. In the three-stage
formula, this period is followed by a transition phase in which the growth rates decline linearly
5to a lower, stable growth gl, which is then maintained ad infinitum. In equation (6), this stable
growth phase follows directly after the growth phase.
In the initial phase, the dividend growth is usually assumed to equal the long-term consensus
earnings growth rate g, obtained from equity analysts4. In the stable phase following year 5 and
20 respectively, the dividend growth rate usually equals the estimated long-term GDP growth
of the economy (Cornell, 1999). Thus, these equations combine the plausible conjecture of a
strong growth in the first years with realistic growth rates in the long run. Note that there
are two different growth rates in this paper. The rate g refers to the consensus forecast of the
long-term earnings growth rate by analysts, and gl refers to the long-term nominal GDP growth
rate of the economy.
b) Residual Income Models
Similar to the DDM, several versions of the unrestricted model of equation (3) can be used. A
two-stage version has been proposed by Claus and Thomas (2001):




(1 + k)t︸ ︷︷ ︸+
E[R5](1 + gl)
(k − gl)(1 + k)5︸ ︷︷ ︸ (8)
Growth period Stable growth
Analogous to the DDM, a three-stage formula is also thinkable:








(1 + k)t︸ ︷︷ ︸+
E[R20](1 + gl)
(k − gl)(1 + k)20︸ ︷︷ ︸ (9)
Growth period Transition period Stable growth
The two-stage model assumes an initial phase of high earnings growth rates, followed by a
stable growth of residual incomes after year five. Following the practice of the DDM, earnings
are expected to increase with g in the growth phase. The long-term growth rate is again
presumed to equal the nominal growth of the overall economy gl. In the three-stage version,
similar to the DDM, a transition phase where the earnings growth declines to gl, is included.
All main conclusions of this work are based on these four PV formulas. Although one could
think of relying on a more comprehensive set of models, we think that the presented formulas
set a reasonable frame for the objective of this paper: the evaluation of various techniques to
estimate the implied ERP.
4The findings of Elton et al. (1981) suggest that analysts’ forecasts are a good surrogate for investor expec-
tations.
63. Assessment of the Models
In order to assess the empirical results of this study it is essential to have a closer look at the
models and their underlying assumptions.
First, note that all formulas assume constant discount rates in the future. In the view of time-
varying risk premia, this might not be an appropriate assumption. However, Claus and Thomas
(2001) also estimate a RIM with a time-varying component that leads to quite similar results
to the constant discount rate estimates. Moreover, the constant discount rate captures the
fact that future changes in the risk premium and the risk-free rate are unknown today. Next,
when comparing both DDM formulas, observe that due to the transition phase, the three-stage
version implies higher expected cash-flows than the two-stage model by definition (in the usual
case where g > gl). The rather smooth transition towards the long run growth rate is probably
a more realistic assumption than the sudden change in the two-stage model. In the case of the
RIM, the implications for expected returns when introducing a transition period are less clear,
since they depend on the relation of earnings and residual income in year 20. In some cases, the
decrease of earnings in the transition phase causes very low residual incomes in year 20, which
consequently lead to lower terminal values than in the two-stage version. When comparing the
implicit growth assumptions of all four models it is interesting to note that the two-stage RIM
and the three stage DDM implement rather similar assumptions about the expected future
return on equity5. Consequently, the implied cost of capital derived from equations (7) and (8)
should be very similar.
Moreover, two drawbacks of employing the RIM to estimate the cost of capital should be
mentioned. First, applying the growth rates g and gl to different variables (earnings and
residual incomes) causes discontinuities in implied earnings growth rates in both RIMs. Such
jumps, especially in the three-stage RIM, are not very plausible. Second, RIM formulas produce
confusing results if the book value of equity exceeds its market capitalization. In such a case,
the residual income is negative by definition. By applying gl to negative Rt, not only is all future
residual income expected to remain negative, but these abnormal losses will even increase over
time. Thus, to obtain meaningful results, the RIM requires not only positive book values and
earnings, but as well a book-to-market ratio smaller than one.
To conclude this section, we see that both approaches to value the cost of equity have their
pros and cons. Hence, we leave the final evaluation to the empirical part of this study.
5Both models are functionally very different and not mathematically equivalent to each other, as compared
to the unrestricted equations in (1) and (3).
74. Empirical Implementation
For each company, the cost of capital k is calculated by applying the equations (6) to (9) to the
data. Firms with an incomplete data set, i.e. one or more missing input variables, have been
ignored6. The solution of the equations is straightforward. Since they are monotone in k, they
can be solved easily by iteration.
III Data Description
1. Data for the Cost of Capital Calculation
In this study, we focus on companies that are members of major European stock markets indices:
for the Eurozone, the Euro Stoxx and the Euro Stoxx-50 are used as surrogates for the market.
In the U.K., the FTSE-100 is used as a market proxy7. All data is as of 18. March 2003.
Most of the data is taken from the Bloomberg database, such as current share prices, the
companies’ market capitalizations, last cash dividends, expected earnings and the book values
of equity capital.
The data obtained from any database is usually not ready to be employed in empirical studies:
dividend payout dates differ across companies, or some information on book values of equity
is outdated by several months. Hence, adjustments are carried out in order to improve the
consistency of the data (see similar issues in Lee and Swaminathan (1999) or Gebhardt et al.
(2001)).
All presented DDM require the annual dividend D0, which has just been paid out to the
shareholders. Based on D0, it is then possible to calculate the series of future payments,
beginning with D1. In this paper, D0 is calculated as follows: Bloomberg reports the payout
date of the last dividend and offers a function that provides the sum of all dividends paid out
in the last 12 months. This aggregate is used as a proxy when a company pays semi-annual
or quarterly dividends. To overcome the problem resulting from different payout dates, the
obtained PV of each projected dividend stream is compounded up to the date of this study,
depending on the months that have passed since the last payment. Expressed in mathematical
terms: D0 = Dr ∗ (1 + k)(m/12), where Dr is the last reported annual dividend paid out m
6This applies also to companies which did not pay any dividends in the 12 month prior to the date of this
study.
7Because of missing data, the data sample is reduced quite significantly. The resulting sample selection bias
could be considerable. For example, only 226 companies out of 306 Euro Stoxx member firms are included in
the study. However, these companies still represent about 85% of the Euro Stoxx’s market capitalization.
8months before the survey date. In the case of quarterly and semi-annual dividends, a fictional
pay date between the actual pay dates is used8.
Similarly, the construction of a meaningful B0 imposes difficulties in RIM calculations. Similar
to Gebhardt et al. (2001) for instance, this study captures the problem of outdated figures
by creating first a synthetic book value that updates reported book values by one year using
equation (5). Unreported earnings since the last financial report are obtained from analysts’
forecasts. The payout ratio related to past year’s earnings (p0) - generally unknown at the time
of the data capture - is assumed to converge towards 50% over time. This ratio has been the
average payout over the last decades in the U.S. (Claus and Thomas, 2001, p. 1638). More
formally: p0 = (p−1 + 0.5)/2, where p−1 is the payout rate one year before. Payout ratios
above 1 are set to 1 in the subsequent year, negative ratios to 0, in line with Gebhardt et al.
(2001). Future book values are also constructed using equation (5). Future payout ratios are
assumed to decline geometrically towards 50% over the years, using the same equation as above.
Regarding expected earnings, only E1 (i.e. the earnings of the first year) are directly estimated
by analysts in this study. Earnings E2 to E5 are approximated by projecting the growth rate
g on the earnings of the year before: Et = Et−1(1 + g).9
The consensus forecast of long-term earnings growth g is provided by First Call. It is the
arithmetic average of the expected annual increase in operating earnings of the contributing
sell-side analysts. Expected nominal long-term GDP growth rates gl are regularly published
by economic consultant firms. Consensus Economics Inc. (2002) provides predictions of the
estimated real GDP growth and inflation rate for all mayor European countries over a ten-year
horizon. To obtain a forecast for the European Monetary Union (EMU), for which no estimates
are directly available by Consensus Economics, a GDP-weighted average of the EMU member
countries is calculated.
8There is some controversy in the literature about how to construct the right D0 or D1, see for example
Harris and Marston (1992). Moreover, the treatment of dividend taxation can have a large impact on cost-of-
capital estimates. Interestingly, important empirical studies such as Dimson et al. (2002) or Cornell (1999) do
not analyze the distortions caused by fiscal redistribution. Siegel (2002, p. 58) is a notable exception, stating
that ”the difference between before- and after tax total returns is striking”. Over 200 years, the return of
equity investment after taxes attains only 1/20 of the return when abstracting from taxes. This paper follows
the standard approach of valuation in corporate finance, which uses cash dividends (Copeland et al., 2000).
The cash dividend is the payment of the company to its shareholders after all corporate taxes, but before any
personal taxes or tax credits. For a detailed study on taxation and implied cost of capital, see Dhaliwal et al.
(2005)
9Although analysts usually forecast earnings beyond year 1, we had not any access to this data. Claus and
Thomas (2001) use the same approach to generate missing data in their study.
9The equity risk premium is estimated with respect to government bonds with a term of 30
years, since these securities match the usual long-term horizon of equity investments much
better than short-term bills (Dimson et al., 2002, p. 169). The ERP for the EMU is calculated
using German government bonds. The yield to maturity of these securities is also provided by
Bloomberg.
If quoted in deviant currencies, all company-specific data is converted into the two basic cur-
rencies of the analysis, the British Pound (GBP) in the U.K. and the Euro in the EMU. The
conversion is accomplished by using the exchange rates as of 18. March 2003. Table 1 summa-
rizes the aggregated data for the cost-of-capital calculation.
2. Data for Regression Tests
The additional data used in the cross-sectional regression tests of the implied cost of capital is
presented in the next subsections. Following Lee et al. (2003), these include a measure of the
historical systematic risk (market beta), the volatility of historical stock returns to account for
total risk, and specific fundamental firm characteristics that have been identified as risk factors
by empirical studies. Since the regressions are only carried out for the companies of the Euro
Stoxx, the data has been collected for the relevant firms only.
a) Betas
Despite the international context, this study refrains from employing an international capital
asset pricing model with separate world and local betas, as proposed by Bodnar et al. (2003).
Instead, a single beta factor CAPM has been chosen. The increasingly integrated capital market
of the EMU suggest this step. This approach is in line with Stulz (1999), who argues that in
sufficient integrated markets, there would be a tendency toward a ”global CAPM”. In such a
setting, the covariance with the return of a European market portfolio should be the only priced
risk factor. This gives following relation of systematic risk:
rit − rft = αi + βi(rmt − rft) + εit t = 1, 2, ..., T ∀i (10)
where
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rit = monthly stock return of company i at time t,
rft = monthly return on the risk-free asset at time t,
αi = intercept of company i,
βi = beta of company i,
rmt = monthly return on the market portfolio at time t,
εit = error disturbance of company i at time t.
The Euro Stoxx index has been chosen as surrogate for the market portfolio. Again, the return
on 30-year German government bonds is used as a proxy for a European risk-free asset10. The
factor model of equation (10) has been estimated for each company over the 60 months prior
to the date of this study. The data for these regressions is taken from Datastream.
b) Volatility
As an additional measure of total risk, this study includes the standard deviation of monthly
stock returns over the last 60 months.
c) Firm Characteristics
The use of specific firm characteristics as explanatory variables for the expected cost of capital
has been motivated by many different empirical studies. Book-to-market ratio (BM-ratio)
and firm size are detected by Fama and French (1992). To reduce the impact of outliers,
both market capitalization and book-to-market ratio have been transformed into natural logs,
similar to the work of Lee et al. (2003). In addition, two other characteristic variables have
been included: The dividend yield and the price-earnings ratio (PE-ratio). The dividend yield,
i.e. last cash dividend divided by share price, and the price-earnings ratio (calculated on the
basis of next year’s expected earnings) are often used as indicators for simple fundamental share
price analysis. Again, the log of the PE-ratio has been used in the regression analysis instead
of the actual ratio in order to avoid the impact of outliers.
10In the literature, many different government securities are used to calculate excess returns. Some studies
rely on short-term bills (Lee et al., 2003), others use gross returns (Fama and French, 1992). To be consistent
with the implied risk premia, that are calculated with respect to long-term bonds, we opted for excess returns
over long-term bonds in the beta regressions. However, the results are generally not much affected by the chosen
risk-free rate, see also Grinblatt and Titman (2001). The beta estimates have a mean of 0.867, and a median
of 0.829. The min of the betas is 0.250, their max is 1.685. The beta regressions have an average R2 of 35,6%
and were carried out for 224 companies.
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3. Data for Return Forecast Regressions
Historical share prices for calculating the stock returns in the 12 months following the estimation
of expected returns are also taken from Datastream.
IV The Implied Equity Risk Premium
The equity risk premium is calculated directly from the cost-of-capital estimates of individual
firms. First, the yield on government bonds is deducted to obtain the required excess return
of each firm. These projected excess returns are then weighted with the companies’ current
market capitalization to obtain the market risk premium.
Table 2 summarizes the estimated implied equity premia for different European markets. The
results from the two-stage DDM described by equation (6), and the three-stage DDM of equation
(7) are displayed in panel A of the table. Standard errors of the weighted mean estimators are
given in parenthesis11. The results for the two-stage DDM lie at around 5%. Not surprisingly,
the inclusion of a transition phase in equation (7) increases the estimates slightly to 6.3%.
In panel B of table 2, the results of the RIM analysis are presented. The estimated premia
derived from the two-stage RIM (equation 8) following Claus and Thomas (2001) lie between
6.5% in the U.K. and 7.2% for the broad Euro Stoxx index. When calculating the ERP using
the three-stage RIM of equation (9), the results for the Eurozone are roughly 50 basis points
higher. In the U.K. however, the estimates decrease when a transition phase is included in the
model. Low earnings at the end of this phase cause very low residual incomes in year 20 (R20),
which consequently lead to low terminal values.
The risk premium estimates present some evidence that the three-stage DDM (equation 7)
and the two-stage RIM (equation 8) lead to similar results, as hypothesized in section II 3.
Especially in the U.K., both estimates deviate by a small amount only. In the Euro area, the
difference is somewhat larger, with the two-stage RIM yielding an estimate that is around 70
basis points higher compared to the three-stage DDM. Still, the estimates of both PV formulas
lead to estimates in the fairly small range from 6.3% and 7.2%.
This rather close association between the two different approaches can also be found at the
individual firm-level data. Table 3 presents the correlations of the estimated company-specific
11The standard errors are calculated as the square root of the weighted variance of the expected excess
returns of each company. The formula for the weighted variance is: s2 = nn−1
∑n
i=1 wi(ei − erp)2 where ei is
the estimated excess return of company i, erp is the ERP of the index (the weighted average), n is the number
of firms included in the study, s2 is the weighted variance of the ERP and wi is the weight of company i of the
total market capitalization.
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cost-of-capital estimates obtained from the different valuation models. As expected, the cor-
relations between structurally similar models, i.e. within one of the two classes of models, are
well above 90%. But the correlation between three-stage DDM and two-stage RIM estimates
is rather high as well, attaining 0.73 in the U.K. and 0.60 in the Euro area.
Note that the standard errors of the estimates are rather large, resulting in large confidence
intervals for the point estimates. This is a common problem of implied ERP studies, since
the variation of the individual implied cost of capital for the individual companies is usually
large12. Moreover, it should be mentioned that the estimated risk premia lie above the long-
year averages of the implied ERP of similar studies which are at around 3% (e.g. Claus and
Thomas (2001) or Gebhardt et al. (2001)). This fact can be explained by the timing of this
study. According to Siegel (2002, p. 124), rising terrorism and the economic downturn at the
beginning of this century have increased the overall uncertainty of the business environment.
He concludes that this rising level of uncertainty has led to a surge in the equity premium.
V Analysis of Company-specific Implied Cost of Capital Estimates
After the quantitative comparison of different models to estimate an implied market risk pre-
mium, this part aims to detect qualitative differences between the models by investigating the
underlying company-specific implied cost-of-capital estimates. The relatively small data set of
the Euro Stoxx-50 and FTSE-100 are the reason why we focus in the remainder of the study
on the rather broad Euro Stoxx index.
1. Cross-Sectional Regression Tests
This section analyzes empirically the ability of betas and firm characteristics to explain the
cross-sectional variation of the European implied risk premium on the firm level. Since the
implied return is essentially an expected return estimate, its magnitude should be related to
common risk measures and firm characteristics, such as the market beta of the CAPM, or
BM-ratio and firm size that have been identified as risk factors by Fama and French (1992,
1993).
Whereas other studies only examine the implied risk premia for firms obtained from the residual
income approach, this work also analyzes the implied risk premia calculated with the help of
the DDM formula. Hence, this study is the first to draw comparisons between the determinants
12Since the deletion of outliers would reduce the sample size significantly in terms of the represented market
capitalization, a large variation seemed to be the lesser evil. Most other studies do not report standard errors
or t-statistics of risk premium estimates.
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of the implied risk premium of both models.
a) The Regression Setup
The relation between implied risk premia (i.e. the difference between cost of capital and the risk-
free rate), betas and firm characteristics is examined using a cross-sectional regression across
all companies:
ki − rf = γ0 + γ1βi +
J∑
j=1
δjCij + ui i = 1, 2, ..., N (11)
where ki− rf is the implied risk premium estimate of firm i, βi is its market beta estimate, Cij
are the characteristics j for firm i, and γ1 and δj are the respective slope coefficients.
The betas that enter the cross-sectional regression (11) are however not the true betas, but
only noisy estimates thereof, obtained from the times series regressions as displayed in (10).
This can cause a potential errors-in-variables (EIV) problem, that leads to biased coefficients
and standard errors. To correct for this bias, we employ the standard EIV regression approach
as presented e.g. by Greene (2002) or Fuller (1987) by applying a so-called reliability for the
beta estimates. For a detailed exposition of the procedure, please see the appendix.
The implied expected returns are regressed on the most recent available data of firm characteris-
tics. Such a specification raises the question about spurious correlation between the dependent
variable and the firm characteristics such as the book value of equity, since the latter are used
to calculate the implied cost of capital. To deal with this potential problem, we employ only
those firm characteristics that are not contributing to the dependent variable as regressors.
The advantage of this procedure is that it allows to detect the (almost) instantaneous relation
between firm risk premia and firm characteristics without any time lag. This compares to re-
lated studies (Gebhardt et al., 2001; Lee et al., 2003), that handle this issue by introducing
a one-year gap between the date of implied risk premium and firm characteristics in the re-
gression equations13. Consequently, they examine the relationship between the expected cost
of capital and prior year’s fundamentals only. The sometimes sudden changes of expectations
in the financial markets due to new information of the fundamental situation of the company
cannot be captured in such a setting.
The cross-sectional regressions are estimated using three different specifications of the model
displayed in equation (11). In the simplest model (S1), the risk premia are regressed on the
13Another reason put forward in other studies for introducing a one-year gap are possible publication lags,
that is to ensure that the regressions are based on publicly available information only. Since this study relies
on the most recent published data, this issue does not pose a problem.
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betas only. The next specification (S2) adds the historical standard deviation of monthly returns
and specific firm characteristics that are not used to calculate the risk premia to the regressors.
More precisely, the DDM estimates are additionally regressed on the Fama-French risk factors
size (lnMC, the log of the market capitalization), and the BM-ratio (lnBM) as well as the PE-
ratio (lnPE). In turn, the RIM estimates are regressed on firm size and dividend yield (Y ld).
Since total risk should not be a priced risk factor according to any theory, finally specification
(S3) omits this variable from the regressors.
Table 4 shows the correlations of the different risk measures and firm characteristics employed in
the regression tests to explain the company-specific implied risk premia. Besides the correlation
between beta and volatility whose strong relation is no surprise, we see that the PE-ratio is
negatively related to both BM-ratio and dividend yield. The usual strong negative relation
between BM-ratio and firm size is less pronounced in our data sample.
The empirical study of Fama and French (1992), based on average realized returns present
evidence of a positive relation between cost of capital and BM-ratio, and a negative relation
with firm size. The study of Gebhardt et al. (2001), analyzing the relation between implied cost
of capital and firm characteristics confirms a positive relationship with BM-ratio, but a rather
weak relation to firm size. Regarding the other firm characteristics, Dhaliwal et al. (2005)
detect a positive relation between the implied cost of equity and the dividend yield, and Easton
(2004) findings suggest a negative relation between the implied cost of equity and the PE-ratio.
The study of Gebhardt et al. (2001) also detects a positive correlation between volatility and
expected stock returns.
b) Individual Firm Regressions with Firm Betas
Table 5 presents the EIV estimation results when regressing individual firm risk premia on
individual firm betas and individual firm characteristics. In the pure beta specification (S1)
following the CAPM, only the beta coefficients in the DDM3 regression are significantly related
to firm risk14. The R2 of this regression is however very low. After controlling in addition for
return volatility and other firm characteristics (S2), neither beta nor volatility is significant.
This contrasts to the firm fundamentals, which exhibit significant effects on the risk premia.
The PE-ratio is significantly negatively related to the implied risk premia, the BM-ratio has a
positive relationship (DDM2), and the dividend yield is positively related to firm risk (RIM2).
In the regression of the DDM2 risk premia, R2 attains 28%. When omitting return volatility
(S3), the beta coefficients of the DDM regressions are (again) significant. Firm size is not
14To simplify notation, two-stage DDM is abbreviated by DDM2, three-stage DDM by DDM3, etc.
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significant in any specification.
When looking at the DDM-results, these findings provide a mixed picture in view of standard
asset pricing theory: On the on hand, the mainly positive beta coefficient is in line with the
CAPM. Moreover, the Fama-French risk factor BM-ratio is positively priced as well. On the
other hand, firm size is not significant related to size (in contrast to the three-factor model),
but PE-ratio is instead a priced risk factor. However, other studies as cited above detect similar
relationships. The RIM analysis is disappointing from the point of view of betas and firm size.
Moreover, the F-stat rejects the hypothesis of all variables being jointly significant at the 5%
level in many RIM specifications. The strong explanatory power of the dividend yield in RIM2
confirms the findings of Dhaliwal et al. (2005). The rather poor performance of the standard
regression tests for expected returns raises the question what variables determine the implied
risk premium calculated from the RIM approach. Although a final answer cannot be given here,
these findings suggest at least that the cost of capital obtained from the DDM method proves
to be more in accordance with the CAPM or the Fama-French model.
c) Individual Firm Regressions With Country Betas
To further reduce the impact of noisy beta estimates, the regressions are also carried out using
country betas. These country betas are calculated as the arithmetic average of the companies’
betas belonging to the same out of the eleven countries in this study15. The results are reported
in table 6.
Now, all DDM regressions indicate a positive relation between beta and firm risk premia. More-
over, the coefficient is in many cases even highly significant. Return volatility also contributes
to explain the risk premia (S2). As far as other firm characteristics are concerned, PE-ratio
is significantly related to firm risk. This contrasts to the RIM regressions, where beta is now
negatively related to the expected implied return (RIM2). Size and BM-ratio are not related
to expected returns in almost any regression.
Regarding the DDMs, this regression approach seems to fit the data better than the previous
specification (R2 increases slightly to 30% in S2, F-stat are higher). However, return volatility
is, in contrast to the CAPM, a priced risk variable. In this framework, it is interesting to
note that both Fama-French factors, size and BM-ratio, are only weakly related to the implied
returns. This rather unusual result might be due to the timing of the study, since share prices -
close to their record lows - deviated from their usual pricing pattern. In the RIM specifications,
15Lee et al. (2003) carry out similar regressions using industry-country portfolios. The usual portfolio ap-
proach of the Fama and MacBeth (1973) regressions did not yield any meaningful results.
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the detected negative relationship between beta and firm risk is very clearly opposed to any
theory. Together with relatively low R2, this finding indicates the poor explanatory power of
common risk factors for the cost of capital obtained from the RIM methodology.
2. Return Prediction
In this section, we finally test the ability of the implied cost of capital to predict actual stock
returns. In the regression setup, subsequent returns over 1 to 4 quarters (q) are regressed on
the expected returns ki as calculated in previous sections




ri,q = a0 + a1ki + εi (12)
where ri,q is the return of company i over the quarters 1 to q, ki is the estimated cost of capital
of firm i using the different DCF formulas. Note that if the estimates were perfect forecasts
of stock returns and assuming constant risk premia and risk-free rates, the intercept a0 should
be zero, and the coefficient a1 should equal 1. Again, this analysis is based on all Euro Stoxx
companies with a complete data set17.
Table 7 presents the forecasting regression results. There are two main conclusions one can
draw from the estimation outcome. First, the regressions present evidence that the implied
cost of capital has indeed a predictive power for future stock returns. The R2 which attain
up to 21% indicate that a considerable part of the total variation of actual stock returns can
be explained by the implied cost of capital, although the interrelation weakens over time. The
slope coefficients in almost all regression specifications are significantly positive18. Second, the
dividend discount models seem to perform better in predicting future stock returns than the
residual income models. Expected returns from both DDMs can explain more than twice of
the variation in actual returns compared to the estimates from the RIM. Moreover, the cost of
capital estimated from the popular RIM2 equation has no explanatory power for stock returns
over more than two quarters, with the coefficient not being significantly different from zero. In
16Lee and Swaminathan (1999) carry out similar regressions. However, they take the cost of capital as given
and examine the ability of value to price ratios to explain stock returns.
17Compared to previous regressions, the sample size is reduced by several companies since not all firms existed
12 months after the data used for the cost of capital estimation.
18In many regressions, the slope coefficients are significantly higher than one (as suggested), reaching up to
7.88 in the regression of the Q1 return on the DDM2-cost of capital. In addition, the intercept is in most
regressions significantly different from zero, except for the regressions over one single quarter. These high
estimates can be explained by the extraordinary recovery of share prices following the record-lows in mid-March
2003. This is of course an indication that the risk premium is not constant.
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these regressions, R2 declines down to 1%. However, one must notice that the DDM2 is likely
to underestimate the overall stock returns, with the slope coefficient being almost twice as high
as the other models.
The better performance of dividend discount models to predict future stock returns can be
explained by its informational advantage. Dividend policy seems to be a signalling process that
conveying information on future profits (e.g. Nissim and Ziv (2001)), that appears to be crucial
for accurately estimating the implied cost of capital. Very clearly, the RIM cannot capture this
additional information included in dividend payments.
VI Conclusion
Because of the lack of alternative methods, Freeman and Davidson (1999) concluded only
six years ago that ”the [traditional] excess return approach will continue to be the favored
method for estimating the equity premium”. With the development of forward-looking models
to estimate the implied risk premium, the situation has changed discernibly in the past few
years. Today there is a variety of possibilities to estimate a meaningful prospective ERP.
In contrast most other empirical works who rarely investigate the plausibility of their models
to estimate the implied ERP, this study carries out an analysis of several common formulas
currently used and applied them to a pan-European sample. We show that the market risk
premium obtained from a two-stage RIM and a three-stage DDM are rather similar and deviate
by a small amount only. The subsequent cross-sectional analysis on the underlying firm-specific
risk premia however detected some qualitative differences between both approaches. Surpris-
ingly, the individual firm risk obtained from the RIM cannot be explained by common asset
pricing models. In contrast, firm characteristics and betas explain up to 30% of the variation
of the DDM risk premia. In line with the CAPM, beta is positively related to firm risk in most
regressions. In terms of firm characteristics, PE-ratio and, to a lesser extent, the BM-ratio, con-
tribute to the explanation of implied firm risk. The Fama-French factor size is not relevant for
expected firm risk. Taken together, the presented evidence casts doubt on the CAPM’s ability
to explain cross-sectional differences in expected stock returns. Whether such a conformity with
asset pricing models is crucial for predicting actual stock returns is an empirical question. Such
forecasting regressions are carried out in the last section of this paper. It is shown that DDMs
perform better in predicting future stock returns than RIMs. This result can be explained by
the signalling nature of dividend payments for future earnings - an important information which
the residual income model cannot make use of. Although this study reflects only the market
conditions and expectations as of March 2003, the findings suggest that multistage DDMs are
18
preferable models to estimate the implied cost of capital.
The recently developed concept of the implied equity risk premium offers a powerful tool to in-
vestors for estimating the future cost of capital. Since it is completely forward-looking, it avoids
the problems related to employing historical data for future use. The practical implications of
this study are straightforward: First, this work demonstrates that the selection of appropri-
ate PV models is crucial to ensure the reliability of this instrument, given the partly large
differences across the analyzed approaches. Since all models have their advantages, a sound
analysis of the implied risk premium should at minimum include DDM-based approaches as
well. Second, the results of other empirical studies on the implied cost of capital relying on the
RIM only should be interpreted with caution. The so-obtained findings may only hold for RIM
based cost-of-capital estimates, but not for the implied cost-of-capital concept in general.
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Appendix
Since the betas that enter the cross-sectional regression (11) are not the true betas, but only
noisy estimates thereof (obtained from the times series regressions as displayed in (10)), we face
a potential errors-in-variables (EIV) problem in the second pass of the regression approach.
rit − rft = αi + βi(rmt − rft) + εit t = 1, 2, ..., T ∀i (10)
To correct for this possible bias, we employ the standard EIV regression approach as presented
e.g. by Greene (2002) or Fuller (1987): we know that the betas, one of the explanatory variables
in the subsequent regressions, are measured with error, since the true value of the variables
cannot be observed directly. Instead of observing β, one can only observe the sum:
βˆ = β + u (13)
where u is a normally distributed random variable with cov(β, u) = 0, and βˆ are the estimates
obtained from (10). One can adjust for the bias caused by the measurement error in the second
pass with the help of its reliability ratio, which is defined as follows:
r = 1− var(u)
var(βˆ)
(14)
The (empirical) variance of the estimated variable βˆ is easily calculated. The variance of the
error u is more difficult to estimate, since the true values of beta (β) and the variance thereof
are unknown. However, we can make use of the information we have about the variance of each





where X is the matrix of explaining variables in (10), i.e. the combination of a ones vector (for
the intercept αi) and the vector of market excess returns (rmt − rft). Since we have for each
observation i the relation βˆi = βi + ui, this gives (the true βi are fixed):




Note that the term [(X ′X)−1]22 is identical for each i. Hence, all what we need for estimating
var(u) is an estimate of σ2. For large N , a consistent estimator of σ2 is given by the average
σ2i :
23






Under the assumption of independence, and existence of the fourth moment of the error terms,
this average converges in the limit to the true value of σ2. This gives us finally:










In other words, we use the average variance of the individual errors σˆ2i together with the
similar structure of our N times series regressions to estimate the variance of the disturbance
u. Calculating and inserting in (18), we get:
var(u) = 0.00944 · 2.614 = 0.0247
Since the empirical variance of βˆ is 0.0906, we obtain a reliability ratio of
r = 1− 0.0247
0.0906
= 0.728



















































































































































































































































































































































































































































































































Annotations to Table 1
In the first row of the table 1 summarizing the data used in this study, the yields to maturity on
30-year government securities are depicted. In the next row, the expected long-term nominal
GDP growth rates as provided by Consensus Economic Inc. are given. The aggregated raw
data of both DDM and RIM calculations is shown in the middle and lower section of the table.
For both models, first the number of companies included in the calculation and their combined
market capitalization is reported. The third row of the DDM section presents the aggregated
reported (unadjusted) cash dividends in the 12 months prior to 18/03/2003. The last row
contains the value-weighted average of the consensus growth forecast of earnings. The third
row of the RIM section displays the aggregated half-year adjusted book values of equity of
the respective indices. The sum of forecasted earnings for year 1 (E1) are presented in the
next row, followed by prevailing payout ratios. Payout ratios are only calculated for companies
with positive earnings, since for loss firms the ratio is meaningless. Finally, the value-weighted
average of the consensus growth forecast is presented.
Out of the 228 Euro Stoxx companies included in the DDM calculation, 61 are of French origin,
44 are German, 29 Dutch, 27 Italian, 24 Spanish, and the remaining 43 are from other member
states of the EMU. In terms of size, 57 companies had a market capitalization over 10 billion
Euro, 153 had a market capitalization between 1 and 10 billion Euro, and 18 were valued less
than 1 billion Euro. The composition of the firm sample for the RIM calculation does not differ
much.
All amounts are in billions, except for payout ratios, growth rates, and number of firms. In the











































































































































































































































































































Table 3: Correlations of Cost-of-Capital Estimates
This table reports the correlations of the estimated company-specific cost-of-capital estimates
across the different valuation models. Panel A reports the correlation estimates for the United
Kingdom, panel B contains the correlation coefficients for the Euro Area.
Panel A: United Kingdom (FTSE-100)
2-stage DDM 3-stage DDM 2-stage RIM 3-stage RIM
2-stage DDM 1.000 0.923 0.609 0.598
3-stage DDM 1.000 0.726 0.803
2-stage RIM 1.000 0.933
3-stage RIM 1.000
Observations 80
Panel B: Euro Area (Euro Stoxx)
2-stage DDM 3-stage DDM 2-stage RIM 3-stage RIM
2-stage DDM 1.000 0.923 0.455 0.469
3-stage DDM 1.000 0.605 0.709




Table 4: Correlations of Firm Characteristics
This table reports the correlations of firm characteristics and risk variables used as explanatory
variables for the implied return. Data sample: EuroStoxx index.
Beta (β) Volatility Size PE-ratio BM-ratio Div. yield
Beta (β) 1.000 0.800 0.032 0.145 0.033 0.039
Return volatility 1.000 -0.133 0.059 0.063 0.177
Size (lnMC) 1.000 0.216 -0.199 -0.170
PE-ratio (lnPE) 1.000 -0.566 -0.445































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 7: Forecasting Regressions
DCF Formula 2-stage DDM 3-stage DDM 2-stage RIM 3-stage RIM
1Q
Intercept -0.01 0.15 0.18 0.23
(-0.06) (0.77) (0.65) (1.21)
Expected Return ki 7.88
∗∗∗ 5.31∗∗∗ 4.73∗∗ 4.05∗∗∗
(3.23) (2.93) (2.09) (2.64)
R2 0.21 0.17 0.08 0.08
2Q
Intercept 0.10 0.23∗ 0.29 0.31∗∗
(0.73) (1.86) (1.59) (2.44)
Expected Return ki 5.18
∗∗∗ 3.32∗∗∗ 2.61∗ 2.30∗∗
(3.43) (2.90) (1.81) (2.38)
R2 0.16 0.12 0.05 0.05
3Q
Intercept 0.14 0.20∗∗∗ 0.34∗∗∗ 0.29∗∗∗
(1.52) (2.78) (2.96) (3.83)
Expected Return ki 3.17
∗∗∗ 2.16∗∗∗ 0.83 1.21∗∗
(3.23) (3.30) (0.94) (2.28)
R2 0.10 0.08 0.01 0.02
4Q
Intercept 0.13 0.18∗∗∗ 0.24∗∗ 0.23∗∗∗
(1.54) (2.64) (2.58) (3.45)
Expected Return ki 2.66
∗∗∗ 1.77∗∗∗ 1.10 1.13∗∗
(3.16) (2.89) (1.46) (2.23)
R2 0.10 0.08 0.02 0.03
Observations (n) 216 216 211 211
Note: White (1980) heteroskadasticity-consistent t-statistics are reported in parenthesis below
the estimate.
∗ ∗ ∗ = significant at the 1% level
∗∗ = significant at the 5% level
∗ = significant at the 10% level
