We consider the problem of pricing the perpetual American call on the time-average of the stock. We prove that the value of this American contingent claim is the optimal expected payoff function g * of the associated optimal stopping problem. And g * is characterized by a unique solution of the associated free-boundary problem. We also identify an integral equation solved by the boundary function.
Introduction
In [7] , Prof. Karatzas asks us the question "What can be said about the American version of the Asian option ?". Hence, in this paper we study the problem of pricing the perpetual American call on the time-average of the stock. Let us suppose that the price X x (t) of the stock is given by
where x ≥ 0 is an initial price, a mean rate µ and a volatility σ are positive constants, and {W (t) ; 0 ≤ t < ∞} is a 1-dimensional Brownian motion on a complete filtrated probability space (Ω, F, P, F W t ). Further we assume that there exists the dividend payment per dollar invested in the stock, and its rate is a positive constant δ. Then the discounted payoff process for the perpetual American call on the time-average of the stock is given by
where r > 0 is the risk-less interest rate and k > 0 is the exercise price. According to [9, §1.7] , we adopt the risk-neutral martingale measure P 0 which is equivalent to P on {F (T ) t ; 0 ≤ t ≤ T } for every finite T > 0, where F (T ) t is a sub-σ-algebra of the completion of F W T with respect to P 0 . Then, under P 0 , X x (t) becomes
where {W 0 (t) ; 0 ≤ t < ∞} is the P 0 -Brownian motion W 0 (t) = W (t) + t(µ + δ − r)/σ. The purpose of this paper is to prove that the value of the perpetual American call on the time-average of the stock is given by X(t) = ess sup Xx(u)du 1) and to find the associated free-boundary problem. For a general arbitrage-based theory for the pricing of American contingent claims, we can refer [3] , [7] , [9] and [11] . The article [5] has characterized the value of the American put option in terms of the unique solution of the associated free-boundary problem. The perpetual American contingent claims include the "Russian option" and "Integral option". The article [10] has studied the integral option, and found the analytic solution of the associated free-boundary problem. The Russian option has been analyzed by [4] , [13] , [14] and [15] . In particular, the articles [13] and [14] have found the analytic solution of the associated free-boundary problem.
The plan of this paper is as follows: §2 presents some properties of the expected payoff function g * defined by (2.3) . Then g * is characterized by a unique solution of the associated free-boundary problem in §3. In §4 we prove that the value of the perpetual American call on the time-average of the stock is given by (1.1), and §5 concludes this paper.
Optimal stopping problem
In this section we investigate the some properties of the value function g * defined as (2.3). First of all we have the following lemma which permits us to use the theory of optimal stopping for continuous-parameter processes.
ThusČebyšev s inequality gives, for any ε > 0,
and hence, it follows from Borel-Cantelli's lemma that lim sup t→∞ A(t) = 0 P 0 -a.s., (2.1) which implies ( i ). Also, thanks to [8, Exercise 3.5.9, p.197] , we obtain
Let us define the optimal expected payoff function
and g * (0, x, y) = lim t↓0 g * (t, x, y) for x, y ≥ 0, where S is the set of stopping times taking values in [0, ∞) and E 0 denotes the expectation under the probability measure P 0 . Then from (2.2) we know for t > 0 and x, y ≥ 0
and we have the following:
For each t > 0 and x, y ≥ 0, ( i ) t → g * (t, x, y) is a non-increasing, convex and continuous function with
(ii) x → g * (t, x, y) is a non-decreasing, convex and uniformly continuous function with
is a non-decreasing, convex and uniformly continuous function with
proof The monotonicity and convexity of each function are obvious. Fix t > 0 and x, y ≥ 0. Because z
.
Moreover a few modification in the calculation above yields (2.5) and (2.6).
The following property will be used for the monotonicity of the stopping boundary.
Proposition 2.3
The function t → t(g * (t, x, y) + k) is non-decreasing for each x, y ≥ 0.
proof From (2.7) we have
and thus
The next result ensures that
On the other hand, by the monotonicity of t → g * (t, x, 0) and the monotone convergence theorem, we see easily that
Hence we have
Moreover, from (2.10) we obtain for any ε > 0,
Thus by letting ε ↓ 0 we obtain
and hence lim
Proposition 2.5 g * (t, x, y) > 0 for t, y ≥ 0 and x > 0.
proof Fix x > 0. For y > kt we get g * (t, x, y) ≥ y t − k + > 0. Let y ≤ kt and define
Then, thanks to the theory 1 of exponential functionals of Brownian motion, for T > 0,
where
For the behavior of g * as t, x, y → ∞, we have the following.
proof For t > 1, we have
Hence, by the dominated convergence theorem and (2.1), we get
To obtain (ii) and (iii) we may use the following inequalities:
3 Free boundary problem
In this section we characterize g * as a unique solution to the corresponding free-boundary problem. Let us define the continuation region
and consider its sections
We are now in a position to estimate the several features of the stopping boundary c(·).
proof If y ≤ kt, then by Proposition 2.5 we have g * (t, x, y) > 0 = 
Hence c(t, y) ≤ 
proof For y ≤ k(t + ∆t), we have c(t + ∆t, y) = 0 ≤ c(t, y). Let y > k(t + ∆t). Then, from (2.8),
Hence x ∈ C(t + ∆t, y) if x ∈ C(t, y), that is, c(t + ∆t, y) ≤ c(t, y). If y ≤ kt, then c(t, y) = 0 ≤ c(t, y + ∆y). Let y > kt. Then, from (2.6),
Hence x ∈ C(t, y) if x ∈ C(t, y + ∆y), which implies the second assertion. This proves the upper semicontinuity of c(·, y), and thus c(t−, y) = c(t, y) since c(·, y) is non-increasing. The roles of t and y in this argument may be exchanged to prove the assertions for the function y → c(t, y).
For the simplicity of the notation, we set for each t, x, y ≥ 0,
Here is the fundamental result of this section.
Theorem 3.4
The optimal expected payoff function g * of (2.3) is the unique solution on C of the initial-boundary value problem
where Lf = σ 2 2 x 2 f xx + (r − δ)xf x + xf y + f t − rf . In particular, the partial derivatives g * xx , g * x , g * y and g * t exist and are continuous on C.
proof It follows from (2.3),(2.4) and (3.1) that g * satisfies the conditions (3.4)-(3.6). In order to verify the equation (3.3) for g * , let C ε = (ε, ∞) 3 ∩ C for ε > 0, and let us take a point (t, x, y) ∈ C ε and a region R = (t 1 , t 2 ) × (x 1 , x 2 ) × (y 1 , y 2 ) with (t, x, y) ∈ R ⊂ C ε . We consider the initial-boundary value problem
The classical theory for parabolic equations guarantees the existence of a unique solution f with f xx , f x , f y and f t continuous. We have to prove that f and g * agree on R.
Let us define the stopping times
and the process N (s) = e −r(s∧τ ) f H t,x,y (s ∧ τ ) , s ≥ 0. By It o formula we see that N (·) is a bounded P 0 -martingale, and thus 
Thus f and g * agree on R, and hence g * xx , g * x , g * y and g * t are defined, continuous, and Lg * = 0 at any point (t, x, y) ∈ C because C = ∪ ε>0 C ε = lim ε↓0 C ε is open.
To establish uniqueness, suppose f is a solution to (3.3)-(3.6). For (t, y) ∈ (0, ∞)
2 and x > c(t, y), define
It o formula shows that e −r(·∧τn∧τ * ) f (H t,x,y (· ∧ τ n ∧ τ * )) is a P 0 -martingale for some sequence {τ n } ∞ n=1 of stopping times with τ n ↑ ∞ a.s. as n → ∞. Hence
From (2.2) and (3.6),
Thus, by the dominated convergence theorem,
since τ * is optimal from [9, Theorem D.12, p.358].
Proposition 3.5 Fix y > 0. If c(·, y) is continuous at point t, then x → g * (t, x, y) is of class C 1 (0, ∞). In particular, g * x (t, c(t, y)+, y) = 0.
proof Let t, y > 0 with c(·, y) continuous at point t. If c(t, y) = 0, Theorem 3.4 implies this smoothness of g * (t, ·, y). Assume c(t, y) > 0 (and thus y > kt from (3.2)). Because g * (t, x, y) = y t − k for 0 ≤ x < c(t, y), we have g * x (t, c(t, y)−, y) = 0. The convexity of x → g * (t, x, y), which was proved in Proposition 2.2, implies that g * x (t, c(t, y)+, y) ≥ 0.
Thus, it suffices to show g * x (t, c(t, y)+, y) ≤ 0. To this end, set x = c(t, y) and define
for ξ > 0. Since y → c(t, y) is non-decreasing, τ * ξ ≤ τ ξ for every ξ > 0. Furthermore, because ξ → τ ξ is non-decreasing and s → c(s, y) is continuous in (t − 2ε, t + 2ε) for some ε > 0, we have
where the last equality follows from the law of the iterated logarithm for Brownian motion 3 . Hence
We also have
Hence (3.8) and the monotone convergence theorem give
i.e. g * (t, c(t, y)+, y) ≤ 0.
The next expression of the Doob-Meyer decomposition is useful for pricing and hedging the perpetual American call option. 
Then M t,x,y (·) is a P 0 -martingale, Λ t,x,y (·) is non-decreasing, and
for t, x > 0 and y ≥ 0. In particular, M 0,x,0 (·) is a P 0 -martingale, Λ 0,x,0 (·) is non-decreasing, and
proof
is a P 0 -martingale for each x > 0, and M t,x,y (·) is a P 0 -martingale for each t, x > 0 and y ≥ 0.
In order to prove (3.12), let
Integrating by parts, we have
• dβ dαdγ 14) where N (γ) = {α > 0 |c(α+, γ) < c(α, γ) } for each γ > 0, and the last equality follows from Proposition 3.5.
Since N (γ) is a countable set for each γ > 0 by Proposition 3.3, the second term in (3.14) vanishes. These formulas show that g ε x and Lg ε are bounded on compact subsets of (0, ∞) 3 and
According to Itô formula, for all s ≥ 0,
For the convergence in (3.15) we have used P 0 {X x (u) = c(t + u, y + u 0 X x (ξ)dξ)} = 0 for each u ∈ (0, ∞). Thus we obtain (3.12) . Furthermore the same arguments as above give, for 0 < t ≤ s,
From (2.9) we get (3.13) by letting t ↓ 0.
Corollary 3.7 For t > 0 and x, y ≥ 0, 16) where K t,x,y (·) is defined by (3.11).
proof Fix t, x > 0 and y ≥ 0. Theorem 3.6 yields
for t, x > 0 and y, T ≥ 0. From (2.1) and (2.4), we have
Thus, thanks to the monotone convergence theorem, we obtain (3.16) by letting T → ∞ in (3.17) for any t, x > 0 and y ≥ 0. Also we note that
Since y → c(t, y) is right-continuous, by letting x ↓ 0 in (3.17) and by the dominated convergence theorem,
Therefore we have (3.16) for x = 0 by letting T → ∞. 
proof From (3.1),(3.2) and (3.16) we see that c satisfies ( i )-(iv). First we prove that ψ d (t, x, y) ≤ g * (t, x, y) for t, y > 0 and x ≥ 0. For x ≤ d(t, y) , we have ψ d (t, x, y) = (
+ ≤ g * (t, x, y). Fix t, y > 0 and x > d(t, y), and define, s ≥ 0,
From (3.18) we have
for some T ∈ [s, ∞), and thus M d (·) is a (restricted) P 0 -martingale. Let us define
By letting s → ∞ we obtain ψ d (t, x, y) ≤ g * (t, x, y) for t, y > 0 and
Assume that d(t, y) < c(t, y) for certain t, y > 0. Let us define x = {d(t, y) + c(t, y)}/2,
and τ 2 = τ 1 ∧ τ 0 . Since d(t, y) < x < c(t, y),
On the other hand, by virtue of (3.12) and (3.19), we have As we have shown, we can get the stopping boundary c(·) by solving the integral equation as in the above proposition, and then we can obtain the value function g * (·) by calculating the expectation (3.16) or solving the initial-boundary value problem (3.3)-(3.6) . Moreover, the following result enable us to estimate the value function and the stopping boundary simultaneously. du,
In this paper we have studied the problem of pricing the perpetual American call on the time-average of the stock. We have shown that the value of this American contingent claim becomes the optimal expected payoff function g * . We have identified the initial-boundary value problem satisfied by g * and the integral equation satisfied by the stopping boundary. We also have verified that the pair of g * and the stopping boundary is a unique solution to the associated free-boundary problem. Moreover we obtain the Doob-Meyer decomposition of the Snell envelope of the discounted payoff for this American contingent claim.
By the same lines as this paper, we can obtain the analogous results for the value of the American call on the time-average of the stock with finite expiration date (See [1] ). We are convinced that the results shown in this study is very useful for computing the numerical value of the path-dependent American contingent claims. Future studies will focus on this issue.
