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Abstract
We construct measure which determines an ordinary mean in a
very natural way. Using that measure we can extend the mean to
infinite sets as well. E.g. we can calculate the geometric mean of any
set with positive Lebesgue measure. We also study the properties and
behavior of such generalized means that are obtained by a measure.
1 Introduction
This paper can be considered as a natural continuation of the investigations
started in [5] and [6] where we started to build the theory of means on
infinite sets. An ordinary mean is for calculating the mean of two (or finitely
many) numbers. This can be extended in many ways in order to get a more
general concept where we have a mean on some infinite subsets of R. The
various general properties of such means, the relations among those means
were studied thoroughly in [5] and [6].
In this paper we look for the answer the following question. How can one
generalize ordinary means (e.g. the geometric mean) to Lebesgue measurable
subsets of R. I.e. can we calculate the geometric mean of a set with pos-
itive Lebesque measure? We are going to answer this question on measure
theoretic ground.
0AMS (2010) Subject Classifications: 28A10,28A20
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In the first part of the paper we investigate means that are created by
measures on R. We enumerate many properties of such means and we also
study uniqueness.
In the second part of the paper we fulfill our main aim that is to find a
measure that generates a given ordinary mean. We prove that under some
basic smoothness conditions the generating measure always exists.
Based on that result we provide an interesting application to ordinary
means. We show that such ordinary means K(a, b) are determined by the
function f(x) = K(1, x) i.e. K(a, b) can be calculated by f(x) in a generic
way.
We also investigate some alternative ways how one can generate the given
ordinary mean.
One may ask whether some properties of an ordinary mean are inherited
to the associated generalized mean. In this respect we show that the AM–GM
inequality remains valid for the associated generalized means too.
In the last section we analyse the behaviour of such means in infinity and
show a sufficient condition for a mean approaching the arithmetic mean in
infinity.
1.1 Basic notions and notations
For K ⊂ R, y ∈ R let us use the notation K−y = K ∩ (−∞, y], K+y =
K ∩ [y,+∞).
If H ⊂ R, x ∈ R then set H+x = {h+x : h ∈ H}. We use the convention
that this operation + has to be applied prior to the set theoretical operations,
e.g. H ∪K ∪ L+ x = H ∪K ∪ (L+ x).
Let us recall some very basic notions.
Let K be an ordinary mean that is just for calculating the mean of two
numbers a, b ∈ R. K is called symmetric if K(a, b) = K(b, a). It is strictly
internal if a < K(a, b) < b whenever a < b. It is called continuous if it is a
continuous 2-variable function of a and b.
A generalized mean is a function K : C → R where C ⊂ P (R) consists
of some (finite or infinite) subsets of R and infH ≤ K(H) ≤ supH holds for
all H ∈ C.
Let us recall some definitions from [5] and [6] that regards for generalized
means. Please note that here we are dealing with bounded sets only.
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A mean K is called internal if infH ≤ K(H) ≤ supH. It is strongly
internal if limH ≤ K(H) ≤ limH where limH = minH ′, limH = maxH ′.
K has property strict strong internality if it is strongly internal and
limH < K(H) < limH whenever H has at least 2 accumulation points.
K is disjoint-monotone if H1 ∩H2 = ∅,K(H1) ≤ K(H2) then K(H1) ≤
K(H1 ∪H2) ≤ K(H2).
K is union-monotone if B∩C = ∅, K(A) ≤ K(A∪B),K(A) ≤ K(A∪C)
implies K(A) ≤ K(A ∪ B ∪ C) and K(A ∪ B) ≤ K(A),K(A ∪ C) ≤ K(A)
implies K(A∪B ∪C) ≤ K(A). Moreover if any of the inequalities on the left
hand side is strict then so is the inequality on the right hand side.
K is bi-slice-continuous if H ∈ Dom(K) then H+limH , H− limH ∈
Dom(K) and f(x, y) = K(H−x ∪ H+y) is continuous where Dom(f) =
{(x, y) : H−x ∪H+y ∈ Dom(K)}.
K isCantor-continuous ifHi ∈ Dom(K), Hi+1 ⊂ Hi, ∩∞n=1Hi ∈ Dom(K)
implies that K(Hi)→ K(∩∞n=1Hi).
Throughout this paper λ will denote the Lebesgue measure.
If H is bounded, Lebesgue measurable, λ(H) > 0 then
Avg(H) =
∫
H
x dλ
λ(H)
.
If f : R → R is an increasing continuous function then let µf be the
Lebesgue-Stieltjes measure belonging to f . I.e. the Carathe´odory extension
of µ([a, b)) = f(b)− f(a) (a < b).
Each measure µ considered in this paper is a Borel measure on some
interval (finite or infinite) of the real line R that satisfies two conditions:
(1) if H ⊂ R is bounded and measurable then µ(H) < +∞
(2) if I is a non degenerative interval then 0 < µ(H).
Let us remark that if H ⊂ R is bounded then µ|H is absolutely continuous
with respect to λ iff it is ǫ − δ absolutely continuous (∀ǫ > 0 ∃δ > 0 such
that λ(K) < δ implies that µ(K) < ǫ).
2 Means by measures
Definition 2.1. Let I ⊂ R be an interval (finite or infinite). Let µ
be a Borel measure on I such that H ⊂ R being bounded and measurable
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implies that µ(H) < +∞. Let H be a bounded µ-measurable set such that
0 < µ(H) < +∞. Set
Mµ(H) =
∫
H
xdµ
µ(H)
.
Definition 2.2. If Mµ is given, a, b ∈ R, a < b then set Mµ(a, b) =
Mµ([a, b]). I.e. we derive an ordinary mean from Mµ.
Proposition 2.3. Mµ is internal.
Proposition 2.4. If µ(H) = 0 wheneverH is finite thenMµ is strongly-
internal.
Proof. By [6] Proposition 2 it is enough to prove finite independence and
internality. The condition is equivalent to finite independence.
Lemma 2.5. Let H1, H2 ∈ Dom(Mµ), µ((H1−H2)∪ (H2−H1)) = 0.
Then Mµ(H1) =Mµ(H2).
Proof.
∣∣∣∣∣
∫
H1
xdµ
µ(H1)
−
∫
H2
xdµ
µ(H2)
∣∣∣∣∣ =
∣∣∣∣∣
∫
H1
xdµ
µ(H1)
−
∫
H1
xdµ+
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
H1
xdµ
∣∣∣∣∣
∣∣∣ 1µ(H1) − 1µ(H2)
∣∣∣+
∣∣∣∣∣
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣ =
∣∣∣∣∣
∫
H1
xdµ
∣∣∣∣∣
∣∣∣µ(H2)−µ(H1)µ(H1)µ(H2)
∣∣∣+
∣∣∣∣∣
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣ = 0.
Proposition 2.6. If µ(H) = 0 whenever H is countable then Mµ is
strict strong internal.
Proof. Let H ∈ Dom(Mµ), a = limH, b = limH . By µ(H−a) = µ(H+b) = 0
we get that Mµ([a, b]) = Mµ(H). Obviously there is c ∈ (a, b) such that
µ(H ∩ [c, b]) > 0. Let H1 = H ∩ [a, c), H2 = H ∩ [c, b]. Then Mµ(H) ≥
µ(H1)a+µ(H2)c
µ(H)
= µ(H1)
µ(H)
a + µ(H2)
µ(H)
c > a because it is a weighted average and
µ(H2)
µ(H)
> 0.
The other inequality can be shown similarly.
Exactly the same way one can show:
Proposition 2.7. Let µ is absolutely continuous with respect to λ, H ∈
Dom(Mµ). Let a = sup{x ∈ R : λ(H−x) = 0}, b = inf{x ∈ R : λ(H+x) = 0}
(cf. [5] Definition 4). Then a <Mµ(H) < b.
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Proposition 2.8. Let H,Hi ∈ Dom(Mµ) (i ∈ N), Hi ∩ Hj = ∅ (i 6=
j), H =
∞⋃
i=1
Hi. Then
Mµ(H) =
∞∑
i=1
µ(Hi)Mµ(Hi)
∞∑
i=1
µ(Hi)
.
Obviously it holds for finitely many sets as well.
Proposition 2.9. Let Hn, H ∈ Dom(Mµ), H =
∞⋂
n=1
Hn. ThenMµ(Hn)→
Mµ(H). I.e. Mµ is Cantor-continuous.
Proof. |Mµ(Hn)−Mµ(H)| =
∣∣∣∣∣
∫
Hn
xdµ
µ(Hn)
−
∫
H
xdµ
µ(H)
∣∣∣∣∣ =
∣∣∣∣∣∣∣
µ(H)(
∫
Hn
xdµ− ∫
H
xdµ) + (µ(H)− µ(Hn))
∫
H
xdµ
µ(Hn)µ(H)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
µ(H)
∫
Hn−H
xdµ+ (µ(H)− µ(Hn))
∫
H
xdµ
µ(Hn)µ(H)
∣∣∣∣∣∣∣
≤
∣∣∣∣µ(H)µ(Hn −H) supH1µ(H)2
∣∣∣∣ +
∣∣∣∣(µ(H)− µ(Hn))µ(H) supHµ(H)2
∣∣∣∣→ 0
using that µ(Hn)→ µ(H).
Proposition 2.10. If H ∈ Dom(Mµ) then Mµ(H) is determined by
all Mµ((a, b)) (a < b).
Proof. It is known that there is a sequence (Hn) such thatH ⊂ ∩∞1 Hn, µ(H) =
µ(∩∞1 Hn) and Hn is a countable union of disjoint open intervals. By Lemma
2.5, Proposition 2.8 and 2.9 we get the statement.
Example 2.11. Let f(x) = x2, µ = µf defined on subsets of R
+ ∪ {0}.
Then Mµ(a, b) = 2
3
a2+ab+b2
a+b
.
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Example 2.12. Let f(x) = ex, µ = µf . Then Mµ(a, b) = beb−aeaeb−ea − 1.
Proposition 2.13. Mµ is disjoint-monotone.
Proof. Let H1 ∩ H2 = ∅,Mµ(H1) ≤ Mµ(H2). Then Mµ(H1 ∪ H2) =
µ(H1)Mµ(H1)+µ(H2)Mµ(H2)
µ(H1∪H2) ≤
µ(H1)Mµ(H2)+µ(H2)Mµ(H2)
µ(H1)+µ(H2)
= Mµ(H2). The other
inequality is similar.
Proposition 2.14. Mµ is union-monotone.
Proof. Let B ∩ C = ∅,Mµ(A) ≤ Mµ(A ∪ B),Mµ(A) ≤ Mµ(A ∪ C).
Obviously we can assume that A ∩ B = A ∩ C = ∅. We know that
Mµ(A) ≤ µ(A)Mµ(A)+µ(B)Mµ(B)
µ(A)+µ(B)
and Mµ(A) ≤ µ(A)Mµ(A)+µ(C)Mµ(C)
µ(A)+µ(C)
.
ThenMµ(A∪B∪C) = µ(A)Mµ(A)+µ(B)Mµ(B)+µ(C)Mµ(C)
µ(A)+µ(B)+µ(C)
≥ (µ(A)+µ(B))Mµ(A)+µ(C)Mµ(C)
µ(A)+µ(B)+µ(C)
=
µ(A)Mµ(A)+µ(C)Mµ(C)+µ(B)Mµ(A)
µ(A)+µ(B)+µ(C)
≥ (µ(A)+µ(C))Mµ(A)+µ(B)Mµ(A)
µ(A)+µ(B)+µ(C)
=Mµ(A).
Clearly if Mµ(A) < Mµ(A ∪ B) also holds then we get that Mµ(A) <
Mµ(A ∪ B ∪ C).
The opposite inequalities can be handled similarly.
Lemma 2.15. Let I be a bounded interval, µ be a Borel measure on I.
Then ∀H1 ∈ Dom(Mµ) ∀ǫ > 0 ∃δ > 0 such that µ((H1−H2)∪ (H2−H1)) <
δ,H2 ∈ Dom(Mµ) implies that |Mµ(H1)−Mµ(H2)| < ǫ.
Proof. |Mµ(H1)−Mµ(H2)| =
∣∣∣∣∣
∫
H1
xdµ
µ(H1)
−
∫
H2
xdµ
µ(H2)
∣∣∣∣∣ =∣∣∣∣∣
∫
H1−H2
xdµ+
∫
H1∩H2
xdµ
µ(H1)
−
∫
H1∩H2
xdµ+
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣ ≤∣∣∣∣∣
∫
H1−H2
xdµ
µ(H1)
∣∣∣∣∣ +
∣∣∣∣∣
∫
H1∩H2
xdµ
∣∣∣∣∣
∣∣∣ 1µ(H1) − 1µ(H2)
∣∣∣+
∣∣∣∣∣
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣ =∣∣∣∣∣
∫
H1−H2
xdµ
µ(H1)
∣∣∣∣∣ +
∣∣∣∣∣
∫
H1∩H2
xdµ
∣∣∣∣∣
∣∣∣µ(H2)−µ(H1)µ(H1)µ(H2)
∣∣∣+
∣∣∣∣∣
∫
H2−H1
xdµ
µ(H2)
∣∣∣∣∣.
Clearly
∫
H1−H2
xdµ < δ supH1,
∫
H1∩H2
xdµ < µ(H1) supH1 = K1,
∫
H2−H1
xdµ <
δ supH2 ≤ δ sup I.
If δ < µ(H1)
2
then
|Mµ(H1)−Mµ(H2)| < δ supH1
µ(H1)
+K1
2δ
µ(H1)2
+
2δ sup I
µ(H1)
< ǫ
showing that δ can be chosen.
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Corollary 2.16. Let I be a bounded interval, µ be a Borel measure on
I. If Dom(Mµ) is equipped with the pseudo-metric dµ(H1, H2) = µ((H1 −
H2) ∪ (H2 −H1)) then Mµ is continuous according to dµ.
Example 2.17. This is obviuosly not true if I is not bounded. See
e.g. µ = λ,H1 = [0, 1], ǫ = 0.1, H2 = [0, 1] ∪ [1δ , 1δ + δ]. Then Avg(H1) =
0.5, Avg(H2) =
0.5·1+( 1
δ
+ δ
2
)δ
1+δ
> 0.75.
Proposition 2.18. If µ is absolutely continuous with respect to λ then
Mµ is bi-slice-continuous.
Proof. We know that ∀ǫ > 0 ∃δ > 0 such that λ(H) < δ implies that
µ(H) < ǫ. Then apply Lemma 2.15.
Our next aim is to investigate inequalities between means.
Lemma 2.19. Let H,Hi ∈ Dom(Mµ) (i ∈ N), Hi ∩ Hj = ∅ (i 6=
j), H = ∪∞i=1Hi. Then limn→∞Mµ(∪ni=1Hi) =Mµ(H).
Proof. It is enough to refer to Lemma 2.15.
Proposition 2.20. Let µ, ν be Borel measures on an interval I. As-
sume that if Ii ⊂ I (1 ≤ i ≤ n, n ∈ N) are disjoint bounded open in-
tervals then Mµ(∪ni=1Ii) ≤ Mν(∪ni=1Ii). Then Mµ(H) ≤ Mν(H) ∀H ∈
Dom(Mµ) ∩Dom(Mν).
Proof. By Lemma 2.19 it is true for countably many intervals too i.e. it is
valid for any bounded open set. Finally if H ∈ Dom(Mµ)∩Dom(Mν) then
Cantor-continuity and Lemma 2.5 yield that Mµ(H) ≤Mν(H).
Let us present a sufficient condition that we will apply later.
Proposition 2.21. Let µ, ν be Borel measures on an interval I and let
us assume that the following two conditions hold.
(1) If J ⊂ I is a bounded open interval then Mµ(J) ≤Mν(J).
(2)If J,K are bounded open intervals such that sup J ≤ infK then ν(J)
µ(J)
≤
ν(K)
µ(K)
.
Then Mµ(H) ≤Mν(H) ∀H ∈ Dom(Mµ) ∩Dom(Mν).
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Proof. First let us observe that condition 2 simply implies that if Ii ⊂ I (1 ≤
i ≤ n, n ∈ N) are disjoint bounded open intervals and sup Ii ≤ infK (∀i)
then
ν(∪ni=1Ii)
µ(∪ni=1Ii)
≤ ν(K)
µ(K)
.
On the same assumptions by 2.20 we have to showMµ(∪ni=1Ii) ≤Mν(∪ni=1Ii).
It holds for n = 1 by condition 1. We go on by induction. Suppose it is true
for n− 1. Let sup Ii ≤ inf In (1 ≤ i ≤ n− 1).
Using Proposition 2.8 we have
Mµ(∪ni=1Ii) =
µ(∪n−1i=1 Ii)Mµ(∪n−1i=1 Ii) + µ(In)Mµ(In)
µ(∪n−1i=1 Ii) + µ(In)
≤ µ(∪
n−1
i=1 Ii)Mν(∪n−1i=1 Ii) + µ(In)Mν(In)
µ(∪n−1i=1 Ii) + µ(In)
.
It is enough to prove that
µ(∪n−1i=1 Ii)Mν(∪n−1i=1 Ii) + µ(In)Mν(In)
µ(∪n−1i=1 Ii) + µ(In)
≤ ν(∪
n−1
i=1 Ii)Mν(∪n−1i=1 Ii) + ν(In)Mν(In)
ν(∪n−1i=1 Ii) + ν(In)
and that is equivalent to
µ(∪n−1i=1 Ii)Mν(∪n−1i=1 Ii)ν(In) + µ(In)Mν(In)ν(∪n−1i=1 Ii) ≤
ν(∪n−1i=1 Ii)Mν(∪n−1i=1 Ii)µ(In) + ν(In)Mν(In)µ(∪n−1i=1 Ii)
and
0 ≤
(
Mν(In)−Mν(∪n−1i=1 Ii)
)(
ν(In)µ(∪n−1i=1 Ii)− µ(In)ν(∪n−1i=1 Ii)
)
But the first term is obviously positive and by the consequence of condi-
tion 2 ν(In)µ(∪n−1i=1 Ii) ≥ µ(In)ν(∪n−1i=1 Ii) is valid as well.
Proposition 2.22. Let f, g be increasing differentiable functions. If
g′(x)
f ′(x)
is increasing then condition 2 (in 2.21) holds for µf , µg.
Proof. Let J = (a, b), K = (c, d), b ≤ c. We have to show that
g(b)− g(a)
f(b)− f(a) ≤
g(d)− g(c)
f(d)− f(c) .
By Cauchy’s mean value theorem there are α ∈ (a, b) and β ∈ (c, d) such
that
g(b)− g(a)
f(b)− f(a) =
g′(α)
f ′(α)
,
g(d)− g(c)
f(d)− f(c) =
g′(β)
f ′(β)
and g
′(α)
f ′(α)
≤ g′(β)
f ′(β)
by assumption.
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Let us investigate uniqueness.
Theorem 2.23. Let Mµ = Mν. Then there is c ∈ R, c > 0 such that
ν = cµ.
Proof. Let A,B ∈ Dom(Mµ), A ∩B = ∅. Then Mµ(A ∪ B) =Mν(A ∪B).
By 2.8
µ(A)Mµ(A) + µ(B)Mµ(B)
µ(A) + µ(B)
=
ν(A)Mν(A) + ν(B)Mν(B)
ν(A) + ν(B)
.
By Mµ(A) =Mν(A),Mµ(B) =Mν(B)
µ(A)Mµ(A) + µ(B)Mµ(B)
µ(A) + µ(B)
=
ν(A)Mµ(A) + ν(B)Mµ(B)
ν(A) + ν(B)
.
Then
µ(A)Mµ(A)ν(B)+µ(B)Mµ(B)ν(A) = ν(A)Mµ(A)µ(B)+ν(B)Mµ(B)µ(A)
and (
Mµ(A)−Mµ(B)
)(
µ(A)ν(B)− ν(A)µ(B)
)
= 0.
If Mµ(A) 6=Mµ(B), A ∩ B = ∅ then
ν(A)
µ(A)
=
ν(B)
µ(B)
has to hold.
Let I = (0, 1), c = ν(I)
µ(I)
. If H ∈ Dom(Mµ) then let J be an interval
such that I ∩ J = ∅, supH < inf J . Then H ∩ J = ∅ and Mµ(I) 6=
Mµ(J),Mµ(H) 6= Mµ(J) hold. We get that ν(I)
µ(I)
= ν(J)
µ(J)
and ν(J)
µ(J)
= ν(H)
µ(H)
.
I.e. ν(H) = cµ(H).
3 Measures by means
Let an ordinary mean K be given that is just for calculating the mean of two
numbers. Can we extend this mean somehow to some subsets of R? We may
have many options for doing so. But now we are going to approach this from
measure theory.
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We know that
b∫
a
xdλ
λ([a, b])
=
a+ b
2
that is the arithmetic mean. Therefore we can try to look for a measure µ
such that
b∫
a
xdµ
µ([a,b])
= K(a, b) where a, b ∈ R and {a, b} ∈ Dom(K).
Theorem 3.1. Let K be an ordinary mean that is symmetric, strictly
internal, continuous and ∂K(x,y)
∂y
exists for all {x, y} ∈ Dom(K) and it is
continuous. Then there exists a measure µ that is absolutely continuous to λ
such that Mµ([a, b]) = K(a, b).
Proof. Let us look for µ in the form µ = µf where f is an increasing differ-
entiable function. Then µ([a, b]) = f(b)− f(a) and f ′ = dµ
dλ
.
Then
K(a, b) =
b∫
a
xdµf
µf([a, b])
=
b∫
a
xf ′dλ
f(b)− f(a) =
[xf − F ]ba
f(b)− f(a) =
bf(b)− af(a)− (F (b)− F (a))
f(b)− f(a)
where F is a primitive function of f . We can assume that there is a point
a such that f(a) = F (a) = 0 because f and f + c, F and F + d have the
same effect. Let us suppose that a = 1 i.e. f(1) = F (1) = 0. Then we get
K(1, x) = xf(x)−F (x)
f(x)
= x− F (x)
f(x)
(x 6= 1).
Let us observe that µ is a measure hence both f and F are monotone
increasing.
We can write F (x)
f(x)
= x − K(1, x). Equivalently f(x)
F (x)
= 1
x−K(1,x) as K is
strictly internal we do not divide here by 0.
Then (logF (x))′ = F
′(x)
F (x)
= f(x)
F (x)
= 1
x−K(1,x)
Let ǫ > 0, b > 1 + ǫ. (If b < 1 then we can handle that similarly.)
b∫
1+ǫ
(logF (x))′ = logF (b)− logF (1 + ǫ) + C =
b∫
1+ǫ
1
x−K(1,x)dx
The integral on the right hand side exists because [1 + ǫ, b] is compact,
x−K(1, x) is continuous hence it takes its minimum but it is > 0 since K is
stricly internal. Set C = logF (1 + ǫ). Then
F (b) = e
b∫
1+ǫ
1
x−K(1,x)
dx
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f(b) =
1
b−K(1, b)e
b∫
1+ǫ
1
x−K(1,x)
dx
=
1
b−K(1, b)F (b)
f ′(b) =
∂K(1,b)
∂b
(b−K(1, b))2 e
b∫
1+ǫ
1
x−K(1,x)
dx
=
∂K(1,b)
∂b
(b−K(1, b))2F (b) =
∂K(1,b)
∂b
b−K(1, b)f(b)
We got f and F by using K(1, x) only. Therefore we also have to check
whether f and F fulfills our original request i.e. they work for K(a, b) as
well.
b∫
a
xdµf
µf([a, b])
=
b∫
1
xdµf −
a∫
1
xdµf
f(b)− f(a) =
µf([1, b])K(1, b)− µf([1, a])K(1, a)
f(b)− f(a) =
bf(b)− 1f(1)− (F (b)− F (1))− (af(a)− 1f(1)− (F (a)− F (1)))
f(b)− f(a) =
bf(b)− af(a)− (F (b)− F (a))
f(b)− f(a) = K(a, b).
Corollary 3.2. Let K be an ordinary mean that is symmetric, strictly
internal, continuous and ∂K(x,y)
∂y
exists for all {x, y} ∈ Dom(K) and it is
continuous. Then g(x) = K(1, x) determines K(a, b).
Proof. Using the constructed f in Theorem 3.1 we get
K(a, b) = (f(b)− f(1))K(1, b)− (f(a)− f(1))K(1, a)
f(b)− f(a)
and f is calculated by g(x) = K(1, x).
Remark 3.3. If f is an increasing differentiable function, F is one of
its primitive functions then
K(a, b) = bf(b)− af(a)− (F (b)− F (a))
f(b)− f(a)
define a strictly internal, continuous ordinary mean (a < b).
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Proof. Let us give a direct proof. By Cauchy’s mean value theorem there is
ξ ∈ (a, b) such that K(a, b) = ξf ′(ξ)
f ′(ξ)
= ξ.
Example 3.4. Let K be the geometric mean: K(a, b) = √ab. Then
F (x) = (
√
x−1)2
e2
, f(x) = 1
e2
(1 − 1√
x
), f ′(x) = 1
2e2
1
x
√
x
. Hence µ([a, b]) =
µf([a, b]) =
1
e2
( 1√
a
− 1√
b
).
Proof. We know that
F (b) = e
b∫
1+ǫ
1
x−K(1,x)
dx
hence we have to calculate
b∫
1+ǫ
1
x−√xdx =
b∫
1+ǫ
1√
x(
√
x−1)dx =
b∫
1+ǫ
1√
x−1dx −
b∫
1+ǫ
1√
x
dx. Let us apply the following substitution in the first case y =
√
x−1.
Then we end up with
∫
1√
x−1dx =
∫
1
y
2(y + 1)dy = 2y + 2 log y + C =
2(
√
x− 1)+ 2 log(√x− 1)+C. Finally ∫ 1
x−√xdx = −2+ 2 log(
√
x− 1)+C.
So we get F (x) = (
√
x−1)2
e2
. Then f, f ′ can be obtained easily from that.
Let us verify that it works.
b∫
a
xf ′ = 1
e2
b∫
a
1√
x
= 1
e2
(
√
b−√a). Then
b∫
a
xf ′
f(b)− f(a) =
1
e2
(
√
b−√a)
1
e2
( 1√
a
− 1√
b
)
=
√
ab.
It is well known that the (ordinary) geometric mean is a quasi-arithmetic
mean i.e. the geometric mean can be derived from the arithmetic mean using
the log function: G(a, b) = e log a+log b2 . One might ask whether the generalized
geometric mean can be derived from Avg in the same way i.e. whether
G(H) = eAvg logH holds where logH = {log h : h ∈ H} and H ⊂ R+ is a
Borel set. The answer is negative as the next proposition shows.
Proposition 3.5. Let µ be the Borel measure associated to the geomet-
ric mean. Then there is a Borel set H ⊂ R+ such that eAvg logH 6=Mµ(H).
Proof. Let H = [1, e2]∪[e4, e8]. Then logH = [0, 2]∪[4, 8] hence Avg logH =
1
2
22−02+82−42
2+4
= 13
3
which gives that eAvg logH = e
13
3 .
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Mµ(H) =
√
e2 −√1 +√e8 −√e4
1√
1
− 1√
e2
+ 1√
e4
− 1√
e8
=
e− 1 + e4 − e2
1− 1
e
+ 1
e2
− 1
e4
6= e 133 .
We can go further by proving that the generalized meanM(H) = eAvg logH
is not a mean by measure.
Theorem 3.6. There does not exist a Borel measure µ on R+ such that
eAvg logH =Mµ(H) (where H is any Borel set).
Proof. Clearly eAvg log(a,b) =
√
ab (a, b ∈ R+) because Avg(log a, log b) =
log a+log b
2
= log
√
ab ((a, b) and (log a, log b) denote open intervals). If we
assumed that eAvg logH was a mean by measure then by 2.10 we would get
that it would be equal to the mean by measure obtained from the (ordinary)
geometric mean. But it is false by 3.5.
Now we prove that the inequality between the arithmetic and the geo-
metric mean remains valid for the generalized means too.
Theorem 3.7. Let µ be the Borel measure associated to the geometric
mean. Then H ∈ Dom(Mµ) implies that Mµ(H) ≤ Avg(H).
Proof. By 2.21 and 2.22 we only have to show that g
′(x)
f ′(x)
is increasing for
g(x) = x− 1 and f(x) = 1− 1√
x
. But that is equal to x
√
x.
Corollary 3.8. If Ii = (ai, bi) and bi < aj when i < j (1 ≤ i, j ≤ n)
then ∑n
i=1
√
bi −√ai∑n
i=1
1√
ai
− 1√
bi
≤ 1
2
∑n
i=1 b
2
i − a2i∑n
i=1 bi − ai
.
Example 3.9. Let K be the harmonic mean: K(a, b) = 21
a
+ 1
b
. Then
F (x) = x − 2 + 1
x
, f(x) = 1 − 1
x2
, f ′(x) = 2
x3
. Hence µ([a, b]) = µf([a, b]) =
1
a2
− 1
b2
.
Proof. We have to calculate
∫
1
x− 2
1+ 1x
dx =
∫
x+1
x(x−1)dx =
∫
2
x−1dx −
∫
1
x
dx =
2 log(x− 1)− log x+ C = log (x−1)2
x
+ C hence F (x) = x− 2 + 1
x
.
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Let us verify it.
b∫
a
xf ′ =
b∫
a
2
x2
= 2 b−a
ab
. f(b)− f(a) = 1
a2
− 1
b2
= (a+b)(b−a)
a2b2
.
b∫
a
xf ′
f(b)− f(a) = 2
b− a
ab
a2b2
(b− a)(a + b) = 2
1
1
a
+ 1
b
.
Example 3.10. Let K be the logarithmic mean: K(a, b) = a−b
log a−log b .
Then one can easily verifies that F (x) = x log x−x+1, f(x) = log x, f ′(x) =
1
x
. Hence µ([a, b]) = µf([a, b]) = log b− log a.
3.1 Alternative ways
First let us present another way to get the arithmetic mean by some integral.
Proposition 3.11. One can easily show that
b∫
a
d∫
c
x+ y
2
dxdy =
(b2 − a2)(d− c) + (d2 − c2)(b− a)
4
.
Corollary 3.12.
b∫
a
d∫
c
x+y
2
dxdy
λ([a, b])λ([c, d])
=
a + b+ c+ d
4
.
Corollary 3.13.
b∫
a
b∫
a
x+y
2
dxdy
λ([a, b])2
=
a + b
2
.
For a given ordinary mean K one can try to find a measure µ on R such
that
b∫
a
b∫
a
x+y
2
dµ× µ
µ× µ([a, b]× [a, b]) =
b∫
a
b∫
a
x+y
2
dµ(x)dµ(y)
µ([a, b])2
= K(a, b).
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Theorem 3.14. Let K be an ordinary mean that is symmetric, strictly
internal, continuous and ∂K(x,y)
∂y
exists for all {x, y} ∈ Dom(K) and it is
continuous. Then there exists a measure µ that is absolutely continuous to λ
such that
b∫
a
b∫
a
x+y
2
dµ(x)dµ(y)
µ([a,b])2
= K(a, b).
Proof. We follow exactly the same way than in Theorem 3.1.
Let us look for µ in the form µ = µf where f is an increasing differentiable
function. Then µ([a, b]) = f(b) − f(a) and f ′ = dµ
dλ
. Let F be a primitive
function of f .
Then
b∫
a
b∫
a
x+y
2
dµ(x)dµ(y)
µ([a, b])2
=
b∫
a
b∫
a
x+y
2
f ′(x)f ′(y)dxdy
(f(b)− f(a))2 =
b∫
a
1
2
f ′(y)[bf(b)− af(a)− (F (b)− F (a)) + y(f(b)− f(a))]dy
(f(b)− f(a))2 =
1
2
[bf(b)− af(a)− (F (b)− F (a))](f(b)− f(a))
(f(b)− f(a))2 +
1
2
(f(b)− f(a))[bf(b)− af(a)− (F (b)− F (a))]
(f(b)− f(a))2 =
[bf(b)− af(a)− (F (b)− F (a))](f(b)− f(a))
(f(b)− f(a))2 =
bf(b)− af(a)− (F (b)− F (a))
f(b)− f(a) .
That is exactly the same formula that we got in Theorem 3.1. Therefore
the same measure will work here as well.
Problem 1. One might ask the following question. For a given mean
K can we find a measure µ on R such that
b∫
a
b∫
a
K(x,y)dµ(x)dµ(y)
µ([a,b])2
= K(a, b)? For
which means can we expect such measure?
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4 Behaviour in infinity
It is known that
lim
x→+∞
a+ b
2
−(
√
(a+ x)(b+ x)−x) = lim
x→+∞
(a+ x) + (b+ x)
2
−
√
(a+ x)(b+ x) = 0
i.e. in the far distance the geometric mean starts to behave as the arithmetic
mean. Similarly we can ask when a mean by measure Mµ behaves in the
same way, namely
lim
x→+∞
|Mµ(H + x)− Avg(H + x)| = 0 (H ∈ Dom(Mµ)).
We are going to present a sufficient condition for that.
In this section µ will denote a Borel measure on R+.
Definition 4.1. Let I ⊂ R+ be a finite interval.
mI = inf
{µ(H)
λ(H)
: H ⊂ I,H ∈ Dom(Mµ)
}
MI = sup
{µ(H)
λ(H)
: H ⊂ I,H ∈ Dom(Mµ)
}
.
Theorem 4.2. Let µ be a Borel measure on R+ such that if I ⊂ R+ is
a finite interval then 0 < mI ≤MI < +∞ and
lim
x→+∞
MI+x
mI+x
= 1.
Moreover if H is µ-measurable then so is H + x ∀x > 0.
Then H ∈ Dom(Mµ) implies that
lim
x→+∞
|Mµ(H + x)−Avg(H + x)| = 0.
Proof. Let H ∈ Dom(Mµ), x > 0. Let I ⊂ R+ be a finite interval such that
H ⊂ I.
First let us observe thatH ∈ Dom(Mµ) implies thatH+x ∈ Dom(Mµ) ∀x >
0 by the first condition.
Then we get the statement by
mI+x
MI+x
Avg(H) ≤
mI+x
∫
H
xdλ
MI+xλ(H)
≤
∫
H
xdµ
µ(H)
≤
MI+x
∫
H
xdλ
mI+xλ(H)
≤ MI+x
mI+x
Avg(H).
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Now our aim is to prove that the geometric mean satisfies these conditions.
Lemma 4.3. Let (Hi) is a sequence of µ-measurable sets such that
Hi → H in the pseudo-metric dµ. Then µ(Hi)→ µ(H).
Lemma 4.4. Let µ be absolutely continuous with respect to λ. Let
(Hi) be a sequence of bounded λ-measurable sets such that Hi → H in the
pseudo-metric dλ. Let λ(H) > 0, H be bounded. Then
µ(Hi)
λ(Hi)
→ µ(H)
λ(H)
.
Proof. By absolute continuity Hi → H according to dµ as well. Then by
Lemma 4.3 µ(Hi)→ µ(H) and λ(Hi)→ λ(H).
Lemma 4.5. Let µ is absolutely continuous with respect to λ and vica
versa. Let I ⊂ R+ be a finite interval. Then
mI = inf
{µ(K)
λ(K)
: K = ∪ni=1Ii, Ii ⊂ I, Ii∩Ij = ∅ (i 6= j), Ii ∈ Dom(Mµ) (i, j ∈ N)
}
where Ii denotes an interval.
Proof. First let us observe that Dom(Mµ) = Dom(Mλ).
Let m denote the right hand side of the above equality. Obviously mI ≤
m.
Let H ⊂ I,H ∈ Dom(Mµ), ǫ > 0. Then there are countably many
disjoint intervals (Ii) such that H ⊂ ∪∞1 Ii and
∑∞
1 λ(Ii) < λ(H) + ǫ. Then
we can choose n ∈ N such that λ(H)− ǫ <∑n1 λ(Ii) < λ(H) + ǫ. Therefore
we can construct a sequence (Ki) such that Ki is a disjoint union of finitely
many intervals and λ(Ki)→ λ(H). By Lemma 4.4 µ(Ki)λ(Ki) →
µ(H)
λ(H)
.
Proposition 4.6. The Borel measure µ associated to the geometric
mean satisfies the conditions of Theorem 4.2.
Proof. Let I = [c, d]. Let us calculate mI+x.
If a, b ∈ I + x, a < b then µ([a, b]) = 1
e2
( 1√
a
− 1√
b
) = 1
e2
( b−a√
ab(
√
a+
√
b)
). We
get that µ([a,b])
λ([a,b])
= 1
e2
( 1√
ab(
√
a+
√
b)
). If we want its infimum for a, b then a, b
have to tend to d+x. Therefore for one interval the infimum is 1
e2
1
2(d+x)
√
d+x
.
We want to show that if I1, . . . , In ⊂ I, sup Ii < inf Ij (i < j) then
µ(I1)+···+µ(In)
λ(I1)+···+λ(In) >
µ(In)
λ(In)
. We go by induction: Let I1, I2 ⊂ I, sup I1 < inf I2.
Then evidently µ(I1)+µ(I2)
λ(I1)+λ(I2)
>
µ(I2)
λ(I2)
. Let us assume that µ(I1)+···+µ(In−1)
λ(I1)+···+λ(In−1) >
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µ(In−1)
λ(In−1)
. Clearly µ(I1)+···+µ(In)
λ(I1)+···+λ(In) >
µ(In)
λ(In)
is equivalent to µ(I1)+···+µ(In−1)
λ(I1)+···+λ(In−1) >
µ(In)
λ(In)
but by µ(In−1)
λ(In−1)
>
µ(In)
λ(In)
it holds.
Hence by Lemma 4.5 we get that mI+x =
1
e2
1
2(d+x)
√
d+x
. Similarly MI+x =
1
e2
1
2(c+x)
√
c+x
. Finally
lim
x→+∞
MI+x
mI+x
= lim
x→+∞
(d+ x)
√
d+ x
(c+ x)
√
c+ x
= lim
x→+∞
( d
x
+ 1)
√
d
x
+ 1
( c
x
+ 1)
√
c
x
+ 1
= 1.
Corollary 4.7. Let µ be the Borel measure associated to the geometric
mean. Then H ∈ Dom(Mµ) implies that
lim
x→+∞
|Mµ(H + x)−Avg(H + x)| = 0.
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