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On strong dynamics of compressible two-component mixture flow
Tomasz PIASECKI ∗, Yoshihiro SHIBATA †, and Ewelina ZATORSKA ‡
Abstract
We investigate a system describing the flow of a compressible two-component mixture. The sys-
tem is composed of the compressible Navier-Stokes equations coupled with non-symmetric reaction-
diffusion equations describing the evolution of fractional masses. We show the local existence and,
under certain smallness assumptions, also the global existence of unique strong solutions in Lp −Lq
framework. Our approach is based on so called entropic variables which enable to rewrite the system
in a symmetric form. Then, applying Lagrangian coordinates, we show the local existence of solu-
tions applying the Lp-Lq maximal regularity estimate. Next, applying exponential decay estimate
we show that the solution exists globally in time provided the initial data is sufficiently close to some
constants. The nonlinear estimates impose restrictions 2 < p < ∞, 3 < q < ∞. However, for the
purpose of generality we show the linear estimates for wider range of p and q.
MSC Classification: 76N10, 35Q30
Keywords: compressible Navier-Stokes equations, Maxwell-Stefan equations, gaseous mixtures, regu-
lar solutions, maximal regularity, decay estimates
1 Introduction
The Navier-Stokes-Maxwell-Stefan equations provide a description of the multicomponent reactive flows.
The system consists of compressible Navier-Stokes equations for the barycentric velocity and total density
as well as the convection-diffusion equations for the constituents of the mixture. The two subsystems are
coupled by the form of the pressure in the momentum equation and the form of the fluxes in the species
equations. The relation between the diffusion deriving forces for the constituents and the diffusion fluxes
is called the Maxwell-Stefan equations.
In this paper we are interested in analysis of a simple two-component mixture model with neglect of
the heat-conduction and reactivity. The associated system of PDEs reads as follows

∂tρ+ div (ρu) = 0 in Ω× (0, T ),
∂t(ρu) + div (ρu⊗ u)− divS+∇p = 0 in Ω× (0, T ),
∂tρk + div (ρku) + divFk = 0 in Ω× (0, T ),
(1.1)
where ρ denotes the total density of the flow and is a sum of partial densities of the species ρ = ρ1 + ρ2,
u denotes the velocity vector field, p denotes the pressure, F1, F2 the diffusion fluxes for both species
and S denotes the stress tensor given by
S = µD(u) + (ν − µ)divuI (1.2)
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where D(u) = ∇u + ⊤∇u is the doubled deformation tensor. We assume the system (1.1) is supplied
with the initial and boundary conditions{
u = 0, F1 · n = F2 · n = 0 on Γ× (0, T ),
(u, ρ1, ρ2)|t=0 = (u0, ρ10, ρ20) in Ω.
(1.3)
Note that assuming the constraint on the diffusion fluxes F1 + F2 = 0, the species equation, when
summed, give the continuity equation. Therefore wenhave ρ1 = ρ − ρ2, and so, the unknowns of the
system are ρ, u, and one of the partial densities ρ1 or ρ2. For the derivation of system (1.1) from the
kinetic theory of gases in the general multi-component, heat-conducting and reactive case we refer to the
monograph of Giovangigli [19].
In this paper we consider the mixture of ideal gases, therefore the internal pressure of the mixture is
determined through the Boyle law
p =
ρ1
m1
+
ρ2
m2
. (1.4)
Above, mk denotes the molar mass of the species k and for simplicity, we set the gaseous constant equal
to 1. We are interested in the case when the pressure essentially depends on the densities of different
species, therefore we assume
m1 6= m2.
The simplest form of the diffusion fluxes widely used in particular applications is the Fick approximation
Fk ≈ −c∇
(
ρk
ρ
)
, see [15]. The Fick law states that the flux of a species is proportional to the gradient
of the concentration of this species, and does not take into account the presence of all other components.
However, in the real-word applications the cross-diffusion effects cannot be neglected, see for example
[7, 46, 45, 2]. This issue can be solved by considering the so-called Maxwell-Stefan equations for mul-
ticomponent diffusion. These equations relate the diffusion velocities Vi defined as Fi = ρiVi and the
molar and the mass fractions respectively
Xi =
pi
p
, Yi =
ρi
ρ
,
where pk =
ρk
mk
, in the implicit way:
∇Xi − (Yi −Xi)∇ log p︸ ︷︷ ︸
:=di
=
n∑
j=1
j 6=i
(
XiXj
Dij
)
(Vj −Vi) , (1.5)
where Dij > 0 denotes the binary diffusion coefficient, Dij = Dji. The Maxwell-Stefan system (1.5) was
first treated by Giovangigli [17, 18], who used iterative methods to solve these equations, i.e. to find the
inverse matrix that allows to characterize the fluxes as the functions of gradients of concentrations. It
was proven that for positive concentrations Maxwell-Stefan relations lead to the following form of the
fluxes
Fk = −
n∑
l=1
Ckldl, k = 1, ...n, (1.6)
where Ckl are multicomponent flux diffusion coefficients and dl = (d
1
l , d
2
l , d
3
l ) is the species l diffusion
force
dil = ∇xi
(
pl
p
)
+
(
pl
p
− ρk
ρ
)
∇xi log p =
1
p
(
∇xipl −
ρl
ρ
∇xip
)
, (1.7)
appearing in the Maxwell-Stefan equations (1.5). The main properties of the flux diffusion matrix C
discussed in [19, Chapter 7] are
CY = YCT , N(C) = lin{~Y }, R(C) = U⊥, (1.8)
where Y = diag(Y1, . . . , YN ), ~Y = (Y1, . . . , Yn)t, N(C) is the nullspace of C, R(C) is the range of C,
~U = (1, . . . , 1)T , and U⊥ is the orthogonal complement of lin{~U}.
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In this paper we will use the explicit form (1.6). In case of two components it reduces to
F1 = −1
p
(
ρ2
ρ
∇
(
ρ1
m1
)
− ρ1
ρ
∇
(
ρ2
m2
))
, F2 = −F1. (1.9)
Under the assumption (1.6), global in time strong (unique) solutions around the constant equilibrium
for the Cauchy problem was proven by Giovangigli in [19]. He introduced the entropic and normal
variables to symmetrize the system (1.1) and applied the Kawashima and Shizuta theory [24, 25] for
symmetric hyperbolic-parabolic systems of conservation laws. For the local in time existence result to
the species mass balances equations in the isobaric, isothermal case we refer to [3], see also [21]. Later
on, Ju¨ngel and Stelzer generalized this result and combined it with the entropy dissipation method
to prove the global in time existence of weak solutions [23], still in the case of constant pressure and
temperature. The detailed description of the method and its applicability for a range of models we
refer to [22]. For the qualitative and quantitative analysis of the ternary gaseous system together with
numerical simulations we refer to [7]. One should note that constant pressure assumption in (1.5) not only
significantly simplifies the cross-diffusion equations but basically decouples the fluid and the reaction-
diffusion parts of the system (1.1). Stationary problems for compressible mixtures were considered in [49]
under the assumption of Fick law and later in [20, 35, 36] with cross diffusion, however for different molar
masses. Existence of weak solutions for the mixture of non-newtonian fluids has been shown in [8]. Let us
also mention results on multi-phase systems [16, 26] and incompressible mixtures [27, 9, 5]. We would also
like to mention the theoretical results for the systems describing the compressible reacting electrolytes
[11], where the authors prove the existence of global in time weak solutions to the Nernst–Planck–Poisson
model originating from the modelling approach developed by Bothe and Dreyer in the previous paper [4].
The classical mixture models in the sense of [19] were studied in the series of papers [50, 51, 30, 31, 32],
where the global in time existence of weak solutions was proved without any simplification of (1.7). This
was possible thanks to postulate of the so-called Bresch-Desjardins condition for the viscosity coefficients,
which provides an extra estimate of the density gradient and a special form of the pressure. The last
restriction was recently removed by Xi and Xie [52].
The global well-posedness in the framework of strong solutions for the compressible Navier-Stokes(-
Fourier) system under smallness assuptions on the data is already well investigated, see among others [28]
in L2 framework, [48] in Lp setting with slip boundary condition or [38, 13] for a free boudary problem.
However, for the system coupled with reaction-diffusion equations admitting cross-diffusion the issue of
global well posedness of initial-boundary value problems has remained open.
The purpose of this work is to prove the global in time existence of strong solutions to the system
(1.1). Our basic observation is that this system enjoys some smoothing effect when written in terms of
entropic variables [19]. Its symmetric structure enables us apply Lp-Lq maximal regularity estimate to
show the local well posedness and exponential decay estimate to show the global well-posedness under
additional smallness assumptions. The linear estimates are based on the theory of R-bounded operators
(see for instance [10],[33],[37]). The symmetrized system is derived in the next section. Afterwards we
formulate our main results and discuss the structure of the remaining sections.
2 Symmetrization and main Results.
Since F1 and F2 are not independent, we reduce two diffusion equations to one diffusion equation
introducing the normal form, see [19, Chapter 8]. Let
(h, ρ) =
(
1
m2
log ρ2 − 1
m1
log ρ1 , ρ1 + ρ2
)
:= Ψ(ρ1, ρ2). (2.1)
Notice that Ψ : R+ × R+ → R × R+ is a bijection, let us denote its inverse by Φ. Computing ∇h,∇ρ
from (2.1) and solving the resulting linear system for ∇ρ1,∇ρ2 we get
∇ρ1 = m1ρ1
m1ρ1 +m2ρ2
∇ρ− m1ρ1m2ρ2
m1ρ1 +m2ρ2
∇h, ∇ρ2 = m2ρ2
m1ρ1 +m2ρ2
∇ρ+ m1ρ1m2ρ2
m1ρ1 +m2ρ2
∇h. (2.2)
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From (2.2) and the third equations in Eq. (1.1), we have
∂th+ u · ∇h = 1
m2ρ2
∂tρ2 − 1
m1ρ1
∂tρ1 +
1
m2ρ2
u · ∇ρ2 − 1
m1ρ1
u · ∇ρ1
=
1
m2ρ2
(−ρ2divu− divF2)− 1
m1ρ1
(−ρ1divu− divF1)
= −
( 1
m2
− 1
m1
)
divu− 1
m2ρ2
divF2 +
1
m1ρ1
divF1.
Since F1 = −F2, we have
∂th+ u · ∇h = −
( 1
m1ρ1
+
1
m2ρ2
)
divF2 −
(
1
m2
− 1
m1
)
divu,
which leads to
m1m2ρ1ρ2
m1ρ1 +m2ρ2
(∂th+ u · ∇h) + (m1 −m2)ρ1ρ2
m1ρ1 +m2ρ2
= −divF2. (2.3)
Moreover, noting that m1 and m2 are positive constants, by (1.9) and (2.2) we have
−F2 = F1 =1
p
( ρ1
ρm2
∇ρ2 − ρ2
ρm1
∇ρ1
)
=
1
p
{( ρ1ρ2
ρ(m1ρ1 +m2ρ2)
− ρ1ρ2
ρ(m1ρ1 +m2ρ2)
)
∇ρ+ m1ρ
2
1ρ2 +m2ρ1ρ
2
2
ρ(m1ρ1 +m2ρ2)
∇h
}
=
ρ1ρ2
pρ
∇h.
(2.4)
Combining (2.3) and (2.4) formulas gives
m1m2ρ1ρ2
m1ρ1 +m2ρ2
(∂th+ u · ∇h) + (m1 −m2)ρ1ρ2
m1ρ1 +m2ρ2
divu = div
(ρ1ρ2
pρ
∇h
)
. (2.5)
By (1.4) and (2.2), we have
∇p = 1
m1
∇ρ1 + 1
m2
∇ρ2 = ρ
m1ρ1 +m2ρ2
∇ρ+ ρ1ρ2(m1 −m2)
m1ρ1 +m2ρ2
∇h,
Inserting this formula into the second equation in Eq. (1.1), we obtain
ρ(∂tu+ u · ∇u)− divS+ ρ
m1ρ1 +m2ρ2
∇ρ+ ρ1ρ2(m1 −m2)
m1ρ1 +m2ρ2
∇h = 0. (2.6)
Concerning the boundary conditions, by (2.4) the condition ∇ · F1 = 0 is transformed to (∇h) · n = 0.
Thus, setting
Σρ = m1ρ1 +m2ρ2, ρ0 = ρ10 + ρ20, h0 =
1
m2
log ρ20 − 1
m1
log ρ10,
by (2.5) and (2.6) we have the following equations for ρ, u and h:

∂tρ+ div (ρu) = 0 in Ω× (0, T ),
ρ(∂tu+ u · ∇u)− divS+ ρ
Σρ
∇ρ+ (m1 −m2)ρ1ρ2
Σρ
∇h = 0 in Ω× (0, T ),
m1m2ρ1ρ2
Σρ
(∂th+ u · ∇h) + (m1 −m2)ρ1ρ2
Σρ
divu = div
(ρ1ρ2
pρ
∇h
)
in Ω× (0, T ),
u = 0, (∇h) · n = 0 on Γ× (0, T ),
(ρ,u, h)|t=0 = (ρ0,u0, h0) in Ω.
(2.7)
4
To solve Eq. (2.7) in the maximal Lp-Lq regularity class, we introduce Lagrange coordinates {y}. Let
v(y, t) be the velocity field in the Lagrange coordinates and we consider the transformation:
x = y +
∫ t
0
v(y, s) ds. (2.8)
Then for any differentiable function f we have
∂tf(t, φ(t, y)) = ∂tf + v · ∇xf. (2.9)
Moreover, since
∂xi
∂yj
= δij +
∫ t
0
∂vi
∂yj
(y, s) ds (2.10)
where δij are Kronecker’s delta symbols, assuming
sup
t∈(0,T )
∫ t
0
‖∇v(·, s)‖L∞(Ω) ds ≤ δ (2.11)
with some small positive constant δ, the N ×N matrix ∂x/∂y = (∂xi/∂yj) has the inverse(∂xi
∂yj
)−1
= I+V0(kv) (2.12)
where kv =
∫ t
0 ∇v(y, s) ds, I is the N ×N identity matrix, and V0(k) is the N ×N matrix of smooth
functions with respect to k = (kij | i, j = 1 . . . , N) ∈ RN2 defined on |k| < δ with V0(0) = 0, where k is
independent variables corresponding to kv. Let V
0
ij(k) be (i, j)
th components of V0(k), and then V 0ij(k)
are smooth functions with respect to k ∈ Bδ,N2 with V 0ij(0) = 0, where Bδ,N2 denotes the ball of radius
δ centered at the origin in RN
2
. We have
∇x = (I+V0(kv))∇y, ∂
∂xi
=
N∑
j=1
(δij + V
0
ij(kv))
∂
∂yj
. (2.13)
Moreover, as was seen in Stro¨mer [43], the map: x = Φ(y, t) is bijection from Ω onto Ω, and so setting
v(y, t) = u(x, t), η(y, t) = ρ(x, t), ϑ(y, t) = h(x, t) (2.14)
we see that Eq. (2.7) is transformed to the following equations:

∂tη + ηdiv v = R1(U) in Ω× (0, T ),
η∂tv − µ∆v − ν∇div v + η
Σρ
∇η + (m1 −m2)ρ1ρ2
Σρ
∇ϑ = R2(U) in Ω× (0, T ),
m1m2ρ1ρ2
Σρ
∂tϑ+
(m1 −m2)ρ1ρ2
Σρ
div v − div
(ρ1ρ2
pρ
∇ϑ
)
= R3(U) in Ω× (0, T ),
v = 0, (∇ϑ) · n = R4(U) on Γ× (0, T ),
(η,v, ϑ)|t=0 = (ρ0,u0, h0) in Ω.
(2.15)
Here, R1(U), R2(U), R3(U) and R4(U) are nonlinear functions with respect to U = (η,v, ϑ), which are
given in Sect. 3 below.
Our main results are the following two theorems. The first one concerns the local well-posedness.
Theorem 1. Let 2 < p < ∞, 3 < q < ∞ and L > 0. Assume that 2/p + 3/q < 1 and that Ω is a
uniform C3 domain in RN (N ≥ 2). Let ρ10(x), ρ20(x), and u0(x) be initial data for Eq. (1.1). Assume
that there exist positive numbers a1 and a2 for which
a1 ≤ ρ10(x), ρ20(x) ≤ a2 for any x ∈ Ω. (2.16)
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Let (h0(x), ρ0(x)) = Ψ(ρ10(x), ρ20(x)). Then, there exists a time T > 0 depending on a1, a2 and L such
that if ρ10, ρ20, u0 and h0 satisfy the condition:
‖∇(ρ10, ρ20)‖Lq(Ω) + ‖u0‖B2(1−1/p)q,p (Ω) + ‖h0‖B2(1−1/p)q,p (Ω) ≤ L (2.17)
and the compatibility condition:
u0|Γ = 0, (∇h0) · n|Γ = 0, (2.18)
then problem (2.15) admits a unique solution (η,v, ϑ) with
η − ρ0 ∈ H1p ((0, T ), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)3) ∩ Lp((0, T ), H2q (Ω)3),
ϑ ∈ H1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω))
possessing the estimates:
‖η − ρ0‖H1p((0,T ),H1q (Ω)) + ‖∂t(v, ϑ)‖Lp((0,T ),Lq(Ω)) + ‖(v, ϑ)‖Lp((0,T ),H2q (Ω)) ≤ CL,
a1 ≤ ρ(x, t) ≤ 2a2 + a1 for (x, t) ∈ Ω× (0, T ),
∫ T
0
‖∇v(·, s)‖L∞(Ω) ≤ δ.
Here, C is some constant independent of L.
The second main result gives the global well-posedness:
Theorem 2. Let 2 < p <∞, 3 < q <∞ and L > 0. Assume that 2/p+3/q < 1 and that Ω is a bounded
domain whose boundary Γ is a compact C3 hypersurface. Let ρ1∗ and ρ2∗ be any positive numbers and
set (h∗, ρ∗) = Ψ(ρ1∗, ρ2∗) ∈ R×R+. Then, there exists a small number ǫ > 0 depending on ρ1∗, ρ2∗ such
that if the initial data (ρ0,u0, h0) satisfy the smallness condition:
‖(ρ10 − ρ1∗, ρ20 − ρ2∗)‖H1q (Ω) + ‖u0‖B2(1−1/p)q,p (Ω) + ‖h0 − h∗‖B2(1−1/p)q,p (Ω) ≤ ǫ (2.19)
and the compatibility condition (2.18) then problem (2.15) with T =∞ admits a unique solution (η,v, ϑ)
with
η ∈ H1p ((0,∞), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)N ) ∩ Lp((0,∞), H2q (Ω)N ),
ϑ ∈ H1p ((0,∞), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω))
possessing the estimates:
‖eγt∇η‖Lp((0,∞),Lq(Ω)) + ‖eγt∂tη‖Lp((0,∞),H1q (Ω)) + ‖eγt∂t(v, ϑ)‖Lp((0,∞),Lq(Ω)) + ‖eγtv‖Lp((0,∞),H2q (Ω))
+ ‖eγt∇ϑ‖Lp((0,∞),H1q (Ω)) + ‖(ρ1, ρ2)− (ρ1∗, ρ2∗)‖L∞((0,∞),H1q (Ω)) ≤ Cǫ,
ρi∗/4 ≤ ρi(x, t) ≤ 4ρi∗ in (x, t) ∈ Ω× (0,∞) for i = 1, 2,
∫ T
0
‖∇v(·, s)‖L∞(Ω) ≤ δ
for some constant C > 0 independent of ǫ.
The rest of the paper is organized as follows. In Sect.3, we derive the formulas Ri(U) (i = 1, . . . , 4) in
the right side of Eq. (2.15). In Sect.4, assuming the maximal Lp-Lq theory for the linearized equations,
we prove Theorem 1. In Sect.5, assuming the decay properties of solutions of the linearized equations,
we prove Theorem 2. In Sect.6, we prove the maximal Lp-Lq regularity for the linearized equations and
in Sect.7 we prove the decay theorem for the linearized equations.
Notation
We conclude this section by summarizing the symbols used throughout the paper. We denote the sets of
all complex numbers, real numbers and natural numbers by C, R, and N, respectively, and N0 = N∪{0}. I
stands for theN×N identity matrix or the identity operator. For any multi-index α = (α1, . . . , αN ) ∈ NN0
we set ∂αx h = ∂
α1
1 · · ·∂αNN h with ∂i = ∂/∂xi. In particular, for scalar functions θ, vector functions
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u = ⊤(u1, . . . , uN ) and n ∈ N0 we set ∇nθ = (∂αx θ | |α| = n) and ∇nu = (∇nuj | j = 1, . . . , N).
In particular, ∇0 = I, ∇1 = ∇. For any N -vectors a = ⊤(a1, . . . , aN) and b = ⊤(b1, . . . , bN ), let
a ·b =< a,b >=∑Nj=1 ajbj . For any domain G in RN , let Lq(G), Hmq (G), and Bsq,p(G) be the standard
Lebesgue, Sobolev, and Besov spaces on G, and let ‖ · ‖Lq(G), ‖ · ‖Hmq (G), and ‖ · ‖Bsq,p(G) denote their
respective norms. Let (·, ·)θ,p and (·, ·)[θ] denote the real interpolation functor and complex interpolation
functor, respectively. Note that Bm+θq,p (G) = (H
m
q (G), H
m+1
q (G))θ,p. For a Banach space X with norm
‖ · ‖X , let Xd = {(f1, . . . , fd) | fi ∈ X (i = 1, . . . , d)}, and write the norm of Xd as simply ‖ · ‖X , which
is defined by ‖f‖X =
∑d
j=1 ‖fj‖X for f = (f1, . . . , fd) ∈ Xd. Let
Hq(G) = {F = (f1, f2, f3) | f1 ∈ H1q (G), f2 ∈ Lq(G)N , f3 ∈ Lq(G)},
‖F‖Hq(G) = ‖f1‖H1q (G) + ‖(f2, f3)‖Lq(G) for F = (f1, f2, f3) ∈ Hq(G),
Dq(G) = {U = (ζ,v, ϑ) | ζ ∈ H1q (G), v ∈ H2q (G)N , ϑ ∈ H2q (G)},
‖U‖Dq(Ω) = ‖ζ‖H1q (G) + ‖(v, ϑ)‖H2q (G) for U = (ζ,v, ϑ) ∈ Dq(G),
Dp,q(G) = {U0 = (ζ0,v0, ϑ0) | ζ0 ∈ H1q (G), v0 ∈ B2(1−1/p)q,p (G)N , ϑ0 ∈ B2(1−1/p)q,p (G)},
‖U0‖Dp,q(G) = ‖ζ0‖H1q (G) + ‖(v0, ϑ0)‖B2(1−1/p)q,p (G) for U0 = (ζ0,v0, θ0) ∈ Dp,q(G),
Yq(G) = {(h1, h2) | h1 ∈ Lq(G), h2 ∈ H1q (G)}, ‖(h1, h2)‖Yq(G) = ‖h1‖Lq(G)
Yq(G) = {(F1, F2, F3) | F1, F2 ∈ Lq(Ω), F3 ∈ H1q (Ω)},
‖(F1, F2, F3)‖Yq(G) = ‖(F1, F2)‖Lq(G) + ‖F3‖H1q (G).
Let (u,v)G =
∫
G u · v dx and let (u,v)∂G =
∫
∂G u · v dω, where dω denotes the surface element on ∂G.
For 1 ≤ p ≤ ∞, Lp((a, b), X) and Hmp ((a, b), X) denote the standard Lebesgue and Sobolev spaces of
X-valued functions defined on an interval (a, b), and ‖·‖Lp((a,b),X), ‖·‖Hmp ((a,b),X) denote their respective
norms. Let Hsp(R, X) be the standard X-valued Bessel potential space and ‖ · ‖Hsp(R,X) its norm. Let
C∞0 (G) be the set of all C
∞ functions whose supports are compact and contained in G. For two Banach
spaces X and Y , X+Y = {x+y | x ∈ X, y ∈ Y }, L(X,Y ) denotes the set of all bounded linear operators
from X into Y and L(X,X) is written simply as L(X). For a domain U in C, Hol (U,L(X,Y )) denotes
the set of all L(X,Y )-valued holomorphic functions defined on U . Let Σǫ = {λ ∈ C\{0} | | argλ| ≤ π−ǫ}
and Σǫ,λ0 = {λ ∈ Σǫ | |λ| ≥ λ0}. Moreover, the letter C denotes a generic constant and Ca,b,c,··· denotes
that the constant Ca,b,c,··· depends on a, b, c, · · · . The value of C and Ca,b,c,··· may change from line to
line.
3 Lagrange transformation
In this section we rewrite all necessary differential operators under the Lagrange transformation (2.8)
under the assumption (2.11). This way e obtain exact form of the right hand side of (2.15). We have
div x = div y +
n∑
i,j=1
V0ij(kv)
∂vi
∂yj
, (3.1)
therefore by (2.9),(2.13) and (2.14), we obtain (2.15)1 with
R1(U) = −η
N∑
i,j=1
V 0ij(kv)
∂vi
∂yj
. (3.2)
Here and in the following, we set U = (η,v, ϑ). Now we have to transform second order operators. By
(2.13), we have
∆u =
3∑
k=1
∂
∂xk
(
∂u
∂xk
)
=
3∑
k,ℓ,m=1
(
δkℓ + V
0
kl(kv)
) ∂
∂yℓ
(
(δkm + V
0
km(kv))
∂v
∂ym
)
,
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and so setting
A2∆(k)∇2v = 2
∑
ℓ,m=1
V 0kℓ(k)
∂2v
∂yℓ∂ym
+
N∑
k,ℓ,m=1
V 0kℓ(k)V
0
km(k)
∂2v
∂yℓ∂ym
,
A1∆(k)∇v =
3∑
ℓ,m=1
(∇kV 0ℓm)(k)
∫ t
0
(∂l∇v) ds ∂v
∂ym
+
3∑
k,ℓ,m=1
V 0kℓ(k)(∇kV 0km)(k)
∫ t
0
∂ℓ∇v ds ∂v
∂ym
we have
∆u = ∆v +A2∆(kv)∇2v +A1∆(kv)∇v.
And also, by (2.13), we have
∂
∂xj
divu =
3∑
k=1
(δjk + V
0
jk(kv))
∂
∂yk

div v + 3∑
ℓ,m=1
V 0ℓm(kv)
∂vℓ
∂ym

 ,
and so setting
A2div ,j(k)∇2v =
3∑
ℓ,m=1
V 0ℓm(k)
∂2vℓ
∂ym∂yj
+
3∑
k=1
V 0jk(k)
∂
∂yk
div v +
3∑
k,ℓ=1
V 0jk(k)V
0
ℓm(k)
∂2vℓ
∂yk∂ym
,
A1div ,j(k)∇v =
3∑
ℓ,m=1
(∇kV 0ℓm)(k)
∫ t
0
∂j∇v ds ∂vℓ
∂ym
+
3∑
k,ℓ,m=1
V 0jk(k)(∇kV 0ℓm)(k)
∫ t
0
∂k∇v ds ∂vℓ
∂ym
,
we have
∂
∂xj
divu =
∂
∂yj
div v +A2div ,j(kv)∇2v +A1div ,j(kv)∇v.
By (2.13), we have
ρ
Σρ
∇ρ+ (m1 −m2)ρ1ρ2
Σρ
∇h = η
Σρ
(∇η + V 0(kv)∇η) + (m1 −m2)ρ1ρ2
Σρ
(∇ϑ+ V 0(kv)∇ϑ) .
Thus, noting that ∂tu+ u · ∇u = ∂tv and setting
R2(U) = µA2∆(kv)∇2v + µA1∆(kv)∇v + νA2div (kv)∇2v + νA1div (kv)∇v
− η
Σρ
V 0(kv)∇η − (m1 −m2)ρ1ρ2
Σρ
V 0(kv)∇ϑ,
(3.3)
where Aidiv (k)∇iv = ⊤(Aidiv ,1(k)∇iv, . . . , Aidiv ,N(k)∇iv) (∇1 = ∇), we have
η∂tv − µ∆v − ν∇v + η
Σρ
∇η + (m1 −m2)ρ1ρ2
Σρ
∇ϑ = R2(U) in Ω× (0, T ).
By (2.13), we have
div x
(ρ1ρ2
pρ
∇h
)
=
ρ1ρ2
pρ
(∆ϑ+A2∆∇2(kv)ϑ+A1∆(kv)∇ϑ) +∇x
(ρ1ρ2
pρ
)
· (∇ϑ+ V 0(kv)∇ϑ)
= div y
(ρ1ρ2
pρ
∇ϑ
)
+
ρ1ρ2
pρ
(A2∆(kv)∇2ϑ+A1∆(kv)∇ϑ)
+
(
2V 0(kv) + (V
0(kv))
2
)∇y(ρ1ρ2
pρ
)
∇ϑ.
Thus, noting that ∂th+ u · ∇h = ∂tϑ and setting
R3(U) =
ρ1ρ2
pρ
(A2∆(kv)∇2ϑ+A1∆(kv)∇ϑ) +∇
(ρ1ρ2
pρ
)
V 0(kv)∇ϑ
− (m1 −m2)ρ1ρ2
Σρ
3∑
j,k=1
V 0jk(kv)
∂vj
∂yk
,
(3.4)
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we obtain (2.15)3.
Finally, by the Taylor formula we have
n(x) = n
(
y +
∫ t
0
v(y, s) ds
)
= n(y) +
∫ 1
0
(∇n)
(
y + τ
∫ t
0
v(y, s) ds
)
dτ
∫ t
0
v(y, s) ds,
and so setting
R4(U) =− n
(
y +
∫ t
0
v(y, s) ds) · (V0(kv)∇ϑ
)
−
(∫ 1
0
(∇n)(y + τ
∫ t
0
v(y, s) ds) dτ
∫ t
0
v(y, s) ds
)
· ∇ϑ,
(3.5)
we obtain (2.15).
4 Linearized problem for the local well-posedness
Let ρ10(x), ρ20(x) and u0(x) be initial data for Eq. (1.1). Let α1 and α2 be postive numbers for which
we assume that
α1 ≤ ρ10(x), ρ20(x) ≤ α2 for any x ∈ Ω, ‖∇(ρ10, ρ20)‖Lr(Ω) ≤ α2 (4.1)
where α1 and α2 are some positive constants and 3 < r < ∞. Let (h0(x), ρ0(x)) = Ψ(ρ10(x), ρ20(x)),
where Ψ is defined in (2.1). Obviously, since ρ0(x) = ρ10(x) + ρ20(x),we have
2α1 ≤ ρ0(x) ≤ 2α2, |h0(x)| ≤ α3 (4.2)
where α3 = (
1
m1
+ 1m2 )(| logα1|+ | logα2|). We linearize Eq. (2.15) at (ρ10(x), ρ20(x), 0). Let
ρ = ρ0(x) + ζ, Σ
0
ρ(x) = m1ρ10(x) +m2ρ20(x), γ1(x) =
ρ0(x)
Σ0ρ(x)
,
γ2(x) =
(m1 −m2)ρ10(x)ρ20(x)
Σ0ρ(x)
, γ3(x) =
m1m2ρ10(x)ρ20(x)
Σ0ρ(x)
,
γ4(x) =
ρ10(x)ρ20(x)
p0(x)ρ0(x)
, p0(x) =
ρ10(x)
m1
+
ρ20(x)
m2
.
(4.3)
We then write Eq. (2.15) as

∂tζ + ρ0div v = f1(U) in Ω× (0, T ),
ρ0∂tv − µ∆v − ν∇div v + γ1∇ζ + γ2∇ϑ = f2(U) in Ω× (0, T ),
γ3∂tϑ+ γ2div v − div (γ4∇ϑ) = f3(U) in Ω× (0, T ),
v = 0, (∇ϑ) · n = g(U) on Γ× (0, T ),
(ζ,v, ϑ)|t=0 = (0,u0, h0) in Ω,
(4.4)
where we have set U = (ρ,v, ϑ), ρ = ρ0(x) + ζ, and
f1(U) = R1(U)− ζdiv v,
f2(U) = R2(U)− ζ∂tv − (ρ0 + ζ)
(
1
Σρ
− 1
Σ0ρ
)
∇(ρ0 + ζ)− ρ0 + ζ
Σ0ρ
∇(ρ0) (4.5)
− ζ
Σ0ρ
∇ζ − (m1 −m2)
(
ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
∇ϑ,
f3(U) = R3(U)−m1m2
(
ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
∂tϑ− (m1 −m2)
(
ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
div v
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+ div
((
ρ1ρ2
pρ
− ρ10ρ20
p0ρ0
)
∇ϑ
)
,
g(U) = R4(U). (4.6)
In the next section we solve the system (4.4) by the Banach fixed point theorem.
5 Local well-posedness – proof of Theorem 1
To prove the local well-posedness, we use the maximal regularity result for the following equations:

∂tζ + ρ0(x)div v = f1 in Ω× (0, T ),
ρ0(x)∂tv − µ∆v − ν∇div v + γ1(x)∇ζ + γ2(x)∇ϑ = f2 in Ω× (0, T ),
γ3(x)∂tϑ+ γ2(x)div v − div (γ4(x)∇ϑ) = f3 in Ω× (0, T ),
v|Γ = 0, (∇ϑ) · n = g on Γ× (0, T ),
(ζ,v, ϑ)|t=0 = (ζ0,v0, ϑ0) in Ω.
(5.1)
Here γ1(x), γ2(x), γ3(x) and γ4(x) have been given in (4.3). We assume that ρ10(x), ρ20(x) are uniformly
continous functions defined on Ω satisfying (4.1). Then we see immediately that there exist positive
constants α3 < α4 depending on α1 and α2 for which
α3 ≤ ρ0(x), γ1(x), γ3(x), γ4(x) ≤ α4 for x ∈ Ω,
‖∇(ρ0, γ1, γ2, γ3, γ4)‖Lr(Ω) ≤ α4. (5.2)
For a Banach space X with norm ‖ · ‖X , let Hsp(R, X) be a X valued Bessel potential space of order
s ∈ (0, 1) defined by
Hsp(R, X) = {f ∈ Lp(R, X) | ‖f‖Hsp(R,X) <∞}, ‖f‖Hsp(R,X) = ‖F−1[(1 + τ2)s/2F [f ](τ)]‖Lp(R,X),
where F and F−1 denote the Fourier transform and its inverse formula. The following theorems gives
maximal Lp − Lq regularity estimate for the system (5.1).
Theorem 3. Let 1 < p, q < ∞, 2/p+ 1/q 6= 2 and 2/p+ 1/q 6= 1. Assume that Ω is a uniformly C2
domain. Then, there exists a constant γ0 for which the following assertion holds. Let
ζ0 ∈ H1q (Ω), v0 ∈ B2(1−1/p)q,p (Ω)3, ϑ0 ∈ B2(1−1/p)q,p (Ω),
f1 ∈ Lp((0, T ), H1q (Ω)), f2 ∈ Lp((0, T ), Lq(Ω)3), f3 ∈ Lp((0, T ), Lq(Ω)),
e−γtg ∈ Lp(R, H1q (Ω)) ∩H1/2p (R, Lq(Ω))
for any γ ≥ γ0. Assume that v0 and ϑ0 satisfy the compatibility conditions:
v0|Γ = 0 on Γ for 2/p+ 1/q < 2, (∇ϑ0) · n = g|t=0 on Γ for 2/p+ 1/q < 1.
Then, problem (5.1) admits unique solutions ζ, v and ϑ with
ζ ∈ H1p ((0, T ), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)3) ∩ Lp((0, T ), H2q (Ω)3),
ϑ ∈ H1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω))
possessing the estimate:
‖ζ‖H1p((0,T ),H1q (Ω)) + ‖∂t(v, ϑ)‖Lp((0,T ),Lq(Ω)N ) + ‖(v, ϑ)‖Lp((0,T ),H2q (Ω))
≤ CγeγT{‖ρ0‖H1q (Ω) + ‖(v0, ϑ0)‖B2(1−1/p)q,p (Ω) + ‖(f1, f2, f3)‖Lp((0,T ),Lq(Ω))
+ ‖e−γtg‖Lp(R,H1q (Ω)) + ‖e−γtg‖H1/2p (R,Lq(Ω))}
for any γ ≥ γ0, where C is a constant depending on γ.
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Remark 4. All the constants appearing in Theorem 3 depend on α1 and α2.
Postponing the proof of Theorem 3, we prove Theorem 1. Let HT,M be the underlying space for our
fixed point argument, which is defined by
HT,M = {(ζ,v, ϑ) | ζ ∈ H1p ((0, T ), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)3) ∩ Lp((0, T ), H2q (Ω)3),
ϑ ∈ H1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω)), (ζ,v, ϑ)|t=0 = (0,u0, h0) in Ω,
[ζ,v, ϑ]T = ‖ζ‖H1p((0,T ),H1q (Ω)) + ‖∂t(v, ϑ)‖Lp((0,T ),Lq(Ω)) + ‖(v, ϑ)‖Lp((0,T ),H2q (Ω)) ≤M}.
(5.3)
Here, T and M are positive constants determined later. Since T will be chosen positive small number
eventually, we may assume that 0 < T ≤ 1. Moreover, by Sobolev’s inequality and Ho¨lder’s inequality,
we have∫ T
0
‖∇v(·, t)‖L∞(Ω) dt ≤ C
∫ T
0
‖v(·, t)‖H2q (Ω) dt ≤ T 1/p
′
(∫ T
0
‖v(·, t)‖pH2q (Ω) dt
)1/p
≤MT 1/p′ .
Thus, choosing T > 0 so small that MT 1/p
′ ≤ δ, we may assume that the condition (2.11) holds for any
(ζ,v, ϑ) ∈ HT,M . Let
I = ‖∇ρ0‖H1q (Ω) + ‖(v, h0)‖B2(1−1/p)q,p (Ω),
and then by (2.17) we have
I ≤ L (5.4)
because ρ0(x) = ρ10(x) + ρ20(x). Let Ψ be the map defined in (2.1), which is C
∞ diffeomorphism from
R+ × R+ onto R× R+. Let Φ be its inverse map. Let (ω,w, ϕ) ∈ HT,M , let U = (ρ0(x) + ω,w, ϕ), and
let (ρ1, ρ2) = Φ(ϕ, ρ0 + ω). Since (ω,w, ϕ)|t=0 = (0,u0, h0), we have
(ρ10(x), ρ20(x)) = Φ(ϕ, ρ0(x) + ω)|t=0. (5.5)
Let Ri(U) be functions given in (3.2), (3.3), (3.4), and (3.5), where η, v =
⊤(v1, . . . , vN ), and ϑ are
replaced by ρ0+ω, w =
⊤(w1, . . . , wN ), and ϕ. Let (ζ,v, ϑ) be a solution of Eq. (5.1) with ζ0 = 0,v0 =
u0, ϑ0 = h0, f1 = f1(U), f = f2(U), f3 = f3(U) and g = g(U), where ζ, v and ϑ are replaced by ω, w
and ϕ, respectively.
First, we estimate f1 = f1(U), f = f2(U), f3 = f3(U) and g = g(U). Notice that
sup
t∈(0,T )
‖ω(·, t)‖H1q (Ω) ≤ T 1/p
′
M ≤M,
sup
t∈(0,T )
‖ϕ(·, t)− h0‖B2(1−1/p)q,p (Ω) + sup
t∈(0,T )
‖w(·, t)− u0‖B2(1−1/p)q,p (Ω) ≤ C(M + L).
(5.6)
In fact, since ω(·, 0) = 0, we have
‖ω(·, t)‖H1q (Ω) ≤
∫ t
0
‖∂tω)(·, s)‖H1q (Ω) ds ≤ T 1/p
′‖∂tω‖Lp((0,T ),H1q (Ω)) ≤ T 1/p
′
M ≤M,
where we have used the fact that T ≤ 1 in the last step. To prove the bound for the second term in
(5.6), we use the extension map eT defined by
eT [f ](·, t) =


0 t < 0,
f(·, t) 0 < t < T,
f(·, 2T − t) T < t < 2T,
0 t > 2T.
(5.7)
Obviously, eT [f ](·, t) = f(·, t) for t ∈ (0, T ). If f |t=0, then we have
∂teT [f ](·, t) =


0 t < 0,
(∂tf)(·, t) 0 < t < T,
−(∂tf)(·, 2T − t) T < t < 2T,
0 t > 2T.
(5.8)
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Let X and Y be two Banach spaces such that X is a dense subset of Y and X ⊂ Y is continuous, and
then we know (cf. [44, p.10]) that
H1p ((0,∞), Y ) ∩ Lp((0,∞), X) ⊂ C([0,∞), (X,Y )1/p,p) (5.9)
and
sup
t∈(0,∞)
‖u(t)‖(X,Y )1/p,p ≤ (‖u‖pLp((0,∞),X) + ‖u‖
p
H1p((0,∞),Y )
)1/p (5.10)
for each p ∈ (1,∞), Applying this fact and using (5.7) and (5.8), we have
sup
t∈(0,T )
‖ϕ(·, t)− h0‖B2(1−1/p)q,p (Ω) ≤ sup
t∈(0,∞)
‖eT [ϕ− h0]‖B2(1−1/p)q,p (Ω)
= (‖eT [ϕ− h0]‖pLp((0,∞),H2q (Ω)) + ‖eT [ϕ− h0]‖
p
H1p((0,∞),Lq(Ω))
)1/p
≤ C(‖ϕ− h0‖Lp((0,∞),H2q (Ω)) + ‖∂tϕ‖Lp((0,T ),Lq(Ω))) ≤ C(M + T 1/pL) ≤ C(M + L).
Here and in the following, C denotes a generic constant independent of M , L, and T . C depends at most
on a1 and a2, for which (2.16) holds. Analogously, we have the third inequality in (5.6).
Since 2/p+3/q < 1, we have 1+ 3/q < 2(1− 1/p), and so by Sobolev’s imbedding theorem and (5.6)
we have
‖(ϕ,w)‖L∞((0,T ),H1∞(Ω)) ≤ CM. (5.11)
Since ρ0(x) = ρ10(x) + ρ20(x), by (2.16) we have
2a1 ≤ ρ0(x) ≤ 2a2 for x ∈ Ω. (5.12)
If we choose T > 0 so small that T 1/p
′
M ≤ a1, by (5.12) and (5.6), we have
a1 ≤ ρ0(x) + ω ≤ 2a2 + a1 (5.13)
for all (x, t) ∈ Ω× (0, T ). Since Φ is a C∞ diffeomorphism from R×R+ onto R+×R+, for any compact
set A ⊂ R × R+ Φ(A) is a compact set in R+ × R+, and so by (5.13) and (5.11), there exist positive
constants a4 and a5 depending on a1, a2, and M for which
a4 ≤ ρ1(x, t), ρ2(x, t) ≤ a5 for (x, t) ∈ Ω× (0, T ). (5.14)
We now prove that
‖(ρ1, ρ2)− (ρ10, ρ20)‖L∞((0,T ),H1q (Ω)) ≤ C(L+M)T θ/p
′
(5.15)
for some θ ∈ (0, 1). By (5.5) we have
sup
t∈(0,T )
‖(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖Lq(Ω) ≤
∫ T
0
‖∂tΦ(ϕ(·, t), ρ0(·) + ω(·, t))‖Lq(Ω) dt
≤
∫ T
0
‖Φ′(ϕ(·, t), ρ0(·) + ω(·, t))‖L∞(Ω)‖(∂tϕ(·, t), ∂tω(·, t))‖Lq(Ω) dt.
(5.16)
By (5.11) and (5.13), we have
sup
t∈(0,T )
‖Φ′(ϕ(·, t), ρ0(·) + ω(·, t))‖L∞(Ω) ≤ a6 (5.17)
for some positive constant a6 depending on a1, a2, M but independent of T . Thus, by (5.16) we have
sup
t∈(0,T )
‖(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖Lq(Ω) ≤ a6
∫ T
0
‖(∂tϕ(·, t), ∂tω(·, t))‖Lq(Ω) dt
≤ a6T 1/p
′‖∂t(ϕ, ω)‖Lp((0,T ),Lq(Ω)) ≤ a6MT 1/p
′
.
(5.18)
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Moreover, by (2.17) and (5.4) we have
‖∇(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖Lq(Ω)
≤ ‖Φ′(ϕ(·, t), ρ0(·) + ω(·, t)‖L∞(Ω)‖(∇ϕ(·, t),∇ρ0(·) +∇ω(·, t))‖Lq(Ω) + ‖∇(ρ10, ρ20)‖Lq(Ω)
≤ a6(‖∇ϕ(·, t)‖Lq(Ω) + ‖∇ω(·, t)‖Lq(Ω)) + a6‖∇ρ0‖Lq(Ω) + ‖∇(ρ10, ρ20)‖Lq(Ω).
Thus, by (5.6)
sup
t∈(0,T )
‖∇{(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))}‖Lq(Ω) ≤ C(L +M). (5.19)
Since W
3/q+ǫ
q (Ω) ⊂ L∞(Ω) with some small ǫ for which 3/q + ǫ < 1 and this inclusion is continuous as
follows from Sobolev’s imbedding theorem, by real interpolation theorem
sup
t∈(0,T )
‖(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖L∞(Ω)
≤ ( sup
0∈(0,T )
‖(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖Lq(Ω))θ
× ( sup
0∈(0,T )
‖(ρ1(·, t), ρ2(·, t))− (ρ10(·), ρ20(·))‖H1q (Ω))1−θ ≤ C(M + L)T θ/p
′
(5.20)
with θ = 1− (3/q + ǫ) ∈ (0, 1). By (5.20), (5.14), and (2.16), we have∥∥∥ 1
Σρ
− 1
Σ0ρ
∥∥∥
L∞((0,T ),L∞(Ω))
+
∥∥∥ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
∥∥∥
L∞((0,T ),L∞(Ω))
+
∥∥∥ρ1ρ2
pρ
− ρ10ρ20
p0ρ0
∥∥∥
L∞((0,T ),L∞(Ω))
≤ C(M + L)T θ/p′.
(5.21)
Moreover, by (5.19) we have
sup
t∈(0,T )
‖∇(ρ1(·, t), ρ2(·, t))‖Lq(Ω) ≤ C(L +M),
and so by (5.14) and (2.16) we get∥∥∥∇(ρ1ρ2
pρ
− ρ10ρ20
p0ρ0
)∥∥∥
L∞((0,T ),Lq(Ω))
≤ C(M + L). (5.22)
Using (5.11), (5.6), (5.21), and (5.22), we conclude∥∥∥(ρ0 + ω)( 1
Σρ
− 1
Σ0ρ
)
∇(ρ0 + ω)
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C‖ρ0 + ω‖2L∞((0,T ),H1q (Ω))T
1/p(M + L)T θ/p
′ ≤ C(M + L)3T (1/p+θ/p′);∥∥∥ρ0 + ω
Σ0ρ
∇ρ0
∥∥∥
Lp((0,∞),Lq(Ω))
≤ C(M + L)LT 1/p;∥∥∥ ω
Σ0ρ
∇ω
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C‖ω‖L∞((0,T ),H1q (Ω))T 1/p ≤ CL2T 1/p;∥∥∥(ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
∇ϕ
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C(M + L)LT (θ/p′+1/p);∥∥∥(ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
∂tω
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C(M + L)T θ/p′‖∂tω‖Lp((0,T ),Lq(Ω)) ≤ CM(M + L)T θ/p
′
;∥∥∥(ρ1ρ2
Σρ
− ρ10ρ20
Σ0ρ
)
divw
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C(M + L)T θ/p′T 1/p‖w‖L∞((0,T ),H1q (Ω)) ≤ C(M + L)2T (θ/p
′+1/p);∥∥∥div ((ρ1ρ2
pρ
− ρ10ρ20
p0ρ0
)
∇ϕ
)∥∥∥
Lp((0,T ),Lq(Ω))
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≤ C(M + L)T θ/p′‖ϕ‖Lp((0,T ),H2q (Ω))
+
∥∥∥∇(ρ1ρ2
pρ
− ρ10ρ20
p0ρ0
)∥∥∥
L∞((0,T ),Lq(Ω))
‖∇ϕ‖L∞((0,T ),L∞(Ω))T 1/p
≤ C(M(M + L)T θ/p′ + (M + L)2T 1/p). (5.23)
Next, we estimate nonlinear terms from the Lagrange transformation. In (4.4), we set U = (ω,w, ϕ).
Recall that 3 < q <∞. By Sobolev’s inequality and (5.6), we have
‖ωdivw‖H1q (Ω) ≤ C‖ω‖H1q (Ω)‖w‖H2q (Ω) ≤ CT 1/p
′
M‖w‖H2q (Ω),
and so, we have
‖ωdivw‖Lp((0,T ),H1q (Ω)) ≤ CT 1/p
′
M‖w‖Lp((0,T ),H2q (Ω)) ≤ CT 1/p
′
M2.
Replacing v by w in (3.2), by Sobolev’s inequality and (5.6), we have
‖R1‖H1q (Ω) ≤ C(‖ρ0‖H1q (Ω) + ‖ω‖H1q (Ω))
∫ t
0
‖w(·, s)‖H2q (Ω) ds‖w(·, t)‖H2q (Ω)
≤ C(L +M)T 1/p′‖w‖Lp((0,T ),H2q (Ω))‖w(·, t)‖H2q (Ω),
and so, we have
‖R1‖Lp((0,T ),H1q (Ω)) ≤ C(L+M)M2T 1/p
′
.
Thus, we obtain
‖f1(U)‖Lp((0,T ),H1q (Ω)) ≤ C(M2 + (L+M)M2)T 1/p
′
. (5.24)
Next, we consider f2(U). By (5.11), we have
‖
∫ t
0
∇w(·, s) ds∇2w(·, t)‖Lq(Ω) ≤ T ‖∇w‖L∞(0,T ),L∞(Ω)‖∇2w(·, t)‖Lq(Ω)
≤ CMT ‖∇2w(·, t)‖Lq(Ω),
and therefore
‖
∫ t
0
∇w(·, s) ds∇2w(·, t)‖Lp((0,T ),Lq(Ω)) ≤ CTML.
By Ho¨lder’s inequality and (5.11), we also get
‖
∫ t
0
∇2w(·, s) ds∇w(·, t)‖Lq(Ω) ≤ T 1/p
′
(∫ T
0
‖∇2w(·, t)‖pLq(Ω)
)1/p
‖∇w(·, t)‖L∞(Ω)
≤ CMT 1/p′‖w‖Lp((0,T ),H2q (Ω)) ≤ CTML.
In this way, setting kw =
∫ t
0 ∇w ds, we have
‖(A2∆(kw)∇2w, A1∆(kw)∇w, A2div (kw)∇2w, A1div (kw)∇w)‖Lp((0,T ),Lq(Ω)) ≤ CTLM.
By (5.6),(5.13), (5.14), and Sobolev’s inequality we obtain
‖ρ0 + ω
Σρ
V0(kw)∇(ρ0 + ω)‖Lq(Ω) ≤ C
∫ T
0
‖∇w(·, s)‖H1q (Ω) ds(‖∇ρ0‖Lq(Ω) + ‖∇ω(·, t)‖Lq(Ω)
≤ CT 1/p′‖w‖Lp((0,T ),H2q (Ω))(L+ ‖∇ω(·, t)‖Lq(Ω)) ≤ CT (L+M)M.
Analogously, (5.13), (5.14) and Sobolev’s inequality give
‖ (m1 −m2)ρ1ρ2
Σρ
V0(kw)∇ϕ‖Lq(Ω) ≤ CT 1/p
′‖w‖Lp((0,T ),H2q (Ω))‖∇ϕ(·, t)‖Lq(Ω) ≤ CTM2.
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Putting the estimates above and the estimates obtained in (5.23) together gives
‖f2(U)‖Lp((0,T ),Lq(Ω)) ≤ C
{
(LM +M2 + L2)T + (M + L)3T (θ/p
′+1/p)
+ (M + L)T 1/p + L2T 1/p + (M + L)LT (θ/p
′+1/p)
}
.
(5.25)
Next, we consider R3 defined in (3.4) replacing ϑ and v by ϕ andw. By (5.22),(5.11), Sobolev’s inequality
and by Ho¨lder’s inequality
‖∇
(ρ1ρ2
pρ
) (
2V0(kw) + (V
0(kw))
2
)∇ϕ‖Lq(Ω) ≤ C(M + L)∫ T
0
‖w(·, s)‖H2q (Ω) ds‖∇ϕ(·, t)‖Lq(Ω)
≤ C(M + L)M2T.
Other terms in R3 can be estimated in the similar manner to the estimate of R2, hence we obtain
‖R3‖Lp((0,T ),Lq(Ω)) ≤ C(M + L)LT,
which, combined with the estimates obtained in (5.23), leads to
‖f3(U)‖Lp((0,T ),Lq(Ω)) ≤ C((LM +M2 + L2)T +M(M + L)T θ/p
′
+ (M + L)2T (θ/p
′+1/p) +M(M + L)T θ/p
′
+ (M + L)2T 1/p).
(5.26)
Finally, we estimate R4 defined in (3.5) replacing v and ϑ by w and ϕ. For this purpose, we have to
extend R4 to the whole time interval R. Let eT be the extension operator defined in (5.7). Let h˜0 be a
function in B
2(1−1/p)
q,p (RN ) such that h˜0 = h0 in Ω and
‖h˜0‖B2(1−1/p)q,p (RN ) ≤ C‖h0‖B2(1−1/p)q,p (Ω).
Let
T (t)h0 = e
(∆−2)th˜0 = F−1[e−(|ξ|
2+2)tF [h˜0](ξ)]
where F and F−1 denote the Fourier transform on RN and its inverse transform. We know that
‖etT (·)h‖Lp((0,∞),H2q (RN )) + ‖et∂tT (·)h‖Lp((0,∞),Lq(RN )) ≤ C‖h‖B2(1−1/p)q,p (Ω). (5.27)
Let ψ(t) ∈ C∞(R) be one for t > −1 and zero for t < −2. Since ω|t=0 − T (t)h|t=0 = h− h = 0 in Ω, we
set
e˜T [ω] = eT [ω − T (·)h] + ψ(t)T (|t|)h.
Then, by (5.7), (5.8) and (5.27), we have
‖e−γte˜T [ω]‖Lp(R,H2q (Ω)) + ‖e−γt∂te˜T [ω]‖Lp(R,Lq(Ω)) ≤ C(e2γL+M) (5.28)
for any γ ≥ 0, where C is a constant independent of γ, T , L, and M . To treat R4, setting
Rw = −
{
n
(
y +
∫ t
0
w(y, s) ds
)
V0(kw) +
∫ 1
0
(∇n)
(
y + τ
∫ t
0
w(y, s) ds
)
dτ
∫ t
0
w(y, s) ds
}
,
we write it as R4 = Rw∇ϕ. Here, we may assume that n is defined in RN and ‖n‖H2∞(RN ) ≤ C. Notice
that Rw|t=0 = 0. We then define R˜4 by
R˜4 = eT [Rw]∇(e˜T [ϕ]).
R˜4 is an extension of R4 to the whole time interval R. Obviously, R˜4 = R4 in (0, T ).
To estimate R˜4, we use the following lemma due to Shibata and Shimizu [40].
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Lemma 5. Let 1 < p <∞, 3 < q <∞ and 0 < T ≤ 1. Assume that Ω is a uniformly C2 domain. Let
f ∈ H1∞(R, Lq(Ω)) ∩ L∞(R, H1q (Ω)), g ∈ Lp(R, H1q (Ω)) ∩H1/2p (R, Lq(Ω)).
If we assume that f ∈ Lp(R, H1q (Ω)) and that f vanishes for t ∈ [0, 2T ] in addition, then we have
‖fg‖Lp(R,H1q (Ω)) + ‖fg‖H1/2p (R,Lq(Ω))
≤ C(‖f‖L∞(R,H1q (Ω)) + T (q−3)/(pq)‖∂tf‖
(1−3/(2q))
L∞(R,Lq(Ω))
‖∂tf‖3/(2q)Lp((R,H1q (Ω)))(‖g‖p(R,H1q (Ω)) + ‖g‖H1/2p (R,Lq(Ω))).
Remark 6. (1) The boundary of Ω was assumed to be bounded in Shibata-Shimizu [40]. But, Lemma 5
can be proved with the help of Sobolev’s inequality and complex interpolation theorem, and so employing
the same argument as that in the proof of [40, Lemma 2.7], we can prove Lemma 5.
(2) By Sobolev’s inequality, ‖fg‖H1q(Ω) ≤ C‖f‖H1q (Ω)‖g‖Lq(Ω), and so the essential part of Lemma 5 is
the estimate of ‖fg‖
H
1/2
p (R,Lq(Ω))
.
Since Ω is a uniformly C3 domain, we may assume that n is defined on the whole RN and ‖n‖H2∞(RN ) <∞. We then have
‖eT [Rw](·, t)‖H1q (Ω) ≤ C
{∫ T
0
‖w(·, s)‖H2q (Ω) ds+
(∫ T
0
‖w(·, s)‖H1q (Ω) ds
)2}
≤ C(T 1/p′M + T 2/p′M2),
and so
‖eT [Rw]‖L∞(R,H1q (Ω)) ≤ C(T 1/p
′
M + T 2/p
′
M2). (5.29)
Choosing T > so small that T 1/p
′
M ≤ 1, by (5.8) we have
‖∂teT [Rw](·, t)‖H1q (Ω) ≤ C


0 for t < 0,
‖w(·, t)‖H2q (Ω) for 0 < t < T ,
‖w(·, 2T − t)‖H2q (Ω) for T < t < 2T ,
0 for t > 2T ,
and therefore
‖∂teT [Rw]‖Lp(R,H1q (Ω)) ≤ C‖w‖Lp((0,T ),H2q (Ω)) ≤ CM. (5.30)
To estimate ∇(e˜T [ϕ]), we use the following lemma.
Lemma 7. Let 1 < p, q <∞. Assume that Ω is a uniform C2 domain. Then
H1p (R, Lq(Ω)) ∩ Lp(R, H2q (Ω)) ⊂ H1/2p (R, H1q (Ω)),
and
‖∇u‖
H
1/2
p (R,Lq(Ω))
≤ C(‖u‖Lp(R,H2q (Ω)) + ‖∂tu‖Lp(R,Lq(Ω))).
Remark 8. As was mentioned in Shibata and Shimizu [41], in the case that Ω = RN , Lemma 7 can be
proved by Weis’s operator valued Fourier multiplier theorem. In the uniformly C2 domain case, localizing
the estimate, using the uniformity of the domain and the partition of unity, we can prove Lemma 7. The
detailed proof was given in Shibata [39]. In the case that p = q and Ω is bounded, Lemma 7 was proved
by M. Meyries and R. Schnaubelt [29].
Applying Lemma 7 and using (5.27), we have
‖e−γt∇e˜T [ϕ]‖H1/2p (R,Lq(Ω)) + ‖e
−γt∇e˜T [ϕ]‖Lp(R,H1q (Ω))
≤ C(‖e−γte˜T [ϕ]‖H1p(R,Lq(Ω)) + ‖e−γte˜T [ϕ]‖Lp(R,H2q (Ω))
≤ C(‖ϕ‖Lp((0,T ),H2q (Ω)) + ‖ϕ‖H1p((0,T ),Lq(Ω)) + e2γL+M) ≤ C(e2γL+M)
(5.31)
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for any γ > 0. Since eT [Rw] = 0 for t 6∈ (0, 2T ), applying Lemma 5 to R˜4 and using two estimates (5.29),
(5.30) and (5.31), we have
‖e−γtR˜4‖Lp(R,H1q (Ω)) + ‖e−γtR˜4‖H1/2p (R,Lq(Ω)) ≤ C(T
1/p′M + T (q−3)/(pq)M)(e2γL+M) (5.32)
for any γ > 0.
Applying Theorem 3 to Eq. (4.4), using (5.24), (5.25), (5.26), and (5.32), noting that 0 < T ≤ 1, and
fixing γ > 0 a large positive number, we see that there exists three positive constants C and CM,L,γ and
τ for which
[ζ,v, ϑ]T ≤ Ce2γT (L + T τCM,L,γ). (5.33)
Here, CM,L,γ is a constant depending on L, M , and γ. Letting M = 2Ce
2γL and choosing T > 0 so
small that T τCM,L,γ ≤ L, we have
[ζ,v, ϑ]T ≤M. (5.34)
Let S be a map acting on U = (ω,w, ϕ) ∈ HT,M defined by SU = V , where V = (ζ,v, ϑ) is a unique
solution of Eq. (5.1), and then by (5.34) we see that S maps HT,M into itself. Let U1, U2 ∈ HT,M , and
then applying the same argument as that in the proof of (5.33) to V1 − V2 with Vi = SUi, we see that
there exists a constant K depending on M and L for which
[SU1 − SU2]T ≤ KT τ [U1 − U2]T . (5.35)
Here, (U1 − U2)|t=0 = 0, and so constructing the extension of the term corresponding to R4 in the
previous argument we can use eT [ϕ1 − ϕ2] instead of e˜T [ϕ1 − ϕ2]. Namely, we de not need to use the
operator T (·), and so γ does not appear in the estimate, because eT [ϕ1 − ϕ2] vanishes for t 6∈ (0, 2T ).
From (5.35) we see that S is a contraction map from HT,M into itself, and so by the Banach fixed
point theorem there exists a unique V = (ζ,v, ϑ) ∈ HT,M with M = 2CL such that V = SV . This V is
a unique solution of Eq. (4.4), which completes the proof of Theorem 1.
Employing the same argument as that in the proof of Theorem 1 we can prove the following theorem,
which is so called almost global existence theorem and used to prove the global well-posedness.
Theorem 9. Let 2 < p < ∞, 3 < q < ∞ and T > 0. Assume that 2/p + 3/q < 1 and that Ω is a
uniform C3 domain in RN (N ≥ 2). Let ρ10(x), ρ20(x), and u0(x) be initial data for Eq. (1.1). Assume
that there exist positive numbers a1 and a2 for which
a1 ≤ ρ10(x), ρ20(x) ≤ a2 for any x ∈ Ω. (5.36)
Let (h0(x), ρ0(x)) = Ψ(ρ10(x), ρ20(x)). Then, there exists a small constant ǫ0 > 0 depending on a1, a2
and T such that if ρ10, ρ20, u0 and h0 satisfy the condition:
‖∇(ρ10, ρ20)‖Lq(Ω) + ‖u0‖B2(1−1/p)q,p (Ω) + ‖h0‖B2(1−1/p)q,p (Ω) ≤ ǫ0 (5.37)
and the compatibility condition:
u0|Γ = 0, (∇h0) · n|Γ = 0, (5.38)
then problem (2.15) admits a unique solution (η,v, ϑ) with
η − ρ0 ∈ H1p ((0, T ), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)3) ∩ Lp((0, T ), H2q (Ω)3),
ϑ ∈ H1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω))
possessing the estimates:
‖η − ρ0‖H1p((0,T ),H1q (Ω)) + ‖∂t(v, ϑ)‖Lp((0,T ),Lq(Ω)) + ‖(v, ϑ)‖Lp((0,T ),H2q (Ω)) ≤ Cǫ0,
a1 ≤ ρ(x, t) ≤ 2a2 + a1 for (x, t) ∈ Ω× (0, T ),
∫ T
0
‖∇v(·, s)‖L∞(Ω) ≤ δ.
Here, C is some constant independent of ǫ0.
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6 Global well-posedness – proof of Theorem 2
In this section, Ω is a bounded domain whose boundary Γ is a compact hypersurface of C3 class. Let
ρ1∗ and ρ2∗ be any positive numbers and set (h∗, ρ∗) = Ψ(ρ1∗, ρ2∗) ∈ R×R+. Let T > 0 and let (η,v, ϑ)
be a solution of Eq. (2.15) such that
η ∈ H1p ((0, T ), H1q (Ω)), v ∈ H1p ((0, T ), Lq(Ω)3) ∩ Lp((0, T ), H2q (Ω)3),
ϑ ∈ H1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ), H2q (Ω)),
∫ T
0
‖∇v(·, s)‖L∞(Ω) ds ≤ δ
ρ∗/4 ≤ η(x, t) ≤ 4ρ∗, |ϑ(x, t)| ≤ 4|h∗| for (x, t) ∈ Ω× (0, T ). (6.1)
To prove the global well-posedness, we prolong (η,v, ϑ) to any time interval beyond T . Let ζ = η − ρ∗
and h = ϑ− h∗, and let
I = ‖ρ0 − ρ∗‖H1q (Ω) + ‖(u0, h0 − h∗)‖B2(1−1/p)q,p ,
< eγtV >T = ‖eγt∇ζ‖Lp((0,T ),Lq(Ω)) + ‖eγt∂tζ‖Lp((0,T ),H1q (Ω)) + ‖eγtv‖Lp((0,T ),H2q (Ω)
+ ‖eγt∇h‖Lp((0,T ),H1q (Ω)) + ‖eγt∂t(v, h)‖Lp((0,T ),Lq(Ω)).
Here, γ is a positive constant appearing in Theorem 10 below. The key step is to prove the estimate:
< eγtV >T≤ C(I+ < eγtV >2T ) (6.2)
for some constant C > 0.
To prove (6.2), we linearize Eq. (2.15) at (ρ1, ρ2) = (ρ1∗, ρ2∗), η = ρ∗, v = 0 and ϑ = h∗. Namely,
η = ρ∗ + ζ, v and ϑ = h∗ + h satisfy the following equations:

∂tζ + a0∗div v = f˜1(U) in Ω× (0, T ),
a0∗∂tv − µ∆v − ν∇div v + a1∗∇ζ + a2∗∇h = f˜2(U) in Ω× (0, T ),
a3∗∂th+ a2∗div v − a4∗∆h = f˜3(U) in Ω× (0, T ),
v = 0, (∇h) · n = g(U) on Γ× (0, T ),
(ζ,v, h)|t=0 = (ρ0 − ρ∗,u0, h0 − h∗) in Ω.
(6.3)
Here, we have set
a0∗ = ρ∗, a1∗ =
a0
Σρ∗
, a2∗ =
(m1 −m2)ρ1∗ρ2∗
Σρ∗
, a3∗ =
m1m2ρ1∗ρ2∗
Σρ∗
, a4∗ =
ρ1∗ρ2∗
p∗ρ∗
,
Σρ∗ = m1ρ1∗ +m2ρ2∗, p∗ =
ρ1∗
m1
+
ρ2∗
m2
, U = (η,v, ϑ) = (ρ∗ + ζ,v, h∗ + h),
f˜1(U) = R1(U)− ζdiv v,
f˜2(U) = R2(U)− ζ∂tv −
( η
Σρ
− ρ∗
Σρ∗
)
∇ζ − (m1 −m2)
(ρ1ρ2
Σρ
− ρ1∗ρ2∗
Σρ∗
)
∇h,
f˜3(U) = R3(U)−m1m2
(ρ1ρ2
Σρ
− ρ1∗ρ2∗
Σρ∗
)
∇h− (m1 −m2)
(ρ1ρ2
Σρ
− ρ1∗ρ2∗
Σρ∗
)
div v
+ div
((ρ1ρ2
pρ
− ρ1∗ρ2∗
p∗ρ∗
)
∇h
)
,
g(U) = R4(U).
Notice that a0∗, a1∗, a3∗ and a4∗ are positive constants, while a2∗ is a real number. We consider the
system of linear equations:

∂tζ + a0∗div v = g1 in Ω× (0, T ),
a0∗∂tv − µ∆v − ν∇div v + a1∗∇ζ + a2∗∇ϑ = g2 in Ω× (0, T ),
a3∗∂tϑ+ a2∗div v − a4∗∆ϑ = g3 in Ω× (0, T ),
v = 0, (∇ϑ) · n = g4 on Γ× (0, T ),
(ζ,v, ϑ)|t=0 = (ζ0,v0, ϑ0) in Ω.
(6.4)
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For Eq. (6.4), we have the following decay theorem.
Theorem 10. Let 1 < p, q <∞, 2/p+1/q 6= 1 and 2/p+1/q 6= 2. Assume that Ω is a bounded domain
whose boundary Γ is a compact hypersurface of C3 class. Let
ρ0 ∈ H1q (Ω), v0 ∈ B2(1−1/p)q,p (Ω)3, ϑ0 ∈ B2(1−1/p)q,p (Ω),
g1 ∈ Lp((0, T ), H1q (Ω)), g2 ∈ Lp((0, T ), Lq(Ω)3) ∩H1p ((0, T ), Lq(Ω)3),
g3 ∈ Lp((0, T ), Lq(Ω)), E[eγ1tg4] ∈ H1/2p (R, Lq(Ω)) ∩ Lp(R, H1q (Ω))
for some γ1 > 0. Here, E[e
γ1tg4] denotes some extension of e
γ1tg4 to the whole time interval R. Assume
that v0, ϑ0 and g4 satisfy the compatibility conditions:
v0 = 0 on Γ for 2/p+ 1/q < 2, (∇ϑ0) · n = g4|t=0 on Γ for 2/p+ 1/q < 1.
Then, problem (6.4) admits unique solutions η, v, and ϑ with
η ∈ H1p ((0, T ), H1q (Ω)), v ∈ Lp((0, T ), H2q (Ω)3) ∩H1p ((0, T ), Lq(Ω)3),
ϑ ∈ Lp((0, T ), H2q (Ω)) ∩H1p ((0, T ), Lq(Ω))
possessing the estimate:
‖eγt∇η‖Lp((0,T ),Lq(Ω)) + ‖eγt∂tη‖Lp((0,T ),H1q (Ω)) + ‖eγtv‖Lp((0,T ),H2q (Ω)
+ ‖eγt∇ϑ‖Lp((0,T ),H1q (Ω)) + ‖eγt∂t(v, ϑ)‖Lp((0,T ),Lq(Ω))
≤ C(‖ζ0‖H1q (Ω) + ‖(v0, ϑ0)‖B2(1−1/p)q,p (Ω) + ‖e
γt(g1,g2, g3)‖Lp((0,T ),Lq(Ω))
+ ‖E[eγ1 tg4]‖H1/2p (R,Lq(Ω)) + ‖E[e
γ1 tg4]‖Lp(R,H1q (Ω)))
for some constants γ ∈ (0, γ1] and C > 0.
Postponing the proof of Theorem 10, we prove (6.2). Let (ρ1(x), ρ2(x)) = Φ(ϑ, η). Following the
ideas from [37], we first prove that
‖η − ρ0‖L∞((0,T ),H1q (Ω)) ≤ C < eγtV >T ,
‖ϑ− h0‖L∞((0,T ),B2(1−1/p)q,p (Ω)) ≤ C(I+ < e
γtV >T ).
(6.5)
where (h0, ρ0) = (ϑ, η)|t=0 (cf. (2.15) in Introduction). In fact, by Ho¨lder’s inequality we have
‖η(·, t)− η(·, 0)‖H1q (Ω) ≤
∫ T
0
‖∂tη(·, t)‖H1q (Ω) dt
≤
(∫ T
0
e−p
′γt dt
)1/p′(∫ T
0
(eγt‖∂tη(·, t)‖H1q (Ω))p dt
)1/p
≤ C < eγtV >T .
Recalling that ϑ− h∗ = h and ϑ0 − h∗ = h0 − h∗, we have
‖ϑ(·, t)− ϑ0‖Lq(Ω) ≤
∫ T
0
‖∂sh(·, s)‖Lq(Ω) ds+ ‖h0 − h∗‖Lq(Ω) ≤ C(< eγtV >T +I).
Let H(x, t) = h(x, t)− |Ω|−1 ∫
Ω
h(x, t) dx. Since
∫
Ω
H(x, t) dx = 0, by Poincare´’s inequality we have
‖H(·, t)‖H2q (Ω) ≤ C‖∇H(·, t)‖H1q (Ω) = C‖∇h(·, t)‖H1q (Ω).
Moreover, noting that 2(1− 1/p) > 1, we have
‖H |t=0‖B2(1−1/p)q,p (Ω) ≤ ‖H |t=0‖Lq(Ω) + ‖∇H |t=0‖B1−2/pq,p (Ω) ≤ C(‖h0 − h∗‖Lq(Ω) + ‖∇h0‖B1−2/pq,p (Ω))
= C‖h0 − h∗‖B2(1−1/p)q,p (Ω).
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On the other hand, employing the same argument as that in the proof of (5.6), by real interpolation
theory, we have
sup
t∈(0,T )
‖H(·, t)‖
B
2(1−1/p)
q,p (Ω)
≤ sup
t∈(0,T )
‖e˜T [H ](·, t)‖B2(1−1/p)q,p (Ω)
≤ C(‖H‖Lp((0,T ),H2q (Ω)) + ‖∂tH‖Lp((0,T ),Lq(Ω)) + ‖H |t=0‖B2(1−1/p)q,p (Ω)).
Therefore, since ‖∂tH‖Lq(Ω) ≤ C‖∂th‖Lq(Ω), we obtain
sup
t∈(0,T )
‖H(·, t)‖
B
2(1−1/p)
q,p (Ω)
≤ C(‖∇h‖Lp((0,T ),H1q (Ω)) + ‖∂th‖Lp((0,T ),Lq(Ω)) + ‖h0 − h∗‖B2(1−1/p)q,p (Ω)).
Since
sup
t∈(0,T )
‖h(·, t)‖Lq(Ω) ≤ ‖h0 − h∗‖Lq(Ω) +
∫ T
0
‖∂th(·, t)‖Lq(Ω) dt ≤ C(‖h0 − h∗‖Lq(Ω) + C < eγtV >T ),
we have
sup
t∈(0,T )
‖h‖
B
2(1−1/p)
q,p (Ω)
≤ sup
t∈(0,T )
‖H‖
B
2(1−1/p)
q,p (Ω)
+ sup
t∈(0,T )
‖h(·, t)‖Lq(Ω)
≤ C(‖h0 − h∗‖B2(1−1/p)q,p (Ω)+ < e
γtV >T ) ≤ C(I+ < eγtV >T ),
which shows the second inequality in (6.5). Next we show that
‖(ρ1, ρ2)− (ρ1∗, ρ2∗)‖L∞((0,T ),H1q (Ω)) ≤ C(I+ < eγtV >T ). (6.6)
In fact, by the Taylor formula, we have
(ρ1, ρ2)− (ρ10, ρ20) = Φ(ϑ, η)− Φ(h0, ρ0) ≤
∫ 1
0
Φ′((h0, ρ0) + θ(ϑ− ϑ0, η − η0)) dθ(ϑ − h0, η − ρ0),
where (h0, ρ0) = (ϑ, η)|t=0. Set
D = {(ζ, η) ∈ R2 | |ζ| ≤ |h∗|/4, ρ∗/4 ≤ η ≤ 4ρ∗},
and then by (6.1), (ϑ, η) ∈ D for any (x, t) ∈ Ω× (0, T ). Let C0 be a positive constant for which
sup
(ϑ,η)∈D
|Φ′(ϑ, η)| ≤ C0, sup
(ϑ,η)∈D
|Φ′′(ϑ, η)(ϑ, η)| ≤ C0.
We then have
‖(ρ1, ρ2)− (ρ10, ρ20)‖L∞((0,T ),H1q (Ω)) ≤ 3C0‖(ϑ− h0, η − ρ0)‖L∞((0,T ),H1q (Ω)),
which, combined with (6.5), leads to (6.6), because ‖(ρ10, ρ20)− (ρ1∗, ρ2∗)‖H1q (Ω) ≤ I.
By (6.1) we may assume that there exist two positive constants a1 and a2 depending on ρ∗ and h∗
for which
a1 ≤ ρ1(x, t), ρ2(x, t) ≤ a2 for any (x, t) ∈ Ω× (0, T ). (6.7)
By (6.6) and (6.7), we have the following estimates:∥∥∥eγt( η
Σρ
− ρ∗
Σρ∗
)
∇ζ
∥∥∥
L∞((0,T ),Lq(Ω))
+
∥∥∥eγt(ρ1ρ2
Σρ
− ρ1∗ρ2∗
Σρ∗
)
∇h
∥∥∥
L∞((0,T ),Lq(Ω))
+
∥∥∥eγtdiv ((ρ1ρ2
pρ
− ρ1∗ρ2∗
p∗ρ∗
)
∇h
)∥∥∥
L∞((0,T ),Lq(Ω))
≤ C(I+ < eγtV >T ) < eγtV >T . (6.8)
By Sobolev’s inequality and (6.5), we have
‖ζ‖H1q (Ω) ≤ C‖η − ρ0‖H1q (Ω) + ‖ρ0 − ρ∗‖H1q (Ω) ≤ C(I+ < eγtV >T ),
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and so
‖eγtζdiv v‖Lp((0,T ),H1q (Ω)) ≤ C‖ζ‖L∞((0,T ),H1q (Ω))‖eγt∇v‖Lp((0,T ),H1q (Ω))
≤ C(I+ < eγtV >T ) < eγtV >T .
By (5.27) and real interpolation theory, we have
‖v‖
L∞((0,T ),B
2(1−1/p)
q,p (Ω))
+ ‖v‖L∞((0,T ),H1∞(Ω)) ≤ C(I+ < eγtV >T ). (6.9)
In fact,
sup
t∈(0,T )
‖v(·, t)‖
B
2(1−1/p)
q,p (Ω)
≤ sup
t∈(0,T )
‖e˜T [v](·, t)‖B2(1−1/p)q,p (Ω)
≤ C(‖v‖Lp((0,T ),H2q (Ω)) + ‖∂tv‖Lp((0,T ),Lq(Ω)) + ‖T (·)v˜0‖Lp((0,∞),H2q (Ω)) + ‖∂tT (·)v˜0‖Lp((0,∞),Lq(Ω))),
where v˜0 ∈ B2(1−1/p)q,p (R3) equals to v0 in Ω and ‖v˜0‖B2(1−1/p)q,p (R3) ≤ C‖v0‖B2(1−1/p)q,p (Ω). Thus, by (5.27),
we have the estimate of the first term in (6.9). Since 2/p+3/q < 1, we have ‖v‖H1∞(Ω) ≤ C‖v‖B2(1−1/p)q,p (Ω),
which completes the proof of (6.9).
Now and we shall estimate Ri(U). By Sobolev’s inequality and Ho¨lder’s inequality, we have∥∥∥∫ t
0
∇v(·, s) ds∇2f
∥∥∥
Lq(Ω)
≤
(∫ T
0
e−γp
′s ds
)1/p′(∫ T
0
(eγs‖∇v(·, s)‖L∞(Ω))p ds
)1/p
‖∇2f(·, t)‖Lq(Ω)
≤ C < eγtV >T ‖f(·, t)‖H2q (Ω),
and therefore ∥∥∥eγt ∫ t
0
∇v(·, s) ds∇2f
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C < eγtV >T ‖eγtf‖Lp((0,T ),H2q (Ω)). (6.10)
A similar estimate of
∥∥∥∫ t0 ∇2v(·, s) ds∇f∥∥∥Lq(Ω) yields∥∥∥eγt ∫ t
0
∇2v(·, s) ds∇f
∥∥∥
Lp((0,T ),Lq(Ω))
≤ C < eγtV >T ‖eγtf‖Lp((0,T ),H2q (Ω)). (6.11)
By (6.1) and (6.10), we have
‖eγtR1(U)‖Lp((0,T ),Lq(Ω)) ≤ C‖
∫ t
0
∇v(·, s) ds∇v‖Lp((0,T ),Lq(Ω))
≤ C < eγtV >T ‖∇v(·, t)‖Lp((0,T ),Lq(Ω)) ≤ C < eγtV >2T .
Noting that ∇η = ∇ζ, we have
∇R1(U) = −
3∑
i,j=1
(
∇ζV 0ij(kv)
∂vi
∂xj
+ η(∇kV 0ij)(kv)
∫ t
0
∇2v(·, s) ds ∂vi
∂xj
+ ηV 0ij(kv)∇
∂vi
∂xj
)
.
Noting that |kv| ≤ δ, we have
‖eγt∇R1(U)‖Lp((0,T ),Lq(Ω))
≤ C(‖∇ζ‖L∞((0,T ),Lq(Ω))‖eγt∇v‖Lp((0,T ),Lq(Ω))+ < eγtV >T ‖eγt∇v‖Lp((0,T ),H1q (Ω))).
Since
‖∇ζ‖Lq(Ω) ≤ ‖∇(η − ρ0)‖Lq(Ω) + ‖∇ρ0‖Lq(Ω),
by (6.5) we have
‖∇ζ‖L∞((0,T ),Lq(Ω)) ≤ C(I+ < eγtV >T ),
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and so, (6.10) and (6.11) imply
‖eγt∇R1(U)‖Lp((0,T ),Lq(Ω)) ≤ C(I+ < eγtV >T ) < eγtV >T .
Summing up, we have obtained
‖eγtR1(U)‖Lp((0,T ),H1q (Ω)) ≤ C(I+ < eγtV >T ) < eγtV >T . (6.12)
We next consider R2(U) given in (3.3). By (6.10) and (6.11), we have
‖eγt(A2∆(kv)∇2v, A1D(kv)∇v, A2div (kv)∇2v, A1div (kv)∇v)‖Lp((0,T ),Lq(Ω)) ≤ C < eγtV >2T .
By (6.1) and (6.10) we have
‖eγt( η
Σρ
V0(kv)∇ζ, ρ1ρ2
Σρ
V0(kv)∇h)‖Lp((0,T ),Lq(Ω)) ≤ C < eγtV >2T .
Summing up, we have obtained
‖eγtR2(U)‖Lp((0,T ),H1q (Ω)) ≤ C(I+ < eγtV >T ) < eγtV >T . (6.13)
We next consider R3(U) given in (3.4). By (6.1) and (6.6), we have
a1 ≤ ρ1(x, t), ρ2(x, t) ≤ a2 for (x, t) ∈ Ω× (0, T ),
‖∇ρi‖L∞((0,T ),Lq(Ω)) ≤ C(I+ < eγtV >T ) (i = 1, 2),
where a1 and a2 are some positive constants depending on ρ1∗ and ρ2∗, and therefore∥∥∥∇(ρ1ρ2
pρ
)∥∥∥
L∞((0,T ),Lq(Ω))
≤ C(I+ < eγtV >T ).
Thus, by (6.1), (6.10), and (6.11), we have
‖eγtR3(U)‖Lp((0,T ),H1q (Ω)) ≤ C(I+ < eγtV >T ) < eγtV >T . (6.14)
Finally, we estimate R4(U) given in (3.5). Similarly to Sect. 5, we set
Rv = −{n(y +
∫ t
0
v(y, s) ds)V0(kv) +
∫ 1
0
(∇n)(y + τ
∫ t
0
v(y, s) ds) dτ
∫ t
0
v(y, s) ds}.
Let H(x, t) = h(x, t)− |Ω|−1 ∫Ω h(x, t) dx. Obviously, ∇H = ∇h. Moreover, by Poincare´’s inequality, we
have
‖eγtH‖Lp((0,T ),H2q (Ω)) + ‖eγt∂tH‖Lp((0,T ),Lq(Ω))
≤ C(‖eγt∇h‖Lp((0,T ),H1q (Ω)) + ‖eγt∂th‖Lp((0,T ),Lq(Ω))).
(6.15)
In particular, we can write R4(U) as R4(U) = Rv∇H . We define the extension of eγtR4(U) by
E[eγtR4(U)] = eT [Rv](∇e˜T [eγtH ]).
To estimate E[eγtR4(U)], we use the following lemma.
Lemma 11. Let 1 < p <∞ and 3 < q <∞. Then, the following two assertions hold.
(1) If f ∈ H1∞(R, L∞(Ω)) and g ∈ H1/2p (R, Lq(Ω)), then
‖fg‖
H
1/2
p (R,Lq(Ω))
≤ C‖f‖H1∞(R,L∞(Ω))‖g‖H1/2p (R,Lq(Ω)).
(2) If f ∈ L∞(R, H1q (Ω)) and g ∈ Lp(R, H1q (Ω)), then
‖fg‖Lp(R,H1q (Ω)) ≤ C‖f‖L∞(R,H1q (Ω))‖g‖Lp(R,H1q (Ω)).
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Proof. To prove the first assertion, we use the fact that
H1/2p (R, Lq(Ω)) = (Lp(R, Lq(Ω)), H
1
p (R, Lq(Ω)))[1/2], (6.16)
where (·, ·)[θ] denotes a complex interpolation functor for θ ∈ (0, 1). Since
‖∂t(fg)‖Lp(R,Lq(Ω)) ≤ ‖f‖H1∞(R,L∞(Ω))‖g‖H1p(R,Lq(Ω)),
‖fg‖Lp(R,Lq(Ω)) ≤ ‖f‖L∞(R,L∞(Ω))‖g‖Lp(R,Lq(Ω)),
by (6.16) we have the first assertion. The second assertion follows immediately from the Banach algebra
property of H1q (Ω) for 3 < q <∞.
Recalling that n is defined on R3 and ‖n‖H2∞(R3) <∞, by (6.9) we have
‖∂teT [Rv]‖L∞(R,L∞(Ω)) ≤ C‖v‖L∞((0,T ),H1∞(Ω)) ≤ C(I+ < eγtV >T ).
By Sobolev’s inequality and Ho¨lder’s inequality, we have
‖eT [Rv]‖L∞(R,L∞(Ω)) ≤ C
∫ T
0
‖v(·, s)‖H2q (Ω) ds ≤ C
(∫ T
0
(eγt‖v(·, s)‖H2q (Ω))p ds
)1/p
≤ C < eγtV >T .
Noting that |kv| ≤ δ, we also have
‖eT [Rv]‖L∞(R,H1q (Ω)) ≤ C < eγtV >T .
Thus, applying Lemma 11 and Lemma 7, we obtain
‖E[eγtR4(U)]‖Lp(R,H1q (Ω)) + ‖E[eγtR4(U)]‖H1/2p (R,Lq(Ω))
≤ C(I+ < eγtV >T )(‖e˜T [eγtH ]‖Lp(R,H2q (Ω)) + ‖∂te˜T [eγtH ]‖Lp(R,Lq(Ω))).
Since eγtH |t=0 = H |t=0, we have
e˜T [e
γtH ] = eT [e
γtH − T (t)H˜0] + ψ(t)T (|t|)H˜0,
where H˜0 is a function in B
2(1−1/p)
q,p (RN ) such that
H˜0 = H |t=0 in Ω, ‖H˜0‖B2(1−1/p)q,p (RN ) ≤ C‖H |t=0‖B2(1−1/p)q,p (Ω).
Thus, using (5.27) and (6.15), we get
‖e˜T [eγtH ]‖Lp(R,H2q (Ω)) + ‖∂te˜T [eγtH ]‖Lp(R,Lq(Ω))
≤ C(‖eγt∇h‖Lp((0,T ),H1q (Ω)) + ‖eγt∂th‖Lp((0,T ),Lq(Ω)) + ‖H |t=0‖B2(1−1/p)q,p (Ω)).
Finally, by Poincare´’s inequality, we have
‖H |t=0‖B2(1−1/p)q,p (Ω) = ‖H |t=0‖Lq(Ω) + ‖∇(H |t=0)‖B1−2/pq,p (Ω) ≤ C‖∇h0‖B1−2/pq,p (Ω).
Summing up, we have obtained
‖E[eγtR4(U)]‖H1/2p (R,Lq(Ω)) + ‖E[e
γtR4(U)]‖Lp(R,H1q (Ω)) ≤ C(I+ < eγtV >T )2. (6.17)
Applying Theorem 10 to Eq. (6.3) and using the estimates (6.8), (6.12), (6.13), (6.14), and (6.17), we
have
< eγtV >T≤ C(I + (I+ < eγtV >T )2).
We assume that I ≤ ǫ < 1, and so (I+ < eγtV >T )2 ≤ 2(I+ < eγtV >2T ), which completes the proof of
(6.2).
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We now prolong a local solution to (0,∞). Let T > 0 and η, v and ϑ be solutions of Eq. (2.15)
satisfying (6.1). Then, by (6.2) we have
< eγsV >t≤ C(I+ < eγsV >2t ) (6.18)
for any t ∈ (0, T ), where C is independent of t ∈ (0, T ) and T > 0. Let r±(ǫ) be two roots of the
quadratic equation: C−1x = ǫ + x2, that is r±(ǫ) = (2C)
−1 ±
√
(2C)−2 − ǫ. We find a small positive
number ǫ1 > 0 such that
0 < r−(ǫ) ≤ 2Cǫ < 2C−1 < r+(ǫ)
for 0 < ǫ < ǫ1. Since < e
γsV >t satisfies the inequality (6.18), we have < e
γsV >t≤ r−(ǫ) or < eγsV >t≥
r+(ǫ). Since
< eγsV >t→ 0 as t→ 0,
for small t ∈ (0, T ), we have < eγsV >t≤ r−(ǫ). But, < eγsV >t is continuous with respect to t ∈ (0, T ),
and so < eγsV >t≤ r−(ǫ) for any t ∈ (0, T ). Thus, we have
< eγsV >T≤ 2Cǫ. (6.19)
By (6.5), (6.6), and (6.9), we see that there exists a constant M > 0 for which
‖η − ρ0‖L∞((0,T ),H1q (Ω)) ≤Mǫ, ‖(v, ϑ− h0)‖L∞((0,T ),B2(1−1/p)q,p (Ω)) ≤Mǫ,
‖(ρ1, ρ2)− (ρ1∗, ρ2∗)‖L∞((0,T ),H1q (Ω)) ≤Mǫ. (6.20)
Let η′, v′ and ϑ′ be solutions of the following equations:

∂tη
′ + ηdiv v′ = R′1(U) in Ω× (T, T + T1),
η∂tv
′ − µ∆v′ − ν∇div v′ + η
Σρ′
∇η′ + (m1 −m2)ρ
′
1ρ
′
2
Σρ′
∇ϑ′ = R′2(U) in Ω× (T, T + T1),
m1m2ρ
′
1ρ
′
2
Σρ′
∂tϑ
′ +
(m1 −m2)ρ′1ρ′2
Σρ′
div v′ − div
(ρ′1ρ′2
p′ρ′
∇ϑ′
)
= R′3(U) in Ω× (T, T + T1),
v′ = 0, (∇ϑ) · n = R′4(U) on Γ× (T, T + T1),
(η′,v′, ϑ′)|t=T = (η(·, T ),v(·, T ), ϑ(·, T )) in Ω.
(6.21)
Here, Σρ′ = m1ρ
′
1+m2ρ
′
2, p
′ = ρ′1/m1+ ρ
′
2/m2, and Ri(U) are defined by replacing
∫ t
0
∇v(·, s) ds, η, ρ1,
ρ2, ρ v, and ϑ by
∫ T
0
∇v(·, s) ds+ ∫ t
T
∇v′(·, s) ds, η′, ρ′1, ρ′2, ρ′ v′, and ϑ′. Employing the same argument
as that in the proof of Theorem 1, we can show that there exists a T1 depending on ǫ > 0 such that
problem (6.21) admits unique solutions η′, v′ and ϑ′ with
η′ ∈ H1p ((T, T + T1), H1q (Ω)), v′ ∈ H1p ((T, T + T1), Lq(Ω)3) ∩ Lp((T, T + T1), H2q (Ω)3),
ϑ′ ∈ H1p ((T, T + T1), Lq(Ω)) ∩ Lp((T, T + T1), H2q (Ω)),
∫ T+T1
T
‖∇v′(·, s)‖L∞(Ω) ds ≤ δ,
ρ∗/4 ≤ η′(x, t) ≤ 4ρ∗, |ϑ′(x, t)| ≤ 4|h∗| for (x, t) ∈ Ω× (T, T + T1). (6.22)
Because, choosing ǫ > 0 small enough, in view of (6.20) we may assume that
ρi∗/2 ≤ ρi(x, T ) ≤ 2ρi∗ in x ∈ Ω for i = 1, 2.
Thus, setting
f ′′ =
{
f for t ∈ (0, T ),
f ′ for t ∈ (T, T + T1),
for f ∈ {η,v, ϑ}, η′′, v′′, and ϑ′′ are solutions of Eq. (2.15) satisfying (6.1), where T is replaced by
T + T1. The repeated use of this argument implies the existence of solutions η, v, ϑ of Eq. (2.15) with
T =∞, which satisfies the estimate: < eγtV >∞≤ Cǫ. This completes the proof of Theorem 2.
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7 Maximal Lp-Lq regularity – proof of Theorem 3
In this section, we consider the linear problem (5.1) in a uniformly C2 domain in the N -dimensional
Euclidean space RN (N ≥ 2). To prove Theorem 3, we use the R-bounded solution operators for the
generalized resolvent problem corresponding to Eq. (5.1). We first make a definition.
Definition 12. Let X and Y be two Banach spaces, and ‖ · ‖X and ‖ · ‖Y their norms. A family of
operators T ⊂ L(X,Y ) is called R-bounded on L(X,Y ) if there exist constants C > 0 and p ∈ [1,∞)
such that for any n ∈ N, {Tj}nj=1 ⊂ T and {fj}nj=1 ⊂ X , the inequality∫ 1
0
‖
n∑
j=1
rj(u)Tjfj‖pY du ≤ C
∫ 1
0
‖
n∑
j=1
rj(u)fj‖pX du.
Here, the Rademacher functions rj : [0, 1] → {−1, 1}, j ∈ N, are given by rj(t) = sign(sin(2jπt)). The
smallest such C is called R-bound of T on L(X,Y ) which is written by RL(X,Y )T .
The generalized resolvent problem corresponding to Eq. (5.1) is the following system:

λζ + ρ0(x)div v = f1 in Ω,
ρ0(x)λv − µ∆v − ν∇div v + γ1(x)∇ζ + γ2(x)∇ϑ = f2 in Ω,
γ3(x)λϑ + γ2(x)div v − div (γ4(x)∇ϑ) = f3 in Ω,
v = 0, (∇ϑ) · n = f4 on Γ.
(7.1)
We assume that the coefficients ρ0(x), γi(x), i = 1, . . . , 4 are uniformly continous on Ω and satisfy the
conditions (5.2). The main part of this section is to prove the following theorem concerning the existence
of R-bounded solution operators for Eq. (7.1).
Theorem 13. Let 1 < q <∞ and 0 < ǫ < π/2. Assume that Ω is a uniform C2 domain. Let
Xq(Ω) = {(f1, f2, f3, f4) | f1, f4 ∈ H1q (Ω), f2 ∈ Lq(Ω)N , f3 ∈ Lq(Ω)},
Xq(Ω) = {(F1, F2, F3, F4, F5) | F1, F5 ∈ H1q (Ω), F3, F4 ∈ Lq(Ω), F2 ∈ Lq(Ω)N}.
Then, there exist a positive constant λ0 and operator families A(λ) ∈ Hol (Σǫ,λ0 ,L(Xq(Ω), H1q (Ω))),
B1(λ) ∈ Hol (Σǫ,λ0 ,L(Xq(Ω), H2q (Ω)N )), and B2(λ) ∈ Hol (Σǫ,λ0 ,L(Xq(Ω), H2q (Ω))) such that for any
(f1, f2, f3, f4) ∈ Xq(Ω) and λ ∈ Σǫ,λ0 , ζ = A(λ)Fλ, v = B1(λ)Fλ, and ϑ = B2(λ)Fλ are unique solutions
of Eq. (7.1), where Fλ = (f1, f2, f3, λ
1/2f4, f4), and
RL(Xq(Ω),H1q (Ω))({(τ∂τ )ℓA(λ) | λ ∈ Σǫ,λ0}) ≤ rb,
RL(Xq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2B1(λ)) | λ ∈ Σǫ,λ0}) ≤ rb,
RL(Xq(Ω),H2−jq (Ω))({(τ∂τ )
ℓ(λj/2B2(λ)) | λ ∈ Σǫ,λ0}) ≤ rb
for ℓ = 0, 1, j = 0, 1, 2, and for some constant rb.
Remark 14. F1, F2, F3, F4 and F5 are variables corresponding to f1, f2, f3, λ
1/2f4 and f4. The norm
of Xq(Ω) is defined by
‖(F1, F2, F3, F4, F5)‖Xq(Ω) = ‖(F1, F5)‖H1q (Ω) + ‖(F2, F3, F4)‖Lq(Ω).
Since we consider the case that λ ∈ Σǫ,λ0 with λ0 > 0, setting ζ = λ−1(f1−ρ0(x)div v), and inserting
this formula into the second equation in (7.1), we rewrite it as
ρ0(x)λv − µ∆v − ν∇div v − γ1(x)λ−1∇(ρ0(x)div v) + γ2(x)∇ϑ = f2 − λ−1γ1(x)∇f1. (7.2)
Since γ2(x)∇ϑ and γ2(x)div v are lower order terms, our main concern is to prove the existence of
R-bounded solution operators for the following two equations:
ρ0(x)λv − µ∆v − ν∇div v − γ1(x)λ−1∇(ρ0(x)div v) = g in Ω, v|Γ = 0; (7.3)
γ3(x)λϑ − div (γ4(x)∇ϑ) = h1 in Ω, (∇ϑ) · n|Γ = h2. (7.4)
Then, we shall prove the following theorem.
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Theorem 15. Let 1 < q <∞ and 0 < ǫ < π/2. Assume that Ω is a uniform C2 domain in RN . Then,
there exists a positive constant λ0 such that the following assertions hold:
(1) There exists an operator family C(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(Ω)N , H2q (Ω)N )) such that for any λ ∈ Σǫ,λ0
and g ∈ Lq(Ω)N , v = C(λ)g is a unique solution of Eq. (7.3), and
RL(Lq(Ω)N ,H2−jq (Ω)N )({(τ∂τ )ℓC(λ) | λ ∈ Σǫ,λ0}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2.
(2) Let Yq(Ω) and Yq(Ω) be the spaces defined in Notation of Sect. 1 with G = Ω. Then, there
exists an operator family D(λ) ∈ Hol (Σǫ,λ0 ,L(Yq(Ω), H2q (Ω)) such that for any λ ∈ Σǫ,λ0 and
(h1, h2) ∈ Yq(Ω), ϑ = D(λ)(h1, λ1/2h2, h2) is a unique solution of Eq. (7.4), and
RL(Yq(Ω),H2−jq (Ω))({(τ∂τ )
ℓD(λ) | λ ∈ Σǫ,λ0}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2.
7.1 The model problems in RN and RN+
First, we consider the model problem in RN . In what follows, let ρ0∗, γ1∗, γ3∗ and γ4∗ be positive
constants. Assume that there exist two positive constants b1 and b2 for which
b1 ≤ ρ0∗, γ∗1, γ3∗, γ4∗ ≤ b2. (7.5)
Let us consider the following problems:
ρ0∗λv − µ∆v − ν∇div v − γ1∗ρ0∗λ−1∇div v = g in RN ; (7.6)
γ3∗λϑ− γ4∗∆ϑ = h in RN . (7.7)
Theorem 16. Let 1 < q <∞ and 0 < ǫ < π/2. Then, we have the following assertions:
(1) There exist a large constant λ0 > 0 and an operator family C1(λ) with
C1(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN )N , H2q (RN )N ))
such that for any g ∈ Lq(RN )N and λ ∈ Σǫ,λ0 , v = C1(λ)g is a unique solution of Eq. (7.6), and
RL(Lq(RN )N ,H2−jq (RN )N )({(τ∂τ )
ℓC1(λ) | λ ∈ Σǫ,λ0}) ≤ rb1
for ℓ = 0, 1 and j = 0, 1, 2. Here, λ0 and r1b depend solely on N , q, µ, ν, b1 and b2.
(2) Let λ0 ≥ 1. Then, there exists an operator family D1(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN ), H2q (RN )) such
that for any h ∈ Yq(RN ) and λ ∈ Σǫ,λ0 , ϑ = D1(λ)h is a unique solution of Eq. (7.7), and
RL(Lq(RN ),H2−jq (RN ))({(τ∂τ )
ℓD1(λ) | λ ∈ Σǫ,λ0}) ≤ rb2
for ℓ = 0, 1 and j = 0, 1, 2. Here, rb2 depends solely on N , q, λ0, b1 and b2.
Proof. The assertion (1) was proved in Enomoto-Shibata [12, Theorem 3.2], and so we may omit the
proof. To prove (2), using the Fourier tranform F and its inversion formula F−1, we define ϑ by
ϑ = F−1
[ F [h](ξ)
γ3∗λ+ γ4∗|ξ|2
]
(x).
Thus, by Lemma 3.1 and Theorem 3.3 in [12], we can show the assertion (2). Thus, we also may omit
the detailed proof.
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Next we consider the half space problem. Let
R
N
+ = {x = (x1, . . . , xN ) ∈ RN | xN > 0}, RN0 = {x = (x1, . . . , xN ) ∈ RN | xN = 0},
and n0 =
⊤(0, . . . , 0,−1). We consider the following problems in RN+ :
ρ0∗λv − µ∆v − ν∇div v − γ1∗ρ0∗λ−1∇div v = g in RN+ , v|RN0 = 0; (7.8)
γ3∗λϑ− γ4∗∆ϑ = h1 in RN+ , (∇ϑ) · n0 = h2 on RN0 . (7.9)
Theorem 17. Let 1 < q <∞, 0 < ǫ < π/2, and λ0 ≥ 1.
(1) There exist a large constant λ0 > 0 and an operator family C2(λ) with
C2(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN+ )N , H2q (RN+ )N )
such that for any g ∈ Lq(RN+ )N and λ ∈ Σǫ,λ0 , v = C2(λ)g is a unique solution of Eq. (7.8), and
RL(Lq(RN+ )N ,H2−jq (RN+ )N )({(τ∂τ )
ℓC2(λ) | λ ∈ Σǫ,λ0}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2.
(2) Let λ0 ≥ 1. Then, there exists an operator family D2(λ) ∈ Hol (Σǫ,λ0 ,L(Yq(RN+ ), H2q (RN+ )) such
that for any (h1, h2) ∈ Yq(RN+ ) and λ ∈ Σǫ,λ0 , ϑ = D2(λ)(h1, λ1/2h2, h2) is a unique solution of
Eq. (7.9), and
RL(Yq(RN+ ),H2−jq (RN+ ))({(τ∂τ )
ℓD2(λ) | λ ∈ Σǫ,λ0}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2.
Here, Yq(R
N
+ ) and Yq(RN+ ) are spaces defined in Sect. 1 with G = RN+ , and rb is a constant depending
solely on N , q, λ0, b1 and b2.
Proof. The first assertion has been proved in [12, Theorem 4.1]. To prove the second one we divide a
solution of (7.9) into two parts: ϑ = ϑ1 + ϑ2, where ϑ1 and ϑ2 are solutions of the following problems:
γ3∗λϑ1 − γ4∗∆ϑ1 = h1 in RN+ , (∇ϑ1) · n0 = 0 on RN0 ; (7.10)
γ3∗λϑ2 − γ4∗∆ϑ2 = 0 in RN+ , (∇ϑ2) · n0 = h2 on RN0 . (7.11)
Given function F1 defined on R
N
+ , let F
e
1 be the even extension of F1 to xN < 0, that is F
e
1 (x) = F1(x)
for xN > 0 and F
e
1 (x) = F1(x
′,−xN ) for xN < 0, where x′ = (x1, . . . , xN−1). We then define an R
bounded solution operator D21(λ) acting on F1 ∈ Lq(RN+ ) by
D21(λ)[F1] = F−1
[ F [F e1 ](ξ)
γ3∗λ+ γ4∗|ξ|2
]
.
Obviously, ϑ1 = D1(λ)[h1] is a unique solution of Eq. (7.10).
To construct an R bounded solution operator for Eq. (7.11), we introduce the partial Fourier trans-
form F ′ and its inversion formula F−1ξ′ , which are defined by
fˆ(ξ′, xN ) = F ′[f ](ξ′, xN ) =
∫
RN−1
e−ix
′·ξ′f(x′, xN ) dx
′,
F−1ξ′ [g(ξ′, xN )](x′) =
1
(2π)N−1
∫
RN−1
eix
′·ξ′g(ξ′, xN ) dξ
′,
where ξ′ = (ξ1, . . . , ξN−1) ∈ RN−1 and x′ · ξ′ =
∑N−1
j=1 xjξj . Applying the partial Fourier transform to
(7.11), we have
(γ3∗λ+ γ4∗|ξ′|2)ϑˆ− γ∗4∂2N ϑˆ = 0 for xN > 0, ∂Nϑ|xN=0 = −hˆ2(ξ′, 0),
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where |ξ′|2 =∑N−1j=1 ξ2j and ∂N = ∂/∂N . Thus, ϑ2 is given by
ϑ2 = F−1
[e−√γ3∗γ−14∗ λ+|ξ′|2 xN√
γ3∗γ
−1
4∗ λ+ |ξ′|2
hˆ2(ξ
′, 0)
]
(x′)
=
∫ ∞
0
F−1ξ′
[e−√γ3∗γ−14∗ λ+|ξ′|2 (xN+yN)√
γ3∗γ
−1
4∗ λ+ |ξ′|2
√
γ3∗γ
−1
4∗ λ+ |ξ′|2hˆ2(ξ′, yN )
]
(x′)
−
∫ ∞
0
F−1ξ′
[e−√γ3∗γ−14∗ λ+|ξ′|2 (xN+yN )√
γ3∗γ
−1
4∗ λ+ |ξ′|2
∂N hˆ2(ξ
′, yN )
]
(x′).
Writing √
γ3∗γ
−1
4∗ λ+ |ξ′|2 =
γ3∗γ
−1
4∗ λ√
γ3∗γ
−1
4∗ λ+ |ξ′|2
−
N−1∑
j=1
iξjiξj√
γ3∗γ
−1
4∗ λ+ |ξ′|2
we have ∫ ∞
0
F−1ξ′
[e−√γ3∗γ−14∗ λ+|ξ′|2 (xN+yN )√
γ3∗γ
−1
4∗ λ+ |ξ′|2
√
γ3∗γ
−1
4∗ λ+ |ξ′|2hˆ2(ξ′, yN)
]
(x′)
=
∫ ∞
0
F−1ξ′
[
λ1/2e−
√
γ3∗γ
−1
4∗ λ+|ξ
′|2 (xN+yN )
γ3∗γ
−1
4∗ λ
1/2√
γ3∗γ
−1
4∗ λ+ |ξ′|2
hˆ2(ξ
′, yN )
]
(x′)
−
N−1∑
j=1
∫ ∞
0
F−1ξ′
[
|ξ′|e−
√
γ3∗γ
−1
4∗ λ+|ξ
′|2 (xN+yN )
iξj
|ξ′|
√
γ3∗γ
−1
4∗ λ+ |ξ′|2
F ′[∂jh2](ξ′, yN )
]
(x′).
We then define an operator D22(λ) acting on (F2, F3) ∈ Lq(RN+ ×H1q (RN+ ) by
D22(λ)(F2, F3) =
∫ ∞
0
F−1ξ′
[
λ1/2e−
√
γ3∗γ
−1
4∗ λ+|ξ
′|2 (xN+yN ) γ3∗γ
−1
4∗√
γ3∗γ
−1
4∗ λ+ |ξ′|2
F ′[F2](ξ′, yN)
]
(x′)
−
N−1∑
j=1
∫ ∞
0
F−1ξ′
[
|ξ′|e−
√
γ3∗γ
−1
4∗ λ+|ξ
′|2 (xN+yN )
iξj
|ξ′|
√
γ3∗γ
−1
4∗ λ+ |ξ′|2
F ′[∂jF3](ξ′, yN)
]
(x′)
−
∫ ∞
0
F−1ξ′
[e−√γ3∗γ−14∗ λ+|ξ′|2 (xN+yN )√
γ3∗γ
−1
4∗ λ+ |ξ′|2
F ′[∂NF3](ξ′, yN )
]
(x′).
Obviously, ϑ2 = D2(λ)(λ1/2h2, h2). Moreover, the R boundedness of the operator D22(λ) follows from
Lemma 4.2 in [12]. This completes the proof of the assertion (2).
7.2 Problem in a bent half space
Let Φ : RN → RN be a bijection of C2 class and let Φ−1 be its inverse map. Writing ∇Φ = A + B(x)
and ∇Φ−1 = A−+B−(x), we assume that A and A− are orthogonal matrices with constant coefficients
and B(x) and B−(x) are matrices of functions in C
1(RN ) with N < r <∞ such that
‖(B,B−)‖L∞(RN ) ≤M1, ‖∇(B,B−)‖L∞(RN ) ≤M2. (7.12)
We will choose M1 small enough eventually, and so we may assume that 0 < M1 ≤ 1 ≤ M2 in the
following. Set Ω+ = Φ(R
N
+ ) and Γ+ = Φ(R
N
0 ). Let n+ be the unit outer normal to Γ+. Since Γ+ is
represented by Φ−1,N(y) = 0, where Φ
−1 = ⊤(Φ−1,1, . . . ,Φ−1,N ), n+ is given by
n+ = − ∇Φ−1,N|∇Φ−1,N | = −
⊤(AN1 +BN1, . . . ,ANN +BNN )√∑N
j=1(ANj +BNj)
2
. (7.13)
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Choosing M1 > 0 small enough, by (7.12) we have
n+ = −⊤(AN1, . . . ,ANN ) + n˜+ (7.14)
where n˜+ has the estimates:
‖n˜+‖L∞(RN ) ≤ CNM1, ‖∇n˜+‖L∞(RN ) ≤ CM2 . (7.15)
We consider the following two equations:
ρ0∗λv − µ∆v − ν∇div v − γ1∗ρ0∗λ−1∇div v = g in Ω+, v|Γ+ = 0; (7.16)
γ3∗λϑ− γ4∗∆ϑ = h1 in Ω+, (∇ϑ) · n0 = h2 on Γ+. (7.17)
Theorem 18. Let 1 < q <∞ and 0 < ǫ < π/2. Then, we have the following assertions:
(1) There exist a large constant λ0 > 0 and an operator family C3(λ) with
C3(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(Ω+)N , H2q (Ω+)N )
such that for any g ∈ Lq(Ω+)N and λ ∈ Σǫ,λ0 , v = C3(λ)g is a unique solution of Eq. (7.16), and
RL(Lq(Ω+)N ,H2−jq (Ω+)N )({(τ∂τ )
ℓC3(λ) | λ ∈ Σǫ,λ0}) ≤ rb1
for ℓ = 0, 1 and j = 0, 1, 2. Here, rb1 is a constant depending solely on N , q, µ, ν, b1 and b2.
(2) Let Yq(Ω+) and Yq(Ω+) be spaces defined by replacing Ω by Ω+ in Theorem 15. Then, there exist
a positive constant λ0 and an operator family D3(λ) ∈ Hol (Σǫ,λ0 ,L(Yq(Ω+), H2q (Ω+)) such that for
any (h1, h2) ∈ Yq(Ω+) and λ ∈ Σǫ,λ0 , ϑ = D3(λ)(h1, λ1/2h2, h2) is a unique solution of Eq. (7.17),
and
RL(Lq(Ω+),H2−jq (Ω+))({(τ∂τ )
ℓD2(λ) | λ ∈ Σǫ,λ0}) ≤ rb2
for ℓ = 0, 1 and j = 0, 1, 2. Here, rb2 is a constant depending solely on N , q, b1 and b2.
Proof. The first assertion was proved in Enomoto-Shibata [12, Theorem 5.1], and so we may omit the
proof. Thus, we prove the assertion (2) below. For this purpose, we shall transform (7.17) into the
equations in RN+ by the change of variables: x = Φ
−1(y) with x ∈ RN+ and y ∈ Ω+. We have
∂
∂yj
=
N∑
k=1
(Akj +Bkj(x)) ∂
∂xk
, (7.18)
where Akj is the (k, j)th component of A− and Bkj(x) is the (k, j)th component of B−(Φ(x)). Let
ϕ(x) = ϑ(Φ(x)) in (7.17), and then by (7.14) and (7.18) we have
γ3∗λϕ− γ4∗[∆ϕ+A1∇2ϕ+A2∇ϕ] = H1 in RN+ , (∇ϕ) · n0 + (∇ϕ) · n1 = H2 on RN0 . (7.19)
Here, we have set
A1∇2ϕ =
N∑
j,k,ℓ=1
(AkjBℓj(x) +AℓjBkj(x) +Bkj(x)Bℓj(x)) ∂
2ϕ
∂xk∂ℓ
,
A2∇ϕ =
N∑
j,k,ℓ=1
(Akj +Bkj(x))
( ∂
∂xk
Bℓj(x)
) ∂ϕ
∂xℓ
,
(∇ϕ) · n1 =
N∑
j,k=1
(ANjBkj(x) + n˜j(x)Akj + n˜j(x)Bkj(x)) ∂ϕ
∂xk
.
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Notice that
‖A1∇2ϕ‖Lq(RN+ ) ≤ CM1‖∇
2ϕ‖Lq(RN+ ),
‖A2∇ϕ‖Lq(RN+ ) ≤ CM2‖∇ϕ‖Lq(RN+ ),
‖(∇ϕ) · n1‖Lq(RN+ ) ≤ CM1‖∇ϕ‖Lq(RN+ ),
‖(∇ϕ) · n1‖H1q (RN+ ) ≤ C(M1‖∇
2ϕ‖Lq(RN+ ) + CM2‖∇ϕ‖Lq(RN+ )).
(7.20)
Let C2(λ) be an R-bounded solution operator given in Theorem 17 and set ψ = C2(λ)Fλ(H1, H2).
Here and in the following, Fλ is an operator acting on (H1, H2) ∈ Yq(RN+ ) defined by Fλ(H1, H2) =
(H1, λ
1/2H2, H2) ∈ Yq(RN+ ). We then have
γ3∗λψ − γ4∗(∆ψ +A1∇2ψ +A2∇ψ) = H1 +R1(λ)(H1, H2) in RN+ ,
(∇ψ) · n0 + (∇ψ) · n1 = H2 +R2(λ)(H1, H2) on RN0 ,
(7.21)
where
R1(λ)(H1, H2) = γ4∗(A1∇2C2(λ)Fλ(H1, H2) +A2∇C2(λ)Fλ(H1, H2)),
R2(λ)(H1, H2) = (∇C2(λ)Fλ(H1, H2)) · n1.
(7.22)
For F = (F1, F2, F3) ∈ Yq(RN+ ), let
R1(λ)F = γ4∗(A1∇2C2(λ)F ) +A2∇C2(λ)F, R2(λ)F = [∇C2(λ)F ] · n1,
and let R(λ)F = (R1(λ)F,R2(λ)F ) ∈ Yq(RN+ ) and R(λ)(H1, H2) = (R1(λ)(H1, H2), R2(λ)(H1, H2)).
We then have
R(λ)Fλ(H1, H2) = R(λ)(H1, H2). (7.23)
We now use the following two lemmas to calculate the R-norm.
Lemma 19. (1) Let X and Y be Banach spaces, and let T and S be R-bounded families in L(X,Y ).
Then, T + S = {T + S | T ∈ T , S ∈ S} is also an R-bounded family in L(X,Y ) and
RL(X,Y )(T + S) ≤ RL(X,Y )(T ) +RL(X,Y )(S).
(2) Let X, Y and Z be Banach spaces, and let T and S be R-bounded families in L(X,Y ) and L(Y, Z),
respectively. Then, ST = {ST | T ∈ T , S ∈ S} is also an R-bounded family in L(X,Z) and
RL(X,Z)(ST ) ≤ RL(X,Y )(T )RL(Y,Z)(S).
Lemma 20. Let 1 < p, q <∞ and let D be a domain in RN .
(1) Let m(λ) be a bounded function defined on a subset Λ in a complex plane C and let Mm(λ) be a
multiplication operator with m(λ) defined by Mm(λ)f = m(λ)f for any f ∈ Lq(D). Then,
RL(Lq(D))({Mm(λ) | λ ∈ Λ}) ≤ CN,q,D‖m‖L∞(Λ).
(2) Let n(τ) be a C1 function defined on R\{0} that satisfies the conditions: |n(τ)| ≤ γ and |τn′(τ)| ≤ γ
with some constant γ > 0 for any τ ∈ R\ {0}. Let Tn be an operator valued Fourier multiplier defined by
Tnf = F−1[nF [f ]] for any f ∈ S(R, X) with F [f ] ∈ D(R, X). Then, Tn is extended to a bounded linear
operator from Lp(R, Lq(D)) into itself. Moreover, denoting this extension also by Tn, we have
‖Tn‖L(Lp(R,Lq(D))) ≤ Cp,q,Dγ.
Remark 21. For proofs of Lemma 19 and Lemma 20, we refer to [10, p.28, 3.4.Proposition and p.27,
3.2.Remarks (4)] (cf. also Bourgain [6]), respectively.
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By Lemma 19, Lemma 20, (7.20), and Theorem 17 (2) we have
RL(Yq(RN+ ))({(τ∂τ )
ℓFλR(λ) | λ ∈ Σǫ,λ1}) ≤ rb(CM1 + CM2 λ˜−1/20 ) (7.24)
for any λ˜0 ≥ λ0. In fact, by (7.20), we have∫ 1
0
‖
n∑
j−1
rj(u)A2∇C2(λj)Fj‖qLq(RN+ ) du ≤ C
q
M2
∫ 1
0
‖
n∑
j=1
rj(u)∇C2(λj)Fj‖qLq(RN+ ) du.
By Lemma 20, we have∫ 1
0
‖
n∑
j=1
rj(u)∇C2(λj)Fj‖qLq(RN+ ) du =
∫ 1
0
‖
n∑
j=1
rj(u)λ
−1/2
j λ
1/2
j ∇C2(λj)Fj‖qLq(RN+ ) du
≤ λ˜−q/20
∫ 1
0
‖
n∑
j=1
rj(u)λ
1/2
j ∇C2(λj)Fj‖qLq(RN+ ) du
for any λj ∈ Σǫ,λ˜0 and λ˜0 ≥ λ0. Thus, by Theorem 15 (2), we have∫ 1
0
‖
n∑
j−1
rj(u)A2∇C2(λj)Fj‖qLq(RN+ ) du ≤ λ˜
−q/2
0 r
q
b
∫ 1
0
‖
n∑
j=1
rj(u)Fj‖qLq(RN+ ) du.
Analogously, we can estimate RL(Yq(RN+ ),Lq(RN+ )) norm of B1 and B2 and RL(Yq(RN+ ),H1q (RN+ )) norm of B3,
where B1 = A1∇2C2(λ)F , B2 = λ1/2[∇C2(λ)F ] · n, B3 = [∇C2(λ)F ] · n, and so we have (7.24).
Choosing M1 so small that rbCM1 ≤ 1/4 and choosing λ˜0 so large that rbCM2 λ˜−1/20 ≤ 1/4 in (7.24),
we have
RL(Yq(RN+ ))({(τ∂τ )
ℓFλR(λ) | λ ∈ Σǫ,λ˜0}) ≤ 1/2. (7.25)
Since R-boundedness implies the usual boundedness, we have
‖FλR(λ)Fλ(H1, H2)‖Yq(RN+ ) ≤ (1/2)‖Fλ(H1, H2)‖Lq(Yq(RN+ ).
Here and in the following, the norm of Yq(RN+ ) is given by
‖(F1, F2, F3)‖Yq(RN+ ) = ‖(F1, F2)‖Lq(RN+ ) + ‖F3‖H1q (RN+ ).
Thus, ‖Fλ(H1, H2)‖Yq(RN+ ) gives the equivalent norm of Yq(RN+ ). By (7.23) and (7.25) we see that
(I+R(λ))−1 =
∑∞
j=0(−R(λ))j exists as an operator from Yq(RN+ ) into itself and its operator norm does
not exceed 2. Thus, in view of (7.21), ϕ = C2(λ)Fλ(I+R(λ))−1(H1, H2) is a solution of Eq. (7.19).
On the other hand, by (7.25) and lemma 19, we see that (I + FλR(λ))−1 =
∑∞
j=1(FλR(λ))j exists
and
RL(Yq(RN+ ))({(τ∂τ )
ℓ(I+ FλR(λ))−1 | λ ∈ Σǫ,λ˜0}) ≤ 4. (7.26)
Set C˜3(λ) = C2(λ)(I + FλR(λ))−1. Since R(λ)Fλ = R(λ) as follows from (7.23), we have
(I+ FλR(λ))−1Fλ =
∞∑
j=1
(−1)j(FλR(λ))jFλ =
∞∑
j=0
(−1)jFλ(R(λ)Fλ)j
= Fλ
∞∑
j=0
(−R(λ))j = Fλ(I+R(λ))−1,
which leads to ϕ = C˜3(λ)Fλ(H1, H2). Thus, C˜3(λ) is an R-bounded solution operator for Eq. (7.19). Set
C3(λ)F = [C˜3(λ)(F ◦ Φ−1)] ◦ Φ,
and then C3(λ) is anR-bounded solution operator of Eq. (7.17). This completes the proof of the assertion
(2).
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7.3 Proof of Theorem 15
To prove Theorem 15, we need to use several properties of uniform C2 domain, which are stated in the
following proposition.
Proposition 22. Let Ω be a uniform C2-domain in RN with boundary Γ. Then, for any positive constant
M1, there exist constants M2 > 0, d ∈ (0, 1), at most countably many functions Φj ∈ C2(RN ), and points
x1j ∈ Ω and x2j ∈ Γ (j ∈ N) such that the following assertions hold:
(1) For every j ∈ N, the map RN ∋ x→ Φj(x) ∈ RN is bijective.
(2) Ω = (
⋃∞
j=1 Bd(x
1
j ))∪ (
⋃∞
j=1(Φj(R
N
+ )∩Bd(x2j ))), Bd(x1j ) ⊂ Ω, Φj(RN+ )∩Bd(x2j ) = Ω∩Bd(x2j ), and
Φj(R
N
0 ) ∩Bd(x2j ) = Γ ∩Bd(x2j ).
(3) There exist C∞ functions ζij(i = 1, 2, j ∈ N) such that supp ζij, supp ζ˜ij ⊂ Bd(xij), ‖ζij‖H2∞(RN ) ≤ c0,
‖ζ˜ij‖H2∞(RN ) ≤ c0, ζ˜ij = 1 on supp ζij,
∑
i=1,2
∑∞
j=1 ζ
i
j = 1 on Ω,
∑∞
j=1 ζ
1
j = 1 on Γ. Here, c0 is a
constant which depends on M2, N, q, q
′ and r, but is independent of j ∈ N.
(4) ∇Φj = Rj+Ri,∇(Φj)− = R−j +R−j , where Rj and R−j are N×N constant orthogonal matrices,
and Rj and R
−
j are N ×N matrices of H1∞ functions defined on RN which satisfies the conditions:
‖Rj‖L∞(RN ) ≤ M1, ‖R−j ‖L∞(RN ) ≤ M1, ‖∇Rj‖L∞(RN ) ≤ M2 and ‖∇R−j ‖L∞(RN ) ≤ M2 for any
jN.
(5) There exist a natural number L > 2 such that any L+1 distinct sets of {Bd(xij) | i = 1, 2, j ∈ N}
have an empty intersection.
In what follows, we write Ωℓ = Φℓ(R
N
+ ) and Γℓ = Φℓ(R
N
0 ) for ℓ ∈ N. Moreover, we write Bd(xij)
simply by Bij . Since ρ0(x) and γk(x) (k = 1, 3, 4) are uniformly continuous functions on Ω, choosing d
smaller if necessary, we may assume that
|ρ0(x) − ρ0(xij)| ≤M1, |γk(x) − γk(xij)| ≤M1 for x ∈ BiJ ∩ Ω, k = 1, 3, 4. (7.27)
By the finite intersection property stated in Proposition 22 (5), we have
(∑
i=1,2
∞∑
j=1
‖f‖q
Lq(Bij∩Ω)
)1/q
≤ Cq‖f‖Lq(Ω) (7.28)
for any f ∈ Lq(Ω) and 1 ≤ q <∞. In particular, by (7.28) we have
Lemma 23. Let i = 1, 2 and 1 < q < ∞. Let {fj}∞j=0 be a sequence of functions in Lq(Ω) such that∑∞
j=0 ‖fj‖qLq(Ω) < ∞, and supp fj ⊂ Bij (j ∈ N). Then,
∑∞
j=0 fj ∈ Lq(Ω) and ‖
∑∞
j=1 fj‖Lq(Ω) ≤
(
∑∞
j=1 ‖fj‖qLq(Ω))1/q.
We first prove the assertion (1) in Theorem 15. We construct a parametrix. Let v1j ∈ H2q (RN )N be
solutions of the equations:
ρ0(x
1
j )λv
1
j − µ∆v1j − ν∇div v1j − γ1(x1j )ρ0(x1j )λ−1∇div v1j = ζ1j g in RN ; (7.29)
and v2j ∈ H2q (Ωj)N solutions of the equations:
ρ0(x
2
j )λv
2
j − µ∆v2j − ν∇div v2j − γ1(x2j )ρ0(x2j )λ−1∇div v2j = ζ2j g in Ωj , v2j |Γj = 0. (7.30)
By Theorem 16 (1) and Theorem 18 (1), there are R-bounded solution operators Cij(λ) with
Cij(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(Ωij)N , H2q (Ωij)N ))
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such that for any g ∈ Lq(Ω) and λ ∈ Σǫ,λ0 , v1j = C1j (λ)ζ1j g are solutions of Eq. (7.29) and v2j = C2j (λ)ζ2j g
solutions of Eq. (7.30), where we have set Ω1j = R
N and Ω2j = Ωj . Moreover, we have
RL(Lq(Ωij)N ,H2−kq (Ωij)N )({(τ∂τ )
ℓ(λk/2Cij(λ)) | λ ∈ Σǫ,λ0}) ≤ rb (7.31)
for ℓ = 0, 1 and k = 0, 1, 2. Notice that λ0 and rb are independent of i = 1, 2 and j ∈ N. Let
U1(λ)g =
∑
i=1,2
∞∑
j=1
ζ˜ijCij(λ)ζijg
for g ∈ Lq(Ω)N . By Lemma 23, we have
RL(Lq(Ω)N ,H2−kq (Ω)N )({(τ∂τ )
ℓ(λk/2U(λ)) | λ ∈ Σǫ,λ0}) ≤ CN,qrb. (7.32)
In fact, by (7.31) and (7.28) we have
∑
i=1,2
∞∑
j=1
∫ 1
0
∫
Ω
|
n∑
k=1
rk(u)ζ˜
i
jCij(λk)ζijgk|q dx du ≤ cq0
∑
i=1,2
∞∑
j=1
∫ 1
0
∫
Ωij
|
n∑
k=1
rk(u)Cij(λk)ζijgk|q dx du
≤ (c0rb)q
∑
i=1,2
∞∑
j=1
∫ 1
0
∫
Ωij
|
n∑
k=1
rk(u)ζ
i
jgk|q dx du ≤ (c20rb)q
∑
i=0,1
∞∑
j=1
∫ 1
0
∫
Ω∩Bij
|
n∑
k=1
rk(u)gk|q dx du
= (c20rb)
q
∫ 1
0
(∑
i=0,1
∞∑
j−1
∫
Ω∩Bij
|
n∑
k=1
rk(u)gk|q dx
)
du ≤ (Cqc20rb)q
∫ 1
0
‖
n∑
k=1
rk(u)gk‖qLq(Ω) du,
and so by Lemma 23 we have
‖
n∑
k=1
rk(u)U1(λk)gk‖Lq(Ω×(0,1)) ≤ Cqc20rb‖
n∑
k=1
rk(u)gk‖Lq(Ω×(0,1)).
In this way, we can show (7.32). Next, since
∆(ζ˜ijv
i
j) = ζ˜
i
j∆v
i
j + 2(∇ζ˜ij)∇vij + (∆ζ˜ij)vij ,
∇div (ζ˜ijvij) = ζ˜ij∇div vij + (∇ζij)div vij +∇((∇ζij) · vij),
∇(ρ0(x)div (ζ˜ijvij)) = ζ˜ijρ0(x)∇div vij +∇(ρ0(x)(∇ζij) · vij) + (∇ζij)ρ0(x)div vij ,
with vij = Cij(λ)ζijg, setting
V1(λ)g = −
∑
i=1,2
∞∑
j=1
{µ(2(∇ζ˜ij)∇Cij(λ)ζijg+ (∆ζ˜ij)Cij(λ)ζijg + ν((∇ζij)div Cij(λ)ζijg+∇((∇ζij)Cij(λ)ζijg)
+ λ−1γ1(x)(∇(ρ0(x)(∇ζij) · Cij(λ)ζijg) + (∇ζij)ρ0(x)div Cij(λ)ζijg)}
+
∑
i=1,2
∞∑
j=1
ζ˜ij((ρ0(x) − ρ0(xij))λCij(λ)ζijg− (γ1(x)ρ0(x)− γ1(xij)ρ0(xij))λ−1∇Cij(λ)ζijg)
(7.33)
and setting v = U1(λ)g, we have
ρ0(x)λv − µ∆v − ν∇div v − γ1(x)λ−1∇(ρ0(x)div v) = g+ V1(λ)g in Ω, v|Γ = 0 (7.34)
because Γ ∩B1j = Γj and ζ˜ijζij = ζij . Using (5.2), (7.27), Lemma 23, (7.31), and (7.32), we obtain
RL(Lq(Ω)N )({(τ∂τ )ℓR(λ) | λ ∈ Σǫ,λ˜0}) ≤ c20Cq{(1 + 2α4)M1 + α4rbλ˜
−1/2
0 } (7.35)
for any λ˜0 ≥ λ0, where we have assumed that λ˜0 ≥ 1. To prove (7.35), we have to estimate (∇ρ0)(∇ζij) ·
Cij(λ)ζijg. For this purpose, we use the following lemma can be proved easily with the help of Sobolev’s
imbedding theorem.
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Lemma 24. Let 1 < q ≤ r <∞ and N < r <∞. Then, the following two inequalities hold:
(1) There exists a constant C depending only on N , q, and r for which
‖ab‖Lq(Ω) ≤ C‖a‖Lr(Ω)‖b‖H1q (Ω).
(2) For any σ > 0, there exists a constant C = Cσ,‖a‖Lr(Ω) for which
‖ab‖Lq(Ω) ≤ σ‖b‖H1q (Ω) + C‖b‖Lq(Ω).
For any λk ∈ Σǫ,λ˜0 and gk ∈ Lq(Ω)N (k = 1, . . . , n), by Lemma 24, (7.31) and (5.2),
∑
i=1,2
∞∑
j=1
∫ 1
0
∫
Ω
|
n∑
k=1
rk(u)(∇ρ0)(∇ζij) · Cij(λk)ζijgk|q dx du
≤ (c0α4)q
∑
i=1,2
∞∑
j=1
∫ 1
0
‖
n∑
k=1
rk(u)Cij(λk)ζijgk‖qH1q (Ωij) du
≤ (c0α4)q
∑
i=1,2
∞∑
j=1
∫ 1
0
‖
n∑
k=1
rk(u)λ
−1/2
k λ
1/2
k Cij(λk)ζijgk‖qH1q (Ωij) du
≤ (c0α4λ˜−1/20 )q
∑
i=1,2
∞∑
j=1
∫ 1
0
‖
n∑
k=1
rk(u)λ
1/2
k Cij(λk)ζijgk‖qH1q (Ωij) du
≤ (c0α4λ˜−1/20 rb)q
∑
i=1,2
∞∑
j=1
∫ 1
0
‖
n∑
k=1
rk(u)ζ
i
jgk‖qLq(Ωij) du
≤ (c20α4λ˜−1/20 rb)q
∑
i=1,2
∞∑
j=1
∫ 1
0
‖
n∑
k=1
rk(u)gk‖qLq(Ω∩Bij) du
= (c20α4λ˜
−1/2
0 rb)
q
∫ 1
0
(
∑
i=1,2
∞∑
j=1
‖
n∑
k=1
rk(u)gk‖qLq(Ω∩Bij)) du
= (Cqc
2
0α4λ˜
−1/2
0 rb)
q
∫ 1
0
‖
n∑
k=1
rk(u)gk‖q du.
Other terms can be estimated similarly, and so by Lemma 23 and (7.28) we have (7.35). ChoosingM1 > 0
so small that c20Cq(1 + 2α4)M1 ≤ 1/4 and choosing λ˜0 ≥ max(λ0, 1) so large that c20Cqα4rbλ˜−1/20 ≤ 1/4,
by (7.35) we have
RL(Lq(Ω)N )({(τ∂τ )ℓV1(λ) | λ ∈ Σǫ,λ˜0}) ≤ 1/2. (7.36)
Thus, (I+ V1(λ))−1 =
∑∞
j=1(−V1(λ))j exists and satisfies the estimate:
RL(Lq(Ω)N )({(τ∂τ )ℓ(I+ V1(λ))−1 | λ ∈ Σǫ,λ˜0}) ≤ 4.
Let C(λ) = U1(λ)(I + V1(λ))−1, and then in view of (7.34) we see that u = C(λ)g is a solution of Eq.
(7.3). The uniqueness of solutions follows from the existence of solutions of the dual problem. Moreover,
by (7.32) and (7.36) we see that C(λ) satisfies the estimate:
RL(Lq(Ω)N ,H2−kq (Ω)N )({(τ∂τ )
ℓ(λk/2C(λ)) | λ ∈ Σǫ,λ0}) ≤ 4CN,qrb.
This completes the proof of assertion (1) of Theorem 15.
We next prove the assertion (2). By Theorem 16 (2) and Theorem 18 (2), there are R-bounded
solution operators Dij(λ) with
D1j (λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN ), H2q (RN ))), D2j (λ) ∈ Hol (Σǫ,λ0 ,L(Yq(Ω1), H2q (RN ))) (7.37)
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such that for any (h1, h2) ∈ Yq(Ω) and λ ∈ Σǫ,λ0 , ϑ1j = D1j (λ)ζ1j h1 are solutions of the equations:
γ3(x
1
j )λϑ
1
j − γ4(x1j )∆ϑ1j = ζ1j h1 in RN , (7.38)
and ϑ2j = D2j (λ)ζ2j (h1, λ1/2h2, h2) are solutions of the equations:
γ3(x
2
j )λϑ
2
j − γ4(x2j )∆ϑ2j = ζ2j h1 in Ωj , (∇ϑ2j ) · nj |Γj = 0 (7.39)
where nj is the unit outer normal to Γj . Notice that nj = n on Γj ∩ B2j = Γ ∩ B2j . In particular, by
(7.37) we have
2∑
k=0
|λ|k/2‖ϑij‖H2−kq (Ωij ≤ rb{‖ζ
i
jh1‖Lq(Ωij) + σ
i(‖λ1/2h2‖Lq(Ω2j ) + ‖h2‖H1q (Ω2j))} (i = 1, 2), (7.40)
where σ1 = 0 and σ2 = 1. Let
U2(λ)(h1, h2) =
∑
i=1,2
∞∑
j=1
ζ˜ijϑ
i
j , U2(λ)F =
∞∑
j=1
ζ˜1jD1j (λ)ζ1j F1 +
∞∑
j=1
ζ˜2jD2j (λ)ζ2j F
for (h1, h2) ∈ Yq(Ω) and F = (F1, F2, F3) ∈ Yq(Ω). By Lemma 23 and (7.28), we have
2∑
k=0
|λ|k/2‖U2(λ)(h1, h2)‖H2−kq (Ω) ≤ CN,qrb(‖h1‖Lq(Ω) + |λ|
1/2‖h2‖Lq(Ω) + ‖h2‖H1q (Ω)) (7.41)
for any λ ∈ Σǫ,λ0 and (h1, h2) ∈ Yq(Ω), and
RL(Yq(Ω),H2−kq (Ω))({(τ∂τ )
ℓ(λk/2U2(λ)) | λ ∈ Σǫ,λ0}) ≤ CN,qrb (7.42)
for k = 0, 1, 2 and ℓ = 0, 1. For F = (F1, F2, F3) ∈ Yq(Ω), let
V21(λ)F = −
∑
i=1,2
∞∑
j=1
{div (γ4(x)(∇ζij)Dij(λ)ζijF +∇(γ4ζij) · ∇(Dij(λ)ζijF )}
+
∑
i=1,2
∞∑
j=1
ζij{(γ3(x) − γ3(xij))λDij(λ)ζijF − div ((γ4(x) − ρ(xij))∇Dij(λ)ζijF )},
V22(λ)F = −
∞∑
j=1
(∇ζ2j ) · njD2j (λ)ζijF,
where we have set D1j (λ)ζijF = D1j (λ)ζijF1. We then have
γ3(x)λU2(λ)(h1, h2)− div (γ4(x)∇U2(λ)(h1, h2)) = h1 + V21(λ)Fλ(h1, h2) in Ω,
(∇U2(λ)(h1, h2)) · n = h2 + V22(λ)Fλ(h1, h2) on Γ
(7.43)
for any (h1, h2) ∈ Yq(Ω), where we have set Fλ(h1, h2) = (h1, λ1/2h2, h2) ∈ Yq(Ω). Since
‖(∇γ4) · ∇Dij(λ)ζijF‖Lq(Ω) ≤ σ‖∇Dij(λ)ζijF‖H1q (Ω) + Cσ,α4‖∇Dij(λ)ζijF‖Lq(Ω)
as follows from Lemma 24 (2), by (7.37), Lemma 23, (7.27), (7.28) and Lemma 24, we have
RL(Yq(Ω))({(τ∂τ )ℓ(Fλ(V21(λ),V22(λ))) | λ ∈ Σǫ,λ˜0}) ≤ {2M1 + σ + c20CqCσ,α4 λ˜
−1/2
0 }rb
for any λ˜0 ≥ max(λ0, 1). Choosing M1 and σ > 0 so small that 2M1rb < 1/8, σrb < 1/8 and choosing
λ˜0 so large that c
2
0CqCσ,α4rbλ˜
−1/2
0 ≤ 1/4, we have
RL(Yq(Ω))({(τ∂τ )ℓ(Fλ(V21(λ),V22(λ))) | λ ∈ Σǫ,λ˜0}) ≤ 1/2, (7.44)
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and so (I+ Fλ(V21(λ),V22(λ)))−1 =
∑∞
j=0(−Fλ(V21(λ),V22(λ)))j exists and
RL(Yq(Ω))({(τ∂τ )ℓ(I+ Fλ(V21(λ),V22(λ)))−1 | λ ∈ Σǫ,λ˜0}) ≤ 4. (7.45)
On the other hand, by (7.44) we have
‖Fλ(V21(λ)Fλ(h1, h2),V22(λ)Fλ(h1, h2))‖Yq(Ω) ≤ (1/2)‖Fλ(h1, h2)‖Lq(Ω)
for any λ ∈ Σǫ,λ˜0 . Since ‖Fλ(h1, h2)‖Yq(Ω) = ‖h1‖Lq(Ω) + |λ|1/2‖h2‖Lq(Ω) + ‖h2‖H1q (Ω) gives equivalent
norms in Yq(Ω), we see that for each λ ∈ Σǫ,λ˜0 , I+(V21(λ),V22(λ))Fλ)−1 =
∑∞
j=0(−(V21(λ),V22(λ))Fλ)j
exists as an operator in L(Yq(Ω)) whose operator norm does not exceed 2. Thus, in view of (7.43),
ϑ = U2(λ)(I + (V21(λ),V22(λ)))−1(h1, h2) is a solution of Eq. (7.4). The uniqueness of solution follows
from the existence of solutions for the dual problem. Notice that U2(λ)Fλ(h1, h2) = U2(λ)(h1, h2). We
then define an operator D(λ) by
D(λ)F = U2(λ)(I + Fλ(V21(λ),V22(λ)))−1
for F = (F1, F2, F3) ∈ Yq(Ω). Since
(I+ Fλ(V21(λ),V22(λ)))−1Fλ =
∞∑
j=0
(−Fλ(V21(λ),V22(λ)))jFλ = Fλ
∞∑
j=0
(−(V21(λ),V22(λ))Fλ)j
= Fλ(I+ (V21(λ),V22(λ))Fλ)−1,
we have
ϑ = U2(λ)(I+ (V21(λ),V22(λ))Fλ)−1(h1, h2) = U2(λ)Fλ(I+ (V21(λ),V22(λ))Fλ)−1(h1, h2)
= U2(λ)(I + Fλ(V21(λ),V22(λ)))−1Fλ(h1, h2) = D(λ)Fλ(h1, h2) = D(λ)(h1, λ1/2h2, h2).
By (7.42) and (7.45), we have
RL(Yq(Ω),H2−kq (Ω))({(τ∂τ )
ℓ(λk/2D(λ)) | λ ∈ Σǫ,λ˜0}) ≤ 4CN,qrb.
This completes the proof of the assertion (2) of Theorem 15.
7.4 Proof of Theorem 13
Let C(λ) and D(λ) be the operators given in Theorem 15. Let ϑ0 = D(λ)(0, λ1/2h2, h2), and then the
third equation of Eq. (7.1) and the boundary condition for ϑ are reduced to the equations:
γ3(x)λϕ + γ2(x)div v − div (γ4(x)∇ϕ) = f3 in Ω, (∇ϕ) · n|Γ = 0. (7.46)
Thus, in view of (7.2) and (7.46), instead of (7.1) we consider the equations:

ρ0(x)λv − µ∆v − ν∇div v − γ1(x)λ−1∇(ρ0(x)div v) + γ2(x)∇ϕ = f in Ω,
γ3(x)λϕ + γ2(x)div v − div (γ4(x)∇ϕ) = g in Ω,
v = 0, (∇ϕ) · n = 0 on Γ.
(7.47)
In the following, we write D(λ)(g, 0, 0) simply by D(λ)g. Let
v = C(λ)f , ϕ = D(λ)g
in (7.47), and then we have

ρ0(x)λv − µ∆v − ν∇div v − γ1(x)λ−1∇(ρ0(x)div v) + γ2(x)∇ϕ = f + E1(λ)(f , g) in Ω,
γ3(x)λϕ + γ2(x)div v − div (γ4(x)∇ϕ) = g + E2(λ)(f , g) in Ω,
v = 0, (∇ϕ) · n = 0 on Γ,
(7.48)
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where we have set
E1(λ)(f , g) = γ3(x)∇D(λ)g, E2(λ)(f , g) = γ2(x)div C(λ)f .
Let E(λ)(f , g) = (E1(λ)(f , g), E2(λ)(f , g)), and then by Theorem 15 we have
RL(Lq(Ω)N+1)({(τ∂τ )ℓE(λ) | λ ∈ Σǫ,λ1}) ≤ rbλ−1/21 (7.49)
for any λ1 ≥ λ0. Thus, choosing λ1 > 0 so large that rbλ−1/21 ≤ 1/2, by (7.49) and Lemma 19 we see
that (I+ E(λ))−1 =∑∞j=0(−E(λ))j exists and satisfies the estimate:
RL(Lq(Ω)NL+1)({(τ∂τ )ℓ(I+ E(λ))−1 | λ ∈ Σǫ,λ1}) ≤ 4. (7.50)
Let B˜1(λ) = C(λ)(I + E(λ))−1 and B˜2(λ) = D(λ)(I + E(λ))−1, and then by Theorem 15, (7.50), and
Lemma 19, we see that for any λ ∈ Σǫ,λ1 and (f , g) ∈ Lq(Ω)N+1, v = B˜1(λ)(f , g) and ϕ = B˜2(λ)(f , g)
are solutions of (7.48) and
RL(Lq(Ω)N+1,H2−kq (Ω)N+1)({(τ∂τ )
ℓ(λk/2(B˜1(λ), B˜2(λ))) | λ ∈ Σǫ,λ1}) ≤ 4rb. (7.51)
Finally, setting
v = B˜1(λ)(f2 − λ−1γ1(x)∇f1, f3),
ζ = λ−1(f1 − ρ0(x)div v),
ϑ = B˜2(λ)(f2 − λ−1γ1(x)∇f1, f3) +D(λ)(0, λ1/2f4, f4)
we see that ζ, v, and ϑ are solutions of Eq. (7.1). The uniqueness of solutions follows from the existence
of solutions for the dual problem. For F = (F1, F2, F3, F4, F5) ∈ Xq(Ω), we set
B1(λ)F = B˜1(λ)(F2, F3)− λ−1B˜1(λ)(γ1(x)∇F1, 0),
A(λ)F = λ−1F1 − λ−1ρ0(x)divB1(λ)F,
B2(λ)F = B˜2(λ)(F2, F3)− λ−1B˜2(λ)(γ1(x)∇F1, 0) +D(λ)(0, F4, F5),
and then, we have ζ = A(λ)Fλ, v = B1(λ)Fλ, and ϑ = B2(λ)Fλ, where Fλ = (f1, f2, f3, λ1/2f4, f4).
Moreover, by Lemma 20, (5.2) and (7.51) we have
RL(Xq(Ω),H2−kq (Ω)N )({(τ∂τ )ℓ(λk/2B1(λ)) | λ ∈ Σǫ,λ1}) ≤ (4 + λ
−1
1 α4)rb,
RL(Xq(Ω),H2−kq (Ω))({(τ∂τ )
ℓ(λk/2B2(λ)) | λ ∈ Σǫ,λ1}) ≤ (4 + λ−11 α4)rb,
RL(Xq(Ω),H1q (Ω))({(τ∂τ )ℓ(λA(λ)) | λ ∈ Σǫ,λ1}) ≤ 1 + (4 + λ−11 α4)rb.
This completes the proof of Theorem 13.
7.5 Proof of Theorem 3
We first prove the generation of a C0 analytic semigroup associated with Eq. (5.1). Let
Dq(Ω) = {(ζ,v, ϑ) ∈ Dq(Ω) | v|Γ = 0, (∇ϑ) · n|Γ = 0},
A(ζ,v, ϑ) =

 −ρ0(x)div vρ0(x)−1(µ∆v + ν∇div v − γ1(x)∇ζ − γ2(x)∇ϑ)
γ3(x)
−1(−γ2(x)div v + div (γ4(x)∇ϑ))

 ,
Aq(ζ,v, ϑ) = A(ζ,v, ϑ) for (ζ,v, ϑ) ∈ Dq(Ω).
(7.52)
And then, Eq. (5.1) withf1 = f2 = f3 = g = 0 is formally written as
∂tU −AqU = 0 for t > 0, U |t=0 = U0, (7.53)
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where U0 = (ζ0,v0, ϑ0) ∈ Hq(Ω) and U with
U ∈ C0[0,∞,Hq(Ω)) ∩ C0((0,∞),Dq(Ω) ∩C1((0,∞),Hq(Ω)).
The resolvent equation corresponding to (7.53) is
λV −AqV = F in Ω, (7.54)
where F = (f1, f2, f3) ∈ Hq(Ω) and V ∈ Dq(Ω). By Theorem 13, we see that the resolvent set ρ(Aq)
of Aq contains Σǫ,λ0 and for any F ∈ Hq(Ω) and λ ∈ Σǫ,λ0 , V = (λI − Aq)−1F ∈ Dq(Ω) satisfies the
estimate:
|λ|‖V ‖Hq(Ω) + ‖V ‖Dq(Ω) ≤ rb‖F‖Hq(Ω) (7.55)
where
‖F‖Hq(Ω) = ‖f1‖H1q (Ω) + ‖(f2, f3)‖Lq(Ω), ‖V ‖Dq(Ω) = ‖ζ‖H1q (Ω) + ‖(v, ϑ)‖H2q (Ω)
for F = (f1, f2, f3) ∈ Hq(Ω) and V = (ζ,v, ϑ) ∈ Dq(Ω). Since 0 < ǫ < π/2, the operator Aq generates a
C0 analytic semigroup {T (t)}t≥0 on Hq(Ω) possessing the estimate
‖T (t)F‖Hq(Ω) ≤ Ceγt‖F‖Hq(Ω) (t > 0)
for some constants C and γ.
We now consider the maximal Lp-Lq regularity for Eq. (5.1) in the case that f1 = f2 = f3 = g = 0.
Let
Ep,q(Ω) = (Hq(Ω),Dq(Ω))1−1/p,p. (7.56)
Notice that Ep,q(Ω) ⊂ Dp,q(Ω), and that for (ζ,v, ϑ) ∈ Ep,q(Ω) we have
v|Γ = 0 for 2/p+ 1/q < 2, (∇ϑ) · n|Γ = 0 for 2/p+ 1/q < 1. (7.57)
By real interpolation theory, we have
Theorem 25. Let 1 < p, q < ∞. Assume that Ω is a uniformly C2 domain. Then, for (ζ0,v0, ϑ0) ∈
Ep,q(Ω), (ζ,v, ϑ) = T (t)(ζ0,v0, ϑ0) satisfies Eq. (5.1) with f1 = f2 = f3 = g = 0 and possesses the
estimate:
‖e−γt(ζ,v, ϑ)‖H1p((0,∞),Hq(Ω)) + ‖e−γt(v, ϑ)‖Lp((0,∞),H2q (Ω)) ≤ C‖(ζ0,v0, ϑ0)‖Dp,q(Ω).
Remark 26. Theorem 25 can be shown employing the same argument as that in the proof of Theorem
3.9 in Shibata-Shimizu [41], so we may omit the proof.
We next consider Eq. (5.1) in the case that (ζ0,v0, ϑ0) = 0. Notice that g is defined on R with
respect to t. We extend f1, f2, and f3 to R as follows:
f10(·, t) =
{
f1(·, t) t ∈ (0, T ),
0 t 6∈ (0, T ), f20(·, t) =
{
f2(·, t) t ∈ (0, T ),
0 t 6∈ (0, T ), f30(·, t) =
{
f3(·, t) t ∈ (0, T ),
0 t 6∈ (0, T ).
We then consider the following equations:
∂tV1 −AV1 = (f10, f20, f30) in Ω× R, v1 = 0, (∇ϑ1) · n = g on Γ× R, (7.58)
where V1 = (ζ1,v1, ϑ1). We use the Laplace transform L with respect to t and its inversion formula L−1,
which are defined by
L[f ](·, λ) =
∫ ∞
−∞
e−λtf(·, t) dt = F [e−γtf ](τ) (λ = γ + iτ ∈ C),
L−1[g](·, t) = 1
2π
∫ ∞
−∞
eλtg(·, τ) dτ = eγtF−1[g](·, t).
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where F and F−1 denote the Fourier transform with respect to t and its inverse. Applying the Laplace
transform to Eq. (7.58), we have
λVˆ1 −AVˆ1 = (L[f10],L[f20],L[f30]) in Ω, vˆ1 = 0, (∇ϑˆ1) · n = L[g] on Γ. (7.59)
Let S(λ) = (A(λ),B1(λ),B2(λ)) be R bounded solution operators given in Theorem 13. We then have
Vˆ1(λ) = S(λ)Fλ, where we have set
Fλ = (L[f10](λ),L[f20](λ),L[f30](λ), λ1/2L[g](λ),L[g](λ)).
We now introduce an operator Λ
1/2
γ by
Λ1/2γ g = L−1[λ1/2L[g](λ)].
Since
|(τ∂τ )ℓ(λ1/2/(1 + τ2)1/4)| ≤ Cγ
for any λ = γ + iτ ∈ C with some constant Cγ depending solely on γ ∈ R, by Bourgain theorem (cf.
Lemma 20), we have
‖e−γtΛ1/2γ g‖Lp(R,Lq(Ω)) ≤ Cγ‖e−γtg‖H1/2p (R,Lq(Ω)) (7.60)
for any γ > 0. Since λ1/2L[g](λ) = L[Λ1/2γ g](λ), using Theorem 13 and Weis’ operator valued Fourier
multiplier theorem [47], we have
‖e−γt(ζ1,v1, ϑ1)‖H1p(R,Hq(Ω)) + ‖e−γt(v1ϑ1)‖Lp(R,H2q (Ω))
≤ rb(‖e−γt(f10, f20, f30)‖Lp(R,Hq(Ω)) + ‖e−γtΛ1/2γ g‖Lp(R,Lq(Ω)) + ‖e−γtg‖Lp(R,H1q (Ω))),
which, combined with (7.60), leads to
‖(ζ1,v1, ϑ1)‖H1p((0,T ),Hq(Ω)) + ‖(v1, ϑ1)‖Lp((0,T ),H2q (Ω))
≤ rbeγT (‖(f1, f2, f3)‖Lp((0,T ),Hq(Ω)) + Cγ‖e−γtg‖H1/2p (R,Lq(Ω)) + ‖e
−γtg‖Lp(R,H1q (Ω))).
(7.61)
Finally, let V2 be a solution of the system:

∂tV2 −AV2 = 0 in Ω× (0,∞),
v2 = 0, (∇ϑ2) · n = 0 on Γ× (0,∞),
V2 = V0 − V1|t=0 in Ω.
By the compatibility condition, V0 − V1|t=0 ∈ Dp,q(Ω) provided that 2/p+ 1/q 6= 1 and 2/p+ 1/q 6= 1.
Thus, by Theorem 25 we see that V2 = (ζ2,v2, ϑ2) exists and satisfies the following estimate:
‖e−γt(ζ2,v2, ϑ2)‖H1p((0,∞),Hq(Ω)) + ‖e−γt(v2, ϑ2)‖Lp((0,∞),H2q (Ω))
≤ C(‖(ζ0 − ζ1|t=0,v0 − v1|t=0, ϑ0 − ϑ1|t=0)‖Dp,q(Ω)).
By real interpolation theorem, we have
‖(v1|t=0, ϑ1|t=0)‖B2(1−1/p)q,p (Ω) ≤ C(‖e
−γt∂t(v1, ϑ1)‖Lp((0,∞),Lq(Ω)) + ‖e−γt(v1, ϑ1)‖Lp((0,∞),H2q (Ω)))
because e−γt(v1, ϑ1)|t=0 = (v1|t=0, ϑ1|t=0). Putting ζ = ζ1 + ζ2, v = v1 + v2 and ϑ = ϑ1 + ϑ2, we see
that ζ, v and ϑ are required solutios of Eq. (5.1). The uniqueness follows from the existence of solutions
for the dual problem (cf. Shibata-Shimizu [41, Proof of Theorem 4.3]). This completes the proof of
Theorem 3.
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8 Decay Estimate – proof of Theorem 10
To prove Theorem 10, we first prove the existence of a C0 analytic semigroup associated with Eq. (6.4)
that is exponentially stable. For this purpose, we consider the resolvent problem:

λζ + a0∗div v = f1 in Ω,
λv − a−10∗ (µ∆v + ν∇div v − a1∗∇ζ − a2∗∇ϑ) = f2 in Ω,
λϑ+ a−13∗ (a2∗div v − a4∗∆ϑ) = f3 in Ω,
v|Γ = 0, (∇ϑ) · n|Γ = 0.
(8.1)
We shall prove
Theorem 27. Let 1 < q < ∞ and 0 < ǫ < π/2. Assume that Ω is a bounded domain in RN (N ≥ 2)
whose boundary Γ is a compact hypersurface of C2 class. Assume that a0∗, a1∗, µ, ν, a3∗, and a4∗ are
positive constans and that a2∗ is a non-zero constant. Let
Hˆq(Ω) = {(f1, f2, f3) ∈ Hq(Ω) |
∫
Ω
f1 dx =
∫
Ω
f3 dx = 0}. (8.2)
Set C+ = {λ ∈ C | Reλ ≥ 0}. Then, for any λ ∈ C+ and (f1, f2, f3) ∈ Hˆq(Ω), problem (8.1) admits a
unique solution U = (ζ,v, ϑ) ∈ Dq(Ω) ∩ Hˆq(Ω) possessing the esitmate:
(|λ|+ 1)‖(ζ,v, ϑ)‖Hq(Ω) + ‖(v, ϑ)‖H2q (Ω) ≤ C‖(f1, f2, f3)‖Hq(Ω). (8.3)
Proof. Employing the same argument as that in the proof of Theorem 13, we can prove the existence of
R-bounded solution operators corresponding to Eq. (8.1), and so there exists λ0 ≥ 1 such that for any
λ ∈ Σǫ,λ0 and (f1, f2, f3) ∈ Hq(Ω), problem (8.1) admits a unique solution (ζ,v, ϑ) ∈ Dq(Ω) possessing
the estimate (8.3). Moreover, if f1 and f3 satisfy zero average condition, then ζ and ϑ also satisfy this
condition in the case that λ 6= 0, what can be easily observed intergating (8.1)1 and (8.1)3 and applying
the boundary conditions. Thus, for λ ∈ Σǫ,λ0 the solutions obtained above belong to Hˆq(Ω).
Let Bλ0 = {λ ∈ C | Reλ ≥ 0, |λ| ≤ λ0}. Our task now is to prove the unique existence theorem for
λ ∈ Bλ0 . We first consider the case where λ 6= 0. Inserting the formula ζ = λ−1(f1 − a∗0div v) into the
second equation in Eq. (8.1), it becomes
λv − a−10∗ {µ∆v + (ν + λ−1a1∗a0∗)∇div v − a2∗∇ϑ} = f2 − a−10∗ a1∗λ−1∇f1.
Thus, we consider the following equations:

λv − a−10∗ {µ∆v + (ν + λ−1a1∗a0∗)∇div v} + a−10∗ a2∗∇ϑ = f2 in Ω,
λϑ+ a2∗a
−1
3∗ div v − a−13∗ a4∗∆ϑ = f3 in Ω,
v|Γ = 0, (∇ϑ) · n|Γ = 0.
(8.4)
To solve Eq. (8.4), we introduce a new resolvent parameter τ > 0 and we consider auxiliary problem:
τ(v, ϑ) −Aλ(v, ϑ) = (g1, g2) in Ω, (8.5)
where we have set
Aλ(v, ϑ) = (A1λv − a−10∗ a2∗∇ϑ, a−13∗ a4∗∆ϑ− a2∗a−13∗ div v) for (v, ϑ) ∈ D1q(Ω)×D2q(Ω),
D1q(Ω) = {v ∈ H2q (Ω)N | v|Γ = 0}, D2q(Ω) = {ϑ ∈ H2q (Ω) | (∇ϑ) · n|Γ = 0},
A1λv = a
−1
0∗ (µ∆v + (ν + λ
−1a1∗a0∗)∇div v) for v ∈ H2q (Ω).
Let
A1λv = a−10∗ (µ∆v + (ν + λ−1a1∗a0∗)∇div v) for v ∈ D1q(Ω),
A2ϑ = a−13∗ a4∗∆ϑ for ϑ ∈ D2q(Ω).
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Shibata and Tanaka [42] proved that there exists a τ0 > 0 such that (τI − A1λ)−1 exists as a bounded
linear operator from Lq(Ω)
N into D1q(Ω) for τ ≥ τ0 possessing the estimate:
τ‖w‖Lq(Ω) + τ1/2‖w‖H1q (Ω) + ‖w‖H2q (Ω) ≤ C‖g1‖Lq(Ω) (8.6)
for any τ ≥ τ0 and g1 ∈ Lq(Ω)N , where we have set w = (τI −A1λ)−1g1. And, by Theorem 15 we see
that there exists a τ0 > 0 such that (τI − A2)−1 exists as a bounded linear operator from Lq(Ω) into
D2q(Ω) for τ ≥ τ0 possessing the estimate:
τ‖ϕ‖Lq(Ω) + τ1/2‖ϕ‖H1q (Ω) + ‖ϕ‖H2q (Ω) ≤ C‖g2‖Lq(Ω) (8.7)
for any τ ≥ τ0 and g2 ∈ Lq(Ω), where we have set ϕ = (τI − A2)−1g1. To solve (8.5), we set (v, ϑ) =
((τI −A1λ)−1g1, (τI −A2)−1g2). We then have
τ(v, ϑ) −Aλ(v, ϑ) = (g1, g2) +Rτ (g1, g2) (8.8)
where we have set
Rτ (g1, g2) = (a−10∗ a2∗∇(τI −A2)−1g2, a2∗a−13∗ div (τI −A1)−1g1).
By (8.6) and (8.7), we have
‖Rτ (g1, g2)‖Lq(Ω) ≤ Cτ−1/2‖(g1, g2)‖Lq(Ω),
and so for large τ > 0, (I−Rτ )−1 exists as an element in L(Lq(Ω)N+1) and ‖(I+Rτ )−1‖L(Lq(Ω)N+1) ≤ 2.
Let (I +Rτ )−1(g1, g2) = (h1τ , h2τ ), and then vτ = (τI − A1)hτ1 ∈ D1q(Ω) and ϑτ = (τ − A2)−1h2τ ∈
D2q(Ω) are unique solutions of Eq. (8.5) possessing the estimate:
τ‖(vτ , ϑτ )‖Lq(Ω) + ‖vτ , ϑτ )‖H2q (Ω) ≤ C‖(g1, g2)‖Lq(Ω) (8.9)
for any large τ > 0. Namely, the resolvent set ρ(Aλ) of Aλ contains (τ1,∞) for some τ1 > 0. We then
write the resolvent operator by (τI − Aλ)−1 as usual. If we set (vτ , ϑτ ) = (I − Aλ)−1(g1, g2), then
(vτ , ϑτ ) satisfies the estimate (8.9). Using (τI −Aτ )−1, we write Eq. (8.4) as
(v, ϑ) + (λ− τ)(τI −Aλ)−1(v, ϑ) = (τI−Aλ)−1(g1, g2). (8.10)
Since (λ − τ)(τI − Aλ)−1 is a compact operator on Lq(Ω)N+1, in view of Riesz-Schauder theory, in
particular Fredholm alternative principle, it is sufficient to prove that the kernel of I+(λ−τ)(τI−Aλ)−1
is trivial in order to prove the existence of (I+(λ− τ)(τI−Aλ)−1)−1 ∈ L(Lq(Ω)N+1). Thus, let (g1, g2)
be an element in Lq(Ω)
N+1 for which
(I+ (λ− τ)(τI −Aλ)−1)(g1, g2) = (0, 0).
Since (g1, g2) = (τ −λ)(τI−Aλ)−1(g1, g2) ∈ D1q(Ω)×D2q(Ω), setting (v, ϑ) = (τI−Aλ)(g1, g2), we have
(0, 0) = (τ −Aλ)(v, ϑ) + (λ− τ)(v, ϑ) = (λI −Aλ)(v, ϑ),
that is, (v, ϑ) ∈ H2q (Ω)N+1 satisfies the homogeneous equations:

a0∗λv − µ∆v − (ν + λ−1a1∗a0∗)∇div v + a2∗∇ϑ = 0 in Ω,
a3∗λϑ+ a2∗div v − a4∗∆ϑ = 0 in Ω,
v|Γ = 0, (∇ϑ) · n|Γ = 0.
(8.11)
To prove (v, ϑ) = (0, 0), we first consider the case where 2 ≤ q < ∞. Since (v, ϑ) ∈ H2q (Ω)N+1 ⊂
H22 (Ω)
N+1, by (8.11) and the divergence theorem of Gauß we have
0 =a0∗λ‖v‖2L2(Ω) + µ‖∇v‖2L2(Ω) + (ν + λ−1a1∗a0∗)‖div v‖2L2(Ω)
+ a3∗λ‖ϑ‖2L2(Ω) + a4∗‖∇ϑ‖2L2(Ω) + a2∗{(∇ϑ,v)Ω − (v,∇ϑ)Ω}.
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Taking the real part, we have
0 =a0∗Reλ‖v‖2L2(Ω) + µ‖∇v‖2L2(Ω) + (ν + a1∗a0∗Reλ−1)‖divv‖2L2(Ω)
+ a3∗Reλ‖ϑ‖2L2(Ω) + a4∗‖∇ϑ‖2L2(Ω).
Since Reλ ≥ 0, we have ∇(v, ϑ) = (0, 0) in Ω, that is v and ϑ are constants. But, v|Γ = 0, and so v = 0.
Thus, by the second equation and boundary condition (∇ϑ) · n|Γ = 0 in (8.11), we have
0 = a3∗λ
∫
Ω
ϑ dx− a4∗
∫
Ω
∆ϑ dx = a3∗λ
∫
Ω
ϑ dx,
and so ϑ = 0. Thus, in the case that 2 ≤ q < ∞, we see that Eq. (8.4) admits a unique solution
(v, ϑ) ∈ D1q(Ω)×D2q(Ω) possessing the estimate:
‖(v, ϑ)‖H2q (Ω) ≤ Cλ‖(f2, f3)‖Lq(Ω) (8.12)
for some constant Cλ depending on λ.
We next consider the case 1 < q < 2. Let q∗ = q/(q − 1) ∈ (2,∞). For any (g1, g2) ∈ Lq(Ω)N+1, let
(w, ϕ) ∈ D1q∗(Ω)×D2q∗(Ω) be a solution of the equation:

λ¯w − a−10∗ {µ∆w+ (ν + λ¯−1a1∗a0∗)∇divw} − a−10∗ a2∗∇ϕ = g1 in Ω,
λϕ− a2∗a−13∗ divw − a−13∗ a4∗∆ϕ = g2 in Ω,
v|Γ = 0, (∇ϑ) · n|Γ = 0.
(8.13)
Replacing λ and a2∗ by λ¯ and −a2∗ in (8.4), we can prove the unique existence of solutions (w, ϕ) ∈
D1q(Ω)×D2q(Ω) of Eq. (8.13). By the divergence theorem of Gauß we have
0 = (a0∗λv − µ∆v − (ν + λ−1a1∗a0∗)∇div v + a2∗∇ϑ,w)Ω + (a3∗λϑ+ a2∗div v − a4∗∆ϑ, ϕ)Ω
= (v, a0∗λ¯w − µw − (ν + λ¯−1a1∗a0∗)∇div )− (ϑ, a2∗divw)Ω + (ϑ, a3∗λ¯ϕ− a4∗∆ϕ)Ω − (v, a2∗∇ϕ)
= a0∗(v,g1)Ω + a3∗(ϑ, g2)Ω.
Thus, the arbitrariness of (g1, g2) ∈ Lq∗(Ω)N+1 yields (v, ϑ) = (0, 0), which leads to the unique existence
of solutions (v, ϑ) ∈ D1q(Ω) × D2q(Ω) of Eq. (8.4) possessing the estimate (8.12). Thus, we have proved
that for any λ ∈ Bλ0 \ {0} and (f1, f2, f3) ∈ Hq(Ω) Eq. (8.1) admits a unique solution (ζ,v, ϑ) ∈ Dq(Ω)
possessing the estimate:
‖ζ,v, ϑ)‖Dq(Ω) ≤ Cλ‖(f1, f2, f3)‖Hq(Ω). (8.14)
We now consider the case that λ = 0. Inserting the relation: div v = a−10∗ f1, we rewrite (8.1) as

div v = a−10∗ f1 in Ω,
−µ∆v + a1∗∇ζ = f2 + νa−10∗ ∇f1 − a2∗∇ϑ in Ω,
−a4∗∆ϑ = f3 − a−10∗ a2∗f1 in Ω,
v|Γ = 0, (∇ϑ) · n|Γ = 0.
(8.15)
We first consider the Laplace equation:
− a4∗∆ϑ = g2 in Ω, (∇ϑ) · n|Γ = 0, (8.16)
and then, for any g2 ∈ Lq(Ω) with
∫
Ω
g2 dx = 0, problem (8.16) admits a unique solution ϑ ∈ H2q (Ω)
with
∫
Ω
ϑ dx = 0 possessing the estimate: ‖ϑ‖H2q (Ω) ≤ C‖g2‖Lq(Ω). Therefore the third equation of Eq.
(8.15) admits a unique solution ϑ ∈ H2q (Ω) satisfying the estimate: ‖ϑ‖H2q (Ω) ≤ C‖(f1, f3)‖Lq(Ω) and∫
Ω
ϑ dx = 0.
Finally, setting g1 = a
−1
0∗ f1 and g2 = f2 − νa−10∗ ∇f1 − a2∗∇ϑ, we consider the Cattabriga problem:
− µ∆v + a1∗∇ζ = g2, div v = g1 in Ω, v|Γ = 0. (8.17)
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By Farwig and Sohr [14], there exists a λ0 > 0 for which the equation:
λ0v − µ∆v + a1∗∇ζ = g2, div v = g1 in Ω, v|Γ = 0,
admits a unique solution (ζ,v) ∈ H1q (Ω)×H2q (Ω)N with
∫
Ω
ζ dx = 0 for any (g1,g2) ∈ H1q (Ω)×Lq(Ω)N
with
∫
Ω g2 dx = 0. Thus, by the Fredholm alternative principle, the uniqueness of solutions of Eq. (8.17)
yields the unique existence theorem, that is for any (g1,g2) ∈ H1q (Ω)×Lq(Ω)N with
∫
Ω
g2 dx = 0, problem
(8.17) admits a unique solution (ζ,v) ∈ H1q (Ω)×H2q (Ω)N with
∫
Ω
ζ dx = 0 possessing the estimate:
‖ζ‖H1q (Ω) + ‖v‖H2q (Ω) ≤ C(‖g1‖H1q (Ω) + ‖g2‖Lq(Ω)).
Therefore the problem of existence for (8.17) is reduced to showing uniqueness for the homogeneous
problem which is an immediate consequence of the divergence theorem.
Summing up, we have proved that for any (f1, f2, f3) ∈ Hˆq(Ω), problem (8.15) admits a unique
solution (ζ,v, ϑ) ∈ Dq(Ω) ∩ Hˆq(Ω) possessing the estimate:
‖ζ‖H1q (Ω) + ‖(v, ϑ)‖H2q (Ω) ≤ C(‖f1‖H1q (Ω) + ‖(f2, f3)‖Lq(Ω)).
Since the resolvent operator is continuous and the set Bλ0 is compact, we can take the constants Cλ in
the estimate (8.14) independent of λ ∈ Bλ0 . This completes the proof of Theorem 27.
We now give a
Proof of Theorem 10. Let
PU =

 −ρ0∗div va−10∗ (µ∆v + ν∇div v − a1∗∇ζ − a2∇ϑ)
−a−13∗ (a2∗div v − a4∗∆ϑ)

 for U = (ζ,v, ϑ) ∈ Dq(Ω),
PU = PU for U = (ζ,v, ϑ) ∈ Dq(Ω) ∩ Hˆq(Ω).
Here, Hˆq(Ω) and Dq(Ω) are the spaces given in (8.2) and (7.52), respectively. Let us consider the Cauchy
problem:
∂tU − PU = 0 for t > 0, U |t=0 = U0 = (ζ0,v0, ϑ0) ∈ Hˆq(Ω). (8.18)
The resolvent problem corresponding to (8.18) is Eq. (8.1). Thus, by Theorem 27, we see that P
generates a C0 analytic semigroup {T˙ (t)}t≥0 that is exponentially stable on Hˆq(Ω), that is
‖T˙ (t)U0‖Hq(Ω) ≤ Ce−γ1t‖U0‖Hq(Ω) (8.19)
for any U0 ∈ Hˆq(Ω) and t > 0 with some positive constants C and γ1.
Let λ1 > 0 be a sufficiently large number and let γ > 0 be a small positive number determined later.
We assume that
0 < γ < γ1. (8.20)
We consider the time-shifted equations:

∂tU1 + λ1U1 − PU1 = G in Ω× (0, T ),
BU1 = (0, g4) on Γ× (0, T ),
U1|t=0 = U0 in Ω.
(8.21)
where G = (g1,g2, g3) and BU = (v, (∇ϑ) · n). Multiplying Eq. (8.21) by eγt, we have

∂t(e
γtU1) + (λ1 − γ)eγtU1 − P (eγtU1) = eγtG in Ω× (0, T ),
B(eγtU1) = (0, e
γtg4) on Γ× (0, T ),
eγtU1|t=0 = U0 in Ω.
(8.22)
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Let G0 be the zero extension of G to R with respect to t, that is G0(·, t) = G(·, t) for t ∈ (0, T ) and
G0(·, t) = 0 for t 6∈ (0, T ). To estimate eγtU1, we consider the equations:{
∂tU2 + (λ1 − γ)U2 − PU2 = eγtG0 in Ω× R,
BU2 = (0, e
γtg4) on Γ× R.
(8.23)
Applying the Fourier transform with respect to t to Eq. (8.23), we have{
(λ1 − γ + iτ)F [U2](·, τ) − PF [U2](·, τ) = F [eγtG0](·, τ) in Ω,
BF [U2](·, τ) = (0,F [eγtg4](·, τ)) on Γ.
(8.24)
Let S(λ) = (A(λ),B1(λ),B2(λ)) be the R-bounded solution operators given in Theorem 13. If we choose
λ1 > 0 so large that λ1 − γ ≥ λ0, then we have F [Uˆ2](·, τ) = S(λ1 − γ + iτ)Fλ1−γ+iτ , where
Fλ1−γ+iτ = (F [eγtG0](·, τ), (λ1 − γ + iτ)1/2F [eγtg4](·, τ),F [eγtg4](·, τ)).
Since
(τ∂τ )
ℓ(iτ/λ1 − γ + iτ)| ≤ Cλ1 , |(τ∂τ )ℓ((λ1 − γ + iτ)1/2/(1 + τ2)1/4)| ≤ Cλ1
for ℓ = 0, 1 and τ ∈ R \ {0}, applying Weis’ operator valued Fourier multiplier theorem and Bourgain’s
theorem (cf. Lemma 20) to
U1 = F−1[F [U1](·, τ)] = F−1[S(λ1 − γ + iτ)Fλ1−γ+iτ ],
we have
‖∂tU2‖Lp(R,Hq(Ω)) + ‖U2‖Lp(R,Dq(Ω))
≤ C(‖eγtG0‖Lp(R,Hq(Ω)) + ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω)))
≤ C(‖eγtG‖Lp((0,T ),Hq(Ω)) + ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω))).
(8.25)
We next consider the Cauchy problem:

∂tU3 + (λ1 − γ)U3 − PU3 = 0 in Ω× (0,∞),
BU3 = (0, 0) on Γ× (0,∞),
U3|t=0 = U0 − U2|t=0 in Ω.
(8.26)
If we choose λ1 > 0 sufficiently large, by Theorem 13 we see that there exists a C
0 analytic semigroup
{T1(t)}t≥0 associated with Eq. (8.22), which is exponentially stable. Setting U3 = T1(t)(U0 − U2|t=0),
we then see that U2 satisfies Eq. (8.22) and the estimate:
‖eγt∂tU3‖Lp((0,∞),Hq(Ω)) + ‖eγtU3‖Lp((0,∞),Dq(Ω)) ≤ C‖U0 − U2|t=0‖Dp,q(Ω). (8.27)
By the uniqueness of solutions, we have eγtU1 = U2+U3, and so by (8.25), (8.27), and real interpolation
theorem (5.9) and (5.10), we have
‖eγt∂tU1‖Lp((0,T ),Hq(Ω)) + ‖eγtU1‖Lp((0,T ),Dq(Ω))
≤ C(‖(ζ0,v0, ϑ0)‖Dp,q(Ω) + ‖eγtG‖Lp((0,T ),Hq(Ω)) + ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω))).
(8.28)
We next consider the equations:
∂tV − PV = −λ0U1 in Ω× (0, T ), BV |Γ = 0, V |t=0 = 0. in Ω. (8.29)
Let U1 = (ζ1,v1, ϑ1) and set
U˜1(x, t) = (ζ1(x, t)− 1|Ω|
∫
Ω
ζ1(y, t) dy,v1(x, t), ϑ1(x, t) − 1|Ω|
∫
Ω
ϑ1(y, t) dy). (8.30)
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Then U˜(·, t) ∈ Hˆq(Ω) for any t ∈ (0, T ). We consider the equations:
∂tV˜ − P V˜ = −λ0U˜1 in Ω× (0, T ), BV˜ |Γ = 0, V˜ |t=0 = 0. in Ω. (8.31)
In view of (8.18), by the Duhamel principle we have
V˜ =
∫ t
0
T˙ (t− s)U˜1(·, s) ds.
Moreover, by (8.19) we have
‖eγtV˜ ‖Lp((0,T ),Hq(Ω)) ≤ C(γ1 − γ)−1/p‖eγtU˜1‖Lp((0,T ),Hq(Ω)). (8.32)
Here, we choose γ as (8.20). In fact, by (8.19) and Ho¨lder’s inequality with exponent p′ = p/(p− 1) we
have
eγt‖V˜ (·, t)‖Lq(Ω) ≤ C
∫ t
0
eγte−γ1(t−s)‖U˜1(·, s)‖Hq(Ω) ds = C
∫ t
0
e−γ1(t−s)eγs‖U˜1(·, s)‖Hq(Ω) ds
≤
(∫ t
0
e−(γ1−γ)(t−s) ds
)1/p′(∫ t
0
e−(γ1−γ)(t−s)(eγs‖U˜(·, s)‖Hq(Ω))p ds
)1/p
,
and so by the change of integration order we have∫ T
0
(eγt‖V˜ (·, t)‖Lq(Ω))p dt ≤ Cp(γ1 − γ)−p/p
′
∫ T
0
(eγs‖U˜(·, s)‖Hq(Ω))p ds
∫ T
s
e−(γ1−γ)(t−s) dt
= Cp(γ1 − γ)−p
∫ T
0
(eγs‖U˜(·, s)‖Hq(Ω))p ds.
Thus, we have (8.32).
Since V˜ satisfies the shifted equations:
∂tV˜ + λ0V˜ − P V˜ = −λU˜1 + λV˜ in Ω× (0, T ), BV˜ |Γ = 0, V˜ |t=0 = 0,
we have
‖eγt∂tV˜ ‖Lp((0,T ),Hq(Ω)) + ‖eγtV˜ ‖Lp((0,T ),Dq(Ω)) ≤ C(‖eγtU˜1‖Lp((0,T ),Hq(Ω)) + ‖eγtV˜ ‖Lp((0,T ),Hq(Ω))),
which, combined with (8.28) and (8.32), leads to
‖eγt∂tV˜ ‖Lp((0,T ),Hq(Ω)) + ‖eγtV˜ ‖Lp((0,T ),Dq(Ω))
≤ C(‖(ζ0,v0, ϑ0)‖Dp,q(Ω) + ‖eγtG‖Lp((0,T ),Hq(Ω)) + ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω))).
(8.33)
In view of (8.30), we define V by
V = V˜ − ( 1|Ω|
∫ t
0
∫
Ω
ζ1(x, s) dx, 0,
1
|Ω|
∫ t
0
∫
Ω
ϑ1(x, s) dxds),
and then, V satisfies Eq.(8.29). Moreover, setting V = (ζ2,v2, ϑ2), by (8.33) and (8.28) we have
‖eγt∂t(ζ2,v2, ϑ2)‖Lp((0,T ),Hq(Ω)) + ‖eγt∇ζ2‖Lp((0,T ),H1q (Ω)) + ‖eγtv2‖Lp((0,T ),H2q (Ω))
+ ‖eγt∇ϑ2‖Lp((0,T ),H1q (Ω)) ≤ C(‖(ζ0,v0, ϑ0)‖Dp,q(Ω) + ‖eγtG‖Lp((0,T ),Hq(Ω))
+ ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω))).
(8.34)
Let (ζ,v, ϑ) = U1 + V , and then (ζ,v, ϑ) is a unique solution of (6.4). Moreover, by (8.34) and (8.28)
(ζ,v, ϑ) satisfies the decay estimate:
‖eγt∂t(ζ,v, ϑ)‖Lp((0,T ),Hq(Ω)) + ‖eγt∇ζ‖Lp((0,T ),H1q (Ω)) + ‖eγtv‖Lp((0,T ),H2q (Ω)) + ‖eγt∇ϑ‖Lp((0,T ),H1q (Ω))
≤ C(‖(ζ0,v0, ϑ0)‖Dp,q(Ω) + ‖eγt(g1,g2, g3)‖Lp((0,T ),Hq(Ω)) + ‖eγtg4‖H1/2p (R,Lq(Ω)) + ‖e
γtg4‖Lp(R,H1q (Ω))).
This completes the proof of Theorem 10.
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