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ABSTRACT : The existence of zero-order causal paths in bond graphs of physical systems 
implies the set of state equations to be an implicit mixed set of DifSerential and Algebraic 
Equations (DAEs). In the block diagram expansion of such a bond graph, this type of causal 
path corresponds with a zero-order loop. In this paper the numerical solution of the DAEs by 
methods commonly usedfor solving stiff systems of Ordinary Dtflerential Equations (ODES) 
is discussed. Apart from a description of the numerical implications of zero-order causal 
paths, a classtjication of zero-order causal paths is given with respect to the behavior of the 
numerical solution method. This behavior is characterized by “the index of nilpotemy’” (Gear 
and Petzold, Siam J. Numerical Anal., Vol. 21, No. 4, 1984). Propositions concerning the 
index of nilpotency and the class of zero-order causal path are formulated. These propositions 
are illustrated by examples. The concept ‘essential causal cycle” is introduced as a special, 
closed, causal path which cannot be eliminated. 
I. Introduction 
For computer simulation of a physical system a mathematical model is needed. 
This mathematical model has to be in the form of a set of assignment statements, 
which, for instance, can be automatically obtained from bond graph models to 
which causality is assigned (1). The Sequential Causality Assignment Procedure 
(SCAP) (2) has become the traditional way to assign this causality. Although other 
approaches have been suggested (3,4), SCAP has proven to be a reliable procedure 
with respect to computer implementations. 
Using SCAP, one can be faced with causality assignment problems. Especially 
in bond graph models of (linear) electrical circuits with dissipative elements coupled 
through the junction structure, there can be dissipative elements of which the causal 
stroke position can be freely chosen. References (46) show this class of causality 
assignment problems is denoted as causality problems due to “algebraic loops”. 
The term “algebraic loops” stems from the fact that the loops do not contain any 
integration operation. Another class of problems, related to causality assignment, 
is the appearance of storage elements having derivative causality, especially in bond 
graph models of mechanical systems with kinematic constraints. Both problems 
imply the existence of zero-order causal paths. The existence of a zero-order causal 
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path always implies that the set of state equations is an implicit set of Differential- 
Algebraic Equations (DAEs). 
In the literature, methods have been described to overcome the numerical prob- 
lems involved with zero-order causal paths. These can be roughly divided in two 
classes: numerical methods which solve the implicit set of DAEs involved, and 
those which eliminate the zero-order causal path at the model level. 
Martens (7) describes the application of an implicit numerical method, intro- 
duced by Gear (8) to solve the DAE system obtained from bond graph models 
with nonlinear dissipative elements causing a zero-order causal path. Van Dixhoorn 
(5) describes how the program TUTSIM can handle algebraic loops using a time 
dependent iterative technique (integration time step delay function) in an explicit 
numerical method. Karnopp and Margolis (9) eliminate zero-order causal paths, 
caused by coupled inertias in planar mechanical systems, at the model level by 
introducing parasitic compliances. Lorenz and Wolper (10) describe rules to assign 
causality in the case where a model contains dissipative elements of which the 
causality is undermined and thus contains zero-order causal paths. The rules 
minimize the number of time-independent computational loops which are necessary 
for computing the implicit variables in the DAE system. Barreto and Lefevre (11) 
present a method to deal with implicit equations based on R-field elements. The 
method can be used to prepare the DAEs involved to be simulated using explicit 
integration methods. Bos (12) describes two methods to eliminate derivative caus- 
ality in bond graph models of rigid multi-body systems and a method to deal with 
derivative causality at the numerical level. Bos’ first method to eliminate the 
derivative causality is related to the kinematic-based approach of Allen (13). In his 
second elimination method he uses Lagrange multipliers. The numerical method 
applied by Bos to solve the state equations derived from bond graphs of rigid multi 
body systems containing derivative inertia elements has some familiarities with the 
method applied by Martens. Independently of Bos’ work, Zeid (14, 15) also 
describes the elimination of derivative causality in nonlinear mechanical system 
models using Lagrange multipliers. 
The appearance of zero-order causal paths, either purely algebraic or as a result 
of kinematically coupled inertias, can point to either an improper design of the 
system (16) or to an over-simplification of the system to be modeled. However, 
under certain conditions one should accept the occurrence of zero-order causal 
paths in models of physical systems. The derivation of explicit state equations from 
models of nonlinear physical systems having zero-order causal paths is complicated 
but the derivation of implicit state equations is straightforward (12). 
In this paper. the concept of the “zero-order causal path” (Section II) and the 
numerical solution of implicit state equations obtained from bond graphs of physi- 
cal systems (Section III) are discussed. It is also shown that there exists a relation 
between the appearance of zero-order causal paths and the index of nilpotency of 
a set of DAEs. The index of nilpotency (for short, index) is a characteristic 
determining the behavior of the numerical method used to solve the state equations 
(17). In Section IV “essential causal cycles” are introduced and discussed. Apart 
from the classification of zero-order causal paths (Section V) some propositions 
are formulated. 
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FIG 1. Bond graph models with closed causal paths. (a) Causal cycle ; (b) causal mesh. 
Important conclusions are: for practically all bond graph models with zero- 
order causal paths, the involved implicit DAEs can be solved by a numerical 
solution technique, commonly used to solve stiff systems of ODES. The allowance 
of zero-order causal parts increases the possibility of straightforward generation 
of bond graph models, to be used in computer-assisted model-generation software. 
Various examples illustrate the presented ideas. 
II. Zero-order Causal Paths and Extended State Equations 
After successfully terminating the assignment of causality, the bond graph 
becomes a compact signal flow graph or block diagram, and topological loops can 
be located. Topological loops appear in the bond graph as causal one-way paths 
(18). 
A causal path which begins or ends at an ideal source element is not a topological 
loop. An ideal source breaks the topological loop, because there exists no relation 
between the input and output at an ideal source. In fact, every element in a 
topological loop which has no analytical relation between its input and output 
breaks the topological loop (for instance, Coulomb friction). 
Figure l(a) shows that a causal path can be a closed causal path. Throughout 
this paper the term “causal cycle” will be used if the closed causal path is along 
junction structure elements. Figure 1 (b) shows another type of a closed causal path 
which is comparable to a causal cycle, but which has an end whereas the cycle has 
not. Such causal path, called “causal mesh”, usually ends in a port of an element. 
A causal mesh has to contain an odd number of gyrators. Note that there are two 
topological loops associated with a causal cycle, while only one topological loop 
is associated with a causal mesh. 
Topological loops are zero-order loops if no integrating (i.e. storage) element is 
present in the causal path. In the Introduction this type of zero-order loop is called 
an algebraic loop [see Fig. 2(a)]. 
If there exists a causal path in a bond graph model between a storage element 
with derivative causality and a storage element with integral causality [Fig. 2(b)] 
then the topological loop associated with it is also a zero-order loop. 
Rosenberg (19) has shown that nonlinear state equations derived from bond 
graphs, without algebraic loops and without dependent storage elements with 
derivative causality, are written in the form (1) : 
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(a) (‘4 
Fro. 2. Bond graph models with zero-order causal paths. (a) Topological loop involved is 
“algebraic loop” ; (b) topological loop involved is zero-order loop. 
ii = f(x, u, t) (la) 
x(0) = X” (lb) 
where x is the state vector and II are the inputs to the model. (I) is called the state- 
space form and is the minimum set of explicit ODES describing the behavior of the 
system. The initial conditions (lb) will not be considered. If the bond-graph model 
contains algebraic loops, implicit algebraic equations are introduced (7, 11, 19). If 
the implicit variables involved with the implicit algebraic equations are expressed 
as z, then the state equations become : 
i = f,(x,z,u,t) 
0 = f2(X, z, u, t). 
(2a) 
(2b) 
In this paper (2) will be called the “extended state equations”. Equation (2a) is 
called the “state part”. Equation (2b) is the “semi-state part” and z is the vector 
of the “semi-state variables”. 
If there are dependent storage elements in the bond graph, the extended state 
equations are written in the form (3) (12, 15, 19) : 
x = f,(x,j,u,t) 
y = f,(% u, t>. 
(3a) 
(3b) 
(3a) is the state part and (3b) is the semi-state part. The difference in form between 
(1) and (3) can be made plausible : for every dependent storage port a semi-state 
variable, y, can be introduced which is dependent on the state vector x. This is 
generally expressed in (3b). The constitutive relation for an inertia-type storage 
port with derivative causality can be expressed as : 
e = .f’Oj, 0 (4) 
which explains the appearance of jr in (3a). The variables e and y in (4) are the 
conjugated variables at the dependent storage element. Note that the extended 
state equations (2) and (3) are DAEs. 
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III. Numerical Solution of the DAEs 
3.1. Introduction 
Under certain conditions, DAEs of the form (2) can be solved by numerical 
methods commonly used to solve stiff systems of Ordinary Differential Equations 
(ODES) (20, 21). The basic idea of using a numerical ODE method for solving 
DAEs of the form (2) was introduced by Gear (8). He proposed to replace the 
derivative X in (2) by a difference approximation, and then solve for x and z the 
resulting nonlinear system of algebraic equations by an iterative procedure, such 
as Newton’s method. The method can be illustrated by considering the following 
simple difference approximation which approximates .i(t,,+ ,) as ia+, at time t,, , 
&I+ 1 -XII 
x,+, =-- 
t -t, . 
(5) 
n+ 1 
Substituting the vector form of (5) into 
F,@,%y,t) = 0 (64 
F,(x,y, 4 = 0 (6b) 
where x and y are given at t = 0 and dF,/& is non singular, one obtains 
F, x,+1, “““I;, t II+1 n 
F~(x,+ I, Yn+l, tn+d = 0. (7) 
Note that (6) is a more general form of (2). Martens (7) was the first to apply the 
described method to DAEs of the form (2) obtained from bond graphs. Much 
attention has been paid in the literature (22-24) to the application of this method 
to DAEs describing the behavior of electrical circuits. 
Gear’s idea (8) can be generalized to solve DAEs of the form (3), i.e. to approxi- 
mate both the derivatives X and jr in (3) by a polynomial approximation, e.g. the 
backward differentiation formula (BDF). In general, the BDF reads : 
where k is the order of the BDF (k E { 1, . . . ,6}) and c(, are coefficients depending 
on the stepsize t,, , - t,, and stepsize history. 
3.2. Index of nilpotency 
Not all DAE systems of the form (6) and (3) can be solved by a numerical stiff 
ODE method [e.g. the BDF method (20), one-leg methods (25), implicit Runge- 
Kutta methods (26), extrapolation methods (27)]. The so-called “index of nil- 
potency” is an important characteristic of the properties of the solutions of DAEs 
as well as of the behavior of numerical methods for solving these systems. This 
index of a DAE system was defined by Gear and Petzold (17) and is a measure for 
the singularity of the DAEs. 
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In this paper, this index is defined as the number of times the semi-state part 
(6b) has to be differentiated to obtain a system of ODES. Algorithm 1 [from (17)] 
provides the index for linear constant coefficient systems. However, it applies 
directly to nonlinear systems, because a local index can be obtained at the linear- 
ization point, as long as F, in (6) is linear in x. 
A linear constant coefficient DAE system Ak = Cx + Du(t) is rewritten as 
Ak+ Bx = g(t). 
The index of the system is determined by the following algorithm : 
(9) 
Algorithm 1 : 
1. Set the initial value of the index to zero. 
2. If A is non-singular, then stop. 
3. Otherwise premultiply (9) by a nonsingular matrix P to zero out a maximal 
number of rows of A and permute the zero rows to the lower part of A to 
obtain : 
4. Differentiate the lower half of the system to obtain the new system : 
5. A: = [;;].B: =[;;I. increase the index by one and start again at 2. 
Algorithm 1 shows that the index > 0 if the matrix A is singular. The index 
equals one if the matrix 
RB= (12) 
is nonsingular. If RB is singular the index > I. 
ODE methods can be applied to solve linear and nonlinear DAEs with an index 
not higher than one, without much difficulty. Loetstedt and Petzold (22) show that 
the k-step, constant step-size, BDF method converges to order O(h’), where h is 
the step size, when they are applied to solve linear and nonlinear systems of the 
form (6) under the conditions that the functions F, and Fz are sufficiently smooth 
and the system satisfies : 
1. index < 1, or 
2. index = 2 and dF,/dy = 0. 
In general, one might say that the higher the index is, the more severe the numerical 
difficulties will be to solve the DAEs. Petzold and Loetstedt (23) show that variable 
step-size BDF methods applied to solve systems with index > 2 are affected with 
a poorly conditioned iteration matrix when the step size is small. This happens 
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when starting a problem or passing over discontinuities. Scaling the state-part of 
(2), (3) or (6) with the time step-size circumvents this difficulty, but scaling can 
cause problems with the error tests used for step-size control strategies (23, 28). 
Petzold (29) shows that the usual step-size control strategy, implemented in BDF 
oriented codes, based on the difference between predictor and corrector, are inac- 
curate in solving index 3 2 systems. In fact, the error in the solution tends to zero 
if the step size is reduced, but the error estimate tends to a positive, non-zero limit. 
This causes the codes using these error estimates to fail unnecessarily on many 
index = 2 systems, especially when problems have discontinuities or have steep 
gradients. Unfortunately the situation is much worse for systems of index > 3, 
where varying the step size can lead to totally incorrect answers. 
IV. Essential Cuusal Cycles 
In Section II the concept of the “causal cycle” was introduced. In this section 
more features of this concept are presented. A causal cycle is an essential causal 
cycle if: 
1. There is a closed causal path along a simple junction structure. If more con- 
servation principles than just power conservation, like charge or momentum 
conservation, are applicable [“nodicity” (30)], then the bond graph must rep- 
resent them explicitly. 
2. There is a closed causal path along a weighted junction structure and the loop 
gain associated with this causal cycle is not equal + 1. 
In all other cases the causal cycle is not essential. 
Some examples of essential causal cycles are given in Fig. 3. Figure 3(b) shows 
the bond graph model of the electrical circuit from Fig. 3(a), the resistors are 
nonlinear and have the restricted causality as shown. This is an essential causal 
cycle due to the nonlinearity of the resistors and due to point 1 of the definition of 
essential causal cycles. 
Figure 3(d) shows the bond graph of Figure 3(c), which contains a causal cycle 
along a weighted junction structure. The loop gain of the causal cycle is not equal 
+ 1 if r, # r; ‘. Due to point 2 of the definition above the causal cycle is essential. 
Figure 4 shows that the causal cycle presented in Fig. 3(d) can be eliminated if 
r, - r2 = 1 and thus the loop gain is equal + 1. In Fig. 4(b) the capacitive element 
is transferred and the two transformers are assembled in one with transformation 
ratio r, - r2. In Fig. 4(c) the assembled transformer is replaced by a bond due to 
the fact that r, - r2 = 1. Fig. 4(d) shows the simplified bond graph of Fig. 4(c). 
Figure 4 is more or less trivial. However, Fig. 5 shows a more subtle example of 
a non-essential causal cycle. Causality was assigned to the bond graph in Fig. 5(b) 
using SCAP and, except for the appearance of a causal cycle, no problem arises. 
Assigning the preferred integral causality to the storage elements as in Fig. 5(b), 
SCAP indicates that both the flows are independent. Examination of the circuit in 
Fig. 5(a) shows that one of the flows is dependent on the other. Consequently the 
bond graph as in Fig. 5(b) hides some subtleties. The subsystem containing the 
three resistors behaves like a node, so the subsystem representation in the bond 
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FIG. 3. Essential causal cycles. (a) Ideal physical model of resistive network ; (b) bond graph 
model of network with essential causal cycle ; (c) ideal physical model of electrical circuit; 
(d) bond graph model of circuit. 
graph, the junction structure plus the three resistors, must express Kirchhoff’s node 
law, which is a flow continuity condition. In order to express the flow continuity, 
the relevant bond graph part has to behave causally like a zero-junction as in 
Fig. 5(c). Assigning derivative causality to one of the storage elements is more 
appropriate and eliminates the causal cycle. Hence the causal cycle is not essential 
[Fig. 5(d)]. 
V. ClassiJication of and Propositions on Zero-order Causal Paths 
5.1. Classijication 
The following classification of zero-order causal can be made : 
Class 1 zero-order causal path. 
Causal path is between a storage element (or port) with derivative and a storage 
element (port) with integral causality [Fig. 2(b)]. 
Class 2 zero-order causal path : 
Causal path is between elements (ports) of which the constitutive relations are 
algebraic (algebraic loop) [Fig. 2(a)]. 
Class 3 zero-order causal path. 
The closed causal path is an essential causal cycle [Fig. 3(b and d)]. 
Class 4 zero-order causal path. 
Causal cycle is not essential. The loop gain of the topological loops is always + 1 
[Figs. 4(b) and 5(b)]. 
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FIG. 4. Elimination of a non-essential causal cycle. (a) Bond graph model as Fig. 3(d) ; 
(b) transferring the capacitive element C; (c) eliminating transformer due to r,rz = 1 ; 
(d) final bond graph model. 
Class 5 zero-order causal path. 
Closed causal path is a causal mesh [Fig. 1 (b)]. 
5.2. Propositions 
Propositions concerning bond graphs of physical systems are based on the above 
classifications. 
1. If the bond graph contains no zero-order causal paths of the classes 1 to 5 then 
the system equations are index = 0 DAEs. 
2. If the bond graph contains separated zero-order causal paths of the classes 1, 
2, 3 or 5 then the state equations are at least index = 1 DAEs. 
3. If the “constraint” efforts, like mechanical constraint forces, are modeled in the 
bond graph using Lagrange multipliers than the state equations are index = 2 
DAEs. 
4. If the bond graph contains zero-order causal paths of the class 4 the state 
equations are at least index = 2 DAEs, but the zero-order loop can be elim- 
inated! 
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FIG. 5. Resistive network. (a) Ideal physical model; (b) bond graph model not showing 
nodicity ; (c) bond graph model showing nodic subsystem ; (d) bond graph model, made 
causal using the nodicity constraint. 
Next evidence with examples is given for the propositions. 
5.3. Discussion of proposition I 
If no zero-order causal paths are present in the bond graph the state equations 
can be written as (I), a system of first order ODES in explicit form. If the matrix 
A in (9) is nonsingular, or if the ODES are in explicit form, such that this matrix 
A is the identity matrix (and thus non-singular), then the state equations are 
index = 0 DAEs. Figure 6 shows a simple (linear) example of this case, (13) are 
the state equations in matrix form. The mechanism in Fig. 6 will be changed in 
order to illustrate the other propositions. 
[ 0 1 0 1 0 1 
.f2 IL.1 2 + 
R,+ (R/r)*R, 1 (R/r) ‘RJ 
mI ml ml 
-l/C, 0 0 
(W)*RI o (R142R, 
m2 m2 
.f2 
e3 z 
.f7 1 
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(a) @I 
FIG. 6. Example system. (a) Ideal physical model ; (b) bond graph model. 
5.4. Discussion qf proposition 2 
5.4.1. Class I zero-order causal paths. If Fig. 6(a) is changed in a way that the 
friction wheels are replaced by ideal gears [Fig. 7(a)], then the bond graph as in 
Fig. 7(b) is obtained. In this bond graph a class 1 zero-order path is present. 
(a) (W 
FIG. 7. Example system, friction wheels are replaced by gear wheels. (a) Ideal physical 
model ; (b) bond graph model with class 1 zero-order causal path. 
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FIG. 8. Multibond graph model of a generic mechanical system. 
I + f2 e3 f6 
. (14) 
The extended state equations (14) obtained from the bond graph of Fig. 7(b) are 
DAEs of the form (3). The left-most matrix in the extended state equations has to 
be tested on singularity, by algorithm 1, to determine the index. This matrix is 
singular and the rows with zeros, as described in algorithm 1, are already at the 
lower part of the matrix, due to the “fortunate” choice of the state vector. In terms 
of algorithm 1 the matrix RB [defined in (12)] is nonsingular and the algorithm 
stops after one iteration, so the index is one. 
Although Fig. 7 is a very simple and linear problem this case can be generalized 
to three-dimensional (3D) nonlinear mechanical systems. 
If a 3D mechanical system (a system moving in three-dimensional space) consists 
of n rigid bodies, then the number of degrees of freedom N is at most 6n. If there 
are c kinematic fixed connections (constraints) between the bodies then the number 
of degrees of freedom reduces to N = 6n-c. A multibond graph of such a system 
has 6n storage ports of the inertia type. N of them have integral causality, c of 
them have derivative causality. Bos (12) shows that the multibond graph of a 
general mechanical system is a bond graph as shown in Fig. 8, in which the relations 
of compliances, dissipators, sources and gyroscopic torques are combined and 
represented by a submodel. 
Bos (12) also shows that the extended state equations obtained from these 
multibond graphs, if the moduli of the multiport transformers are not dependent 
on the state variables, can be written as (15) which has the same form as (3) 
X = I,-’ *f,(x,u, t)-Ii ’ * T’*Z,.jr (15a) 
y = T*x. (15b) 
The function f, in (15) contains the relations of the dissipators, compliancies, 
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FIG. 9. Linear electrical circuit. (a) Ideal physical model ; (b) bond graph model with class 
2 zero-order causal path. 
sources and the gyroscopic torques. Details of these elements are not of importance 
for the discussion, which is the reason why they were concentrated into the sub- 
model. 
The application of algorithm 1 to a DAE system (15) will result in an index = 1 
problem if A in terms of (9) is singular and RB in terms of (12) is non-singular. 
Note that 
A = EN I;‘TTI, 
[0 0 1; B=[z ;j+RB=[z z$TT] (16) 
where EN is the N x N identity matrix. 
If Tin (15b) is not dependent on the state variables, B,, is T and Bzz is the c x c 
identity matrix E, and RB is nonsingular, so the index is one. However, if T is a 
function of the state and or of the semi-state variables (T(x, y)), B2, is a function 
of x and Bz2 is or E, or E, - aTjay. In this case RB can be singular, so no general 
statement about the index, other than in proposition 2, is possible. 
5.4.2. Class 2 zero-order causal paths. Class 2 zero-order causal paths are often 
found in bond graphs of resistive networks (electrical, hydraulic, thermal or mech- 
anical). Figure 9 shows an example of a linear electrical circuit and Fig. 10 shows 
an example of a mechanical system with this class of zero-order causal path. 
The extended state equations of the examples, (18) and (19) respectively, are of 
the form (2). After examination of these equations and the application of algorithm 
1 it turns out that the equations obtained from the example systems are index = 1 
DAEs. 
However, in the general case, the only knowledge is that the equations derived 
from bond graphs with these causal paths are of the form (2). Thus, in the general 
case, the matrix corresponding with RB, obtained from (2), must be examined. 
The matrix RB, using (2) can be represented by : 
(17) 
If the semi-state equations are linearly dependent in the semi-state variables, af,/az 
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is singular and the index is greater than one. The conclusion is that, in general no 
statement about the index, other than in proposition 2, is possible, which justifies 
the weakness of proposition 2. 
[ 0 1 0 1 0 
RJL 1/L R,IL 
0 0 IIC 
1 flRz 1 f R,IRz 
[ 0 I 0 1 0 
.f2 I[:1 e7 + e6 
0 0 
R 
rmi 
1 
0 ______ 
R 
CIR,I C,R,r 
R,R R,R 
r &r 
f2 
e7 
P 6 
5.4.3. Class 3 zero-order causal puths. Figure 3(b) shows a bond graph of a 
resistive circuit, the indicated causality of the resistors is fixed: This results in a 
causal cycle, which means a class 3 zero-order causal path. (20) are the extended 
state equations obtained from Fig. 3(b). Note that there is only one causal cycle, 
but there are two equations of the form (2b) due to the fact that there are two 
topological loops, an effort and a flow loop, associated with one causal cycle. 
r 1 1 11 r -1 
RL’ RX c 
+ -1 0 R3+R, 
c 
1 1 1 
The application of algorithm 1 shows that (20) is an index = 1 DAE system, if RB 
in terms of algorithm 1 is non-singular. RB is non-singular if RB22 = af,/az (17) 
is non-singular. Det (df,jdz) = (Rj + R ,)*( 1 /R2 + 1 /R4) and since all resistances are 
supposed to be positive, R, > 0, so Det (df,jdz) # 0 and algorithm 1 stops after 
one iteration. Figure 3(b) is an example of a causal cycle along a simple junction 
structure. Figure 3(d) shows an example with a bond graph in which a causal cycle 
is present in a weighted junction structure. (21) are the extended state equations 
obtained from Fig. 3(d) 
: 0 1 0 1 0 0 
: 
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FIG. 10. Mechanical example system. (a) Ideal physical model ; (b) bond graph model with 
class 2 zero-order causal path. 
The matrix premultiplying the derivatives is again singular, so the matrix cor- 
responding with RB12 (17) has to be examined on singularity, 
RR22 = 1: (l?:::2)I 
and is nonsingular if the product of the transformation ratios r,r2 $ 1, which 
means that the index is one. If r,rz E 1, further application of algorithm 1 shows 
that the index is two. Now the loop gain is equal + 1 and the causal path, according 
to Fig. 4, is a non-essential causal cycle which can be eliminated. 
5.4.4. Class 5 zero-order causal paths. Figure l(b) shows a bond graph in which 
a causal mesh is present. Examination of the extended state equations (22) of this 
example shows that the matrix premultiplying the derivatives is singular, so (22) 
is a DAE system of at least index one : 
[ 0 1 0 1 0 
h I:1 e2 + e9 
0 llm -l/m 
- l/C 
G2R,+ GT 
l+G2R& - C 
RI -R,(G2R2-CT) G2R,R2 + 1 
L f 1 e2 e9 
(24 
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FIG. 1 I, Modeling kinematic constraints by the use of Lagrange multipliers. (a) Bond graph 
model of generic mechanical system with constraints ; (b) bond graph model with released 
constraints ; (c) constraints reinstalled by the use of Lagrange multipliers. 
The matrix corresponding with RB12 (17) is a scalar and yields (1 + G’R, RJ $ 0 
for positive resistance, so the index is one. 
In this specific example, the gyrator ratio G and the transformer ratio T are 
constants. In the general case, they can be state dependent. If the modulation is a 
function of the state variables or of the semi-state variables, in both cases 
(1 + G*R,RJ + 0. For systems with a causal mesh along a generalized junction 
structure the describing state equations are index = 1 DAEs and proposition 2 
seems to claim too little. However, the equations obtained from bond graphs with 
causal meshes are of the form (2) so it theoretically yields index > 1, as per the 
discussion in Section 5.4.2. 
In the discussion of proposition 2 the extended state equations obtained from 
bond graphs, of the example systems, with either class 1, class 2, class 3, or class 5 
zero-order causal paths are index = 1 DAEs. However, it is shown, by examination 
of the general forms of the equations, that theoretically the extended state equations 
can be index > 1 DAEs. 
5.5. Discussion ofproposition 3 
It was dlready shown that if a mechanical, multi-rigid-body system has kinematic 
constraints, the extended state equations are of the form (3) and are, index 3 1 
DAEs. The bond graph of such a mechanical system shows derivative causal 
inertias and class 1 zero-order causal paths [Figs. 8 and 11 (a)]. 
The kinematic constraints, which interconnect the bodies, can be modeled with 
the use of Lagrange multipliers, by the following procedure which is applied to 
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FIG. 12. Mechanical example system. (a) Ideal physical model ; (b) bond graph model with 
Lagrange multiplier. 
the example of Fig. 11 (a). First, the constraints in the mechanical system under 
consideration are released [Fig. 11 (b)]. This means that the connections between the 
bodies are removed and all inertias have integral causality. The velocity differences 
appearing in the connection points of the bodies are represented by the l-junction 
array x-y [Fig. 11 (c)l. The constraints are afterwards reinstalled using Lagrange 
multipliers [Fig. 1 l(c)]. The Lagrange multipliers represent the constraint forces 
and are modeled in the bond graph as a controlled (“modulated”) source-array S. 
The values of the source array are computed by the numerical method described 
in Section III in such a way that the difference velocities (x-y) represented by the 
lower l-junction array in Fig. 11 (c) are zeroed. In other words, the velocity differ- 
ences (x-y) are used by the numerical method as the constraints to be zeroed. 
Bos (12) shows that for a generic, multi-rigid-body system in which the con- 
straints are modeled using Lagrange multipliers, the index of the extended state 
equations is two. Herein, only an example (Fig. 12) is given. Equations (23), 
obtained from Fig. 12, are of the form (2) and the left matrix in (23) is singular, 
RB in terms of algorithm 1 is also singular. Equations (24a) and (24b) show that 
the algorithm 1 stops after two iterations so the index is two. Equation (24a) shows 
the matrix corresponding with RB after one iteration of algorithm 1. Equation 
(24b) shows this matrix after two iterations of algorithm 1. 
This method “to prevent derivative causal inertias with the use of Lagrange 
multipliers” is not as efficient as the method which accepts the derivative causal 
inertias and solves the index = 1 problem associated with the resulting “class 1 
zero-order causal paths”. Note that in the “zero-order causal path” approach 
non(additiona1) modification of the model under consideration is necessary and 
the obtained extended state equations can be solved with less numerical difficulties, 
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because the index of the DAEs is lower. Since this result is counter-intuitive it 
should be given special attention. 
G+’ 00 T 
m,C 
-l/C 0 0 0 
0 0 0 -l/m, 
-T 01 0 
1 0 0 0 
0 1 0 0 
0 0 1 0 
-T 0 1 0 
i 0 1 0 1 0 1 
(244 
(24b) 
5.6. Discussion oj’proposition 4 
In Section 5.4.3, Fig. 3(d) was discussed. It was shown that the extended state 
equations were index = 2 DAEs if the transformation ratios were such that 
r,r2 = 1. However, if the loop gain of the causal cycle is + 1 (r,v, = 1) the causal 
cycle is non-essential (Fig. 4). 
In Fig. 5 it has been shown already that non-essential causal cycles are not 
always as trivial as in the example of Fig. 3(c,d). The bond graph in Fig. 5(b) 
hides, i.e. not explicitly expresses, the flow continuity of the delta-shaped resistor 
subsystem. The application of algorithm 1 to the extended state equations derived 
from the bond graph in Fig. 5(b) shows that these equations are index = 2 DAEs, 
due to the fact that the causal cycle is non-essential. The extended state equations 
obtained from the bond graph of Fig. 5(d), which explicitly expresses flow con- 
tinuity of the delta resistor circuit, are index = 1 DAEs as expected from the fact 
that the remaining zero-order causal paths are of class 1 and class 2. 
VI. Concluding Remarks 
Proposition 2 states that : “If a bond graph contains zero-order causal paths of 
the classes 1, 2, 3 or 5, and the causal paths of the classes 1 and 2 have no particular 
Zero-order Causal Paths-I 
part in common, then the system equations are at least index one DAEs.” The 
following remarks can be made about this proposition. 
Using the general form (3) of the extended state equations describing systems 
with class 1 zero-order causal paths, no stronger statement than formulated in 
proposition 2 is possible. It turned out that for systems with class 2 zero-order 
causal paths, described by extended state equations of the form (2), also no stronger 
formulation than proposition 2 can be made. This weakness of proposition 2 is 
due to the fact that the systems can be internally modulated and the modulation 
can depend on the state and semi-state variables which theoretically can lead to 
extended state equations that are index 3 1 DAEs. The examples of systems with 
class 3 and class 5 zero-order causal paths showed that proposition 2 claims too 
little even if the systems are internally modulated. But the state equations of systems 
with class 3 or class 5 zero-order causal paths are both also described by the general 
form (2), so in the most general case one has to restrict oneself to proposition 2. 
However, the authors have not been able to find physical-system models in which 
zero-order causal paths are present and which are described by state equations 
with an index higher than one, other than the exceptions described herein. In the 
described exceptions (Figs. 4 and 5) the zero-order causal path, leading to the 
higher index, can be eliminated. 
The presence of zero-order causal paths or Lagrange multipliers in the model 
increases the order of the system with a semi-state part. This means that semi-state 
variables have to be introduced in the model in an efficient way: one semi-state 
variable can be used to “break” several zero-order causal paths (10). 
It has been shown (7,22-24) that Gear’s idea of using a numerical ODE method 
(8) is robust for solving DAEs of the form (2). We have experienced that with an 
implementation of this idea (21) DAEs of the form (3) can also be solved in a 
robust way. 
The extended state equations of mechanical systems derived from bond graphs 
with class 1 causal paths can be solved numerically more efficiently than the state 
equations of the equivalent system in which the causal paths are eliminated with 
the use of Lagrange multipliers. The efficiency of the solution method is influenced 
both by the increase of order and by the numerical complexity of the extended 
state equations. The use of a Lagrange multiplier increases the order of the system 
by two: one order for the Lagrange multiplier (as semi-state variable) and one 
for the dependent storage element becoming an independent storage element. By 
contrast, a class 1 zero-order causal path increases the order of the system at 
maximum by one (at maximum one semi-state variable per topological loop). 
Computing the index of nilpotency of the DAEs obtained from a bond graph 
containing a causal cycle gives additional information about the nature of the 
modeled system or about the quality of the model. For instance, computing the 
index of the equations obtained from the bond graph of Fig. 5(b) is one of the 
possibilities to determine that the system [Fig. 5(a)] is nodic, which may be a 
powerful tool in automated analysis. 
The allowance of zero-order causal paths prevents additional model modi- 
fications and increases the possibility of straightforward generation of bond graph 
models, to be used in automated model generation software, like CAMAS (1). 
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