Abstract: This paper is about parameter estimation for models described by a continuoustime state equation from discrete-time measurements. Guaranteed solutions to this problem are proposed in probabilistic and bounded-error contexts, based on Müller's theorems and interval analysis. In a probabilistic context where parameter estimation boils down to parameter optimization, this makes it possible to characterize the set of all globally optimal parameter vectors. In a bounded-error context, this allows the characterization of the set of all parameter vectors that are consistent with the error bounds, measurements and model structure. The resulting methodology is illustrated on a simulated example of anaerobic fermentation process.
INTRODUCTION
This paper is about guaranteed parameter estimation for systems described by continuous-time dynamical models of the form
where x ∈ D ⊂ R nx is the state of the model with initial condition x 0 , p ∈ R np is the parameter vector to be estimated and v (t) is some state perturbation taking into account the fact that the model is only an approximation of reality. Moreover, we assume that measurements y (t k ) ∈ R ny are taken at discrete time instants denoted by t k , with k = 1, . . . , N , and such that t k+1 > t k . The measurement process is assumed described by the model
where w (t k ) is the measurement noise at time t k . If x 0 has also to be estimated, it may be incorporated into the parameter vector to form an extended parameter vector p e = p T , x T 0 T , and using the change of variable z (t) = x (t) − x 0 , one gets a dynamical model similar to (1) but with zero initial conditions. Including noise explicitely in the model output is unusual but useful in what follows.
Parameter estimation has been considered in various contexts, depending on the assumptions made about measurement noise and state perturbations, the effect of the latter being most often neglected. When the noise probability density function (pdf) is known, one can resort to maximum likelihood techniques, or to maximum a posteriori estimation when some prior pdf is also available for the parameter vector. In both cases, parameter estimation then boils down to an optimization problem, see, e.g., (Ljung, 1999; Walter and Pronzato, 1997) . When only bounds are available for the measurement noise and state perturbations, bounded-error techniques may be used (Walter, 1990; Norton, 1994; Norton, 1995; Milanese et al., 1996) . One has then to characterize the set of all parameter vectors that are consistent with the data, noise bounds and model structure.
What is meant by guaranteed in this paper depends of the context, but can be summarized by saying that no solution to the problem should be lost. When parameter estimates are obtained by minimizing a cost function, guaranteed estimation aims at computing sets containing all globally optimal parameter vectors. In a bounded-error context, on the other hand, it aims at computing sets containing all parameter vectors that are consistent with the data given the bounds on the acceptable errors. When the model output depends nonlinearly in its parameters, as assumed here, this is clearly a very challenging task.
Interval analysis is one of the major tools that can be used, but most results presented so far in system identification (see, for instance, (Moore, 1979; Jaulin et al., 2001) ) require an explicit expression of the model output as a function of its parameters to be available. In (Walter and Kieffer, 2003; Kieffer and Walter, 2004) , we showed that the same approach could be used for models with no analytical solution provided that (1) can be enclosed between two cooperative dynamical systems (Smith, 1995; Gouzé et al., 2000) .
This paper further extends the applicability of guaranteed nonlinear estimation by no longer requiring the existence and availability of such cooperative systems. It is organized as follows: Section 2 briefly recalls guaranteed parameter estimation using interval analysis. Section 3 explains how solutions of (1) may be bounded and how this result can be employed. In Section 4, the resulting methodology is applied to a simulated example of anaerobic fermentation process. Some concluding remarks and research directions are presented in Section 5.
GUARANTEED PARAMETER ESTIMATION USING INTERVAL ANALYSIS
Collect all model outputs between t 1 and t N into the model output vector
where w = w T (t 1 ) , . . . , w T (t N ) T . Define also the system output vector y = y
Note that y m also depends on the values taken by v(t), t ∈ [0, t N ] but this is not made explicit to simplify notation.
An interesting special case is when the measurement error appears additively in the model output, i.e.,
In what follows, only this type of measurement model will be considered, although more general classes of models may readily be treated.
Optimisation approach
For the optimisation approach, as many authors, we shall neglect the influence of any state perturbation.
Assuming that the measurement model is given by (4), and without any prior knowledge on w, the method of choice consists in estimating the value p of p that minimizes a cost that is a function of the differences between y and y m (p)
A quadratic form is the most common choice for J, and yields an estimate in the least-squares sense
with
and Q definite non negative.
An explicit solution for p LS exists when y m (p) is linear in p. However, with a model such as (1 − 2) , this situation is most unlikely. Thus one has to resort to algorithmic minimization of (7) with respect to p. Guaranteed deterministic global optimization using interval analysis (Hansen, 1992; Neumaier, 2004 ) is able to enclose all arguments of the global minimum of a cost function such as (7) , in a given box [p] of parameter space, see also (Walter and Kieffer, 2003 ).
An inclusion function
2 for the cost function is then needed. This inclusion function is obtained in two steps. First, an inclusion function has to be obtained for
In a second step, an inclusion function for y m (p) may easily be obtained using standard interval arithmetic (Jaulin et al., 2001) . The main difficulty is thus to obtain an inclusion function for x (p). Recall that x (p) contains the values at t k , k = 1 . . . N, of the solution of (1).
Bounded-error approach
In a bounded-error context, the state perturbation and measurement noise are assumed bounded with known bounds. More specifically, assume that v (t) ∈ [v,v] for any t and that w ∈ [w,w], with v, v, w and w known.
Estimating parameters then means characterizing the set P of all values of p that are consistent with the model structure, the noise bounds and the measurements on the system. The vector p is usually assumed to belong to some initial search domain P 0 ⊂ R np such that
When additive measurement noise is considered, as in (4), P may also be defined as
Interval analysis is able to provide inner and outer approximations for P under the form of a set of nonoverlapping boxes (or interval vectors), see (Jaulin and Walter, 1993; Jaulin et al., 2001) . Again, an inclusion function for y m (p, w) or for y m (p) is required, which again requires an inclusion function for x (p). Section 3 describes how such an inclusion function can be obtained.
BOUNDING SOLUTIONS OF DYNAMICAL MODELS
The naive approach would be to use guaranteed ordinary differential equations (ODE) solvers provided by interval analysis, see, e.g., AWA (Lohner, 1992) , COSY (Hoefkens et al., 2001) or VNODE (Nedialkov and Jackson, 2001 ). Unfortunately, these techniques prove unable to provide accurate enclosures when there are uncertain parameters or bounded state perturbations.
The main idea to bypass this problem is to bound the solutions of uncertain dynamical systems between deterministic lower and upper dynamical systems. Efficient guaranteed numerical integration can then be used to compute the corresponding bounding solutions. Preliminary results were presented in (Walter and Kieffer, 2003; Kieffer and Walter, 2005) in the context of cooperative dynamical models, i.e., models such as (1) for which the off-diagonal terms of the Jacobian matrix of f are positive. These results were inspired by the interval observer proposed by (Gouzé et al., 2000) . More recently, Müller's theorems have been used in the context of guaranteed simulation for bounding the solutions of more general dynamical models (Gennat and Tibken, 2004) . We shall now use these theorems in the context of parameter estimation.
Müller's theorems
Theorem 1 is a reformulation of a theorem that may be found in (Müller, 1926) in order to apply it to the bounding of dynamical models such as
where ω i (t) and Ω i (t) , i = 1 . . . n x , are continuous on [a, b] and such that
where T i (t) is the subset of T defined by
and where T i (t) is the subset of T defined by
Then, for any
, a solution to (1) exists, which remains in
A specific version of Theorem 1 may be obtained when f (x, p, v, t) satisfies a condition that is close to the cooperativity condition presented, e.g., in (Smith, 1995) .
Theorem 2. Assume that the function f (x, p, v, t) from (1) is continuous on a domain T that is the same as T in Theorem 1 where ω i (t) and Ω i (t) are continuous over [a, b] for i = 1 . . . n x and such that 
(1) has a solution that remains in E and equals x (0) at t = 0. The uniqueness conditions are the same as in Theorem 1.♦
Using Müller's theorems
Theorems 1 and 2 allow the evaluation of lower and upper bounds for the solution of (1) provided that two functions ω (t) and Ω (t) are available that satisfy the conditions of either of these theorems. The interval function [Φ] (t) = [ω (t) , Ω (t)] can then be seen as an inclusion function for all solutions of (1) and
T is an inclusion function for the vector x.
The conditions that ω (t) and Ω (t) have to satisfy in Theorem 2 are less restrictive than in Theorem 1; when the pair (ω (t) , Ω (t)) satisfies (10) and (11) , it also satisfies (12) and (13). As a consequence, when f (x, p, v, t) satisfies the cooperativity-like conditions of the second part of Theorem 2, the inclusion function [Φ] (t) deduced from the second theorem will thus be at least as good as that obtained from Theorem 1.
As evidenced by Section 4, the construction of ω (t) and Ω (t) is usually easy on a case-by-case basis.
EXAMPLE
The parameter estimation techniques presented in Section 2 are applied to a model of a batch methane fermentation process.
Methane fermentation is a promising method for saving energy while reducing pollution. In agriculture and the agro-industry, it usually takes place in continuously-stirred-tank bioreactors where organic matter is depolluted by microorganisms into biogas (methane and carbon dioxide) and compost in the absence of oxygen (Forster and John Wase, 1987) .
Biogas is an additional energy source that can replace fossil fuel, with a direct positive effect on greenhouse gas reduction. Unfortunately this is a very complex process, which may become unstable and thus requires more investigation.
Many mathematical models of this process are known, see, e.g., (Simeonov, 1999a; Simeonov, 1999b) . Generally they are described by very complex sets of nonlinear ODEs with a large number of unknown coefficients. The estimation of these coefficients is a very difficult problem (Simeonov, 1999a) . Generally one obtains only local solutions and it is impossible to validate the model in a large area of experimental conditions. This is why, as a first step, we choose to use the simplest possible model, for which proved statements can readily be obtained even in the presence of uncertainty.
Model of the anaerobic fermentation process
We consider the following mathematical model of the continuous methane fermentation process (Bastin and Dochain, 1991; Simeonov, 1999a )
In (14), the first equation describes the mass balance for the biomass X (g/ ), consuming the appropriate substrate S (g/ ), where µX reflects the growth of the bacteria, and DX corresponds to biomass in the effluent flow rate of liquid, with D (day −1 ) the dilution rate. The mass balance for the substrate is described by the second equation; k 1 µX reflects the consumption of substrate by the bacteria; DS in corresponds to the substrate in the influent flow rate of liquid, with S in (g/ ) the concentration of substrate in the inlet; DS corresponds to the substrate in the effluent flow rate of liquid. The algebraic equation (15) describes the formation of methane with flow rate Q ( /day). D is the control input, Q is the measured output and S in may be viewed as a state perturbation.
The specific growth rate of bacteria µ (day −1 ) is assumed to satisfy the Monod model (Bastin and Dochain, 1991) 
In the model (14 − 16) , k 1 and k 2 are yield coefficients, and µ max and k S are kinetic coefficients. In practical applications only intervals are available for these quantities.
In this paper, only the batch operating mode will be considered (no input is applied, D = 0). It is then possible to obtain data for Q for known initial conditions of the state variables. In our simulated example they are fixed at X (0) = 0.1 and S (0) = 34. The actual values of the parameters are k 1 = 6.7, k 2 = 16.8, µ max = 0.35, k S = 2.3. Noise-free data have been computed for every day between day 1 and day 15, thus t k = k (day), k = 1 . . . 15. These noisefree data were then corrupted with an additive noise, uniformly distributed between −0.5 and 0.5. When a noisy measurement turned out to be negative, due to positivity constraints on Q, it was placed at 0. The collected noisy data for Q are represented on Figure 1 . To each noisy measurement corresponds an interval with unit width guaranteed to contain the noise-free output of the model.
In the remainder of this section, we focus our attention on the estimation of k 1 and k 2 , the two other parameters being assumed known for the sake of simplicity.
Enclosure of the model output
A box must be computed that is guaranteed to contain all possible values of Q (t) for p = (k 1 , k 2 ) T belonging to some box k 1 , k 1 × k 2 , k 2 . The system described by (14) is not cooperative, thus Theorem 1 will be applied to bound Q.
Consider the following system of coupled equations
One may easily show that for any t ∈ [0, 15] and k 1 ∈ k 1 , k 1 , conditions (1) and (2) of Theorem 1 are satisfied. Thus, the solution of (14) remains between ω (t) and Ω (t). As a consequence, an inclusion function for Q (t) may be defined as
Optimisation approach
As is most often the case when no specific information about the distribution of the measurement noise is Fig. 2 . Set containing all global minimizers of the cost function available, a quadratic cost function was minimized. Q, as defined in (7) was taken as the identity matrix. The initial box for the unknown parameters was taken as 6, 75] . It corresponds to the extreme values of these parameters that may be found in the literature. Only a very basic global optimisation algorithm was used, with no attempt at computing enclosures of the gradient and Hessian of the cost function so there is significantly space for improvement here. Guaranteed numerical integration was performed using VNODE (Nedialkov and Jackson, 2001 ). The precision parameter, which determines the maximum size of the boxes to be stored in the solution set, was set to ε = 0.005.
The result of the guaranteed global optimization is represented in Figure 2 . All the boxes are included in [6.70, 6.75] × [16.62, 16.82] . This result has been obtained in 235 s on an Athlon at 1.5 GHz.
Bounded-error approach
In the bounded-error context, the same set of data and initial search box have been considered. Moreover,
The measurement noise is additive, thus the definition (9) for P was used. The SIVIA algorithm (Jaulin and Walter, 1993) was used with a precision parameter ε = 0.01. Inner and outer approximations of P are represented in Figure 3 . Fig. 3 . Inner approximation of P (in green) and uncertainty layer (in yellow). Their union forms an outer approximation.
The box [6.67, 6.79]×[16.36, 16.92] contains the outer approximation for P. The actual value of the unknown parameters turns out to belong to the inner approximation for P. These results have been obtained in 195 s on an Athlon at 1.5 GHz.
CONCLUSIONS
The guaranteed estimation of the parameters of a nonlinear continuous-time model from discrete-time measurements has been considered with two main approaches, namely the optimization of a cost function (which may be deduced from probabilistic considerations) and the bounded-error approach. Previous results have been extended to deal with cases where no analytical solution of the model equations is available and no cooperative bounding systems can be found. Instrumental are modified versions of Müller's theorems. The price to be paid is the necessity of finding suitable functions ω (t) and Ω (t). As seen on the example, this is usually fairly simple and could be automated for large classes of models.
The resulting methodology has been applied to the identification of the parameters of a simple model of an anaerobic fermentation process with these two approaches.
Current topics of interest are the struggle against the curse of dimensionality and an improvement of the procedure for guaranteed optimization by taking advantage of inclusion functions for the gradient and Hessian of the cost function.
