An exponentially fitted explicit hybrid method for solving oscillatory problems is obtained. This method has four stages. The first three stages of the method integrate exactly differential systems whose solutions can be expressed as linear combinations of {1, x, exp μx , exp −μx }, μ ∈ C, while the last stage of this method integrates exactly systems whose solutions are linear combinations of {1, x, x 2 , x 3 , x 4 , exp μx , exp −μx }. This method is implemented in variable step-size code basing on an embedding approach. The stability analysis is given. Numerical experiments that have been carried out show the efficiency of our method.
Introduction
There has been great interest in the research of new methods for numerically solving the second-order initial value problems of the form y x f x, y x , y x 0 y 0 , y x 0 y 0 1.1 whose solution exhibits specific oscillatory behavior. Such problems arises in celestial mechanics, in quantum mechanical scattering problems, and elsewhere, and they can be solved by using general purpose methods or by using codes specially adapted to the structure or to the solution of the problem. In the case of adapted hybrid methods, particular algorithms have been proposed by several authors e.g., see 1-3 to solve these classes of problems. This paper concerns derivation of a new method for the numerical integration of 1. with K 2P M − 3. Then, we solve the algebraic equations for α j and β j , j 0, 1, . . . , k. In particular, the step-by-step exponential-fitting procedure is described as follows.
Step 1. Find the maximal M such that L integrates exactly the set of power functions {1, x, x 2 , . . . , x M−1 } and that the resulting coefficients have the same value as those of a classical method. The classical method is the method with constant coefficients.
Step 2. Consider this set of functions with K 2P M − 3. Using M obtained from Step 1, we find suitable P and K which correspond to a finite set consisting of power functions and exponentials. Then, solve equations obtained by assuming that L integrates exactly elements of this set.
Considering each formula stage of a hybrid method as a linear multistep method with nonequidistant grid points; we derive our exponentially fitted hybrid method. This approach has also been employed by Simos 
Embedded Pairs of Hybrid Methods
For the numerical solution of 1.1 , we consider the explicit hybrid method which has been established by Franco 6 :
where f n−1 and f n represent f x n−1 , y n−1 and f x n , y n , respectively. The method requires s − 1 function evaluations or stages at each step of integration. The explicit hybrid method can be represented by the Butcher tableau: 
2.3
Embedded pairs of explicit hybrid methods are used in variable step-size algorithm because they provide cheap error estimation. A local error estimation is determined by the formula
where y n 1 and y n 1 are solutions obtained using the higher-order and the lower-order formula, respectively. The LTE is used to control the step-size of which the procedure is given by i if tol/ div < LTE < div ·tol, then h n 1 h n , ii if LTE ≤ tol/ div, then h n 1 2h n , iii if LTE ≥ div ·tol, then h n 1 1/2 h n and repeat the step,
4
International Journal of Mathematics and Mathematical Sciences where, from numerical experiments, div is chosen to be 2 17 . We do not allow step-size change after each step because it would contribute to unnecessary rounding errors. If the step is acceptable i.e., tol/div < LTE < div · tol and LTE ≤ tol/div , then we adopt the widely used of performing local extrapolation: although the LTE is the error estimation for the lower-order formula, the solutions obtained by using the higher-order formula are actually accepted at each point.
Construction of Hybrid Methods

The Sixth-Order Hybrid Method of Franco
In this section, we consider the sixth-order hybrid method which is zero dissipative and dispersive of order six derived in 6 . The interval of periodicity of the method is 0, 2.75 . In order for the method to be implemented in variable step-size code as described in Section 2, we derive a three-stage fourth-order explicit hybrid method. Order conditions for the fourthorder hybrid methods with s 4 as given in 9 are listed as follows.
Order conditions: 
Variable Step-Size Exponentially Fitted Explicit Hybrid Method
We consider the four-stage explicit hybrid method given by the following tableau: 
Note that the c-values and some of the A-values are taken from the sixth-order hybrid method of Franco as described briefly in Section 3.1. The formula of a four-stage explicit hybrid method is 
3.10
Note that the operator L integrates exactly 1 and x for any x and h. The coefficients of the variable step-size exponentially fitted hybrid method are obtained by solving equations arising from the choice of integers M, K, and P described as follows.
Step 
3.11
Solving these equations, we get coefficients a 31 and a 32 .
Step 2. Consider the linear operator L that associated with 3.7 . Solving equations obtained by assuming that c 3 
3.12
Solving these equations, we get a 42 and a 43 .
Step 3. Consider the linear operator L that associated with 3. 
3.13
Solving these equations, we get a 53 and a 54 .
Step 4. The linear operator associating with 3.9 is given as 
3.16
Solving these equations, we get b 1 , b 2 , b 3 , b 4 , and b 5 .
Step 5. Consider It is noted that, if z → 0 then the coefficients of EHM6 4 method will be recovered. This is the important feature of the new method which will be denoted by EEHM6 4 method. In our program code, we use μ as an imaginary number and thus, z can be written as z iwh. We first convert all coefficients which are in term of z μh to trigonometric form by using computer algebra package Maple. Then, we substitute μ iw into the resulting expressions. For small z, the coefficients are subject to heavy cancellations. Since z varies throughout the integration, therefore it is convenient to use Taylor series expansions for the coefficients of the method.
Stability
Now our interest lies in the stability analysis for an exponentially fitted explicit hybrid method of the form 2.1 in which its coefficients are functions of one frequency μ and the step-length h. 
The characteristic equation associated with 4.4 is
The subsequent definitions are introduced to provide the stability concept for exponentially fitted hybrid methods corresponding to the characteristic equation 4.5 . Here, we follow the main ideas given by Coleman and Ixaru 3 . 
S H
Any closed curve defined by P H 2 , z 1 and |S H 2 , z | P H 2 , z 1 is a stability boundary. In Figure 1 , we illustrate the stability region of the exponentially fitted method which is based on the higher-order formula of EHM6 4 method whereas, in Figure 2 , we show the stability region of the exponentially fitted method which is based on the lower-order formula of EHM6 4 method. From Figures 1 and 2 , it is observed that the stability regions get smaller as H increases.
Numerical Experiments
The following are abbreviations representing the codes that have been used in the comparisons. We have applied all the above codes to four problems to evaluate their efficiency. For controlling the step-size in FRKN4 3 code, we use the step-size control procedure discussed in 10 . In Figures 3, 4 , 5, and 6, the efficiency curves of natural logarithm of maximum global error MAXGE versus the computational effort measured by the natural logarithm of number of function evaluations NFE are depicted. The maximum global error MAXGE is given by this formula MAXGE max y x n − y n , 5.1 where y x n is the true solution and y n is the computed solution. In the following test problems, the tolerances used are tol 10 −2i , i 1, . . . , 6. The exact solutions are used to obtain all the starting values. with ε 10 −3 and f 1 x 2 cos 10x sin 5x 2ε sin 5x sin x − cos 10x cos x − ε 2 sin 2x cos 2 10x sin 2 5x 2ε sin x cos 10x − cos x sin 5x ε 2 99ε sin x , f 2 x cos 2 10x − sin 2 5x 2ε sin x cos 10x cos x sin 5x − ε 2 cos 2x cos 2 10x sin 2 5x 2ε sin x cos 10x − cos x sin 5x ε 2 − 24ε cos x .
5.3
Solution: For EEHM6 4 and FRKN4 3 codes, we choose z 10i for the first component whereas z 5i for the second component. with the theoretical solution:
For EEHM6 4 and FRKN4 3 codes, we choose z 5i. 
5.8
Solution:
y 1 x cos 5x ε sin x 2 , y 2 x sin 5x ε cos x 2 , 0 ≤ x ≤ 5 5.9
Conclusions
The embedding approach for hybrid methods has been devised by adopting the embedding concept in RKN methods. By using this embedding approach, we present Franco's sixthorder explicit hybrid method for variable step-size code, denoted as EHM6 4 method. Based on EHM6 4 method, the new variable step-size exponentially fitted hybrid method has been developed and it is denoted as EEHM6 4 method. The numerical results show that EEHM6 4 method is efficient for the numerical solution of oscillatory problems. Furthermore, EEHM6 4 method is preferable to handle perturbed oscillators.
