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ABSTRACT
In this work we deal with the problem of simultaneous multifrequeny detetion of
extragalati point soures in maps of the Cosmi Mirowave Bakground. We apply a
linear ltering tehnique that uses spatial information and the ross-power spetrum.
To make this, we simulate realisti and non-realisti at pathes of the sky at two
frequenies of Plank : 44 and 100 GHz. We lter to detet and estimate the point
soures and ompare this tehnique with the monofrequeny mathed lter in terms of
ompleteness, reliability, ux and spetral index auray. The multifrequeny method
outperforms the mathed lter at the two frequenies and in all the studied ases in
the work.
Key words: methods: data analysis  tehniques: image proessing  radio ontin-
uum: galaxies  osmi mirowave bakground  surveys
1 INTRODUCTION
Over the last few years, a big eort has been devoted
to the problem of deteting point soures in Cosmi Mi-
rowave Bakground (CMB) experiments. The main reason
is that modern CMB experiments have reahed resolution
and sensitivity levels suh that their apability to estimate
the statistis of CMB utuations at high multipoles is no
longer limited by instrumental noise but by Galati and
extragalati foreground ontamination. Among extragala-
ti ontaminants, point soures are the most relevant, both
in temperature (Toolatti et al. 1998; De Zotti et al. 1999;
Hobson et al. 1999; De Zotti et al. 2005) and in polarisa-
tion (Tui et al. 2004, 2005; López-Caniego et al. 2009).
Moreover, they are one of the most diult ontaminants
to deal with and, at least in the frequeny range spanned by
CMB experiments, one of the most poorly known. It is there-
fore mandatory to detet the maximum possible number of
extragalati point soures (EPS) and to estimate their ux
with the lowest possible error before any serious attempt to
study the CMB anisotropies.
But EPS are not only a ontaminant to get rid of. The
study of EPS at mirowave frequenies is very interesting
from the standpoint of extragalati astronomy. The next
generation of CMB experiments will allow one to obtain of
⋆
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all-sky EPS atalogues that will ll in the existing observa-
tional gap in our knowledge of the Universe in the frequeny
range from 20 to roughly 1000 GHz. We expet to derive
soure number ounts and spetral indies, to study soure
variability and to disover rare objets suh as inverted
spetrum radio soures, extreme gigahertz peaked spetrum
soures (GPS) and high-redshift dusty proto-spheroids (see
for example the Plank Bluebook, The Plank Collaboration
2006). The rst fruits of these new era of CMB experiments
are already here: theWilkinson Mirowave Anisotropy Probe
(WMAP) satellite (Bennett et al. 2003) has made possible
the obtaining of the rst all-sky point soure atalogues
above ∼ 0.81 Jy in the 2394 GHz range of frequenies
in temperature (Bennett et al. (2003); Hinshaw et al.
(2007); Chen & Wright (2008); Wright et al. (2009);
López-Caniego et al. (2007); Massardi et al. (2009) and
polarisation (López-Caniego et al. 2009), being omplete
the last three ones. In a reent paper González-Nuevo et al.
(2008) have shown how these atalogues an be used
to study the statistis of point soures in that range of
frequenies. The Plank mission (Tauber 2005) will allow
us to extend these atalogues down to lower ux limits and
up to 857 GHz.
We have mentioned that the detetion and estimation
of the ux of EPS are a diult task. The main reason for
this is that the many dierent types of EPS that are dis-
tributed in the sky form a very heterogeneous set of objets
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that do not have a ommon spetral behaviour. While other
foreground ontaminants follow a spei emission law that
is approximately well known (or an be inferred from ob-
servations) and that varies relatively slow and ontinuously
aross the sky, eah extragalati point soure has an emis-
sion law, that, in priniple, an be totally dierent to any
other and independent from them. From the point of view of
statistial signal proessing, the problem of deteting EPS
is a ase of sorely under-determined omponent separation
problem where the numberM of omponents is muh larger
than the number N of frequeny hannels.
Let us onsider the ase of another ontaminant that
is of relevane in CMB images and to whih the EPS
problem has some similarities: the Sunyaev-Zel'dovih(SZ)
eet (Sunyaev & Zeldovih 1970, 1972; Carlstrom et al.
2002). As in the ase of EPS, the SZ ontamination o-
urs in small and ompat regions of the sky and it af-
fets the high-ℓ region of the utuations angular power
spetrum. But in the ase of the thermal SZ eet the
frequeny dependene is very well known (ignoring rela-
tivisti orretions). This has made possible the develop-
ment of a number of powerful detetion tehniques that
are speially suited to the problem of SZ eet de-
tetion in CMB images (Diego et al. 2002; Herranz et al.
002a; Hobson & MLahlan 2003; Pierpaoli et al. 2005;
Herranz et al. 2005; Vale & White 2006; Pires et al. 2006;
Melin et al. 2006; Bartlett et al. 2008; Leah et al. 2008) or
to use more generi diuse omponent separation tehniques
(see for example, among many others, Maino et al. 2002;
Stolyarov et al. 2002; Delabrouille et al. 2003; Eriksen et al.
2004; Bedini et al. 2005; Bonaldi et al. 2006) to obtain SZ
maps and atalogues.
Unfortunately, these approahes are not diretly appli-
able to EPS detetion. The most ommonly used approah
to this problem onsists on working separately in eah han-
nel. The key idea is to take advantage of the fat that all the
EPS have the same shape (basially, that of the beam). In
the eld of CMB images, wavelet tehniques (Vielva et al.
2001, 2003; González-Nuevo et al. 2006; Sanz et al.
2006; López-Caniego et al. 2007), mathed lters (MF,
Tegmark & de Oliveira-Costa 1998; Barreiro et al. 2003;
López-Caniego et al. 2006) and other related linear l-
tering tehniques (Sanz et al. 2001; Chiang et al. 2002;
Herranz et al. 002; López-Caniego et al. 2004, 2005;
López-Caniego et al. 2005) have proved to be useful. All
these tehniques rely on the prior knowledge that the
soures have a distintive spatial behaviour and this fat
is used to design some bandpass lter to enhane them
with respet to the noise. Detetion an be further im-
proved by inluding prior information about the soures,
i.e. some knowledge about their ux distribution, in the
frame of a Bayesian formalism (Hobson & MLahlan 2003;
Carvalho et al. 2009).
With the previous single frequeny methods and for the
ase of the Plank mission we expet to reah detetion limit
uxes that range from a few hundred mJy to several Jy, de-
pending on the frequeny hannel, and to obtain atalogues
that will ontain from several hundreds to a few thousand
objets (López-Caniego et al. 2006; Leah et al. 2008). This
is satisfatory, but we feel that we ould do better if we were
able to use multi-wavelength information in some way.
For now, multi-wavelength detetion of EPS in
CMB images remains a largely unexplored eld. In re-
ent years, some attempts have been done in this
diretion (Naselsky et al. 2002; Chen & Wright 2008;
Wright et al. 2009). More reently, Herranz & Sanz (2008)
have introdued the tehnique of `mathed matrix lters'
(MTXF) as the rst fully multi-frequeny, non-parametri,
linear ltering tehnique that is able to nd EPS and to
do unbiased estimations of their uxes thanks to the dis-
tintive spatial behaviour of the soures, while at the same
time does inorporate some multi-wavelength information,
without assuming any spei spetral behaviour for the
soures. Herranz et al. (2009) have applied the MTXF to
realisti simulations of the Plank radio hannels, showing
that it is possible to pratially double the number of dete-
tions, for a xed reliability level, for some of the hannels
with respet to the single frequeny mathed lter approah.
MTXF use multi-wavelength information in suh a way
that it is not neessary to make any assumption about the
spetral behaviour of the soures. In fat, in that formalism
their spetral behaviour is entirely irrelevant. All the multi-
wavelength onsiderations onern only to the noise
1
and its
orrelations. In this sense, MTXF deal only with half of the
problem. This has its advantages in terms of robustness and
reliability, but one ould wish to have a tehnique that uses
multi-wavelength information in the modelling of both the
signal (EPS) and the noise. But, as we mentioned before,
the spetral behaviour of the EPS is not known.
In this paper we will show that even if the spetral be-
haviour of the EPS is unknown a priori, it is still possible to
determine it diretly from the data by means of an adaptive
ltering sheme that inorporates multi-frequeny informa-
tion not only through the noise orrelations among hannels,
but also about the soures themselves.
The problem is, in more than one sense, similar to the
problem of deteting SZ lusters (that is the reason we dis-
ussed that ase a few paragraphs above). In the SZ ase
the spetral behaviour of the soures is known, but not
their size. A way to deal with this is to introdue the sale
of the soure as a free parameter (for example, the lus-
ter ore radius rc) in the design of a `mathed multilter'
(MMF) and to optimise the value of this parameter for
eah soure so that a maximum signal to noise ratio is ob-
tained after ltering (see the details in Herranz et al. 002a,b,
2005; Shäfer et al. 2006; Melin et al. 2006). As the prob-
lem depends on the optimisation of one single parameter,
the method is easy to implement in odes that are relatively
fast.
In this paper we introdue a modiation of the MMF
tehnique in whih the mixing oeients of the frequeny
dependene vetor of the soures are onsidered as free pa-
rameters to be optimised. As we will show, if the number
of frequeny hannels is N and we hoose wisely a duial
frequeny of referene, the number of free parameters to op-
timise is N−1. For simpliity, throughout this paper we will
use as an example the ase of two hannels, N = 2, but the
method is valid for any number of hannels N > 1.
The struture of this paper is as follows. In setion 2 we
will summarise the formulae of the MMF and we will intro-
1
Here the term `noise' refers to all the omponents exept for
the EPS themselves, inluding CMB and Galati foregrounds.
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due the modiation that allows us to use it for deteting
EPS in arbitrarily hosen pairs of frequeny hannels. We
will show that the lter an be in this ase fatorised in
suh a way that a partiularly fast implementation of the
method an be ahieved. In setion 3 we will desribe the
simulations that we use to test the method. The results of
the exerise will be desribed in setion 4. Finally, in se-
tion 5 we will draw some onlusions.
2 METHOD
2.1 The single frequeny approah
Let us assume a set of images orresponding to the same
area of the sky observed simultaneously at N dierent fre-
quenies:
yν(x) = fνsν(x) + nν(x), (1)
where ν = 1, . . . , N . At eah frequeny ν, yν is the total
signal in the pixel x and sν represents the ontribution of
the point soure to the total signal yν ; for simpliity let
us assume there is only one point soure entered at the
origin of the image; fν is the frequeny dependene of the
point soure; and nν is the bakground or generalized noise
(ontaining not only the instrumental noise, but also the
ontributions of the rest of omponents).
The intrinsi angular size of the point soures is smaller
than the angular resolution of the detetor. At eah observ-
ing frequeny, eah soure is onvolved with the orrespond-
ing antenna beam. For simpliity we will assume the antenna
beam an be well desribed by a symmetri 2D Gaussian
funtion. Then we an write
sν(x) = Aτν(x), (2)
where x = |x| (sine we are onsidering symmetri beams),
A is the amplitude of the soure and τ is the spatial template
or prole. The bakground nν(x) is modelled as a homoge-
neous and isotropi random eld with average value equal
to zero and power spetrum Pν dened by
〈nν(q)n
∗
ν(q
′)〉 = Pνδ
2
D(q− q
′), (3)
where nν(q) is the Fourier transform of nν(x) and δ
2
D is the
2D Dira distribution.
In the single frequeny approah eah hannel is pro-
essed separately and independently from the other fre-
queny hannels. This approah is robust in the sense that
it is not neessary to assume anything about the spetral
behaviour of the soures. The main drawbak of the single
frequeny approah, however, is that one misses the poten-
tial noise redution that ould be obtained with a wise use
of the information present at the other frequenies.
The standard single frequeny point soure dete-
tion method in the literature is based on the mathed
lter (Tegmark & de Oliveira-Costa 1998; Barreiro et al.
2003; López-Caniego et al. 2006). The mathed lter is the
optimal linear detetor for a single map in the sense that
it gives the maximum signal to noise ampliation. The
mathed lter an be expressed in Fourier spae in the fol-
lowing way:
ψMF (q) =
τ (q)
aP (q)
, a =
Z
dq
τ 2(q)
P (q)
. (4)
Here a is a normalisation fator that preserves the soure
amplitude after ltering.
2.2 The Mathed Multilter
In the multi-frequeny approah we take into aount the
statistial orrelation of the noise between dierent fre-
queny hannels and the frequeny dependene of the
soures. Now let us model the bakground nν(x) as a ho-
mogeneous and isotropi random eld with average value
equal to zero and rosspower spetrum Pν1ν2 dened by:
〈nν1(q)n
∗
ν2
(q′)〉 = Pν1ν2δ
2
D(q− q
′) (5)
where nν(q) is the Fourier transform of nν(x) and δ
2
D is the
2D Dira distribution. Let us dene a set of N linear lters
ψν that are applied to the data
wν(b) =
Z
dx yν(x)ψν(x;b) =
Z
dq e−iq·byν(q)ψν(q). (6)
Here b denes a translation. The right part of equation (6)
shows the ltering in Fourier spae, where yν(q) and ψν(q)
are the Fourier transforms of yν(x) and ψν(x), respetively.
The quantity wν(b) is the the ltered map ν at the position
b. The total ltered map is the sum
w(b) =
X
ν
wν(b). (7)
Therefore, the total ltered eld is the result of two steps:
a) ltering and b) fusion. During the rst step eah map yν
is ltered with a linear lter ψν ; during the seond step the
resulting ltered maps wν are ombined so that the signal s
is boosted while the noise tends to anel out. Note that the
fusion in eq. (7) is ompletely general, sine any summation
oeients dierent than one an be absorbed in the deni-
tion of the lters ψν . Then the problem onsists in how to
nd the lters ψν so that the total ltered eld is optimal
for the detetion of point soures.
The total ltered eld w is optimal for the detetion of
the soures if
(i) w(0) is an unbiased estimator of the amplitude of the
soure, so 〈w(0)〉 = A;
(ii) the variane of w(b) is minimum, that is, it is an
eient estimator of the amplitude of the soure.
If the proles τν and the frequeny dependene fν are known
and if the rosspower spetrum is known or an be estimated
from the data, the solution to the problem is already known:
the mathed multilter (MMF, Herranz et al. 002a):
Ψ(q) = α P−1F, α−1 =
Z
dq FtP−1F, (8)
where Ψ(q) is the olumn vetor Ψ(q) = [ψν(q)], F is the
olumn vetor F = [fντν ] and P
−1
is the inverse matrix
of the ross-power spetrum P. Finally, we an obtain the
variane of the total ltered eld, given by the following
expression:
σ2w =
Z
dqΨtPΨ = α (9)
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2.3 MMF with unknown soure frequeny
dependene
As it was previously disussed, the problem is that the fre-
queny dependene fν of the soures is not known a pri-
ori. Then, the possibilities are either a) to admit defeat,
returning to the single frequeny approah, b) to devise a
ltering method that does not use the frequeny depen-
dene of the soures altogether or ) to model somehow
the unknown frequeny dependene in the framework of
some optimisation sheme. The seond approah was ex-
plored in Herranz & Sanz (2008); Herranz et al. (2009). In
this work we will study the third approah to the problem.
Before addressing this problem, it will be useful to
rewrite eq.(8) in a slightly dierent way. Let us write the
vetor F = [fντν ] in matrix form as
F = T(q)f(ν), (10)
with T a diagonal matrix T(q) = diag[τ1(q), . . . , τN (q)] and
f = [fν ] the vetor of frequeny dependenes. Note that all
the dependene in q is inluded in the matrix T; this fat
will be useful later.
Now imagine that f desribes the true (unknown) fre-
queny dependene of the soures and that g = [gν ], ν =
1, . . . , N is a new vetor, of equal size as f but whose ele-
ments an take any possible value. We an dene the MMF
for vetor g
Ψg(q) = αg P
−1
Tg,
α−1g =
Z
dq gtTP−1Tg = gtHg, (11)
where H =
R
dqTP−1T and we have used the fats that
Tt = T and that vetor g does not depend on q and an
therefore go out of the integral. When applied to a set of
images where there is present a point soure with true am-
plitude A and true frequeny dependene f , the lters Ψg
will lead to an estimation of the amplitude
Ag = wg(0) = αg A g
t
Hf . (12)
Note that if g 6= f , then Ag 6= A. On the other hand, the
variane of the ltered eld would be, in analogy with eq.
(9), σ2g = αg. Let us nally dene the signal to noise ratio
of the soure in the total ltered map as
SNRg =
Ag
σg
. (13)
Then we an ask what is the vetor g that maximizes the
signal to noise ratio SNRg. Intuition alone indiates that
SNRg is maximum if and only if g = f . This an be formally
proved with little eort by taking variations of g.
Then the problem an be solved via a maximisation al-
gorithm. In the ase of a non blind searh, where the position
of a given point soure is known, one an fous on that point
soure and iteratively try values of the elements of g until a
maximum signal to noise is reahed. In the ase of a blind
searh, the situation is a little bit more diult beause in
a given image there may be many dierent objets si with
a dierent solution gi. A way to proeed is to lter many
times the image, using eah time a dierent set of values
of the elements of g so that the appropriate range of fre-
queny dependenes is suiently well sampled, and then
to proeed ounting one by one all the possible detetions
and assoiating to eah one the values of g that maximize
the signal to noise ratio of that soure in partiular.
We would like to remark that this situation is very sim-
ilar to the ase of the detetion of galaxy lusters with un-
known angular size desribed in Herranz et al. (002a,b). In
that ase the frequeny dependene f was known but the
size of the lusters (their soure prole) was not. The lus-
ter prole an be parametrised as a modied beta prole
with a free sale parameter rc (typially, the luster ore ra-
dius). In Herranz et al. (002a,b) it was shown that the true
sale of the lusters an be determined by maximizing the
signal to noise ratio of the deteted lusters as a funtion
sale rc of the lter.
In our ase, fatorisation (10) leads to equations (11)
and (12); this is very onvenient for implementation of the
MMF when many ltering steps are neessary. The most
time-onsuming part of the lter is the alulation of matri-
es P and T beause they must be alulated for all values
of q. In the ase of lusters with unknown size T had to
be alulated for every value of rc. However, in the ase we
are onsidering in this paper the only quantity that varies
during the maximisation proess are the elements of vetor
g. This allows us to ompute the integrals of matrix H only
one for eah set of images. As a result, applying the MMF
to large numbers of point soures with unknown frequeny
dependene is, in general, muh faster than applying the
MMF to the same number of lusters with unknown soure
prole.
The main dierene is that while in the ase of galaxy
lusters it was neessary to maximize with respet to only
one single parameter (the ore radius), in the ase of the
unknown frequeny dependene it is neessary to maximize
with respet to the N omponents of vetor g. This proe-
dure an require a very large number of omputations if N
is big. Although we have just seen that eah free parame-
ter of the frequeny dependene an be mapped muh faster
than eah free parameter of the soure prole, we are still
interested in reduing the number of omputations as muh
as possible.
2.4 Number of degrees of freedom of vetor g
For N images, vetor g = [g1, . . . , gN ] has N degrees of free-
dom. This makes the optimisation proedure more omplex
and omputationally expensive. The situation an be light-
ened if we hoose one of the frequenies under onsideration
as our duial frequeny of referene. Let us hoose for ex-
ample a onrete frequeny j ∈ {1, . . . , N} to be our duial
frequeny of referene, then
〈yj(0)〉 = Afjτj(0) = A (14)
and therefore, sine the prole τj is normalised to unity, fj
must be equal to one. Therefore, we must look for vetors
g = g1, . . . , gj−1, 1, gj+1, . . . , N and the number of indepen-
dent degrees of freedom is N − 1. If the number of hannels
is N = 2, there is only one degree of freedom for the op-
timisation problem. In the next setions of this paper we
will onsider, for simpliity, the ase of two hannels, but we
would like to remark that the extension to N > 2 frequenies
is straightforward.
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2.5 Optional parametrisation of vetor g
Another way to redue the number of degrees of freedom
of vetor g is to nd a suitable parametrisation for it. For
example, the power law relationship
I(ν) = I0
„
ν
ν0
«
−γ
, (15)
where I(ν) is the ux at frequeny ν, ν0 is a frequeny of
referene, I0 is the ux at that frequeny of referene and
γ is the spetral index, is widely used in the literature. If
eq. (15), then the referene ux I0 an easily be related to
the referene amplitude A of the soures and the number of
degrees of freedom is just one, the spetral index γ.
However, the parametrisation of vetor g has its own
risks. For example, it is known that eq. (15) is valid only
as an approximation for any given frequeny interval and
that its validity dereases as the size of the interval grows.
If we hoose to follow the parametri approah we know for
sure that the results will be less and less aurate as the
number N of hannels grows, espeially if the separation
between frequeny hannels is large. On the other hand, eq.
(15) is alway exat if N = 2. Therefore we an safely use
the parametrisation (15) for N = 2 hannels, without loss
of generality. Sine the number of degrees of freedom is one
either if (15) is used or not, the use of the parametrisation
is irrelevant in this ase. However, we may be interested in
using it for historial, didati and pratial motivations. For
example, eq. (15) is useful to express the physial properties
of the soures in terms of their (steep, at, inverted, et.)
spetral index.
We would like to remark that frequeny dependene
parametrisation, in the form of eq. (15) or any else other way,
may or not be useful in some ases, but it is not essential
at all for the method we propose in this paper.
3 SIMULATIONS
In order to illustrate the MMF method desribed above and
to ompare the MMFmulti-frequeny approah with the sin-
gle frequeny approah, we have performed a set of basi, yet
realisti, simulations. We onsider the ase of two frequeny
hannels (N = 2). Generalisation to more frequeny han-
nels is possible, as disussed in setion 2.3, but we hoose to
keep things simple in this paper.
For this example we take the ase of the Plank mis-
sion (Tauber 2005). We will onsider the 44 GHz and 100
GHz Plank hannels. The hoie of the pair hannels is not
essential: any other pair of hannels would have served the
same for this exerise. This partiular hoie allows to study
the ase of radio soures in two not adjoining hannels with
dierent instrumental settings: the 44 GHz hannel belongs
to the Low Frequeny Instrument of Plank and the 100
GHz hannel belongs to the High Frequeny Instrument.
For the simulations we have used the Plank Sky
Model
2
(PSM, Delabrouille et al. 2009, in preparation), a
exible software pakage developed by Plank WG2 for
2
http://www.ap.univ-paris7.fr/APC_CS/Reherhe/Adamis/
PSM/psky-en.php
making preditions, simulations and onstrained realisa-
tions of the mirowave sky. The simulated data used here
are the same as in Leah et al. (2008), where the hara-
teristis of the simulations are explained in more detail.
Maps are expressed in (∆T/T ), thermodynami units. Sim-
ulations inlude all the relevant astrophysial omponents:
the CMB sky is based on a Gaussian realisation assum-
ing the WMAP best-t Cℓ at higher multipoles; Galati
emission is desribed by a three omponent model of the
interstellar medium omprising free-free, synhrotron and
dust emissions. Free-free emission is based on the model
of Dikinson et al. (2003) assuming an eletroni temper-
ature of 7000 K. The spatial struture of the emission is es-
timated using a Hα template orreted for dust extintion.
Synhrotron emission is based on an extrapolation of the 408
MHz map of Haslam et al. (1982) from whih an estimate
of the free-free emission was removed. A limitation of this
approah is that this synhrotron model also ontains any
dust anomalous emission seen by WMAP at 23 GHz. The
thermal emission from interstellar dust is estimated using
model 7 of Finkbeiner et al. (1999).
For the purely desriptive purposes of this example,
we take eight dierent regions of the sky loated at in-
termediate Galati latitude (four of them uniformly dis-
tributed aross the 40
◦
North Galati latitude parallel and
four of them distributed in the same way 40
◦
South of the
Galati plane). For eah region we selet a 512× 512 pixel
square path (at 44 and 100 GHz). Pixel size is 1.72 ar-
min for the two frequenies. Therefore, eah path overs
an area of 14.656 square degrees of the sky. When both
pathes have been seleted, we add simulated extragala-
ti point soures with a spetral behaviour desribed by eq.
(15). We take as frequeny of referene ν0 = 44 GHz. Note
that eq. (15) is expressed in ux units and the maps are in
(∆T/T )th: we make the appropriate unit onversion before
adding the soures. The antenna beam is also taken into
aount: the full width at half maximum is FWHM=24 ar-
min for the 44 GHz hannel and FWHM=9.5 armin at
100 GHz. Finally, after doing that, we have added to eah
path uniform white noise with the nominal levels speied
for Plank (The Plank Collaboration 2006) and this pixel
size.
We are interested in omparing the performane of the
multi-frequeny approah with that of the single-frequeny
mathed lter. In partiular, we expet to be able to de-
tet fainter soures with the MMF than with the MF. From
reent works (López-Caniego et al. 2006; Leah et al. 2008)
we know that in this kind of Plank simulations, the MF
an detet soures down to uxes ∼ 0.3 Jy (the partiular
value depends on the hannel and the region of the sky).
Here we will simulate soures in the interval [0.1, 1.0] Jy
plus a few ases, that will be desribed below, where even
lower uxes are neessary. Regarding the spetral index of
the soures, aording to González-Nuevo et al. (2008), most
radio galaxies observed by WMAP at uxes ∼ 1 Jy show
spetral indies that lie in the range (−1.0, 1.4).
We sample the interesting intervals of ux and spe-
tral index by simulating soures with uxes at 44 GHz I0 =
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} Jy and spetral in-
dies γ = {−1.0,−0.7,−0.4,−0.1, 0.2, 0.5, 0.8, 1.1, 1.4}. For
eah pair of values (I0, γ) we have simulated 100 point
soures. The point soures are randomly distributed in the
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maps (obviously, the same soure is plaed in the same pixel
in both frequenies), with only one onstraint: it is forbid-
den to plae a soure loser than FWHM44/2 pixels from
any other. In this way we avoid soure overlapping. Image
borders are also avoided. For eah set of 100 soures we pro-
eed in the following way: we randomly hoose one among
the eight pathes we have and plae 10 soures in it. Then we
randomly hoose other path (allowing repetition) and plae
the next 10 soures, and so on. In total, we have simulated
9000 soures for this exerise (the additional simulations at
uxes below 0.1 Jy are not inluded).
4 RESULTS AND DISCUSSION
In order to ompare the mathed lter and the mathed mul-
tilter, we use the same maps with both methods. It means
that not only the maps, but the soures are idential for the
two lters (their intrinsi uxes and positions). Eah simu-
lation is ltered separately with the mathed lter (4) and
the mathed multilter (8). In order to have a better esti-
mation of the power spetra, avoiding as muh as possible
aliasing eets, we implement a power spetrum estimator
that uses the 2D Hann window (Jiang et al. 2002).
We will ompare performane of the two methods in
terms of the following aspets: spetral index estimation,
soure detetion and ux estimation.
4.1 Soure detetion
Diret omparison of soure detetion between the MF and
the MMF is not an obvious task beause for N = 2 input
images the MF produes two ltered images, whereas the
MMF produes only one ombined ltered map. Whereas
the meaning of `detetion' in the latter ase is straightfor-
ward (one a detetion riterion is hosen, a soure is de-
teted or not), in the former the situation is not so lear.
Imagine we deide to apply the same detetion riterion to
the two MF ltered images (whih is not an obvious option),
then for a given soure we an have three dierent outomes
of the detetion:
• The soure may be deteted in both maps.
• The soure may be deteted in only one of the maps.
• The soure may be deteted in none of the maps.
In the rst two ases we an obtain point soure atalogues
(with dierent number of objets, in priniple, for the two
frequenies), but only in the rst ase are we able to estimate
the ux at the two frequenies and therefore the spetral
index. In the ase of the MMF, if the soure is deteted we
automatially know the spetral index and we an use eq.
(15) to give the uxes at the two frequenies.
Therefore, in the following we will distinguish two dif-
ferent ases when we speak about detetions with the MF.
On the one hand, the intersetion of the detetions in the
two hannels gives us the objets that an be used for study-
ing the spetral index distribution; on the other hand, the
union of the two sets gives us the total number of objets
that an be deteted in, at least, one of the hannels. For
the MMF, both sets are the same by denition.
Regarding the detetion riterion, for simpliity we
will apply the same riterion to all the ltered maps: the
widespread 5σ threshold. Note that the 5σ threshold orre-
sponds to dierent ux values for dierent lters. However,
in this paper we will follow the standard 5σ riterion for
simpliity.
Figure 1 shows the real soures (in %) that we detet
above a 5σ level detetion whose intrinsi uxes (values in-
trodued by us in the simulations) in the referene frequeny
(I0) are the orresponding values in the horizontal axis. Ta-
ble 1 shows the ux at whih we are able to detet, at least,
the 95% of the soures. We an observe several interesting
aspets. The rst one is the fat that the mathed multilter
improves the level of detetion with respet to the mathed
lter level for all the values of γ we have inserted.
The seond one is a natural seletion eet: we detet
more at/inverted soures (γ ∼ 0/ negative values of γ) at
low uxes than steep ones (positive values of γ). Figure 1
and Table 1 show us that the level of detetions is higher
for negative values of γ than for positive values. Keeping in
mind that the referene frequeny ν0 is equal to 44 GHz,
and aording to eq. (15), it an be seen that for γ > 0, the
simulated soures satisfy this ondition: I100 < I44. In this
ase, the soures appear less bright at 100 GHz. In these
onditions it is quite diult to detet soures at 100 GHz.
Therefore, it means that we are not able to give the spetral
indies of these point soures by means of the mathed lter
method when γ is strongly positive (for instane, γ & 1).
Obviously, the smaller γ is, the better the detetion is with
the mathed lter at 100 GHz. Therefore, we add from γ =
−0.1 two additional bins at I0 = 25, 50 mJy.
Another aspet we have to remark is the similar aspet
of the detetion urve for the mathed lter at 44 GHz for
all the γ values (see Figure 1). The reason of this similar-
ity is that the referene frequeny is 44 GHz, and the maps
we have simulated at this frequeny are the same, indepen-
dently of γ, with only one exeption: the position of the
soures. This means that statistially are equivalent (with
the inherent utuations due to the variation in the posi-
tions of the soures). We nd a similar number of detetions
by means of the mathed lter at 44 GHz, independently of
γ. For this reason it is diult to haraterize the spetral
behaviour of the soures for I0 . 0.5 Jy, beause we do not
have a high perentage of deteted soures at 44 GHz below
that value of I0.
Additionally, we observe that the mathed multilter is
apable to detet soures whose I0 < 0.1 Jy for γ . −0.1. It
is interesting to ompare this with the mathed lter, that
does not detet soures below 0.1 Jy in the onditions of
this work. This is a result that we obtain with the method
presented here. It allows us to detet point soures whose I0
is too low to be deteted with the traditional mathed lter.
To summarise, we an say that the MMF improves the
detetion level. Speially remarkable are the ases where the
soures are near to be at (entral row of Figure 1). At 100
GHz, the MF reovers the 100% of the soures for I0 ∼
0.4 − 0.6 Jy. Meanwhile, the MMF reahes this level for
I0 ∼ 0.1 Jy. This partiular ase is really interesting in the
sense that most of the soures have this spetral behaviour.
4.2 Spetral index estimation
As it was mentioned before, one of the quantities we want
to obtain is the spetral index of the soures (eq. 15). As we
© 2009 RAS, MNRAS 000, 114
Multifrequeny detetion of point soures in CMB maps 7
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=1.4
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=1.1
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=0.8
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=0.5
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=0.2
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=−0.1
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=−0.4
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
γ input=−0.7
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
γ input=−1.0
I0 input (Jy)
re
a
l 
d
e
te
c
ti
o
n
s
 (
%
)
MMF
MFi
MF44
MF100
MFu
Figure 1. Number of detetions against the input value of I0 for dierent values of the spetral index γ. MF44 represents the soures
deteted with the mathed lter at 44 GHz. MF100 the same but at 100 GHz. MFi is the intersetion of MF44 and MF100, and MFu is
the union of MF44 and MF100.
an see in that equation, when we know this spetral index
and the ux at the referene frequeny, we are able to give
an estimation of the ux at other hannels. In Figure 2 we
see how we reover the spetral index by means of the MMF,
and ompare these results with the obtained by the mathed
lter. In general, we an observe that we an reah lower
values of I0 with the MMF. Also, at higher values of I0 than
& 0.4 Jy, we are able to give, with a good degree of preision,
an estimation of γ by means of the multifrequeny method.
In general, the error bars at these values of I0 are quite
smaller than the bars of the mathed lter, so we reover
with more auray the spetral index and less unertainty.
Other aspet is that the error bars inreases when I0
is smaller. It seems logial, beause we have fainter soures
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γ I0(MMF )95%(Jy) I0(MF44)95%(Jy) I0(MF100)95%(Jy) I0(MFi)95%(Jy) I0(MFu)95%(Jy)
1.4 0.3 0.9 >1.0 >1.0 0.9
1.1 0.2 0.8 1.0 1.0 0.8
0.8 0.2 0.9 1.0 0.9 0.7
0.5 0.2 0.8 0.6 0.8 0.6
0.2 0.2 0.9 0.5 0.9 0.5
-0.1 0.1 0.9 0.4 0.9 0.4
-0.4 0.1 0.9 0.3 0.9 0.3
-0.7 0.1 0.8 0.3 0.8 0.3
-1.0 0.05 0.8 0.2 0.8 0.2
Table 1. Fluxes in the referene frequeny (I0) for whih we detet, at least, the 95% of the soures for the dierent ltering methods.
MMF, MF44, MF100, MFi, MFu as the Figure 1.
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Figure 2. Values of γ reovered by means of the MMF (asterisks) and the MF (irles). The line indiates the ideal reovering. The
irles orresponding to the MF are slightly displaed in the horizontal axis in order to distinguish the results.
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and a smaller number of detetions (see Figure 1). Then,
at I0 = 0.1 Jy, we an see that the estimation of γ is not
as good as we wish, beause it has a great unertainty. The
main reason is that the signal to noise ratio is lose to the
threshold level we have imposed.
With the mathed lter we estimate orretly the spe-
tral index for I0 & 0.7 Jy at γ 6 0.8. At higher values of
γ we nd the same problem that we have mentioned be-
fore: there are not so many detetions at 100 GHz below
0.7 Jy (Figure 1). Sine the deteted soures are lose to
the noise level, the uxes reovered present an overestima-
tion with respet to the input value due to the Eddington
bias (Eddington 1913), an eet produed lose to the noise
level by the overestimation due to the utuations beause
of the noise in the positions where the soure is loated.
As we said before, and seeing the Figure 1, we detet more
soures at 100 GHz than at 44 GHz for values of the spetral
index smaller than 0.8.
Finally, we an observe an interesting aspet of the
mathed lter. When we do not have the suient detetions
in, at least, one hannel (the soures deteted are below the
∼ 40% of the total number of soures), the estimation of
the spetral index is not good. In all ases we see an over-
estimation of γ, exept for γ = 1.4, 1.1, where we have an
underestimation. This is due to the fat that at these values
of γ the soures at 100 GHz are fainter and the number of
detetions at this hannel is really small. Then, beause of
the Eddington bias, the ux at this frequeny is overesti-
mated, and onsequently, the value of γ is underestimated.
The Eddington bias explains as well the overestimation of γ
in the other ases. The only dierene is that now, it is at
44 GHz where we have a smaller number of detetions. If we
also see the Figure 1, we observe that for values of I0 . 0.6
Jy, we are pretty lose to the noise level. It means that the
noise utuations in the maps produe an overestimation in
the ux at 44 GHz (I0) and, in this ase, an overestima-
tion in γ too. Summarising, for γ = 1.4, 1.1, the Eddington
bias appears at 100 GHz (underestimation of the spetral
index). For the rest of values of γ, this bias appears at 44
GHz (overestimation of the spetral index).
4.3 Flux estimation
The other quantity that we want to reover is the ux of the
soure at the referene frequeny ν0. As we said in setion
4.2, and aording to eq. 15, when we obtain the ux at ν0,
we are able to estimate the ux at 100 GHz.
Figure 3 shows the reovered ux at the referene fre-
queny (44 GHz) for a given value of the spetral index. The
error bars reovered with the mathed lter are, in general,
larger than the ones we obtain with the mathed multil-
ter. It is partiularly notorious at small values of I0, where
the reovered values of the ux have a good agreement with
respet to the input values, with small error bars.
We observe in Figure 3 the evolution of the reovered
ux. In general, for all the values of γ that we have studied,
the mathed multilter is a suitable and eetive tool to
estimate the I0 of the soures. For the mathed lter, we
observe a good determination of I0 for input values above
0.7 Jy. For smaller values, I0 has a higher value than its real
one. That is due to the Eddington bias at 44 GHz. At this
frequeny, in Figure 1 we observe that for values smaller than
0.6 Jy, we only detet a ∼ 40% of the total soures. That
means that many of these soures are lose to this noise level.
And for the orret estimation of I0 and the spetral index,
we need a good detetion of the soures at the two hannels.
For low values of I0 the number of deteted objets is small
and we have few statistis.
In this setion we have disussed about the ux at the
referene frequeny (44 GHz in our ase). But we have used
the mathed multilter with two dierent frequenies. For
this reason it is neessary to say something related to the
seond hannel at 100 GHz. It is important to obtain the
values that we reover at 100 GHz with the mathed mul-
tilter beause the orresponding errors bars of I0 and γ
ould propagate additional errors in the ux estimation at
100 GHz (see eq. (15)). After extrapolating the results, we
obtain the ux at 100 GHz, and ompare it with the results
obtained with the mathed lter. As we saw at 44 GHz, the
improvement with the mathed multilter is lear respet to
the mathed lter.
4.4 Reliability
For aademi purposes, in the previous setions, we have
produed the simulations introduing 100 soures for eah
of the pair values of intensity and spetral index (see se-
tion 3), that simplies the omparison between both l-
ters for all the ases under study. On the ontrary, it is
well known that the number of soures per ux interval,
the soure number ounts, is not onstant (De Zotti et al.
2005; González-Nuevo et al. 2008) nor the spetral index
distribution (Sadler et al. 2008; González-Nuevo et al. 2008;
Massardi et al. 2009). In order to study the performane of
the new method under more realisti simulations we pro-
dued a new set of simulations (100) with the following har-
ateristis:
• We used as a bakground the same eight regions de-
sribed in the previous setions.
• The soures were simulated with an almost Poissonian
distribution (see González-Nuevo et al. (2005) for more de-
tails about the method) at 44GHz, with uxes that follow
the soure number ounts model of De Zotti et al. (2005).
• The uxes at 100GHz were estimated assuming random
spetral indies from the González-Nuevo et al. (2008) dis-
tribution.
• The point soure maps were ltered with the same reso-
lution as the bakgroundmaps and randomly added to them.
There is also another interesting quantity ommonly used in
the study of the performane of a soure detetor: the num-
ber of spurious soures. Spurious soures are utuations of
the bakground that satised the riteria of the detetion
method and therefore are onsidered as a deteted soures.
It is lear that the best method will be the one that has the
best detetions vs. spurious ratio. Therefore, this time we
use more realisti simulations and ount the spurious and
real soures: the maps are ltered using the MMF and the
MF at both frequenies, we estimate the position and inten-
sity of the soures above 3σ level and, by omparing with
the input soure simulations, we ount the number of real
and spurious soures that we are able to detet. It is nees-
sary to hange the detetion level from 5σ to 3σ in order to
observe spurious soures and make the following analysis.
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Figure 3. Values of I0 (ux at 44 GHz) reovered by means of the MMF (asterisks) and the MF (irles). The line indiates the ideal
reovering. The irles orresponding to the MF are slightly displaed in the horizontal axis in order to distinguish the results.
In Figure 4 we observe the number of real soures that
both methods are apable to detet, whose intrinsi uxes
are higher than the orresponding value in the horizontal
axis. As we an observe at 44 GHz, MMF detets a higher
number of real soures for uxes below ∼ 0.4−0.5 Jy, being
this dierene very important at lower uxes. Therefore, we
obtain a lear improvement using the MMF with respet to
the traditional mathed lter at low uxes. At 100 GHz, we
observe a similar behaviour, but in this ase the dierenes
between the MF and the MMF start at ∼ 0.2 Jy. If we
observe the Figure 1, we notie that the number of soures
deteted with the MF is higher at 100 GHz than at 44 GHz
for values of the spetral index between 0 and 0.5. These
values of γ, aording to the model used to simulate the
point soures in this setion, are the most frequent in the
real soures. This gives us an idea about why the detetion
level of the MF is higher at 100 GHz.
In Figure 5 we ompare the reliability of both methods
at 44 and 100 GHz. Reliability above a ertain reovered
ux is dened as r = Nd/(Nd +Ns), where Nd is the num-
ber of real soures above that ux, and Ns is the number of
spurious soures above the same ux. At 44 GHz we reah
a ∼ 100% of reliability at uxes of ∼ 0.3 Jy. However, the
MF at this frequeny reahes this level of reliability when
the soures have uxes of ∼ 0.9−1.2 Jy. At 100 GHz we ob-
tain better levels of reliability. For example, with the MMF
we have at 0.1 Jy more than 95% of reliability, and the MF
reahes these values for uxes of ∼ 0.3 Jy. Aording to
the expression of the reliability, this number gives us the
perentage of real soures over the total number of soures
deteted after ltering. Therefore, we an say that the MMF
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Figure 4. Number of real soures reovered by the MMF (solid line) and the MF (dashed line) at 44 GHz (left panel) and 100 GHz
(right panel) whose intrinsi uxes are higher than the orresponding value in the x axis.
is more reliable than the MF, speially at lower uxes. Ad-
ditionally, we an establish the ux for whih we have the
5% of spurious soures. Making easy alulations, we nally
obtain that the uxes for whih we have this perentage of
spurious detetions with the MF at 44 and 100 GHz are
∼ 0.5− 0.6 Jy and 0.25 Jy respetively. If we ompare these
values with the MMF, we obtain that the uxes are 0.15
Jy and < 0.1 Jy. With these numbers one an see that the
perentage of spurious detetions of the MMF is muh lower
than the perentage of the MF.
Finally, we make an additional plot where we represent,
for both frequenies, the number of real soures deteted vs.
the number of the spurious soures (Figure 6). In this way,
what we represent is the number of soures that a method
detets given a number of spurious soures. If we ompare
both plots, we an see that the urve of the MMF is always
above the MF. It means that, when we have a xed number
of spurious detetions, we detet more real soures with the
MMF.
We have to point out that the plots that we have intro-
dued here are not diretly omparable to Figure 1. As we
have seen in this setion, there are three basi and important
dierenes:
• A dierent way to simulate the point soures.
• A dierent level of detetion (in this ase, a 3σ level).
• In Figure 1 we represent the number of soures with
the orresponding ux in the horizontal axis. In the plots
of this setion, what we represent is the number of soures
whose uxes are higher than the orresponding value in the
horizontal axis.
We an say that this new multifrequeny method is better in
the sense that the number of deteted soures is higher below
∼ 0.4−0.5 Jy and∼ 0.2 at 44 and 100 GHz respetively. And
the reliability of the MMF is higher for uxes below ∼ 0.9
Jy and ∼ 0.25 Jy at 44 GHz and 100 GHz, respetively.
5 CONCLUSIONS
The detetion of extragalati point soures in CMB maps
is a hallenge. One has to remove them to do a proper study
of the osmi radiation. In addition, it is of great interest
to study their properties, spatial and spetral distributions,
et. For this reason, we need suitable tools to detet and ex-
trat these soures. There are many ltering tehniques that
have been used in this ontext. In this work, we have used
the mathed lter, one of the most studied tehniques, and
we have ompared it with a new multifrequeny one based
on the mathed multilter (MMF). The great dierene is
that the latter takes into aount information from all the
hannels of the same sky region in a simultaneous way. In
partiular, we show an example for N = 2.
The dierent tests that we have used have shown an im-
provement in the results obtained by the MMF with respet
to the traditional mathed lter. The number of detetions is
always higher when the MMF is used. In Figure 1 we see that
we have a high number of detetions with the MMF, even
for small values of I0. It should be studied in more detail,
but it is easy to see that one ould detet and haraterize
point soures with low uxes for γ < 0. For this reason, this
tool is a powerful tehnique to detet faint soures in CMB
maps.
Another important aspet is to give a good estimation of
the quantities that we have hosen to determine the soures,
basially the spetral index and the ux at the referene
frequeny. In both ases, we an see that the MMF improves
the results obtained with the mathed lter: the values are
lose to the input values with smaller error bars (with one
exeption, the determination of the spetral index for I0 .
0.5 Jy at positive values of the input γ). This is a signiant
fat in order to be able to detet and study properly these
kind of soures.
Additionally, we have made a set of more realisti sim-
ulations in order to study and ompare both lters in the
sense of the spurious soures. We have also hanged the
threshold detetion from 5σ to 3σ to nd more spurious
soures and make a more omplete statistial analysis. First
of all, we ompare the number of real detetions that we
obtain with both tehniques at 44 and 100 GHz. Compar-
ing the plots of the Figure 4, we appreiate that, at lower
uxes, we detet more real soures with the mathed multi-
lter than with mathed lter. This aspet is more notorious
at 44 GHz.
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Figure 5. Reliability versus reovered ux for the MMF (solid line) and the MF (dashed line) at 44 GHz (left panel) and 100 GHz (right
panel).
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Figure 6. Number of real soures reovered by the MMF (solid line) and the MF (dashed line) at 44 GHz (left panel) and 100 GHz
(right panel) vs. the number of spurious soures.
One an also study the reliability of both methods. One
an obtain a high number of real detetions, and simulta-
neously nd a large number of spurious soures. Preisely,
the reliability is a quantity that gives the number of real
detetions over the total number of soures deteted. Com-
paring the plots of the Figure 5, one an observe that the
reliability of the mathed multilter is muh higher than the
reliability of the mathed lter for low uxes. This dierene
is partiularly important at 44 GHz, where the mathed l-
ter obtains similar values to the reliability of the mathed
multilter only for uxes lose to 1 Jy. At 100 GHz, the
mathed lter reahes the reliability of the MMF at 3 Jy.
The last aspet that we use to ompare both methods is
to look at the number of real soures that we have for a xed
number of spurious detetions. The most eient method is
the one that has higher number of real detetions for the
same value of spurious detetions. If we see the Figure 6,
the best method is the MMF beause its urves are always
above the MF. This means that, if we take a number of
spurious soures, the MMF reovers a larger number of real
objets.
Finally, we have ommented at the beginning of the
subsetion 2.3 the possibility of devising a ltering method
(the MTXF) that does not use the frequeny dependene of
the soures altogether, totally independent of the frequeny
behaviour of the soures (at, steep or inverted). This fat
is signiant in the sense that this ltering method is a ro-
bust tehnique for hanges of fν . By ontrast, it is neessary
to impose the ondition of orthonormalisation of the matrix
of the lters (see Herranz & Sanz (2008) and Herranz et al.
(2009) for more details). This ondition minimizes the power
of the method. Meanwhile, the MMF is more optimal in the
sense of the SNR (see setion 2.3), but more ompliated be-
ause we have to maximize another set of parameters (fν).
As one an see, the MTXF and the MMF are omplemen-
tary.
ACKNOWLEDGEMENTS
The authors aknowledge partial nanial support from
the Spanish Ministry of Eduation (MEC) under projet
ESP2004-07067-C03-01 and the joint CNR-CSIC researh
projet 2006-IT-0037. LFL aknowledges the Spanish CSIC
© 2009 RAS, MNRAS 000, 114
Multifrequeny detetion of point soures in CMB maps 13
for a JAE-Predo fellowship and the hospitality of the Os-
servatorio Astronomio di Padova (INAF) during a researh
stay. Partial nanial support for this researh has been pro-
vided to JLS by the Spanish MEC and to JG-N by the Ital-
ian ASI (ontrats Plank LFI Ativity of Phase E2 and
I/016/07/0 COFIS)and MUR. JG-N also aknowledges a
researher position grant at the SISSA (Trieste). ML-C a-
knowledges a postdotoral fellowship from EGEE-III (FP7
INFSO-RI 222667). The authors aknowledge the use of the
Plank Sky Model, developed by the Component Separation
Working Group (WG2) of the Plank Collaboration.
REFERENCES
Barreiro R. B., Sanz J. L., Herranz D., Martínez-González
E., 2003, MNRAS, 342, 119
Bartlett J. G., Chamballu A., Melin J.-B., Arnaud M.,
Members of the Plank Working Group 5 2008, As-
tronomishe Nahrihten, 329, 147
Bedini L., Herranz D., Salerno E., Baigalupi C., Ku-
ruo§lu E. E., Tonazzini A., 2005, EURASIP Journal on
Applied Signal Proessing, 15, 2400
Bennett C. L., Bay M., Halpern M., Hinshaw G., Jakson
C., Jarosik N., Kogut A., Limon M., Meyer S. S., Page L.,
Spergel D. N., Tuker G. S., Wilkinson D. T., Wollak E.,
Wright E. L., 2003, ApJ, 583, 1
Bonaldi A., Bedini L., Salerno E., Baigalupi C., De Zotti
G., 2006, MNRAS, 373, 271
Carlstrom J. E., Holder G. P., Reese E. D., 2002, ARA&A,
40, 643
Carvalho P., Roha G., Hobson M. P., 2009, MNRAS, 393,
681
Chen X., Wright E. L., 2008, ApJ, 681, 747
Chiang L.-Y., Jørgensen H. E., Naselsky I. P., Naselsky
P. D., Novikov I. D., Christensen P. R., 2002, MNRAS,
335, 1054
De Zotti G., Rii R., Mesa D., Silva L., Mazzotta P., Tof-
folatti L., González-Nuevo J., 2005, A&A, 431, 893
De Zotti G., Toolatti L., Argüeso F., Davies R. D., Maz-
zotta P., Partridge R. B., Smoot G. F., Vittorio N., 1999,
in Maiani L., Melhiorri F., Vittorio N., eds, 3K osmol-
ogy Vol. 476 of Amerian Institute of Physis Confer-
ene Series, The Plank Surveyor Mission: Astrophysial
Prospets. pp 204+
Delabrouille J., Cardoso J.-F., Patanhon G., 2003, MN-
RAS, 346, 1089
Delabrouille et al. 2009, in preparation
Dikinson C., Davies R. D., Davis R. J., 2003, MNRAS,
341, 369
Diego J. M., Vielva P., Martínez-González E., Silk J., Sanz
J. L., 2002, MNRAS, 336, 1351
Eddington A. S., 1913, MNRAS, 73, 359
Eriksen H. K., Banday A. J., Górski K. M., Lilje P. B.,
2004, ApJ, 612, 633
Finkbeiner D. P., Davis M., Shlegel D. J., 1999, ApJ, 524,
867
González-Nuevo J., Argüeso F., López-Caniego M., Too-
latti L., Sanz J. L., Vielva P., Herranz D., 2006, MNRAS,
369, 1603
González-Nuevo J., Massardi M., Argüeso F., Herranz D.,
Toolatti L., Sanz J. L., López-Caniego M., De Zotti G.,
2008, MNRAS, 384, 711
González-Nuevo J., Toolatti L., Argüeso F., 2005, ApJ,
621, 1
Haslam C. G. T., Salter C. J., Stoel H., Wilson W. E.,
1982, A&AS, 47, 1
Herranz D., Gallegos J., Sanz J. L., Martínez-González E.,
2002, MNRAS, 334, 533
Herranz D., López-Caniego M., Sanz J. L., González-Nuevo
J., 2009, MNRAS, 394, 510
Herranz D., Sanz J. L., 2008, IEEE Journal of Seleted
Topis in Signal Proessing, 5, 727
Herranz D., Sanz J. L., Barreiro R. B., López-Caniego M.,
2005, MNRAS, 356, 944
Herranz D., Sanz J. L., Barreiro R. B., Martínez-González
E., 2002b, ApJ, 580, 610
Herranz D., Sanz J. L., Hobson M. P., Barreiro R. B., Diego
J. M., Martínez-González E., Lasenby A. N., 2002a, MN-
RAS, 336, 1057
Hinshaw G., Nolta M. R., Bennett C. L., Bean R., Doré O.,
Greason M. R., Halpern M., Hill R. S., Jarosik N., Kogut
A., Komatsu E., 2007, ApJS, 170, 288
Hobson M. P., Barreiro R. B., Toolatti L., Lasenby A. N.,
Sanz J. L., Jones A. W., Bouhet F. R., 1999, MNRAS,
306, 232
Hobson M. P., MLahlan C., 2003, MNRAS, 338, 765
Jiang H., Chen W. R., Liu H., 2002, IEEE Transations on
Biomedial Engineering, 11, 1270
Leah et al. 2008, A&A, 491, 597
López-Caniego M., González-Nuevo J., Herranz D., Mas-
sardi M., Sanz J. L., De Zotti G., Toolatti L., Argüeso
F., 2007, ApJS, 170, 108
López-Caniego M., Herranz D., Barreiro R. B., Sanz J. L.,
2004, in Bouman C. A., Miller E. L., eds, Computational
Imaging II. Edited by Bouman, Charles A.; Miller, Eri
L. Proeedings of the SPIE, Volume 5299, pp. 145-154
(2004). Vol. 5299 of Presented at the Soiety of Photo-
Optial Instrumentation Engineers (SPIE) Conferene, A
Bayesian approah to lter design: detetion of ompat
soures. pp 145154
López-Caniego M., Herranz D., Barreiro R. B., Sanz J. L.,
2005, MNRAS
López-Caniego M., Herranz D., González-Nuevo J., Sanz
J. L., Barreiro R. B., Vielva P., Argüeso F., Toolatti L.,
2006, MNRAS, 370, 2047
López-Caniego M., Herranz D., Sanz J. L., Barreiro R. B.,
2005, EURASIP Journal on Applied Signal Proessing
López-Caniego M., Massardi M., González-Nuevo J., Lanz
L., Herranz D., De Zotti G., Sanz J. L., Argüeso F., 2009,
submitted
Maino D., Farusi A., Baigalupi C., Perrotta F., Banday
A. J., Bedini L., Burigana C., De Zotti G., Górski K. M.,
Salerno E., 2002, MNRAS, 334, 53
Massardi M., López-Caniego M., González-Nuevo J., Her-
ranz D., De Zotti G., Sanz J. L., 2009, MNRAS, 392, 733
Melin J.-B., Bartlett J. G., Delabrouille J., 2006, A&A,
459, 341
Naselsky P., Novikov D., Silk J., 2002, MNRAS, 335, 550
Pierpaoli E., Anthoine S., Huenberger K., Daubehies I.,
2005, MNRAS, 359, 261
Pires S., Juin J. B., Yvon D., Moudden Y., Anthoine S.,
© 2009 RAS, MNRAS 000, 114
14 Lanz et al.
Pierpaoli E., 2006, A&A, 455, 741
Sadler E. M., Rii R., Ekers R. D., Sault R. J., Jakson
C. A., de Zotti G., 2008, MNRAS, 385, 1656
Sanz J. L., Herranz D., López-Caniego M., Argüeso F.,
2006, in Proeedings of the 14th European Signal Pro-
essing Conferene (2006). EUSIPCO 2006 Conferene,
Wavelets on the sphere. Appliation to the detetion prob-
lem. pp 15
Sanz J. L., Herranz D., Martínez-Gónzalez E., 2001, ApJ,
552, 484
Shäfer B. M., Pfrommer C., Hell R. M., Bartelmann M.,
2006, MNRAS, 370, 1713
Stolyarov V., Hobson M. P., Ashdown M. A. J., Lasenby
A. N., 2002, MNRAS, 336, 97
Sunyaev R. A., Zeldovih Y. B., 1970, Comments on As-
trophysis and Spae Physis, 2, 66
Sunyaev R. A., Zeldovih Y. B., 1972, Comments on As-
trophysis and Spae Physis, 4, 173
Tauber J. A., 2005, in Lasenby A. N., Wilkinson A., eds,
New Cosmologial Data and the Values of the Fundamen-
tal Parameters Vol. 201 of IAU Symposium, The Plank
Mission. pp 86+
Tegmark M., de Oliveira-Costa A., 1998, ApJL, 500, L83+
The Plank Collaboration 2006, ArXiv Astrophysis e-
prints
Toolatti L., Argüeso Gómez F., De Zotti G., Mazzei P.,
Franeshini A., Danese L., Burigana C., 1998, MNRAS,
297, 117
Tui M., Martínez-González E., Toolatti L., González-
Nuevo J., De Zotti G., 2004, MNRAS, 349, 1267
Tui M., Martínez-González E., Vielva P., Delabrouille J.,
2005, MNRAS, 360, 935
Vale C., White M., 2006, New Astronomy, 11, 207
Vielva P., Barreiro R. B., Hobson M. P., Martínez-González
E., Lasenby A. N., Sanz J. L., Toolatti L., 2001, MNRAS,
328, 1
Vielva P., Martínez-González E., Gallegos J. E., Toolatti
L., Sanz J. L., 2003, MNRAS, 344, 89
Wright E. L., Chen X., Odegard N., Bennett C. L., Hill
R. S., Hinshaw G., Jarosik N., Komatsu E., Nolta M. R.,
Page L., Spergel D. N., 2009, ApJS, 180, 283
© 2009 RAS, MNRAS 000, 114
