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Bound states induced giant oscillations of the conductance in the quantum Hall regime
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We theoretically studied the quasiparticle transport in a 2D electron gas biased in the quantum
Hall regime and in the presence of a lateral potential barrier. The lateral junction hosts the specific
magnetic field dependent quasiparticle states highly localized in the transverse direction. The quan-
tum tunnelling across the barrier provides a complex bands structure of a one-dimensional energy
spectrum of these bound states, ǫn(py), where py is the electron momentum in the longitudinal di-
rection y. Such a spectrum manifests itself by a large number of peaks and drops in the dependence
of the magnetic edge states transmission coefficient D(E) on the electron energy E. E.g., the high
value of D occurs as soon as the electron energy E reaches gaps in the spectrum. These peaks and
drops of D(E) result in giant oscillations of the transverse conductance Gx with the magnetic field
and/or the transport voltage. Our theoretical analysis based on the coherent macroscopic quan-
tum superposition of the bound states and the magnetic edge states propagating along the system
boundaries, is in a good accord with the experimental observations found in Ref.1
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Great interest has been devoted to theoretical and ex-
perimental studies of various low-dimensional systems
such as tunnel junctions, quantum point contacts (QPC),
quantum nanowires, and 2D electron gas based nanos-
tructures, just to name a few. These systems show a
large variety of fascinating quantum-mechanical effects
on the macroscopic scale, e.g. the weak localization2,3,
the quantum Hall effect4, the macroscopic quantum
tunnelling5, the conductance quantization in QPCs2,4,6
etc.
The quantum-mechanical dynamics of quasiparticles
and the electronic transport become even more complex
and intriguing when bound states are present in such sys-
tems. Indeed, it was shown in Ref.7,8 that the bound
states manifest themselves by narrow drops (the anti-
resonance) in the gate voltage dependent conductance of
QPCs. It is well known also that the bound states nat-
urally arising on the boundaries of various systems such
as graphene nanoribbons9, nanowires10,11, 2D electron
gas under magnetic field, greatly influence the transport
properties.
Specific magnetic field dependent bound states can be
artificially created if a lateral junction (barrier) is fab-
ricated inside of a 2D electron gas subject to an exter-
nally applied magnetic field (see Fig. 1)1,12–15. These
highly localized states are formed due to the quantum-
mechanical interference of magnetic edge states occurring
on the both sides of the barrier. The localization length
in the transverse direction x is of the order of the mag-
netic length ℓc ≃
√
~c/(eH) in the regime of a strong
externally applied magnetic field, H .
However, in the longitudinal direction y these states
show delocalized behavior, and the dynamics of electrons
is characterized by the component of electron momen-
tum py. Thus, in such a 1D channel the energy spec-
trum of electrons, ǫn(py), contains many bands, and it is
shown for two lowest bands in Fig. 2A. In the absence
FIG. 1: The point contact with a lateral junction in the
quantum Hall regime. A scattering process (propagation
and reflection) of magnetic edge states on the electron states
localized on the lateral junction, is schematically shown.
of quantum tunnelling across the junction the left-right
symmetry of the electron states results in a large num-
ber of degenerate states in the electronic spectrum (see
Fig. 2A, dashed line). The quantum tunnelling pro-
vides the lifting of the degeneracy, and the energy spec-
trum shows a complex structure with bands and gaps (see
Fig. 2A, solid line). Notice here that in the region of a
rather small magnetic field such a spectrum was calcu-
lated in Ref.13,14, and in the region of a strong magnetic
field, i.e in the quantum Hall regime, it was obtained in
Ref.1. Since this spectrum having an origin in the coher-
ent quantum-interference phenomenon, is extremely sen-
sitive to various interacting effects, the renormalization
of the above-mentioned spectrum due to the Coulomb
interaction and /or the impurities has been theoretically
studied in papers16–20.
The bands and gaps in the energy spectrum of elec-
tronic states bounded to the junction, directly manifest
themselves in a large amount of interesting effects as the
transport in the longitudinal direction is studied. In-
deed, the giant oscillations of the longitudinal conduc-
tance with the gate voltage, strongly nonlinear current-
voltage characteristics and coherent Bloch oscillations
2under a weak electric fields, have been predicted and the-
oretically studied13,14.
It is naturally to suppose that the above-mentioned
unique electronic spectrum can be probed by the elec-
tric current flowing across a lateral junction. In this
article we show that the bands and gaps in the quasipar-
ticle spectrum of the states bounded to a lateral junction,
manifest themselves in giant oscillations of the conduc-
tance Gx as the applied magnetic field or dc voltage are
varied. The origin of these oscillations is in the magnetic
edge states transmission coefficient D(E) which shows
peaks and drops as the electron energy is tuned.
Qualitatively, the quantum-mechanical dynamics of
electrons in a strong magnetic field and in the presence
of a lateral junction can be considered as following: the
lateral junction serves as a tunable quantum-mechanical
scatterer for propagating edge states (see Fig. 1). E.g.,
the edge state 1 propagating from the left lead along the
lower boundary is scattered by the barrier into the edge
state 2 going to the right lead, and into the edge state
3 which reflects from the barrier to the left lead along
the upper boundary. The highest probability of such re-
flection occurs if the propagation of electrons along the
junction is allowed. It takes place if the electron energyE
is inside of the energy bands of bound states. In this case
the transmission coefficient D(E) shows minimal values.
As the energy of electrons is tuned to gaps in the spec-
trum of the bound states, the edge states propagation
along the junction is forbidden, and a great enhance-
ment of D(E) is obtained. These oscillations of D(E)
transform in giant oscillations of Gx under variation of
the magnetic field or the dc voltage. Such oscillations
of Gx have been verified experimentally in the Ref.
1 but
the quantitative analysis has not been done. Notice here,
that in the Ref.21, the electron current flowing perpen-
dicular to the lateral junction in a 2D electron gas under
a strong magnetic filed was numerically calculated, and
similar oscillations of the conductance were obtained.
Below we present a complete analytical solution of the
transverse transport of electrons in such a system that al-
lows to clarify both qualitatively and quantitatively ex-
perimental features1 such as the small value of the ob-
served conductance in comparison to the expected Lan-
dauer conductance, the oscillations of the conductance
as a function of the magnetic field or voltage, the depen-
dence of the conductance on the lateral size of the system,
etc. Our analysis based on the quantum-mechanical scat-
tering of propagating magnetic edge states on the bound
states is in a good accord with both the qualitative sce-
nario and experimental observations.
Let us consider a QPC fabricated in a two-dimensional
electron gas in the presence of a lateral junction and sub-
ject to an externally applied magnetic field. The mag-
netic field H is perpendicular to the QPC plane. The
QPC is characterized by the coordinate-dependent elec-
trostatic potential V˜ (x, y) =
mω21
2 y
2 + V (x), where the
last term describes the potential barrier between two
parts of the electron gas. The parameter ω1 characterizes
the curvature of the confinement potential of the QPC,
m is the electron effective mass.
Quantum dynamics of electrons in the QPC with the
lateral junction is described by the wave function Ψ(x, y)
satisfying the two-dimensional Schro¨dinger equation:
− ~
2
2m
∂2Ψ
∂x2
+
[ 1
2m
(− i~ ∂
∂y
− eHx
c
)2
+
mω21
2
y2 + V (x) − E
]
Ψ = 0, (1)
where the Landau gauge, i.e. the vector-potential A =
(0, Hx, 0), is used. Here, the axis y is parallel to the
barrier and the x-axis is directed along the QPC (see Fig.
1). Introducing the dimensionless variables, ξ = x/ℓc and
ε = E/(~ωc) (the ωc is the cyclotron frequency), we write
the total wave function Ψ as
Ψ(ξ, y) =
∫ ∞
−∞
Q(py, ξ) exp{ipyy
~
}dpy,
Q(py, ξ) =
∞∑
n=0
Rn(py)ϕn,py (ξ) (2)
Here, the partial wave functions ϕn,py (ξ) describe the
magnetic field dependent electron states bounded to the
lateral junction and satisfy to the equation
∂2ϕn,py
∂ξ2
−
[(pyℓc
~
− ξ
)2
+ ν(ξ) − 2εn(py)
]
ϕn,py (ξ) = 0(3)
with the boundary conditions being ϕn,py (ξ) → 0 at
ξ → ±∞. Here, the dimensionless potential of the junc-
tion is ν(ξ) = 2mV (ξlc)ℓ
2
c/~
2. These bound states are
formed from the edge states propagating along the barrier
φ
(l)
n,py (ξ) (φ
(r)
n,py (ξ)) on the left (right) parts of the lateral
junction. In the quantum Hall regime as E ≃ ~ωc these
bound states decay in the transverse direction on the dis-
tance ℓc. In the absence of quantum tunneling the elec-
tronic spectrum contains a large amount of degenerate
states. The quantum-mechanical interference between
left and right edge states results in a lifting of this degen-
eracy, and a peculiar one-dimensional spectrum εn(py)
with an alternating sequence of narrow energy bands
∼
√
1− |t|2 ~ωc and energy gaps,1,13,14 ∆n ∼ |t| ~ωc,
where |t|2 is the barrier transparency (see Fig. 2A).
The transverse electronic transport is determined by
the partial wave functions Rn(py) which, in turn, are en-
tangled with the bound states. Next, we explicitly con-
sider this quantum entanglement in the case that the
energy of electrons is in the vicinity of the first ”crossing
point”. This crossing point occurs at py = 0, and the
energy ǫ0 = 3/2 (in dimensionless units).
The generic total quantum-mechanical state is pre-
sented as a superposition of basis functions, i.e.
Q0(py, ξ) = C1(ε)R
(l)
0 (py)φ
(l)
0,py
(ξ) + C2(ε)R
(r)
0 (py)φ
(r)
0,py
(ξ)(4)
Here, R
(l,r)
0 = R0 ± R1 are the functions normalized to
the unit flux density, the energy dependent coefficients
3C1(ε) and C2(ε) determine the transmission coefficient
D(E) and, therefore, the electronic transport.
The partial wave functions R
(l,r)
0 (py) are satisfied to
the following set of coupled equations (its derivation is
given in Supplementary Materials):(
α2
2
~
2
ℓ2c
d2
dp2y
+ ε
(l)
0 (py)− ε
)
R
(l)
0 + ∆˜R
(r)
0 = 0;(
α2
2
~
2
ℓ2c
d2
dp2y
+ ε
(r)
0 (py)− ε
)
R
(r)
0 + ∆˜R
(l)
0 = 0, (5)
where α = ω1/ωc, and ε
(l,r)
0 (py) are the energy spectrum
of the left( right) edge states in the absence of tunneling
(dashed line in Fig. 2A), the dimensionless energy gap
∆˜ = ∆/(~ωc) is determined by the quantum tunneling
across the barrier.
As α ≪ 1 one may solve this set of equations in
the quasiclassical approximation. Indeed, substituting
Ψ1,2 = A1,2(py) exp{iS(py)ℓc/(~α)} in Eq.(A8) and in-
troducing the classical momentum as P = dS/dpy one
finds that the electron dynamics is determined by the
quasiclassical phase trajectories P (py) as
P 2 = ε− ε
(l)
0 (py) + ε
(r)
0 (py)
2
±
±
√(ε(l)0 (py)− ε(r)0 (py)
2
)2
+ ∆˜2. (6)
Notice here that the quasiclassical approximation is valid
as |ε− ε(l,r)0 (py)| ≫ α2/3.
The quasiclassical phase trajectories determined by
Eq.(6) for different values of the electron energy ε are
shown in Fig. 2B. As the well separated phase tra-
jectories approach to each other the quantum tunnel-
ing occurs between them. However, in contrast to the
standard interband transitions22, in the case under con-
sideration the tunnelling takes place in the vicinity of
Lifshitz’s phase transition23. Indeed, as it follows from
Eq.(6) there are two critical energies at which the topol-
ogy of trajectories changes: at first, in the vicinity of the
energy ε
(1)
cr = ε0− ∆˜ the mutual directions of the motion
on two open trajectories vary (see Fig. 2Ba and 2Bb);
secondly, a new closed orbit arises at the critical energy
ε
(2)
cr = ǫ0 + ∆˜ (see Fig. 2Bc and 2Bd). The quasiclassi-
cal approximation breaks down not only at the turning
points but also in the vicinity of the point py = 0 where
the quantum tunneling takes place.
In order to properly elaborate quantum tunnelling be-
tween various quasiclassical phase trajectories we apply
the perturbation analysis which is valid in a whole ranges
of energies but the energy gap ∆˜ is assumed to be small.
Introducing the Fourier transformation as
Φ(py)1,2 =
∫ ∞
−∞
g1,2(Y ) exp{iY pyℓc
~α
}dY (7)
and presenting the Fourier transform g1,2(Y ) in the form
g1,2 = u1,2(ζ)e
{±i( 23 ζ
3+2ηζ)}, (8)
FIG. 2: The energy spectrum of electron states
bounded to the lateral junction and corresponding
quasiclassical trajectories. A) The lowest two bands of the
spectrum ǫn(py) are shown by dashed (in the absence of tun-
neling) and solid (in the presence of tunneling) lines. B) The
phase trajectories P (py) for different values of the electron
energy: a)ε < ε
(1)
cr = ε0 − ∆˜; b)ε = ε
(1)
cr ; c) ε = ε
(2)
cr = ε0 + ∆˜;
d)ε > ε
(2)
cr (here 2∆˜ is the energy gap).
one gets the following set of equations24 for the new vari-
able ζ = Y [ ℓcωcαv ]
1/3 (here, v = |dε(l)0 (py)/dpy| is the elec-
tron velocity):
i
du1(ζ)
dζ
= −γe−i( 23 ζ3+2ηζ)u2(ζ)
i
du2(ζ)
dζ
= +γei(
2
3 ζ
3+2ηζ)u1(ζ), (9)
where the parameters
γ = 21/3∆˜
[ℓcωc
αv
]2/3
, η = 21/3(ε0 − ε)
[ℓcωc
αv
]2/3
. (10)
Here, the parameter η controls the topology of the phase
trajectories (see Fig.5B) and the parameter γ determines
the probability of quantum tunnelling between trajecto-
ries.
The perturbation analysis of Eq.(9) in the limit of γ ≪
1 allows one to obtain the probability D(E) for a particle
in the momentum space to be transmitted from py →
+∞ to py → −∞ as
D(ǫ) = γ2
[
π22/3Ai
(
22/3η
) ]2
, (11)
where Ai(x) is the Airy function27 (see Supplementary
Material, Section II). The typical dependence of D(ǫ) is
shown in Fig. 3.
One can see that D(E) is an extremely small as E <
(3/2)~ωc. In the opposite regime at E > (3/2)~ωc, D(E)
4FIG. 3: Energy dependent transmission probability.
Dependence of the transmission probability D on the nor-
malized energy ε is shown. The transparency of the lateral
barrier (which acts as a tunable quantum scatterer) is zero as
long as the electron energy is below the lowest energy gap at
E0/~ωc = 1.5 (see Fig. 5A). Further increase of E results in
a narrow sharp peak accompanied by fast transparency oscil-
lations (thin solid line) caused by the quantum interference
inside the effective scatter. The fast oscillations are partially
washed out at finite temperature T (thick solid line). The
parameters α = 10−2, v/(lcωc) = 2, and kBT/~ωc = 10
−2
have been used.
displays both a great enhancement and fast oscillations
with a small period of δE1 ≃ ~ωcα2/3. The origin
of these oscillations is the quantization of a quantum-
mechanical phase of the wave function of electrons mov-
ing along the closed orbit (see, Fig. 2Bd). At finite
temperatures these fast oscillations are partially washed
out, and it results in a strong decay of the function D(E)
as E > (3/2)~ωc (see Fig. 3, thick solid line).
As we turn to the electronic transport in the quantum
Hall regime it can be shown (see Supplementary Mate-
rial, for details) that D(E) determines also the energy
dependent transmission coefficient of electrons propagat-
ing across the lateral junction. Thus, D(µ) determines
the linear conductance Gx. Here, µ is the chemical po-
tential of the system.
The current-voltage characteristic I(V ) of the QPC in
a broad voltage region is obtained by making use of the
Landauer-Bu¨ttiker approach4 as:
I(V ) =
2e
h
∑
n
∫
dEDn(E) (12)
[f(E + eV/2)− f(E − eV/2)] ,
where f(E) is the Fermi-Dirac distribution function. No-
tice here, that the transmission coefficients for upper
bands, Dn, are also determined by the energy differences
to the crossing points εn as
Dn = γ
2
n
[
π22/3Ai
(
22/3ηn
) ]2
where
ηn ≈ 21/3(εn − ε)[ℓcωc
αvn
]2/3
FIG. 4: Dependence of the normalized conductance
on the applied dc voltage. The parameters α = 10−2,
µ0/~ωc = 1, v/lcωc = 2 and kBT/~ωc = 10
−2 have been used
(here G0 = (4e/h)γ
2 and µ0 is the chemical potential in the
absence of the applied voltage).
and
γn ≈ 21/3∆n
[ℓcωc
αvn
]2/3
(see Supplementary Materials, Section III, for details) .
The differential conductance Gx is determined as Gx =
dI/dV . The typical dependence of Gx(V ) determined by
Eqs. (11) and (C11) is shown in Fig. 4.
The dependence of Gx(V ) displays giant oscillations
with the period δE2 ≃ ~ωc. The two reasons determine
the appearance of peaks in the Gx(V ) dependence: at
first, the applied voltage distorts the spectrum of bound
states to ǫn(py, eV ), and secondly, the voltage tunable
energy of electrons E = µ+ eV/2 traces the energy gaps
∆n in the spectrum of bound states.
The consistent experimental study of the conductance
of a 2D electron gas biased in the quantum Hall regime
and in the presence of a lateral junction has been carried
out in Ref.1. Our quantitative analysis presented in Fig.
3,4 shows all important features observed in1, namely
a great enhancement and fast oscillations of the linear
conductance Gx(0) as the magnetic field was decreased
(a decrease of the magnetic field results in an effective
increase of the chemical potential µ), and unique giant
oscillations of Gx(V ).
In conclusion, we have shown that in the quantum Hall
regime a lateral junction formed in the QPC serves as
a unique quantum-mechanical scatterer for propagating
magnetic edge states. Such a lateral junction hosts the
electrons bound states having a peculiar magnetic field
dependent 1D spectrum εn(py). This spectrum contains
an alternating sequence of narrow energy bands and gaps.
These band and gaps manifests themselves by giant oscil-
lations of the transmission coefficient T (E) on the elec-
tron energy E and the voltage dependent conductance
Gx(V ). Our theoretical analysis based on the coherent
quantum-mechanical superposition of localized and delo-
calized magnetic edge states is in a good accord with the
experemental observations1. Such a generic approach [see
the Eqs. (A8) and (11)] can be applied to the variety of
5solid state systems where the physical properties are de-
termined by the coherent quantum dynamics of interact-
ing quantum-mechanical objects, e.g. the magnetic edge
states propagation in graphene based nanostructures15 or
the superconducting quantum metamaterials28.
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Supplementary Information
Appendix A: Derivation of Eq.(5) of the main text.
In this section we find the differential equation that de-
scribes dynamics of electrons in the vicinity of the points
of degeneration of the left and right edge states travelling
along the lateral barrier placed across the point contact
as is shown in Fig.1 of the main text.
Inserting Q of Eq.(2) of the main text into Eq.(1) we
obtain the following equation:
∞∑
n=0
{
Rn
[ ∂2
∂ξ2
−
(pyℓc
~
− ξ
)2
− ν(ξ)
]
ϕn,py (ξ)
+
[
−
(
ω1
ωc
)2
~
2
ℓ2c
d2Rn
dp2y
− 2εRn
]
ϕn,py (ξ)
}
= 0. (A1)
Here ϕn,py (ξ) are proper functions of the following
Schro¨dinger’s equation:
∂2ϕn,py
∂ξ2
−
[(pyℓc
~
− ξ
)2
+ ν(ξ) − 2εn(py)
]
ϕn,py (ξ) = 0,(A2)
where εn(py) is the proper energy and n is the Landau
number, the boundary conditions being ϕn,py (ξ) → 0 at
ξ → ±∞.
Eq.(A2) describes dynamics of electrons under mag-
netic field in the presence of a longitudinal potential bar-
rier ν(ξ) but in the absence of any constriction in the
6direction parallel to the barrier. This situation was con-
sidered in Refs.? ? ? . It was shown that far from the
barrier, |x| > 2RL (here RL is the Larmour radius),
the electron spectrum εn is the standard discrete Landau
spectrum. The situation drastically changes for electrons
travelling along the barrier. In this case the quantum in-
terference of the edge states situated on its both sides
transforms the electron spectrum into an alternating se-
ries of narrow energy bands and gaps (see Fig.5). As a
result, both dynamics and kinetics of electrons in such a
system qualitatively change.
In this section we find the differential equations that
describe evolution of functions Rn(py) in the vicinity of
the ”crossing points” (e.g., one of them is at py = 0 and
ε = ε0, see Fig.5) where the quantum tunnelling of elec-
trons through the lateral junction lifts the degeneracy in
the electron spectrum. Here we follow Landau’s method
for finding energy levels in a double well potential? .
In the limit of a low barrier transparency the wave
functions ϕn,py (ξ) and ϕn+1,py (ξ) close to the ”crossing
points” are conveniently presented as a combination of
the left φ
(l)
n,py (ξ) and right φ
(r)
n′,py
(ξ) independent edge
states the proper energies of which intersect in the mid-
dle of the gap. These states are localized in the left well,
ξ < 0, and the right one, ξ > 0, respectively, and hence
one may write:
ϕn,py (ξ) ≈
1√
2
(
φn,1(ξ) + φn,2(ξ)
)
ϕn+1,py (ξ) ≈
1√
2
(
φn,1(ξ)− φn,2(ξ)
)
; (A3)
where φn,1(ξ) ≡ φ(l)n,py (ξ) and φn,2(ξ) ≡ φ(r)n′,py (ξ) are
the edge state wave functions which satisfy the follow-
ing equations:
{ ∂2
∂ξ2
−
(pyℓc
~
− ξ
)2
− ν(ξ) + 2ε(n)1,2 (py)
}
φn,1,2(ξ) = 0(A4)
with the boundary conditions φ
(n)
1 (ξ) → 0 on the both
boundaries of the left well while φ
(n)
2 (ξ)→ 0 on the both
boundaries of the right one. Here ε
(n)
1,2 (py) are the energies
of edge states (see, e.g.3) which degenerate at py = p
n
y .
Four such points at py = 0, py = p
(I,II), are shown in
Fig.5.
Multiplying Eq.(A1) by φn,1(ξ) and integrating over py
from −∞ to a as well as by φn,2(ξ) and integrating from
a to +∞ one gets the following set of coupled equations
∞∑
n¯=0
[
φn,1(a)ϕ
′
n¯,py (a)− φ′n,1(a)ϕn¯,py (a)
]
Rn¯(py)
+
[
ε
(n)
1 (py)− ε−
~
2
2ℓ2c
α2
d2
dp2y
]
×
∞∑
n¯=0
Rn¯
∫ a
−∞
φn,1(ξ)ϕn,py (ξ)dξ = 0;
∞∑
n¯=0
[
−φn,2(a)ϕ′n¯,py (a) + φ′n,2(a)ϕn¯,py (a)
]
Rn¯(py)
+
[
ε
(n)
2 (py)− ε−
~
2
2ℓ2c
α2
d2
dp2y
]
×
∞∑
n¯=0
Rn¯
∫ ∞
a
φn,2(ξ)ϕn¯,py (ξ)dξ = 0; (A5)
Here a is the point inside of the barrier at which
ϕ′n,py (a) = 0 and α = ω1/ωc while f
′(ξ) ≡ df(ξ)/dξ.
As the edge state functions are orthogonal and nor-
malized while ϕn,py (ξ) are approximated by Eq.(A3) one
finds
∞∑
n¯=0
Rn¯
∫ a
−∞
φn,1(ξ)ϕn¯,py (ξ)dξ =
1√
2
(
Rn(py) +Rn+1(py)
)
;
∞∑
n¯=0
Rn¯
∫ +∞
a
φn,2(ξ)φn¯,py (ξ)dξ =
1√
2
(
Rn(py)−Rn+1(py)
)
;(A6)
and
∞∑
n¯=0
[
φn,1,2(a)ϕ
′
n¯,py (a)− φ′n,1,2(a)ϕn¯,py (a)
]
Rn¯(py) ≈
−φ′n,1,2(a)
φn,1(a) + φn,2(a)√
2
(
Rn(py)∓Rn+1(py)
)
(A7)
Inserting Eqs.(A6,A7) in Eq.(A5) one gets the set of dif-
ferential equations presented in the main text (Eq.(5)):
(
α2
~
2
2ℓ2c
d2
dp2y
++ε(l)n (py)− ε
)
R(l)n + ∆˜nR
(r)
n = 0;(
α2
~
2
2ℓ2c
d2
dp2y
+ ε(r)n (py)− ε
)
R(r)n + ∆˜nR
(l)
n = 0, (A8)
Here R
(l,r)
n = Rn ∓Rn+1, and
∆˜n = −φ′n,1(a)
φn,1(a) + φn,2(a)√
2
(A9)
is the normalized energy gap in the spectrum of the
bound states. For the sake of simplicity, below we drop
the subscript n assuming that all energy gaps are equal.
Using Eq.(A8) at n = 0 one obtains Eq.(5) of
the main text.
7Appendix B: Derivation of the probability D(E) of
the electron transmission from py → −∞ to py → +∞,
Eq.(11) of the main text.
1 step. In subsection A we find the semiclassical so-
lutions of Eq.(A8) and we show that the semiclassical
approximation fails not only at the turning points but in
narrow vicinities of the degenerate points as well where
the interband quantum transitions between semiclassical
trajectories (see Fig. 2B) takes place.
2 step. Therefore, before finding the probability for
an electron to pass from py = −∞ to py = +∞, we
solve Eq.(A8) in the vicinity of the degeneration points
developing some perturbation theory, see subsection B.
We also show that there are regions on the both sides of
the degeneration points where this solution overlaps with
the semiclassical wave functions found in subsection A.
The found solution allows to re-write it in terms of the
probability transitions between these regions of the over-
lap, this probability D(E) being the same as presented in
Eq.(11) of the main text.
3 step. In subsection C, in order to prove that D(E) is
also the probability for the electron to pass from py = −∞
to py = +∞ we match the semiclassical wave functions
and the perturbation ones in the regions of overlapping,
and then we take asymptotic of the former functions at
py = ±∞ and find Eq.(11) of the main text.
1. Quasiclassical wave function in the momentum
space.
Here we find quasiclassical solutions of Eq.(A8) using
the inequality α≪ 1.
Presenting functions R
(l,r)
n in the quasiclassical form
R(l,r)n (py) = A
(l,r)
n (py) exp{i
Sn(py)ℓc
~α
} (B1)
one easily finds the classical momentum Pn = dSn/dpy,
the semiclassical parameter κ
P 2n = ε−
ε
(l)
n (py) + ε
(r)
n (py)
2
±
√(ε(l)n (py)− ε(r)n (py)
2
)2
+ ∆˜2;
κ = (
ωcℓc
αv
)2/3|ε− ε(l,r)n (py)| ≫ 1 (B2)
and the wave functions:
R(l)n (py)(py) =
1
(ε− ε(l)n )1/4
×
[
B
(n)
1 exp
(
iℓc
~α
∫ py
P
(n)
1 dp
′
y
)
+B
(n)
2 exp
(
− iℓc
~α
∫ py
P
(n)
1 dp
′
y
)]
+
∆˜
ε
(r)
n − ε(l)n
× 1
(ε− ε(r)n )1/4
×
[
C
(n)
1 exp
(
iℓc
~α
∫ py
P
(n)
2 dp
′
y
)
+C
(n)
2 exp
(
− iℓc
~α
∫ py
P
(n)
2 dp
′
y
)]
(B3)
R(r)n (py)(py) = −
∆˜
ε
(r)
n − ε(l)n
× 1
(ε− ε(n)1 )1/4
×
[
B
(n)
1 exp
(
iℓc
α~
∫ py
P
(n)
1 dp
′
y
)
+
(
B
(n)
2 exp
(
− iℓc
α~
∫ py
P
(n)
1 dp
′
y
)]
+
1
(ε− ε(r)n )1/4
×
[
C
(n)
1 exp
(
iℓc
α~
∫ py
P
(n)
2 dp
′
y
)
+
(
C
(n)
2 exp
(
− iℓc
α~
∫ py
P
(n)
2 dp
′
y
)]
(B4)
where B
(n)
1,2 and C
(n)
1,2 are arbitrary constants, P
(n)
1,2 are
two solutions of Eq.(B2) corresponding to ± at the squire
root.
Quasiclassical trajectories Pn = Pn(py; ε) correspond-
ing to Eq.(B2) for two electron energies above the first
energy gap (the Landau number n = 0) and above the
next two ones (the Landau number n = 1) are shown in
Fig.5b.
As one sees from Eqs.(B3,B4) the quasiclassical ap-
proximation fails not only at the turning point but at
any degeneration point p
(n)
y at which ε
(l)
n (py) = ε
(r)
n (py)
. In the next section, in order to match the semiclas-
sical wave functions we solve Eq.(A8) in the vicinity of
the crossing points by making use of the perturbation
analysis .
2. Derivation of the transfer matrix in the vicinity
of a degeneration point.
We start derivation of the transfer matrix solving
Eq.(A8) in the immediate vicinity of a degenerate point.
Expanding the edge state energies ε
(l,r)
n (py) ≈ ε(n)0 ∓
v
(l,r)
n p˜y (for the sake of certainty these signs of the edge
8FIG. 5: a) Energy spectrum of the quasiparticles localized
around the longitudinal barrier; bI and bII - semiclassical tra-
jectories P = P (py; ε) corresponding to ε = εI and ε = εII ,
respectively.
state velocities are chosen to correspond to degeneration
points p
(n)
y ≤ 0, see Fig.5, p˜y = py − p(n)y ) one obtains
the following equations:(
α2
~
2
2ℓ2c
d2
dp˜2y
+ ε− ε(n)0 − v(l)n p˜y
)
R(l)n − ∆˜R(r)n = 0;(
α2
~
2
2ℓ2c
d2
dp˜2y
+ ε− ε(n)0 + v(r)n p˜y
)
R(r)n − ∆˜R(l)n = 0,(B5)
where v
(l,r)
n = |dε(l,r)n /dpy| taken at py = p(n)y .
To reduce the order of the differential equations we
perform the Fourier transformation as
R(l,r)n (py) =
∫ +∞
−∞
g
(n)
1,2 (Y ) exp
(
iℓc
~α
Y p˜y
)
dY (B6)
and get the following set of equations:
iαv
(n)
1
dg
(n)
1
dY
− (ε− ε(n)0 − Y 2)g(n)1 + ∆˜g(n)2 = 0;
iαv
(n)
2
dg2
dY
+ (ε− ε(n)0 − Y 2)g(n)2 − ∆˜g(n)1 = 0; (B7)
a. Transfer matrix in the Y -space.
Using Eq.(B7) and presenting the Fourier factors
g
(n)
1,2 (Y ) in the form
g
(n)
1 = u
(n)
1 (ζ) exp{−i
(
v
(n)
2
v
(n)
1 + v
(n)
2
(ζ3/3 + ηnζ)
)
}
g
(n)
2 = u
(n)
2 (ζ) exp{+i
(
v
(n)
1
v
(n)
1 + v
(n)
2
(ζ3/3 + ηnζ)
)
}(B8)
together with a change of the variable
ζ = Y [
ℓcωc
αvn)
]1/3; vn =
v
(n)
1 v
(n)
2
v
(n)
1 + v
(n)
2
one gets the following parameterized set of equations
i
du
(n)
1 (ζ)
dζ
= +γn
v
(n)
2
v
(n)
1 + v
(n)
2
e+i(
2
3 ζ
3+ηnζ)u2(ζ)
i
du
(n)
1 (ζ)
dζ
= −γn
v
(n)
1
v
(n)
1 + v
(n)
2
e−i(
2
3 ζ
3+ηnζ)u2(ζ), (B9)
where
γn = ∆˜[
ℓcωc
αvn
]2/3; ηn = (ε
(n)
0 − ε)[
ℓcωc
αvn
]2/3. (B10)
We note here that analogous set of equations (with
v
(n)
1 = v
(n)
2 = vF ) define the magnetic breakdown prob-
ability near touching points of classical orbits of an elec-
tron under a strong magnetic field as it was shown and
analyzed in paper24.
We assume γn ≪ 1 and find the following solution of
Eq.(B9) by the perturbation theory:
u
(n)
1 (ζ) = −iγn
v
(n)
2
v
(n)
1 + v
(n)
2
u
(n)
2 (−∞)
∫ ζ
−∞
dχeif(χ) +
u
(n)
1 (−∞)
[
1 + (γnwn)
2
∫ ζ
−∞
dχeif(χ)
∫ χ
−∞
dχ′e−if(χ
′)
]
u
(n)
2 (ζ) = iγn
v
(n)
2
v
(n)
1 + v
(n)
1
u
(n)
1 (−∞)
∫ ζ
−∞
dχe−if(χ) +
u
(n)
2 (−∞)
[
1 + (γnwn)
2
∫ ζ
−∞
dχe−if(χ)
∫ χ
−∞
dχ′eif(χ
′)
]
(B11)
where
f(ζ) =
ζ3
3
+ ηnζ;
wn =
√
v
(n)
1 v
(n)
2
v
(n)
1 + v
(n)
2
; (B12)
Taking |ζ| ≫ 1 one gets the transfer matrix
τˆn =
 1 + (γnwn)2a(n)2 iγn v
(n)
2
v
(n)
1 +v
(n)
2
a
(n)
1
−iγn v
(n)
1
v
(n)
1 +v
(n)
2
a
(n)⋆
1 1 + (γnwn)
2a
(n)⋆
2
(B13)
that couples constants u
(n)
1,2 (−∞) in the solutions of
Eq.(B9) at ζ < 0,−ζ ≫ 1 and their asymptotic u(n)1,2 (+∞)
at ζ > 0, ζ ≫ 1 as(
u
(n)
1 (+∞)
u
(n)
2 (+∞)
)
= τˆ
(
u
(n)
1 (−∞)
u
(n)
2 (−∞)
)
(B14)
9Here,
a
(n)
1 ≡ a1(ηn) =
∫ +∞
−∞
exp
{
−i(χ3
3
+ ηnχ
)}
dχ
= 2πAi (ηn) ; (B15)
and
a
(n)
2 =
∫ +∞
−∞
dχ exp
{
−i(χ3
3
+ ηnχ
)}
×
∫ χ
−∞
dτ exp
{
+i
(χ3
3
+ ηnτ
)}
, (B16)
where Ai (x) is the Airy function; one easily sees that
a2 + a
⋆
2 = |a1|2.
In the next subsection we calculate the asymptotic of
Eq.(B6) at large |p˜y| to use it later for matching the qua-
siclassical wave functions Eqs.(B3,B4) on the both sides
of the degeneration point p
(n)
y .
b. Derivation of the transmission matrix that couples the
semiclassical wave functions in the vicinity of the
degeneration point.
Using Eqs.(B6,B8) one finds the wave functions in the
momentum space as follows:
R(l)n (py) = (αvn)
1/3
∫ +∞
−∞
u
(n)
1 (ζ) exp
{
− i
[ v(n)2
v
(n)
1 + v
(n)
2
ζ3
3
+
( v(n)2
v
(n)
1 + v
(n)
2
ηn − 1
~
(
vnℓ
2
c
α2ωc
)1/3p˜y
)
ζ
]}
dζ
R(r)n (py) = (αvn)
1/3
∫ +∞
−∞
u
(n)
2 (ζ) exp
{
+ i
[ v(n)2
v
(n)
1 + v
(n)
2
ζ3
3
+
( v(n)2
v
(n)
1 + v
(n)
2
ηn +
1
~
(
vnℓ
2
c
α2ωc
)1/3p˜y
)
ζ
]}
dζ (B17)
We perform the integration over ζ by the steepest descent
method at |py − p(n)y | ≫ (α2ℓcωc/vn)1/3(~/ℓc).
As one sees from Eq.(B17) the saddle points are
ζ
(1)
± = ±
(ℓcωc)
1/3
(αvn)1/3
√
ε− ε(n)0 + v(l)n py; (B18)
for the integral in the expression for R
(l)
n and
ζ
(2)
± = ±
(ℓcωc)
1/3
(αvn)1/3
√
ε− ε(n)0 − v(r)n py; (B19)
for the integral in the expression for R
(r)
n .
Using Eqs.(B17-B19) one finds the asymptotic of R
(l,r)
n
at pF ≫ |py − p(n)y | ≫ (α2/v)1/3 (here, vF and pF are
the Fermi velocity and momentum) as follows:
py − p(n)y < 0,
R(l)n (py) ∝ exp
[
− 2
3
ℓcωc
(
ε˜
(l)
n (py)− ε
)3/2
αv
(l)
n
]
;
R(r)n (py) =
√
παv
(r)
n(
ε− ε˜(r)n (py)
)1/4
×
{
u
(n)
2 (−∞) exp
[
i
(2
3
ℓcωc
(
ε− ε˜(r)n (py)
)3/2
αv
(r)
n
+
π
4
)]
+u
(n)
2 (+∞) exp
[
− i
(2
3
ℓcωc
(
ε− ε˜(r)n (py)
)3/2
αv
(r)
n
+
π
4
)]}
;(B20)
py − p(n)y > 0,
R(l)n (py) =
√
παv
(l)
n(
ε− ε˜(l)n (py)
)1/4
×
{
u
(n)
1 (−∞) exp
[
− i
(2
3
ℓcωc
(
ε− ε˜(l)n (py)
)3/2
αv
(l)
n
− π
4
)]
+u
(n)
1 (+∞) exp
[
+ i
(2
3
ℓcωc
(
ε− ε˜(l)n (py)
)3/2
αv
(l)
n
− π
4
)]}
;
R(r)n (py) ∝ exp
[
− 2
3
ℓcωc
(
ε˜
(r)
n (py)− ε
)3/2
αv
(r)
n
]
, (B21)
where ε˜
(l,r)
n (py) = ε
(n)
0 ∓v(l,r)n (py−p(n)y ) are the edge state
energies expanded near the degenerate point p
(n)
y .
Matching the wave functions Eqs.(B20, B21) and the
quasiclassical wave functions Eqs.(B3,B4) in the overlap-
ping region pF ≫ |py − p(n)y | ≫ (ℓcωcα2/vF )1/3(~/ℓc) we
obtain
py − p(n)y < 0
C
(n)
1 =
√
απv
(r)
n e
−iπ/4u
(n)
2 (+∞);
C
(n)
2 =
√
απv
(r)
n e
+iπ/4u
(n)
2 (−∞);
py − p(n)y > 0
B
(n)
1 =
√
απv
(l)
n e
−iπ/4u
(n)
1 (+∞);
B
(n)
2 =
√
απv
(l)
n e
+iπ/4u
(n)
1 (−∞); (B22)
The other constants one may put equal to zero.
Using Eq.(B22) and Eqs.(B13,B14) one finds the trans-
mission matrix that couples the amplitudes of the incom-
ing, B
(n)
2 , C
(n)
1 , and outgoing, B
(n)
1 , C
(n)
2 , quasiclassical
wave functions Eqs.(B3,B4) on the both sides of the re-
gion around p
(n)
y(
B
(n)
1
C
(n)
2
)
= tˆn
(
B
(n)
2
C
(n)
1
)
(B23)
10
where
tˆn = e
iΘ
(
−1 + (γnwn)22 |a
(n)
1 |2 γnwna(n)1
γnwna
(n)
1 1− (γnwn)
2
2 |a
(n)
1 |2
)
(B24)
and Θ = (γnwn)
2 Im{a(n)2 }− π/2. Equation Eq.(B24) is
written with the accuracy of the second order of γn while
parameters γn, wn are defined in Eq.(B10).
The transmission matrix tˆn couples the quasiclassical
wave functions Eqs.(B3,B4) on the both sides of any
point of intersection of the two edge state dispersion
laws, e.g., for the case that the energy is in the vicin-
ity of ε
(1)
0 (see Fig.5) these regions are −∞ ≤ py . p(I)y −
(α2/vF )
1/3, p
(I)
y +(α2/vF )
1/3 . py . p
(II)
y −(α2/vF )1/3.
In the next section we the find electron wave functions
at x→ −∞ and x→ +∞ that allows to find the proba-
bility of electron transmission through the point contact
under considerations.
3. The matrix of transmission through the point
contact from py → −∞ to py → +∞ .
To find the probability for an electron to pass through
the point contact one firstly needs to know connections
between the coefficients in the incoming and outgoing
quasiclassical wave functions at py → ±∞. As it follows
from Eqs.(B3,B4), in these regions the functions are
py → −∞; R(l)n (py) =
1√
p
(n)
x
×
[
C
(l,n)
in exp
(
i
p
(n)
x py
p21
)
+ C
(l,n)
out exp
(
−ip
(n)
x py
p21
)]
py → +∞; R(r)n (py) =
1√
p
(n)
x
×
[
C
(r,n)
out exp
(
i
p
(n)
x py
p21
)
+ C
(r,n)
in exp
(
−ip
(n)
x py
p21
)]
(B25)
where p
(n)
x =
√
2m(E − ~ωH(n+ 1/2) , and p21 = m~ω1;
C
(n)
in , C
(n)
in and C
(n)
out, B
(n)
out are the amplitudes of the
incoming and outgoing wave functions normalized to the
unity flux. While writing the above equation we took into
account that in the limiting regions the electron energy
En(py)→ ~ωH(n+ 1/2).
We start from the case that the electron energy is in
the vicinity of ε
(1)
0 as is shown in Fig.5 and hence there
are two points p
(I)
y and p
(II)
y at which the quasiclassi-
cal trajectories undergo topological transitions under a
change of the electron energy. The quasiclassical trajec-
tories at the electron energy above this point, ε > ε
(1)
0 ,
are presented in Fig.5b2.
Matching quasiclassical wave functions Eq.(B25) with
the help od the transfer matrix Eq.(B23,B24), and taking
into account the quasiclassical phase gains between the
degeneracy points p
(I,II)
y one finds the coupling between
the outgoing coefficients C
(r,0)
out , C
(r,1)
out and the incoming
ones C
(l,0)
in , C
(r,1)
in as follows:
C
(r,n−1)
out = tL
1− |rn|2 exp{iχ+}
1− |tL|2|rn|2 exp{iχ+}C
(l,n−1)
in
−rL t
⋆
n exp{iχ+}
1− |tL|2|rn|2 exp{iχ+}C
(l,n)
in
C
(r,n)
out = r
⋆
L
t⋆n exp{iχ+}
1− |tL|2|rn|2 exp{iχ+}C
(l,n−1)
in
+t⋆L
t⋆n exp{iχ+}
1− |tL|2|rn|2 exp{iχ+}C
(l,n)
in (B26)
where n = 1 and
|tL|2 = ℓcωcπ|∆˜|
2
αv1
√
ε− ε(0)0
=
π|∆|2
~ω⋆V1P ⋆0
is the standard Landau-Zener probabilities of the in-
terband transitions that take place at py = 0 where
two semiclassical trajectories approach each other, V1 =
dE1/dpy ,ω
⋆
H = eH~/m
⋆c, m⋆ = m/α2 , while P ⋆0 =√
2m⋆(E − E(0)0 ) and χ+ is the phase gain along the large
close orbit in Fig.5b (which is closed via the small closed
orbits, the latter being neglected), |rn| = 1− |t1(ηn|
2
2 | and
t1 = −i exp{iΘ}γ1w1a1 (B27)
Here γ1, w1, a1, η1 are defined in Eqs.(B10,B12,B15)
in which v
(1)
1,2 ≡ v0,1 = dε0,1(py)/dpy are the velocities of
the edge states n = 0 and n = 1.
As in the case under consideration E − E(0)0 ∼ ~ωH
and V1 ∼
√
~ωH/m one has
|tL|2/|tn|2 ∼ (αvF
ℓcωc
)1/3/
√
ε− ε(0)0 ∼ α1/3 ≪ 1
and hence one may approximately write
C
(r,n−1)
out ≈ −t⋆n exp{iχ+}C(n)in
C
r,n)
out ≈ +tn exp{iχ+}C(n−1)in ; (B28)
From here it follows that in the first approximation in
γn ≪ 1 the probability for an electron to pass from
py → −∞ to py → +∞ is approximately equal to |tn|
for each incoming open mode 0 and 1. Considering the
electron energy at higher values and checking possible
semiclassical paths of transmission one finds that an anal-
ogous rule is correct for any number of incoming open
modes which may be written as follows:
|C(r,k)out |2 = Dn−kk |C(l,n−k)in |2; k = 0, 1, ...n (B29)
where C
(l,n
in and C
(r,n)
out are the amplitudes of the incoming
(at py → −∞) and the outgoing (at py → +∞) semiclas-
sical wave functions Eq.(B25), respectively, n is the max-
imal quantum number of the incoming (outgoing) modes
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present at a given energy ε (e.g., n = 2 for the case that
ε ≈ ε(2)0 , see Fig5). The transmission probability is
Dn−kk = |γ(n−k)k w(n−k)k a1(η(n−k)n )|2;
k = 0, 1, ...n (B30)
where γ
(n−k)
k ≡ γn, w(n−k)k ≡ wn, η(nm−n)n ≡ ηn are
presented in Eqs.(B10,B12) in which the Landau num-
bers of the velocities are now explicitly written:
γ
(n−k)
k = [
ℓcωc
αv
(n−k)
n
]2/3∆n; v
(nm−k)
k =
vkvn−k
vk + vn−k
;
η
(n−k)
k = [
ℓcωc
αv
(n−k)
k
]2/3(ε
(n)
0 − ε); w(n−k)k =
√
vkvn−k
vk + vn−k
.(B31)
Using Eq.(B30) and Eq.(B31) at n = k = 0 one
gets Eqs.(10,11) of the main text.
Appendix C: Derivation of Eq.(12) of the main text.
1 step, subsection A. Using the semiclassical wave
functions in the momentum space (found in Section II)
we find the electron wave functions in the coordinate
space which are the solution of the Shr odinger Eq.(1)
written in theLandau gauge A = (0, Hx, 0) in which the
project momentum px does not conserve and hence these
functions can not be directly used to describe the elec-
tron transport in terms of the incoming and outgoing elec-
trons.
2 step. In subsection B we re-write the electron
wave functions in the form that is the solution of the
Shro¨dinger equation in which the gauge A = (−Hy, 0, 0)
is used that allows to use the Landauer-Bu¨ttiker approach
and find Eq.(12) of the main text.
1. Asymptotic of the electron wave functions at
x≫ RL and the gauge A = (0, Hx, 0).
Equation (B29 )allows to connect the asymptotic of
the electron wave functions both in the momentum and
coordinate spaces for any number of incoming modes n.
Taking the quasiclassical functions Eqs.(B3,B4) in the
region |py| ≫ (eH/c)RL = pE =
√
2mE (that is far
from the barrier where the electron spectrum is discrete,
En = ~ω(n + 1/2)), one finds the Fourier factor Q (see
Eq.(??) as follows:
Q(l,r)(x, py) =
∑
{n}
1√
p
(n)
x
×
[
C
(l,r;n)
in exp
(
i
p
(n)
x py
p21
)
+ C
(l,r;n)
out exp
(
−ip
(n)
x py
p21
)]
× exp
[
− (x+ cpy/eh)
2
2ℓ2c
]
Hn(
(x+ cpy/eh)
ℓc
)(C1)
where the sum is over all edge state modes n present at a
given electron energy ε; Hn(x) is the Hermite polynomial;
the superscripts (l) and (r) denote the regions py < 0
and py > 0, respectively. While writing Eq.(C1) we have
taken into account Eq.(A3) and the fact that R
(r)
n ≈ 0 at
py < 0, and R
(l)
n ≈ 0 at py > 0.
Inserting Eq.(C1) in Eq.(2)of the main text one finds
the asymptotic of the wave function Ψ(x, y)(l,r) at |x| ≫
RL in the left part (l), x < 0, and the right part (r),
x < 0, of the system as follows:
Ψ(l)(x, y) =
exp{−i eH~
c
xy}
∑
{n}
[
C
(l,n)
in exp
(
−i eH
cp21
p(n)x x
)
×
∫ +∞
−∞
exp{−q2/2σ} exp{i
(
p
(n)
x
p21
+
y
~
)
q}Hn( q√
σ
)dq
+C
(l,n)
out exp
(
−i eH
cp21
p(n)x x
)∫ +∞
−∞
exp{−q2/2σ}
× exp{−i
(
p
(n)
x
p21
− y
~
)
q}Hn( q√
σ
)dq
]
(C2)
and
Ψ(r)(x, y) =
exp{−i eH~
c
xy}
∑
{n}
[
C
(r,n)
out exp
(
−i eH
cp21
p(n)x x
)
×
∫ +∞
−∞
exp{−q2/2σ} exp{i
(
p
(n)
x
p21
+
y
~
)
q}Hn( q√
σ
)dq
+C
(r,n)
in exp
(
−i eH
cp21
p(n)x x
)∫ +∞
−∞
exp{−q2/2σ}
× exp{−i
(
p
(n)
x
p21
− y
~
)
q}Hn( q√
σ
)dq
]
(C3)
where p
(n)
x =
√
2m[E − ~ωH(n+ 1/2)], p21 =
m~ω1, σ = e~H/c.
In the next section we show that these wave functions
may be presented in the form convenient for calculations
of the current flux through the point contact.
2. Gauge change in the presentation of the found
wave functions.
The found wave functions Eq.(C2,C3), are the solu-
tions of the Schro¨dinger equation Eq.(1) of the main text
in which the gauge A = (0, Hx, 0) is used. In this gauge
the px-projection of the momentum of the incoming and
outgoing edge states does not conserve and hence one can
not directly use these functions to find the current flowing
along the point contact. In this subsection we recast the
wave functions Eq.(C2,??) into the form that corresponds
to the gauge A = (−Hy, 0, 0) in which px conserves.
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a. Derivation of the equality that allows the gauge
transformation.
We use the generating function of the Hermite polyno-
mials (see, e.g.,? )
exp{−s2 + 2sq} =
∞∑
k=0
sk
k!
Hk(q); (C4)
Multiplying the both sides of it by exp{−q2 + iy˜q} and
integrating with respect to q one gets∫ ∞
∞
exp{−q2 + iy˜q} exp{−s2 + 2sq}dq
=
∞∑
k=0
tk
k!
∫ ∞
∞
exp{−q2 + iy˜q}Hk(q)dq; (C5)
Integrating the left-hand side one easily finds
∞∑
k=0
sk
k!
∫ ∞
∞
exp{−q2 + iy˜q}Hk(q)dq
=
√
2πe−y˜
2/2 exp{−(is)2 + 2(is)y˜}; (C6)
Applying Eq.(C4) to the right-hand side of this equation
one gets the following:
∞∑
k=0
sk
k!
{∫ ∞
∞
exp{−q2 + iy˜q}Hk(q)dq
−ik
√
2πHk(y˜)
}
= 0; (C7)
As s is arbitrary one gets the following equation:∫ ∞
∞
exp{−q2 + iy˜q}Hk(q)dq = ik
√
2πHk(y˜)} (C8)
b. Wave functions of the incoming electrons and those
scattered by the lateral junction in which px conserves.
Now applying the obtained equality Eq.(C8) to
Eqs.(C2,C3) we get the wave functions as follows:
x→ −∞;
Ψ(l)(x, y) =
√
2πσe−i(eH/~c)xy ×∑
{n}
in
[
C
(l,n)
in exp{−i
p
(n,⋆)
x x
~
} exp{−y
2
n,+
2ℓ2c
}Hn(yn,+
ℓc
)
+C
(l,n)
out exp{+i
p
(n,⋆)
x x
~
} exp{−y
2
n,−
2ℓ2c
}Hn(yn,−
ℓc
)
]
(C9)
and
x→ +∞;
Ψ(r)(x, y) =
√
2πσe−i(eH/~c)xy ×∑
{n}
in
[
C
(r,n)
out exp{−i
p
(n,⋆)
x x
~
} exp{−y
2
n,+
2ℓ2c
}Hn(yn,+
ℓc
)
+C
(r,n)
in exp{+i
p
(n,⋆)
x x
~
} exp{−y
2
n,−
2ℓ2c
}Hn(yn,−
ℓc
)
]
(C10)
where p
(n,⋆)
x =
√
2m⋆[E − ~ωH(n+ 1/2)], m⋆ = m/α2 is
the re-normalized mass and yn,± = y ± cpn,⋆x /eH while
the constant factors at the incoming, C
(r,n)
in , and outgo-
ing wave functions, C
(r,n)
out , (which are normalized to the
unity flux) are connected to one another by the relations
Eqs.(B29,B30,B31).
The wave functions inside the square brackets are so-
lutions of Schro¨dinger’s equation Eq.(1) at |x| ≫ RL in
which the gauge of the vector potential is changed to
A = (−Hx, 0, 0) that conserves the projection of the elec-
tron momentum px parallel to the longitudinal direction
of the junction.
Using Eqs.(C9,C10)together with Eq.(B29) one finds
the current flowing along the junction as follows:
I(V ) =
2e
h
∞∑
n=0
n∑
k=0
∫ ∞
−∞
dEDn−kn
(
E − En−kn (V )
)
(C11)
[f(E + eV/2)− f(E − eV/2)] ,
where En−kn (V ) is the energy of degeneration of the left
and right edge states under applied voltage drop V , that
is En−kn (V ) ≡ E(l)n (py) + eV/2 = E(r)k (py)− eV/2.
Eq.(12) of the main text is a simplified form of
Eq.(C11).
