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.An iterative scheme for solving the random heat equation is proposed. Con- 
vergence of the method is established. Properties of the solution as well as error 
estimates are obtained. Indications as to possible application to nonlinear, in- 
homogeneous, time-dependent, random diffusion problems are given. A specific 
example of application to random diffusion in the unit interval is treated both 
analytically and numerically. 
1. INTRODUCTION 
In a recent article [1] we defined and studied solutions to the random heat 
conduction problem 
au(x, t; w) 
at 
- R4(x, t; co) =fl(x, t; w), (x, t) E V x (0, co) = D, (1.1) 
;is z1(x, t; w) =f&, 0; w), x E v, G-2) 
lim A(x, , t) 
.x1+x [ 
au(x1 ’ t; w) + B(x, ( t) z4(a1 , t; W)] 
Wl) 
= f& t; w), tx, t) E av x [o, ~0). 
(l-3) 
Here 1’ is an open region in R” with boundary aV of class C’~+J~ (0 < p < 1); 
A(X) is a continuous function of x defined in a neighborhood N of aV, and 
specifying some direction coinciding on aV with the outward normal n to 
a7/: -4 E c(N x 10, 00)); B E c(N Y [o, CD)); 
4(x, t) > 0, B(x, t) 3 0, 
-q-T t) + B(x, t) l=- 0, (x, t) E N x [O, co). 
(1.4) 
Finally (II E (Q, fl, P) some suitable probability space. 
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The purpose of the present article is to use the results obtained in [I] and 
the method of successive approximations as developed in [2] to obtain solutions 
to the equation 
g - I% $- q(x, t; w) 2~ -jl(x, t; Q), (x9 i) E L), 
subject to the auxiliary conditions (1.2-1.3). Note that Eq. (1.5) constitutes a 
model for random heat conduction in a medium where heat is being produced 
at a rate proportional to the local temperature. For other applications of the 
results see Sections 6 and 7 below. 
2. INTEGRAL EQUATION FORMULATION 
Assume that for each (Y, t) E fi;, the functions ji: B >: Q - R (z’ = 1, 2. 3) 
are P-measurable, mean square bounded, and satisfy the consistency condition 
djZ(XI , 0; co) 
WXJ 
+ B1(xl , 0) j3(Sl , 0; w)] , a.s V’s E %I-. 
Assume further that ji , jz , and j3 are mean square continuous in D, F, and 
arf’ x [O, co), respectively, and that ji is mean square Hijlder continuous 
(exponent a) in x uniformly in D while ji is means square continuously dif- 
ferentiable in some neighborhood of a[‘. 
Let L be the complete linear space over the reals spanned by {.X(W) =: 
( ji(x, t; w), j*(x, t; w), J?(x, t; w)), (x, t) E D} u {Z,,(W) = (1. 1, 1)) and equipped 
with the scalar product 
(where . designates the usual scalar product in R3) and the norm 
11 z llL = (z, z)ljZ, GEL. 
Finally assume that for each (x, t) E D, q(x, t; w) EL and is essentially 
bounded. 
Let T(x, t; .v, , to) be the Causal Green function for the deterministic analog 
of problem (l.l)-(I .3) and define the operator h, as in [l] by 
h[g, , g, , g,lB, gd-4, x, 11 
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for sufficiently smooth g,‘s (; = 1,2, 3) and where 
DEFINITION 2.1. A real random function U(X, t; w) defined on D x .Q wil1 
be called a random generalized solution to problem (1 S) - (1.2)-( 1.3) if 
u(x, t; w) EL V(x, t) E D, (2.li) 
6% 4 = (% uo) - .c’iv (? 44 r dxo dto , VZEL, (2.lii) 
where us is the solution of (l.l)-( 1.3) as defined in [I, Definition 3.11, i.e., 
and 
Notice that in view of the smoothness of thef,‘s, uO exists and is unique (cf. [l, 
Theorem 3.21). Notice also that Definition 2.1 defines u as the solution to an 
integral equation which will be solved in the next section by the method of 
successive approximations. 
3. SOLUTION BY THE METHOD OF SUCCESSIVE APPROXIMATIONS 
For sufficiently smooth g let 
i.e., p,[g, X, t] is the solution to (&/at) - G2u = g with homogeneous initial 
and boundary conditions. Then (2.lii) can be written as 
(6 4 = (z, %I) - P,[(? P), % tl. (3.1) 
Define the mth approximation of u by 
(x, f&n) = (x, uo) - AK% !&I-dr x, 4, m = 1, 2,.... (3.2) 
Paraphrasing the arguments of [2], Section 2, first and second paragraph, it is 
easy to show that U, EL for all (x, t) E D and to obtain the series representation 
(z, %lJ = -f (-1YPe.w qjuo), .r, 4, 
i=O 
(3.3) 
280 GEORGES -1. BiCUS 
where 
The method of successive approximation will vield a solution in the sense of 
Definition 2.1 if 
and 
where 11 // is an appropriate norm over D. 
When II II is the L,(D)-norm, letting 
II 4 IID = Y$ II II P IIL llill II z 1IL II 
and assuming r is a bounded kernel, i.e., 
(3.7) 
we can show, paraphrasing again the arguments of [2, Sect. 21, that (3.5)- 
(3.6) hold if 
II Q IID < Ill r1:l-l. (3.8) 
Notice that in view of the essential boundedness of q, j q(x, t; w)l < M&x, t) 
as. for some bounded M,, so that (3.8) can be replaced by the stronger (but 
easier to interpret and/or verify) condition 
II fif,(G t)ll < Ill Uel. 
Notice also that a crude estimate of 111 rlli is provided by 
(3.9) 
Ill W G jr!” (jo”jv I I% t; % , to)12 ho dtoj d.v dt. (3.10) 
When the right-hand side of (3.10) is b ounded r is said to be an La-kernel. 
We summarize the preceding results in 
THEOREM 3.1. -4 real random function u(x, t; W) de$ned on D x Q and 
satisfying 
u(x, t; co) EL, V(x, t) E D, (3.11i) 
7i 
65 4 = 1 (- l)j Aj[(z, q’%J), “Y, t-j, VXEL, (3.1 Iii) 
j=O 
where convergence of the series in (3.11) is in the L2( D)-norm, is a random generalized 
solution to (1.5) - (1.2)-(1.3) prooided (3.8) holds. 
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Condition (3.1 iii) expresses the scalar product of u with any z EL as a 
Neumann’s series constructed from the scalar products of Q$, (j = 0, 1, 2,...), 
with the same z EL. 
The main result of this section can now be stated: 
THEOREM 3.2. There exists a unique random generalized solution to (1.5) - 
(1.2)-(1.3) zuhen (3.8) holds. 
Proof. Each term in the convergent series in (3.1 lii) being a bounded linear 
functional on L, the series itself is a bounded linear functional on L and the 
assertion of the theorem follows from the Riesz representation theorem [3, 
p. 281. 
In case there exists M(x, t) bounded in D such that 
m ss I qx, t; x0 3 toY ho dto <wx, 4 0 Y 
it can be shown (as in the deterministic case, cf. [4, p. 831) that the series in 
(3.1 lii) converges uniformly in D. 
For either type of convergence, the following estimates of the error resulting 
from truncating the series in (3.11) after the mth term obtain: 
(3.12a) 
for the La-convergence case, and 
(3.13a) 
< 1 J/f , 0 1 ,/ ,I z ,IL,, MII M711”+111/ rlll” 1 - II Ma II III rlll 
(3.13b) 
for the uniform convergence case, where 212, is the constant upper bound on 
11 u. IjL and M = supn &2(x, t). 
Remark 3.3. If  q(x, t; W) = 4 a.s., 4 a deterministic constant, (3.1) reduces 
to the Volterra integral equation (a, u) = (a, uo) - qpe[(z, u), X, t]. Its solution 
can be written at once as the Neumann’s series (z, U) = xi”=, (-q)ip,j[(z, uo), 
X, t] which converges in the L,(D)-norm if / 4 I < (I/ rillP1, and uniformly if 
furthermore M < 00. These results are consistent with the previous results 
(Theorems 3.1-3.2) since 11 ~\[n = 1 Q I in this case. 
Remark 3.4. In case the series in (3.11) is truly an alternating series, it may 
be possible to obtain a condition weaker than (3.8) using the properties of 
alternating series rather than those of the geometric series. 
409/64/z-3 
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4. STATIXICAL PROPERTIES OF THE SOLUTIOK 
Substituting z, for z in (2.2), (3.11ii)-(3.13) we obtain 
THEOREM 4.1. The expectation E(u) of the sobtion to (1.5) - (1.2)-( 1.3) 
under condition (3.8) is given by the Neumann series 
Furthermore, if we truncate the series in (4.1) after the mth term, then the following 
error estimates hold 
for the case of L,-convergence and 
(4.2a) 
(4.2b) 
(4.3a) 
(4.3b) 
for the case of uniform convergence. 
THEOREM 4.2. Let &(x1 , t,; x2 , tz) = E{u(x, , t,; w) u(x2 , t,; w)} and 
Rfj7xl Y 5; -52 3 t2> = E{Cl”(X~ Y tl; W) fi(xl 3 t,; w) $(X2 , t,; w, fj(X2 ,  t , ;  W)}, i,j = 
1,2, 3, k, I= 0, 1,2 ,.... Then 
JL(% 9 t,; x2 , t2) 
= go (- l)j I’,’ [kfo (-- 1)” A%$idR:; , Ri,; , R;;/B, R;:/A, x4 , t4], 
f@;:: , R',; , R;,kIB, R:f$% x4 , t,], 
h,[R;; , R;; , R;;!B, R$A, x4, t4]/B, 
UR;;, R;;, R;;IB, R::/A, x4 , t,],‘A, x, , t3], x2 , t2], x1 , t, 1 
=~oww[f (-l)"p,"~~~~,s.tll,x,,t,]. 
k=O 
(4.4) 
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Furthermore if we truncate the series in (4.4) after the mth term, then the following 
error estimates hold 
for the case of L,-convergence and 
I Rum - Ru I G I M, I (II II 21, IIL II + II II u /IL II> 111 1’ “l;;,;‘l f \;,, (4.6a) 
D 
for the case of uniform convergence. 
Proof. Equation (4.4) follows from (3.11ii) with z = u then (2.2) with 
z = qjqkfi, while (4.5), (4.6) follow from (3.12), (3.13), respectively, with 
z = u, and z = u, and from the triangle inequality applied to RUm - R, = 
(%I 9 %a> - (% u) = (%n , %n) - (urn , u) + (u, urn) - (4 u). 
5. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
Generalizing to the Robin problem (cf. [5]) the results of [2] we define the 
solution to 
-VW + qyx; w) II” = fl”(x; w), XE v, (5.1) 
lim 
&P 
x+x1 [ 
A”(x,) ___ 
Wxd 
+ B”(x,) 21” 1 = fsm(x; w), XEav, (5.2) 
as that random function satisfying 
6) Urn EL, VXE P, 
(ii) (z, u”) = (2, uom) - p[(z, qmum), xl, 
(5.3) 
vz EL. (5.4) 
In (5.1)-(5.2), Am, B” E C(N), A”, Bm > 0, Am + B” > 0; fi” is mean square 
Holder continuous (exponent a) in v, fzm is mean square continuous on aV, and 
qm is essentially bounded. In (5.4) uam is the solution to 
-V2uo~ = fl”(x; W), XEV (5.5) 
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subject to the boundary condition (5.2). Hence (cf. [6, Sect. 5]), ugz EL, t/x c- i’ 
and (a, uur) = p[(z.f,“), x] + r[(z,faT’), x], Vz EL, where 
and 
p[g, x] = i’, G&Y, x0) g(s,) ds, , 
ykx~ =j G(x, xo) kkh’~W41 Wq,) 
iiVB% 
-I [W-c .~o)~W.~o)l [g(~r,)l~“(dl du(x,), a v,” 
G(x, x,,) being the Green function of L’ for problem (5.5) - (5.2) aVAm = 
{x E ~VI A”(x) = 0}, and aVB, = aV - al’.,, . 
When 
where (( (IV denotes the Ls( Y)-norm, it can be shown that, Vz EL, 
(z, 24”) = f  (-l)jpj[(z, q%Jg~), x], 
j=O 
(5.7) 
where the series converges in the L,( V)-norm. 
The main result of this section can now be stated: 
THEOREM 5.1. Assume that as t + co, 
(i) fi(x, t; w) -+ fi”(x; w) unijormly on D in mean square, 
(ii) f3(x, t; W) ---t fSa(x; w) uniformly on S = i?Vx(O, c0) in mean square, 
(iii) q(x, t; W) --f q”(x; W) uniformly on D in mean square, 
(iv) -4(x, t) -+ Am(x) and B(x, t) + BSo(x) uniformly on S, with 
(v) A(x, t)/B(x, t) > 0, (x, t) E S and A”(x)/B”(x) > 0, x E aV. 
Then, u(x, t; W) as given by De$nition 3.1 converges weakly in L and uniformly 
in D to u”(x; W) as given by (5.3) and (5.7), provided (3.8) and (5.6) hold. In 
particular, ifL is$nite dimensional, then u -+ urn uniformly in D in mean square. 
Proof. Under assumptions (i)-(v), (z, u,,) -+ (a, noa) uniformly in D and for 
all z E L (cf. [1, Theorem 5.11). So, in view of the essential boundedness of q 
and q”, (a, qjuo) + (z, qmjuocc), j = 0, 1, 2 ,... uniformly in a and for all z EL. 
Hence p,[(z, qju,), x, t] -~[(a, qajuom), x] uniformly in B, cf. [7, Sect. 6.51. 
Recalling (3.4), this implies p,j[(z, qjuo), x, t] -pj[(z, qm%om), x], which in 
view of (3.1 lii) and (5.7) yields 
uniformly in B. 
6-4 4 - (2, q, VZEL, (5.8) 
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The last assertion follows from the characterization of weak convergence in 
finite-dimensional spaces [3, Theorem 4.3, p. 1991. 
COROLLARY 5.2. Let E{um> and Ii,, be the expectation and correlation functions 
of u”, respectively. Then, under the assumptions of Theorem 5.1, E(u) + E{u=} and 
R, + R,, uniformly in D. 
Proof. These results follow at once from (5.8) with z = z,, and z = U, 
respectively. 
6. APPLICATION TO NONLINFAR,INHOMOGENEOUS,TIME-DEPENDENT DIFFUSION 
PROBLEMS 
In [8, Sect. 21, it was shown that, under appropriate assumptions on the 
diffusion tensor Kij , the governing equation for the random, nonlinear, inhomo- 
geneous, steady-state diffusion problem in V C R”, i.e., 
could be written in the normal form 
V20 - p(x; w) @ = G(x; w). 
Here we show that, under similar conditions, the governing equation for a 
random, nonlinear, inhomogeneous, time-dependent, diffusion problem in D, 
i.e., 
u(x, t, *; w) g - f 2 [Kij( i,j=l a.f x, t, *; w) $1 = &, c w), (6.1) 
can be written in the normal form (1.5). 
Indeed, assume the diffusion tensor Kij is isotropic (i.e., Kij = K6ij) and 
separable (i.e., K(x, t, 4; w) = k(x, t; w) Kr(#)). Introduce a new variable 
Y = P2 : k,(u) du, 
s 
where ki/* is the positive square root of k and #,, is any convenient reference for 
#. Then, (6.1) can be written as 
K(x, t, *; w) at 
4x, t, 4; w) ay - - vv + i p(x, t; w) - 
= G(x, t; w), (6.2) 
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where p and G are defined by 
and 
-iyk(.r, t; co)]‘:’ ~- p(x, f; w) [R(.v, f; w)]li“ = 0 
respectively. 
G(s, t; W) =x(x, f;  UJ)/[~(X, t; w)]l@, 
If 0(x, f, *; w)/K(s, t, 4; W) = C a.s., C a deterministic constant, then, 
effecting a change of variable from t to t/C, (6.2) can be written as 
g - C’Y’ + )& t; w) + +; [log k(x, t; w)]/ !P = G(s, t; co) 
which is of the form (1.5). 
Remark 6.1. The isotropy assumption implies that there is no privileged 
direction for diffusion. The separability assumption is probably justified when 
the range of variation for Z/J is limited (cf. [8, Remark 2.21). As for the last 
assumption, u/K = C, there seems to be little evidence in the literature to either 
validate or invalidate it. In the case of thermal diffusion, it implies that, except 
for a scale factor, variations in the thermal conductivity and diffusivity are 
identical. 
7. APPLICATION: DIFFUSION IN THE UNIT INTERVAL 
We apply the results of Sections 3-5 to the following problem. 
au -- 
at g + q(x, f; w) 24 = qx, t; co), O<x<l, t>o, (7.1) 
u(0, t; w) = u(l, t; w) = 0, t >o, (7.2) 
u(x, 0; w) = 0, O<x<l, (7.3) 
which constitutes a mathematical model of diffusion in the unit interval with 
random generation (q < 0) or disintegration (q > 0) of particles and random 
source; or, a model for heat conduction in a rod of unit length in the presence 
of a random source and with random radiation from the lateral surface. 
Assume q to be of the form 
q(x, t; W) = U(W) eMkt k>O (7.4) 
where a(w) is a random variable uniformly distributed in [-c, c], c a constant 
so that 
I a(w)I < c a.s. (7.5) 
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Assume further that F is a random function statistically independent of q, and 
with constant expectation E(F) and bounded correlation function, i.e., 
/IF \ll. < n/l, < co for some constant M, . 
The analysis is restricted to the determination of the expected value E(u) 
of the solution to (7.1)-(7.3). Aft er verifying in Section 7A that the various 
assumptions of Theorems 3.1, 3.2 are satisfied, an explicit formula for E{u} 
is obtained in Section 7B. An error analysis is carried out in 7C and the asymp- 
totic behavior is studied in Section 7D. Finally in 7E some numerical results 
ate presented. 
7A. Preliminaries 
The Causal Green’s function for problem (7.1)-(7.3) is 
r(x, t; x0, to) = 2 2 sin(nrX) sin(n7rxa) exp[-nW(t - t,)] 
?2=1 
(7.6) 
for which the crude estimate (3.10) y’ Id re s only /II r1/j2 < co. Nevertheless, the 
operator p, is bounded and it can be shown that 
!li r/Ii < & N 0.01369. (7.7) 
Since Jr Ji 1 r(x, t; x0 , t0)12 d.~s dt, is unbounded in [0, l] x [0, co), we cannot 
assert that for this problem the successive approximations converge uniformly 
on [0, l] X [0, 00). 
With q as given by (7.4) and in view of (7.5), one gets M,(x, t) = ce-kt so that 
11 M, /I = (jam jol ( ce-kt I* dx dt)l'* = & , (7.8) 
Thus, Condition (3.9), and hence (3.8), will be satisfied whenever [c/(2k)l/*] < 
h/(ir2 . 3112) or 
t < 12.08 . PI*. (7.9) 
The method of successive approximations will converge in the L,([O, l] x 
[0, co))-norm whenever c and k satisfy (7.9). Note that (7.9) implies that the 
initial random variations of q may be quite large provided they decay rapidly. 
7B. Expectation of the Solution 
For the problem under consideration formula (4.1) yields 
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The independence of q and F implies E{qjFj = E{$]. E(F) while (7.4) and the 
assumed uniform distribution for a(w) lead to 
i -jkt, 
E{q’(.v, , f,; WJj = cp- 
Jfl’ 
j even 
so that, recalling E{F} = const, 
= 0, j odd 
Let E{u,~} be the mth order approximation to E(u). Then 
Ehn,,) = -V42nL 72 = 0, l,... 
and 
E{u2,J = 9$. spi’ [j”f’/l e-2jkt~I+l , tl; x0 , to) d.lc, dt, , x, t] . 
0 ‘0 
Simple but lengthy computations using (7.6) yield 
x )go &T I 
e-2ikt _ ~-~2m+l~~a~tC~f,t’[~*m+l~~n~-zj~]’lzI 
[(2m + 1)s Tr* - 2jk]2j’l 
7C. Error Aanalysis 
O<x<l, t>o. (7.10) 
The error involved in approximating E{u} by E{uzn} as given by (7.10) can be 
obtained from (4.2b). 
Indeed u. satisfies (x, uo) = p,[(z, F), X, t] so that 
II ML = (~0 9 ~0) =Muo ,F), ~9 4 G /I uo Ilr~eDl~Il~ 9 xs 4 
and in view of the mean square boundedness of F 
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which upon using (7.6) yields 
and 
A~&) = 4M, f  [(2m f  1) TT]-a. 
WI=0 
(7.11) 
Substituting (7.7) (7.8), and (7.11) in (4.2b) yields 
Em = II E&J - E(u)11 < 4113, 
[2c,:n2(6~)li2]2n+l - 
1 [(2m + 1) n]-“. 
1 - 2c/~r’(6k)“~ m=O 
(7.12) 
Note that since the error bound (7.12) IS valid for all (x, t) E [0, l] x [0, co) 
it cannot be expected to be very sharp. 
7D. Asymptotic Behavior 
As t + 00 q(~, t; w) ---f q” = 0 uniformly in [0, l] x [0, co]. Assume that 
F(x, r; W) +P(x; U) uniformly in [0, I] x [0, co] with E{P} = constant. In 
this case (5.7) reduces to (z, u”) = (z, u,,=) where uoDj is the solution to 
d2U co 
- 0 = P(x; w), 
d.r2 
O<X<l, 
u,“(O; cd) = uom( 1; W) = 0. 
(7.13) 
The expected value of the solution to (7.13) can be written as 
E{uoa(x; w)) = lo1 G(x, x1) E{P(x,; w)} dx, 
where G is the Green function for problem (7.13), i.e., 
Hence, 
G(x, xl) = x,(1 - 4, O<S,<X<l 
= x(1 - x1), O<X<X,<l. 
E{u”} = E{u,“) = F ~(1 - x), (7.14) 
and Corollary 5.2 asserts that E{u} converges to E{u”} uniformly in [0, 1] x 
[O, ml. 
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7E. Numerical Analysis 
In order to assert quantitatively the merits of the method of successive 
approximations developed here? numerical computations based on formulas 
(7.10), (7.12), (7.14) were carried out. 
1’ABLE I 
E{tlpn:, c = 0.1, k = 0.01 
n 
x t 0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.000978 0.044983 0.044983 
0.007185 0.044983 0.044983 
0.030125 0.044983 0.044983 
0.044981 0.044984 0.044984 
0.044983 0.044985 0.044985 
0.044983 0.044985 0.044985 
0.000995 0.079995 0.079995 
0.009427 0.079995 0.079995 
0.051733 0.079995 0.079995 
0.07999 1 0.079997 0.079997 
0.079995 0.079997 0.079997 
0.079995 0.079997 0.079997 
0.001002 0.105001 0.105001 
0.009921 0.105001 0.105001 
0.066103 0.105001 0.105001 
0.104996 0.105005 0.105005 
0.105001 0.105005 0.105005 
0.105001 0.105005 0.105005 
0.001005 0.120005 0.120005 
0.009997 0.120005 0.120005 
0.074277 0.120005 0.120005 
0.119998 0.120009 0.120009 
0.120005 0.120009 0.120009 
0.120005 0.120009 0.120009 
0.001006 0.125006 0.125006 
0.010005 0.125006 0.125006 
0.076925 0. I25006 0.125006 
0.124999 0.125010 0.125010 
0.125006 0. I25010 0.125010 
0.125006 0.125010 0.125010 
1 2 3 4 
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In all computations we took E(F) = E(P) = Al, = 1. Due to the symmetry 
of E{uzn} and E{u”} about x = & and since E{u*%} = E{u”) = 0 at x = 0, 
computations were carried at x = 0.1, 0.2, 0.3, 0.4, 0.5 and for t = 0.001, 0.01, 
0.1, 1, 10, and 100, successively. 
TABLE II 
E(ur,J, c = 1, k = 1 
n 
s t 0 1 2 3 4 
0.001 
0.01 
0.1 0.1 
1 
10 
100 
0.001 
0.01 
0.2 0.1 
1 
10 
100 
0.001 
0.01 
0.3 0.1 
1 
10 
100 
0.001 
0.01 
0.4 0.1 
1 
10 
100 
0.001 
0.01 
0.5 0.1 
1 
10 
100 
0.000978 0.044983 0.044983 
0.007185 0.044983 0.044983 
0.030125 0.044993 0.044993 
0.04498 1 0.045019 0.045019 
0.044983 0.044983 0.044983 
0.044983 0.044983 0.044983 
0.000995 0.079995 0.079995 
0.009427 0.079995 0.079995 
0.051733 0.080014 0.080014 
0.07999 1 0.080063 0.080063 
0.079995 0.079995 0.079995 
0.079995 0.079995 0.079995 
0.001002 0.105001 0.105001 
0.009921 0.105001 0.105001 
0.066103 0.105027 0.105027 
0.104996 0.105095 0.105095 
0.105001 0.105001 0.105001 
0.105001 0.105001 0.105001 
0.001005 0.120005 0.120005 
0.009997 0.120005 0.120005 
0.074277 0.120004 0.120004 
0.119998 0.120115 0.120115 
0.120005 0.120005 0.120005 
0.120005 0.120005 0.120005 
0.001006 0.125006 0.125006 
0.010005 0. I25006 0.125006 
0.076925 0.125038 0.125038 
0.124999 0.125121 0.125122 
0.125006 0.125006 0.125006 
0.125006 0.125006 0.125006 
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The results of the computations for E{u~~} appear in Tables I through 1’1. 
Tables I-III correspond to C/P/~ = 1 and Tables IV-17 to ~!k’;~ -= 10. The 
computations were carried out until two successive approximations agreed 
within six significant figures. In each table the 0th order approximation is the 
same but has been reproduced each time for easy reading. 
TABLE III 
E(U?,), c = 10, k = 100 
n 
x t 0 1 2 3 4 
0.001 
0.01 
0.1 0.1 
1 
10 
100 
0.001 
0.01 
0.2 0.1 
1 
10 
100 
0.001 
0.01 
0.3 0.1 
1 
10 
100 
0.001 
0.01 
0.4 0.1 
1 
10 
100 
0.001 
0.01 
0.5 0.1 
1 
10 
100 
0.000978 0.044983 0.044983 
0.007185 0.044985 0.044985 
0.030125 0.045099 0.045102 
0.04498 1 0.044983 0.044983 
0.044983 0.044983 0.044983 
0.044983 0.044983 0.044983 
0.000995 0.079995 0.079995 
0.009427 0.079998 0.079998 
0.051733 0.080215 0.080220 
0.07999 1 0.079995 0.079995 
0.079995 0.079995 0.079995 
0.079995 0.079995 0.079995 
0.001002 0.105001 0.105001 
0.009921 0.105005 0.105005 
0.066103 0.105304 0.105311 
0.104996 0.105001 0.105001 
0.105001 0.105001 0.105001 
0.105001 0.105001 0.105001 
0.001005 0.120005 0.120005 
0.009997 0.120008 0.120008 
0.074277 0.120361 0.120369 
0.119998 0.120005 0.120005 
0.120005 0.120005 0.120005 
0.120005 0.120005 0.120005 
0.001006 
0.010005 
0.076925 
0.124999 
0.125006 
0.125006 
. 
0.125006 0.125006 
0.125009 0.125009 
0.125380 0.125389 
0.125006 0.125006 
0.125006 0.125006 
0.125006 0.125006 
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An examination of Tables I-VI seems to indicate that 
(i) the convergence of the method is quite rapid especially at low values 
of c/kllz; 
(ii) the convergence is not very sensitive to variations in x but is quite 
sensitive to changes in t. This should be expected considering the presence of 
TABLE IV 
Q&&J, c = 1, k = 0.01 
n 
x t 0 1 2 3 4 
5.1 
5.2 
0.3 
5.4 
5.5 
0.001 
0.01 
0.1 
1 
10 
100 
0.501 
0.01 
0. I 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
loo 
0.000978 0.044983 0.044983 
0.007185 0.044983 0.044983 
0.030125 0.044994 0.044994 
0.04498 1 0.045119 0.045 120 
0.044983 0.045120 0.045121 
0.044983 0.045120 0.045121 
0.000995 0.079995 0.079995 
0.009427 0.079995 0.079995 
0.051733 0.080015 0.080015 
0.079991 0.080254 0.080255 
0.079995 0.080255 0.080256 
0.079995 0.080255 0.080256 
0.001002 0.105001 0.105001 
0.009921 0.015001 0.105001 
0.066103 0.105029 0.105029 
0.104996 0.105357 0.105359 
0.105001 0.105358 0.105360 
0.105001 0.105358 0.105360 
0.001005 0.120005 0.12ooO5 
0.009997 0.120005 0.120005 
0.074277 0.120037 0.120037 
0.119998 0.120423 0.120426 
0.120005 0.120424 0.120427 
0.120005 0.120424 0.120427 
0.001006 0.125006 0.125006 
0.010005 0.125006 0.125006 
0.076925 0.125040 0.125040 
0.124999 0.125445 0.125448 
0.0125006 0.125447 0.125449 
0.125006 0.125447 0.125449 
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exponentially decaying terms. However, it does not appear that there is a simple 
relation between rate of decay (k) and rate of convergence, as a comparison of 
Tables IW’L? illustrates. 
(iii) The values of EJ{u& appear to converge to the values of E{u-] (as 
presented in Table 1’11) for large values of t. 
TABLE V 
E(I+~}, c = 10, k = 1 
n 
x t 0 1 2 3 4 
0.1 
0.2 
0.3 
0.4 
0.5 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
.Ol 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.001 
0.01 
0.1 
1 
10 
100 
0.000978 0.044983 0.044983 0.044989 0.063514 
0.007185 0.044986 0.044987 0.044990 0.053609 
0.30125 0.046002 0.046029 0.046036 0.064075 
0.04498 1 0.048572 0.050014 0.051060 0.051827 
0.044983 0.044983 0.044983 0.044983 0.044983 
0.044983 0.044983 0.044983 0.044983 0.044983 
0.000995 0.079995 0.079995 0.080006 0. I I5242 
0.009427 0.08oooo 0.080000 0.080007 0.096401 
0.051733 0.081973 0.081973 0.081986 0.116299 
0.079991 0.086819 0.089562 0.091552 0.093010 
0.079995 0.079995 0.079995 0.079995 0.079995 
0.079995 0.079995 0.079995 0.079995 0.079995 
0.001002 0.105001 0.105001 0.105017 0.153515 
0.009921 0.105007 0.105007 0.105017 0.127581 
0.066103 0.107634 0.107705 0.107723 0.154951 
0.104996 0.114391 0.118167 0.120905 0.122913 
0.105001 0.105001 0.105001 0.105001 0.105001 
0.105001 0.105001 0.105001 0.105001 0.105001 
0.001005 0. I20005 0.120005 0.120023 0.177036 
0.009997 0.120010 0.120011 0.120022 0.146548 
0.074277 0.123084 0.123168 0.123188 0.178708 
0.119998 0.131041 0.135479 0.138698 0.141058 
0.120005 0.120005 0.120005 0.120005 0.120005 
0.120005 0.120005 0.120005 0.120005 0.120005 
0.001006 0.125006 0.125006 0.125025 0.124971 
0.010005 0.125011 0.125011 0.125024 0.152915 
0.076925 0.128237 0.128325 0.128347 0.186724 
0.124999 0.136608 0.141275 0.144660 0.147141 
0.125006 0.125006 0.125006 0.125006 0.125006 
0.125006 0.125006 0.125006 0.125006 0.125006 
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Computations were also carried out for values of c/W2 outside the range 
defined by (7.9). No definite conclusion could be drawn from the results, as for 
the same value of C/F/~, e.g., 15) there appeared to be convergence for some 
values of c and k (e.g., c = 1.5, k = 0.01) but not for others (e.g., c = 15, 
k = 1). 
TABLE VI 
E{u,,}, c = 100, k = 100 
n 
x t 0 1 2 3 4 
0.001 
0.01 
0.1 0.1 
1 
10 
100 
0.001 
0.01 
0.2 0.1 
1 
10 
100 
0.001 
0.01 
0.3 0.1 
1 
10 
100 
0.001 
0.01 
0.4 0.1 
1 
10 
100 
0.001 
0.01 
0.5 0.1 
1 
10 
100 
0.000978 0.044983 0.044983 0.044983 
0.007185 0.045190 0.045195 0.045195 
0.030125 0.056563 0.084920 0.084936 
0.044981 0.044983 0.044983 0.044983 
0.044983 0.044983 0.044983 0.044983 
0.044983 0.044983 0.044983 0.044983 
0.000995 0.079995 0.079995 0.079995 
0.009427 0.080313 0.080322 0.080322 
0.051733 0.102016 0.155946 0.155966 
0.07999 1 0.079995 0.079995 0.079995 
0.079995 0.079995 0.079995 0.079995 
0.079995 0.079995 0.079995 0.079995 
0.001002 0.105001 0.105002 0.105002 
0.009921 0.105354 0.105364 0.105364 
0.066103 0.135303 0.209518 0.209525 
0.104996 0.105001 0.105001 0.105001 
0.105001 0.105001 0.105001 0.105001 
0.105001 0.105001 0.105001 0.105001 
0.00109 0.120005 0.120005 0.120005 
0.009997 0.120364 0.120374 0.120374 
0.074277 0.155620 0.242852 0.242840 
0.119998 0.120005 0.120005 0.120005 
0.120005 0.120005 0.120005 0.120005 
0.120005 0.120005 0.120005 0.120005 
0.001006 0.125006 0.125006 0.125006 
0.010005 0.125366 0.125376 0.125376 
0.076925 0.16245 1 0.254166 0.254146 
0.124999 0.125006 0.125006 0.125006 
0.125006 0.125006 0.125006 0.125006 
0.125006 0.125006 0.125006 0.125006 
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The computations of the error estimate E2:,n are presented in Table 1-111. 
E2,, depends only on c/k112. and not on c and k individually. As expected Ezn 
increases with c/k’/“. Also the error estimate E,, does not appear to be very good. 
TABLE VII 
E(P) 
x 0.1 0.2 0.3 0.4 0.5 
E{zc”} 0.045 0.080 0.105 0.120 0.125 
TABLE VIII 
n 
c/kllP 0 1 2 3 4 
1 0.0122361 0.0000837 O.OOOOO06 
5 0.0957077 0.0163756 0.0028019 0.0004794 0.0000820 
10 0.6498430 0.4447525 0.3043885 0.2083233 0.1425763 
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