Abstract-We develop deterministic necessary and sufficient conditions on individual noise sequences of a stochastic approximation algorithm for the error of the iterates to converge at a given rate. Specifically, suppose {p,} is a given positive sequence converging monotonically to 0. Consider a stochastic approxima-
Introduction
We consider a stochastic approximation algorithm for finding the zero of an affine function f: 31 -+ 31, f (x) = Ax -b, where 31 is a general Hilbert space (on the reals x,+i = xn -anAnzn + + anen, (1) x, is the estimate of x* = A-'b (the zero f), a, is a positive real scalar called the step size, e, is the noise, A, : 31 + 31 is a bounded linear operator, and b, E 31 with b, -+ b. We assume throughout that the step size sequence {a,} satisfies the following standard conditions: a, > 0, a, -+ 0, and ~~= ' = , u , = CO. Typical convergence results for (1) specify sufficient conditions on the sequence {e,} (e.g., [l] and [2] ).
In this work, we are concerned with the rate of convergence of {x,} to x*. To characterize the convergence rate, we consider an arbitrary positive real scalar sequence {p,} converging monotonically to 0. We are interested in conditions on the noise for which x, converges to x* at rate p,; specifically, x, -z* = (i.e., p;l(x, -x*) -+ 0). As in some previous work on stochastic approximation, instead of making probabilistic assumptions on the noise, we take a deterministic approach and treat the noise as an individual sequence. Therefore, any dependence of the noise on the iterates is embedded in the condition on the sequence, and is not taken into account explicitly.
In our main result (Theorem l), we give a necessary and sufficient condition on the sequence {e,} for x, -x* = o(p,) to hold. To illustrate our result, consider the special case where a, = l/n. Then, under appropriate assumptions, x, -x* = o(p,) if and only if (xi==, e k / p k ) / n -+ 0 (i.e., the long-term average of {en/pn} is 0). In fact, our result provides a set of five equivalent necessary and sufficient conditions on {e,}, related to certain familiar conditions found in the literature. Our result provides the tightest possible characterization of the noise for a prespecified rate to be achievable, and has so far not been available. Moreover, ours is the first to provide rate results for the class of stochastic approximation algorithms (1). Note that although the form of the stochastic approximation algorithm is linear, it is not a special case of the usually considered algorithm: x,+1 = z , -a,f(x,)+a,e,. Indeed, the form of the algorithm we adopt is of interest in its own right and has been widely studied (see [l] for a survey of references on this form of stochastic approximation algorithms).
Due to space constraints, in this paper we give only a summary of results and some comments. For detailed proofs, complete references, a discussion of how the assumptions can be relaxed, and examples illustrating the results, contact the authors for an expanded manuscript.
Main Result
Our result makes use of a deterministic condition on individual sequences, summarized by the following definition. Let {a,} be a given step size sequence with a, < 1 for all n. We are ready to state our main result.
Theorem 1 Let {x,} be generated by the stochastic approximation algorithm (1). Assume that (Bl-B3)
and To illustrate our result, we give an example where {e,} is a random process. 
