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CAMUS 1 (2010), 39–59
FRISES ET TRIANGULATIONS DE POLYGONES
JEAN-SÉBASTIEN FRASER MARTINEAU ET DOMINIQUE LAVERTU
RÉSUMÉ. Dans un article de 1973, Conway et Coxeter étudiaient les propriétés
de frises de nombres respectant une certaine "règle unimodulaire". Nous présentons
la preuve de leur résultat qui établit une correspondance entre les triangulations de
polygones et les frises de nombres entiers positifs.
1. Introduction
En 2002, Fomin et Zelevinsky [FZ02] ont introduit les algèbres amassées pour
unif er l’étude de deux questions distinctes : celle de la positivité totale des matrices et
celle des bases canoniques des algèbres enveloppantes quantiques.
En partant d’un carquois Q à n points, sans cycle de longueur ≤ 2 et d’un ensemble
X= {x1; : : : ;xn} de générateurs, appelé amas, on déf nit une certaine opération, appelée
mutation, sur le carquois Q et sur l’amas X.
Une algèbre amassée sans coeff cients est la sous-algèbre du corps Q(x1; : : : ;xn)
des fractions rationnelles en n indéterminées ayant pour générateurs tous les amas X
obtenus par l’application successive de l’opération de mutation.
Fomin et Zelevinsky ont établi qu’une algèbre amassée est de type f ni (c’est-à-
dire engendrée par un nombre f ni d’amas) si et seulement si Q est un carquois de
Dynkin. Une famille particulière de carquois de Dynkin est la famille An. C’est à partir
de ces carquois que nous construirons les frises dont il sera question dans cet article.
La fonction de frise, que nous déf nirons plus bas, est un cas particulier de la formule
de mutation qui permet de passer d’un amas à un autre. C’est cette observation qui a
permis récemment de faire le lien avec des travaux passés de Conway et Coxeter sur les
frises [CC73].
L’article est organisé de la façon suivante. Dans la section 2, nous rappelons la
déf nition géométrique des frises, leurs propriétés et leur classif cation. Les autres sec-
tions présentent les principaux résultats de [CC73]. Dans la section 3, nous étudions
une fonction particulière qui permet de construire des frises. Dans la section 4, nous
présentons une manière systématique d’engendrer toute une classe de frises d’intérêt.
Dans la section 5, nous démontrons le résultat principal qui établit une bijection entre
triangulations de polygones et frises.
c Université de Sherbrooke
40 FRISESETTRIANGULATIONSDEPOLYGONES
2. Groupesdefrise
Onrappelequ’uneisométrieduplanR2estuneapplicationbijectiveT:R2→ R2
quipréservelesdistances(c’est-à-direquesix,y∈R2,alors|x−y|=|T(x)−T(y)|).
L’ensembledesisométriesduplanR2formeungroupepourlacompositiondesappli-
cations,qu’onappelelegroupedesisométriesduplanetquel’onnoteI(R2).Un
grouped’isométriesduplanestunsous-groupedeI(R2).
DÉFINITION2.1. UngroupedefriseF decentrecestungrouped’isométriesdu
plantelqu’ilexisteunedroitecinvarianteparlesisométriesdeF ettelquel’ensemble
destranslationsdeF formeungroupecycliqueinfni[Mar87].
Unefgureestunsous-ensembleduplan.
DÉFINITION2.2. Unefriseestunefgureinvarianteparl’actiond’ungroupede
frise.
Voicidesexemplesdefrises:
EXEMPLE2.3.[Ced87]
EXEMPLE2.4.[Mar87]
EXEMPLE2.5.[Mar87]
Bienqu’ilexisteuneinfnitédefrises,onpeutlesclasseren7types,selonles
isométriesleslaissantinvariantes.Nousalonsprésentersommairementceteclassif-
cation,suivant[Ced87]et[Mar87].
Toutefriseest,envertudeladéfnitiondegroupedefrise,invariantepartranslation.
Notonsτungénérateurdugroupecycliqueinfnidestranslations.C’estunetranslation
minimalequilaisselafriseinvariante.
Lesautresisométriespossiblesd’ungroupedefriseF sont
•unerotationρAdeπradiansautourd’unpointAsurladroitec,
•uneréfexionσcd’axec,
•uneréfexionσad’axeaperpendiculaireàc,
•unetransvectionγ,c’est-à-direuneréfexiond’axecsuivied’unetranslation.
SoitF ungroupedefrise.SiF contientdesrotationsρdeπradians,posonsA
lecentred’unedecesrotations.SiF necontientpasderotations,maiscontientdes
réfexionsσad’axeaperpendiculaireàc,posonsaunaxed’unedecesréfexionsetA
l’intersectiondeceta.Sinon,posonsAcommeétantn’importequelpointdec.Posons
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An=τ
n(A).PosonsM=M0lemilieudeA0A1etMn=τ
n(M)(ainsiMnestlemilieu
deAnAn+1).
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
(1)F1= τ estlegrouped’isométriesd’unefrisequin’estinvariantequepar
translation.Parexemple:
A0 A1 A2A−1A−2 A3
Également,l’exemple2.5appartientàcetype.
(2)F2= τ,ρA necontientpasderéfexions(nid’axeverticalnid’axehorizontal
c)nidetransvection.Commeτ◦ρA=ρM,touslespointsAi,Misontdes
centresderotation.Parexemple:
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
L’exemple2.3estaussidecetype.
(3)F11= τ,σc contient,enplusdesgénérateurs,destransvections(quisont
lacompositiond’unetranslationetd’uneréfexiond’axec).Ilnecontientni
rotation,niréfexiond’axevertical.Parexemple:
A0 A1 A2A−1A−2 A3
(4)F21= τ,σa necontientnirotation,niréfexiond’axec,nitransvection.Il
contientτ2i◦σaquisontlesréfexionsd’axeperpendiculaireàcpassantpar
Aietcontientaussilesréfexionsd’axeperpendiculaireàcpassantparMi,
donnéesparτ2i+1◦σa.Parexemple:
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
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(5)F12= τ,ρA,σc contienttouteslesisométriesdesgroupesdefrise.Enefet,
onretrouvelestransvectionsτn◦σcetlesréfexionsd’axeverticalρAi◦σc.
IlcontientaussilarotationdecentreM,ρM=τ◦ρA,lesréfexionsd’axe
perpendiculaireàcpassantparAi,donnéesparτ
2i◦σa,etlesréfexionsd’axe
perpendiculaireàcpassantparMi,donnéesparτ
2i+1◦σa.Parexemple:
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
Lafrisedel’exemple2.4possèdetouteslesisométries;eleestdoncde
cetype.
(6)F22= τ,ρA,σp,oùpestlamédiatricedusegmentAM,necontientpasde
réfexiond’axec,maiscontientρM=τ◦ρA,larotationdecentreM.Aussi,
σp◦ρAdonneunetransvection.Parexemple:
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
(7)F31= γnecontientaucuneautreisométriequelestranslationsetlestransvec-
tions,carγ2=τ.Parexemple:
A0 A1 A2A−1A−2 A3
M0 M1 M2M−1M−2
Letableau[Ced87]résumecequiprécède.
groupedefrise exempledefrise τ ρA σc σ∗ γ
F1 LLLLLLLL - - - -
F2 NNNNNNN - - -
F11 DDDDDDD - -
F21 VVVVVVV - - -
F12 HHHHHHH
F22 ΛVΛVΛVΛ -
F31 LΓLΓLΓLΓ - - -
Note:σ∗=σa,saufpourF
2
2oùσ∗=σp.
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Nousavonsreprislesnotationsdesgroupesdefriseutiliséesdans[Mar87].Cete
notationdécritlesisométriesdechaquegroupe.Enefet,l’indice1indiquel’absence
d’unerotationdeπradiansetl’indice2,saprésence.L’exposant1indiquelaprésence
d’uneréfexiond’axec.L’exposant2indiquequ’iln’yapasderéfexiond’axec,mais
qu’ilyauneréfexiond’axeperpendiculaireàc.L’exposant3indiquequelegroupe
estengendréparunetransvection.
Leclassementdesgroupessereprésenteaussigraphiquement.
rotationdeπradians
réfexiond’axec réfexiond’axec
réfexiond’axevertical réfexiond’axevertical
transvection
F11 F
1
2
F21 F2 F
2
2
F1 F
3
1
oui
oui
oui
oui
oui
oui
non
nonnon
nonnon
non
Ceteclassifcationdesgroupesdefriseestcomplète.Onpeuttrouverladémon-
strationdecefaitdans[Mar87].
3.Frises
Passonsàl’étudedesfrisesdenombres.
DÉFINITION 3.1. UncarquoisQestunquadruplet(Q0,Q1,s,b),oùQ0estun
ensembledontlesélémentssontappeléspoints,Q1estunensembledontleséléments
sontappelésfèchesets,b:Q1→ Q0sontdesapplicationsquiassocientàchaquefèche
ducarquoiscequ’onappelesasourceetsonbut,respectivement.
DÉFINITION3.2.ÉtantdonnéuncarquoisQ,ondéfnitlecarquoisZQpar
(ZQ)0 = Z×Q0={(n,x)|n∈Z,x∈Q0}
(ZQ)1 = (n,α):(n,x)→ (n,y)|n∈Z,x
α
−→y ∪
(n,α):(n−1,y)→ (n,x)|n∈Z,x
α
−→y
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EXEMPLE3.3.SiQestlecarquois
•1
α •2
oùQ0={1,2},Q1={α}ets(α)=1etb(α)=2,alorsonobtientlecarquoisZQ
• • • •
··· ···
• • • •
EXEMPLE3.4.SiQestlecarquois
•3
•1
α •2
β
γ •4
oùQ0={1,2,3,4},Q1={α,β,γ}ets(α)=1etb(α)=2,s(β)=2etb(β)=3,
s(γ)=2etb(γ)=4,alorsonobtientlecarquoisZQ
• • • • • •
... • • • • • • ...
• • • • • •
• • • • • •
DÉFINITION3.5.Unefonctiondefriseestunefonctionf:(ZQ)0→Qteleque
pourtout(k,p)∈(ZQ)0ona
f(k,p)f(k−1,p)=1+ ∏
α∈(ZQ)1
(l,q)
α
−→(k,p)
f(l,q)
Soitn∈N.UncarquoisdetypeAnestuncarquoisdelaforme
•1 •2 •3 ··· •n−2 •n−1 •n.
Danslasuite,nousnousintéresseronsspécifquementauxfrisessurZAn.Lorsque
n≥2,larelationquicaractériselafonctiondefrisepeuts’écriredelamanièresuivante:
f(k,p)f(k−1,p)=



1+f(k−1,p+1) sip=1,
1+f(k−1,p+1)f(k,p−1) si1<p<n,
1+f(k,p−1) sip=n.
Voiciquelquesexemples.
EXEMPLE3.6.
... 1 2 1 2 1 2 1 2 1 2 1 2 ...
CetefrisesurZA1apourgroupeF
1
2,caronvoitqu’eleestinvariantepartoutes
lesisométriespossiblesd’ungroupedefrise.Remarquonsquec’estlaseulefrise
surZA1quinecontiennequedesentiersstrictementpositifs.Enefet,commele
carquoisnecontientpasdefèche,∏
(l,q)
α
−→(k,p)
f(l,q)=1,carleproduitestvide.
Donconcherchedessolutionsentièresàf(k,1)f(k−1,1)=2.Laseulepossibilité
estf(k,1)=1etf(k−1,1)=2ouinversement.
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EXEMPLE 3.7.
3 1 3 1 3 1 3 1 3
... 2 2 2 2 2 2 2 2 ...
1 3 1 3 1 3 1 3 1
CetefrisesurZA3apourgroupeF
2
2,careleestinvariantepartranslation,transvec-
tion,réfexionselonunaxeverticaletrotationdeπradians.
EXEMPLE3.8.
3 1 2 3 1 2 3 1 2
... 2 1 5 2 1 5 2 1 ...
3 1 2 3 1 2 3 1 2
CetefrisesurZA3apourgroupeF
1
1,careleestinvariantepartranslation,transvection
etréfexiond’axehorizontal.
EXEMPLE3.9.
1 2 4 1 2 4 1 2 4
3 1 7 3 1 7 3 1 7 ...
... 2 3 5 2 3 5 2 3 5
3 5 2 3 5 2 3 5 2 ...
... 7 3 1 7 3 1 7 3 1
2 4 1 2 4 1 2 4 1
CetefrisesurZA6apourgroupeF
3
1,caronpeutvériferqu’eleestinvarianteseule-
mentpartranslationettransvection.
Nousn’avonsprésentéquedesfrisescontenantdesentiersstrictementpositifs.
Enefet,bienqu’engénérallafonctiondefriseprennedesvaleursrationneles,par
exemple:
3 −13 −2 −2 −
1
3 3
...
... −2 −13 3 −
1
3 −2 −2
nousnenousintéresseronsqu’auxfrisesdenombresentiersstrictementpositifs,que
nousappeleronssimplementfrised’entierspositifs.Nousveronsplusloindescon-
ditionssufsantespourobtenirdetelesfrises.
Lafonctiondefrisedonnelavaleurd’unélémentdelafriseenfonctiondeses
voisins.Voyonsunemanièrededéterminerlatotalitédelafriseàpartird’uncertain
nombredeseséléments.Observonsquechoisirk∈Zrevientàfxerunediagonalede
lafrise.
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PROPOSITION 3.10. Une frise d’entiers positifs est entièrement déterminée par une
diagonale.
PREUVE. Soit f une fonction de frise sur ZAn d’entiers positifs. Soit k ∈Z. Il suff t
de montrer qu’on peut calculer les diagonales adjacentes à partir de la diagonale f xée.
Calculons d’abord les éléments de la diagonale k+ 1. Pour p = 1, on calcule le
premier élément.
f (k+1;1) =
1+ f (k;2)
f (k;1)
On calcule ensuite le prochain élément en fonction de l’élément le précédant dans la
diagonale. Pour p ∈ {2; :::;n−1},
f (k+1; p) =
1+ f (k; p+1) f (k+1; p−1)
f (k; p)
et pour p = n,
f (k+1;n) =
1+ f (k+1;n−1)
f (k;n)
:
Calculons maintenant les éléments de la diagonale k−1. On remarque qu’on cal-
cule d’abord le dernier élément et les suivants en remontant la diagonale. Pour p = n,
f (k−1;n) =
1+ f (k;n−1)
f (k;n)
;
pour p ∈ {n−1; :::;2},
f (k−1; p) =
1+ f (k; p−1) f (k−1; p+1)
f (k; p)
et pour p = 1,
f (k−1;1) =
1+ f (k−1;2)
f (k;1)
:
Le fait suivant nous servira plus tard.
LEMME 3.11. Il ne peut y avoir deux 1 consécutifs sur une rangée d’une frise
d’entiers positifs.
PREUVE. Soit f une fonction de frise sur ZAn d’entiers positifs. Si n= 1, il n’existe
qu’une seule frise et le résultat est trivial (voir l’exemple 3.6). Si n ≥ 2, examinons les
cas possibles.
• Supposons qu’on retrouve deux 1 consécutifs dans la première rangée.
1
>
>>
1
x
@@
Alors 1 = 1+x1 , donc x = 0, ce qui est impossible car les éléments de la frise sont
strictement positifs.
• Supposons qu’on retrouve deux 1 consécutifs sur la dernière rangée.
x
>
>>
1
@@
1
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De la même manière, x = 0, une contradiction.
• Si n ≥ 3, supposons que les deux 1 se trouvent sur une rangée intermédiaire.
x
>
>>
1
@@
<
<<
1
y
AA
Alors, 1 = 1+xy1 , d’où xy = 0, ce qui est impossible, car x et y sont non nuls, en
vertu de l’hypothèse.
Une maille d’une frise est une portion de la frise de la forme
b
<
<<
a
AA
>
>> d
c
??   
où a = f (k−1; p), b= f (k; p−1), c= f (k−1; p+1) et d = f (k; p), pour un k ∈Z (qui
f xe la diagonale passant par b et d) et un p ∈ Q0 (qui f xe la rangée contenant a et d).
Remarquons qu’alors la déf nition de la fonction de frise peut s’exprimer de manière
équivalente sous la forme d’un déterminant :




a b
c d




= 1
ce qui implique que la matrice
 
a b
c d

appartient au groupe spécial linéaire SL2(Z). Dans
[CC73], cette propriété est appelée la règle unimodulaire. À partir d’une frise donnée,
on peut utiliser la règle unimodulaire pour étendre la frise vers le haut et vers le bas. On
peut vérif er que la première rangée ajoutée est formée de 1 et que la rangée au-dessus
est formée de 0. De même, au bas de la frise, la première rangée ajoutée est formée de
1 et la rangée au-dessous est formée de 0.
Ainsi, la frise
: : : 2
<
<<
1
<
<<
3
<
<<
1
<
<<
2
<
<<
2
<
<<
1
<
<<
3
<
<<
1
3
AA
1
AA
2
AA
2
AA
1
AA
3
AA
1
AA
2
AA
2
AA
: : :
devient
: : : 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 : : :
: : : 2 1 3 1 2 2 1 3 1
3 1 2 2 1 3 1 2 2 : : :
: : : 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 : : :
Il est à noter que ces rangées de 1 et de 0 ne font pas à proprement parler partie
de la frise sur ZAn. La fonction de frise permet de calculer sur les éléments du bord
de la frise, alors que la règle unimodulaire ne permet de calculer que sur les mailles.
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Avec l’ajout des rangées de 1, on peut utiliser la règle unimodulaire pour faire le même
calcul qu’avec la fonction de frise.
Comme ces deux façons de faire sont équivalentes, lorsque nous utiliserons la règle
unimodulaire et les rangées de 1 et de 0, nous appelerons cette frise une frise étendue.
À ce moment, nous ne mettrons pas les f èches puisqu’elles font référence à la fonction
de frise sur un carquois ZAn.
Fixons quelques notations. Soit f une fonction de frise sur ZAn d’entiers positifs.
Soit k ∈ Z.
Posons
us =











0 s =−1;
1 s = 0;
f (k;s) 1 ≤ s ≤ n;
1 s = n+1;
0 s = n+2:
vs =





















−1 s =−1;
0 s = 0;
1 s = 1;
f (k+1;1) s = 2;
usvs−1 +1
us−1
3 ≤ s ≤ n+1;
1 s = n+2;
0 s = n+3:
Posons aussi, pour tout i ∈ Z, di = f (k+ i;1) les éléments de la première rangée.
On voit que, par déf nition, u1 = d0 et v2 = d1. Alors on peut écrire une partie de la frise
ainsi :
u−1
u0
u1
un
un+1
un+2
b
b
b
v0
v1
v2
vn+1
vn+2
vn+3
b
b
b
0
1
d2
f (k+2;n)
1
0
b
b
b
b bb
b bb
b bb
b bb
b
b
b
b
b
b bb
b bb
0
1
dn−1
b
b
b
f (k+n−1;n)
0
1
dn
b
b
b
1 1
0 0
f (k+n;n)
bbb
bbb
Posons ensuite ar;s =




ur us
vr vs




où −1 ≤ r;s ≤ n+ 2. Ces déterminants respectent les
propriétés suivantes.
LEMME 3.12.
(1) ar;r = 0 ;
(2) ar;s +as;r = 0 ;
(3) ar;sat;u +ar;tau;s +ar;uas;t = 0 ;
(4) a−1;s = us ;
(5) a0;s = vs ;
(6) as−1;s = 1 ;
(7)




ar−1;s ar;s
ar−1;s+1 ar;s+1




= 1.
PREUVE.
(1) ar;r =




ur ur
vr vr




= urvr −urvr = 0
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(2) ar;s =




ur us
vr vs




= urvs −usvr =−(usvr −urvs) =−




us ur
vs vr




=−as;r
(3) Développons chaque terme de l’équation.
ar;sat;u =




ur us
vr vs








ut uu
vt vu




= (urvs −usvr)(utvu −uuvt)
= urutvsvu −usutvrvu −uruuvsvt +usuuvrvt
ar;tau;s =




ur ut
vr vt








uu us
vu vs




= (urvt −utvr)(uuvs −usvu)
= uruuvsvt −utuuvrvs −urusvtvu +usutvrvu
ar;uas;t =




ur uu
vr vu








us ut
vs vt




= (urvu −uuvr)(usvt −utvs)
= urusvtvu −usuuvrvt −urutvsvu +utuuvrvs
De là on voit que ar;sat;u +ar;tau;s +ar;uas;t = 0.
(4) a−1;s =




u−1 us
v−1 vs




= 0 · vs −us(−1) = us
(5) a0;s =




u0 us
v0 vs




= 1 · vs −us ·0 = vs
(6) En effet, on a
vs−1
##G
GG
us−1
99sss
%%K
KKK
vs
us
;;www
d’où as−1;s =




us−1 us
vs−1 vs




= us−1vs −usvs−1 = 1.
(7) En effet,




ar−1;s ar;s
ar−1;s+1 ar;s+1




= ar−1;sar;s+1 −ar−1;s+1ar;s
= ar−1;sar;s+1 +ar−1;s+1as;r (propriété 2)
= −ar−1;ras+1;s (propriété 3)
= ar−1;ras;s+1 (propriété 2)
= 1 (propriété 6).
La dernière propriété est l’expression de la règle unimodulaire appliquée à la partie
de frise suivante.
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a−1;−1
a−1;0
a−1;1
a−1;n
a−1;n+1
a−1;n+2
b
b
b
a0;0
a0;1
a0;2
a0;n+1
a0;n+2
a0;n+3
b
b
b
a1;1
a1;2
a1;3
a1;n+2
a1;n+3
b
b
b
b bb
b bb
b bb
b bb
b
b
b
b
b
b bb
an−2;n−2
an−2;n−1
an−2;n
b
b
b
b
b
b
an−1;n−1
an−1;n
an−1;n+1
Selon le lemme 3.12(4), a−1;s = us (pour −1 ≤ s ≤ n+ 2). Ainsi cette frise et la
frise donnée plus haut ont une diagonale en commun. Mais puisqu’une frise est entière-
ment déterminée par une diagonale (proposition 3.10), ces frises sont identiques. En
particulier, ds = as−1;s+1 (pour 0 ≤ s ≤ n+1).
Ces notations permettent d’établir les résultats suivants.
THÉORÈME 3.13. Soit f une fonction de frise sur ZAn d’entiers positifs et soit
k ∈Z. Alors les éléments de la première rangée d0;d1; : : : ;dn;dn+1 s’expriment en fonc-
tion des éléments de la diagonale u−1;u0; : : : ;un+2 et, réciproquement, les éléments de
la diagonale u1; : : : ;un+2 s’expriment en fonction des éléments de la première rangée
d0;d1; : : : ;dn+1.
PREUVE. Commençons par montrer que les éléments de la première rangée s’ex-
priment en fonction de ceux de la diagonale.
Comme ds = as−1;s+1 (pour 0 ≤ s ≤ n+1), on a
as−1;s+1a−1;s = −as−1;sas+1;−1 −as−1;−1as;s+1 (propriété 3)
= as−1;sa−1;s+1 +a−1;s−1as;s+1 (propriété 2)
d’où
ds = as−1;s+1
=
as−1;sa−1;s+1 +a−1;s−1as;s+1
a−1;s
=
1 ·us+1 +us−1 ·1
us
(propriétés 4 et 6)
=
us−1 +us+1
us
Montrons ensuite que les éléments de la diagonale s’expriment en fonction de ceux
de la première rangée.
La preuve se fait par récurrence. Nous voulons montrer que, pour 1 ≤ s ≤ n+2,
us =
















d0 1 0 : : : 0 0 0
1 d1 1 : : : 0 0 0
0 1 d2
. . . 0 0 0
...
... . . . . . . . . .
...
...
0 0 0 . . . ds−3 1 0
0 0 0 : : : 1 ds−2 1
0 0 0 : : : 0 1 ds−1
















:
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Pour s = 1, u1 = a−1;1 = d0.
Soit s > 1. On suppose la formule vérif ée pour tout r < s+1. Puisqu’on a montré
ci-haut que ds =
us−1 +us+1
us
, on peut écrire us+1 = dsus − us−1. Ainsi, en vertu de
l’hypothèse de récurrence,
us+1 = ds


















d0 1 0 : : : 0 0 0
1 d1 1 : : : 0 0 0
0 1 d2
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . ds−3 1 0
0 0 0 : : : 1 ds−2 1
0 0 0 : : : 0 1 ds−1


















−


















d0 1 0 : : : 0 0 0
1 d1 1 : : : 0 0 0
0 1 d2
. . . 0 0 0
...
...
. . .
. . .
. . .
...
...
0 0 0
. . . ds−4 1 0
0 0 0 : : : 1 ds−3 1
0 0 0 : : : 0 1 ds−2


















:
C’est le développement selon la dernière ligne du déterminant suivant :
us+1 =
















d0 1 0 : : : 0 0 0
1 d1 1 : : : 0 0 0
0 1 d2
. . . 0 0 0
...
... . . . . . . . . .
...
...
0 0 0 . . . ds−2 1 0
0 0 0 : : : 1 ds−1 1
0 0 0 : : : 0 1 ds
















:
On peut généraliser cette dernière formule à tout élément de la frise.
COROLLAIRE 3.14. Pour 2 ≤ s− r ≤ n+2,
ar;s =











dr+1 1 : : : 0 0
1 dr+2 : : : 0 0
...
... . . .
...
...
0 0 : : : ds−2 1
0 0 : : : 1 ds−1











PREUVE. La déf nition de ar;s dépend d’une diagonale k f xée. Plaçons-nous sur la
diagonale k0 = k+ r+1. Alors on a d0i = f (k0+ i;1) = f (k+ r+1+ i;1) = dr+1+i pour
tout i ∈ Z.
Alors a0−1;s−r−1 = ar;s, d’où
ar;s = a0−1;s−r−1 = u0s−r−1 (lemme 3.12(4))
=











d00 1 : : : 0 0
1 d01 : : : 0 0
...
... . . .
...
...
0 0 : : : d0s−r−3 1
0 0 : : : 1 d0s−r−2











=











dr+1 1 : : : 0 0
1 dr+2 : : : 0 0
...
... . . .
...
...
0 0 : : : ds−2 1
0 0 : : : 1 ds−1











:
Remarque. Observons que la formule obtenue pour ar;s est l’expression du polynôme
de Tchebychev généralisé Ps−r−2(dr+1;dr+2; : : : ;ds−1) [Dup09, Corollaire 3.3].
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On peut désormais établir des conditions suff santes pour avoir une frise d’entiers
positifs.
PROPOSITION 3.15. Soit f une fonction de frise sur ZAn. Si une diagonale k de la
frise est telle que
(1) us | (us−1 +us+1)
(2) us > 0
pour (0 ≤ s ≤ n+1), alors la frise ne contient que des entiers strictement positifs.
PREUVE. On a alors,
ds =
us−1 +us+1
us
∈ Z>0:
Ainsi d0; : : : ;dn+1 sont entiers et strictement positifs. Donc les ar;s sont entiers, en
vertu du corollaire 3.14, et tous les entiers de la frise sont strictement positifs, en vertu
de la proposition 3.10.
4. Cycles polygonaux
La première rangée d’une frise d’entiers positifs respecte des propriétés partic-
ulières.
PROPOSITION 4.1. Soit f une fonction de frise sur ZAn d’entiers positifs et soit
k ∈ Z. Alors la suite {d0;d1; : : :} est périodique de période n+3.
PREUVE. Pour −1 ≤ r ≤ n+2, on a ar;r+n+3 = 0 et ar+1;r+n+3 = 1.
Or, en vertu du lemme 3.12(3),
ar;sar+1;r+n+3 +ar;r+1ar+n+3;s +ar;r+n+3as;r+1 = 0
mais
ar+1;r+n+3 = 1; ar;r+1 = 1 et ar;r+n+3 = 0;
d’où
ar;s +ar+n+3;s = 0
et donc
ar;s = as;r+n+3:
En appliquant cette dernière égalité à as;r+n+3, on obtient
as;r+n+3 = ar+n+3;s+n+3;
d’où
ar;s = ar+n+3;s+n+3:
Donc, en particulier, d0 = a−1;1 = an+2;n+4 = dn+3.
Remarque. Cela montre également que, pour toute frise d’entiers positifs, il existe
une transvection et une translation qui f xent la frise.
DÉFINITION 4.2. Dans une frise d’entiers positifs sur ZAn, l’ensemble des élé-
ments {d0;d1; : : : ;dn+2} de la première rangée est appelé cycle polygonal d’ordre
n+3. Notons qu’un cycle polygonal est nécessairement d’ordre p ≥ 4, car n ≥ 1.
Observons le fait suivant.
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LEMME 4.3. Un cycle polygonal contient au moins un 1.
PREUVE. Supposons au contraire que ds ≥ 2 pour tout 0 ≤ s ≤ n+2.
Or,
ds =
us−1 +us+1
us
;
d’où
us+1 = dsus −us−1 ≥ 2us −us−1:
Ainsi, en soustrayant us de part et d’autre de l’inégalité, on obtient
us+1 −us ≥ us −us−1 ≥ ·· · ≥ u1 −u0 = d0 −1 > 0:
Donc la suite des us est strictement croissante, ce qui contredit un+1 = 1.
Considérons une transformation inversible qui permet de passer d’une frise d’en-
tiers positifs sur ZAn à une frise d’entiers positifs sur ZAn+1.
THÉORÈME 4.4. Soit 0 ≤ i ≤ n+ 2. Il existe une transformation inversible Ti de
l’ensemble des cycles polygonaux d’ordre n+3 vers l’ensemble des cycles polygonaux
d’ordre n+4.
PREUVE. Soit {d0;d1; : : : ;dn+2} un cycle polygonal d’ordre n+3. Alors on déf nit
Ti : (: : : ;di−1;di;di+1;di+2; : : : ) 7→ (: : : ;di−1;di +1; 1 ;di+1 +1;di+2; : : : ):
Vérif ons d’abord que le résultat de cette transformation est bien un cycle polygonal
d’ordre n + 4. Il suff t de montrer que la suite résultante forme la première rangée
d’une frise d’entiers positifs sur ZAn+1.
Prenons la suite {us} des éléments de la diagonale passant par di−1. Alors, en vertu
du théorème 3.13, on peut exprimer en fonction de ui−1, ui, ui+1, ui+2 les éléments
di =
ui−1 +ui+1
ui
et di+1 =
ui +ui+2
ui+1
:
On a
di +1 =
ui−1 +ui+1
ui
+1 =
ui−1 +(ui +ui+1)
ui
;
1 =
ui +ui+1
ui +ui+1
et
di+1 +1 =
ui +ui+2
ui+1
+1 =
(ui +ui+1)+ui+2
ui+1
:
Donc ui | ui−1 +(ui + ui+1) et ui+1 | (ui + ui+1)+ ui+2, car di + 1 et di+1 + 1 sont
entiers. On en conclut que si la portion de la diagonale (: : : ;ui−1;ui;ui+1;ui+2; : : : )
devient (: : : ;ui−1;ui;ui + ui+1;ui+1;ui+2; : : : ), cette nouvelle diagonale sur ZAn+1 re-
specte la condition us | us−1 + us+1 et donc, en vertu de la la proposition 3.15, déf nit
une frise d’entiers positifs. Ceci montre que (: : : ;di−1;di +1; 1 ;di+1 +1;di+2; : : : ) est
un cycle polygonal d’ordre n+4.
Il reste à montrer que Ti admet un inverse Si. Soit {d0;d1; : : : ;dn+3} un cycle polyg-
onal d’ordre n+ 4. En vertu du lemme 4.3, tout cycle polygonal contient au moins un
1. De plus, le lemme 3.11 implique que les voisins d’un 1 sont strictement plus grands
que 1. On peut supposer, sans perte de généralité, que di+1 = 1 et di;di+2 > 1.
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Ainsi, posons
Si : (: : : ;di−1;di; 1 ;di+2;di+3; : : : ) 7→ (: : : ;di−1;di −1;di+2 −1;di+3; : : : ):
Il faut montrer que le résultat est bien un cycle polygonal d’ordre n+ 3. Comme
plus haut, il suff t de montrer que la suite résultante forme la première rangée d’une
frise d’entiers positifs sur ZAn.
Prenons la suite {us} des éléments de la diagonale passant par di. Alors on a, en
vertu du théorème 3.13,
di =
ui−1 +ui+1
ui
;
di+1 =
ui +ui+2
ui+1
;
di+2 =
ui+1 +ui+3
ui+2
:
Mais di+1 = 1 implique que ui+1 = ui +ui+2. Ainsi
di −1 =
ui−1 +ui+1 −ui
ui
=
ui−1 +ui+2
ui
;
di+2 −1 =
ui+1 +ui+3 −ui+2
ui+2
=
ui +ui+3
ui+2
:
Puisque di − 1 et di+2 − 1 sont entiers, alors ui | ui−1 + ui+2 et ui+2 | ui + ui+3. On
en conclut que si la portion de la diagonale (: : : ;ui−1;ui;ui+1;ui+2;ui+3; : : : ) devient
(: : : ;ui−1;ui;ui+2;ui+3; : : : ), cette nouvelle diagonale sur ZAn respecte la condition us |
us−1 +us+1 et donc, en vertu de la proposition 3.15, déf nit une frise d’entiers positifs.
Ceci montre que (: : : ;di−1;di −1;di+2 −1;di+3; : : : ) est un cycle polygonal d’ordre n+
3.
Il est immédiat que Si est l’inverse de Ti.
Remarque. Ce théorème permet d’aff rmer que que tout cycle polygonal peut être
obtenu à partir d’un cycle polygonal d’ordre inférieur. Ainsi, tout cycle polygonal est
engendré par des applications successives de transformations Ti au cycle polygonal {1,
2, 1, 2} correspondant à l’unique frise d’entiers positifs sur ZA1 (voir l’exemple 3.6).
5. Triangulations
Nous noterons S0, S1, . . ., Sp−1 les sommets d’un polygone à p côtés. Pour nos
besoins, un polygone n’est pas nécessairement régulier, mais il doit être convexe. On
appelle triangulation d’un polygone à p côtés tout découpage en p−2 triangles de ce
polygone par p−3 diagonales non sécantes [CC73]. Par exemple, voici deux triangu-
lations d’un hexagone :
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S0 S1
S2
S3S4
S5
S0 S1
S2
S3S4
S5
Étantdonnéunetriangulationd’unpolygoneàpcôtés,soititelque0≤i≤p−1.
Onnote∆ilenombredetrianglesayantSipoursommet.Nousnousintéresseronsà
lasuite(∆0,∆1,...,∆p−1).Ainsi,deuxtriangulationsqui,parunenumérotationappro-
priéedessommets,peuventengendrerlamêmesuiteserontconsidéréeséquivalentes.
LEMME5.1.Sip≥4,alorsilexistei,jdistincts,telsque∆i=∆j=1.Enoutre,
Sin’estpasadjacentàSj.
PREUVE.Onlevoitfacilementenenvisageantunetriangulationcommeunecon-
structionoùl’onjuxtaposesuccessivementdestriangles.Sip=4,onvoitquel’énoncé
estvrai.
2
1
2
1
Supposonsp>4etl’énoncévraipourp−1,alorstoutetriangulationd’unpolygône
àp−1côtésestteleque∆i=∆j=1pourcertainsi,jdistincts.
Considéronsunpolygoneàpcôtés.SupposonsquelesommetSiestadjacentau
sommetSj.Alorscesdeuxsommetsfontpartiedumêmetriangleetdéterminentunde
sescôtés.Puisque∆i=∆j=1,celaveutdirequelesdeuxautrescôtésdutrianglene
touchentàaucunautretriangle.
1
1
Donclepolygoneconsidéréestnécessairementuntriangle,cequicontreditp>4.
Ainsi,ilestimpossibled’ajouterunseultrianglequimodifeàlafois∆iet∆j.Onpeut
doncdistinguerdeuxcas.Sil’ajoutdutrianglenemodifeni∆i,ni∆j,onatoujours
∆i=∆j=1.Ainsisupposons,sanspertedegénéralité,queletriangleajoutémodife
∆i.AlorslesommetSp−1ajoutéaupolygoneestseulementadjacentàcetriangle.
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Si
Sp−1
Donc∆p−1=∆j=1avecp−1etjdistincts.
Nousenarivonsauthéorèmeprincipal.
THÉORÈME5.2.Lescyclespolygonauxd’ordrepsontenbijectionaveclestrian-
gulationsd’unpolygoneàpcôtés.
PREUVE.Soit{d0,...,dp−1}uncyclepolygonald’ordrep.Onveutluiassocier
unetriangulationd’unpolygoneàpcôtés.Montronsparrécurrenceque(d0,d1,...,dp−1)=
(∆0,∆1,...,∆p−1).Sip=4,l’uniquecyclepolygonald’ordre4(voirl’exemple3.6)
correspondàlatriangulationd’unquadrilatère.Autrementdit,
(d0,d1,d2,d3)=(1,2,1,2)=(∆0,∆1,∆2,∆3).
Soientp>4et{d0,d1,...,dp−1}uncyclepolygonald’ordrep.Envertudulemme4.3,
onpeutsupposer,sanspertedegénéralité,quedp−1=1.Selonlethéorème4.4,
Sp−2(d0,d1,...,dp−3,dp−2,dp−1)=(d0,d1,...,dp−3,dp−2)
estuncyclepolygonald’ordrep−1,oùd0=d0−1etdp−2=dp−2−1.Ainsi,envertu
del’hypothèsederécurrence,ilexisteunetriangulationd’unpolygoneàp−1côtés
teleque(∆0,∆1,...,∆p−3,∆p−2)=(d0,d1,...,dp−3,dp−2).
Latransformationinverse
Tp−2(d0,d1,...,dp−3,dp−2)=(d0+1,d1,...,dp−3,dp−2+1,1)=(d0,d1,...,dp−1)
correspondàl’ajoutd’untriangleàlatriangulationdupolygoneàp−1côtés.
∆0
∆1
∆p−2
∆p−3
∆0=∆0+1
∆1
∆p−2=∆p−2+1
∆p−3
∆p−1=1
LecôtéS0Sp−2dupolygoneàp−1côtésdevientunediagonaledelatriangulationdu
polygoneàpcôtéspourlaqueleona
(∆0,∆1,...,∆p−1)=(∆0+1,∆1,...,∆p−3,∆p−2+1,∆p−1)
et(d0,d1,...,dp−1)=(∆0,∆1,...,∆p−1),selonladéfnitiondeTp−2.
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Réciproquement,montronsquesionaunetriangulationd’unpolygoneàpcôtés,
alorsilexisteuncyclepolygonald’ordreptelque(d0,d1,...,dp−1)=(∆0,∆1,...,∆p−1).
Lapreuvesefaitparrécurrence.Sip=4,latriangulationduquadrilatèrecorre-
spondàuncyclepolygonald’ordre4.Soitp>4.Considéronsunetriangulationd’un
polygoneàpcôtés.Envertudulemme5.1,onpeutsupposer,sanspertedegénéralité,
que∆p−1=1,alors∆0>1et∆p−2>1.Onveutmontrerque(∆0,∆1,...,∆p−1)est
uncyclepolygonald’ordrep.EnretirantletriangleS0Sp−1Sp−2,c’est-à-direlescôtés
S0Sp−1etSp−1Sp−2,onseramèneàunetriangulationd’unpolygoneàp−1côtéspour
laquele∆0=∆0−1et∆p−2=∆p−2−1.
S0
S1
Sp−3
Sp−2
Sp−1
S0
S1
Sp−3
Sp−2
Or,envertudel’hypothèsederécurrence,
(∆0,∆1,...,∆p−3,∆p−2)=(d0,d1,...,dp−3,dp−2)
estuncyclepolygonald’ordrep−1.Donc
Tp−2(d0,d1,...,dp−2)=(d0+1,d1,...,dp−2+1,1)=(∆0,∆1,...,∆p−1)
est,selonladéfnitiondeTp−2,uncyclepolygonald’ordrep.
COROLLAIRE5.3.Lesfrisesd’entierspositifssurZAnsontenbijectionavecles
triangulationsd’unpolygoneàn+3côtés.
EXEMPLE5.4.Cetetriangulationd’unhexagonecorespondàlafrisedel’exem-
ple3.8.
1 2
3
1
2
3
EXEMPLE5.5.Cetetriangulationd’unennéagonecorespondàlafrisedel’ex-
emple3.9.
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1 2
4
4
4
2
2
1
1
EXEMPLE 5.6. Cette triangulation d’un heptagone
2
1
4
2
2
1
3
correspond à la frise suivante.
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