In this paper we consider a family of active scalars with a velocity field given by u = Λ −1+α ∇ ⊥ θ, for α ∈ (0, 1). This family of equations is a more singular version of the two-dimensional Surface Quasi-Geostrophic (SQG) equation, which would correspond to α = 0.
Introduction
In this paper, we develop and study the notions of sharp front, almost-sharp front, and spine curve for the following more singular E-mail addresses: C.Khor@bnu.edu.cn, J.Rodrigo@warwick.ac.uk. Date: 2020-01-29 01:35:25Z. version of the two-dimensional SQG equation,
(1.1)
We will focus in the range α ∈ (0, 1). Here θ = θ(x, t) ∈ R, x ∈ R 2 , and t ≥ 0 and the operator Λ = |∇| is the half Laplacian on R 2 . To simplify the presentation we will define Λ −1+α as given by a convolution with the kernel K(x) = |x| −1−α ∈ L 2 loc (R 2 ),
In R 2 , usually one has Λ −β f = c β |x| β−2 * f but we ignore c β here. For α ∈ [−1, 0], the family interpolates between the 2D Euler equation(α = −1) and the 2D SQG equation (α = 0). The model with α ∈ (0, 1) is the natural extrapolation of this family and the focus of this paper.
Sharp fronts are weak solutions of (1.1) that have the special form
where A is a bounded simply connected domain with sufficiently regular boundary (say C 2 ), and 1 U is the indicator function of the set U. Periodic graph-type SQG sharp fronts have been considered in [13] and [6] by periodising one of the space variables. For SQG, sharp fronts have already been studied in the Sobolev setting in [9] and [2] (see Chae et. al. [1] as well).
Non-periodic graph-type sharp fronts of (1.1) were studied in the recent papers, and of Hunter, Shu, and Zhang. They gave two different approaches in [17] and [19] to deriving the correct contour dynamics equation in this setting, and proved [16] global existence under a certain smallness condition. They also study two-front dynamics [15] and approximate equations for sharp fronts [18] ; these differ from the almost-sharp fronts considered in this paper, which are smooth functions solving (1.1) exactly, approximating a sharp front.
Finally, a second paper [20] by the authors has been prepared alongside this one that proves local existence of sharp fronts of (1.1) a bounded domain in the analytic setting. This is an analogous result to the existence theorem for SQG in [6] .
Analogously to [7] and [8] , we define an almost-sharp front (ASF) of size δ as a regular 1 approximation of a sharp front:
where supp ∇θ ⊂ A mid and this 'transition region' has area O(δ), so that in the limit as δ → 0, one formally recovers a sharp front.
In the Appendix, we derive asymptotics for integrals appearing in the equation, which we use to write down an approximate equation for an almost-sharp front. In doing so, we discover a significant difference with [7] , which corresponds to α = 0: the appearance of a logarithm in the equation of [7] and the property log(ab) = log b + log b led to the development of an 'approximate unwinding' for their equation in [8] . However, in our case, the singularity is stronger and we have |ab| −α = |a| −α + |b| −α , so we have a nonlinear term that explodes as δ → 0. Regardless, the analogous function to the h function of [7] does satisfy a well behaved linear homogeneous equation in the limit as δ → 0.
The remainder of this paper is organised as follows. In Section 2, we set up some notation. Section 3 discusses sharp fronts, with almostsharp fronts introduced in Section 4. The regularisation effect for Ω that leads to a limit equation for h is discussed in Section 5. Finally, Section 6 discusses the notion of compatible curves for almost-sharp fronts, and Section 7 introduces the notion of a spine, and establishes an improved evolution result.
Notation
Let T := R/Z, with fundamental domain [−1/2, 1/2). The 90 • counter-clockwise rotation of x = a b ∈ R 2 is x ⊥ := −b a , and similarly ∇ ⊥ = −∂ x 2 ∂ x 1 . We will frequently employ the shorthand notation F (g(s, ξ), f (s * , ξ * )) ds * dξ * .
That is, evaluation at s, ξ is assumed unless a function is subscripted by * , and then we will assume it is evaluated at s * , ξ * .
Evolution equation for a sharp front
In this section, we give the contour dynamics equation (CDE) for sharp fronts. Recall that K(x) = |x| −1−α . The equation we study (1.1) can be written equivalently as
(3.1) 
It will be useful to have coordinates defined on a fixed domain T. Therefore, we will not use arc-length, as the length of the curve may not be preserved in time. Instead, we use a uniform speed parameterisation (also see Section 4.1) z : T → R 2 where the speed dz ds = L is constant in s, and L(t) is the length of the curve at time t. If z is positively oriented, the 2D Frenet formulas are dT ds = LκN, dN ds = −LκT , with unit tangent T = 1 L dz ds and unit normal N := T ⊥ . The curvature is
Integration along z will be written as
A similar argument to [13] yields a rigorous derivation of the evolution equation for z.
Proposition 3.3 (Evolution of a sharp front). If θ = 1 A is a sharp front solution to (3.1), then the uniform speed counter-clockwise parameterisation z : T → R 2 of ∂A with normal N = ∂ s z ⊥ satisfies the following CDE,
Almost-Sharp Fronts
In this chapter, we define an almost-sharp front as a regularisation (in a small strip) of a sharp front. Then we derive an asymptotic equation for an almost-sharp front, using an asymptotic lemma for a parameterised family of integrals. We also show that integrating across the transition region has a regularising effect, simplifying the asymptotic equation of an almost-sharp front.
Definition 4.1 (Almost-sharp front). An almost-sharp front (ASF) θ = θ δ (x, t) to SQG is a family of solutions to (3.1), such that for each δ > 0 sufficiently small, there exists a closed C 2 curve z bounding a simply connected region A, and a constant C z with 0 < C z < C for some fixed C independent of δ, such that with the following sets,
x ∈ A out (t).
We also demand the following growth condition for θ δ ,
In particular θ is locally constant in A out (t) ∪ A in (t), and
Note that the curve z in the above definition is not unique.
Definition 4.2 (Compatible curve). Any curve z satisfying the above definition for an ASF θ is called a compatible curve for θ.
4.1.
Tubular neighbourhood coordinates. Given a curve z(s, t) with uniform speed (denoted by L(t)), we define the tubular neighbourhood coordinates around z (for δ ≪ 1) by (we suppress the explicit dependence on t)
We will denote by L 1 := L(1 − δκξ), where as before κ is the curvature of z, and L(t) is the length of the curve (which agrees with the uniform speed of the parameterisation). With s, ξ as above and setting τ = t, then elementary calculations yield
Equation in tubular neighbourhood coordinates.
Define Ω as θ expressed in the tubular neighbourhood coordinates, Ω(s, ξ, τ ) = θ(x, t). Then the gradient of θ and its perpendicular can be written as
|x−x * | 1+α dx * from (1.1) we obtain the following expression for u in terms of Ω (using x = x(s, ξ, τ ) and x * = x(s * , ξ * , τ )),
Then since
we can write the u · ∇θ term in the equation (3.1) as
Therefore, using L 1 * L 1 = 1 − δ(ξ * κ * −ξκ) 1−δκξ , the equation (3.1) can be written in the new coordinates as (using ∇ ⊥ Ω * · ∇Ω = Ω s * Ω ξ − Ω ξ * Ω s )
3. An approximate equation for an almost-sharp front. We rewrite (4.2) as (this defines the terms I i )
, and aside from explicit dependencies, I i depends on δ through the coordinate function x = z + δξN in (4.2).
We now want to find the leading order behaviour in δ ≪ 1. Asymptotic expansions for the integrals in (4.2) will be obtained using Lemma A.1 and Corollary A.2, which are deferred to Appendix A. 
(4.4)
Remark 4.4. In (4.4), the integral term
is well defined, despite the strength of the singularity in the denominator, since the dot product introduces a cancellation as long as say, z ∈ C 3 (T).
Proof of Theorem 4.3. To use the lemma, we will perform an approximation of the integral in s * for fixed ξ, ξ * , and s. For given s, ξ, ξ * , when applying Lemma A.1, we will write a * = a(s * ) = a(s, s * , ξ, ξ * ), and a = a(s) = a(s, s, ξ, ξ * ).
We rewrite I 1 , I 2 , I 3 , I 4 in (4.3) in a form suitable for Lemma A.1. We have x = z + ξδN, and x * = z + ξ * δN * and so
Since (as a function of s * with s, ξ, ξ * fixed) g ′ (s) = 0 and g ′′ (s) > 0 for δ ≪ 1, g has a non-degenerate minimum at s * = s, with g(s) = τ 2 − τ 2 = 0. As the curve z has no self-intersections, this is the unique minimum. Therefore we have (as in Lemma A.1)
(Note that G = L 1 , defined earlier as L(1 − δκξ).) For a * = a(s * ), Lemma A.1 gives the following expansion for I = T a * |g * +τ 2 | (1+α)/2 ds * ,
where Sin is the rescaled Sin(s) := sin(πs)/π, and C 1,α , C 2,α are two known constants. Also, with g * = g(s * , δ), G = G(δ),
Corollary A.2 in this setting gives
The terms I 1 , I 2 are simpler. For I 1 , a(s * ) = N * ·T L(1−δκξ) Ω s * , with a(s) = 0. Lemma A.1 gives
For 
For I 4,1 , a(s * ) = −LT * · NΩ ξ * , and a(s) = 0. Therefore, Lemma A.1 and Corollary A.2 gives (since ∂ δ g(s * , 0) = L(x − x * ) · (ξN − ξ * N * ))
Since we have chosen 1 −1 Ω ξ * dξ * = 1, the first term is equal to the sharp front evolution term −I(z) · N = z τ · N, and
For I 4,2 , a(s * ) = Lκ * ξ * T * · NΩ ξ * . Lemma A.1 and Corollary A.2 give
For I 3 , a(s * ) = T * · T ∇ ⊥ Ω * . Applying Lemma A.1 gives
The remaining integral in s * is dealt with by applying Corrolary A.2,
completing the proof.
A regularisation by integration across the Almost-Sharp Front
As noticed in [7] , the most singular terms in ∇Ω ⊥ · ∇Ω * | s * =s in the equation disappear upon integration in ξ over [−1, 1], since for any even integrable function F and two functions f, g, we have the cancellation
The integrals with ∇Ω ⊥ · ∇Ω * | s * =s are of this form, with f = ∂ s Ω and g = ∂ ξ Ω, for fixed s. In particular, the term of order δ −α can be written in this form. This motivates shifting Ω by a constant so that
and we make the definition
Namely, in the limit δ → 0, h evolves via a linear homogenous integrodifferential equation that doesn't depend on Ω. Rewriting the ξ * integrals in (4.4) using the two further identities
we can treat h as an independently evolving function coupled with Ω via the following equation,
Thus, using h reduces the understanding of the evolution of Ω to understanding a nonlinear system, where the main nonlinearity is in the
For SQG, this term can be expressed in terms of h and Ω, as a bilinear map, making the analysis completely different (see [8] for more details).
Evolution of compatible curves
A sharp front solution to (1.1) is completely determined by the evolution of a curve. In this section, by considering how compatible curves are transported by (1.1) in the regime δ ≪ 1, we show that an almostsharp front solution is approximately determined by the evolution of a compatible curve.
We will first present the main result of this section, Theorem 6.2 by relying on a fractional Leibniz rule (6.2). Lemma 6.3 replaces the more complicated (6.2) at the cost of a small loss in the error term. The proof is similar to Lemma 6.1 (see [4] -we present a short proof as the approach will be relevant for Lemma 6.3).
Proof. We bound the Gagliardo seminorm [1 A ] H s directly, which is known (see for instance [12] ) to be equal to Λ s 1 A L 2 up to a constant depending on s alone. By definition,
Writing out a 'layer cake' decomposition(see for example [11, page 26]) with µ the 2d-dimensional Lebesgue measure,
For some ǫ 0 to be chosen as follows. We can bound m(τ ) using the following inclusion:
by the C 2 regularity of the boundary. But for τ > |A|, the following easier bound is better,
For the optimal bound, we choose ǫ 0 = |A| to define I 1 , I 2 , giving
Combining these bounds gives the claimed bound on [1 A ] 2 H s . We now present the main result of this section. Theorem 6.2. Suppose that θ is an ASF solution, and z is a compatible curve as defined in (4.2). Then z satisfies the sharp front equation (in the weak sense) up to O(δ 1−α ) errors,
Proof. The strategy of this proof is the same as [3] . For brevity of notation, we shall in this proof write
As in Proposition 3.3, the term R 2 ,t ∂ t φθ brings out the time derivative of the C 2 boundary curve: since the set A mid has measure O(δ), we see that if z δ = z + δN parameterises the boundary of A in ,
Here, ν 3 is the third component of the outward normal ν's as a vector in (x 1 , x 2 , t)-space, and
where we used our definition of a compatible curve. Hence, as φ ∈ C 1 and dl = L ds for the uniform speed parameterised curve z, writing ∂A for the curve parameterised by z, we have
We now treat the second term R 2 ×[0,∞] u · ∇φθ : observe the following decomposition, where we have written u = ∇ ⊥ K * θ = (∇ ⊥ K) * θ as a convolution of θ with the kernel ∇ ⊥ K, and used the bilinearity of (f, g) → R 2 ∇ ⊥ K * f · ∇φg, and θ = θ · (1 in + 1 mid + 1 out ) = θ1 mid + 1 in : We will estimate separately each of the 4 terms in the last line of (6.1). Up to O(δ 1−α ) errors, (EVO) will give us the evolution term, and the square-bracketed terms will use the C ε regularity of θ = θ1 mid + 1 in that is not available when estimating (A) or (C) alone.
Control on [(A) + (B)]. We proceed by splitting the kernel K,
We note the bounds (recall that |y|<δ K(y) dy = 0 )
where in the second inequality, we used the regularity assumption 
The important feature is that the two kernels ∂ x 1 K(−x), ∂ x 2 K(−x) have the same −2 − α homogeneity as ∇ ⊥ K, and have mean zero on the unit sphere. Hence, with f = θ1 mid and g = ∇φθ ∈ C ε , we can repeat the proof as for [(A)+(B)], obtaining the same O(δ 1−α ) estimate.
Control on (B). Writing R = ∇Λ −1 for the vector of Riesz transforms (see for instance [14] ), we have
where the last line uses the boundedness of R ⊥ : L 2 → L 2 . To bound these terms, we will use the following fractional Leibniz rule of e.g. [10] , (6.2) and the following easy estimate, valid for s + ǫ ≤ 1 that comes from bounding the following two terms separately (similarly to the earlier part of this proof) Λ s f (x) = |x−y|≤δ + |x−y|>δ 
By interpolation, since |∇θ|
Together, these inequalities prove that |(B)| δ 1−α .
Evolution term in (EVO). By following the proof of the analogous sharp front result (3.3) and using z δ = z + δN again,
This last line follows from a simple application of Mean Value Theorem, completing the proof.
In the above proof, we relied on a fractional Leibniz rule (6.2). The following lemma can serve as a weak replacement: Then the extension of f by zero,
Proof. We again bound the Gagliardo seminorm [f 1 A ] 2 H s . We have
|x − y| d+2s dx dy . the proof of Lemma 6.1 (when only one of x, y is in A) yields
but unlike Lemma 6.1, we do have contributions when (x, y) ∈ A × A.
That is, we need to obtain a bound on the integral we can estimate I A as follows:
where in the last line we have changed variables τ = (
d+2(s−s ′ ) and ignored constants. Observe that by reasoning similarly to Lemma 6.1,
Hence, the optimal bound is obtained by splitting the integration region τ > 0 into the sets τ ∈ [0, |A| 1/d ] and τ ∈ [|A| 1/d , ∞], which yields
, so long as s ′ > s. As there is no contribution to [f 1 A ] 2 H s when (x, y) ∈ A c × A c , this concludes the proof.
Using Lemma 6.3 instead of the fractional Leibniz rule (6.2), we obtain the following weaker result. Theorem 6.4. Suppose that θ is an ASF solution, and z is a compatible curve as defined in (4.2). Then z satisfies the sharp front equation (in the weak sense) up to O(δ 1−α ′ ) errors for any α ′ > α,
The spine of an almost-sharp front
Here we introduce the concept of the spine, first considered by Fefferman, Luli and Rodrigo in [5] for SQG in the periodic setting (our contours are however not graphs). To simplify the following calculations, assume without loss of generality Ω is given by (5.1).
Definition 7.1. Suppose an almost-sharp front has tubular neighbourhood coordinates (see Section 4.1) (s, ξ) for the transition region, induced by the compatible curve z.
We say that the curve S is a spine for the almost-sharp front if S is also a compatible curve, and there is a C 2 function of the uniform speed parameter f = f (s) taking values in [−C z , C z ] such that
or equivalently by the choice Ω| ξ=±C z = ±1/2, f (s * ) = − C z −C z Ω * dξ * , and the corresponding spine is the curve S given in (s, ξ) coordinates as ξ = f (s), that is:
The function f acts as a correction, so that for example, the base curve is also a spine if f = 0.
An immediate consequence of Definition 7.1 by integrating by parts is the following cancellation property for any constant C ≥ f L ∞ ,
where Ω is continuously extended to be constant on |ξ| ≥ C z past the geometrically significant range that defines the tubular neighbourhood.
We also have the following property.
Proposition 7.2 (Spine approximation property). Let θ be a C 2 almostsharp front, and let S be the spine curve defined by the above (7.1).
Then for any Γ = Γ(x) ∈ C 2 c (R 2 ), as δ → 0,
We keep the Γ C 2 dependence in (7.2) because we will require the use of test functions with Γ C 2 that degenerate as δ → 0.
Proof. WriteΓ = Γ(x(s, ξ)), with x = z + δξN. We are looking for the following expansion Plugging into the left hand side (LHS) of (7.3) we have
The following identities (immediate from the definitions of S and f ),
show that the right-hand side of (7.4) is of order δ 2 , as the terms in the square brackets vanish.
7.1. Evolution of a spine. Theorem 6.2 showed that any compatible curve evolves by the sharp front equation (3. 2) up to an error of order O(δ 1−α ). However, for the spine, we will improve this to O(δ 2−α ). Define for each time t the spine curve S = S(s, t) ∈ A S in (t), the inner region bounded by the closed curve S +2δN with N the inward normal, the outer region A S out (t) bounded by S − 2δN, and the tubular region A S mid (t) in the middle of radius 2δ. We give the names S + and S − to the inner and outer boundary curves of A S mid respectively, S + := S + 2δN = z + δ(f + 2)N,
We thus have for each t (up to null sets),
We treat the two integrands θ∂ t Γ and θ(u · ∇Γ) in (7.6) separately, with the three sets to integrate over. For the first integrand, we have in + out + mid θ∂ t Γ dx dt =: I in + I out + I mid .
In the tubular region, with L 1 (s, ξ) = L(1 − δκ(s)ξ) = L + O(δ),
By the spine cancellation property (7.1) we have
uniformly in s and ξ. For I in , we apply the Divergence theorem in 3D,
Similarly for I out we obtain the term (note the minus sign from the opposite orientation)
Since S ± = S ±O(δ), we obtain by the approximation formula valid for
with O(·) constant depending on Γ C 2 and the geometry of the base curve z. We therefore obtain that I in +I out +I mid = t≥0,x∈R 2 θ∂ t Γ dt dx can be written as
For the second term, define B(t) as the following integrand,
We need to control B(t). We symmetrise the integrand of B(t) by reversing the roles of x and y, obtaining
We split R 2 × R 2 = C 0 ∪ C 1 ∪ C 2 , where the subscript in C i depends on whether none of, one of, or both of x and y are in mid respectively,
We show below that B 12 is of order O(δ 2−α ); B 11 can be estimated similarly. Integrating by parts the derivative in ∇ ⊥ x |x−y| −1−α and using the product rule ∇ ⊥ · (f V ) = ∇ ⊥ f · V + f ∇ ⊥ · V , we are left with only the boundary terms because ∇ ⊥ · ∇Γ = 0 and also ∇ ⊥ θ| x∈(mid) c = 0. To get the sign on the integration by parts correct, note
, and ∇θ| ∂mid = 0, we have the following versions of Divergence Theorem:
Therefore, we can write B 12 as follows:
Writing the y-integral in tubular coordinates around S, we can use the cancellation identity (7.1) to see that In what follows, we will write y for the parameterised point y = y(s, ξ). If we can prove |G(y) − G( S)| δ 1−α , this would imply that B 12 = O(δ 2−α ). We now use a smooth cut-off function ρ δ (s) = ρ(s/δ) with supp ρ = [−1, 1], ρ| [−1/2,1/2] = 1 to split G(y) into two parts,
Note the function G = G(x, y) defined by the above lines, with x = S σ * . For G 1 , the support in s * of ρ δ (s−s * ) gives us the required control using |G(x, y)| Γ |x − y| −α , so that |G( S σ * , y)| = O(|s * − s| −α ). Therefore, we have the bound
. So it now suffices to study the derivative of G 2 , since
In the tubular coordinates y = y(s, ξ), we have to control the two terms ∂ s G 2 (y(s, ξ) ) and ∂ ξ G 2 (y(s, ξ) )/δ. The first term is
The worst term ∂ s * G( S σ * , y) + ∂ s G( S σ * , y) is O(|s * − s| −1−α ), and the cutoff function restricts the integration to the region |s − s * | ≥ δ/2.
The other derivative ∂ ξ δ G 2 (y) is simpler since the cutoff ρ δ does not depend on ξ, ·∇ ⊥ θ(x) dx(7.10)
Above, the ∇ ⊥ x never falls on ∇Γ due to ∇ · ∇ ⊥ = 0. For (7.9), the singularity is no worse than the one for B 1 and can be treated in exactly the same way. For (7.10), we aim to use (7.2) of Proposition 7.2, so we need to estimate ∇ 2 Q C 2 . In what follows, we concatenate vectors to denote a tensor e.g.
Integrating by parts twice, and introducing the term r = r(x), The boundary term (7.12) from integation by parts is
For the remaining term in (7.13), we have
All of these terms (7.11), (7.12), (7.13) are O(δ −α ) terms, which can be seen by using the asymptotic lemma A.1 to compute the s integral to leading order. For instance, for (7.13), we write out the integral explicitly using the coordinates y = z(s * ) + δξ * N(s * ), x = z(s) + δξN(s),and the growth condition |∇θ| 1 δ from (4.1),
which follows by applying the asymptotic Lemma A.1. Thus, ∇ 2 Q L ∞ = O(δ −α ), and Proposition 7.2 implies that
Reversing the order of integration and using the tubular coordinates we notice we can again use the spine condition (7.1) to bring out an extra cancellation. That is, defining H by
we deduce that
The final term to estimate is
We use both gradients appearing in B 0 to integrate by parts (via the formulas (7.8),(7.7)) , on which we obtain only boundary terms due to either of the two cancellations ∇ ⊥ · ∇ = 0 or ∇θ| ∂mid = 0:
This sum of four terms will now be regrouped into two terms B 0 (t) = B 00 (t) + B 01 (t), one where σ 1 = σ 2 and one where σ 1 = −σ 2 ,
For B 00 (t), we can use the formula f
Treating B 01 (t) =: B(δ) as a function of δ, we need to prove that
∂s S·∂s S ⊥ * | S− S * | 1+α Γ( S) ds ds * with B 00 (t) gives the required evolution term:
Symmetrizing as before, we obtain
Since (7.5) involves test functions supported on the curve S, we may assume that Γ does not depend on ξ on a δ neighbourhood of S, giving
Note that B(0) has the well-behaved O(|s−s * | 1−α ) integrand. Recalling that B ′ (δ) = B(δ)−B(0) δ for someδ ∈ (0, δ), it suffices to prove that
since s → s 1−α is increasing for 0 < s. On differentiation with respect to δ, a factor of σ appears, which means the sum over σ = ±1 becomes a symmetric difference. We expand the shorthand notation
With the cancellation from the symmetrisation in Γ, we see that we have
The factor of σ means that we can use the Mean Value Theorem in the form f (x + δ) − f (x − δ) = O(δ) to obtain that actually B ′ (δ) = O(δ), which finally implies the result.
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Calvin Khor is supported by the studentship part of the ERC consolidator project n 0 616797. José L. Rodrigo is partially supported by the ERC consolidator project n 0 616797. where a = a(s), g = g(s) ∈ C ∞ (T) and g has 0 as its unique global minimum at s = 0 that is non-degenerate, i.e. g ′′ (0) > 0, argmin g = 0, g(0) = min g = 0. Then we have the asymptotic relation as τ → 0,
where:
(1) Sin s := sin(πs)/π, Proof. The proof for the case α = 0 can be found in [7] . We take (−1/2, 1/2) as a fundamental domain for T. We split I = I near +I far into an integral I near around the minimiser of g and I far on the complement, The first bound follows from the triangle inequality and 1 |σ 2 +τ 2 | (1+α)/2 ≤ 1 |σ| 1+α ; the second bound follows from 1+α 2 < 1 and the Mean Value Theorem applied to f (x) = x −(1+α)/2 , i.e. for some θ ∈ (0, 1),
We focus now on I near,1 . Define
In contrast with the α = 0 case, the integrand is in L 1 (R), so we can easily write down the following expression with an error term, Let us now treat I near,2 . Let 0 < σ 1 ≪ σ 0 , and let s 1− < 0, s 1+ > 0 be the two unique numbers such that g(s 1± ) = σ 2 1 . Sinceā(σ) dσ = a(s) ds, it is clear thatā (σ)dσ |σ| 1+α = a(s)ds g(s) (1+α)/2 . Hence, we only need to rewrite the other term of the difference (ā(σ)−ā(0))dσ |σ| 1+α
, which isā(0)
We would like to replace the integral in σ with an integral in s. Observe that as 0 < σ 1 < σ 0 and 0 < s 1+ < s + , Thus, we have the following equality for any constantC, To finish, we need to include I far . Recall from (A.1) that A far = T \ (s − , s + ). Note that with s ± fixed, g(s) −(1+α)/2 is L ∞ s (A far ), and the following error estimate holds, since a(s) |g(s)+τ 2 | (1+α)/2 is smooth in τ ≪ 1: 
