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Abstract 
This paper introduces the HiPPO (High Performance Par-
allel Object-oriented) language. HiPPO is unique in its 
combination of a visual syntax with an object-oriented 
computation model based on the flow of object references. 
The paper describes some of the notations used in the lan-
guage with particular emphasis on the features provided to 
support the exploitation of parallelism. Aspects of the run-
time support for HiPPO programs will also be described. 
INTRODUCTION 
Over many years, research has addressed the problems of 
designing and implementing software systems. Supporting 
tools have been developed, but the increasing demands of 
applications have kept the need for new tools and para-
digms ahead of their supply. The object-oriented paradigm 
is often exploited by software engineers, and is supported 
extensively in design tools, database systems and pro-
gramming languages. Object-orientation is seen as a highly 
beneficial engineering methodology, and interest in it con-
tinues apace even in high-performance applications where 
optimal efficiency is often preferred at the expense of over-
all software engineering [1, 2]. 
While object-orientation can significantly help the software 
engineer in some areas, support for exploiting parallelism 
remains relatively traditional in that the programmer is 
generally left to explicitly exploit and manage parallel 
threads of control. Object-oriented libraries and patterns 
can help [3], but designing and implementing parallel sys-
tems remains a complex task. Part of a solution may lie in 
the provision of graphical or visual design systems and 
languages, which seem particularly appropriate for parallel 
software systems since they permit the user to break away 
from textual (sequential) representations and to construct a 
more parallel solution to a problem using the two (or more) 
dimensions of a visual space. Ideally, the graphical lan-
guage will naturally support the expression of parallel solu-
tions to a problem, while the semantics implicitly handle 
many of the aspects of exploiting parallelism that hitherto 
have had to be dealt with explicitly by the programmer. 
This paper introduces the HiPPO (High Performance Paral-
lel Object-oriented) visual language being developed at 
Newcastle. Following on from earlier PhD research [4] 
HiPPO is unique in its combination of a visual syntax with 
an object-oriented computation model based on the flow of 
object references. It is not a research objective in HiPPO to 
(re-)invent object-oriented features. So, classes, inheri-
tance, dynamic binding, etc. in HiPPO are not novel, and 
are not discussed further. Our interests are in the visual 
notations for expressing parallel object-oriented computa-
tions, and in the flow-of-object-references model.  The next 
sections describe aspects of the HiPPO notation, with par-
ticular emphasis on the support provided for specifying 
potential parallelism, and the features provided by the Inte-
grated Development Environment (IDE) that is an integral 
part of the HiPPO system.  
HIPPO IDE 
The HiPPO IDE comprises two main parts: 
• the class designer that supports the declaration of new 
classes: their interface, method type signatures, and the 
types of the objects that will comprise the state of in-
stances of the class (these objects are termed Data 
Members in HiPPO and are always considered pri-
vate); and  
• the graph designer that allows the implementation of 
the methods to be specified visually using the HiPPO 
notation. 
Figure 1 (at the end of this paper) is a screenshot of the 
class designer, showing part of the definition of the Builtin 
Containers namespace together with part of the definition of 
a user-defined Math namespace containing a Matrix class. 
This example class provides the abstraction of a two-
dimensional array containing floating point numbers, and 
supports a number of methods including Matrix (the con-
structor), initElements, and multiply. Some input and output 
arguments for the methods are also shown. For example, 
multiply takes an input argument matrixB and generates an 
output argument resultMatrix. All of the arguments are fully 
typed, with the Item properties window in Figure 1 show-
ing these details for the matrixB input argument for multiply. 
In the class designer window, data members are labelled 
with a D – so, every instance of Matrix has data members, 
actualRows, numRows and numColumns. The object actual-
Rows is a 1-d array of 1-d arrays of numbers that comprise 
the rows of the matrix. 
The window pane on the left-hand side of Figure 1 shows 
the set of template icons that can be dragged-and-dropped 
onto a graph implementation to construct the visual imple-
mentations of the methods, an example of which is given 
below. Microsoft Visio® has been used as the basis for the 
IDE with Visual Basic for Applications and C# additions 
that implement the HiPPO features. 
HIPPO EXAMPLE 
To set the scene for the descriptions that follow, Figure 2 
shows the HiPPO graph for an example implementation of 
the multiply method of class Matrix. Briefly, this method 
performs the equivalent of result = A.multiply(B) by decom-
posing the current matrix object and the result matrix into 
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their corresponding rows, and then in parallel multiplying 
each row by all of the columns in the second matrix to form 
a row of answers in the result matrix (this latter part of the 
computation is a sub-graph that is not shown in Figure 2). 
A number of features (e.g. checking the sizes of the matri-
ces involved for compatibility) have been omitted to sim-
plify the example. The execution semantics of this example 
will be explained below. 
 
Figure 2. HiPPO Graph for multiply Method 
THE HIPPO VISUAL LANGUAGE: OVERVIEW 
The HiPPO language, like several others, is graph-based, 
with boxes representing parts of a computation connected 
by arcs that control the computation in some fashion. Be-
yond this simple framework, however, there are many de-
sign decisions that face the visual language designer [5].  
One of the main decisions concerns the arcs, and what they 
represent and carry. In the HeNCE visual language [6, 7], 
arcs carry control-flow signals that enable the execution of 
computations. In CODE [8, 9], arcs carry data values and 
the availability of data triggers computations (a data-flow 
model). Since a data-flow model was felt to provide a more 
natural model for implicit parallelism, it was chosen as the 
primary model for HiPPO arcs. However, HiPPO also pro-
vides control-flow arcs for specifying additional sequenc-
ing constraints on computations, although these are only 
expected to be of limited use (e.g. to sequence two printing 
operations correctly). 
Although HiPPO adopts a data-flow model, the model is 
different to many other data-flow languages in that it is 
references to objects (termed object handles) that flow 
through arcs rather than copies of data values. The HiPPO 
programmer operates in a shared object environment, 
where everything is an object, and all of the objects being 
manipulated are potentially available to all parts of the 
computation.  
The choice of a shared object-oriented computation model 
has a number of ramifications both for the visual language 
notation and for the run-time support. This section will 
concentrate on the language issues, and a later section will 
briefly address the run-time issues. The adoption of a shar-
ing model (versus a value copying or message-passing 
model) has the standard advantages and disadvantages: the 
sharing paradigm is more familiar and easier to use, but 
requires care to be taken over the synchronized use of 
shared entities to avoid unintended side-effects due to con-
current accesses from parallel threads, while the distrib-
uted/copying paradigm removes the need for detailed syn-
chronization features and the possibility of inter-thread 
interference, but is less familiar and adds complexity and 
overhead from the need to copy and distribute data for 
processing, and to merge results together subsequently. In 
HiPPO many of the low-level synchronization requirements 
of the sharing model are delegated to the run-time system 
and do not require explicit manipulation by the program-
mer. (The run-time system is also responsible for imple-
menting the semantics of shared objects when executing on 
a distributed-memory computing platform, as will be dis-
cussed subsequently.) 
In the multiply example, the three matrices involved can be 
shared across the parallel computations. All that needs to be 
communicated are object handles, rather than (larger) sets 
of data values comprising all or parts of the matrices being 
manipulated. The synchronization of accesses to the shared 
matrix objects or their constituent data members is not 
specified by the programmer but is handled by the run-time 
system. Moreover, the result matrix can be updated directly 
with the results of the multiplication, rather than requiring 
an additional stage to be specified by the programmer con-
cerned with receiving and merging separate sets of results.  
It is recognized that an experienced programmer can pro-
vide additional information about objects and their use that 
can be used to optimize performance. One example is cate-
gorising read versus write accesses, which can be used to 
optimize object locking strategies. HiPPO permits the user 
to provide such information – the Item Properties window 
in Figure 1 shows this for the input argument matrixB which 
is specified as being read-only.  In addition, the multiply 
method itself has also been specified as being read-only 
since it does not change the state of the matrix object to 
which it is being applied. With such information, the com-
piler and run-time system can optimise the locking strate-
gies applied implicitly to the shared objects, and could even 
choose to replicate objects if this could give performance 
advantages (for instance, if the parallel platform was a dis-
tributed memory system).  
HiPPO also allows the user to indicate when objects being 
used as arguments can be cloned (controlled by the selec-
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tion boxes illustrated in the Item properties window in Fig-
ure 1). Cloning essentially provides an object-copying 
mechanism, which can be used by the programmer to ex-
plicitly generate new objects that can be used in parallel 
with the original object. Cloning information can also be 
used for optimization purposes – for example, to pass the 
value of an object of type integer rather than an object han-
dle. Once made, all of these choices are indicated graphi-
cally in the HiPPO implementation graphs via different 
icon borders and colours, although the exact notation is not 
important for this paper. 
The boxes on the graphs specify the computation parts of 
the solution. In HeNCE and CODE, the boxes contain tra-
ditional procedural statements/expressions (e.g. in C or 
Fortran). However, in HiPPO these computations represent 
the invocation of a method on an object. Other boxes in 
HiPPO have more special-purpose roles, such as represent-
ing the creation of new objects, and conditional, iterative 
and parallel computations. These features are described in 
the following sections. 
Object Invocation Notation 
Object-oriented computations are based on the notion of 
applying methods/operations to identified objects. Thus a 
visual notation has to enable the object to which a method 
is being applied (termed the controlling object) to be dis-
tinguished from any objects that are arguments to the 
method call. In HiPPO this distinction is achieved by hav-
ing attach points at the left-hand (or right-hand) end of a 
method-call box to represent the controlling object. The arc 
that connects to this attach point will carry the controlling 
object handle at run-time. Arcs carrying the object handles 
that are arguments intersect the top horizontal part of the 
box, while results produced by methods leave via the bot-
tom of the box. Examples are shown in Figure 3, where the 
method being applied (multiply, decrement and notEqual) 
has been selected via the IDE when the method call icon is 
dragged onto a graph, and an object handle of the appropri-
ate type is the controlling object. 
 
Figure 3. Example Method Invocations 
With the form of attach point shown in the graph on the 
left-hand side of Figure 3, the HiPPO semantics for the 
attached arc are that the object handle is broadcast down 
the arc to invoke parallel computations. In this example the 
two multiply methods could be invoked in parallel. A 
method-call box with this form of attach point is referred to 
as a non-blocking method call. This is another HiPPO fea-
ture that supports the specification of parallelism. The user 
may select a different form of attach point that changes the 
semantics to transmit the controlling handle down the arc 
only when the computation in the box has completed – a 
so-called blocking method call, where the attach point has a 
break in the middle of the icon. An example is given on the 
right-hand side of Figure 3, where the method call decre-
ment is applied to an Integer object, and the handle for that 
object will not flow to the notEquals box until that method 
invocation has completed. 
Computation Firing Rule 
The firing rule in HiPPO is that a computation such as a 
method call will be enabled for execution when object han-
dles are available on the attach point and on all of the input 
arguments. It is the flow of object handles that primarily 
determines the parallelism that is available at run-time, 
rather than requiring the programmer to explicitly control 
parallelism, the standard advantage of a data-flow model of 
computation. Thus, when the graph in Figure 2 is executed, 
there are a number of computations that could be fired in 
parallel (e.g. those labelled DM Get, the meaning of which is 
explained below).  
Object Handle Sources and Sinks 
Input and output formal and actual arguments in textual 
languages provide a means for linking the actual objects in 
a calling program with the formal object names used inside 
the called method. In addition, methods also require access 
to the objects that constitute the state (the data members). 
HiPPO provides icons for specifying this behaviour. 
When the graph representing a method is being defined, the 
IDE automatically generates “source” boxes representing 
the input argument parameters – that labelled matrixB in 
Figure 2 is an example. The IDE also introduces “sink” 
boxes as the destination for arcs containing result handles 
(see Figure 2). Result object handles will not flow back to 
the enclosing graph until all of the activities in the graph 
have completed. It is the responsibility of the compiler and 
run-time system to achieve this behaviour. 
A special graph node called this can be used on a graph to 
introduce a handle for the current object (i.e. the object to 
which the method is being applied). To provide access to 
the data member objects, a special-purpose node called 
DataMember Get can be used with the “this object” arc as its 
controlling object flowing to the attach point, and the IDE 
permits the user to select which data member object is re-
quired, using an interface similar to that shown in Figure 1. 
The IDE provides a version of DataMember Get without the 
attach point which provides direct access to the data mem-
bers of the current object, and thus simplifies a graph by 
removing the need for the this node and connecting arcs. 
Figure 2 demonstrates both forms of the DataMember Get 
node (labelled DM Get). When executed, that without the 
attach point generates a handle for the numRows data mem-
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ber of the Matrix object to which multiply is being applied. 
The DM Get node with the attach point is used to get a han-
dle for the numColumns data member of the argument ma-
trixB, access to which is permitted since that argument is an 
instance of the same class as the multiply method. 
Corresponding to the DataMember Get nodes there are 
DataMember Set nodes (with and without the attach point) 
which can be used to specify the storing of an object handle 
in the identified data member object. These set nodes are 
most commonly used in constructors to initialize the data 
members. 
Another source of object handles comes from the genera-
tion of new objects. HiPPO provides New nodes for this 
purpose, and when the New template is dragged onto a 
graph the IDE permits the user to select the class and par-
ticular constructor required. Any arguments required by the 
constructor appear on the graph as described earlier for 
method calls. An example of the use of New is shown in 
Figure 2 for the creation of a new instance of Matrix to hold 
the results of the multiply. 
HiPPO permits copies of object handles to be generated 
using the Copy Handle node, an example of which is shown 
in Figure 2 directly under the input parameter box. Visual 
simplification of arc flows can be achieved by combining 
copied handles with Break/Continue nodes, examples of 
which also appear in Figure 2 (labelled MatB). 
The final source of object handles in HiPPO is provided by 
Literal nodes. These nodes correspond to the specification 
of literal number and string values in traditional languages. 
The example in Figure 3 will generate an integer object 
initialised to the value 53 for use in the comparison opera-
tor. 
Special-Purpose Nodes 
While the method call node is the primary source of com-
putation in a HiPPO graph, a number of special purpose 
nodes provide graphical support for additional control over 
computations. These nodes support: 
• Conditional execution 
• Parallel computations; and 
• Repeated (iterative) computation. 
Conditional Execution 
Visual languages require notational support to specify the 
conditional execution of graphs. In HiPPO this requirement 
is supported through the Condition node. When the Condi-
tion node template is dragged onto a graph, the IDE auto-
matically creates two sub-graphs. One of these is associated 
with the ‘true’ execution path, and the other with ‘false’. 
The controlling object for instances of this node is a Boo-
lean, and when a condition node fires at run-time, the value 
of this Boolean determines which of these two sub-graphs 
is executed. Arguments and results can be defined as part 
of the condition node – these are created as part of the sub-
graphs by the IDE. 
Parallel Computations: Decomposers and For Each 
Node 
A common pattern in parallel software is the need to apply 
a computation to a set of data values of the same type 
(commonly referred to as data parallelism or parameter 
spreading). Typical examples include applying some com-
putation to all of the elements in an array, or all of the ele-
ments in a list, or applying some methods to a stream of 
objects being returned from a query to an object database.  
Such examples are obvious sources of parallelism, and 
hence a useful feature to be supported in a parallel design 
system. Such support requires: 
• A means for specifying the computations that occur (in 
parallel) – in HiPPO, this is achieved using the FOR 
EACH node. 
• A means for generating the independent object handles 
that these parallel computations can operate on - here 
the concept of a decomposer object is introduced. 
Although similar in its functionality to the foreach state-
ment provided in other object-oriented languages (e.g. C# 
[10]) and to the support for iterators in other languages, 
HiPPO differs in that, firstly, it allows the user to define 
multiple ways of decomposing an object, and secondly the 
computations within the body of the FOR EACH can be exe-
cuted in parallel. (The term decomposer was chosen to dif-
ferentiate HiPPO’s parallel activity from the sequential 
activity associated with iterators.)  
To demonstrate these facilities, the Matrix example imple-
ments a parallelisation and decomposition strategy which 
permits a row from A to be multiplied by matrix B to form 
a row of the result matrix, and for these computations to be 
potentially executed in parallel. The use of the FOR EACH 
node and decomposers is as follows. 
Any class that can be decomposed has to provide a special 
method that returns an instance of a class that implements 
the built-in IDecomposer interface. This interface requires 
three member functions to be available, which are invoked 
automatically at run-time to: initialise the decomposer (re-
set); generate the handle for the next object that can be op-
erated on (current); and to move to the next object and to 
return a Boolean indicating whether the end has been 
reached (moveNext).  
Thus, the first step for a user is to select a decomposer 
method. The IDE handles this selection by recognising that 
only special kinds of methods, labelled as decomposers 
with a “musical note” icon, can be selected for this node. 
Figure 1 shows that the Matrix class has a decomposer 
named decomposerForMult that has been defined specifi-
cally for the multiply method. The result of the selection is 
demonstrated in Figure 2 by the decomposeForMult box, 
which returns as a result a decomposer-object handle for an 
instance of a class DecomposeForMult private to the Matrix 
class that provides the decomposition specific to the im-
plementation of Matrix. These decomposer classes do not 
have to be private – this is just a characteristic of this ex-
ample. 
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When a user then drags an instance of the FOR EACH tem-
plate onto a graph, this may have an attach point, a prede-
fined first argument, optional other arguments, and an asso-
ciated sub-graph that implements the computation that can 
be executed in parallel. The attach point provides any nec-
essary synchronisation dependency between the FOR EACH 
and the rest of the graph, as usual. The handle for the de-
composer-object has to be attached to the first argument on 
the FOR EACH and is used at run-time to generate a stream 
of objects each of which can be processed in parallel (po-
tentially) by the body of the FOR EACH. The IDE arranges 
for the generated object handle, together with any argu-
ments that are specified as part of the FOR EACH node, to 
appear on the sub-graph as arguments, the computations on 
which can then be defined.  
The FOR EACH example in the multiply graph in Figure 2 
shows matrixB as such an argument, while Figure 4 below 
shows the sub-graph computation. Essentially, this sub-
graph receives the object handle generated from the de-
composer, which in the matrix example is a two-element 
array containing handles for two 1-d array objects, the first 
of which is the row from the source (A) matrix and the sec-
ond being the handle for the corresponding row of the re-
sult matrix. Extracting these two 1-d object handles, the 
sub-graph computation then invokes a method that imple-
ments matrix * vector => vector. The advantage of the 
shared object model in HiPPO is demonstrated here by the 
fact that this sub-graph computation is updating a row of 
the result matrix in place, and complexities arising from the 
need to identify rows and columns in the decomposition of 
the source matrix and the re-composition of results into the 
result matrix do not arise. 
 
Figure 4. Multiply Sub-Graph 
Using this structure permits a user to define multiple forms 
of decomposition for any class. Other decomposers for Ma-
trix could be provided to generate the sequence of 1-d ar-
rays that comprise the rows, or columns, or even a stream 
of numbers that are the elements in the matrix. Having the 
ability to flexibly define decompositions of objects, espe-
cially for container objects, is a vital feature in a parallel 
object-oriented language. 
Iterative Computations: Loop Node 
A loop node is provided in HiPPO to represent sequential 
iterative computations. The node can take any number of 
arguments and its implementation is defined using 4 sub- 
graphs: 
1. Pre-loop: This graph is executed once (before the first 
execution of the iteration graph). Its main use is to ini-
tialise values and create objects which control the itera-
tion and termination of the loop. 
2. Condition: This graph is executed before the iteration 
graph and dictates when the loop terminates. It returns 
a single Boolean result. If that result is true, the itera-
tion graph can be executed. Otherwise, the loop has 
completed. 
3. Iteration: This graph represents the body of the loop. 
4. Post-Iteration: This graph is executed after each exe-
cution of the iteration graph. Its main use is to update 
the objects controlling the loop. 
Figure 5 demonstrates the use of the loop node from part of 
the initElements method of Matrix. Although not shown, this 
method uses a decomposer to generate handles for the rows 
of a matrix and a FOR EACH node to generate instances of 
the computations shown in Figure 5(a). The iteration graph 
that is the body of this loop is given in Figure 5(b), where 
loopCounter is the loop control object that was created by 
the pre-loop graph (not shown). 
  
Figure 5. (a) Graph for initialising a row, (b) Sub-graph 
for loop body 
RUN-TIME SUPPORT ISSUES 
NIP is a run-time system designed and developed at the 
University of Newcastle upon Tyne [11-14] that provides 
an execution environment for implicitly parallel, object-
oriented programming languages like HiPPO. NIP offers a 
shared-object memory space, and run-time constructs for 
the identification of potentially parallel computations that 
language compilers can use. 
NIP dynamically manages the degree of parallelism ex-
posed by applications to efficiently utilise the computa-
tional resources offered by the underlying hardware plat-
form which may be shared- or distributed-memory based. 
NIP also takes responsibility for the concurrency and cach-
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ing related issues that may arise through the use of the 
shared-object space. 
By targeting the NIP execution model, the HiPPO compiler 
is freed from having to produce code that explicitly man-
ages parallelism and deals with architecture related issues. 
NIP Tasklet 
The NIP run-time system employs lazy task creation and 
dynamic load-balancing techniques to utilise the available 
computational resources. The NIP lazy task creation tech-
nique is based around the Tasklet construct. A Tasklet 
represents one or more potentially parallel pieces of com-
putation, which may vary from a single method call to a 
for-each computation. The language system can use Task-
lets in order to expose parallelism, while the responsibility 
of the NIP run-time system is to convert those Tasklets into 
actual parallel tasks. It is computationally cheaper to ex-
pose parallelism using Tasklets rather than actually create 
parallel tasks (e.g. threads) [13]. Furthermore, applications 
can expose a very high degree of parallelism without hav-
ing to worry about task switching costs, allocation of com-
putational resources, or any other task-management costs. 
The computational costs of actually creating a parallel task 
will only be incurred when resources become available. 
When computational resources become available anywhere 
on the parallel system, a Tasklet is located and a new task 
is created from it. If the results from the potentially parallel 
computations associated with a Tasklet are required, a syn-
chronisation point is introduced. When such a synchronisa-
tion point is met during the execution flow of a task, com-
putations associated with the Tasklet that have not been 
converted to tasks are executed in-line (i.e. in the context of 
the task that met the synchronisation point). 
NIP Object-based Distributed Shared Memory 
Since NIP offers a shared-object space execution environ-
ment, it is necessary to implement an abstraction layer to be 
used on distributed-memory multiprocessor architectures. 
The NIP Distributed Shared Memory (NIPDSM) is an all-
in-software, virtual, shared-object memory system. 
NIPDSM makes use of advanced, dynamic caching tech-
niques and a relaxed memory consistency model with se-
quential consistency semantics to provide improved per-
formance [11]. 
Given that a relaxed memory consistency model is used, 
NIPDSM requires assistance from the HiPPO compiler in 
order to maintain the consistency of the objects’ state. This 
is achieved through read lock, write lock, and unlock direc-
tives that the HiPPO compiler must produce whenever an 
object is accessed. The NIPDSM locking mechanism is 
integrated with the caching and entry consistency mecha-
nisms for better performance [11]. 
HiPPO to NIP 
The lifecycle of a HiPPO application includes the design 
process (HiPPO class designer), the implementation proc-
ess (HiPPO graph designer), the compilation process 
(HiPPO compiler), and the execution process (NIP run-
time). The HiPPO compiler is responsible for converting 
the HiPPO graphs to NIP-aware code. XML is extensively 
used by all the tools in the HiPPO suite (Figure 6). 
The current implementation of the HiPPO compiler pro-
duces C++ code with NIP directives. It does so by parsing 
the XML file created by the HiPPO IDE, which represents 
the graphs and type information of an application. The 
HiPPO compiler traverses the application graph and creates 
Tasklets and NIPDSM objects. 
Creating Tasklets from Graphs 
All of the computational graph nodes attached to an arc can 
be exposed as NIP Tasklets. Additionally, as the HiPPO 
compiler traverses the application graph, it may create new 
NIP Tasklets according to the following rules: 
• A copy handle graph node is encountered. All of the 
computational graph nodes attached to the new arcs 
can be potentially executed in parallel with each other. 
In the example of Figure 7, the arc carrying the handle 
to matrixA object is split into two arcs suggesting that 
the two multiply methods can be executed in parallel. 
As a result, two new Tasklets are created for each 
method call. 
Multiply Multiply
MatB MatB
MatA
 
Taslket tasklet1 =  
       new Tasklet(multiply, matrixA, matrixB) 
Tasklet tasklet2 = 
       new Tasklet(multiply, matrixA, matrixB) 
 
...  // Some other computation 
 
tasklet1.synchronise() 
tasklet2.synchronise() 
Figure 7. Tasklets from a copy handle 
 
Figure 6. HiPPO Application Lifecycle 
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• A non-blocking method call graph node is encoun-
tered. The semantics of the non-blocking method call 
specify that the flow of a handle down the arc is not in-
terrupted and that the computation associated with the 
method call can be potentially executed in parallel. In 
the example of Figure 3, the flow of the controlling ob-
ject causes the execution of the two multiply method 
calls to start, potentially in parallel to each other. The 
same NIP code as that of Figure 7 is produced. 
• A FOR EACH graph node is encountered. Each iteration 
produced by the FOR EACH graph node can be poten-
tially executed in parallel. NIP provides a for-each 
Tasklet that can be used to expose the entire computa-
tion as a pool of potentially parallel tasks rather than 
having to create a new Tasklet for each iteration. In the 
example of Figure 2, the FOR EACH node that updates 
the rows of the result matrix generates the NIP pseu-
docode shown in Figure 8. 
Tasklet tasklet = 
       new ForEachTasklet(ForEachIteration, 
                          decomposer, 
                          matrixB) 
... // Some other computation 
tasklet.synchronise() 
Figure 8. Pseudocode for a FOR EACH graph node 
Creating NIPDSM Object from Graphs 
In the pseudocode presented in Figure 7, the matrixA and 
matrixB object references are shared between the two poten-
tially parallel tasks. As mentioned in the description of the 
HiPPO language semantics, it is necessary for the HiPPO 
compiler to produce information related to the way objects 
are accessed so the NIP run-time can maintain the consis-
tency of their states from concurrent accesses. Indeed, the 
HiPPO compiler wraps method calls to objects with appro-
priate lock/unlock directives according to whether the 
method changes the state of the object on which it is called. 
In the example of Figure 2, the graph includes DataMember 
Get nodes that access the state of the object. Since there 
may be other graphs being executed concurrently, also ac-
cessing the state of the same Matrix object, consistency has 
to be guaranteed through locking, as shown in Figure 9. If a 
DataMember Set node was used, a write lock would have 
been used. 
lockRead(matrixA) 
int numRows = matrixA.numRows 
unlock(matrixA) 
Figure 9. NIPDSM locking 
Optimisations 
The examples presented above are naïve implementations 
of the required functionality. Although programmers are 
encouraged to expose a high degree of parallelism when 
using HiPPO, they will most probably avoid exposing very 
fine-grained computations as potentially parallel tasks. The 
HiPPO compiler will minimise the creation of Tasklets, 
after performing some graph analysis, when it is obvious 
that the resulting potentially parallel task is too fine-
grained. In addition, the object locking operations can also 
be optimised [12]. 
SUMMARY 
This paper has outlined the ideas behind the HiPPO visual 
language and its novel features for supporting the design 
and implementation of parallel, object-oriented software 
systems. Present work is completing the first implementa-
tion of a HiPPO compiler and the link to the NIP run-time 
system, to permit more thorough experiments to be con-
ducted. 
The limited experience from use of the HiPPO notation has 
been encouraging. HiPPO certainly provides an unusual 
environment for designing and implementing parallel soft-
ware systems, and requires a change of “mind set” to move 
away from the traditional, textual ways in which solutions 
are approached. It seems easy to specify HiPPO programs 
that have the potential for exploiting parallelism, and the 
absence of explicit thread creation and synchronisation, 
data fragmentation and re-assembly are not characteristics 
that are sorely missed! Further evaluation of both the visual 
notation and the object-reference computational mode are 
on-going. Whether the potential parallelism can be opti-
mised and efficiently exploited is a remaining area of in-
vestigation. 
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