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Conditional dynamics due to continuous optical measurements has successfully been applied for
state reconstruction and feedback cooling in optomechanical systems. In this article, we show
that the same measurement techniques can be used to unravel nonclassicality in optomechanical
limit cycles. In contrast to unconditional dynamics, our approach gives rise to nonclassical limit
cycles even in the sideband-unresolved regime, where the cavity decay rate exceeds the mechanical
frequency. We predict a significant reduction of the mechanical amplitude fluctuations for realistic
experimental parameters.
I. INTRODUCTION
In recent years, optomechanical experiments have
started to enter the quantum regime. Sideband cool-
ing of the mechanical subsystem to the quantum ground
state [1, 2], sensing of mechanical motion at the standard
quantum limit [3–5], quantum state transfer between the
optical and mechanical subsystems [6, 7], and phonon las-
ing [8–10] have been demonstrated experimentally. The-
oretical studies [11–14] have led to the prediction [15]
that the phonon distribution of such an optomechanical
phonon laser can be nonclassical if the system is operated
in the resolved-sideband regime. However, an experimen-
tal observation of this feature is still missing.
Continuous measurements, such as homodyne detec-
tion or photon counting, can provide information on the
state of a system [16]. These measurements give rise to a
conditional time evolution since the state of the system
at any given time depends on the previous measurement
results. Real-time state reconstruction using these mea-
surement results has been experimentally demonstrated
both in the regime of negligible optical backaction and
in the quantum regime [17–19]. In a second step, the
obtained knowledge of the system state can be used to
implement feedback mechanisms to, e.g., cool the mo-
tion of the system [20–23]. Squeezing of the mechani-
cal motion of a levitated nanosphere in the presence of
sideband-cooling and Markovian feedback has been stud-
ied theoretically [24].
In this article we consider the opposite limit, i.e., an
optomechanical system driven into mechanical limit-cycle
motion by a blue-detuned laser. We show that a contin-
uous measurement on the optical cavity can be used to
reveal nonclassicality of the mechanical state by reducing
its mechanical amplitude fluctuations. We quantify this
reduction using the mechanical Fano factor, which is the
mean-square fluctuation of the phonon number normal-
ized to the phonon-number expectation value.
In contrast to existing proposals based on uncondi-
tional dynamics [11, 15], which require to be operated
in the sideband-resolved regime in order to obtain non-
classical mechanical states, our approach opens the ex-
citing possibility of nonclassical self-oscillations in the
sideband-unresolved regime. This comes at the cost
of obtaining a time-dependent, stochastically fluctuat-
ing Fano factor because of the conditional system dy-
namics. We characterize the magnitude of these fluc-
tuations and show that the conditional Fano factor can
become smaller than unity, notably even in the sideband-
unresolved regime, where it has been proven that the
Fano factor observed for unconditional dynamics is al-
ways larger than unity [15].
This article is structured as follows: In Sec. II we intro-
duce our system and the different parameter regimes that
we investigate. Numerical results are shown in Sec. III
and discussed in Sec. IV. Finally, we conclude in Sec. V.
II. METHODS
We consider an optomechanical system described by
the quantum master equation
ρ˙ =− i [H, ρ] + κD[a]ρ
+ (nph + 1)ΓD[b]ρ+ nphΓD[b
†]ρ , (1)
H =−∆a†a+Ωb†b
− g0a
†a
(
b† + b
)
+ αlaser
(
a† + a
)
, (2)
where a and b are the annihilation operators of an opti-
cal photon and a mechanical phonon, respectively, and
∆ = ωlaser − ωcav is the detuning of the frequency
ωlaser of the laser drive with respect to the cavity fre-
quency ωcav. The Lindblad dissipators are defined by
D[O]ρ = OρO† − 12O
†Oρ − 12ρO
†O. The mechanical
and optical damping rates and the thermal mechanical
phonon number are denoted by Γ, κ, and nph, respec-
tively, and we put ~ = 1. The symbols Ω, g0, and αlaser
denote the mechanical resonance frequency, the bare op-
tomechanical coupling strength, and the amplitude of the
laser drive, respectively. A continuous measurement, i.e.,
photon counting or a homodyne detection of the optical
quadrature aeiϕ + a†e−iϕ, is performed on the output
port of the optical cavity. We will focus on the case
where the angle ϕ is chosen to minimize the Fano factor.
The photodetectors used there are assumed to have a de-
tection efficiency η. A sketch of the setup introducing
the parameters is shown in Figs. 1(a) and (b).
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Figure 1. Sketch of the considered setup. An optomechanical
system is monitored by a continuous measurement, either ho-
modyne detection (a) or photon counting (b). A blue-detuned
laser drive is applied to the optomechanical system to induce
mechanical limit cycles at an amplitude Bss. (c) Optically
induced damping ΓBA as a function of r = 2g0Bss/Ω in the
regime |∆| < Ω. Here, ∆ is the detuning between the fre-
quencies of the laser drive and the cavity, Ω is the frequency
of the mechanical oscillator, and g0 is the bare single-photon
optomechanical coupling strength. Limit-cycle positions for
the different parameter sets of the mechanical damping con-
sidered in this paper (cf. main text) are indicated by solid
markers. The colors and marker symbols correspond to the
ones of the data sets in Fig. 3
In this article, we assume a blue-detuned laser drive
to be applied to the optomechanical system, ∆ > 0, to
drive the system into mechanical limit-cycle motion. This
motion is of the form [11, 25]
〈b〉 = βss +Bsse
−i(Ωt+φ) , (3)
where Bss is the steady-state amplitude of the limit-cycle
motion and βss is a constant offset. The value Bss is
obtained by equating the negative mechanical damping
rate −Γ with the optically induced damping rate ΓBA(r),
defined as [11, 25]
ΓBA(r) = 2κg
2
0 |αlaser|
2
∞∑
n=−∞
Jn(r)Jn+1(r)
rhnhn+1
, (4)
where Jn is the n-th Bessel function of the first kind
and the dimensionless amplitude r is defined by r =
2g0Bss/Ω. This damping rate is sketched in Fig. 1(c).
We also introduced the abbreviation hn = κ
2/4 + (nΩ+
∆ + 2g0Re[βss])
2. Amplitude fluctuations around the
steady-state value, δB(t) = B(t) − Bss, decay exponen-
tially, δB(t) = δB(0)e−Γrelt/2, where the relaxation rate
is given by (cf. Ref. 11)
Γrel = 2κg
2
0 |αlaser|
2
∞∑
n=−∞
J ′n(r)Jn+1(r) + Jn(r)J
′
n+1(r)
hnhn+1
+ Γ . (5)
We consider three different parameter regimes of the
mechanical damping Γ, schematically represented in
Fig. 1(c) by horizontal lines:
(i) Negligible mechanical damping (solid red line). In
this case, the theory developed in Ref. 15 is directly appli-
cable. Furthermore, a measurement at perfect detection
efficiency, η = 1, drives the system into a pure state.
As ΓBA(r) oscillates around zero, limit cycles are possi-
ble at each positively-sloped root of ΓBA(r). Quantum
fluctuations and noise induced by the optical decay may
drive the system across the regions of positive damping
separating these limit-cycle positions. The value of the
maximum damping rate in these regions decreases if κ
is increased, therefore, for larger κ the system can show
multistability between several limit cycles or it may even-
tually become unstable and does not feature a limit cycle
at all. In effect, all parameters considered in this pa-
per are in the sideband-resolved regime if the mechanical
damping rate is set to zero.
(ii) A nonzero mechanical damping that is small com-
pared to |ΓBA(0)| at mechanical amplitude zero, but large
enough such that there is a unique limit cycle (dashed
blue line). In this regime, there is no restriction on the
values of κ.
The two parameter regimes introduced above are ad-
vantageous for numerical simulations, since, for an appro-
priate choice of g0, we can avoid multistability by widely
separating the limit cycle amplitudes in Fock space while
the fluctuations in Fock number n are still sufficiently
small to allow us to restrict the Hilbert space dimension
to a numerically feasible size. However, so far optome-
chanical limit cycle experiments operate at very small
values of g0/κ, the ratio κ/Ω can be smaller than unity,
but the cooperativities are not much larger than unity,
such that their limit cycle is situated in the parabolic
region of the curve of ΓBA(r) [10].
(iii) Therefore, we also investigate a mechanical damp-
ing of the order of |ΓBA(0)| (dotted green line) to provide
a result in a corresponding parameter regime. However,
we increase the value of g0 as compared to the experiment
because the Hilbert space dimension scales inversely pro-
portional to g0.
To quantify the nonclassicality of the mechanical limit
cycle, we calculate the mechanical Fano factor
F =
〈
n2
〉
− 〈n〉
2
〈n〉
, (6)
where n = b†b denotes the phonon number operator. It
is a measure of the mean-square amplitude fluctuations
normalized to the amplitude expectation value. A coher-
ent (classical) state corresponds to a Fano factor of unity,
3whereas thermal states or states broadened by other noise
feature a Fano factor larger than unity. A Fano factor
less than unity indicates a nonclassical, sub-Poissonian
squeezed mechanical state.
Applying homodyne detection on the optical cav-
ity output is a continuous measurement of the optical
quadrature aeiϕ + a†e−iϕ. Likewise, a photon counting
measurement continuously monitors single-photon losses
of the optical cavity. These measurements introduce a
conditional time evolution, since the state of the sys-
tem depends on all previous measurement results. To
simulate a continuous measurement, the unconditional
quantum master equation (1) is turned into a stochas-
tic quantum master equation for the density operator
ρ, which describes random quantum trajectories of the
system and can be solved numerically [16]. In the case
of photon counting, the system dynamics consists of a
deterministic time evolution that is interrupted by oc-
casional quantum jumps at random times. In the case
of homodyne detection, the system dynamics is a white
noise process so that a random measurement result has
to be taken into account in every time step. The eigenval-
ues of the deterministic part of the differential equation
have a large imaginary component, such that explicit in-
tegration algorithms are unstable even for relatively small
timesteps. Therefore, we use a semi-implicit Milstein
algorithm, which is implicit with respect to the deter-
ministic part of the time evolution [26], to integrate the
stochastic differential equation in the case of homodyne
detection. This algorithm has already been implemented
in the QuTiP package [27], which we use for all numer-
ical calculations in this article. To solve the stochastic
differential equation for photon counting, we have imple-
mented a fourth-order implicit Runge-Kutta algorithm
[28].
The steady-state system dynamics can be recovered
from the stochastic calculation by an average over many
quantum trajectories. Hence, the averages of observables,
e.g., the averaged phonon number expectation value 〈n〉,
do not change their value in the presence of continuous
measurements. However, knowledge acquired by the con-
tinuous measurement drives the density matrix on each
individual quantum trajectory closer to a pure state, i.e.,
the von Neumann entropy S = −kBTr (ρ ln ρ) decreases.
Likewise, the values of functions of observables, e.g., the
Fano factor, may take values different from their steady-
state values. In the following, we numerically study how
both homodyne detection and photon counting reduce
the mechanical Fano factor of the system. We analyze
the impact of inefficient detection, η < 1, of finite me-
chanical temperature nph > 0, and of the optomechanical
coupling strength g0.
III. RESULTS
Figures 2(a) to (c) show the phonon-number ex-
pectation value 〈n〉, the von Neumann entropy S =
0
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Figure 2. Evolution of (a) the phonon-number expectation
value 〈n〉, (b) the von Neumann entropy S, and (c) the Fano
factor F under homodyne detection for a single trajectory
(solid blue [black in print] curves). The corresponding aver-
ages over 30 trajectories are shown as solid red [dark gray]
curves, and the theoretical expectations in the limit of an
average over infinitely many trajectories, Eqs. (7) and (8),
respectively, are shown as dashed orange [light gray] curves.
Time is given in units of the relaxation time Trel = 1/Γrel. At
times t < 0 the system is assumed to be in its steady state,
homodyne detection is switched on at t = 0. Subfigure (d)
shows the Wigner function of the mechanical state at two dif-
ferent times indicated by green dots on the trajectories in a
frame rotating at Ω, the earlier time being shown at the top.
The zero-point fluctuations are defined by xzpf = 1/
√
2mΩ
and pzpf =
√
mΩ/2, where m denotes the mass of the mov-
able mirror. (e) Distribution of the Fano factor for times
larger than the data-acquisition start time indicated by the
dotted black line in (c). The data includes all 30 trajectories.
The blue [dark gray] bars of the histogram comprise at least
70% of the total probability. In the sideband-resolved regime,
this region is asymmetrically distributed around the mean
value. Parameters are: ∆/Ω = 0.36, g0/Ω = 0.36, κ/Ω = 1.5,
Γ/Ω = 0.00125, αlaser/Ω = 0.3, nph = 0.0, ϕ/pi = 0.6, and
η = 1. The value of Bss characterizing the semiclassical solu-
tion is Bss = 3.2.
−kBTr(ρ ln ρ), and the Fano factor F for a quantum
trajectory obtained by homodyne detection (solid blue
[black in print] curves), as well as their mean values 〈n〉,
S, and F obtained by averaging over many trajectories
(solid red [dark gray] curves). Time is given in units of
the inverse amplitude relaxation rate, Trel = 1/Γrel, cf.
4Eq. (5). The system is initialized in its steady state at
times t < 0. At t = 0, homodyne detection is switched
on and 〈n〉, S, and F evolve stochastically. As expected,
homodyne detection does not change the mean phonon-
number expectation value 〈n〉, but our increasing knowl-
edge of the system state causes the mean von Neumann
entropy S and the mean Fano factor F to be decreased.
Empirically, an exponential decay towards new condi-
tional mean values is found, with a rate that is approxi-
mately twice the amplitude relaxation rate (5),
S(t) ≈ (Sss − Scond)e
−2Γrelt + Scond , (7)
F (t) ≈ (Fss − Fcond)e
−2Γrelt + Fcond . (8)
This exponential decay is shown by dashed orange [light
gray] curves. The value of Scond depends on the strength
of the remaining dissipative channels of the system. For
zero mechanical damping and perfect detection, there is
no unmonitored dissipation channel left and the system
evolves into a pure entangled state, having zero von Neu-
mann entropy. For nonzero mechanical damping or im-
perfect detection efficiency, there is an additional unmon-
itored decay channel such that the system evolves into
a mixed state, having nonzero von Neumann entropy,
Scond & 0.
In the case of homodyne detection, the value of Fcond
depends on the measured quadrature, i.e., it is a function
of the homodyne angle ϕ. In the following, all homodyne
detection data is given at the optimal angle ϕ that mini-
mizes the value of Fcond. Note that ϕ and ϕ+pi effectively
measure the same quadrature.
In the limit t ≫ Trel, the instantaneous Fano fac-
tor F (t) of a quantum trajectory fluctuates around a
constant mean value Fcond. To quantify these fluctua-
tions, we calculate the histogram of the Fano factor F (t)
over many trajectories for times t larger than a data-
acquisition start time indicated in Fig. 2(c) by a black
dashed line. This histogram is shown in Fig. 2(e). In
the following, we quantify its properties by three num-
bers: (i) the mean Fano factor Fcond, (ii) the probability
p(F < Fss) to obtain a Fano factor smaller than the
steady-state value Fss, and (iii) the range of values of
the Fano factor that contains at least 70% of the total
probability. This range is indicated by blue (dark gray in
print) bars in the histogram and can be asymmetrically
distributed around the mean value Fcond in the sideband-
resolved regime. To determine this range, we calculate
the cumulative distribution function of the histogram and
exclude all bins that have a value smaller than 15% or
larger than 85%.
Using these three figures of merit, we investigate the
efficiency of the reduction of the Fano factor by continu-
ous measurements compared to its steady-state value, for
different optical damping rates κ, different types of con-
tinuous measurements, and damping rates in the three
different regimes introduced in Sec. II. Figures 3(a) and
(b) summarize the results as a function of the optical
decay rate κ, ranging from the sideband-resolved to the
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Figure 3. (a) Mean conditional Fano factor Fcond under a
continuous measurement (solid markers), steady-state Fano
factor Fss (open markers) and (b) probability p(F < Fss) to
observe a Fano factor smaller than Fss as a function of the
optical damping rate κ. Red circles and dashed lines corre-
spond to homodyne detection and zero mechanical damping.
Blue squares and solid lines correspond to homodyne detec-
tion and a mechanical damping small compared to |ΓBA(0)|.
Green triangles represent the case of homodyne detection and
a mechanical damping rate large compared to |ΓBA(0)|. The
data drawn with black crosses adjacent to the results for ho-
modyne detection shows the corresponding results for pho-
ton counting. The shaded regions and error bars represent
the ranges of Fano factors that contain at least 70% of all
counts. All curves are taken at perfect detection efficiency,
η = 1. The detuning ∆ and the homodyne detection an-
gle ϕ are chosen such that the steady-state Fano factor Fss
and its mean conditional value Fcond are minimal, respec-
tively. The colors and marker symbols corresponding to the
different parameter regimes are the same as the ones used in
Fig. 1(c). The properties of the histogram in Fig. 2(e) are
shown by the blue squares at κ/Ω = 1.5. (c) Influence of im-
perfect detection, η < 1, for Γ/Ω = 0.00125 and κ/Ω = 1.5.
Parameters are: κ/Ω = (0.1, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0) and
nph = 0. red circles: g0/Ω = 0.16, Γ/Ω = 0, αlaser/Ω = 0.35,
∆/Ω = (0.05, 0.21, 0.37), and ϕ/pi = (0.0, 0.0, 0.9); blue
squares and black crosses: g0/Ω = 0.36, Γ/Ω = 0.00125,
αlaser/Ω = 0.3, ∆/Ω = (0.00, 0.15, 0.27, 0.36, 1.44, 1.22, 0.74),
and ϕ/pi = (0.0, 0.9, 0.8, 0.6, 0.4, 0.3, 0.3); green triangles:
g0/Ω = 0.16, Γ/Ω = 0.0006, αlaser/Ω = 0.1, ∆/Ω = 0.05, and
ϕ/pi = 0.15. The corresponding values of 〈n〉
ss
and Bss are:
red circles: 〈n〉ss = (55.5, 57.7, 64.7) and Bss = (7.5, 7.6, 8.0);
blue circles: 〈n〉
ss
= (9.4, 10.3, 11.3, 11.8, 22.2, 15.3, 8.0) and
Bss = (3.2, 3.2, 3.2, 3.2, 4.6, 3.8, 2.6); green triangles: 〈n〉ss =
10.8 and Bss = 3.2.
5sideband-unresolved regime. Solid red circles represent
Fcond and p(F < Fss), respectively, for homodyne detec-
tion and zero mechanical damping, Γ/Ω = 0. The shaded
region indicates the range of Fano factors that contains
70% of all counts. Open red circles connected by a
dashed line represent the corresponding values of Fss. For
the given parameters there is no limit cycle in the region
κ & Ω. Likewise, the curves indicated by blue squares
and connected by solid lines represent the corresponding
results for homodyne detection and a nonzero mechanical
damping which is small compared to |ΓBA(0)|. Finally,
the green triangles show the results for homodyne detec-
tion and a mechanical damping of the order of |ΓBA(0)|.
For these three different parameter regimes, we also give
the results obtained by photon counting, which are indi-
cated by the black crosses with error bars or black crosses
connected by dotted lines adjacent to the corresponding
results for homodyne measurements.
As predicted in Refs. 11 and 15, the steady-state Fano
factor is smaller than unity in the sideband-resolved
regime at zero mechanical damping. This prediction still
holds for small mechanical damping, but is not applicable
for a mechanical damping of the order of |ΓBA(0)|. If κ
is increased towards the sideband-unresolved regime, the
steady-state Fano factor grows and takes values much
larger than unity. Homodyne detection or photon count-
ing measurements decrease the conditional mean Fano
factor Fcond with respect to Fss for all considered val-
ues of Γ and κ. Whereas Fcond grows in the sideband-
resolved regime with increasing κ, it saturates to a value
of about unity in the sideband-unresolved regime. In
the sideband-resolved regime, Fcond depends only weakly
on the homodyne angle ϕ and homodyne detection and
photon counting yield the same results within the sta-
tistical errors. Towards the sideband-unresolved regime
or for large mechanical damping, however, the choice of
an optimal homodyne angle ϕ allows us to reach smaller
values of Fcond than for photon counting. The optimal
homodyne angle is the one for which the measured opti-
cal quadrature oscillates at the highest frequency and is
closest to a harmonic oscillation.
The probability p(F < Fss) to observe Fano factors
smaller than the steady-state Fano factor under a con-
tinuous measurement increases towards the sideband-
unresolved regime and approaches unity.
The inset Fig. 3(c) shows the influence of the detection
efficiency η on Fss, Fcond, and p(F < Fss) for κ/Ω = 1.5.
The smaller the detection efficiency the less information
can be gained out of the continuous measurement. There-
fore, Fcond tends towards the steady-state value Fss for
low detection efficiency.
In Fig. 4 we investigate the influence of the optome-
chanical single-photon coupling strength g0 on the reduc-
tion of the Fano factor. To obtain comparable results,
we rescale both |αlaser| and g0 at a time such that their
product g0 |αlaser| is kept constant, because, in the limit
of a small ratio of g0/Ω, the steady-state Fano factor is
expected to be only a function of g0 |αlaser| [15]. Fig-
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Figure 4. Influence of the optomechanical single-photon
coupling strength g0 on Fss, Fcond, and p(F < Fss). The
product g0 |αlaser| = 0.108 Ω2 is kept constant. The detuning
∆ and the homodyne angle ϕ are chosen such that the
steady-state Fano factor Fss and its mean conditional value
Fcond are minimal, respectively. Filled blue squares indicate
the results for homodyne detection, black crosses the ones
for photon counting. The steady-state Fano factor Fss is
shown in open blue squares. Parameters are κ/Ω = 1.5,
Γ/Ω = 0.005, g0/Ω = (0.144, 0.18, 0.24, 0.36, 0.72),
αlaser/Ω = (0.75, 0.60, 0.45, 0.30, 0.15), ∆/Ω =
(0.61, 0.58, 0.55, 0.44, 0.07), nph = 0, and ϕ/pi =
(0.4, 0.3, 0.3, 0.2, 0.6). The corresponding values of
〈n〉
ss
and Bss are 〈n〉ss = (43.8, 28.8, 15.6, 7.0, 2.0) and
Bss = (6.8, 5.4, 4.0, 2.5, 0.3).
ure 4 displays Fss, Fcond, and p(F < Fss) as a function
of the coupling strength g0 and confirms this prediction.
The mean Fano factor Fcond increases if the optomechan-
ical coupling gets larger and approaches the steady-state
value Fss. Likewise, the probability p(F < Fss) decreases.
Finally, Fig. 5 shows the influence of the mechanical
temperature, expressed in terms of the thermal phonon
number nph, on the reduction of the Fano factor. A re-
duction of Fcond compard to Fss is observed for all con-
sidered temperatures. However, in order to observe a
nonclassical Fano factor Fcond < 1, a small effective me-
chanical thermal occupation nph . 1 is required.
IV. DISCUSSION
The results shown in Fig. 3 indicate that a continuous
measurement on the cavity output of an optomechanical
system decreases the mean mechanical Fano factor Fcond
compared to the steady-state value Fss in the absence of
a continuous measurement.
The difference Fss − Fcond is particularly large in the
sideband-unresolved regime and for a mechanical damp-
ing close to |ΓBA(0)|. For parameters similar to the ones
realized in current experiments (cf. green triangles in
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Figure 5. Influence of the mechanical temperature, expressed
in terms of the thermal phonon number nph, on Fss, Fcond, and
p(F < Fss). The detuning ∆ and the homodyne angle ϕ are
chosen such that the steady-state Fano factor Fss and its mean
conditional value Fcond are minimal, respectively. Filled blue
squares indicate the results for homodyne detection, black
crosses the ones for photon counting. The steady-state Fano
factor Fss is shown in open blue squares. Parameters are
κ/Ω = 1.5, Γ/Ω = 0.00125, g0/Ω = 0.36, αlaser/Ω = 0.3,
∆/Ω = (0.36, 0.36, 0.36, 0.35, 0.34, 0.34, 0.33), and ϕ/pi = 0.6.
The corresponding values of 〈n〉
ss
and Bss are 〈n〉ss = 12
andBss = 3.2.
Fig. 3), the large steady-state Fano factor Fss > 3 is
strongly reduced to Fcond < 1, and we observe a nonclas-
sical state with probability one. A similar, but less pro-
nounced reduction is observed in the sideband-resolved
regime. In the sideband-unresolved regime, we are able
to reduce the Fano factor from a steady-state value much
larger than unity to a mean value Fcond close to unity.
Homodyne detection allows to decrease Fcond compared
to the value obtained for photon counting by choosing an
appropriate homodyne angle ϕ. By this means, a non-
classical mean Fano factor Fcond < 1 can be achieved
even in the sideband-unresolved regime.
Figure 3(c) shows that an imperfect detection, η < 1,
reduces the effect such that Fcond tends towards Fss. If
all knowledge of the measurement is discarded, η = 0,
the continuous measurement is effectively absent and the
relation Fss = Fcond holds. However, even for 50% de-
tection efficiency, a continuous measurement still lowers
the Fano factor by about 25%. In Fig. 4 we show that
a continuous measurement is able to reduce the Fano
factor more effectively for a small optomechanical cou-
pling strength g0. If g0 becomes too large, Fcond tends
towards the steady-state value. Finally, Fig. 5 indicates
that the reduction of Fcond with respect to Fss is present
at all considered mechanical temperatures. However, in
order to observe a nonclassical Fano factor Fcond < 1,
a small thermal phonon occupation nph . 1 is required
for the value of the mechanical damping considered here.
Therefore, cryogenic temperatures or a precooling of the
mechanics, e.g., using optomechanical cooling [1, 2], are
necessary. We stress that nph refers to an effective bath
occupation number of such a combined mechanical and
optical bath.
These numerical results can be qualitatively under-
stood as follows. The steady-state phonon-number dis-
tribution pss(n) is given by an average over mechani-
cal states at different amplitudes, each of them having
a lower uncertainty in amplitude and phase than the
steady-state distribution. In a minimal model, we as-
sume the phonon distribution of these mechanical states
to be a zero-mean distribution pbare(n), which is cen-
tered around the instantaneous phonon-number expecta-
tion value 〈n〉 (t) and which is narrow enough to fulfill√
〈n2〉bare ≪ 〈n〉ss. A continuous measurement on the
optical cavity provides information on the state of the
mechanical subsystem and allows us to track the diffu-
sive movement 〈n〉 (t) of the mechanical state in phase
space, cf. Fig. 2(a). The measurement results 〈n〉 (t) are
distributed according to the distribution pfluc(n), whose
Fano factor fulfills Ffluc < 〈n〉fluc. Consequently, we make
the following ansatz for the steady-state phonon distri-
bution:
pss(n) =
∫ ∞
0
dn′ pfluc(n
′)pbare(n− n
′) . (9)
The instantaneous Fano factor F (t|n) conditioned on a
measurement result n = 〈n〉 (t) is F (t|n) =
〈
n2
〉
bare
/n
and its average value is
Fcond =
〈
1
n
〉
fluc
〈
n2
〉
bare
. (10)
Comparing this result to the Fano factor obtained from
Eq. (9), we find
Fss ≈ Fcond + Ffluc , (11)
where the corrections are negligible in the limit of large
a phonon-number expectation value 〈n〉fluc. Thus, the
steady-state Fano factor is the sum of the conditional
Fano factor of the mechanical states, which is resolved
by a continuous measurement, and the Fano factor of the
fluctuations of 〈n〉 (t), which smear out this information
in the case of unconditional dynamics. This analytical
result is well confirmed by our numerics.
A continuous measurement on an optomechanical limit
cycle is experimentally feasible with current technology.
Optical homodyne detection on optomechanical systems
is routinely done in experiments [17–19]. The same holds
for the realization of optomechanical limit cycles [8–
10, 29, 30]. To detect a sub-Poissonian mechanical state,
optomechanical state-reconstruction techniques applica-
ble to both the sideband-resolved and the sideband-
unresolved regime are required. A proposal for state-
reconstruction in the sideband-unresolved regime has
been published recently [31]. In the sideband-resolved
regime, several schemes are established and could be
7adapted to this setup [32]. For example, for optome-
chanical state-transfer protocols [6] it could be benefi-
cial to add an auxiliary readout cavity to the system. A
photon-counting measurement scheme has recently been
applied to characterize the properties of a phonon laser
[10]. Hence, the effect discussed in this article could
already be verified in the sideband-resolved regime and
there is a theoretical proposal on how to proceed in the
case of the sideband-unresolved regime.
V. CONCLUSION
In this article we numerically analyzed how homodyne
and photon counting measurements on the optical cavity
output decrease the mean mechanical Fano factor Fcond
of an optomechanical system below the steady-state value
Fss. In the sideband-resolved regime at small mechanical
damping, the steady-state limit cycle is already nonclas-
sical, Fss < 1, such that the additional benefit of a con-
tinuous measurement is small. However, in the sideband-
unresolved regime, the mean Fano factor Fcond is drasti-
cally reduced compared to Fss and the system is found in
a nonclassical mechanical state for a macroscopic fraction
of the observation time. In particular, for typical exper-
imental parameters we observe a large decrease of the
mechanical Fano factor. The effect is robust against im-
perfect detection, but a low effective thermal mechanical
phonon number nph is necessary to observe nonclassical
states.
We conclude that optical continuous measurements are
a promising way to reduce amplitude fluctuations of the
mechanical subsystem not only in the limit of cooling [20–
23], but also for optomechanical limit cycles. This opens
a route to the creation of nonclassical mechanical states
in a new parameter range, namely, outside the sideband-
resolved regime.
ACKNOWLEDGMENTS
We would like to thank M. Grimm for discussions.
Parts of the numerical calculations were performed at
sciCORE scientific computing core facility at University
of Basel [33]. This work was financially supported by the
Swiss National Science Foundation (SNF) and the NCCR
Quantum Science and Technology.
[1] J. D. Teufel, T. Donner, D. Li, J. W. Harlow, M. S.
Allman, K. Cicak, A. J. Sirois, J. D. Whittaker, K. W.
Lehnert, and R. W. Simmonds, Nature 475, 359 (2011).
http://www.nature.com/articles/nature10261
[2] J. Chan, T. P. Mayer Alegre, A. H. Safavi-Naeini,
J. T. Hill, A. Krause, S. Gröblacher, M. As-
pelmeyer, and O. Painter, Nature 478, 89 (2011).
http://www.nature.com/articles/nature10461
[3] J. D. Teufel, T. Donner, M. A. Castellanos-
Beltran, J. W. Harlow, and K. W. Lehn-
ert, Nature Nanotechnology 4, 820 (2009).
https://www.nature.com/articles/nnano.2009.343
[4] T. P. Purdy, R. W. Peterson, and
C. A. Regal, Science 339, 801 (2013).
http://science.sciencemag.org/content/339/6121/801.full
[5] S. Schreppler, N. Spethmann, N. Brahms,
T. Botter, M. Barrios, and D. M.
Stamper-Kurn, Science 344, 1486 (2014).
http://science.sciencemag.org/content/344/6191/1486.full
[6] E. Verhagen, S. Deleglise, S. Weis, A. Schliesser,
and T. J. Kippenberg, Nature 482, 63 (2012).
http://www.nature.com/articles/nature10787
[7] T. A. Palomaki, J. W. Harlow, J. D. Teufel, R. W. Sim-
monds, and K. W. Lehnert, Nature 495, 210 (2013).
http://www.nature.com/articles/nature11915
[8] I. S. Grudinin, H. Lee, O. Painter, and K. J.
Vahala, Phys. Rev. Lett. 104, 083901 (2010).
https://link.aps.org/doi/10.1103/PhysRevLett.104.083901
[9] G. Anetsberger, O. Arcizet, Q. P. Unterreithmeier, R.
Riviere, A. Schliesser, E. M. Weig, J. P. Kotthaus,
and T. J. Kippenberg, Nature Physics 5, 909 (2009).
http://www.nature.com/articles/nphys1425
[10] J. D. Cohen, S. M. Meeneha, G. S. MacCabe, S.
Gröblacher, A. H. Safavi-Naeini, F. Marsili, M. D.
Shaw, and O. Painter, Nature 520, 522 (2015).
http://www.nature.com/articles/nature14349
[11] D. A. Rodrigues and A. D. Armour,
Phys. Rev. Lett. 104, 053601 (2010).
https://link.aps.org/doi/10.1103/PhysRevLett.104.053601
[12] J. Qian, A. A. Clerk, K. Hammerer, and F. Mar-
quardt, Phys. Rev. Lett. 109, 253601 (2012).
https://link.aps.org/doi/10.1103/PhysRevLett.109.253601
[13] P. D. Nation, Phys. Rev. A 88, 053828 (2013).
https://link.aps.org/doi/10.1103/PhysRevA.88.053828
[14] J. D. P. Machado and Ya. M. Blanter,
Phys. Rev. A 94, 063835 (2016).
https://link.aps.org/doi/10.1103/PhysRevA.94.063835
[15] N. Lörch, J. Qian, A. Clerk, F. Marquardt, and
K. Hammerer, Phys. Rev. X 4, 011015 (2014).
http://link.aps.org/doi/10.1103/PhysRevX.4.011015
[16] H. M. Wiseman and G. J. Milburn, Quantum Measure-
ment and Control (Cambridge University Press, Cam-
bridge, 2010).
[17] T. Briant, P. F. Cohadon, M. Pinard, and A.
Heidmann, Eur. Phys. Journ. D 22, 131 (2003).
https://doi.org/10.1140/epjd/e2002-00217-9
[18] K. Iwasawa, K. Makino, H. Yonezawa, M. Tsang,
A. Davidovic, E. Huntington, and A. Furu-
sawa, Phys. Rev. Lett. 111, 163602 (2013).
http://link.aps.org/doi/10.1103/PhysRevLett.111.163602
[19] W. Wieczorek, S. G. Hofer, J. Hoelscher-
Obermaier, R. Riedinger, K. Hammerer, and M.
Aspelmeyer, Phys. Rev. Lett. 114, 223601 (2015).
https://link.aps.org/doi/10.1103/PhysRevLett.114.223601
[20] S. Mancini, D. Vitali, and P. Tombesi,
Phys. Rev. Lett. 80, 688 (1998).
8https://link.aps.org/doi/10.1103/PhysRevLett.80.688
[21] A. C. Doherty and K. Jacobs,
Phys. Rev. A 60, 2700 (1999).
https://link.aps.org/doi/10.1103/PhysRevA.60.2700
[22] A. Hopkins, K. Jacobs, S. Habib, and K.
Schwab, Phys. Rev. B 68, 235328 (2003).
https://link.aps.org/doi/10.1103/PhysRevB.68.235328
[23] D. J. Wilson, V. Sudhir, N. Piro, R. Schilling, A.
Ghadimi, and T. J. Kippenberg, Nature 524, 325 (2015).
http://www.nature.com/articles/nature14672
[24] M. G. Genoni, J. Zhang, J. Millen, P. F. Barker,
and A. Serafini, New J. Phys. 17, 073019 (2015).
http://iopscience.iop.org/article/10.1088/1367-2630/17/7/073019/meta
[25] F. Marquardt, J. G. E. Harris, and S. M.
Girvin, Phys. Rev. Lett. 96, 103901 (2006).
http://link.aps.org/doi/10.1103/PhysRevLett.96.103901
[26] P. E. Kloeden and E. Platen, Numerical solution of
stochastic differential equations (Springer, Berlin Heidel-
berg, 1995).
[27] J. R. Johansson, P. D. Nation, and F. Nori, Com-
puter Physics Communications 183, 1760 (2012).
https://www.sciencedirect.com/science/article/pii/S0010465512000835
[28] R. Rannacher, Numerik 1: Numerik gewöhn-
licher Differentialgleichungen (Heidelberg
University Publishing, Heidelberg, 2017).
http://heiup.uni-heidelberg.de/heiup/catalog/book/258
[29] M. Zhang, G. S. Wiederhecker, S. Manipa-
truni, A. Barnard, P. McEuen, and M. Lip-
son, Phys. Rev. Lett. 109, 233906 (2012).
https://link.aps.org/doi/10.1103/PhysRevLett.109.233906
[30] M. Bagheri, M. Poot, L. Fan, F. Marquardt, and
H. X. Tang, Phys. Rev. Lett. 111, 213902 (2013).
https:/ link.aps.org/doi/10.1103/PhysRevLett.111.213902
[31] F. Shahandeh and M. Ringbauer, arXiv:1709.01135
(2017). https://arxiv.org/abs/1709.01135
[32] M. R. Vanner, I. Pikovski, and M. S.
Kim, Ann. d. Phys. 527, 15 (2015).
http://dx.doi.org/10.1002/andp.201400124
[33] http://scicore.unibas.ch/
