Accurate electromagnetic modeling of complicated optical structures poses several challenges. Optical metamaterial and plasmonic structures are composed of multiple coexisting dielectric and/or conducting parts. Such composite structures may possess diverse values of conductivities and dielectric constants, including negative permittivity and permeability. Further challenges are the large sizes of the structures with respect to wavelength and the complexities of the geometries. In order to overcome these challenges and to achieve rigorous and efficient electromagnetic modeling of three-dimensional optical composite structures, we have developed a parallel implementation of the multilevel fast multipole algorithm (MLFMA). Precise formulation of composite structures is achieved with the so-called "electric and magnetic current combined-field integral equation." Surface integral equations are carefully discretized with piecewise linear basis functions, and the ensuing dense matrix equations are solved iteratively with parallel MLFMA. The hierarchical strategy is used for the efficient parallelization of MLFMA on distributed-memory architectures. In this paper, fast and accurate solutions of large-scale canonical and complicated real-life problems, such as optical metamaterials, discretized with tens of millions of unknowns are presented in order to demonstrate the capabilities of the proposed electromagnetic solver.
INTRODUCTION
Recent developments in parallel implementations of fast algorithms, especially the multilevel fast multipole algorithm (MLFMA) [1] [2] [3] , have enabled the solution of various real-life problems in electromagnetics . Scattering and radiation problems involving large-scale three-dimensional structures can be formulated with surface integral equations and converted into dense matrix equations via discretization. These equations can be solved iteratively and the required matrixvector multiplications are performed efficiently and accurately via MLFMA. With an efficient parallelization of MLFMA, it becomes possible to solve complex problems discretized with hundreds of millions of unknowns on relatively inexpensive computers with distributed-memory architectures.
Realistic problems often involve composite structures with multiple dielectric and/or metallic parts. Using the equivalence theorem, such a composite problem involving a complicated structure can be decomposed into subproblems, where unknowns are equivalent surface currents defined at boundaries separating different regions. Various surface formulations can be derived by combining boundary conditions. The electric and magnetic current combined-field integral equation (JMCFIE) [24] [25] [26] [27] [28] [29] [30] is one of the suitable formulations for composite structures. This formulation can be discretized with the conventional Rao-Wilton-Glisson (RWG) functions [31] on planar triangles, leading to well-conditioned matrix equations that can be solved iteratively via MLFMA.
Parallelization of MLFMA is not trivial due to the complicated structure of this algorithm. Recent efforts have mainly focused on increasing the parallelization efficiency and the size of problems that can be solved [4] [5] [6] [7] [8] [9] [13] [14] [15] [16] [17] [18] [19] , while less attention has been paid to material properties of objects [10] [11] [12] [20] [21] [22] [23] . The aim of this paper is to present a parallel implementation of MLFMA for composite structures with diverse material properties. We extend the hierarchical strategy, which was originally developed for perfect electric conductors (PECs) [7, 13] and recently applied to homogeneous dielectric objects [21] [22] [23] , to composite structures with coexisting multiple dielectric and/or metallic parts. We demonstrate the capabilities of the extended implementation on large-scale canonical problems (such as layered spherical structures) and real-life objects with complicated geometries (such as optical metamaterials with plasmonic regions, which are commonly modeled with volume formulations in the literature).
Section 2 contains details of the implementation, including formulations with JMCFIE, discretization, and iterative solutions via parallel MLFMA. Numerical examples are presented in Section 3, followed by our concluding remarks in Section 4.
PARALLEL IMPLEMENTATION OF MLFMA
We consider the solution of electromagnetics problems involving composite objects with multiple dielectric and/or metallic parts. Let the three-dimensional space D be divided into U 1 homogeneous regions as
where D 0 is the background medium (free space in this paper) containing other regions and extending to infinity. A region D u for u ≠ 0 may consist of multiple unconnected bodies with the same material properties. Time-harmonic electromagnetic sources with e −iωt time dependence are used for excitation.
A. Surface Integral Equations
Consider a homogeneous region D u that is characterized by a complex permittivity ϵ u ϵ 0 ϵ r;u and a complex permeability μ u μ 0 μ r;u , where ϵ r;u and μ r;u are the relative permittivity and permeability, respectively. The integro-differential operators associated with this region can be written as
where PV indicates the principal value of the integral, S u is the surface or a set of surfaces bounding the region (that will be called "the surface of the region" in the rest of the paper),
denotes the homogeneous-space Green's function, and
is the wavenumber. Testing the boundary condition for the electric field on the surface of the region, tangential and normal forms of the electric-field integral equation (T-EFIE and N-EFIE) are derived as −n ×n× n×
where E inc u is the incident electric field created by external sources located inside the region. According to this conventional naming scheme [25] , the terms "tangential" and "normal" describe the testing strategy rather than the tested component. Even though only the tangential component is tested in both cases, it is tested directly and rotationally in the tangential and normal integral equations, respectively.
Similarly, testing the boundary condition for the magnetic field, tangential and normal forms of the magnetic-field integral equation (T-MFIE and N-MFIE) are derived as −n ×n× n× η
where H inc u is the incident magnetic field created by external sources located inside the region. In (6) and (7), r ∈ S u is the observation point,n is the oriented unit normal vector, Ω u ∈ 0; 4π is the solid angle, η u μ u p ∕ ϵ u p is the intrinsic impedance of the region, and J n × H and M −n × E are the equivalent electric and magnetic currents, respectively. If the observation point is on a PEC surface, the magnetic current (M) is set to zero.
B. Formulation with JMCFIE
For a given problem, the basic integral equations, namely, T-EFIE, N-EFIE, T-MFIE, and N-MFIE defined in Eqs. (6) and (7), can be combined in many ways to derive different formulations. Among various formulations, JMCFIE is worth noting as a stable formulation that is free of internal resonances and suitable for composite structures [24] [25] [26] [27] [28] [29] [30] . JMCFIE can be written as
where α ∈ 0; 1 is a combination parameter that is set to 0.5 in this paper. Depending on the problem and its discretization, the choice of this parameter can be critical in terms of accuracy and efficiency since it defines the relative contributions of the tangential and normal integral equations in JMCFIE. Favorable properties of JMCFIE over other integral-equation formulations for penetrable objects, including those with negative permittivity and permeability, are extensively discussed in [26, 29, 30] .
C. Discretization of JMCFIE Simultaneous discretizations of JMCFIE and surfaces using a set of RWG functions on planar triangles lead to 2N × 2N matrix equations in the form of
where
and
Matrix elements in (10) can be interpreted as electromagnetic interactions between discretization elements, i.e., basis and testing functions. Consider the nth basis function b n and the mth testing function t m . Their interactions through a penetrable region D u can be nonzero only if they are located partially or entirely on the surface of the region. Then,
Also, if the basis function is not located on a PEC surface,
Similarly, if the testing function is not located on a PEC surface,Z
Finally, if both of the basis and testing functions are not located on PEC surfaces,
Basis and testing functions located on PEC surfaces lead to zero matrix elements in some of the partitions. For nonzero interactions associated with a region D u , the discretized operators are defined as
where S um is the spatial support of the mth testing function on the surface of D u , t ×n m t m ×n, and γ un 1 and γ um 1 represent the orientations of the basis and testing functions with respect to the surface of the region [32] .
Let external sources exist in a penetrable region D u . The incident electromagnetic fields created by these sources are tested by the mth testing function (that is located on the surface of the region) as
If the testing function is not located on a PEC surface,
As a common practice, in the host region D 0 that extends to infinity, incident fields can be defined as plane waves without any source region.
D. Iterative Solutions with MLFMA
Matrix equations derived from JMCFIE can be solved iteratively, where the required matrix-vector multiplications are performed as y
In (25),Z ab NF;u andZ ab FF;u for a 1, 2 and b 1, 2 represent near-field and far-field interactions, respectively, associated with a region D u . We use the one-box-buffer scheme [33] to define near-field and far-field interactions. Near-field interactions, which are between closely located basis and testing functions, are combined in a single sparse matrix with ON nonzero elements. Hence, (25) can be rewritten as
whereZ ab NF for a 1, 2 are calculated directly and stored in memory to be used multiple times during an iterative solution. On the other hand, far-field interactions are performed efficiently using the factorization and diagonalization of the Green's function, as described in the next subsection.
E. Far-Field Interactions
For each penetrable region D u , a tree structure of L u levels is constructed by placing the surface of the region in a cubic box and recursively dividing it into subboxes. If L u ≥ 3, a sequence of aggregation, translation, and disaggregation stages is carried out for each matrix-vector multiplication in the form of
for a 1, 2 and b 1, 2. The aggregation stage is performed from the lowest level (l 1) to the highest level involving translations, i.e., l L u − 2. The radiated field of a box C at the lowest level with respect to a reference point r C is calculated as
where the radiation pattern of the nth basis function is defined as
In (29),Ī 3×3 is the 3 × 3 unit dyad and
can be interpreted as a Fourier transform, where S un is the spatial support of the basis function on the surface of D u . Note that, if b 2, basis functions on PEC surfaces have no contribution in (28) . For a box C at a higher level,
is the diagonal shift operator. In the translation stage, radiated fields are converted into incoming fields between boxes. The incoming field for a box C is defined as
where FfCg represents the far-zone list of C, and
is the diagonal translation operator [34] for r rr. In (34), h 1 t is the spherical Hankel function of the first kind, P t is the Legendre polynomial, and T u is the number of terms that can be determined by the excess bandwidth formula [3, 33] . In the disaggregation stage, total incoming fields are calculated from level l L u − 2 to l 1. The total incoming field for a box C is the sum of incoming fields due to translations and the incoming field from its parent box, i.e.,
where C ∈ C 0 . At the lowest level, total incoming fields are received by testing functions as 36) for t m ∈ C. Note that, if a 2, the value of (36) is set to zero for testing functions on PEC surfaces. If (36) is nonzero, the receiving pattern of the mth testing function depends on the partition, i.e.,
For real values of k u and using a Galerkin discretization with real-valued basis and testing functions,
where "" represents the complex-conjugate operation.
F. Sampling and Interpolation
Consider a tree structure of L u levels associated with a region D u . At level l 1, 2, L u − 2, radiated and incoming fields are sampled at S ul Ok 2 u a 2 l angular directions, where a l is the box size. We choose samples regularly spaced in the ϕ direction and apply the Gauss-Legendre quadrature in the θ direction [34] . Note that radiation and receiving patterns of basis and testing functions are sampled according to the lowestlevel sampling scheme and they are stored in memory to be used multiple times during iterations. Translation operators at all levels are also sampled and stored in memory before iterative solutions.
Since the sampling rate depends on the box size as measured by wavelength, radiated and incoming fields are sampled at diverse rates from level to level of a tree structure. Hence, interpolations are required during the aggregation and disaggregation stages to match the different sampling rates of consecutive levels. We employ a sequence of 1-D local Lagrange interpolation methods [35] , leading to O1 computational complexity per sample. As commonly practiced in the literature, interpolations during the disaggregation stage are replaced with adjoint interpolations (anterpolations) to improve the accuracy without sacrificing the efficiency [36] .
If the surface of the region D u is discretized with a total of N u unknowns, the associated tree structure has Olog N u levels. The time and memory costs of MLFMA, which correspond to the total number of field samples, are ON u per level, leading to ON u log N u overall complexity.
G. Parallelization
Consider the parallelization of a tree structure associated with a region D u . At level l 1, 2, L u − 2, there are N ul boxes and S ul samples per box. In general, the number of boxes and the number samples balance each other, i.e., the cost per level N ul S ul is almost constant and it is ON u independent of the index of the level. Let the tree structure be parallelized into P processes. At level l, a process p ∈ f1; 2; ...; Pg is assigned to N p ul boxes and S p ul samples. Using the hierarchical strategy, N p ul ≈ N ul ∕P N and S p ul ≈ S ul ∕P S , where P N and P S P∕P N are determined by load-balancing algorithms. For easier implementations, we assume that the numbers of boxes and sample partitions (hence the number of processes) are powers of two, i.e., P N 2 v , P S 2 w , and P 2 vw for v, w ≥ 0.
In order to facilitate operations in the aggregation stage, intermediate levels l 1∕2 are defined for l 1; 2; ...; L l − 3. For an aggregation from level l to level l 1, locally available boxes at the intermediate level l 1∕2 are traced one by one. If field samples are partitioned at the lower level (l), interpolations may require exchange of samples between processes. These are called vertical communications and they are between neighboring processes that are assigned to different samples of the same set of boxes. Following each vertical communication, the inflated data is interpolated and shifted as usual to compute the radiated field of the parent box at the intermediate level (l 1∕2). After all boxes at the intermediate level are considered, data exchanges, namely diagonal communications, may be required between pairs of processes if the partitioning of boxes and field samples is different at the higher level (l 1). Note that intermediate levels are defined particularly to prepare and store data before these data exchanges (see [13] for a detailed discussion on intermediate levels).
During the translation stage, intraprocess translations that are between locally available boxes are performed in each process. These translations are followed by interprocess translations, which are between those boxes located in different processes so that communications are required. Specifically, each process is paired with P N processes to perform interprocess translations via communications. These are called horizontal communications and they are between those processes (not necessarily neighboring) that are assigned to the same set of samples of different boxes. Once a pairing is established, all levels and boxes at these levels are traced to transfer the required radiated fields from the sender process to the receiver process and converting them into incoming fields on the receiver side.
Parallelization of the disaggregation stage is very similar to but reverse of that of the aggregation stage. After diagonal communications take place to obtain data for an intermediate level, incoming fields are shifted and anterpolated. For each box at the lower level, samples obtained by an anterpolation operation are deflated via vertical communications and superposed with the corresponding samples of incoming fields due to translations. At the end of the disaggregation stage, each process performs receiving operations as defined in (36) using the locally available data at the lowest level to obtain a part of the output vector.
NUMERICAL EXAMPLES
In this section, we present electromagnetic simulations involving large-scale composite objects. For numerical solutions, the parallel implementation detailed in Section 2 is employed on 64 processes of a cluster of Intel Xeon Nehalem processors with 2.80 GHz clock rate. Matrix-vector multiplications are performed by MLFMA with two digits of accuracy, i.e., all matrix elements are computed with maximum 1% error [18] . Iterative solutions are performed by the biconjugategradient-stabilized (BiCGStab) algorithm [37] accelerated with block-diagonal preconditioners [26] , and the target residual error for the convergence is set to 0.005. Figure 1 presents solutions of electromagnetics problems involving a spherical composite object. A metallic sphere of radius 50 μm (core) is placed inside a dielectric sphere of radius 100 μm (shell). The core is modeled as a PEC, whereas the shell is lossless dielectric with a relative permittivity of 2. The object is illuminated by a plane wave propagating in the z direction with the electric field polarized in the x direction at three different frequencies, i.e., 48, 96, and 192 THz. At these frequencies, discretizations of the object with the RWG functions on λ 0 ∕10 triangles lead to matrix equations involving 3,278,208, 13,112,832, and 52,451,328 unknowns, respectively. Figure 1 depicts the bistatic scattering cross section (SCS) values in dBμms on the z-x plane with respect to the bistatic angle from 0°(forward-scattering direction) to 180°(backscattering direction). Computational values obtained by using MLFMA are compared with those obtained via analytical Mie-series solutions. It can be observed that the computational values agree very well with the analytical results. Table 1 lists the number of iterations, total time (including setup and iterative solutions), total peak memory, and root-mean-square (RMS) error in the computational SCS values with respect to the analytical values. The RMS error is less than the target 1% error at all frequencies, demonstrating the controllable accuracy of the implementation. For this accuracy, the largest problem discretized with more than 50 million unknowns is solved in less than 15 h using approximately 400 GB total peak memory. Figure 2 presents solutions of electromagnetics problems involving spherical composite objects with various material properties. As in the previous problems, a sphere of radius 50 μm (core) is placed inside another sphere of radius 100 μm (shell). The frequency is fixed to 96 THz and three different cases are considered:
1. The core is lossy dielectric with a relative permittivity of 20 0.2i, whereas the shell is lossless dielectric with a relative permittivity of 10.
2. The core is plasmonic with a relative permittivity of −2 i, whereas the shell is lossy dielectric with a relative permittivity of 4 0.01i.
3. The core has a double-negative property, i.e., its relative permittivity and relative permeability are −10 i and −1, respectively. The shell is lossless dielectric with a relative permittivity of 2.
Each object is illuminated by a plane wave propagating in the z direction with the electric field polarized in the x direction. Discretizations lead to matrix equations involving 13,112,832 unknowns. As an important advantage of using surface formulations, we do not need to refine the discretization as the contrast of the object increases. Specifically, the triangle size is fixed to λ 0 ∕10, where λ 0 is the wavelength in the host medium that contains the excitation. The same discretization can be used for higher contrasts, provided that integrals on triangles are carried out accurately and geometric deviations due to planar modeling of smooth surfaces are negligible. Figure 2 depicts the bistatic SCS values in dBμms on the z-x plane with respect to the bistatic angle from 0°(forward-scattering direction) to 180°(backscattering direction). Similar to previous examples, computational values obtained by using MLFMA agree very well with those obtained via analytical Mie-series solutions. Table 2 lists more quantitative information on the efficiency and accuracy of solutions. The total time is correlated with the number of iterations, which directly depends on the problem, e.g., medium parameters. In addition, it is clearly visible that the processing time and total peak memory used for a problem increase as the absolute value of the permittivity (hence the wavenumber) increases, since more samples are required for the radiated and incoming fields to compute far-field interactions. Finally, computations of near-field interactions require more time for larger wavenumber values due to more oscillatory integrands over basis and testing domains, leading to further increase in the total processing time. Despite those significant variations in the computational cost, Table 2 shows that the RMS error is consistently below 1% in all three solutions. Figure 3 presents a metamaterial structure designed for negative refraction at optical frequencies, similar to those in [38, 39] . A total of 101 × 101 rectangular rods are placed inside a dielectric box located at the origin. The size of each rod is 0.06 μm × 0.06 μm × 1.8 μm, while the size of the box (hence the overall structure) is 12.18 μm × 12.18 μm× 1.92 μm. The structure is investigated at 417 THz, where its discretization leads to matrix equations involving 8,216,880 unknowns. The rods are plasmonic with a relative permittivity of −8 i whereas the enclosing box is lossy with a relative permittivity of 1.2 0.1i. The structure is excited with electromagnetic beams created by Hertzian dipoles located at x d ; y d ; z d −1.2 1.5i; 0; 3.36 − 3i μm in complex coordinates [40] . Two different polarizations are considered:
1. The dipole moment of the Hertzian dipole is in θ d ; ϕ d 90°; 90° direction. Hence, the created beam has a θ-polarized magnetic field on the z-x plane.
2. The dipole moment of the Hertzian dipole is in θ d ; ϕ d 63°; 0 direction. Hence, the created beam has a y-polarized magnetic field on the z-x plane. For this polarization, the metamaterial is expected to demonstrate negative refraction [38, 39] .
In both cases, the beam propagates in θ inc ; ϕ inc ≈ 153°; 0 direction. Using 400 GB peak memory, the total processing time, including the setup and two iterative solutions (a total of 190 iterations), is less than 14 h. Figure 4 depicts the total electric field in the vicinity of the metamaterial on the z-x plane. The beams, which are originated at blue lines in Fig. 4 , are placed carefully such that the electric field on the input side (top) of the metamaterial slab is maximum at around x 0. Then, by measuring the electric field on the output side and finding the location of the maximum and its shift with respect to x 0 (shown with small arrows in Fig. 4) , we are able to determine the properties of the refraction. Specifically, for the first polarization, the beam is shifted by approximately 0.6 μm in the positive x direction. For the second polarization, however, the beam is shifted by approximately 0.75 μm in the negative x direction, which can be interpreted as a negative refraction. These numerical results are consistent with theoretical and experimental findings [38, 39] , i.e., the metamaterial exhibits negative refraction depending on the polarization.
CONCLUDING REMARKS
This paper presents a parallel implementation of MLFMA for composite structures involving multiple dielectric and metallic parts. The implementation is based on
• surface formulations with JMCFIE, • discretizations with the RWG functions, • iterative solutions with MLFMA, • and parallel solutions using the hierarchical partitioning strategy. Capabilities of the implementation are demonstrated on large-scale electromagnetics problems involving canonical and complicated geometries. We show that the implementation enables accurate and efficient solutions of composite problems that may be difficult to analyze with other methods in the literature. 
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