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Introduction
Proteins can be regarded as among the most important elements in the process of life; they can be grouped into different families according to the sequential or structural similarities. The close relationship between protein sequence and structure plays an important role in current analysis and prediction technologies. Therefore, understanding the hidden knowledge between protein structures and their sequences is an important task in modern bioinformatics research. The biological term 'sequence motif' denotes a relatively small number of functionally or structurally conserved sequence patterns that occur repeatedly in a group of related proteins. These motif patterns may be able to predict the structural or functional area of other proteins, such as enzyme-binding sites, DNA or RNA binding sites, prosthetic attachment sites etc.
PROSITE (Hulo et al., 2004) , PRINTS (Attwood et al., 2002) , and BLOCKS (Henikoff et al., 1999) are three of the most popular motif databases. PROSITE sequence patterns are created from observation of short conserved sequences. Analysis of 3-D structures of PROSITE patterns suggests that recurrent sequence motifs imply common structure and function. Fingerprints from PRINTS contain several motifs from different regions of multiple sequence alignments, increasing the discriminating power to predict the existence of similar motifs because individual parts of the fingerprint are mutually conditional. Since sequence motifs from PROSITE, PRINTS, and BLOCKS are developed from multiple alignments, these sequence motifs only search conserved elements of sequence alignment from the same protein family and carry little information about conserved sequence regions, which transcend protein families (Zhong et al., 2005) .
The commonly used tools for protein sequence motif discovery include MEME (Bailey and Elkan, 1994) , Gibbs Sampling (Lawrence et al., 1993) , and Block Maker (Henikoff et al., 1995) . Some newer algorithms include MITRA (Eskin and Pevzner, 2002) , ProfileBranching (Price et al., 2003) , and generic motif discovery algorithm for sequential data (Jensen et al., 2006) . Users are asked to give several protein sequences, normally presented in the FASTA format, as the input data while using these tools. Again, sequence motifs discovered by the above methods may carry little information that crosses family boundaries because the size of the input dataset is limited. Han and Baker (1998) have used the K-means clustering algorithm to find recurring protein sequence motifs which transcend protein family boundaries. They randomly choose a set of points as the initial centroids. In order to improve their work, Zhong et al. (2005) proposed an improved K-means clustering algorithm to obtain initial centroid locations more wisely. Due to the fact that the performance of K-means clustering is very sensitive to initial point selection, the experiment of Zhong et al. (2005) shows improved results. The main reason that the above authors used K-means instead of some other more advanced clustering technology is the extremely large input dataset. Since K-means is known for its efficiency, other clustering methods with higher time and space costs may not be suitable for this task. To overcome the high computational cost caused by a huge input dataset, we propose two granular computing models (FIK and FGK models) that utilise the FCM clustering algorithm to divide the whole data space into several smaller subsets and then apply advanced versions the of K-means clustering algorithm to each subset to discover relevant information.
Section 2 gives the description of granular computing techniques, including two novel improved K-means clustering algorithms and two granule computing models. Section 3 explains how we set up the experiment. Section 4 shows the experimental results with the comparison of execution time, quality of sequence motif information and a new format to present the motifs. The last two sections, Sections 5 and 6, describe our future works and draw conclusions.
Granular computing techniques

Zhong's improved K-means clustering algorithm
This method is proposed by Zhong et al. (2005) to overcome the potential problem of random initialisation in original K-means clustering algorithm. It is a greedy initialisation method that tries to choose suitable initial points so that final partitions can represent a more consistent and accurate result. In this method, the original random K-means clustering algorithm is performed five times. In each round, initial points that have the potential to form a cluster with high structural similarity (>65%) are chosen for the improved K-means clustering algorithm. Each time a new potential initial centre is chosen, a minimum distance strategy is applied to make sure that each initial centroid is different from another: The distances between the new point and all points that have already been selected in the initialisation array are calculated. If all distances are greater than the predefined threshold distance, this point will be included in the initialisation array; otherwise, this point is discarded and another potential initial centroid is tried until the desired number of centroids is chosen.
Our improved K-means clustering algorithm
Based on Zhong's improved K-means clustering algorithm, we perform several modifications and create two novel clustering K-means clustering algorithms and present them in Sections 2.3 and 2.4 (Chen et al., 2006a (Chen et al., , 2006b . In order to obtain a more global result, we collect five K-means results and then select the initial centroids which not only have the potential to form the highly structural similarity clusters (>60%) but also recurrently appear for at least three times. While selecting those potential initial centroids, as long as they meet the criteria mentioned above, we do not check the distance with other selected initial seeds. However, due to the recurrently appearing centroids limitation, we may not collect all initial points by this method. We usually obtained one third to half the starting centres of the information granules required and get the other initial centroids randomly with a distance check: each time a new potential initial centre is chosen, its distance is checked against all points that are already selected in the initialisation array. If the minimum distance of a new point between all existed centroids is greater than the predefined threshold distance, this point will be included in the initialisation array as a new centroid; Otherwise, this new point is too close with existing centroids and should be discarded. Results with different predefined distance thresholds are given in Section 4.
New greedy K-means clustering algorithm
Our greedy initialisation method for K-means clustering is similar to the method of Zhong et al. (2005) , but greedier. Due to the fact that the centroids in higher quality clusters have the potential to generate better clusters in the sixth round, we divide our selection procedure into five steps: initially gathering centroid seeds belonging to clusters with structural similarity greater than 80% and then proceeding with 75%, 70%, 65% and 60%. The minimum distance strategy mentioned in Zhong's approach also applies to this method. Results with different predefined distance thresholds are given in Section 4. Compared with our improved K-means algorithm mentioned in Sub-section 2.3, this method can gather more initial seeds. If we set minimum distance measurement to 250 while gathering initial seeds for the sixth round, we can always obtain more centroids than the number we need. Therefore, in this case, we only collect initial seeds until the amount is met and discard the remaining. However, if the distance measurement threshold is set to 350, sometimes the number of initial centroids acquired is not enough. In this case, we use a random method with minimum distance 800 to choose the rest of required centroids.
Novel granular computing models
Granular computing represents information in the form of aggregates, also called 'information granules' (Lin, 2002; Yao, 2001) . For a huge and complicated problem, it uses the divide and conquer concept to split the original task into several smaller subtasks to save time and space complexity. Also, in the process of splitting the original task, it comprehends the problem without including meaningless information. As opposed to traditional data-oriented numeric computing, granular computing is knowledge-oriented (Yao, 2001; Tang et al., 2005) .
Although two new improved K-means clustering algorithm have been proposed, if we apply them to the protein sequence dataset we have, it take days, even weeks, to finish the computation. As a result, we adapt the concept of granule computing to facilitate the execution time and improve the quality of the final results.
In this paper, two granular computing based models called "Fuzzy-Improved-K-means model" (FIK model) and "Fuzzy-Greedy-K-means model" (FGK model) are proposed in this work. These models work by building a set of information granules by FCM and then applying our new greedy K-means clustering algorithm to obtain the final information. Major advantages include reduced time-and space-complexity, filtered outliers, and higher quality granular information results. We present comparative results with Zhong et al. (2005) in Section 4 of this paper. Figure 1 shows the sketch of the models. At the first stage, all of the data segments are clustered by FCM into several 'Information granules' by a membership threshold cut. (We used 'M' to indicate the number of information granules in Figure 1 .) Since the FCM has the ability to assign one data segment to more than one cluster, each information granule has a soft margin. Based on the fact that if data segments do not belong to the same information granule, they have almost no chance to belong to the same cluster; therefore, we only need to deal with one information granule at a time. Since for each cluster centre we only need to compute the distance with the data segments within the same information granule, instead of all data segments, we reduce a lot of computation and execution time. After the first step, in each functional granule, either new improved K-means clustering or greedy initialisation K-means clustering is performed. If the new greedy clustering algorithm is chosen, the model is referred to as the FGK model; otherwise, it is called the FIK model. At the final stage, we join the information generated by all granules and obtain the final sequence motif information.
Experiment setup
Dataset
The dataset used in this work includes 2710 protein sequences obtained from Protein Sequence Culling Server (PISCES) (Wang and Dunbrack, 2003) . No sequence in this database shares more than 25% sequence identity. Sliding windows with nine successive residues are generated from protein sequence. Each window represents one sequence segment of nine continuous positions. More than 560,000 segments are generated by this method. The frequency profile from the HSSP (Sander and Schneider, 1991) is constructed based on the alignment of each protein sequence from the Protein Data Bank (PDB) where all the sequences are considered homologous in the sequence database. We also obtained secondary structure from DSSP (Kabsch and Sander, 1983) , which is a database of secondary structure assignments for all protein entries in the PDB.
Representation on sequence segment
The sliding windows with nine successive residues are generated from protein sequences. Each window corresponds to a sequence segment, which is represented by a 9 × 20 matrix, plus nine additional corresponding secondary structure information obtained from DSSP. Twenty rows represent 20 amino acids and nine columns represent each position of the sliding window. For the frequency profiles (HSSP) representation for sequence segments, each position of the matrix represents the frequency for a specified amino acid residue in a sequence position for the multiple sequence alignment. DSSP originally assigns the secondary structure to eight different classes. In this paper, we convert those eight classes into three based on the following method: H, G and I to H (Helices); B and E to E (Sheets); all others to C (Coils).
Distance measure
According to Zhong et al. (2005) and Han and Baker (1998) , the city block metric is more suitable for this field of study since it will consider every position of the frequency profile equally. The following formula is used to calculate the distance between two sequence segments Han and Baker (1998) :
where L is the window size and N is 20 which represent 20 different amino acids.
is the value of the matrix at row i and column j used to represent the sequence segment. F c (i, j) is the value of the matrix at row i and column j used to represent the centroid of a give sequence cluster.
Structural similarity measure
Cluster's average structure is calculated using the following formula:
where ws is the window size and P i,H shows the frequency of occurrence of helix among the segments for the cluster in position i. P i,E and P i,C are defined in a similar way. If the structural homology for a cluster exceeds 70%, the cluster can be considered structurally identical (Sander and Schneider, 1991) . If the structural homology for the cluster exceeds 60% and is lower than 70%, the cluster can be considered weakly structurally homologous (Zhong et al., 2005) .
Novel HSSP-blosum 62 measure
BLOSUM62 (Henikoff et al., 1992 ) is a scoring matrix based on known alignments of diverse sequences. By using this matrix, we may access the consistency of the amino acids appearing in the same position of the motif information generated by our method. Because different amino acids appearing in the same position should be close to each other, the corresponding value in the BLOSUM62 matrix will give a positive value. Hence, the measure is defined as the following:
If k = 0 or 1 Then HSSP-BLOSUM62 measure = 0 Else: HSSP-BLOSUM62 measure =
k is the number of amino acids with frequency higher than a certain threshold in the same position (in this paper, 8% is the threshold). HSSP i indicates the percent of amino acid i to be appeared. BLOSUM62 ij denotes the value of BLOSUM62 on amino acid i and j. The higher HSSP-BLOSUM62 value indicates more significant motif information.
To the best of our knowledge, this is the first time that HSSP and BLOSUM62 are combined and used as an evaluation method.
Parameter setup
In the previous work, Zhong et al. (2005) carefully chose 800 as the number of clusters based on their experience and experiment. In order to compare with their results, we use the same number. In our work, 799 clusters are discovered. For the FCM clustering, the fuzzification factor is set to 1.05 and the number of clusters is equal to ten. It is our best setup based on our trial-and-error results. Since our whole dataset includes more than 5,40,000 data and each data contains 180 dimensions, the most common m value (m = 2) is not suitable in our research. Even when m = 1.1, the whole dataset cannot be separate because the membership value for every data equals close to 0.09 or 0.1. Therefore, we need to set m = 1.05 to generate a satisfactory set of results separating the dataset. The reason we set the number of clusters for FCM to ten is due to the physical limitation of computers. We tried to set the cluster to 15 or 20, but under these conditions, the fuzzifier value needs to be decreased further in order to have an identifiable membership value. When the fuzzifier value equals 1.05, it indicates that every number needs a power of 20 operations. If we further decrease the value of 'm', overflow occurs. In order to separate information granules from FCM results, the membership threshold is set to 13%. Using this value, we filter out around 15% outliers from the dataset and assign the rest of the data to one or more clusters. Since we divide the whole dataset into ten smaller information granules, the lowest threshold should be 10%. We tried the threshold from 11% to 15% and realised that 13% is the most suitable one; otherwise, each information granule contains too many or too few members compared to the final results presented in the paper. In the end, each data segment assigns to an average of 1.6 clusters. The function that decides how many numbers of clusters should be in each information granule is given below:
where C k denotes the number of clusters assigned to information granule k. n k is the number of members belonging to information granule k. m is the number of clusters in FCM. Table 1 summarises the results from FCM. Although the total data size increased from 413 MB to 529 MB and the total number of members increased from 562745 to 721390, we only deal with one information granule at a time. Therefore, we achieved the goal of reduced space-complexity. 
Initial centroids of FIK and FGK setup
As mentioned before, the FGK model has the ability to obtain more initial centroids by a greedy strategy than the FIK model. While modifying the distance threshold, the FGK model may acquire a different number of initial centroids. Table 2 shows the number of initial centroids obtained from improved tactics in both FIK and FGK models. The first column shows the FIK and FGK model with different parameters. Column 2-11 gives the number of initial centres that can be generated by improved strategies for the corresponding information granule. 
Hardware and software information
All codes in this paper are written in Python which is a dynamic object-oriented programming language, and executed under Microsoft Windows XP Command Prompt (simulated DOS environment). All time comparison results came from the same machine which contains a Pentium 4 CPU 1.7 GHz with 1 GB memory.
Experimental results
Comparison of execution time
In Table 3 , the average K-means execution time for all information granules and the original dataset is given in the left column. On the right part of the Table 3 , a graph that compares the average execution time for all methods mentioned in this paper is shown. From the graph, 'K-means' represents the average execution time for applying the original K-means algorithm on the intact dataset once. "K-means on FCM separated data" gives the average run time for executing original K-means algorithm on the information granules obtained by FCM clustering. The total execution time shown for "K-means on FCM separated data" on the informational granules, plus the time required by FCM clustering algorithm (1,54,899 s). The third method, "Improved K-means" created by Zhong et al. (2005) , requires the original K-means to be executed five times and the sixth iteration to obtain the result. Without discussing the trivial details, their method requires six iterations of the K-means clustering algorithm on the original dataset. Therefore, the value shown on the graph equals the 'K-means' value times six. The last method, "FIK and FGK model", is the model presented in this paper. The method to compute the total required time is similar to Zhong's method: the sum of execution time on all information granules times six plus one iteration time required by FCM. Granule 3 13680
Granule 4 12771
Granule 5 46230 Granule 6 53430
Granule 7 83
Granule 8 6072
Granule 9 107
Total 231720
Original dataset 1285928
By comparing the execution times, our model requires only 20% of Zhong's approach and almost equals the time needed by original K-means clustering on the whole dataset for one round. This result shows that the granular computing model really decreases the time-complexity of this task.
Sequence motifs quality comparison
In Table 4 , the novel HSSP-BLOSUM62 measure and average percentage of sequence segments belonging to clusters with high structural similarity for different methods are given. All numbers and standard deviation are obtained from five runs of each setting. The first column shows the different methods with different parameters. 'Traditional' refers to the original K-means algorithm applied to the whole dataset. Due to the difference of dataset and window size between ours and (Zhong et al., 2005) , we cannot set exactly the same parameters to obtain the comparable results. However, according to the conclusion in Zhong et al. (2005) , a higher minimum distance limitation among initial centroids may yield better quality results. Therefore, we start to simulate their results by collecting initial points which have the ability to generate clusters with structure similarity higher than 60% and maximise the minimum distance check threshold. 'Zhong-60-1020 ' indicates that we collect the initial points that generate clusters having higher than 60% structural similarity and the minimum distance check threshold equals 1020. If we set the distance threshold higher than 1020, we cannot gather all 800 initial centroids from five iterations of traditional K-means. Since all improved K-means methods that we obtained in this paper are based on five runs of original K-means, we believe the comparison is fair. In addition, the improvement is similar to the results of Zhong et al. (2005) . ' are defined in same manner. If we set structural similarity threshold up to 63%, the total number of qualified clusters is already less than 800. As a result, "Zhong-63-distance" or higher can not be performed. 'FCM-K-means' indicates the original K-means clustering method applied to information granules generated by FCM. The 'FIK model 800' shows that the dataset is computed using the FIK model, resulting in a distance of at least 800 between the initial centroids generated by improved tactics and the other centroids generated randomly. The 'FIK model 1000', the 'FIK model 1200' and the 'FIK model 1350' are defined similarly. The "FIK model 0" indicates that the initial centroids' location generated by the improved mechanism are the same as all other FIK models but there is no distance check criteria for those generated at random. Table 4 gives the average percentage of sequence segments belonging to the cluster with structural similarity greater than 60%. Similarly, the third column contains the average percentage of the clusters with structural similarity higher than 70%. In order to generate a more manageable view of our large set of results, we select the 'Zhong-61-985', the 'FIK Model 800', and the 'FGK Model 250' as representatives for Zhong's simulation, the FIK Model and the FGK Model results. The results of Table 4 and Figures 2-4 reveal that the quality of clusters improved dramatically by applying granular computing techniques which utilise FCM to separate the whole dataset into several information granules. The results of FCM-K-means indicates that the average percentage of clusters with structural similarity greater than 60% are increased more than 11%, which translates to more than 90 meaningful sequence motifs that cannot be found by traditional methods but are discovered by our granular approach. Also, the HSSP-BLOSUM62 measurement increasing from 0.254 to 0.359 indicates that the motif information is more consistent and meaningful. The quality of clusters obtained by Zhong's method increased around 5-6% in structural similarity greater than 60%, which matches their results. Compared with the earlier work (Zhong et al., 2005) , we improved the structural similarity of clusters more than 10% in all models, while their best work increased only from 25.82% to 31.71%. For the FIK model, the improved K-means clustering algorithm also plays an important role. Although the percentage of structural similarity greater than 60% increases only 2-3% of the structural similarity by comparing with FCM-K-means, the improved K-means algorithm can capture a more global result than the original one. Because of the centroids that formed, recurring high quality clusters may not always be chosen at random and could cause the information to be lost. 'FIK Model 0' and 'FIK Model 800' perform better using the same model, the structural similarities as well as the HSSP-BLOSUM62 measure are all above average. However, due to omitting the threshold check while choosing the new random centroids, the quality of the clusters is not as stable as model 800. This can be seen using the standard deviation provided in Table 4 . The percentage of clusters with structural similarity higher than 70% is slightly improved in the first three FIK models. However, once the distance threshold is set too high, the clustering results suffer from both wasting too much time in choosing centroids and choosing outliers as initial centroids; the 'FIK model 1400' is a good example of this. For small information granules (granule 7 and granule 9), they could not find initial candidates under the 1400 distance measure threshold; we applied 1350 instead. For 'FGK model 250', although the measurement of HSSPBLOSUM62 decreased slightly, the result achieves the highest percentage (42.77%) of clusters with high structural similarity among all methods. It indicates that the greedy initialisation method can reveal some hidden motif information that the traditional one cannot. By comparing the result generated by the FIK model and the FGK model, we realised that the FGK model has the ability to focus on one specific measurement and improve the value. On the other hand, the FIK model is more suitable for a global view and increases all measures evenly. This aside, both models did a great job in improving the quality of clusters from the traditional K-means approach.
While further examining the results in each information granule generated by the FIK and the FGK models, we discovered that sometimes the FGK model generates better results and sometimes the FIK performs better. This may be due to each information granule having different characteristics. By adjusting parameters may capture the best result. Since each information granule is independent of another, we collected the best clustering results in each granule from FGK-250, FIK-00, and FIK-800 and generated the 'Best Selection' as our representative sequence motif information in this paper. Not surprisingly, this produces the best results in the structural similarity and above average results in the HSSP-BLOSUM62 measurement.
Sequences motifs
Tables 5-10 illustrates eight different sequence motifs generated from our 'best selection'. Due to space limitations, we only present part of our recurring pattern information in this paper. Based on Zhong et al. (2005) , we propose a new motif information representation which utilises graphical amino acid logos. It provides much more information than previous presentations: it demonstrates not only the noticeable amino acids but also their frequency in a visual manner. The following format is used for representation of each motif table.
• The upper box gives the number of members belonging to this motif, the secondary structural similarity and the average HSSP-BLOSUM62 value.
• The graph demonstrates the type of amino acid frequently appearing in the given position by amino acid logo. It only shows the amino acid appearing with a frequency higher than 8%. The height of symbols within the stack indicates the relative frequency of each amino or nucleic acid at that position.
• The x-axis label indicates the representative secondary structure (S), the HSSP-BLOSUM62 measure (H-B) and the hydrophobicity value (Hyd.) of the position. The hydrophobicity value is calculated from the summation of the frequencies of occurrence of Leu, Pro, Met, Trp, Ala, Val, Phe, and Ile. 
Future works
Aside from the issues that we discussed above, there are several interesting future works that remain to be explored. In this study, the cluster number of 800 may not be optimal. This problem is also addressed by Zhong et al. (2005) . However, finding the optimal cluster number for each information granule is much easier than the whole data space. With the information about the optimal cluster number, clustering results may be potentially closer to the underlying distribution patterns of the sample space (Zhong et al., 2005) . Sequence motifs with different window sizes (6-18) are also popular problems that need to be explored. There are several motif extraction algorithms proposed in this field, but most of their data spaces are much smaller than ours. How to combine these methods efficiently is also a future research topic. Since our dataset contains a large amount of data, feature elimination may be applied to find out important features to further increase the quality of clustering results. Last, but not least, applying some advanced clustering algorithm with high computational cost on each information granule to further improve our FIK model is also an important future direction.
Conclusions
In this study, two novel granular computing models that combine FCM and Improved K-means clustering algorithms have been proposed to solve high computational cost problems. In these models, we utilise fuzzy clustering to split the whole dataset into several information granules and analyse each granule by the K-means clustering algorithm with more advanced methods of initialising centroids. Analysis of sequence motifs also shows that the granular computing technology may detect some subtle sequence information overlooked by the K-means clustering algorithm alone. This is the first time the granular computing concept has been introduced using such a large, biologically meaningful dataset. Also, a novel biochemical measure, which combines the merits of the HSSP profile and the BLOSUM62 matrix, is proposed. Compared with the latest results, our FIK and FGK models are capable of decreasing time and space complexity, filtering outliers, and capturing better results; the execution time is only 20% of the latest work and the quality of motif information is much better. Additionally, a new motif representation format which uses the graphical view of amino acid logo is showed in this paper. We believe this new format provides much more information and our novel models are very powerful tools for bioinformatics research involving an extremely large database.
