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ABSTRAKT
Diplomová práce se věnuje genetickým algoritmům a zkoumání jejich vlastností. Zvláštní
důraz je kladen na posouzení vlivu mutace a velikosti populace. V druhé části práce jsou
genetické algoritmy aplikovány na problematiky inverzních úloh vedení tepla. K jejich
řešení bylo vyzkoušeno více různých přístupů a způsobů kódování. Vlastnosti genetických
algoritmů pro tyto úlohy byly zlepšeny dvěma zcela novými genetickými operátory –
manipulace a seřazení. Zjištěné teoretické poznatky byly odzkoušeny na reálné inverzní
úloze vedení tepla. V rámci práce byla vytvořena knihovna pro snadnou implementaci
GA pro řešení obecných optimalizačních úloh v jazyce C++.
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ABSTRACT
This diploma thesis deals with genetic algorithms and their properties. Particular em-
phasis is placed on finding the influence of mutation and population size. Genetic algo-
rithms are applied on inverse heat conduction problems (IHCP) in the second part of
the thesis. Several different approaches and coding methods were tested. Properties of
genetic algorithms were improved by definition of two new genetic operators – manipu-
lation and sorting. Reported theoretical findings were tested on the real data of inverse
heat conduction problem. The library for easy implementation of GA for solving general
optimization problems in C ++ was created and is described in the last chapter.
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ÚVOD
Náplní této práce jsou heuristické algoritmy. Konkrétně se zaměřuje na genetické
algoritmy. Obecně jde o relativně mladou disciplínu, jejíž počátky jsou úzce spjaty
s vývojem možností výpočetní techniky.
Smyslem používání heuristických přístupů je řešit úlohy, na které doposud ne-
existují přímé postupy řešení nebo jsou jejich přímé způsoby řešení příliš náročné.
Jako typický příklad se uvádí „NP-hard“ úlohy, které nejsou klasickými metodami
řešitelné v polynomiálním čase (např. TSP). Takové úlohy jsou z pohledu klasických
řešení v čase neměnné (ani výrazný vývoj rychlosti výpočetní techniky v uplynulých
30 letech nepřináší výrazný pokrok v jejich řešení). Na rozdíl od toho heuristické
algoritmy zaznamenávají, díky zvyšující se rychlosti výpočetní techniky, výrazný po-
krok. Konkrétně u genetických algoritmů je možné pracovat s většími populacemi,
delšími chromozomy (přesnějším kódování řešení), větším počtem iterací a celkově
řešit složitější úlohy.
V práci jsou blíže popisovány vlastnosti GA v závislosti na volbě jeho parametrů.
Zvýšená pozornost je věnována vlivu velikosti populace, typům a míře mutace. Jako
speciální případ je diskutován jedno-populační GA.
Vzhledem k tomu, že mnoho pokusů o aplikaci GA na nejrůznější typy úloh byly
provedeny v dobách vzniku či bouřlivého vývoje GA, jsou tehdy dosažené výsledky
často přes 15 let staré. Od té doby se však právě díky dalšímu vývoji výpočetní
techniky a celkově i požadavku na rozsáhlost úlohy a přesnost řešení, mohly mnohé
dřívější závěry značně změnit a bylo by třeba tyto případy znovu přezkoumat.
Jedním z takových případů jsou inverzní úlohy vedení tepla, jejichž řešením se
zabývá druhá část této práce. Pro jejich řešení bylo navrženo několik typů kódování
a celkových konceptů výpočtů. Rozebrány jsou různé metody potlačování „šumu“
v řešeních. Pro práci s IHCP byly zavedeny dva nové genetické operátory manipulace
a seřazení.
Konec práce se věnuje praktickým testům získaných poznatků a postupů na úloze
s reálnými daty.
Součástí práce je knihovna sepsaná v jazyce C++ sloužící k řešení GA.
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1 OPTIMALIZACE
V praxi se rozlišuje mnoho typů optimalizačních úloh, jako jsou například lineární,





𝑓 : Ω ↦→ R,
kde 𝑓 je účelová funkce a 𝜔 prostor přípustných řešení. [1]
Dělení úloh do zmíněných skupin je velmi podstatné pro klasické deterministické
postupy řešení. Určuje tak, jaký deterministický postup může být použit, případně
jakou je potřeba udělat transformaci, či aproximaci. Heuristické algoritmy se zpra-
vidla používají na ty typy optimalizace, kde klasické metody nejsou nebo selhávají.
Obecně jsou však heuristické metody benevolentnější a dají se v podstatě nasadit
na libovolnou optimalizační úlohu. Protože se tato práce zabývá výhradně přístupy
heuristickými, konkrétně genetickými algoritmy, není potřeba zde rozepisovat různé
typy optimalizačních úloh. Pro jejich přehled může posloužit například zdroj [14].
1.1 Heuristické algoritmy
Heuristika je zkusmé řešení problému. Používá se nejčastěji tam, kde neexistuje
přesný deterministický algoritmus, jak řešení nalézt. Nebo postup řešení znám je,
ale jeho provedení není kvůli jeho náročnosti (většinou časové) přijatelné. Slovo
heuristika pochází z řeckého slova heuriskó, které má význam nalézt nebo objevit.
Heuristické algoritmy jsou založeny na určitém způsobu prohledávání prostoru
přípustných řešení. Tento způsob často vychází z náhody, intuice, analogie a zkuše-
nosti. Heuristiky obecně nezaručují nalezení optimálního (nejlepšího) řešení. V praxi
však často dávají dostatečně dobrá řešení v přijatelném čase.
1.1.1 Náhodné prohledávání (RS)
Jde o jednoduchý a málo efektivní algoritmus. Zkratka RS odpovídá anglickému
random search. Jeho princip spočívá v náhodném (rovnoměrně rozděleném) ge-
nerování a ohodnocování bodu 𝑋 z oblasti přípustných řešení. Nejlepší dosažené 𝑋
se uchovává v paměti a považuje se za výsledek algoritmu.
Díky jeho jednoduchosti je možné dokázat, že pro počet kroků 𝑡→∞ řešení kon-
vergují ke globálnímu extrému. Nevýhodou je, že po ukončení algoritmu po 𝑛 krocích
nevíme, jak „dobré“ řešení bylo nalezeno. [10]
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• Metoda hrubé síly (brute-force search)
1.1.2 Nelderova-Meadova metoda (metoda simplexu)
V prohledávaném prostoru 𝐷 je zvolen simplex 𝑆 = 𝑥1, 𝑥2, . . . , 𝑥𝑛+1 (množina 𝑛+1
bodu, kde 𝑛 je dimenze prostoru 𝐷). Pro rovinnou úlohu (𝐷𝑖𝑚(𝐷) = 2) je sim-
plex trojúhelník. V každém kroku metody se v simplexu nalezne nejhorší vrchol 𝑥𝑤
(worst) a nahradí se lepším. Nový bod 𝑦 se hledá na polopřímce dané bodem 𝑥𝑤 a 𝑇
těžiště zbylých bodů.
Vlastnosti:
• Metoda je vhodná pro 𝐷𝑖𝑚(𝑛) ≤ 10
• Je robustní - má poměrně dobré vlastnosti pro různý úlohy
• Nevýhodou je nepříliš velká rychlost konvergence (zvláště v blízkosti řešení)
[7]
1.1.3 Řízené náhodné prohledávání (controlled random search,
CRS)
Pracuje s množinou (populací) bodu 𝑥1, 𝑥2, . . . , 𝑥𝑛, kde 𝑛 > 𝑑 = 𝐷𝑖𝑚(𝐷). V každém
kroku se z populace náhodně vybere 𝑑+1 bodu tvořících simplex. Analogicky s me-
todou simplexu se najde nový bod 𝑦. Nový bod však nenahrazuje 𝑥𝑤 aktuálního
simplexu, nýbrž nejhorší bod celé populace.
Algoritmus se většinou ukončuje ve chvíli, kdy |𝑥𝑏 − 𝑥𝑤| < 𝑒, kde 𝑥𝑏 je nejlepší,
𝑥𝑤 nejhorší a 𝑒 je zvolená přesnost. [10]
1.1.4 Horolezecký algoritmus
V paměti se uchovává poslední dosažené řešení 𝑋. V každém kroku se prohledává
okolí bodu 𝑋 a nejlepší nalezený bod se v příštím kroku stane bodem 𝑋. Princip
odpovídá metodě největšího spádu, ale bez nutnosti počítat derivace.
Metoda je vhodná jen pro hledání lokálních extrémů, protože při cestě k extré-
mům globálním nedokáže tyto lokální extrémy překonat. [8]
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1.1.5 Simulované žíhání
Vylepšuje horolezecký algoritmus tím, že s jistou pravděpodobností připouští i „krok
k horšímu“ (tím je umožněno opustit lokální extrém). Hlavní myšlenka algoritmu
byla inspirovaná chováním krystalických látek během procesu žíhání. Při žíhání
se látka výrazně zahřeje tak, že atomy s vysokou energií přestanou být vázané do pů-
vodně defektních krystalických mřížek. Postupným chladnutím se atomy usadí v no-
vém krystalickém uspořádání s minimální energií. V algoritmu je vliv tzv. „teploty“
𝑇 zachycen ve vzorci 𝑃 = 𝑒Δ𝐹𝑇 , kde 𝑃 je pravděpodobnost s jakou bude krok Δ𝑋,
který přinese změnu hodnoty účelové funkce Δ𝐹 > 0 (při úloze minimalizace 𝐹 ),
zahrnut mezi přípustné kroky a proveden. [9]
V algoritmu se pak opakovaně zvedá teplota (pokaždé na menší hodnotu než
předtím) a zase nechává pozvolna chladnout.
1.1.6 Modifikované náhodné prohledávání (MRS)
Jde o modifikaci náhodného prohledávání. Zkratka MRS je odvozena z anglického
názvu modified random search. Každá složka nového jedince 𝑌 , se losuje z normál-
ního rozdělení namísto rovnoměrného:
𝑦𝑖 ∼ 𝑁(𝑥𝑖, 𝑠𝑖),
kde 𝑋 je aktuální řešení. Tím je zaručeno, že se cíleně prohledává více okolí dobrého
řešení než zbytek prostoru. Směrodatné odchylky nemusí být v každé složce stejné
a navíc se mohou dynamicky měnit (zmenšují se pokud dochází k vylepšení řešení
a naopak). [10]
Vlastnosti:
• Velmi jednoduchý algoritmus
• Rychlejší než náhodné prohledávání
1.1.7 Diferenciální evoluce
Jde o novou metodu (publikovaná v roce 1995) [10]. Základem je udržování populace
𝑃 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, 𝑛 jedinců. V každém kroku se vytvoří stejně velká populace
𝑌 a do dalšího kroku se pošle populace 𝑃 tvořená vždy lepším jedincem z dvojice
𝑥𝑖 a 𝑦𝑖 (selekce). Jedinci 𝑦𝑖 se získává křížením 𝑥𝑖 a 𝑢. Křížení probíhá po složkách
a to následujícím způsobem:
𝑦𝑖𝑗 =
⎧⎨⎩ 𝑥𝑖𝑗, 𝑝𝑖𝑗 < 𝑝𝑢𝑗, 𝑝𝑖𝑗 ≥ 𝑃
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kde 𝑝 ∈ ⟨0, 1⟩ je daná pravděpodobnost a 𝑝𝑖𝑗 ∈ ⟨0, 1⟩ jsou náhodná čísla z rovno-
měrného rozdělení.
Hodnota 𝑢 se v základní verzi určí vztahem 𝑢 = 𝑟1 + 𝐹 (𝑟2 − 𝑟3), kde 𝑟1, 𝑟2, 𝑟3
jsou náhodné různé body z populace 𝑋 a 𝐹 je daná konstanta. [13]
1.1.8 SOMA (Self-Organizing Migration Algorithm)
Základní myšlenka je v populaci (smečce) 𝑋, která jistým způsobem migruje po
prohledávané oblasti 𝐷. Základním principem je to, že jedinci běží za „vůdcem
smečky“. V nejjednodušší verzi označované jako all-to-one je v každém kroku vůd-
cem nejlepší jedinec. V dalších verzích all-to-all se v roli vůdce v rámci jednoho
kroku jedinci střídají. [10]
1.1.9 Evoluční prohledávání
Jde o další vylepšení algoritmu CRS (řízené náhodné prohledávání). Vylepšení spo-
čívá ve větším zapojení evolučních operátorů. Konkrétně se odstraňuje původní
vlastnost CRS, kdy se z populace odstraňuje vždy nejhorší jedinec (což může vést
k nalezení pouze lokálních extrémů). Nová populace 𝑄 je složena z nejlepších 𝑚 je-
dinců staré populace 𝑃 (selekce). Volných (𝑛 − 𝑚) míst se zaplní novými body
(reprodukce), za podmínky, že jsou lepší než nejhorší z původní populace. [10]
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2 GENETICKÉ ALGORITMY
Genetické algoritmy, dále jen GA, jsou příkladem heuristiky evolučního typu. Zá-
kladním konceptem je vytvoření prvotní populace, kde každý jedinec určuje jedno
řešení (často náhodné) daného problému. Populace se následně během chodu GA
vylepšuje za pomoci aplikování tzv. genetických operátorů. Nakonec se z koncové
populace vezme nejlepší jedinec, který se považuje za řešení celého problému.
2.1 Historie
Při popisu historického GA máme v zásadě na výběr dva okamžiky kdy začít. Buď
první prací věnované přímo GA (rok 1975 [12]), nebo zajít dále na počátek znalostí
o genetice, evoluci a přírodním výběru jako takovém.
V této práci začněme od první evoluční teorie, kterou vytvořil Lamarck roku
1801. Jeho teorie předpokládala, že znaky získané během života, na základě častého
používaní dané vlastnosti, jsou v jistém smyslu dědičné a přenášejí se na potomky.
Komplexnější a hlavně věrohodnější teorii sepsal Darwin roku 1859. Darwin evo-
luci vysvětloval principem přírodního výběru. Neustálé soupeření o přežití, kde silní
(vzhledem k prostředí) přežívají a slabí hynou, vede k adaptaci populace na pro-
středí. Budoucí generace tak mají vhodnější vlastnosti k přežití. [4]
Předpoklad dědičnosti v živých soustavách prokázal, a tím položil základy gene-
tiky, Johann Gregor Mendel v roce 1865 (po 17 letech pokusů s jednoletými rost-
linami). Jeho vypozorované zákonitosti (dnes označované jako Mendelovy zákony)
však byly do konce 19. století nepovšimnuty. V témže roce (1865) publikoval své
práce i Francis Galton, jehož předmětem zkoumání bylo nadání a psychické vlast-
nosti lidí v rodových liniích. Zajímavostí je, že Galton byl Darwinovým bratrancem
a ani jeden z nich neznal práci Mendela, která by mohla tu Darwinovu podpořit.
Naopak Mendel jejich práce znal. Změnu přístupu k Mendelově práci přinesly až
poznatky tří na sobě nezávislých badatelů (Hugo de Vries, Carl Correns, Erich von
Tschermak), kteří v roce 1900 dospěli ke stejným (dříve Mendlem formulovaným)
závěrům. [11]
Další vývoj genetiky odhalil příčiny tzv. metabolických dědičných chorob (r. 1902,
Archibald E. Garrod), genetické chování populací (r. 1908 Godfrey H. Hardy a
Wilhelm Weinberg). Dále bylo r. 1916 objeveno (Bridges) umístění genu v chro-
mozomech v jádrech buněk. Za poslední zásadní mezník v poznání genetiky (z živo-
čišného pohledu) se může považovat popsání struktury DNA (r. 1953), čímž vznikl
nový obor molekulární genetiky. Za tento objev obdrželi (r. 1962) Nobelovu cenu
Watson, Crick a Wilkinsen. [11]
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K prvním pokusům o aplikace evolučních přístupů v optimalizaci dochází s ná-
stupem výpočetní techniky v 60. letech minulého století. Evolučními strategiemi
se zpočátku zabývali Ingo Rechenberg a Hans-Paul Schwefel [1]. Konkrétní označení
„genetický algoritmus“ poprvé použil Holland [12] v knize Adaptation in Natural
and Artificial Systems v roce 1975.
K masivnímu rozvoji a nárůstu počtu praktických aplikací GA však dochází
až v posledních dvou desetiletích díky prudce se rozvíjejícím možnostem výpočetní
techniky.
2.2 Genetické operátory a principy
2.2.1 Selekce (Selection)
Cílem operátoru selekce je vybrat vhodné rodičovské páry pro vytvoření nových
potomků. Možných strategií selekce je mnoho, všechny by však měly splňovat dvě
základní vlastnosti:
• Jedinci s lepším Fitness ohodnocením mají větší šanci se účastnit reprodukce.
• Výběr rodičovských párů podmíněn náhodou.
Pro přehled uvádíme několik základních typů selekce:
• Ruletový systém (Roulette-wheel)
Jedinci jsou vybráni s pravděpodobností úměrnou svým fitness hodnotám. Pro
názornost je tento případ často popisován na ruletovém kole, které je rozděleno
na 𝑃 výsečí v poměrech jejich fitness hodnot. Náhodný výběr pak probíhá vy-
generováním náhodného úhlu (s rovnoměrným rozdělením pravděpodobnosti)
𝛼 ∈ ⟨0, 360), který určí jedince podle toho, ve které výseči leží. [1]
Tato často používaná varianta selekce může být negativně ovlivněna něko-
lika zásadně nadprůměrně ohodnocenými jedinci, kteří tak při selekci tvoří
dominantní část množiny jedinců účastnících se reprodukce. Jde o případ pře-
hnaného selektivního tlaku, který vede k rychlé degeneraci populace.
• Stochastický univerzální výběr (stochastic universal selection)
Je obměnou ruletového systému, kde se jedinci nevybírají postupně, nýbrž
všichni naráz. Připodobněno k ruletovému kolu se při výběru 𝑁 jedinců ná-
hodně vygeneruje úhel 𝛼 ∈ ⟨0, 360). Následujícím vztahem se převede na 𝑁




+ 𝑖 · 360
𝑁
• Podle pořadí (Ranking)
Teto metoda je založena na tom, že nezáleží na konkrétních hodnotách FF,
nýbrž jen na pořadí, které je těmito hodnotami určeno. Pravděpodobnost volby
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daného jedince, je dána vhodnou funkcí (závislou pouze na pořadí jedince).
Příkladem může byt lineární vztah:
𝑃 (𝑘) = 𝛼 + 𝛽𝑘
kde 𝑘 je pořadové číslo jedince (bráno od nejhorších po nejlepší), 𝛼 a 𝛽 jsou
kladné konstanty. Přirozeným požadavkem je, aby součet pravděpodobností
všech jedinců byl roven jedné [1]:
𝑘=1∑︁
𝑁
(𝛼 + 𝛽𝑘) = 1⇒ 𝑁(𝛼 + 𝛽𝑁 + 12 ) = 1
Dále se dá hovořit o selektivním tlaku, který Goldberg [3] zavádí jako podíl
pravděpodobnosti volby nejlepšího a průměrného jedince:
𝜑 = 𝑃 (𝑁)
𝑃 ((𝑁 + 1)/2)
Úpravou uvedených vztahů je možné vyjádřit koeficienty 𝛼 a 𝛽, jako funkce
parametru 𝜑:
𝛽 = 2(𝜑− 1)
𝑁(𝑁 − 1);𝛼 =
2𝑁 − 𝜑(𝑁 + 1)
𝑁(𝑁 − 1)
pro 𝜑 ∈ ⟨1, 2⟩.
• Turnajový výběr (Tournament selection)
Při volbě jednoho jedince se náhodně zvolí 𝑛 jedinců, ze kterých je turnajovým
způsobem vybrán jeden nejlepší. Je možné ukázat, že pravděpodobnost volby
𝑘-tého jedince (opět řazeno od nejhorších) je dána vztahem [4]:
𝑃𝑘 =
𝑘𝑛 − (𝑘 − 1)
𝑁𝑛
kde 𝑁 je počet jedinců v populaci.
V praktické části této práce byl použit výběr podle pořadí a ruletový výběr
s případnou modifikací.
Modifikace spočívá v tom, že se před sestavením distribuční funkce lineárně trans-
formují fitness ohodnocení jedinců tak, aby hodnota nejlepšího jedince v populaci
zůstala stejná a hodnota nejhoršího byla rovna nule. Tj.:
𝐹𝐹 ′(𝑖) = 𝛼 + 𝛽 · 𝐹𝐹 (𝑖); 𝑖 = 1, . . . , 𝑃
𝐹𝐹 ′(𝑃 ) = 𝐹𝐹 (𝑃 );𝐹𝐹 ′(1) = 0
kde 𝐹𝐹 ′ je transformovaná FF, 𝑃 počet jedinců v populaci. Touto modifikací je od-
straněn požadavek na nezápornost FF. Též zvětšuje selektivní tlak v případech, kdy
populace obsahuje pouze navzájem si podobné jedince. Dalším důsledkem je nulová
pravděpodobnost volby nejhoršího jedince v populaci, na což je vhodné reagovat
zvětšením populace o jedna.
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2.2.2 Křížení (Crossover)
Křížení je základní genetický operátor, který ze dvou rodičovských chromozomů
(v klasickém pojetí) vytvoří jeden (či více) nový chromozom potomka. Pro základní
přehled jsou zde uvedeny běžné typy selekce [4]:
• Jednobodové křížení
V chromozomech délky 𝑁 je při křížení náhodně zvolen index 𝑖, kde 1 ≤ 𝑖 < 𝑁 .
Nový chromozom je pak složený ze dvou částí. Prvních 𝑖 genů je zkopírováno
z chromozomu jednoho z rodičů (vybráno náhodně), zatímco zbylých 𝑁 − 𝑖






• Vícebodové křížení (𝑘 bodové)
Vícebodové křížení je analogické jednobodovému křížení. Je vygenerováno 𝑘
různých indexů (𝑖1, . . . , 𝑖𝑘, pro které platí 1 ≤ 𝑖1 < 𝑖2 < . . . < 𝑖𝑘 < 𝑁). Chro-
mozom potomka vzniká postupným kopírováním genů chromozomu jednoho
z rodičů. Začíná se náhodně zvoleným rodičem. Pokaždé, když je zkopíro-
ván gen s pořadovým číslem obsaženým ve vygenerovaných indexech, dojde












Celou škálu dalších typů křížení tvoří operátory křížení na permutačních a celo-
číselných úlohách. Vzhledem k tomu, že se však praktická část této práce permutač-
ními tak i celočíselnými typy GA nezabývá, postrádá i smysl tyto typy operátorů
podrobněji popisovat. Případné zájemce lze odkázat na přehled genetických operá-
torů ve zdrojích [1], [16].
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2.2.3 Mutace (Mutation)
Podobně, jako u operátoru křížení, je mutaci možné zavést více způsoby. Zásadně
odlišné jsou zejména případy mutace pro kombinační úlohy, které nejsou v této práci
rozebírány (stejně tak i operátory selekce na těchto typech úloh).
Mutaci je možné zavést, jako jednobodovou (kdy se v chromozomu změní ma-
ximálně jeden gen) či uniformní (každý gen má stejnou pravděpodobnost, že bude
podroben mutaci).
• Jednobodová mutace
Pravděpodobnost mutace 𝑀 v tomto případě značí pravděpodobnost, s jakou
bude operátor mutace nasazen na určitého jedince. Pokud je mutace na daného
jedince použita, tak se náhodně vybere jeden gen z jeho chromozomu, který
zmutuje.
Podstatné je, že může být změněný pouze jeden gen, a to nemusí byt dostatečné
pro opuštění lokálního extrému.
• Uniformní mutace
Každý gen každého jedince má stejnou pravděpodobnost 𝑀 , že bude změněn
mutací. Vzhledem k tomu, že opakované náhodné rozhodování o tom, zda daný
gen zmutuje, může být pro velké populace a dlouhé chromozomy náročné, uvádí
se alternativní implementace tohoto operátoru [1].
Podstatou je, že se nejprve pro každého jedince stanoví, kolik genů bude mu-
tovat a teprve poté se z příslušného chromozomu náhodně vybere daný počet
genů, které zmutují. Počet genů určených k mutaci se stanoví náhodným čís-
lem z Poissonova rozdělení pravděpodobnosti. Přičemž parametr 𝜆 v tomto
rozdělení odpovídá střední hodnotě. V případě kdy 𝑀 udává pravděpodob-
nost mutace každého genu a 𝑁 je délka chromozomu, jde 𝜆 stanovit jako
𝜆 =𝑀 ·𝑁 .
2.2.4 Ohodnocení (Fitness)
Jedince v populaci je potřeba pro účely selekce ohodnotit. Pro ohodnocení se v ter-
minologii GA používá tzv. fitness hodnota, která se počítá pomocí fitness funkce
(dále jen FF).
Volba konkrétní FF je dána úlohou, která má být pomocí GA řešena. Pro účely
optimalizace (konkrétně maximalizace) může být FF přímo ztotožněna s účelovou
funkcí (pro minimalizaci je třeba provést vhodnou transformaci).
FF musí na prostoru přípustných řešení Ω nabývat svého globálního maxima
v bodě, který odpovídá hledanému řešení.
Druhou často požadovanou podmínkou je nezápornost FF na Ω, kterou požaduje
Reeves ve zdroji [1]. Tento požadavek je přirozený, pokud se používá druh selekce
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založený na poměrech hodnot FF. Avšak, pokud se použije jiných typů selekce není
důvod nezápornost požadovat. To může být oceněno zejména u úloh, kde by bylo
nalezení odhad FF zdola problematické.
2.2.5 Smrt (Death)
Operátor smrti měří čas života jednotlivých jedinců v populaci. Jedinci, jejichž stáří
přesáhne určitý mezní věk 𝐷 (parametr operátoru smrt), „zemřou stářím“, tj. jsou
z populace odstraněni a nahrazeni novými náhodným jedinci. [4]
Pří implementaci GA se pro každého jedince zavede čítač (věk), který bude
při vytvoření jedince nastaven na 0. V každé další generaci se čítač inkrementuje
a testuje se přesažení limitního věku 𝐷.
Druhým způsobem kódování je ukládat přímo pořadové číslo generace vzniku
jedince 𝐺𝑉 („generace narození“). Odpadá tím potřeba inkrementovat v každé ge-
neraci čítače. Testovaná podmínka je porovnání 𝐺𝑉 s limitní generací stanovenou
jako 𝐺−𝐷, kde 𝐺 je aktuální generace a 𝐷 limitní věk.
2.2.6 Strategie obměny populace (generational replacement
strategy)
Poté co jsou pomocí selekce, křížení a mutace vygenerováni noví jedincí, je třeba
obměnit stávající populaci za novou. Existuje několik základních strategií, jak novou
populaci sestavit. Vyjdeme ze základních variant blíže popsaných ve zdroji [16]:
Ryzí obměna - Nová populace je vytvořena ze všech vzniklých potomků. Počet
vzniklých potomků Ch se tím pádem musí rovnat velikosti populace P. Tato strategie
je sice nejjednodušší, ale přináší velké riziko toho, že při vytváření nové generace
nebudou nejlepší řešení z generace předchozí nahrazeny svými potomky. Dojde tak
k „zahození“ předchozích dobrých výsledků.
Pokud je vytvořeno méně potomků Ch než je velikost populace P, je třeba 𝑃−𝐶ℎ
volných míst zaplnit. Pokud se volná místa zaplní náhodnými jedinci z předešlé
populace, hovoříme o strategii uniformního doplnění. Pokud je užito 𝑃 − 𝐶ℎ
nejlepších jedinců z předchozí populace, pak jde o strategii elitního doplnění.
Doplnění podle ohodnocení - vygenerováno je více potomků než je velikost
populace 𝐶ℎ > 𝑃 . Do nové populace je vybráno 𝑃 nejlepších potomků (podle hod-
noty FF).
Varianta, která je nejvíce používána v této práci je elitní doplnění podle
ohodnocení. Jde o případ, kdy se z původní populace zachová pouze 𝐸 nejlepších
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jedinců („elita“). Do populace se zařadí 𝑃 nejlepších potomků. Dostáváme tak po-
pulaci s 𝐸 + 𝑃 jedinci, kterou je třeba zkrátit na počet 𝑃 jedinců. To se provede
prostým vymazáním nejhorších 𝐸 jedinců.
2.2.7 Koncová podmínka
Koncová podmínka může být stanovena více způsoby. Běžně se dají použít zejména:
1. Dosažení maximálního počtu generací
2. Pokud proběhlo 𝑛 (stanovená mez) posledních generací bez vylepšení dosavad-
ního výsledku
3. Dosažení dostatečně dobré hodnoty FF
4. Dostatečné přiblížení se ke správnému řešení
Vzhledem k tomu, že GA mohou během řešení uváznout, nebo konvergovat ne-
přijatelně pomalu, tak by měla koncová podmínka vždy obsahovat podmínku 1.
Podmínka 3. vyžaduje existenci dobrého odhadu hodnoty FF dostatečně dobrého
řešení. Podmínka 4. dokonce přímo vyžaduje znalost přesného řešení. Proto jsou tyto
dvě koncové podmínky (3. a 4.) použitelné zejména pro testování GA.
2.3 Grayův kód
Často je potřeba do binárního chromozomu zakódovat celé číslo. Buď jde přímo
o celočíselnou proměnnou, jež je třeba kódovat, nebo může jít například o mezistupeň
v transformaci reálných čísel do binárního chromozomu.
Užití standardního binárního zápisu čísel v chromozomech, je pro GA nevhodné.
Důvodem je extrémní rozdílnost v binárním zápisu některých blízkých čísel. Tento
problém se označuje jako problém s Hammingovou bariérou, a dá se ilustrovat na
příkladu čísel 2𝑛 − 1 a 2𝑛. Jejich rozdíl (2𝑛 − (2𝑛 − 1) = 1) je roven jedné, ale jejich
binární reprezentace se liší v 𝑛+ 1 bitech (Hammingova vzdálenost 𝑛).
Vhodnou alternativou ke klasickému kódování je právě Grayův kód, který za-
ručuje, že sousední celá čísla se liší změnou jednoho bitu. Příklad Grayova kódu je
uveden v následující tabulce pro tříbitová čísla (0 až 23 − 1 = 7).
Dekadicky 0 1 2 3 4 5 6 7
Binární kód 000 001 010 011 100 101 110 111
Grayův kód 000 001 011 010 110 111 101 100
2.4 Zápis GA
Jednoduchý GA lze zapsat, jako posloupnost následujících kroků:
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1. Vytvoření počáteční populace (většinou náhodné)
2. Ohodnocení populace (vyhodnocení FF)
3. Selekce - výběr rodičovských párů
4. Křížení - vytvoření potomků
5. Mutace - použitá na nové jedince
6. Ohodnocení - spočtení FF pro nové jedince
7. Vytvoření nové populace - z potomků a části minulé generace
8. Testování koncové podmínky - pokud není splněna, pokračuje se krokem
3.
9. Výsledek - určený nejlepším jedincem v populaci
2.5 Časová náročnost
Náročnost GA se skládá z vytvoření počáteční populace (vytvoření, ohodnocení,
. . . ) a následného opakování těla GA podle zvoleného počtu iterací. Je zřejmé, že
pro běžné GA je vytvoření prvotní populace zanedbatelné vůči zbytku potřebného
času.
V každé generaci vzniká 𝐶ℎ potomků. Přičemž pro každého je potřeba náhodně
zvolit jeho rodiče z rodičovské populace, provést křížení, mutaci, vyhodnocení FF
a zařazení do populace.
Nejprve okomentujme naivní přístup, který by náročnost GA stanovoval přímým
měřením času. Odstoupíme-li od toho, že takové výsledky by byly striktně závislé
na konkrétním počítači, na kterém bylo měření provedeno, zůstávají tu další zásadní
problémy. Předně výkon počítače a hardwarové prostředky, které systém přiděluje
procesům, též nejsou konstantní (zvláště pak pro různé hodnoty parametrů GA).
Tento jev je patrný na obr. 2.1, kde byl pro velikost populace 𝑃 = 10 změřený čas
kratší než pro 𝑃 = 20. Přičemž je evidentní, že případ 𝑃 = 20 provádí ve všech
operátorech více operací a měl by tedy být i časově náročnější.
Často uváděnými údaji bývají časové náročnosti různých variant selekce (viz.
[1]). Těmito vlastnostmi se však má smysl zabývat pouze za předpokladu, že apli-
kace těchto operátorů mají minimálně srovnatelné náročnosti s vyhodnocováním
FF. Konkrétně u příkladu z kapitoly 5 je vyhodnocení FF zásadně náročnější než
aplikace zbylých operátorů.
Za náročnost GA se dá považovat počet vytvořených potomků nebo počet vy-
hodnocení FF. V konkrétním případě GA, kdy je mutace nasazena pouze na nové
jedince, se tyto počty shodují a odpovídají počtu 𝐺 * 𝐶ℎ, kde 𝐺 je počet generací
a 𝐶ℎ počet potomků v každé generaci. Zcela přesně by se měla ještě přičíst počá-
teční populace, ale jak již bylo řečeno výše jde v praxi o zanedbatelnou položku vůči
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Obr. 2.1: Přímé měření času (parametry 𝑃 a 𝐶ℎ udávají počty v desítkách, čas je
stanoven jako průměr více měření)
zbytku (𝐺 * 𝐶ℎ >> 𝑃 ).
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3 VLASTNOSTI GA NA TESTOVACÍ FUNKCI
V této kapitole je ukázáno použití GA při hledání maxima funkce.
3.1 Definice testovací funkce
Vzhledem k tomu, že většina heuristických algoritmů mívá problém v uváznutí v lo-
kálních extrémech, je účelné zvolit funkci s velkým počtem lokálních extrémů. To-
muto požadavku dobře vyhoví např. tzv. Rastriginova funkce [5]:
𝑓(𝑥1, . . . , 𝑥𝑛) =
𝑛∑︁
𝑖=1
(𝑎 · 𝑥2𝑖 − cos(𝑏 · 𝑥𝑖)),
kde 𝑥𝑖, 𝑖 = 1, . . . , 𝑛 jsou složky proměnné 𝑋, 𝑎, 𝑏 ∈ 𝑅, 𝑎 > 0, 𝑏 > 0 jsou
parametry a 𝑛 je dimenze.
Takto zvolené funkce mají globální minimum v počátku souřadnic. Zadání úlohy
formulujeme jako hledání globálního minima fce. na oblasti Ω =< 𝑎𝑖, 𝑏𝑖 >𝑛. Fitness
funkce tedy musí mít v počátku své globální maximum. Dále by bylo zapotřebí
sestavit transformaci fce. 𝑓 na FF. Pro lepší názornost však byl zvolen jiný postup,
a to změnit zadání z hledání minima Rastriginovy funkce na hledání maxima funkce:
𝑓 ′(𝑥1, . . . , 𝑥𝑛) = 𝑐−
𝑛∑︁
𝑖=1
(𝑎 · 𝑥2𝑖 − cos(𝑏 · 𝑥𝑖)),
kde 𝑐 je vhodně zvolená konstanta tak, aby byla fce. 𝑓 ′ kladná na celé oblasti Ω.
Například byly použity FF:
• V jednorozměrném prostoru (viz. graf 3.1)
𝑓(𝑥) = 2− 0.25 · 𝑥2 + cos(16 · 𝑥𝑖);𝑥 ∈ ⟨−2; 2⟩
𝑓(𝑥) = 2− 0.25 · 𝑥2 + cos(30 · 𝑥𝑖);𝑥 ∈ ⟨−2; 2⟩
• Pro dimenzi 𝑛 = 2 (viz. graf 3.2)
𝑓(𝑥1, 𝑥2) = 4−
2∑︁
𝑖=1
(0.25 · 𝑥2𝑖 − cos(16 · 𝑥𝑖));𝑥 ∈ ⟨−2; 2⟩2
• Pro dimenzi 𝑛 = 100
𝑓(𝑥1, . . . , 𝑥100) = 200−
100∑︁
𝑖=1
(0.25 · 𝑥2𝑖 − cos(16 · 𝑥𝑖));𝑥 ∈ ⟨−2; 2⟩100
25
Obr. 3.1: FF v jednorozměrném prostoru
Obr. 3.2: FF pro dimenzi 𝑛 = 2
3.2 Popis nasazeného GA
Pro následující testy GA byly použity GA s velikostí populace P, počtem po-
tomků Ch.
Selekce rodičovského páru probíhá ruletovým výběrem podle hodnoty FF.
Křížení je uniformní (tj. bod po bodu).
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Mutace s pravděpodobností M je realizována pouze na nově vzniklé potomky
a to na každý gen zvlášť. To znamená, že každý gen s pravděpodobností M zmutuje.
Do nové populace přechází vždy P nejlepších jedinců z množiny předchozí popu-
lace a nových potomků.
3.3 Potřebná mutace a velikost populace vzhle-
dem k uváznutí
Při běhu algoritmu často dojde k nalezení lokálního extrému, který se následně až
do konce GA nepodaří opustit. Můžeme v takovém případě hovořit o problému
„uváznutí“.
Ke studiu uváznutí na konkrétním případě v 1D, byl použit GA výše zmíněných
vlastností. Pro každou volbu parametrů P, Ch, M bylo provedeno Op opakování.
Výstupem každého chodu těchto GA je počet generací potřebných k nalezení dosta-
tečně dobrého řešení (konkrétně |𝑥− 0| < 𝜖).
Algoritmy, které ani po poslední iteraci nedosáhnou požadované přesnosti, mají
buď příliš pomalou konvergenci a nebo jde právě o zmíněné „uváznutí“.
V následujících grafech je pro každé nastavení GA zvlášť vyneseno, kolik procent
z opakovaně spouštěných algoritmů již při dané iteraci nalezlo své řešení. V dalším
textu se tento typ grafu, i když v závislosti na počtu vyhodnocení FF místo počtu
iterací, bude označovat jako funkce dořešení, zkráceně FD1.
Nejprve se budeme zabývat GA bez mutace (tj. 𝑀 = 0%):
Z charakteru zobrazených křivek (viz grafy 3.3, 3.4) je patrné, že pro většinu
nastavení dojde k nalezení řešení v první části nastaveného počtu iterací. Růst se
však v jistém bodě zastaví a po zbytek iterací již většinou nedojde k dalšímu nalezení
řešení v doposud nedokončených průbězích. To odpovídá uváznutí.
Z uvedených grafů je patrné, že algoritmy s malou populací jsou k „uváznutí“
mnohem náchylnější. Vysvětlení je snadné. Absence mutace způsobí, že na dané po-
zici chromozomu nemůže vzniknout jiný znak, než jaký je na dané pozici obsažen
někde v populaci. Pokud v celé populaci na dané pozici určitý znak zanikne, tak
se již nemůže opět obnovit. Pro malé populace je občasné „vymizení“, či vůbec
nevytvoření, určitého genu poměrně časté. To v konečném důsledku vede k degene-
raci na populaci složenou z totožných jedinců. Srovnáme-li výsledky stejného testu
1Skokové změny hodnot v poslední generaci pochopitelně neodpovídají „zázračnému dořešení“
všech chodů GA, nýbrž jde jen o dosažení limitního počtu generací. V takovém případě je místo
počtu potřebných generací uveden právě maximální počet generací. Analogicky je tomu v násle-
dujících grafech s FD.
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Obr. 3.3: FD bez mutace pro P = 10,...,60; D = 1; Ch = 20;
Obr. 3.4: FD bez mutace P = 1,.., 60; D = 3; Ch = 20;
ve vyšší dimenzi (3D), uvidíme, že potřebná velikost populace razantně narůstá.
V praxi to jen potvrzuje potřebu zahrnout některou formu mutace do GA.
Přejděme tedy k GA s nenulovou mutací (tj. 𝑀 > 0%):
Pro ilustraci jsou uvedené grafy (3.5, 3.6) FD GA stejných parametrů jako v pří-
padě bez mutace.
Dalo by se předpokládat, že zahrnutím byť malé mutace do GA se situace vylepší
a algoritmus se i z lokálních extrémů plynule dostane až do extrémů globálních. To
je však pravda jen z části. Přínos mutace můžeme rozdělit do dvou částí:
A) Zabránění degenerace
B) Vymanění se z uváznutí
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Obr. 3.5: FD s mutací M = 5% pro P = 10,..., 60; D = 1; Ch = 20;
Obr. 3.6: FD s mutací M = 5% pro P = 1,.., 60; D = 3; Ch = 20;
A) Každá forma mutace částečně brání degeneraci tím, že do populace potenciálně
zanáší nové geny, které v populaci od začátků chyběly, nebo časem vymizely.
To je podstatné zvláště u malých populací.
B) Vezmeme-li případ, že populace degenerovala do jednoho lokálního extrému,
pak je třeba, aby mutací potomků (identických jedinců se svými rodiči) vznikl
jedinec, který bude lepší než jedinci v doposud existující populaci. Je zřejmé,
že taková změna může vyžadovat mutaci jednoho či několika konkrétních genů.
Proto je na tomto místě podstatné rozlišit, jaký typ mutace uvažujeme.
Při použití jednobodové mutace 2.2.3 , jak již označení napovídá, může dojít
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ke změně maximálně jednoho genu. To však nemusí být dostatečné pro opuštění
lokálního extrému.
V případě uniformní mutace, se pravděpodobnost mutace vztahuje na každý
gen zvlášť. Pokud chceme, aby pravděpodobnost jedinců, kteří nijak nezmutují, byla
v obou typech mutací stejná, pak musí platit vztah:
1 −𝑀 = (1 −𝑀𝑢)𝑁 , kde 𝑁 je délka chromozomu a 𝑀 , 𝑀𝑢 po řadě pravděpo-
dobnost mutace prvního a druhého typu.
I pro relativně malé 𝑁 je tak 𝑀𝑢 podstatně menši než 𝑀 .
Na příklad pro 𝑁 = 16 a 𝑀 = 0.2 je 𝑀𝑢 = 1− 𝑁
√
1−𝑀 = 0.0138)
Úvodem této úvahy jsme předpokládali „malou mutaci“. Požadujeme-li navíc
změnu 2 konkrétních genů, je pravděpodobnost 𝑃 této mutace 𝑃 ≤ 𝑀2𝑢 . 2 Proto
je i s malou (nejen nulovou) pravděpodobností mutace, šance na opuštění lokálního
extrému malá.
Konkrétní vliv různých pravděpodobností mutace 𝑀 je vynesen v grafech 3.7
a 3.8 na příkladech účelových funkcí v jedné dimenzi:
𝑓(𝑥) = 2− 0.25 · 𝑥2 + cos(16 · 𝑥𝑖);𝑥 ∈ ⟨−2; 2⟩
𝑓(𝑥) = 2− 0.25 · 𝑥2 + cos(30 · 𝑥𝑖);𝑥 ∈ ⟨−2; 2⟩
Obr. 3.7: FD s mutaci M = 0,..,3.0%; (D = 1; P = 20; Ch = 20;)
Další z možností, jak zajistit výše zmíněné přínosy mutace (viz. kapitola 3.3),
je zavedením operátoru smrt 2.2.5 [4].
Jeho použití přináší přínos především v části B) (tj. vymanění se z uváznutí).
Zásadně se zde projevují dva efekty. Prvním je to, že ke stárnutí populace dochází
2Pokud by nám mutace zbylých genů nevadila, šlo by o rovnost. Protože však změna některých
genů vadit může, píšeme nerovnost.
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Obr. 3.8: FD s mutací M = 0,..,3.0%; (D = 1; P = 20; Ch = 20;)
zejména v případech uváznutí v lokálních extrémech. Operátor se tím pádem častěji
používá právě ve chvíli, kdy je potřeba. Tento jev by se dal označit jako schopnost
„detekce problému“.
Druhým efektem je pak nahrazení starého jedince novým. Na rozdíl od mutací,
je operátorem smrt nejen vytvořen jedinec nové genové kombinace, ale je i některý
starý jedinec vymazán. Díky tomu se v jinak degenerované populaci vytvoří místo
pro nové jedince, kteří mohou mít i horší fitness ohodnocením, než má zbytek po-
pulace.
Vliv operátoru smrt si můžeme prohlédnout na následujícím srovnání (graf 3.9)
FD čtyř GA (bez mutace bez smrti, bez mutace se smrti, s mutací 𝑀 = 3% bez
smrti, s mutací 𝑀 = 3% se smrtí), přičemž ostatní parametry zůstaly stejné.
3.4 Mapování vlivu parametrů P, Ch a M
Pro přehled vzájemného vlivu základních parametrů GA (velikost populace P, po-
čet potomků Ch a pravděpodobnost mutace M) je zapotřebí přehledně znázornit
„kvalitu“ GA v závislosti na zmíněných parametrech.
Prvním problémem je, jak zobrazit závislost určité vlastnosti na třech paramet-
rech zároveň. Nabízí se výsledky zobrazovat v trojrozměrném prostoru, ale to by již
nebylo přehledné. Proto v této práci odstoupíme od snahy zobrazit vše naráz a za-
měříme se jen na zobrazení „kvality“ GA, jako funkce dvou proměnných (nejčastěji
parametru 𝑃 ×𝐶ℎ pro dané 𝑀). Tím se však dostáváme k druhému problému - jak
si onu „kvalitu“ GA zavést a jak ji následně vyjádřit pomocí jednoho čísla.
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Obr. 3.9: V jednorozměrném prostoru
Vyjdeme-li z obecných požadavků na heuristické algoritmy, tak je cílem nale-
zení dostatečně dobrého řešení v dostatečně krátkém čase. Potřebné množství času
můžeme dle kapitoly 2.5 nahradit počtem spočtených FF.
Dostatečné řešení lze stanovit pomocí maximálního přípustného rozdílu fitness
hodnoty nalezeného a ideálního řešení. Jinou možností (užívanou v této práci) je po-
suzovat DŘ podlé euklidovské vzdálenosti nalezeného a ideálního řešení. Za poža-
dované řešení může být tedy považováno takové, které v daném přijatelném počtu
vyhodnocení FF dosáhne řešení, které bude podle zvoleného hlediska považované za
dostatečné.
Díky stochastickému charakteru GA je však vše podstatně složitější a stanove-
ním dvou výše uvedených pojmů si nevystačíme. Pro danou úlohu, GA a pevně
zvolené parametry totiž nelze tvrdit víc, než že v daném počtu iterací nalezne DŘ
s pravděpodobnosti 𝑝. Přičemž 𝑝 záleží na všech uvedených parametrech. Předně
nás však bude zajímat závislost na počtu vyhodnocení FF.
Za podstatné faktory pro kvalitu GA (vzhledem k nalezení dostatečně přesného
řešení na dané úloze) můžeme považovat dva faktory 3:
A) Rychlost nalezení řešení
B) Pravděpodobnost, že pro daný počet iterací bude nalezeno DŘ
Při vyhodnocování se tedy nabízí zobrazovat celé funkce pravděpodobnosti nale-
zení DŘ v závislosti na počtu vyhodnocených FF. To by však vyžadovalo zobrazovat
počet vyhodnocovacích operací jako novou souřadnici, což se pro obecný přehled již
3Zřejmě se nabízí mnoho dalších faktorů. Předně univerzálnost použití GA a přesnost řešení.
Univerzálnost však není kvalitou ve smyslu DŘ na dané (jedné) úloze. Zatímco požadavek na přes-
nost sice odůvodněný je, ale pro zjednodušení je již obsažen požadavku DŘ
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nejeví jako vhodné. Proto byl v této práci zvolen jiný přístup, který se snaží zmíněné
funkce ohodnotit podle menšího počtu parametrů (ideálně pouze pomocí jednoho
reálného čísla).
Potřebný počet vyhodnocení FF je náhodná veličina s neznámým rozdělením.
Distribuční funkci lze odhadnout pomocí výběrové distribuční funkce z cenzorova-
ného výběru {𝑋𝑖|𝑖 = 1, . . . , 𝑛} (cenzorem je maximální počet vyhodnocení FF).
Hodnoty 𝑋𝑖 odpovídají pozorovanému počtu vyhodnocení FF potřebné k dosažení
DŘ, které získáme opakovaným spouštěním GA.
Ideálním stavem by bylo, aby algoritmus dosáhl DŘ ve 100% pokusů v daném
a zároveň velmi krátkém čase. V praxi však obecně nelze říci, ani jaký tvar by ideálně
měla distribuční funkce mít.
Obecně se však dá požadovat, aby s pravděpodobností alespoň 𝑝 bylo nalezeno
DŘ s minimálními náklady (na vyhodnocování FF). Tento požadavek by šel snadno
kvantifikovat přímým odečtením hodnoty 𝑥 odpovídající p-kvantilu ze zmíněné vý-
běrové distribuční funkce.Nicméně jsou metody, jak se dá pravděpodobnost dořešení
vylepšit (proto srovnávání počtu iterací odpovídajících danému p-kvantilu není zcela
ideální). Například tím, že se GA spustí opakovaně (vždy se stejným předem daným
počtem iterací 𝐼), a za konečný výsledek se bude brát nejlepší z dosažených výsledků.
Pro 𝑁 opakování tak bude zapotřebí celkem 𝑁 ·𝐼 iterací, ale pravděpodobnost nale-
zení DŘ vzroste na 1− (𝑝−1)𝑁 . Tímto způsobem lze sestavit novou funkci dořešení,
označme ji 𝐹𝐷′ ve tvaru:
𝐹𝐷′(𝑡) = 1− (1− 𝐹𝐷( 𝑡
𝑁
))𝑁 , 𝑡 = 0, 𝑁, 2𝑁, . . .
Význam tohoto vztahu je znázorněný na následujících dvou grafech 3.10, 3.11.
Na prvním je zobrazena konkrétní FD a z ní odvozené funkce 𝐹𝐷′ pro 𝑁 = 2, 5, 10.
Druhý graf znázorňuje mezní průběh FD takové, že pro různé počty opakování
𝑁 vždy dosáhne DŘ s pevně zvolenou pravděpodobností 𝑝, při stejných výpočet-
ních nákladech (tj. při stejném součtu provedených iterací). Tato mezní funkce nám
rozdělí prostor na dvě oblasti. Nad grafem je oblast, ze které dokážeme vhodným
opakováním získat minimálně požadované řešení (s požadovanou pravděpodobností
𝑝 po 𝐼 iteracích). Pod grafem se pak nachází oblast, ze které opakováním požadované
řešení nezískáme. Pro srovnání je grafem proložena navíc stejná FD, jako v prvním
grafu.
Z grafu 3.11 se jeví jako vhodné, používat i relativně nespolehlivé chody GA,
pokud jsou však dostatečně krátké. Může tedy vzniknout dojem, že je nejvýhodnější
použít co nejkratší chody GA, které nám díky opakováním budou dávat DŘ s prav-
děpodobností 𝑝. Tento pohled je však zkreslený několika zjednodušeními a předpo-
klady, které jsme provedli:
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Obr. 3.10: FD a odvozené 𝐹𝐷′ pro 𝑁 = 2, 5, 10
Obr. 3.11: Mezní funkce FD k dosažení DŘ s 𝑝 = 99%
A) Výběrová distribuční funkce je jen odhadem skutečné distribuční funkce. Opíráme-
li se o hodnoty z počátku distribuční funkce, které následně transformujeme
mocněním s vysokými exponenty, tak odchylky dále zásadně zvětšujeme. Na-
konec mohou být výsledky zásadně odlišné od teoreticky spočtených.
B) Doposud jsme předpokládali, že úloha má konstantní parametry (data). V praxi
však požadujeme, aby GA pracoval s úlohou se všemi přípustnými daty (nebo
určitou třídou dat). S mírně odchylnými daty může dojít k drobným změnám
v průbězích FD. Tyto změny se zásadně projeví tam, kde má FD největší
derivaci. Což zpravidla bývá právě v první části FD. 4
4Při řešeních praktických úloh se dosáhnutí DŘ většinou přímo nepozná.
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C) Pro jednoduchost jsme se omezili na vyhodnocování úspěchu pomocí dosažení
DŘ. V praxi však vyžadujeme dosažení DŘ, ale mnohdy chceme ještě víc. Pak
záleží na tom, jak si hranici DŘ stanovíme. Pokud je příliš využíváno efektu
opakování, může se stát, že GA budou dobíhat právě na hranici DŘ. Ale již
žádný z nich nebude výrazně lepší než DŘ.
D) Předpokládá se nezávislost jednotlivých opakovaných spuštění GA. Tato pod-
mínka by však byla s jistotou zajištěna pouze při použití ideálních generátorů
náhodných čísel.
Na závěr předešlého výčtu negativ je vhodné dodat, že jsou případy, kdy se bez
opakovaných startů obejít nelze. Například pokud má GA byť malou šanci na uváz-
nutí (např. 0, 05%), tak je bez opakování těžké dosáhnout větších spolehlivostí (pří-
klad 99, 99%).
Otázku, zda používat opakované starty (a jak moc), bych zodpověděl nikoliv
výčtem pravidel či vztahů, ale pouze formou doporučení.
Vzhledem ke stabilitě výpočtů na různých datech a snaze nalézt řešení lepší než
jen dostatečné, je vhodné nejprve hledat spolehlivé nastavení GA. Pokud není dosa-
žena dostatečná přesnost v přijatelném čase, tak je vhodné zkusit výsledky vylepšit
malým počtem opakování. Pokud ani to nestačí a počet potřebných opakování začne
výrazně narůstat (zvláště pak pro složité úlohy), přichází vhodný čas pro zamyšlení
nad možností použití dalších vyšších heuristických nástrojů. Například nasazení dal-
šího GA, jehož startovací populace bude složena z řešení vygenerovaných předcho-
zími opakovanými starty původního GA.
Vraťme se na tomto místě k původní otázce a to, jaký způsobem ohodnotit FD
pomocí jednoho parametru. Z předchozího popisu problematiky máme čtyři základní
možnosti vyhodnocení:
1. Průměr - aritmetický průměr počtu potřebných vyhodnocení FF
2. Kvantil - bere se 𝑘-kvantil z FD
3. Limitovaný průměr - pokud je hodnota 𝑘-kvantilu menší než maximální počet
vyhodnocení FF, bere se za výsledek aritmetický průměr. Jinak je výsledek
roven 𝑘-kvantilu (maximální tedy nevyhovující hodnotě).
4. Opakovaný start - pokud požadovaný 𝑘-kvantil 𝐹𝐷 není menší než maximum,
tak se zkusí spočítat 𝐹𝐷′2 (funkce dořešení pro dvojí spuštění). Podmínka
s kvantilem se pak opakuje pro 𝐹𝐷′2. Takto se postupuje dál pro 𝐹𝐷′3, ..., 𝐹𝐷′𝑅.
Skončí se při nalezení 𝑘-kvantilu s menší než maximální hodnotou, nebo po
dosažení určitého maximálního počtu restartů 𝑅 (například 𝑅 = 6). Výsledek
je poslední nalezený kvantil. Pokud byl postup ukončen maximálním počtem
restartů, pak poslední nalezený kvantil nabývá hodnoty maxima.
Vzhledem k tomu, že v této práci nejde přímo o spočtení konkrétních výsledků,
ale jde pouze o navrhování postupů a klasifikaci výsledků, není potřeba během testů
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vyžadovat příliš vysokou pravděpodobnost nalezení DŘ. Navíc je vzhledem k časové
náročnosti některých testů obtížné vygenerovat dostatečná množství dat pro dobré
vystihnutí teoretické FD, proto není vhodné při vyhodnocování uvažovat zejména
extrémních hodnot. Z tohoto důvodu je v této práci nejčastěji používán způsob 1)
a 2).
Nyní můžeme provést sérii opakovaných testů GA pro kombinace parametru P,
Ch a M, jejichž výsledky bude potřebný počet vyhodnocení FF k dosažení DŘ. Pro
každou testovanou kombinaci parametrů se sestaví FD a následně výše zmíněným
postupem stanoví jedno-číselná „náročnost“ (či „kvalita“). „Náročnost“ GA se pak
vykresluje jako funkce dvou proměnných (P, Ch), viz. 3.12
Obr. 3.12: Mapa „náročnosti“ pro mutaci 𝑀 = 7%
Z grafu plyne, že pro tuto úlohu (a hodnotu mutace 𝑀 = 7%) je podstatné
používat malé velikosti populace P, zatímco na velikosti parametru Ch záleží jen
málo.
Pro objektivnost pohledu uvádíme následující graf 3.13 pro stejnou úlohu, jen
s jinou mutací (𝑀 = 1%). Zde je situace na první pohled jiná. Ve skutečnosti
však porovnáním těchto dvou řešení snadno ukážeme, že pro mutaci (𝑀 = 7%)
dostáváme lepší řešení. Pro objektivnější pohled na věc je tato úloha ještě znázor-
něna v grafu 3.14, který srovnává potřebné vyhodnocení FF (průměry), v závislosti
na parametrech 𝑀 a 𝑃 = 𝐶ℎ.
Zobrazíme-li mapu náročnosti pro předešlou úlohu s použitím operátoru smrt
(graf 3.15), můžeme si povšimnout zvláštního nárůstu náročnosti v levém horním
rohu. Tato oblast odpovídá nastavení s velkou populací vůči relativně malému počtu
potomků. Operátor smrt totiž vychází ze stáří jedinců. Je pro něj tedy podstatné,
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Obr. 3.13: Mapa „náročnosti“ pro mutaci 𝑀 = 1%
Obr. 3.14: Mapa „náročnosti“ v závislosti na parametrech 𝑃 a 𝑀
jak rychle se jedinci v populaci obměňují. Malý počet potomků vzniklých v každé
generaci ve spojitosti s velkou populací nezajišťuje dostatečnou obměnu jedinců,
což vede ke stárnutí populace a tím i příliš časté aplikaci smrti. Populace je pak
„zavalena“ novými náhodnými jedinci, kteří mají sice průměrně malou hodnotu
FF, ale i tak zásadně znesnadňují výběr kvalitních (lepších než nových náhodných)
jedinců pro křížení.
Za povšimnutí v předchozích grafech (konkrétně v grafu 3.12) stojí to, že jsou
v nich uvedeny i hodnoty pro velikost populace 𝑃 = 1, které se navíc jeví jako nejlepší
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Obr. 3.15: Mapa „náročnosti“ pro mutaci 𝑀 = 1% s použitím smrti
řešení. Ve své podstatě jde o speciální případ nastavení GA, který již podle některých
kritérií není považován za GA. Více k tomuto případu je popsáno v následující
kapitole.
3.5 Speciální případ GA pro P = 1
Jak již bylo uvedeno v předchozím textu, zajímavý význam má velikost populace
𝑃 = 1. Předně je nutno říci, že v jednoprvkové populaci ztrácí význam genetické
operátory selekce a křížení. Každý potomek je klonem svého rodiče pozměněný pouze
mutací. Z předchozího pozorování vyplývá, že na některých úlohách je tato varianta
nejvýhodnější.
Teoretickou otázkou je, zda toto nastavení vůbec považovat za GA.
Tento případ bychom mohli považovat za modified random search (viz. 1.1.6)
s velmi specifickou hustotou rozdělení pravděpodobnosti. Na rozdíl od klasického
MRS, kde se k aktuální pozici přičítá náhodná hodnota, se v tomto případě mění
přímo aktuální pozice. Rozdíl je v tom, že u MRS je hustota náhodného rozdělení
nezávislá na aktuální pozici. Zatímco při mutaci jedince v GA je hustota rozdělení
závislá na poloze (tj. aktuálním stavu genů). Vše je navíc znepřehledněno použitím
Grayova kódu 2.3. Pro náhled, jak vypadají hustoty rozdělení změn způsobených
mutací, bylo použito následovné simulace:
Náhodně bylo vygenerováno 100 jedinců. Ke každému z nich se následně zkon-
struovalo 5000 potomků podrobených mutaci (𝑀 = 3). Odchylky potomků od svých
rodičů byly použity k odhadnutí distribuční funkce „průměrovaného“ rozdělení od-
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chylek. Výběrová distribuční funkce byla následně navzorkovaná eqvidistantním dě-
lením. Numerickou derivací se pak získá hustota „průměrovaného rozdělení“ viz. graf
3.16. Test byl proveden na 16-ti bitových chromozomech. Pro srovnání je v grafu
s hustotou navíc zobrazena hustota normálního rozdělení se stejnými parametry EX,
DX (střední hodnotou a rozptylem).
Obr. 3.16: Přibližná hustota pravděpodobnosti změn při mutaci (𝑀 = 3%) v porov-
nání s normálním rozdělením se stejnou střední hodnotou a rozptylem
Kromě globálního pohledu na tuto funkci je však nutný i lokální pohled na to,
jak velká (potažmo jak pravděpodobná) změna je potřeba k přesunu dosavadního
řešení. Jednoprvková populace totiž nemá žádnou rozmanitost genofondu a není
možné, aby se do nové populace dostalo horší řešení, něž tam již je. Proto má však
zřejmé sklony k uváznutím v lok extrémech. Z uváznutí se navíc může dostat pouze
jednou cestou. Naprosto vhodnou mutací, která jedince posune na pozici s lepší
hodnotou FF. Z tohoto faktu vychází konstrukce příkladu, na kterém se projeví
tendence k uváznutí v lok. extrému jedno-populačního GA:
3.5.1 Příklad úlohy, která vyžaduje větší než jednoprvkovou
populaci
Jak již bylo popsáno dříve 3.3 je současná mutace většího počtu genů velmi ne-
pravděpodobná. Vezmeme-li příklad, jehož FF je znázorněna na obr. 3.17, tak stačí
zaručit, aby binární vzdálenost jedince v lokálním maxima 𝐴 byla dostatečně velká
od všech bodů množiny 𝐵, kde 𝐵 = {𝑥 ∈ 𝑋|𝐹𝐹 (𝑥) > 𝐹𝐹 (𝐴)};
Při řešení tohoto příkladu pomocí GA (𝑃 = 1), je z počátku přibližně poloviční
pravděpodobnost, že jedinec se bude nacházet v levé polovině definičního oboru.
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Obr. 3.17: Příklad FF špatně řešitelné jedno-populačním GA
Při následných iteracích jsou pravděpodobnější lokální (menší) změny, které jedince
pravděpodobně zavedou do bodu 𝐴. Tam uvázne a protože všechny body s lepší
hodnotou FF by vyžadovaly extrémně nepravděpodobné mutace, tak již bod 𝐴 ne-
opustí (viz. graf 3.18). Přitom, jak lze snadno srovnat (s grafem 3.19), při řešení
problému pomocí „standardních“ nastavení GA k těmto problémům téměř nedo-
chází. Na uvedeném srovnání jsou znázorněny průběhy tisíce GA. Vynesena je vždy
poloha nejlepšího jedince populace (na ose x) v průběhu iterací (na ose y). Pro
přehlednost jsou křivky (průběhy nejlepších jedinců) barevně rozlišeny, podle toho
v kterém extrému skončí.
Obr. 3.18: Průběh řešení jedno-populačním GA (s úspěšností 40, 1%)
Je sice patrné, že pomocí opakovaných spouštění GA (𝑃 = 1), lze pro tento
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Obr. 3.19: Průběh řešení klasickým GA (s úspěšností 94, 3%)
příklad dosáhnout libovolné pravděpodobnosti úspěchu, ale to již není předmětem
zkoumání. Podstatná je na tomto příkladu pouze ilustrace toho, jakým způsobem
mohou vznikat mezi určitým bodem (či množinou) 𝐴 a druhou množinou 𝐵 velké
binární vzdálenosti, které tak pro mutaci tvoří téměř nepřekonatelnou bariéru.
Otevřenou otázkou zůstává, jak často k podobné vzájemné konstelaci bodu 𝐴
s množinou 𝐵, v praktických úlohách dochází?
Bez toho, aniž by se dostatečně zodpověděla tato otázka, lze navrhnout přístup,
díky kterému se dá vyloučit negativní efekt příliš velké binární vzdálenosti lokálního
extrému od množiny lepších řešení. Ideou je před každým opětovným spuštěním GA
náhodně posunout hodnoty FF na ose 𝑥 a náhodně změnit měřítko.
3.5.2 Biologická paralela k jedno-populačním GA
Podstata jedno populačního GA je v tom, že potomci jsou klony (s případnou mu-
tací) jednoho rodiče. V přírodním světě se tímto způsobem (nepohlavně) rozmnožují
převážně jednobuněčné organismy a rostliny (především nižší), ale i někteří nižší ži-
vočichové. Za konkrétní příklady je možno vzít kvasinky, houby, žahavce či hlísty.
[11]
3.5.3 Závěr
Pro řadu jednoduchých úloh (s malým oborem přípustných hodnot), či úloh bez
lokálních extrémů, je výhodnější používat jiných metod než GA. Toto je v souladu
s obecným „pravidlem“ které volně říká: „GA se používají až ve chvíli, kdy všechny
jiné metody selhaly“.
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Pokud však nějaký problém již řešený pomocí GA je, tak lze doporučit vyzkoušet
nastavit GA na jedno-populační (pokud to implementace umožňuje) s vhodným
typem a pravděpodobností mutace.
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4 IHCP
4.1 Úvod do problematiky
Pod zkratkou IHCP, se skrývá Inverse Heat Conduction Problem. Česky inverzní
problém vedení tepla. [17] Předně je potřeba osvětlit standardní (přímou) úlohu











kde 𝑇 je teplota, 𝑡 čas, 𝑥 prostorová souřadnice.




kde 𝑘 je tepelná vodivost, 𝜌 hustota a 𝐶𝑝 tepelná kapacita. [17]
PP (počáteční podmínka):
𝑇 (𝑥, 0) = 𝑇0(𝑥),∀𝑥 ∈ Ω
A standardními typy okrajové podmínky na hranici 𝜕Ω×⟨0, 𝑡⟩ (tj. pro 𝑥0 ∈ 𝜕Ω):
1. Dirichletova podmínka (předepsaná teplota)
𝑇 (𝑥0, 𝑡) = 𝑇𝑂𝑃 (𝑡)




Pro případ 𝑞(𝑡) = 0,∀𝑡, jde o izolovaný konec.




= ℎ(𝑇∞ − 𝑇 (𝑥0, 𝑡))
Poslední (Newtonova) podmínka je pro úlohy IHCP zásadní. Popisuje totiž chla-
zení povrchu, přičemž funkce ℎ(𝑇∞−𝑇 (𝑥0, 𝑡)) se označuje jako HTC (Heat Transfer
Coefficient).


























kde 𝑇 a 𝑡 je opět teplota a čas, 𝑥, 𝑦, 𝑧 jsou kartézské souřadnice a 𝑞 je objemový
tepelný zdroj (v jednotkách [𝑊/𝑚3]).
Stručně řečeno jde při řešení klasických úloh vedení tepla o získání teplotních
průběhů v materiálu (𝑇 (𝑡, 𝑥)) na základě známých PP a OP.
U inverzních úloh je tomu pochopitelně naopak. Ze známého teplotního průběhu
v daném bodě či bodech a známé PP chceme získat průběh OP.
4.2 Problémy řešení (korektnost)
Řešení inverzních úloh je ze své podstaty řádově složitější než řešení přímých úloh.
Prvním problémem je špatná podmíněnost úlohy, tj. extrémní závislost řešení (HTC)
na odchylkách ve vstupních datech (průběh teploty 𝑇 ). Vstupní průběh teploty však
bývá většinou měřenou veličinou, takže je pro něj nepřesný charakter typický.
Další nepříjemnou vlastností těchto úloh je skutečnost, že více různých funkcí
HTC může odpovídat stejnému změřenému teplotnímu průběhu. Inverzní úloha je
z tohoto pohledu dokonce nekorektní. Praktická nutnost řešit úlohy tohoto typu však
vede k tomu, že se zadání doplní či přeformulují tak, aby již řešitelné byly. Doplnění
většinou spočívá v přidání dodatečných požadavků na průběh funkce HTC.
• Předně má smyl při úlohách chlazení určitého tělesa předpokládat𝐻𝑇𝐶(𝑡) > 0
pro ∀𝑡, (případně s opačnou nerovností podle znaménkové konvence). Změna
znaménka pro některá 𝑡 by znamenala, že během chlazení dochází chvílemi
k ohřevu.
• HTC by neměla obsahovat šum (významné oscilace). Formulovat požadavky,
které by to zajistily však není snadné, zejména proto, že z fyzikální podstaty
experimentů je výskyt prudkých změn běžný. Prudkou změnu způsobuje na-
příklad otevření klapky clonící povrch před chladící kapalinou. Dochází tak
ke skokové změně z nechlazeného stavu na chlazený plným proudem chladící
kapaliny.
Možné metody řešení pro IHCP sepsali například Beck a Raynaud (každý vy-
myslel vlastní metodu). Konkrétní postupy výpočtů použitelných metod sepsali na-
příklad Burggaf [19], Imber a Khan [20].
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5 APLIKACE GA NA IHCP
Řešeními IHCP jsou, při užití GA, jedním z možných způsobů aproximované a zakó-
dované průběhy HTC. Podstatnou částí vyhodnocování FF je tedy výpočet diferen-
ciální rovnice, jejímž výsledkem je spočtený průběh teploty v místě, kde na měřené
soustavě bylo umístěno tepelné čidlo. V dalším textu budeme tento průběh teploty
pro jednoduchost označovat jako teplotní odezvu řešení. Kvalita řešení je pak pri-
márně dána rozdíly mezi teplotní odezvou a naměřenými teplotami. Dále se však
ukáže, že řešení trpí extrémním množstvím šumu, který je třeba nějakým způsobem
odstranit či potlačit.
Prvotní ideou jak řešenit IHCP bylo najít pomocí GA řešení, které bude dosta-
tečně vyhovovat svou teplotní odezvou (bez tlumících členů ve FF). Teprve poté
nalezené řešení pomocí vhodných filtrů „vyhladit“. Problémem této myšlenky je,
že finální vyhlazování opět mírně změní teplotní odezvu. Vzhledem k tomu, že na-
lezené řešení mělo svou teplotní odezvou dostatečně vyhovovat, je pravděpodobné,
že změny spojené s vyhlazováním jeho odezvu zhorší. Tímto se nabízí několik zá-
kladních mechanizmů, jak tento nedostatek odstranit:
• Zavést do FF penalizační členy, které budou řešení vyhlazovat průběžně viz.
kapitola 5.2.1
• Nalezené a vyhlazené řešení použít, jako startovací hodnoty pro další optima-
lizaci viz. kapitola 5.4.2
• Zavést vyhlazování přímo do chodu GA, jakožto nový genetický operátor viz.
kapitola 5.3.1
V dalším budeme často uvažovat jednodimenzionální úlohu chlazení. Ta je fy-
zicky reprezentována měřením na plechu. Podstatné je, aby jeho tloušťka (5mm)
byla podstatně menší než rozměry intenzivně chlazené plochy. Tepelné čidlo je umís-
těno na druhé straně chlazeného povrchu. Před začátkem měření se plech rozehřeje
na požadovanou teplotu (500°C). Následně se během chlazení naměří průběh teploty
u čidla. Úlohy, ze kterých se vychází v této kapitole, jsou však pouze simulace, tedy
jde o spočtené tepelné odezvy na zvolený průběh 𝐻𝑇𝐶.
Pro ilustraci uvádíme graf 5.1, znázorňující průběh teplot na chlazeném povrchu
a v místě snímaném teplotním čidlem (pro úlohu výše zmíněných parametrů s kon-
stantním průběhem HTC).
5.1 Kódování
Prvním problémem, při aplikaci GA, je vždy rozhodnout. jakým způsobem se k úloze
přistoupí. Tedy především, jakým způsobem budou kódována řešení.
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Obr. 5.1: Teplotní průběh povrchu a čidla
Řešením IHCP je obecně funkce HTC v závislosti na čase. V praxi se užije časové
diskretizace a řešení se hledá ve tvaru posloupnosti. Nejen proto, aby se zjednodušila
problematika kódování, ale i proto, že v průběhu řešení je třeba opakovaně řešit
diferenciální rovnice, které se řeší numerickými metodami v diskretizovaném čase
a prostoru.
V této práci byly uvažovány čtyři základní varianty kódování:
A) Každý koeficient HTC zvlášť
B) „Sumační kódování“ HTC
C) Přírůstky HTC
D) Aproximace HTC vhodnou funkcí (kde se kódují parametry funkcí)
5.1.1 A) Každý koeficient HTC zvlášť
Jako první a nejjednodušší možnost kódování se nabízí kódovat každý koeficient





předpokládat maximální hodnotu HTC kolem 100000𝑊/𝑚2𝐾, dojdeme k hodnotě
𝑀 = 17.





a 𝑌 ∈ ⟨0, 100000⟩





která by navíc měla splňovat několik dalších požadavků:
• Spojitost - hodnoty 𝑌 by měly pokrýt celý interval ⟨0, 100000⟩
• Monotónnost
• Neklesající první derivace - větší hodnoty nepotřebují jemnější dělení než hod-
noty malé
Příkladem vhodných funkcí jsou lineární, exponenciální či polynomická.
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5.1.2 B) Sumační kódování HTC
Při použití předchozí varianty (bez dodatečných tlumících opatření v účelové funkci)
dochází k významné oscilaci nalezených řešení HTC kolem teoreticky správné po-
sloupnosti HTC. To je dáno mnoha důvody, z nichž patrně nejvýraznější je sama
povaha úlohy, kdy extrémní hodnoty HTC jsou průchodem přes materiál ztlumeny
a v patřičných odezvách nejsou patrné. Velmi nepřesně řečeno se v odezvách proje-
vují spíše integrály (v našem případě sumy) HTC. 1
Na základě této vlastnosti bylo vyzkoušeno „Sumační kódování“, kde chromozom
obsahuje 𝑁 hodnot 𝑋𝑖; 𝑖 = 1, . . . , 𝑁 , kde 𝑋𝑖 =
∑︀𝑖
𝑗=1𝐻𝑇𝐶𝑖.
V tomto uspořádání dat je třeba mít v chromozomu hodnoty uložené postupně
podle velikosti. Vynecháním tohoto požadavku by totiž bylo možné mít v populaci
𝑁 ! různých jedinců kódujících stejné řešení. Aby se tak nestalo, je třeba uměle
zasáhnout do chromozomů jedinců (právě vzniklých, či těch na něž byla aplikovaná
mutace) a jejich geny seřadit podle hodnot, které kódují. Tento zásah jsem nazval
„Seřazení“. Jeho podrobný popis je v kapitole 5.3.2
Dá se předpokládat, že výhodou této varianty (na rozdíl od varianty A)) by mělo
byt snažší tlumení oscilací. Pro názornost si představme příklad viz. obr. 5.2.
Obr. 5.2: Konstantní HTC porušená jedním dvojkmitem
Předpokládejme, že správné řešení je konstanta (konstantní průběh HTC). Dále
1Přesněji řečeno jsou teplotní odezvy v materiálu závislé na odevzdaném teple 𝑄 (pokud by
veškeré teplo z měřené soustavy odcházelo právě chlazenou stranou). Užitím stejné časové diskre-
tizace jako v předchozím, jde o posloupnost 𝑄𝑖 ve stejných časových okamžicích, jako posloupnost
HTC. Přičemž platí 𝑄𝑖 = 𝐻𝑇𝐶𝑖 · (𝑇𝑝−𝑇𝑣) · 𝛿𝑡, kde 𝑇𝑝 je povrchová teplota a 𝑇𝑣 je teplota chladící
kapaliny.
Pokud však na posloupnost 𝐻𝑇𝐶 zvolíme lokální pohled, tak se teplota 𝑇𝑝 většinou (až na po-
čáteční fází chlazení) na krátkých časových úsecích příliš nemění. Což podporuje intuitivní náhled,
že jsou v úlohách IHCP podstatné především integrály s pohyblivou mezí.
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prozatím předpokládejme, že účelová funkce zahrnuje pouze hodnocení teplotní ode-
zvy. Ve variantě A) je potřeba změnit dvě hodnoty. Vzhledem k tomu, že jsou tyto
hodnoty HTC sousední a dávají v průměru správnou hodnotu, tak je hodnota účelové
funkce téměř stejná, jako pro správné řešení. Spravením jedné z chybných hodnot
se pokazí správná hodnota průměru a dojde ke zhoršení účelové funkce. Proto musí
dojít ke změnám obou hodnot současně.
Na rozdíl od toho v této variantě (B)), je stejný problém kódovaný pouze jednou
hodnotou, tudíž je i šance vhodné změny mnohem větší.
V dalším se sice ukáže, že bez některé z forem tlumení (tj. penalizačních členů
v účelové funkci) se řešení těchto úloh neobejde, ale základní myšlenka tohoto pro-
blému zůstává stejná.
Při praktických testech se ukazuje tendence zpomalovat konvergenci k řešení.
Vliv tohoto zpomalení se navíc projevuje tím silněji čím přesnější řešení požadujeme.
Viz. graf 5.3, na kterém jsou srovnány FD úlohy s konstantním průběhem HTC pro
varianty A) a B) a pro dvě nastavení přesnosti požadovaného řešení.
Obr. 5.3: Srovnání FD pro variantu A) a B)
Jeden z jevů, který k tomu výrazně přispívá, je možné vysvětlit na následujícím
příkladu:
Opět mějme úlohu jejíž přesné řešení je konstantní průběh HTC (s hodnotou
1000). Přesné řešení by bylo v chromozomu uloženo jako vzestupná posloupnost
s lineární závislostí (𝑋𝑖 = 𝑖 · 1000). Hodnoty 𝐻𝑇𝐶𝑖 jsou tedy dány vztahem:
𝐻𝑇𝐶𝑖 = 𝑋𝑖 −𝑋𝑖−1; 𝑖 = 1, . . . ,𝑀 ;𝑋0 = 0
Předpokládejme, že aktuální řešení má požadovaný tvar, jen s menším koeficien-
tem úměrnosti (𝐻𝑇𝐶 = 750). Viz obr. 5.4
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Obr. 5.4: Aktuálně uvažované řešení v porovnání s přesným řešením
V této fázi však není příliš možností jak stávající řešení vylepšit. Rozeberme si
několik konkrétních možností z předchozího obr.:
1. Přesun např. 𝑋4 v rámci intervalu ⟨𝑋3, 𝑋5⟩ - díky blízkým povrchovým tep-
lotám v časech 𝑡3 a 𝑡5 je vliv na účelovou funkcí jen velmi malý.
2. Přesun 𝑋4 do vzdálenějšího intervalu např. ⟨𝑋12, 𝑋13⟩ - díky již větším rozdí-
lům mezi teplotami bude i odezva v účelové funkci znatelnější. Zároveň však
dochází k prudším změnám v posloupnosti HTC (dokonce hned na více mís-
tech), které však (podle volby typu tlumení) bývají v účelové funkci penalizo-
vány.
3. Přesun 𝑋4 za poslední hodnotu 𝑋𝑀 - výrazně vylepší účelovou funkci díky
teplotní odezvě. Negativně i když, ne již tak výrazně, zvýší penalizace stejně,
jako v bodě 2).
4. Posun posledního bodu 𝑋𝑀 - ideální možnost. Ani tento posun však nemůže
být příliš velký kvůli penalizacím.
Při opakovaném vylepšování aktuálního řešení dojde k postupnému „natahování
odzadu“, dokud se nedosáhne přibližně přesného řešení. Problémem je, že všechny
změny probíhají zejména odzadu, což na změny směrem k přesnému řešení klade
další nároky ve smyslu pořadí, v jakém smí probíhat a navíc zásadně tlumí velikosti
změn. Tím se zvyšují potřebné počty vyhodnocení FF k nalezení DŘ 2.
Poz.: V tomto případě kódování je potřeba, aby byly rozsahy koeficientu větší.
Jako horní odhad nám poslouží hodnota 𝑀 · 𝐻𝑇𝐶𝑚𝑎𝑥, kde 𝐻𝑇𝐶𝑚𝑎𝑥 je maximální
2Celá situace by šla připodobnit ke koloně blízko za sebou stojících aut, která náhle chtějí zvětšit
rozestupy mezi sebou na požadovanou hodnotu. Situaci však komplikuje to, že zároveň jede jen
pár náhodně zvolených aut.
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rozsah 𝐻𝑇𝐶. Ve variantě A) byla zvolena hodnota 100000. V praxi jde zvolit rozsah
o dost menší, protože běžné průběhy HTC nemají charakter konstant na hranici
maximálních zvolených rozsahů.
I kdybychom však uvažovali potřebu zvětšit rozsah 𝑀 -krát, nebude to problém.
Například pro 𝑀 ≤ 1028 by šlo o navýšení každého koeficientu o maximálně 10
bitů, což nezpůsobí problém po stránce paměti. Případné zvýšené časové nároky
na práci s delšími řetězci nejsou podstatné ve srovnání s vyhodnocováním FF (dif.
rce.). Rozsáhlejší prostor pro aplikaci mutace a křížení je zase kompenzován tím, že
díky seřazování vedou některé změny na stejná řešení.
Závěrem musíme konstatovat, že pro praktické použití na IHCP se tento způsob
kódování ukázal jako zásadně nevhodný (zejména kvůli omezené schopnosti dosáh-
nout přesných řešení).
5.1.3 C) Přírůstky HTC





Tj. až na násobení konstantou se ukládá derivace funkce 𝐻𝑇𝐶.
Testování na různých úlohách viz. kapitola 5.5 byly pozorovány následující vlast-
nosti.
Negativa:
• Podobně, jako v předchozí variantě B), jsou na sobě hodnoty 𝐻𝑇𝐶 silně zá-
vislé, což opět vede k tlumení rychlosti konvergence.
• Při praktickém testu na konstantní úloze je v porovnání s variantou B ještě
pomalejší v nalézání řešení (viz graf. 5.5)
• Nepodporuje tlumení šumu, ve smyslu příkladu z varianty B) (5.2). K vy-
lepšení tohoto řešení, je stejně, jako u varianty A), zapotřebí dvou přesných
současných změn. Každý jednostranný zásah do 𝑖-tého koeficientu, se navíc
projeví v nepřesných hodnotách zbývajících (𝑀 − 𝑖) HTC koeficientů.
Pozitiva:
• Kódováni při zachování stejné přesnosti potřebuje z variant (A),(B),(C) nej-
kratší chromozomy.
• Umožňuje použít nelineárních transformací kódovaných hodnot. Díky tomu jde
například zahustit síť přípustných hodnot v okolí 0 (nulových změn) a naopak
zvětšit rozestupy mezi velkými hodnotami.
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Obr. 5.5: Srovnání FD pro variantu B) a C)
5.1.4 D) Aproximace HTC vhodnou funkcí (kde se kódují
parametry funkcí)
Další širokou škálou možností je HTC aproximovat vhodnou funkci, či funkcemi.
Např. rozvojem v Taylorovu či Fourierovu řadu, aproximace polynomem, splajnem.
Těmito možnostmi se však v práci ze tří důvodů nezabývám:
• Kategorie aproximačních funkcí je příliš velká a jejich podrobný popis a užití
by přesahovalo rozsah práce.
• Kódování by se stalo netriviálním, čímž by se zneprůhlednil význam a funkce
GA operátorů.
• Vlastnosti hledaných funkcí HTC nevylučují prudké změny (téměř body nespo-
jitosti). Obecně jsou neperiodické a nezáporné. Při použití některých z aproxi-
mací by snadno mohlo dojít ke zkreslení, které by mohlo být podstatné. Které
konkrétní vlastnosti jsou v této problematice podstatné, není snadno rozhod-
nutelné a dané rozhodování též nespadá do této práce.
Poz.: Při dalších testech (pokud není uvedeno jinak) vždy bylo použito kódování
typu A) - každý koeficient HTC zvlášť
5.2 Účelová funkce
Účelová funkce pro IHCP musí ze základu hodnotit řešení podle teplotní odezvy
v porovnání s naměřeným teplotním průběhem (případně simulovaným průběhem
teplot).
Za základ účelové funkce byl zvolen součet čtverců odchylek teplotní odezvy





Jak již bylo řečeno, tak GA s takto zvolenou účelovou funkcí sice nachází řešení,
ale s vysokou mírou šumu. Jedním ze způsobů, jak šum potlačit již v průběhu GA,
je zavedením tzv. penalizačních členů do účelové funkce.
5.2.1 Penalizační členy účelové funkce
Pomocí určitých penalizací, by se měla preferovat řešení, která lépe popisují realitu
(či jsou z fyzikálního pohledu pravděpodobnější). Zejména je potřeba potlačit vyso-
kou míru šumu, která je pro hledání bez penalizačních členů běžná. Z praktických
testů se navíc jeví, že z pohledu GA je podstata problematiky IHCP z největší části
způsobena právě hledáním vhodných penalizačních členů tak, aby co nejlépe odstra-
nili parazitní šum, zrychlili konvergenci, ale přitom příliš „nepoškodili“ správný tvar
řešení.
V této práci byly testovány následující možnosti penalizačních členů, které budu
nazývat podle vlastností, které se snaží vyžadovat:
A) Konstanta - Penalizované jsou všechny odchylky od konstantního průběhu.
Lze tedy říci, že se penalizuje odchylka od nulové hodnoty první derivace






• Velmi efektivně potlačuje oscilace
• Zkresluje řešení tím, že ho „tlačí“ ke konstantnímu průběhu
• Prudké změny či skoky zásadně „zespojití“ a „přehladí“










• Řešení je „tlačeno“ k lineárnímu průběhu
• Podstatně penalizuje skoky





(ℎ𝑖−1 − 3ℎ𝑖 + 3ℎ𝑖+1 − ℎ𝑖+2)2
Vlastnosti:
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• Řešení je „tlačeno“ k parabolickému průběhu.
• Šířka čtyř po sobě jdoucích hodnot může být pro malá M (délka HTC
posloupnosti) příliš velká








⎧⎨⎩ 0, 𝑦𝑖 ∈ ⟨min 𝑦𝑖−1, 𝑦𝑖+1; max 𝑦𝑖−1, 𝑦𝑖+1⟩min |𝑦𝑖−1 − 𝑦𝑖| , |𝑦𝑖+1 − 𝑦𝑖|, 𝑗𝑖𝑛𝑎𝑘
Vlastnosti:
• Na rozdíl od předchozích variant, není „tolerantní“ pouze k polynomům
určitého stupně
• Nepenalizuje monotónní funkce. Ani po částech monotónní pokud jsou
přechody tvořeny dvojicí koeficientů stejných hodnot
• Není třeba řešit výjimky pro skoky
• Dobře penalizuje oscilace mezi sousedními hodnotami
• Nepenalizuje „oscilace po dvojicích“. Tj. případy, kdy kolem správného
řešení neosciluje každá hodnota zvlášť, nýbrž alespoň dvojice po sobě
jdoucích stejných hodnot. Viz obr. 5.6
• Kombinace předchozích vlastností však způsobují, že se oscilace soused-
ních hodnot potlačují právě na úkor vzniku „oscilací po dvojicích“. To zá-
sadně negativně ovlivňuje řešení.
Obr. 5.6: Ukázka oscilace „po dvojicích“
53
5.2.2 Efektivnější přístup k výpočtu FF, pro specifické typy
GA
Pro některé případy GA počítajících IHCP lze výpočty značně zrychlit následující
modifikací výpočtu FF:
Nejprve se spočítají penalizační členy účelové funkce. Protože se penalizace počí-
tají pouze na základě HTC (není k tomu zapotřebí řešit dif. rci.), je výpočet časově
nenáročný.




takže může nabývat hodnot ≥ 0, přičemž rovnost nastává pouze pro přesná řešení.
Hlavní část účelové funkce odhadneme hodnotou 0 a přepočteme na fitness hodnotu.
Tímto dostáváme nejlepší možné fitness ohodnocení s danou penalizační částí. Pokud
takto odhadnutá hodnota FF není alespoň větší, než hodnota FF nejhorší z jedinců
aktuální populace, pak není potřeba pokračovat v dopočítaní přesné hodnoty FF
(tím se ušetří náročný výpočet dif. rce.).
Aby šlo tento postup použít ve výše uvedeném tvaru, je třeba, aby byl GA s pl-
ným elitismem. (tj. ve smyslu, že do nové populace se vybírá nejlepších 𝑃 jedinců bez
ohledu na to, zda pochází z množiny potomků, nebo již byli obsaženi v rodičovské
populaci). Důvodem je, že v tomto případě není přípustné, aby se do nové popu-
lace dostal jedinec s horším fitness ohodnocením, něž měl nejhorší jedinec generace
předchozí.
K největším zrychlením by mělo docházet ve fázích běhu GA, kdy je již nalezené
řešení v blízkosti správného řešení. Nebo v případech, kdy je řešení nepřesné jen
v koncových hodnotách posloupnosti𝐻𝑇𝐶, které se však do teplotní odezvy výrazně
neprojevují. Tento případ je typický pro přistup popsaný v kapitole 5.4.3
5.3 Nové genetické operátory
Jednou z možností, jak ovlivnit průběh GA je přidání či modifikace některého z ge-
netických operátorů. Pro účely této práce byly navrženy následující dva operátory.
5.3.1 Manipulace - vyhlazovací
Smyslem (a tedy i důvodem) k zavedení tohoto operátoru, je především zkrácení
potřebného počtu výpočtu FF a tím i zrychlení chodu GA.
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Základní myšlenkou je zajistit splnění části požadavků kladených na řešení ve
FF do jiné části GA, tak, aby se tím zrychlila konvergence. Vychází se z předpo-
kladu, že přídavné požadavky ve FF primárně nezrychlují konvergenci, pouze mění
průběh, kterým se řešení blíží k přesnému řešení. Na rozdíl od toho nový operátor
Manipulace by měl řešení aktivně upravovat tak, aby docházelo k jejich zlepšení.
Tento operátor je v jistém pohledu podobný operátoru mutace. Stejně jako mu-
tace by se měl používat na nově vzniklé jedince a s určitou pravděpodobností by
měl měnit geny v jejich chromozomech. Změny však nejsou náhodné. Naopak by
mělo dojít ke zcela cílené manipulaci (odtud odvozený název) s geny tak, aby bylo
dosaženo určitého charakteru řešení.
Pro účely IHCP se dá například uvažovaná potřeba hledaná řešení „vyhlazovat“.
To se dá zajišťovat průběžným „vyhlazováním“ v operátoru Manipulace. Kon-
krétně tedy s pravděpodobností 𝑀𝑎% dojde u nového potomka k vyhlazení, jeho
průběhu vhodným filtrem s vlastnostmi adekvátními volbě tlumení (viz kapitola
5.2.1).
Shrnutí vlastnosti Manipulace - vyhlazovací:
• Nastavení pravděpodobnosti 𝑀𝑎 << 100% je zajištěno zachování klasických
vlastností GA
• Nasazení operátoru na jen nové jedince zajistí, že nedojde ke zhoršení dosa-
vadního řešení
• Jedinci vzniklí manipulací by měli lépe vyhovovat penalizační části FF, prav-
děpodobně však zhorší zbylé části FF.
• Pokud přesné řešení vyhovuje penalizačním členům dokonale, pak by měl tento
operátor zajišťovat vylepšování v každé fázi běhu GA.
• Naopak pro přesná řešení, která jsou mírně penalizovaná, se dá předpokládat,
že „vyhlazení“ jedinci budou mít horší hodnoty FF (v blízkosti přesného ře-
šení). Tudíž by mělo dojít k tomu, že ke konci chodu GA, bude𝑀𝑎% potomků
vytvořeno zbytečně. Tím se i zpomalí chod GA přibližně o 𝑀𝑎%.
Proto je důležité, aby byly penalizační členy nastaveny tak, že přesné řešení bude
co nejméně penalizováno. Nejen z důvodu případného zkreslení řešení, ale i z pohledu
rychlosti konvergence v blízkosti řešení.
Přínos operátoru (v závislosti na pravděpodobnosti použití 𝑀𝑎) je zachycen
v grafu 5.7, kde jsou vyneseny průměrné počty vyhodnocení FF (průměry ze sta opa-
kování) potřebné k dosažení DŘ. Nejpodstatnější rozdíl je mezi případem 𝑀𝑎 = 0%
(tj. nepoužití modifikace) a 𝑀𝑎 > 0. Konkrétní hodnota již na rychlost řešení nemá
téměř vliv. To nás však opravňuje k používání modifikace s malou pravděpodob-
nostmi nasazení. A tedy i minimalizovat riziko zpomalení chodu GA v blízkosti
přesného řešení (pro případ, kdy přesné řešení nemá nulovou penalizaci).
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Obr. 5.7: Vliv modifikace na úloze s konstantním průběhem HTC
5.3.2 Seřazení
Tento operátor byl účelně zaveden pro dříve zmíněný typ kódování (5.1.2), kde je
třeba mít při každém vyhodnocení vzestupně seřazené hodnoty uložené v chromo-
zomu. Důvodem je to, že v neseřazených chromozomech zmíněného kódování je
umožněno 𝑁 ! různých vyjádření stejného řešení. To by porušovalo základní princip
genetiky, který vychází z toho, že potomkem dvou relativně podobných řešení je
řešení v jistém smyslu podobné svým rodičům.
Operátor je nasazen na místo těsně před výpočet FF a jeho jedinou funkcí je
vzestupné seřazení hodnot v chromozomu.
5.4 Přístupy řešení
Možné přístupy k řešení IHCP jsou zde rozděleny podle počtu kroků a stupňů
řešení.
Počtem kroků je myšleno počet spuštění GA, na časových podintervalech po-
třebných ke stanovení řešení na celém časovém intervalu.
Za počet stupňů se dá považovat počet GA spuštěných na stejném časovém
intervalu. Přitom jednotlivé chody GA mají zpravidla různé parametry.
5.4.1 Jednokrokový jednostupňový
Nejjednodušší variantou je GA nasadit na celý časový interval (jednokrokový) s jed-
ním nastavení parametrů (jednostupňový).
Náročnost - počet hodnot HTC je úměrný délce časového intervalu a vzorkovací
frekvenci. Obtížnost řešení GA však narůstá podstatně rychleji než přímo úměrně
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délce HTC. Proto je tímto způsobem možné řešit jen úlohy na krátkém časovém
intervalu nebo s relativně řídkým vzorkováním.
5.4.2 Jednokrokový vícestupňový
Během hledání vhodného tlumení se ukázalo, že některá nastavení parametru GA
včetně typů penalizací, jsou výhodnější pro počáteční přiblížení se k řešení. Naopak
jsou však nevhodná pro dohledání přesného řešení. Proto je vhodné úlohu řešit
ve více stupních, kde na každou fázi bude nasazen GA vhodných parametrů.
Druhým použitím je případ, kdy více stupňů optimalizace (pro jednoduchost
uvažujme dva) má za účelem nejprve převést náhodnou počáteční populaci na po-
pulaci se speciálním mezi řešením. Tak že, mezivýsledek je sice z pohledu správného
řešení naprosto nevyhovující, nicméně má určitou vhodnou vlastnost či charakter,
který se výhodně použije, jako počáteční řešení pro druhý stupeň.
5.4.3 Vícekrokový (pohyblivé okno)
Pro úlohy vyžadující příliš dlouhou posloupnost HTC, než aby se daly řešit jed-
nokrokově, je třeba nějakým způsobem rozdělit plnou délku HTC na kratší úseky.
Vzhledem k tomu, že při stanovování určitého HTC koeficientu jeho hodnota zá-
visí na všech předchozích hodnotách HTC, tak je přirozené situovat průběh výpočtu
od předu dozadu. Tedy zajistit, že se nejprve stanoví první koeficient 𝐻𝑇𝐶1. K tomu
se užije GA na prvních 𝐾 hodnotách 𝐻𝑇𝐶, tedy:
𝐻𝑇𝐶 ′ = 𝐻𝑇𝐶1, . . . , 𝐻𝑇𝐶𝐾
Z prvního výpočtu se vezme prvních 𝐿 stanovených hodnot, které se nadále budou
považovat za dané. V dalším kroku se tak bude řešit GA na:
𝐻𝑇𝐶 ′ = 𝐻𝑇𝐶1+𝐿, . . . , 𝐻𝑇𝐶(𝐾+𝐿)
Přičemž počáteční podmínkou se stane teplotní pole dopočítané do časového kroku
𝐿 na základě prvních 𝐿 koeficientů.
Celý koncept výpočtu si lze představit jako okno délky 𝐾, které se pohybuje
po časové ose a vymezuje část posloupnosti HTC, nad kterou probíhají výpočty.
Netriviální otázkou je, jak nastavit vhodné hodnoty 𝐾 a 𝐿, aby byl výpočet
dostatečně přesný a rychlý. Pro hodnotu 𝐿, která je vlastně délkou kroku, zřejmě
platí nerovnost 1 ≤ 𝐿 ≤ 𝐾, kde extrémní případy 𝐿 = 1 dává nejpřesnější řešení
a naopak 𝐿 = 𝐾 řešení zkreslí nejvíce.
S určením časové náročnosti to však není tak jednoduché. Předně je třeba zamít-
nou myšlenku, že náročnost výpočtů bude úměrná vztahu 𝑁/𝐿 byť za konstantního
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𝐾 (kde 𝑁 je celková délka 𝐻𝑇𝐶), protože pro různě dlouhé kroky 𝐿 budou potřeba
různé počty generací v GA. Přičemž počet potřebných generací lze velmi přibližně
odhadnout vztahem 𝐺 = 𝑐 · 𝐿/𝐾, kde 𝑐 je určitá konstanta. Tento odhad vychází
z předpokladu, že pro stanovení určitého HTC koeficientu je třeba, aby se tento koe-
ficient účastnil přibližně nějakého určitého počtu generací, přičemž však primárně
nezáleží na tom v kolika GA. Na základě předchozích úvah lze předpokládat, že
ideální hodnotou pro L bude 𝐿 = 1. Tento předpoklad je však nutno ověřit (pro
konkrétní typ úlohy) vhodným testem.
Zbývá určit, jak stanovit vhodnou hodnotu 𝐾 (délku okna).
Vhodná volba hodnoty 𝐾 je přitom značně závislá na vzorkovací frekvenci a fy-
zikálních parametrech úlohy. V praxi je totiž podstatné zaručit, že změna některého
z koeficientů HTC bude mít dostatek času k tomu, se dostatečně projevit v tep-
lotní odezvě. Optimalizace koeficientů HTC, které nemají dostatek času k tomu,
aby ovlivnily teplotní odezvu, je nestabilní. Pro účely vícekrokového přístupu je při-
rozené požadovat, aby vždy alespoň prvních 𝐿 hodnot mělo dostatek času se projevit
v teplotní odezvě. Na následujícím grafu 5.8, vidíme příklad toho, jak vypadá tep-
lotní odezva na impulz (jeden koeficient 𝐻𝑇𝐶 = 1000 v jinak nulové posloupnosti).
Obr. 5.8: Teplotní odezva na impulz
Dále je několik možností, jak zobrazený výsledek uchopit. Za konzervativní pří-
stup je možno považovat nastavení parametru (𝐾 −𝐿) tak, aby se projevila většina
(např. 95%) teplotní změny na uvedeném příkladu teplotní odezvy. Pro uvedený
příklad by to znamenalo 𝐾 − 𝐿 = 12.
Druhým přístupem je nastavit parametry𝐾−𝐿 tak, aby rozdíl teplotních odezev
dvou po sobě jdoucích impulzů (𝐿 a 𝐿 + 1) v 𝐻𝑇𝐶 byl dostatečně rozlišitelný.
Pro ilustraci je tento rozdíl uveden na impulzech v prvních dvou koeficientech 𝐻𝑇𝐶
(viz. graf 5.9).
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Obr. 5.9: Rozdíl v teplotních odezvách na dva po sobě jdoucí impulzy
Maximální rozdíl je v uvedeném příkladu v čase 𝑡4 (4-tý koeficient). Za minimální
hodnotu 𝐾 by se dalo brát 𝐾 = 𝐿+4. Tedy tak, aby 𝐿 a 𝐿+1 hodnota 𝐻𝑇𝐶 měli
maximální rozdíl svých teplotních odezev ještě v okně délky 𝐾.
5.5 Aplikace na modelové průběhy HTC
5.5.1 Konstanta
Jde o příklad nejjednoduššího průběhu HTC, který v práci posloužil jako testovací
příklad funkčnosti jednotlivých metod a přístupů. Podoba a řešení tohoto příkladu
je vynesena v grafech 5.10. Konkrétně bylo použito tlumení typu A). Kolem přesné
hodnoty HTC (1000) jsou patrné výkyvy nalezeného řešení, to je však vzhledem
k měřítku osy zanedbatelné a ve skutečnosti jde o nepřesnost kódování. Konkrétně
jde o dvě nejbližší hodnoty HTC v 16 bytové reprezentaci při maximálním rozsahu
(100 000).
5.5.2 Skok
Jde o úlohu konstantního průběhu HTC, který v jednom bodě skokově mění svoji
hodnotu. Problematika, kterou taková změna přináší při použití různých penalizací,
je ilustrovaná grafem 5.11 (konkrétně pro penalizaci typu C)). K vyřešení tohoto
problému byla vyzkoušena modifikace penalizací založená na principu tolerance jed-
noho skoku. V praxi je v penalizačních členech nalezen ten s největší hodnotou
(případně dva či více sousedních hodnot podle typu penalizace) a jeho hodnota se
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Obr. 5.10: Úloha s konstantním průběhem HTC řešená s penalizací typu A)
do penalizační části FF nezahrne. Jednoduchým zobecněním lze uvažovat i toleranci
více skoků.
Obr. 5.11: Úloha se skokovou změnou HTC řešená s penalizací typu D)
Tolerance jednoho skoku však přináší chyby nového typu. Často dojde k toleranci
skoku na špatném místě v posloupnosti HTC, této chybě se následně přizpůsobí
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celková podoba řešení a jeho zpětná náprava pomocí genetických operátorů se stane
téměř nemožnou (viz. grafy 5.12).
Obr. 5.12: Případ chybné lokalizace místa skokové změny
Situaci je možné řešit dvojstupňově (viz. grafy 5.13). V prvním stupni je nalezeno
„přehlazené“ řešení (penalizace typu A) s velkou váhou), které má však nejprudší
změnu v místě skoku ideálního řešení. Druhý stupeň (s penalizací tolerující jeden
skok) následně snadno detekuje místo skoku a úlohu dořeší.
5.5.3 Reálná data
Data pochází z experimentu chlazení tenkého plechu tryskou umístěnou přímo nad
snímaným místem (bez vzájemného pohybu v průběhu experimentu).
Parametry úlohy:
• Tloušťka plechu 𝑑 = 1, 5𝑚𝑚
• Počáteční teplota 𝑇 = 950∘𝐶
• Teplota chladící kapaliny 𝑇0 = 20∘𝐶
• Frekvence měření 𝑓 = 320𝐻𝑧
• Studovaný časový úsek Δ𝑡 = 1, 5𝑠
Spočteme-li teplotní odezvu na zadaný průběh HTC a porovnáme-li ho se zada-
ným teplotním průběhem zjistíme, že se výrazně liší (viz. graf 5.14). Jejich charakter
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Obr. 5.13: Dvojstupňové řešení úlohy se skokem
je však na pohled stejný. Tento jev není důkazem chyby ve výpočtech, nýbrž je způ-
soben rozdílnou úrovní aproximace úlohy či nepřesným nastavením konstant. Ori-
ginální data (𝐻𝑇𝐶(𝑡) stanovena z 𝑇 (𝑡)) jsou počítány bez zjednodušení, jako jsou
nezávislost fyzikálních vlastností materiálu na teplotě, dokonale izolovaný odvrácený
povrch plechu.
Obr. 5.14: Srovnání změřené a nepřesně spočtené teplotní odezvy
Aby bylo možno porovnávat výsledky GA (řešení za zjednodušených předpo-
kladů) se zadanými daty, je třeba zaručit, že si budou porovnávaná data typově od-
povídat. Proto byla ze vstupních dat HTC spočtena teplotní odezva 𝑇 ′(𝑡) (za zjedno-
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dušených předpokladů), kterou budeme nadále používat namísto naměřené teplotní
odezvy.
Na takto upravených datech byly otestovány výše popsané metody výpočtu
a typy tlumení. Nejprve byl vyzkoušen jednokrokový jednostupňový přístup (viz.
grafy 5.15). Tento způsob řešení však vyžaduje extrémní počty vyhodnocení FF.
Přitom jsou tyto vyhodnocení vzhledem k délce kódované posloupnosti (𝑀 = 480)
též extrémně náročné. Proto je tento přístup nereálný. V grafu je znázorněn stav
řešení úlohy po provedení 10 milionů náročných výpočtů FF.
Obr. 5.15: Jednokrokový přístup
V dalším byly odzkoušeny vícekrokové přístupy (konkrétně s délkou posloupnosti
𝐾 = 40 a posuvem 𝐿 = 1):
1. Případ bez penalizace (viz. grafy 5.16)
Nalezené řešení sice téměř dokonale odpovídá tepelné odezvě, ale jeho extrémní
šum je třeba odstranit, čímž však dojde k dodatečnému zhoršení jeho kvality.
2. Penalizace typu A) Konstanta (viz. grafy 5.17)
Problém této penalizace (tendence řešení „tlačit“ ke konstantnímu průběhu)
je patrný v nejvyšším bodě průběhu HTC, kde dochází k zásadnímu zkres-
lení. Míru tohoto zkreslení jde sice tlumit snižováním váhy penalizace, ale tím
se na druhou stranu zhoršuje schopnost tlumit kmity. To se dá zase do jisté
míry kompenzovat zvýšením počtu potřebných iterací. Ke srovnání může po-
sloužit graf 5.18, kde je váha penalizace zmenšena 50 násobně a počet iterací
navýšen 5 krát.
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Obr. 5.16: Řešení bez penalizačních členů
Obr. 5.17: Řešení s penalizací typu A)
3. Penalizace typu B) Konstantní derivace (viz. grafy 5.19)
I přes poměrně vysoký počet iterací (v součtu přibližně 25 milionů vyhodno-
cení FF) jsou stále patrny nepřesnosti v oblasti maximálních hodnot přesného
řešení. Dále je viditelný přetrvávající oscilující charakter na celé oblasti řešení.
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Obr. 5.18: Řešení s menší váhou penalizace typu A) a větším počtem iterací
Obr. 5.19: Řešení s penalizací typu B)
4. Penalizace typu C) Konstantní druhá derivace
Řešení má podobný charakter, jako u předchozího typu tlumení. Jen oscilace
jsou větší.
5. Penalizace typu D) „Monotonie“ (viz. grafy 5.20)
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Obr. 5.20: Řešení s penalizací typu D)
Na první pohled tato varianta vypadá podobně jako varianta bez penalizač-
ních členů. Důvodem je zmiňovaná oscilace „po dvojicích“, která na takto
husté časové ose (480 dílů) působí dojmem netlumeného průběhu. Pro praxi je
tato metoda samostatně nepoužitelná. Lze ji však použít v kombinaci s jinou
metodou tlumení. Příklad kombinace s tlumením typu A) (s výrazně menší
váhou) je uveden v grafech 5.21. Jinou možností je tuto metodu modifikovat
tak, aby se monotónnost stanovovala na základě většího počtu hodnot.
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Obr. 5.21: Řešení s penalizací typu D) v kombinaci s penalizací A) s desetinovou
váhou
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6 KNIHOVNA PRO PRÁCI S GA
Knihovna je napsaná v jazyce c++ a může posloužit k řešení uživatelských zadaných
úloh pomocí GA.
6.1 Popis
Knihovna (s hlavičkovým souborem „GenAlg.H“) v sobě obsahuje třídu „GA“. Z dů-
vodu zachování univerzality nejsou funkce na výpočet fitness hodnot obsaženy přímo
v knihovně. Jejich zadání je tak zcela na uživateli. Prakticky tedy uživatel při vy-
tváření instance třídy „GA“ předává jako jeden z parametrů ukazatele na FF.
Algoritmus dále umožňuje použít základní typy selekce, použití smrti, manipu-
lace (též uživatelsky napsané funkce) a strategii obměny populace. Umožňuje v prů-
běhu řešení ukládat mezivýsledky nejlepších či všech jedinců populace. Jako kon-
covou podmínku je možno použít maximální počet iterací, hodnotu FF, maximální
počet iterací bez zlepšení nebo i vlastní funkci, případně libovolnou kombinaci uve-
dených podmínek. Podstatnou funkcí pro strukturování výstupu (ať již do souboru,
či jen jako výsledek algoritmu vypisovaný na obrazovku) je funkce „GenomToStr“.
Tato funkce je ovšem také zásadně závislá na podobě konkrétní úlohy, proto je vy-
žadována od uživatele (je-li jí třeba).
Kromě samotné knihovny jsou k práci přiloženy praktické příklady (zadání úloh),
které jsou řešitelné pomocí přiložené knihovny.
6.2 Manuál k použití
Použití knihovny spočívá v 7 krocích:
1. Sepsání vlastní FF (případně i další podle potřeby)
2. Vytvoření instance třídy
3. Vytvoření populace
4. Nastavení parametrů GA
5. Spuštění
6. Zjištění potřebných výsledků
7. Zrušení instance
1. Sepsání vlastní FF
FF je tvaru:
double FF(int len, unsigned char *genom);
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přičemž návratovou hodnotou je spočtená hodnota FF a význam parametrů
je:
• len - délka chromozomu v bitech
• *genom - ukazatel na chromozom (řetězec znaků)
2. Vytvoření instance třídy
Provede se voláním parametrického konstruktoru:
GA(int iP, int iCh, int iM, int iElit, int iLen,
double (*iFF)(int, unsigned char*), int iMaxIter);
S následujícími parametry:
• iP - Počet jedinců v populaci
• iCh - Počet potomků v každé generaci
• iM - Pravděpodobnost mutace (uvedená v promile 𝑀 ∈ ⟨0, 1000⟩)
• iElit - Počet jedinců v populaci, kteří jsou označeni za elitu
• iLen - Délka chromozomu v bitech
• *iFF - Ukazatel na FF
• iMaxIter - Maximální počet iterací
3. Vytvoření populace
Náhodnou populaci vytvoříme voláním bezparametrické metody:
void CreatPopulation();
4. Nastavení parametrů GA
K nastavení slouží následující skupina funkcí:
• Volba typu selekce
void SetSelectionStrategy(tSelection iSelStrat);
Proměnná iSelStrat může nabývat tří hodnot:
– RWS - Ruletový výběr
– RWS_NORM - Ruletový výběr s normovanými hodnotami FF
– RANK - Podle pořadí
Při volbě RANK je možné metodou
void SetRankFi(double iFi);
nastavit selektivní tlak iFi, tedy hodnotu 𝜑 ∈ ⟨1, 2⟩
• Nastavení operátoru smrt
void SetDeth(int iMaxOld);
iMaxOld je maximální věk (počet iterací), kterého se může jedinec po-
pulace dožít (výjimku tvoří nejlepší jedinec populace, na kterého se smrt




void (*iFceManip)(int, unsigned char*));
iMa - pravděpodobnost nasazení manipulace (uvedeno v promile
𝑀𝑎 ∈ ⟨0, 1000⟩) *iFceManip - ukazatel na uživatelskou funkci manipu-
lace se vstupními parametry len a *genom s významem délky chromo-
zomu v bitech a ukazatele na chromozom.
• Nastavení koncové podmínky podle dosažené hodnoty FF
void SetEndFF(bool iEndFF, double iEndFFValue);
Logická hodnota iEndFF udává, zda bude podmínka použita (true =
ano). iEndFFValue stanovuje požadovanou hodnotu FF.
• Nastavení koncové podmínky podle maximálního přípustného
počtu generací bez vylepšení nejlepšího jedince
void SetEndGenImp(int iEndGenImp);
iEndGenImp udává maximální počet generací bez zlepšení. Nastavením
hodnoty 0 se podmínka deaktivuje.
• Nastavení vlastní uživatelské podmínky
void SetEndCondFce(bool iEndCond,
bool (*iEndCondFce)(int, unsigned char*));
– Logická hodnota iEndCond udává, zda bude podmínka použita
(true = ano).
– *iEndCondFce je ukazatel na uživatelskou funkci se vstupními pa-
rametry len a *genom, které mají klasický význam délky a ukazatele
na chromozom. Návratovou hodnotou je logická proměnná s hodno-
tou „True“ při splnění koncové podmínky.
• Zadání formátovací funkce
void SetGenomToStr(void (*iGenomToStrFce)
(int, unsigned char*, char*));
Jediným parametrem je ukazatel na uživatelskou funkci
*iGenomToStrFce, jejíž parametry jsou:
– len - délka chromozomu v bitech
– *genom - ukazatel na chromozom
– *str - ukazatel na řetězec do nějž má být vepsána výsledná hodnota
• Volba průběžného ukládání mezivýsledků
void SetSave(tSaveTyp iSaveTyp, FILE *iFile,
int iSaveGenerationK);
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– iSaveTyp - Typ ukládání může nabývat tří hodnot.OFF (vypnuto),
BEST (ukládá se pouze nejlepší jedinec populace), ALL (ukládají
se všichni jedinci populace).
– iFile - Otevřený soubor připravený pro zápis
– iSaveGenerationK - Celočíselná hodnota udávající po kolika ge-
neracích má dojít k uložení. Např. pro hodnotu 3 se bude ukládat
výsledek jen z každé třetí generace.
• Volba strategie obměny populace
void SetReplaceStrat(bool iConfrontElitChild);
V této práci jsou dostupné dva základní typy strategie, které se rozlišují
podle toho, zda spolu musí o místo v nové populaci vzájemně soupeřit
noví potomci se zástupci staré populace (elitou minule generace). Vzá-
jemné soupeření odpovídá volbě „True“ logické hodnoty
iConfrontElitChild. Konkrétní podoba strategie obměny populace je
dále závislá na vztazích mezi hodnotami 𝑃 , 𝐶ℎ a 𝐸𝑙𝑖𝑡.
Pro přehlednost uvádíme oba základní typy a s nimi spojené vlastnosti.
– Při volbě bez konfrontace musí platit, že 𝐸𝑙𝑖𝑡 < 𝑃 , jinak by v nové
populaci nebylo žádné místo pro nové jedince. V praxi by měl být
parametr 𝐸𝑙𝑖𝑡 výrazně menší než 𝑃 . Rozdíl 𝑃 − 𝐸𝑙𝑖𝑡 však nesmí
být větší než parametr 𝐶ℎ, to by se zase naopak nedostávalo nových
potomků na příliš uvolněných míst v populaci.
– Opačně, zvolíme-li strategii s konfrontací elity a nových potomků,
můžeme klidně připustit i rovnost 𝐸𝑙𝑖𝑡 = 𝑃 , protože potomek, který
je lepší než některý z jedinců elity, jej v populaci nahradí.
5. Spuštění
Chod GA se odstartuje zavoláním bezparametrické metody:
void Run();
6. Zjištění potřebných výsledků
K získání výsledků je možné použít jednu ze čtyř metod:
• Výsledná hodnota FF
double ResultFF();
Vrací hodnoty FF nejlepšího jedince koncové populace.
• Hodnota řešení
void ResultStr(char *str);
Vstupním parametrem je ukazatel na řetězec, do nějž bude vypsáno ře-





Návratovou hodnotou je ukazatel na chromozom nejlepšího jedince po-
pulace.
• Výsledný počet generací
int ResultIter();
Návratová hodnota udává kolik bylo během řešení použito generací.
7. Zrušení instance Provede se zavoláním destruktoru:
~GA();
Ve čtvrtém bodu (nastavení parametrů GA) není potřeba volat všechny nasta-
vovací funkce. U nenastavených položek se použijí defaultně přednastavené hodnoty.
Defaultní nastavení GA:
• Bez operátoru smrt
• Bez manipulace
• Jediná koncová podmínka a to maximální počet iterací
• Bez ukládání průběhu
• Selekce typu normované rulety
• Strategie obměny populace vychází z konfrontace elity s potomky
• Bez manipulace
Vzhledem k tomu, že funkce genomToStrFce je zadávána uživatelsky, tak v de-
faultní verzi nemůže být zadána. Její zadání je však nutné, pokud budeme využívat
některé z forem výpisu řešení. Proto by až na specifické případy měla být zadána
vždy.
Při psaní uživatelských funkcí mohou byt nápomocny dvě statické metody (též
obsažené ve třídě „GA“).
static unsigned int X(short pos, short d, unsigned char *genom);
Slouží k přečtení a převodu (z Greova kódu) části chromozomu na celé kladné číslo:
• pos - pořadové číslo prvního přečteného bitu v chromozomu (číslované od 0)
• d - délka čtené části (maximálně 32, což je kapacita návratové hodnoty funkce)
• *genom - ukazatel na chromozom
static void SetInt(unsigned int value, short pos, short d,
unsigned char *genom);
Zajišťuje opačný převod, tj. celé kladné číslo ukládá v Geově kódu na určené místo
v chromozomu. Parametry mají stejný význam. Nový je pouze parametr value,
který obsahuje vstupní celé číslo.
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6.3 Příklady
Příklady jsou koncipovány, jako třídy. Jejich přehled je v hlavičkovém souboru
„VzorovéUlohy.h“.
Prvním příkladem je Rastriginova funkce dimenze dim, která je v příkladu za-
vedena jako konstanta.
Dále je uveden příklad inverzní úlohy vedení.
Pro jednodušší spuštění uvedených příkladů je přiložen projekt „Diplomka.sln“
se souborem „Diplomka.cpp“, kde je vzorové spouštění příkladů provedeno.
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7 ZÁVĚR
Tato diplomová práce shrnuje základní typy heuristických algoritmů.
Podrobně se zabývá genetickými algoritmy a jejich vlastnostmi v závislosti na pa-
rametrech. Podstatnou částí této práce je rovněž navržení a odzkoušení postupů
vyhodnocování vlastností GA, které slouží k snadnějšímu porovnávání GA různých
parametrů (FD) a k plošnému „mapování“ vlivu parametrů.
Zvláštní pozornost byla věnována vlivu velikosti populace, mutace a operátoru
smrt na tendenci GA uváznout v lokálním extrému. Na testovaných úlohách se uká-
zalo, že zvýšená pravděpodobnost mutace může do jisté míry nahrazovat velikost
populace. Pro některé jednoduché úlohy dokonce vyšel jako nejefektivnější způsob
použití populace velikosti jedna (tj. degenerovaného případu GA, kde pozbývají
smyslu základní genetické operátory selekce a křížení).
Druhá část práce se zabývá výpočty inverzních úloh vedení tepla pomocí GA. Pro
tuto aplikaci byly navrženy a otestovány 3 typy kódování dat, 4 typy tlumení pomocí
penalizačních částí účelové funkce (včetně některých kombinací), jednostupňové, ví-
cestupňové, jednokrokové a vícekrokové přístupy řešení a 2 zcela nové genetické
operátory manipulace a seřazení.
Z výše zmíněných typů kódování, penalizací, přístupů a operátorů se pouze u kó-
dování podařilo poměrně jednoznačně vyloučit zbylé možnosti a stanovit z uvažova-
ných možností nejvhodnější typ kódování (každý koeficient HTC se kóduje zvlášť).
U ostatních atributů se ukázala silná závislost na charakteru hledaného řešení, počtu
kódovaných hodnot, fyzikálních vlastnostech či vzájemném působení jednotlivých
parametrů... Podrobnější rozřešení této problematiky bohužel zásadně překračuje
rámec diplomové práce a na tomto místě můžeme pouze ilustrovat použití GA růz-
ných teoreticky popsaných vlastností na reálné inverzní úloze vedení tepla (viz. kap.
5.5).
Práce byla doplněna knihovnou, jejím popisem a příklady pro snadnou imple-
mentaci GA pro řešení obecných optimalizačních úloh v jazyce C++.
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CRS controlled random search
MRS modified random search
IHCP Inverse Heat Conduction Problem
HTC Heat Transfer Coefficient
PP počáteční podmínka
OP okrajové podmínky
TSP travelling salesman problem
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