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Summary
The dissertation consists of two parts. The first presents an account of the effec-
tive worldvolume description of N coincident M2-branes ending on an M5-brane
in M-theory. It begins by reviewing M-theory, the various viewpoints of coincident
D-strings ending on a D3-brane in type-IIB string theory and the M5 picture of
the M2-M5 brane system with which we are concerned. It then turns to Basu and
Harvey’s recent description of the worldvolume theory of the M2-branes in terms
of a Bogomol’nyi equation, and its solution via a fuzzy (three-) funnel. Tests of
the consistency of this picture are then performed and many of the issues with
it are addressed. First of all, the picture is successfully generalised to describe
M2-branes ending on calibrated intersections of M5-branes. This is followed by
a discussion of how a refinement of the fuzzy three-sphere algebra used can lead
to the correct N3/2 scaling of degrees of freedom for this system. A reduction
of this Basu-Harvey picture to the D1-string picture of the D1-D3 intersection
is then performed via constructing a reduction of the fuzzy-three sphere to the
fuzzy two-sphere. Along the way, a number of observations are made concerning
the multiple M2-brane action and supersymmetry.
The second part of the dissertation begins with a review of the doubled for-
malism of Hull, in which T-duality for torus fibrations has a clear geometric
interpretation after the fibres are doubled. A constraint is needed to preserve
the correct number of degrees of freedom and this constraint is interpreted as
a chirality constraint on the doubled co-ordinates. A holomorphic factorisation
argument is then used to demonstrate quantum equivalence with the standard
formalism by deriving the partition function, including instanton and oscillator
sectors.
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Chapter 1
Introduction
String theory is seen as the leading contender for the quantum theory of gravity
that fully describes our world. The fundamental building blocks are tiny strings.
The particles of gravity and the standard model may be found as different modes
of open and closed strings. The theory also contains D-branes, extended objects
upon which the open strings can end. D-branes of the same kind can be stacked
on top of each other, and these coincident stacks have their own effective theories
on their worldvolumes.
The success of string theory is that it is a well-defined anomaly-free quan-
tum theory which contains General Relativity as well as higher-order corrections.
Another attraction of string theory is its uniqueness. After generalising away
from the notion of point particles to extended strings almost all aspects of the
theory are fixed by requiring consistency. However, for supersymmetric strings
this includes fixing the dimension of space-time as ten. This obviously contra-
dicts current observations, but the appearance of a four-dimensional theory can
be achieved by compactifying on special manifolds. Unfortunately current meth-
ods of doing this lose much of the uniqueness and elegance of the theory. There
are alternate ways of getting a four-dimensional theory, such as the ‘braneworld’
scenario where our universe resides on the four-dimensional worldvolume of a
1
three-brane.
Although these phenomenological approaches are important, we will be con-
cerned with the complementary approach of addressing the deeper understanding
of the fundamental theory. This can often utilise and provoke discoveries in com-
plex and diverse areas of mathematics.
String theory is defined as a perturbative expansion, and although such per-
turbative theories can yield extremely accurate results when the expansion pa-
rameter is small, without evaluating the whole infinite expansion we cannot know
the whole picture. Also, though we have touched upon the uniqueness of string
theory, there are actually five different consistent string theories. These issues
were overcome by the discovery of M-theory, a non-perturbative 11-dimensional
theory which contains the five string theories as limits. The fundamental ob-
jects of M-theory are membranes (M2-branes) which have 3-dimensional world-
volumes. There are also six-dimensional five-branes (M5-branes) which are dual
to the membranes. All string theory strings and D-branes can be obtained from
these M-branes (or from the geometry of compactification), making the M-branes
the most fundamental objects that we have, however, there is still much to be
learned about them.
In string theory it is understood that open strings stretching between D-
branes become massless when the D-branes coincide. For N coincident D-branes
this leads to a non-Abelian gauge theory with N2 degrees of freedom on the world-
volume of the branes. However, for N coincident membranes the worldvolume
theory is unknown, and there is no picture of what the degrees of freedom are,
though scattering calculations have indicated the number of them should scale
like N3/2. Similarly little is known about the theory on coincident five-branes.
M2-branes can end on M5-branes, just as fundamental strings can end on a
D-brane. These interactions can be considered from various viewpoints, including
the effective theories on the different brane worldvolumes. As these theories are
effective they have restricted ranges of validity, but if we take a large number
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of coincident membranes the regimes in which the theory on each brane is valid
should overlap, allowing comparison of the single five-brane theory with the mul-
tiple membrane theory. The five-brane worldvolume picture contains a string-like
soliton, which is identified with the boundary of the membrane on the five-brane.
Recently Basu and Harvey put forward a proposal for the membrane worldvolume
theory, giving a Bogomol’nyi equation, along with its solution in terms of a ‘fuzzy
funnel’ describing the M2-branes’ worldvolume opening up onto an M5-brane [1].
This generalised the better understood D1-D3 intersection of IIB string theory
and passed a number of consistency checks.
However, many of these tests were satisfied by construction, and the picture
had N2 rather than the expected N3/2 degrees of freedom. In the first part of
this dissertation we perform a further test of the validity of the Basu-Harvey
picture by extending it to calibrated intersections of five-branes, and reducing
the solution to the D1-D3 case. We also argue that by using a more appropriate
algebra for the fuzzy funnel we can reproduce the required scaling of degrees of
freedom. Along the way we will make observations concerning possible multiple
membrane actions and supersymmetry, as well as providing a reduction of the
fuzzy three-sphere to the fuzzy two-sphere.
The development of M-Theory was partly led by the discovery of dualities
which related the five consistent versions of string theory to each other. S-duality
can relate one of the theories at strong coupling to itself at weak coupling, allowing
access to regimes where perturbation theory is not normally valid. T-duality, on
the other hand, can relate theories compactified on different manifolds to each
other. A simple example is that type IIA string theory compactified on a circle
of radius R describes the same physics as type IIB string theory on a circle of
radius 1/R, after the exchange of momentum modes (which are quantised in
a periodic direction) with winding modes (where the string wraps around the
periodic dimension). These winding modes do not exist in ordinary field theory,
so T-duality is an important extra feature of string theory. The connections
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provided by these dualities were suggestive of an underlying theory, subsuming
the five consistent versions of string theory.
It is T-duality that we will be concerned with in the second part of the disser-
tation. More specifically, the doubled formalism introduced by Hull [2]. In this
formalism the number of fibres of a torus bundle are doubled in a particular way.
For the above example of a periodic direction of radius R, a dual co-ordinate of ra-
dius 1/R is introduced. T-duality would then interchange these two co-ordinates.
However, this involves a doubling of the degrees of freedom and a constraint must
be introduced to preserve the correct counting. In a certain basis the constraint is
a chirality constraint on the co-ordinates, and further, on a Euclideanised world-
sheet it can be interpreted as a holomorphicity constraint. The formalism gives
a more geometric picture of how T-duality works, and is useful for describing
T-folds, which are generalisations of manifolds where the transition functions are
allowed to include T-duality transformations. These T-folds are an interesting
new source of string compactifications.
Hull showed classical equivalence of the formalism to the standard formula-
tion [2] and then quantum equivalence by gauging a symmetry associated to a
conserved current [3] (a current whose vanishing implied the constraint). Here we
demonstrate quantum equivalence by calculating the doubled partition function
and using the interpretation of the constraint as a holomorphicity one to apply
it using holomorphic factorisation techniques. We find that we are required to
include a topological term and to use an unconventional normalisation, both of
which were also needed by Hull to show quantum equivalence.
If string theory does describe our world, M-theory branes would be the most
fundamental building blocks we know of, and knowledge of how they interact
would be vitally important to our understanding of the world at the most basic
level. Similarly, symmetries have been an immensely important cornerstone of
modern physics, and are extremely important to string and M-theory. A deeper
understanding of T-duality symmetry would give much insight into stringy ef-
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fects not known in field theory, as well as new 4-dimensional theories through
compactifications. Full understanding of these M-brane worldvolume actions and
T-duality symmetries are important steps to understanding the true nature of
string and M-theory.
The structure of this dissertation is as follows. In Chapter 2 we introduce
M-theory, including membranes, five-branes and its relation to string theory and
dualities. This is followed by Chapter 3 in which we examine branes ending on
other branes from various perspectives, in particular the fuzzy funnel description
of D1-branes ending on a D3-brane [4] and the extension to calibrated intersec-
tions of D3-branes [5]. Chapter 4 is an exposition of Basu and Harvey’s proposed
equation for membranes ending on a five-brane and the properties of its solu-
tion [1]. In Chapter 5 we generalise their work to calibrated intersections of five-
branes, as first reported in [6], and Chapter 6 details how a projection to fuzzy
spherical harmonics on the fuzzy funnel can give the desired scaling of degrees of
freedom for coincident membranes [7]. The first part concludes with details of the
reduction to the D1-D3 system in Chapter 7 (also based on [7]). The second part
of the dissertation begins with a description of Hull’s doubled formalism [2, 3]
in Chapter 8. Then in Chapter 9 we show quantum equivalence of the doubled
formalism to the standard formulation for a periodic Boson of constant radius R
using holomorphic factorisation techniques, as performed in [8]. The brief final
chapter contains conclusions and suggestions for future work. Also included is a
large appendix detailing the construction and various aspects of fuzzy spheres.
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Chapter 2
M-theory
After making the conceptual leaps to allow more than four space-time dimen-
sions and more than one worldvolume dimension (that is, stepping up from a
1-dimensional particle worldline to a 2-dimensional string worldsheet) it is nat-
ural to ask if there are any higher dimensional objects in different dimensional
spacetimes that we can describe.
A powerful constraint is supersymmetry. Demanding worldvolume supersym-
metry on these higher dimensional “branes” constrains which branes are allowed
in which dimension, and more importantly if we desire no massless particles of
spin greater than 2 then spacetime supersymmetry fixes the maximal dimension
of spacetime as 11.
Supergravity can be formulated in 11 dimensions, and it has N = 1 supersym-
metry. From it all lower dimensional supergravities can be obtained by dimen-
sional reduction. This 11-dimensional supergravity has membranes as its funda-
mental extended objects. These membranes are dual to solitonic five-branes. The
theory also contains pp-wave and Kaluza-Klein monopole solutions.
Membrane and five-brane worldvolume actions can be formulated, though
writing a covariant action for the five-brane proved difficult due to the two-form
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field with anti-self-dual field strength which is part of the tensor multiplet prop-
agating on its worldvolume.
Importantly, the double dimensional reduction of the 11-dimensional super-
membrane is the fundamental string in type IIA string theory, as can be seen
by reducing the worldvolume action. In fact all string theory D-branes can
be found by dimensionally reducing one of the 11-dimensional branes or the
Kaluza-Klein monopole. Many connections and dualities were found between
the five consistent string theories and 11-dimensional supergravity, leading to
the conclusion than these were all aspects of the same theory, which was non-
perturbative and 11-dimensional. The low energy effective action of this theory
is that of 11-dimensional supergravity, and perturbatively expanding around cer-
tain points in its moduli space leads to the 10-dimensional string theories. This
non-perturbative theory is the mysterious, and mysteriously named, M-theory.
It is conjectured to be the well defined quantum theory, which includes gravity,
that describes our world. Although some details are known, there is very little
knowledge of what the microscopic theory should be. It is our aim to shed some
more light on this theory.
2.1 11-Dimensional Supergravity
The field content of 11-dimensional supergravity [9] consists of the metric gµν , a
rank 3 anti-symmetric tensor field Cµνρ and a 32 component Majorana gravitino
Ψαµ . These have 44, 84 and 128 physical degrees of freedom respectively. The
Lagrangian is given by
I11 =
1
2κ211
∫
d11x
√
−g(11)
[
R− 1
2.4!
G2 − 1
2
Ψ¯µΓ
µνρDν(Ω)Ψρ
− 1
192
(
Ψ¯µΓ
µνρλστΨτ + 12Ψ¯
νΓ ρλΨσ
)
Gνρλσ
]
− 1
12κ211
∫
C ∧G ∧G+ terms quartic in Ψ (2.1)
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where G = dC is the field strength of C and Ωabµ is the spin connection, which
appears in the covariant derivative Dν(Ω)Ψρ =
(
∂ν − 14Ωabν Γab
)
Ψρ.
The equation of motion for the 3-form potential C can be re-written in the
form
d(∗G+ 1
2
C ∧G) = 0 (2.2)
where ∗G is the Hodge dual of G. This has the form of a Bianchi identity and we
can identify ∗G+C∧G/2 with dC(6) where C(6) is a 6-form potential and the dual
of C. The field strength of C(6) is G(7) = ∗G = dC(6)−C ∧G/2. The appearance
of C in this field strength makes reformulation of the action in terms of only
the dual field strength difficult. The existence of 3- and 6-form potentials was
suggestive of extended objects with 3 and 6 space-time dimensional worldvolumes,
even before the “D-brane revolution” [10] in string theory.
2.2 Reduction to the Type IIA String Theory
Effective Action
We can compactify 11-dimensional supergravity on a circle of fixed radius in
the x10 = z direction [11, 12]. From the 11-dimensional metric we obtain the 10-
dimensional metric, a vector field and a scalar (the dilaton). The 3-form potential
leads to both a 3-form and a 2-form in 10 dimensions. Using the Sherk-Schwarz
reduction procedure the ansatz is
g11ab = e
−2φ/3gab + e4φ/3C(1)a C
(1)
b Cabc = C
(3)
abc
g11az = e
4φ/3C(1)a Cabz = Bab
g11zz = e
4φ/3. (2.3)
gab is the 10 dimensional metric with a, b, c, . . . representing 10-dimensional in-
dices. C(1), B and C(3) are one, two and three forms respectively. φ is the dilaton
and we have performed a Weyl rescaling so that the resulting action is in the
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string frame. The resulting bosonic action is
I10 =
2pi`¯pl
2κ211
∫
d10x
√−g
{
e−2φ
[
R(g)− 4(∂φ)2 + 1
2.3!
H2abc
]
−
[
1
4
(
G(2)
)2
+
1
2.4!
(
G(4)
)2]}− 2pi`¯pl
2κ211
∫
B ∧G(4) ∧G(4). (2.4)
We have compactified on a circle of radius `¯pl = `pl/2pi and G
(2), H and G(4) are
the field strengths of C(1), B and C(3) respectively.
However, since the 11-dimensional metric is asymptotically flat we would also
like the 10-dimensional metric to have this property. As things stand we have
gab → e2φo/3ηab as we go towards spatial infinity, where φ0 is the asymptotic value
of the dilaton. We rescale the metric to an asymptotically flat form, and rescale
other fields to remove extra factors of eφo . This requires
gab → e2φ0/3gab C(1)a → eφ0/3C(1)a
Bab → e2φ0/3Bab C(3)abc → eφ0C(3)abc. (2.5)
Since gs, the IIA string coupling which counts loops in string amplitudes, is given
by gs = e
φ0 , this leaves the action in the form
I10 =
g2s
16piG
(10)
N
∫
d10x
√−g
{
e−2φ
[
R(g)− 4(∂φ)2 + 1
2.3!
H2abc
]
−
[
1
4
(
G(2)
)2
+
1
2.4!
(
G(4)
)2]}
− g
2
s
2.16piG
(10)
2
∫
B ∧G(4) ∧G(4), (2.6)
where we have also used the relation
G
(10)
N =
G
(11)
N
2pi`¯plg
2/3
s
. (2.7)
We have fixed z on a circle of radius `¯pl, but the radius of the eleventh dimension
measured at infinity is naturally measured in the 11-dimensional metric:
R11 =
1
2pi
lim
r→∞
∫ √
|gzz|dz = `¯ple2φo/3 = `¯plg2/3s . (2.8)
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This relation is extremely important in M-theory and it reduces (2.7) to the
standard Kaluza-Klein form
G
(10)
N =
G
(11)
N
V11
, (2.9)
where V11 = 2piR11 is the volume of the internal space.
Standard formulae in 10 and 11 dimensions give us that G
(10)
N = 8pi
6g2s(α
′)4
and G
(11)
N =
(`¯pl)9
32pi2
, which leads to the relation `¯pl = `sg
1/3
s . Thus we can write
the following relations between the constants in 11-dimensions and those of IIA
string theory:
`pl = 2pi`sg
1/3
s , (2.10)
R11 = `sgs. (2.11)
We can see from this second relation that as we go to strong coupling we are
going to the decompactification limit; i.e. towards the 11-dimensional theory. It
is also useful to express R11 in units of the 11-dimensional Planck length (divided
by 2pi), allowing (2.8) to be rewritten as
R11 = g
2/3
s . (2.12)
2.3 The M2-brane
Objects with three-dimensional worldvolumes were investigated as long ago as
1962 by Dirac [13]. The 3-form potential of 11-dimensional supergravity is sug-
gestive of coupling to such a membrane and indeed membrane solutions of 11-
dimensional supergravity were found [14]. These solutions break many of the
symmetries of the vacuum, including supersymmetries, and these broken sym-
metries give rise to Goldstone modes living on the extended object. The broken
supersymmetries give rise to Goldstone Fermions, and in fact it is requiring world-
volume supersymmetry that allows us to determine which branes are allowed in
which dimension. Thus if we look for an object in 11-dimensional supergrav-
ity that breaks half the supersymmetry we have 8 Fermionic degrees of freedom
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on the worldvolume. These can be matched with 8 Bosonic degrees of freedom
coming from Goldstone scalars resulting from broken translation invariance in
the directions transverse to the extended object; this implies a 3-dimensional
worldvolume. A supersymmetric worldvolume action for the membrane has been
found. As with the supergravity action we can dimensionally reduce on a circle
to ten dimensions. This time there are two possibilities: allow the membrane
to wrap around the circle which leads to the effective action for the IIA string
(double dimensional reduction, so called because the worldvolume and spacetime
dimension are both decreased), or take the circle to be in one of the transverse
directions, which leads to a D2-brane in IIA string theory (direct dimensional
reduction).
2.3.1 The Membrane Solution of 11-Dimensional Super-
gravity
There is an extremal membrane solution of 11-dimensional supergravity [14]
whose form is given by
ds2 = H−2/3ηµνdbµdxν +H1/3δpqdypdyq,
C = ± 1
3!
H−1µνρdxµdxνdxρ, where H = 1 +
(
R
ρ
)6
. (2.13)
The indices are split into µ, ν, . . . = 0, 1, 2 and p, q, . . . = 3, 4, . . . , 10 and ρ =√
δpqypyq is the transverse radius. H has the harmonic property δ
pq∂p∂qH = 0.
2.3.2 The Supermembrane Action
The supermembrane action in 11-dimensions was constructed in [15]. It is given
by
S =
∫
d3ξ
(
1
2
√−ggijE Ai E Bj ηAB + ijkE Ai E Bj E Ck BCBA −
1
2
√−g
)
. (2.14)
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i labels worldvolume co-ordinates 0, 1, 2 with metric gij of signature (−,+,+). B
is the super 3-form [16,17], its part with 3 bosonic indices is just C which appears
in the Lagrangian (2.1). E Ai = (∂iZ
M)E AM where Z
M are superspace co-ordinates
and E AM (Z) is the supervielbein.
This action is invariant under a Fermionic kappa symmetry that means half
of the Fermionic degrees of freedom are redundant and can be gauge fixed. The
bosonic part of the action appears below. Though the single membrane action
is known, that of multiple membranes is unknown. The action for N coincident
D-branes is the Born-Infeld action where the fields become N ×N matrix valued.
The N2 large-N scaling of the degrees of freedom is explained in terms of massless
fundamental strings stretching between the branes. An N3/2 scaling is expected
for coincident membranes, but there is no picture of what these degrees of freedom
are.
2.3.3 Reduction to the Superstring in 10 Dimensions
By doubly dimensionally reducing the membrane action one can obtain the su-
perstring effective action in 10 dimensions [18]. To avoid an unenlightening pro-
liferation of superspace indices we shall start from the bosonic sector of the su-
permembrane action which is given by
S =
∫
d3ξ
(
1
2
√
−γˆγˆij∂ixmˆ∂jxnˆgˆmˆnˆ − 1
6
ijk∂ix
mˆ∂jx
nˆ∂kx
pˆCmˆnˆpˆ − 1
2
√
−γˆ
)
,
(2.15)
where γˆij is the worldvolume metric and gmˆnˆ is the background metric.
Splitting the co-ordinates as ξi = (σa, ρ) for a = 1, 2 and xmˆ = (xm, z) for
m = 0, 1, . . . , 9 we make the gauge choice z = ρ and demand ∂ρx
m = 0, ∂zgˆ
mˆnˆ = 0
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and ∂zCmˆnˆpˆ = 0. We can then make a reduction ansatz equivalent to (2.3)
gˆmn = e
−2φ/3gmn + e4φ/3C(1)m C
(1)
n , Cmnp = C
(3)
mnp ,
gˆmz = e
4φ/3C(1)a , Cmnz = Bmn ,
gˆzz = e
4φ/3, (2.16)
which implies that
√−gˆ = √−g. It can be shown that substitution into the field
equations leads to the string equation of motion one would expect from
S =
∫
d2σ
(
1
2
√−γγab∂axm∂bxngmn − 1
2
ij∂ax
m∂bx
nBmn
)
. (2.17)
(C(3), C(1) and φ have decoupled here but persist in the Fermionic sector.) The xz
component of the equations of motion yields an identity which confirms consis-
tency. In fact substituting into the action directly yields a 2-dimensional action
equivalent to that of the string. This can be extended to the full supersymmetric
case which yields the superspace action of the type IIA superstring coupled to IIA
supergravity. Since the IIA superstring is known to be a consistent quantum the-
ory this gives hope that there should be a theory of membranes in 11-dimensions
which is also consistent. Notice that the membrane is not conformally invariant
but leads to the conformally invariant superstring.
2.3.4 Reduction to a D2-brane
The membrane in 11 dimensions can be reduced to the D2-brane in 10 dimensions
by compactifying on a circle in one of the transverse directions. In fact this was
how the Fermionic part of the D2-brane action was obtained [19]. The relationship
follows quickly upon dualising one of the scalars on the M2-worldvolume. This
yields a vector field in 3 dimensions (which has one physical degree of freedom),
and reduces the number of transverse scalars to seven. This maintains the bal-
ance of Fermionic and bosonic degrees of freedom on the worldvolume. Starting
from the D2-brane and reversing the process illustrates the hidden 11-dimensional
Lorentz invariance of string theory.
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2.4 The M5-brane
Matching degrees of freedom between transverse scalars and Fermions would
lead to the conclusion that the membrane was the only extended object in 11-
dimensions, but there are other worldvolume fields that should be considered.
Broken gauge symmetries can lead to tensor fields propagating on worldvolumes,
and indeed the broken gauge symmetry of the 3-form field of 11-dimensional
supergravity leads to a 2-form with anti-self-dual field strength on a five-brane
worldvolume. This gives 3 physical degrees of freedom, which, along with the
5 transverse scalars gives 8 Bosonic degrees of freedom to match the Fermionic
degrees of freedom coming from breaking half the supersymmetry. This is a
(0, 2) tensor multiplet on the worldvolume, giving a superconformal theory in
6-dimensions.
The five-brane solution was first found in supergravity by Gueven [20] and
after some difficulty its worldvolume action and field equations were later found
(the difficulties stem from the problem of writing an action involving the self-dual
field strength). The five-brane can be reduced to the D4-brane of IIA string theory
by double dimensional reduction, and it can also be reduced to the NS5-brane by
direct dimensional reduction. The 6-dimensional worldvolume of the five-brane
allows chiral Fermions, which leads to an anomaly that must be cancelled.
2.4.1 The M5-brane Solution to Supergravity
The extreme M5-brane solution takes a similar form to that of the membrane
ds2 = H−1/3ηµνdxµdxν +H2/3δmndymdyn,
G = ∗ydH, where H = 1 +
(
R
ρ
)3
. (2.18)
In defining G we have used ∗y, the hodge star in the transverse directions. Again
the indices are split, into µ, ν, . . . = 0, 1, . . . , 5 and m,n, · · · = 6, 7, . . . , 10 and
ρ =
√
δmnymyn is the transverse radius.
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The membrane is an “electric” singular solution to the supergravity equations
coupled to a membrane source. It has a Noether electric charge given by
Q =
1√
2
∫
S7
(∗G+ 1
2
C ∧G) =
√
2κ11T3. (2.19)
The five-brane, however, is a solitonic solution with topological magnetic charge
given by
P =
1√
2κ11
∫
S4
G =
√
2κ11T6. (2.20)
These charges obey a higher dimensional analogue of Dirac quantisation given by
QP = 2pin for integer n, or equivalently 2κ211T3T6 = 2pin. Along with the relation
T6 =
1
2pi
T 23 , which can be deduced from the quantisation of the periods of C, this
implies we have only one independent dimensionful parameter in 11 dimensions.
2.4.2 The M5-brane Worldvolume Action and Reduction
There are difficulties formulating the worldvolume action for a five-brane as it
must contain the 2-form tensor field with anti-self-dual field strength which is
part of the tensor multiplet of the effective theory. Two approaches can be taken:
one is to introduce an auxiliary field to ensure that the generalised self-duality
condition appears as an equation of motion [21,22], and the other is to formulate
the action in such a way that 6-dimensional general covariance is not manifest
[23, 24]. Alternatively one can work without an action and use the equations of
motion obtained via the superembedding formalism [25,26].
A starting point for deriving the action with non-manifest covariance was en-
suring the correct dimensional reduction to a four-brane. This made the covari-
ance in five of the dimensions obvious, but to prove it in the fifth spatial direction
required more work. We single out the x5 direction as different and write the in-
dices µˆ = (µ, 5). The anti-self-dual field is represented by Bµν which is a 5d
anti-symmetric tensor with 5d curl Hµνρ = 3∂[µBνρ] and dual H¯
µν = 1
6
µνρλσHρλσ.
The metric also splits into Gµν , Gµ5 and G55, with G5 being the 5-dimensional
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determinant. The Bosonic Lagrangian can then be written as
L = −
√
−det(Gµˆνˆ + iGµˆρGνˆλH¯ρλ/
√
−G5)− 1
4
H¯µν∂5Bµν +
1
8
µνρλσ
G5ρ
G55
H¯µνH¯λρ,
(2.21)
note the Born-Infeld and Wess-Zumino like terms.
In the PST approach [21, 22] B has additional Bµ5 components and there is
an auxiliary field, a. However there are also extra gauge freedoms and one can
set Bµ5 = 0 and make a simple choice for a so that the action becomes equivalent
to the above. Both versions of the action can be supersymmetrised into a kappa
symmetric form.
Similarly to the membrane case, double dimensional reduction on a circle gives
a IIA string theory object, here the four-brane. At first a four-brane with an anti-
symmetric tensor field is found, but analogously to the membrane-D2 reduction
there is a worldvolume duality transformation that yields the standard D4 action
with a worldvolume vector field [27]. The five-brane can also be compactified on
a torus and identified with the D3-brane in IIB string theory after dualising [28].
2.4.3 Anomalies on the Five-brane
The presence of chiral Fermions and the anti-self-dual field on the five-brane
worldvolume leads to potential anomalies [29]. These can be calculated in the
standard way, ultimately from index theorems. The contributions from these two
sources can be expressed in terms of a closed 8-form, I8, which gives the anomaly
6-form via the standard descent formalism (I8 = dI7, δI7 = dI6):
I8 =
1
(2pi)4
[
− 1
768
(trR2)2 +
1
192
trR4
]
. (2.22)
This anomaly can be cancelled by adding an additional term to the 11-dimensional
supergravity action
I ′11 = T3
∫
C ∧ I8. (2.23)
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This term cannot be checked with the microscopic theory in 11 dimensions due
to the lack of a quantised membrane theory, but dimensionally reducing to IIA
this term is equivalent to
I ′10 = T2
∫
B ∧ I8. (2.24)
In fact this term is already known from a 1-loop string calculation [30, 31]. It
is intriguing that this 1-loop term is related to the 11-dimensional term which
is M-theoretic in origin (this correction goes like a fractional power of Newton’s
constant in 11-dimensions and could not be generated in perturbative 1-loop
supergravity). The full anomaly story is actually more complex and there are ad-
ditional normal bundle anomalies which can be cancelled by adding gravitational
corrections to the Chern-Simons term [32,33].
2.4.4 M-brane Intersections and Open Membranes
The membranes described previously do not have to be closed, they can have
a boundary [34]. The membrane couples to the 3-form C whose field strength
G = dC is invariant under C → C + dΛ for some 2-form Λ. However, in the
presence of a boundary the minimal coupling of C to the membrane leads to a
term
∫
∂M
Λ. This would break gauge invariance, but if we couple the boundary
(which will be a string) to a 2-form field which varies under gauge transformations
as b → b − Λ we can preserve the gauge invariance. Of course the five-brane
worldvolume contains exactly such a 2-form and we deduce that membranes can
end on five-branes, making five-branes act much like the D-branes of M-theory.
The five-brane worldvolume does contain such a string soliton [23, 35] and this
a configuration that will be covered in depth in later chapters. The five-brane
also contains a 3-brane soliton [36], and indeed two five-branes can intersect along
three common spatial directions and preserve 1/4 supersymmetry. Examining the
supersymmetry algebra of the five-brane one sees that the only central charges
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it could contain are a 1-form or a 3-form, consistent with there being no other
(supersymmetric) intersections.
2.5 Connection to other String Theories and Du-
alities
We have learned how the F1-string and D2-, D4- and NS5-branes of type IIA
string theory can be obtained from the 11-dimensional M2- and M5-branes. How-
ever, from a fundamental theory which unifies the five consistent string theories
we should expect to find the complete complement of IIA branes, and the connec-
tion to the other four string theories should be clear. To complete the IIA picture
the D0 and D6 branes are easily found from compactification. The D0-particle
corresponds to one unit of the quantised momentum in the periodic 11th dimen-
sion with higher momentum states corresponding to coincident D0-particles. The
D6-brane corresponds to the 11-dimensional Kaluza-Klein monopole [37].
2.5.1 Type IIB String Theory
There is a well-known duality between type IIA and type IIB string theories
called T-duality. This duality relates IIA string theory compactified on a circle
of radius R with IIB on a circle of radius 1/R under exchange of winding and
momentum modes (for a more general review of T-duality see [38], we will also
discuss it in more detail in Chapters 8 and 9). It then follows that IIB on a circle
is equivalent to M-theory on T 2 under such an exchange. Letting R11 and R10
go to zero with a fixed ratio leads to uncompactified type IIB string theory with
IIB string coupling g
(B)
S = R11/R10. The SL(2,Z) symmetry of type IIB - which
includes the S-duality that relates weak to strong coupling (g
(B)
S ↔ 1/g(B)S ) - is
just the SL(2,Z) of reparameterisations of the torus [39]. Note that the chiral
type-IIB theory comes from the non-chiral 11-dimensional theory, something that
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had previously been forbidden by ‘no-go’ theorems. The chirality is introduced
by massive spin-2 multiplets coming from the membrane “wrapping” modes on
T 2 [40].
2.5.2 Heterotic and Type I Strings
It is a more difficult proposition to obtain the heterotic string, given its differ-
ent numbers of left-movers and right-movers on the worldsheet. However, by
compactifying a five-brane on the 2-complex-dimensional surface K3 (which has
topology such that it admits 19 self-dual and 3 anti-self-dual 2-forms) one gets
(19, 3) scalars from the 2-form, (0, 8) Fermions and (5, 5) other scalars, exactly
what one would expect on the heterotic string worldsheet [41]. One can also
get the E8 ×E8 heterotic string in 10 dimensions by compactifying M-theory on
R10 × S1/Z2 [42]. Here again we obtain a chiral theory from a non-chiral one.
This time previous ‘no-go’ theorems are circumvented by compactifying on an
orbifold rather that a manifold. Since E8 × E8 heterotic and SO(32) heterotic
are T-dual to one another, once we have the connection to one we can quickly
find connections to the other.
Type I string theory comes from orbifolding type IIB and through similar
arguments to those above it can be deduced that type I string theory (or rather
its T-dual, type IA) is the R → 0 limit of M-theory on a cylinder of radius
R [42]. Again this illustrates that the moduli space of vacua is in general 11-
dimensional, with 10-dimensional perturbative string expansions only in certain
10-dimensional limits.
2.5.3 Dualities from M-theory
Dualities in M-theory lead to dualities in various lower dimensions. Membrane-
five-brane duality in 11 dimensions leads to string-string duality in 6 dimensions,
between fundamental F-strings and solitonic D-strings, both in the heterotic the-
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ory [43]. However, as in the previous section, compactifying different string the-
ories on different manifolds can lead to a duality between the heterotic string
and the IIA string [44]. Further compactification of each theory on T 2 leads to
a more surprising duality of dualities: the solitonic string has a non-perturbative
S-duality which is a perturbative T-duality in the dual fundamental string pic-
ture [45].
2.5.4 Deducing 11 Dimensions from 10
Now that we have introduced dualities we will mention some of the results that
suggested string theory was an aspect of an 11-dimensional theory. One of the
papers which ignited interest in M-theory was [46] in which Witten studied the
strong coupling behaviour of type II superstrings. For the type IIB theory the
SL(2,Z) S-duality relates behaviour at strong coupling to that at weak coupling.
However, the strong coupling behaviour of the type IIA string is more complex.
Type IIA string theory has a 1-form Ramond-Ramond gauge field A, and also a
central chargeW in its supersymmetry algebra. Considering the type IIA effective
action as compactified 11-dimensional supergravity, A is the Gmz components of
the metric and W is the eleventh component of the momentum. The existence
of such a charge leads to a BPS inequality of the form
M ≥ c1
gs
|W | (2.25)
and supermultiplets saturating this bound will have a reduced number of states.
W is zero in the elementary string vacuum, but there exist classical black hole
solutions carrying W charge. These black holes obey an equivalent inequality to
(2.25). Assuming that there exist BPS particles with non-zero W , these particles
should possess a discrete spectrum of values of W , with quantum independent of
the string coupling gs = e
φ. This implies M = c|n|/gs and the masses diverge as
gs → 0, so the particles are not seen as elementary string states. However moving
to strong coupling at low energy the BPS states are protected from corrections
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and these particles should still exist with mass approaching zero. These multi-
plets contain spin 2 particles and there are infinitely many multiplets at strong
coupling. This strong coupling theory still has IIA supersymmetry in 10 dimen-
sions and charged string states coupled to A. The only possibility is that these
states are the Kaluza-Klein tower from compactification on a circle; the charge
corresponds to the rotation of the additional S1. As we have seen, 11-dimensional
supergravity has states in correspondence with those of IIA. Comparison leads to
the important relation R11 = g
2/3
s , obtained earlier in (2.12). Again we see type
IIA strings have a hidden 11-dimensional Lorentz invariance which adds weight to
the claim that the five perturbative string theories are expansions about certain
10-dimensional points in the moduli space of a non-perturbative theory which is
11-dimensional in general.
Many other reasons why an 11-dimensional fundamental theory should be
expected are catalogued in [48].
2.5.5 Other Interesting Aspects of M-theory
One popular candidate for a microscopic description of M-theory is Matrix Theory
[49]. This posits that the membrane in the infinite-momentum frame is related
to the N →∞ limit of the supersymmetric quantum mechanics of N D0-branes,
itself the reduction to 0 dimensions of d = 10 super-Yang-Mills. In Matrix Theory
M-branes can be thought of as composites of D0-particles with non-commutative
geometry playing an important role.
As well as the more familiar relation of string theory on AdS5 × S5 to N = 4
super-Yang-Mills, the AdS/CFT correspondence also relates M-theory on AdS4×
S7 and AdS7 × S4 to 3- and 6- dimensional conformal field theories [50]. These
AdS spaces are realised as the near-horizon geometries of M2-branes and M5-
branes respectively. Another area of progress is a derivation of the entropy of
black holes in terms of M-theory microstates [51].
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Chapter 3
D1-D3 and M2-M5 Intersections
In Section 2.4.4 we described how an M2-brane, or a stack of coincident M2-
branes, can end on a five-brane and the first part of this dissertation will be mainly
concerned with this system. However, as much more is known about D-branes,
in particular the non-Abelian worldvolume action of coincident D-branes, and
since they are related by dimensional reduction, D-brane intersections in string
theory are a useful arena for inferring properties of the M-theory intersection. In
particular we focus on the D1-D3 system in IIB string theory which is related to
the M2-M5 system by dimensional reduction and T-duality.
As described previously, the Goldstone modes of broken symmetries in the
bulk propagate on brane worldvolumes, leading to worldvolume actions for the
effective theory on the brane. Thus we have three complementary pictures of our
D1-D3 or M2-M5 intersection. Taking the D1-D3 system as an example, firstly,
there should exist a supergravity solution in the 10-dimensional bulk describing
the intersection (as well as, of course, a full string theory one!). There is also
the worldvolume description of the D3-brane; here the endpoint of the D-strings
carries magnetic charge and appears as a soliton. The geometry of the brane
is distorted and the D3-brane is stretched in a spike along the D1 worldvolume
direction. Finally, we can look at the D1-string worldvolume action and search
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for a solution corresponding to the worldvolume expanding as the string opens up
onto the D3-brane. The scalars in the directions transverse to the worldvolume,
yet tangent to the D3-brane, are non-zero and non-commuting. They form a so-
called “fuzzy sphere”, whose radius diverges as the D3-brane is approached. For
the D1-brane the three non-zero transverse scalars, X i, obey the Nahm equation
dX i
dσ
=
i
2
ijk[X
j, Xk] , (3.1)
where σ is the spatial worldvolume direction of the D1-string. This is not sur-
prising as the Nahm equation first arose as a way of classifying monopole so-
lutions [52], and in the “dual” D3-brane worldvolume picture the end of the
D1-string is a monopole. The M2-M5 intersection has an M5-brane worldvolume
interpretation as a self-dual string; however, until recently a membrane worldvol-
ume solution was lacking. This is because the worldvolume action for coincident
membranes is unknown. (For there to be an overlap in the range of validity of the
different worldvolume pictures, N , the number of membranes, must be large.)
Once we have the D1-D3 solution, a large number of consistency checks and
extensions can be performed. One important extension that will concern us is the
extension to calibrated intersections of D3-branes. Here more than three scalars
are active and a generalised form of the Nahm equation, (3.1), is required.
3.1 D3-brane Worldvolume Picture: The BIon
Spike
Considering the limit of the D3-brane Born-Infeld action where gravitational
effects are ignored, [53, 54] were able to find static finite energy solutions to the
Born-Infeld electrodynamics corresponding to both fundamental and D-string
states ending on the brane. By SL(2,Z) invariance the self-dual D3-brane admits
both.
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These solutions can be easily seen by looking at the supersymmetry variation
in the linear theory. This is just given by dimensionally-reduced super Yang-Mills.
The gaugino supersymmetry variation is given by
δχ = Γ µνFµν , (3.2)
where µ, ν are 10-dimensional indices which split into worldvolume and trans-
verse indices such that Fab is the field strength on the brane, Fai = ∂aX
i and
Fij = [X
i, Xj], where X i are the transverse co-ordinates. If we have a point-like
Coulomb field
Ao =
cp
r
, (3.3)
where cp is a constant and r is the radius in the D3-brane co-ordinates, it would
break supersymmetry. However, if we introduce an excited transverse scalar
X9 =
cp
r
, (3.4)
then supersymmetries satisfying (Γ 0+Γ 9) = 0 will be preserved so that we have
a half-BPS configuration. This configuration has a spike in the X9 direction,
supported by the electric charge. The energy of the spike is proportional to its
length, so an infinite spike has infinite length, explaining why the Coulomb energy
diverges. The energy can be checked against that of a fundamental string and
indeed it matches. Similarly, there is a magnetic monopole solution with
Fθφ = −Ncm
r2
, X9 =
Ncm
r
. (3.5)
This solution to the BPS equation is the standard BPS monopole solution with
the transverse direction X9 playing the role of the Higgs field. Note that these
solutions can be superposed to give multiple spike solutions that do not attract
or repel one an other, as the electromagnetic force balances the deformation of
the brane. One can ask whether these solutions are solutions of the full theory,
and indeed they are, as might be expected for BPS solutions. As well as being
found in [53,54] these were also found in [35] by dimensional reduction from the
self-dual string.
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3.2 D1-brane Worldvolume Picture: The Fuzzy-
Funnel
We now turn to the worldvolume picture of the coincident D1-strings. We be-
gin by looking for static solutions to the equations of motion arising from the
linearised action.
3.2.1 Linearised Solution
Multiple coincident D-branes are described by the Born-Infeld action. Here we
consider a flat background with no gauge fields and look for a static solution. In
this case we can expand the Born-Infeld action to leading order in λ = 2pi`2s as
S ' −T1
∫
d2σ
(
N +
λ2
2
(
∂aΦi∂aΦ
i +
1
2
[Φi, Φj][Φj, Φi] + . . .
))
. (3.6)
As we look for static solutions the only non-zero derivatives are with respect to
σ, the worldvolume spatial co-ordinate, and σ = Φ9 by the choice of static gauge.
The equation of motion for the transverse scalars Φi is given by
∂a∂aΦ
i = [Φj, [Φj, Φi]]. (3.7)
In [4] an ansatz was made based on preserving spherical symmetry and a repre-
sentation of the SU(2)(∼= SO(3)) matrix algebra. This ansatz was to take three
scalars to be non-zero,
Φi = Rˆ(σ)αi , i = 1, 2, 3 , (3.8)
where the αi are N × N matrices obeying the SU(2) algebra [αi, αj] = 2iijkαk
(N is the number of coincident D-strings). These matrices are the co-ordinates of
the fuzzy sphere (see Appendix B.2) and the radius squared, ΦiΦi, is proportional
to the identity matrix times Rˆ(σ)2. The equation of motion is reduced to the
ordinary differential equation
Rˆ′′(σ) = 8Rˆ(σ)3 (3.9)
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Figure 3.1: D1-branes ending on a D3-brane. The cross-section is a sphere whose radius blows up
as the D1-strings open out onto the D3-brane. The D3-brane is pulled out in a spike, the endpoint
of the strings appears like a monopole in the D3-brane theory, with the transverse co-ordinate in
the D1-string direction playing the role of the Higgs field.
which has a solution
Rˆ(σ) = ± 1
2(σ − σ∞) , (3.10)
where σ∞ is a constant indicating where the radius diverges (this is not the
most general solution). We see that we do indeed have a “fuzzy-funnel” solution.
The cross section is given by a fuzzy-sphere (see Appendix B.2), with the radius
diverging as σ → σ∞, which we identify with the location of the D3-brane, and
tapering off as σ →∞ (see Figure 3.1).
3.2.2 Supersymmetry
As for the D3-worldvolume picture, we can consider the equations arising from the
preservation of some supersymmetry. The linearised supersymmetry variation is
identical to that used in Section 3.1 except dimensionally reduced to two instead
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of four dimensions. When the gauge field is zero, Fai = ∂aX
i and Fij = [X
i, Xj]
lead to
(2Γ σi∂σΦ
i + iΓ ij[Φi, Φj]) = 0. (3.11)
If the active scalars satisfy the Nahm equation
dΦi
dσ
= ± i
2
ijk[Φ
j, Φk] (3.12)
then the supersymmetry condition will be satisfied for spinor parameters obeying
Γ σ123 = ±. Indeed the solution given by (3.8) and (3.9) does satisfy the Nahm
equation, and the conclusion is that we have a BPS solution preserving half the
supersymmetry of the D1-brane worldvolume. As is so often the case, a BPS
solution to the linear theory is a solution to the full Born-Infeld theory - as
confirmed in [4]. Note that in keeping with this, we could have obtained (3.12)
as a Bogomol’nyi equation for the expression for the energy following from the
action (3.6) (we will do this in a more general case in equation (3.23)).
3.3 Consistency Checks of the Solution
After checking that the fuzzy funnel solution solved the equations of motion
following from the full non-linear action, [4] performed several checks to see if
this solution could be identified with the BIon spike. A physical radius can be
defined via
R(σ)2 =
λ2
N
3∑
i=1
Tr[Φi(σ)2]. (3.13)
We will from now on work with an irreducible N × N representation of SU(2)
where the quadratic Casimir is given by
3∑
i=1
(αi)2 = (N2 − 1)1 N×N . (3.14)
This, combined with the solution (3.8) and (3.10), leads to a radial profile given
by
R =
Npi`2s
σ − σ∞
√
1− 1
N2
. (3.15)
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For large N this is precisely the relationship obtained for the BIon spike [53] (c.f.
(3.5)).
A further check is the energy of the configuration. The expression for the
energy (which follows quickly from the action for static solutions) can be linearised
using the conditions required for supersymmetry (actually the Nahm equation and
the first order equation Rˆ′ = ∓2Rˆ2, which (3.10) obeys). Using the full details
of the solution this linearised energy can be rewritten in the form
E = T3
N√
N2 − 1
∫
4piR2dR
[(
∂σ
∂R
)2
+ 1
]
. (3.16)
In the large-N limit the N dependence disappears and this is just the energy of
any spherically symmetric BPS solution of the D3 worldvolume theory, the BIon
spike being such a solution.
We can also look at the Chern-Simons term, which should be included as well
as the Born-Infeld term in the D-brane action. Substituting the ansatz into this
Chern-Simons coupling yields
∓ iµ3 N√
N2 − 1
∫
dt4piR2dRC
(4)
t123(t, R). (3.17)
Up to the N dependent factor which goes to 1 in the large-N limit, this is exactly
the standard coupling to the RR 4-form C(4) expected from our interpretation
that the D1-string opens up onto a D3-brane.
These checks support the claim that the fuzzy funnel is the D1-brane world-
volume picture of the BIon spike. The three non-zero transverse scalars do not
commute and form a fuzzy sphere which has a radius which diverges as we ap-
proach a 3-hypersurface which can be identified with the D3-brane. Note that this
configuration with non-commutative scalars is distinct from the Myers effect [55],
in which there is a background field.
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3.3.1 Further Extensions
There are various further extensions performed in [4] that serve to show the
consistency of the fuzzy funnel solution. Solutions were found corresponding to
double funnels suspended between two separated D3-branes. Solutions corre-
sponding to (p, q)-strings (bound states of D1-strings and fundamental strings)
were also obtained. It was then confirmed that the solution was consistent in the
background of a stack of D3 branes. For a stack of (anti) D3-branes the solution
corresponding to a D-string ending on an (anti) D3-brane was picked out, but
the end point did not have to be coincident with the stack of (anti) D3-branes.
An analysis of the fluctuations of the funnel was performed, and again the
agreement with similar analyses of the D3-picture of the BIon spike [53, 56, 57]
was striking. The simplest fluctuations are of the form
δΦm(σ, t) = fm(σ, t)1 N (3.18)
in directions transverse to both branes. These obey a linear equation of motion((
1 + λ2
(N2 − 1)
4σ2
)
∂2t + ∂
2
σ
)
fm = 0 , (3.19)
which agrees with the D3-brane picture up to the familiar N
2−1
N2
factor. This mode
is the l = 0 angular momentum mode, and higher l modes can also be analysed.
They will have the form
δΦm(σ, t) =
N−1∑
l=0
ψi1i2...il(σ, t)α
i1αi2 . . . αil , (3.20)
where the expansion has to stop at N − 1 as that is the maximal number of
linearly independent products of αi. This is an expansion in spherical harmonics.
Again the fluctuations agree with those of the BIon spike, though the spike did
not have the truncation at l = N − 1. However, as we will shortly discuss, at
large l the D3-brane picture breaks down. The lack of truncation was an issue
with the D3-brane analysis, where modes of arbitrarily high l could propagate
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out along the spike. The analysis can also be done for the modes transverse to
the string yet tangent to the D3-brane, these too agree with the dual D3-picture
up to 1/N corrections.
3.3.2 Range of Validity
The two descriptions of the D1-D3 system we have considered agree remarkably
well and we can check whether this should be expected given the approximations
that are being made. The Born-Infeld action will receive higher derivative cor-
rections from the α′ expansion in string theory. In the D3-brane picture, to be
able to ignore these requires R `s, which is equivalent to σ  N`s. Similarly,
for the D1-string picture we require σ  `s, which is equivalent to R  N`s.
Thus there is a large range of overlap for large N .
Taking into account possible higher commutator corrections may reduce this
range of validity to R  √N`s, but it is suspected such corrections may vanish
for BPS states such as the solutions considered so far. Gravitational effects have
also been neglected, this can be justified for very weak string coupling,
3.4 Extension to Calibrated Intersections and a
Generalised Nahm Equation
In Section 3.2.1 we searched for solutions to the Yang-Mills approximation to the
Born-Infeld action by specifically looking for solutions with only three transverse
scalars active. It is possible to find more complex solutions corresponding to more
complicated configurations, with the D-strings ending not on a single D3-brane,
but on calibrated intersection of D3-branes.
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3.4.1 A Generalised Nahm Equation
The linearised action minus the constant piece is
S = −T1λ2
∫
d2σTr
(
1
2
∂aΦi∂aΦ
i +
1
4
[Φi, Φj][Φj, Φi]
)
(3.21)
and the corresponding expression for the energy of a static configuration is
E = T1λ
2
∫
d2σTr
(
1
2
∂Φi∂Φi +
1
4
[Φi, Φj][Φj, Φi]
)
, (3.22)
were ∂ represents a σ derivative. We now proceed to perform the Bogomol’nyi
trick, writing the energy as a squared term plus a topological piece:
S = −T1λ2
∫
d2σ
1
2
Tr
((
∂Φi − 1
2
cijk[Φ
j, Φk]
)2
+
1
3
cijk∂
(
ΦiΦjΦk
))
. (3.23)
In the case considered earlier with three active scalars this is an identity with
cijk = ijk. The first term gives the Nahm equation (3.12) as the Bogomol’nyi
equation. However, in the more general case where cijk is a general anti-symmetric
3-tensor, we can only rewrite the action in the form (3.23) if we impose
1
2
cijkcilmTr
(
[Φj, Φk][Φl, Φm]
)
= Tr
(
[Φi, Φj][Φi, Φj]
)
. (3.24)
The Bogomol’nyi equation is then the generalised Nahm equation
∂Φi =
1
2
cijk[Φ
j, Φk] , (3.25)
and when this is satisfied the energy is given by the second term in (3.23), a
topological term which only depends on the boundary conditions for the Φi. It
should be noted that this modified Nahm equation for specific c has appeared
before in the pre-D-brane literature, for example [58].
The equation of motion is still given by (3.7) and upon substituting the gen-
eralised Nahm (3.25) twice it is equivalent to the algebraic equation
1
2
cijkcjlm[[Φ
l, Φm], Φk] = −[[Φi, Φj], Φj] . (3.26)
Multiplying this by Φi and taking the trace we see that it implies the constraint
(3.24). Thus a solution to the generalised Nahm equation (3.25) and the algebraic
equation of motion (3.26) solves the equation of motion and (3.24).
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3.4.2 Supersymmetry
The generalised Nahm equation can be used in the linearised supersymmetry
variation (3.11) to obtain
0 =
∑
i<j
[Φi, Φj]Γ ij(1 + cijkΓ
ijk9). (3.27)
To solve this we define projectors
Pij =
1
2
(
1 + cijkΓ
ijk9
)
(3.28)
with no sum on i, j, and in all cases of relevance there will be at most one value
of k for which cijk 6= 0 for each i, j pair. If we make sure that c is normalised such
that cijk = ±1, then P 2ij = Pij. We can impose Pij = 0 for each i, j for which
cijl 6= 0. We look for a solution that preserves some fraction of supersymmetry
by imposing projectors that commute with each other. For two projectors to
commute requires the two associated sets of indices, namely i, j, k and i′, j′, k′, to
have exactly one index in common. This will preserve 16×2−m supersymmetries,
where m is the number of independent projectors (certain sets of projectors leave
other projectors automatically satisfied), provided we also satisfy∑
cijk=0
[Φi, Φj]Γ ij = 0, (3.29)
where the sum is now over pairs i, j such that cijk = 0 for all k. Use of the
projectors reduces this further to a set of equations relating commutators (see for
example Equation (3.30)).
3.4.3 Calibrations
In the absence of fluxes, branes act to minimise their worldvolume. Requiring su-
persymmetry means that their worldvolumes are a special set of sub-manifolds of
the target space called calibrated manifolds [59]. Intersecting D-branes preserving
some fraction of supersymmetry can also be analysed using calibrations [60, 61].
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The combined worldvolume of all the intersecting branes is a single calibrated
manifold. To define this manifold requires a closed form ω in the bulk (a p-form
for intersecting p-branes) called the calibration form. A calibration form satisfies
P [ω](ξ) ≤ dvol(ξ) where ξ is any tangent vector to the p-dimensional subman-
ifold, P represents the pullback to the worldvolume and dvol is the induced
volume-form on the submanifold. For a calibrated submanifold the inequality is
saturated. Such a submanifold is the minimal volume element of its homology
class.
The observation of [5] was that since the D1-brane breaks half the supersym-
metry of the background via Γ 09L = R, then imposing the projectors (3.28)
is equivalent to requiring Γ 0ijkL = R. This is what one would expect for a
D3-brane in the i, j, k spatial directions. In fact given a set of projectors dic-
tated by the non-zero components of cijk then this corresponds to a calibrated
intersection of D-branes given by the calibration form c = 1
3!
cijkdx
i ∧ dxj ∧ dxk.
Possible calibrated intersections of D3 branes can be deduced from the M5 inter-
sections given in [60,61] and from this the form of c can be deduced. Then we can
look for a solution by solving the modified Nahm (3.25), imposing the projectors
(3.28), solving the algebraic condition on the brackets following from (3.29) and
finally guaranteeing the equation of motion by solving (3.26). In fact for all the
calibrations considered, (3.26) is automatically satisfied given the projectors and
the conditions on the brackets (3.29), giving us a minimal energy solution to the
equations of motion preserving half of the supersymmetry.
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3.4.4 The First Non-trivial Configuration and Solution
The first non-trivial configuration, as described in [5], corresponding to five active
scalars and two intersecting D3-branes is given by
D3 : 1 2 3
D3 : 1 4 5
D1 : 1 9
c123 = c145 = 1 ν = 1/4 (3.30)
Φ1
′
= [Φ2, Φ3] + [Φ4, Φ5] ,
Φ2
′
= [Φ3, Φ1] , Φ3
′
= [Φ1, Φ2] ,
Φ4
′
= [Φ5, Φ1] , Φ5
′
= [Φ1, Φ4] ,
[Φ2, Φ4] = [Φ3, Φ5] , [Φ2, Φ5] = [Φ4, Φ3] .
The calibrated manifold here is R× a complex curve and the calibration form is
dx1 wedged with the Ka¨hler form of the complex curve.
This can be solved by a simple generalisation of the the single D3-brane case.
We take Φi = f(σ)Ai, where
A1 = diag (α1, α1)
A2 = diag (α2, 0)
A3 = diag (α3, 0)
A4 = diag (0, α2)
A5 = diag (0, α3) , (3.31)
and where the αi satisfy [αi, αj] = 2iijkα
k as before. The same solution for f(σ)
as in the single D3-brane case suffices. The Ai are 2N × 2N matrices. This and
solutions for the other more complex intersections of D3-branes have the correct
energy and couplings for the corresponding D3-brane intersection. Moduli for
this solution were also discussed in [5], indicating possible deformations to less
trivial solutions for intersecting D3-branes than those above.
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3.5 The Nahm Equation and Monopoles
It has already been mentioned how the Nahm equation arises as a way of con-
structing magnetic monopole solutions. Before [4] the Nahm equation was dis-
cussed in the context of D1-D3 solutions by [62], with the issue of boundary
conditions clarified by [63]. We give a very brief description of the transform
from Nahm data to monopole solutions (see for example [64]). The Nahm data
consists of fields X(σ) obeying the Nahm equation (3.1), with X i(σ)† = −X i(σ),
Xi(−σ) = X ti (σ) and Xi(σ) having a simple pole at the origin where the matrix
residues should form an irreducible representation of SU(2) (normally for the
Nahm equation one considers a finite interval [−1, 1] with poles on each bound-
ary and we will consider that in this section; this would be a string suspended
between two D-branes and give a finite mass monopole, as opposed to a single
D-brane with a semi-infinite string attached which we consider elsewhere). Given
these data we can find a monopole solution by first finding solutions va(σ) of the
1-dimensional Dirac equation(
1 ⊗ d
dσ
+
(
iX i(σ)− xi) τi) va = 0. (3.32)
The τ i are Pauli matrices and the xi will be the co-ordinates of the space con-
taining the monopole. One must normalise so that
∫ 1
−1 dσv
†
a(σ)vb(σ) = δab. Then
the Higgs and gauge fields of the monopole are given by
Φ(x)ab = i
∫ 1
−1
dσσv†a(σ)vb(σ)
Ai(x)ab =
∫ 1
−1
dσv†a(σ)
∂
∂xi
vb(σ). (3.33)
The inverse transformation is via a 3-dimensional Dirac equation. It has been
demonstrated how the Nahm transformations can be derived from tachyon con-
densation in the D1-D3 picture [65].
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3.6 Validity of Non-linear Theory for D1-D3
The full non-Abelian Born-Infeld action for coincident D1-branes is given by
S = −T1
∫
d2σSTr
√
−det(ηab + λ2∂aΦiQ−1ij ∂bΦj)det(Qij), (3.34)
where Qij = δij + iλ[Φi, Φj]. STr denotes the symmetrised trace prescription
[66,67]. In 2 dimensions the gauge field carries no propagating degrees of freedom
and may be completely gauged away, which is why only partial derivatives appear
in the above action. (It is known that there is some possible ambiguity in the
non-Abelian Born-Infeld theory since the derivative approximation is not valid
in a non-Abelian theory, yet this action has been shown to possess many of the
right properties, see for example [55,68]).
For three non-zero scalars, that depend only on Φ9, we can expand the deter-
minant to give an expression for the energy
E = T1
∫
dσSTr
√
I + λ2∂Φi∂Φi − 1
2
λ2[Φi, Φj]2 −
(
1
2
λ2ijk∂Φi[Φj, Φk]
)2
.
(3.35)
The terms under the square root can then be rewritten using the Nahm equation
as a perfect square, so that
E = T1
∫
dσSTr
(
I +
1
2
λ2
(
∂Φi∂Φi − 1
2
[Φi, Φj]2
))
, (3.36)
and we can clearly see that the energy reduces to the linear form and a solution
to the Nahm equation solves the full non-linear theory.
Expanding the energy for five non-zero scalars we have
E = T1
∫
d2σSTr
√(
I +
1
2
λ2(∂Φi∂Φi − 1
2
[Φi, Φj]2)
)2
+ λ6 (ijklm∂Φi[Φj, Φk][Φl, Φm])
2 ,
(3.37)
where we have used the modified Nahm equation and the associated algebraic
conditions for the configuration (3.30) to write the first square in that form.
Thus if the epsilon term vanishes for a solution to the linear equations of motion,
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it is also a solution to the full non-linear equations of motion. One can check that
for the solutions given in [5] this is indeed the case, and thus their solutions are
again solutions of the full Born-Infeld theory. It is interesting to note however
that there do exist solutions to (3.25) which do not have the form described
in [5], solutions where this second term in the energy does not vanish. These
solutions correspond to the case where the calibration is deformed away from the
flat intersection [69, 70]. The non-linearity of the brane action then plays a key
role. In what follows we will restrict ourselves to the case of flat intersecting
branes so that the linear equations will suffice.
Thus it seems that the non-linear action is such that solutions which saturate
the bound of the linear theory are also solutions of the non-linear theory. For
configurations preserving less than half of the membranes’ supersymmetry the
algebraic equations which are additional to the generalised Nahm type equation
are actually necessary to derive a Bogomol’nyi bound.
3.7 The D1-D5 Intersection
We have seen a solution to the D1-string worldvolume theory with five active
scalars corresponding to the D-string ending on a calibrated intersection of D3-
branes, but we can also look at solutions with five scalars that corresponds to the
D1-string ending on a D5-brane [71,72]. To linear order the equations of motion
for the five-scalar action are the same as for three scalars. This leads to the same
R ∼ σ−1 behaviour as in the D1-D3 case, not the R ∼ σ−1/3 behaviour expected
for a D5-brane. To get this we need to include higher order terms. We substitute
the ansatz
Φi(σ) =
R(σ)√
cλ
Gi , i = 1, . . . , 5 (3.38)
into the Born-Infeld action for five scalars which we used in Section 3.6 (The
Gi are the fuzzy four-sphere matrices which obey c1 =
∑
iG
iGi = n(n + 4) as
proven in Appendix B.4, leading to equation (B.26)). This yields an action for
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the radial profile which gives a Bogomol’nyi bound which is saturated when
R′(σ) ∼
√
8R4/(cλ2) + 16R8/(cλ2)2. (3.39)
For small R the first term dominates and R ∼ σ−1, while for large R the second
term dominates and R ∼ σ−1/3 as required. One can check that this also has the
coupling expected for n D5-branes, but this configuration is not supersymmetric
and there are additional contributions to the energy. Looking at the same con-
figuration from the D5-brane point of view, a spike solution can be found with
excellent agreement in the large-n limit. The D1-D7 intersection has also been
discussed in [73].
3.8 The Self-dual String
A membrane can end on a five-brane if the membrane boundary carries the charge
of the self-dual field B on the five-brane worldvolume [34]. In [23] a solution to
the field equations of B was found, but none of the scalars were non-zero and
it was not supersymmetric. A BPS solution was found in [35] by considering
the supersymmetry transformation of the Fermions. A representation of this
configuration is given in Figure 3.2.
The linearised supersymmetry equation is
δΘ
j
β = 
αi
(
1
2
(γa)αβ(γb′)
j
i ∂aX
b′ − 1
6
(γabc)αβδ
j
i habc
)
= 0, (3.40)
where a′ labels transverse scalars, a labels worldvolume directions, α, β are spinor
indices of spin(1, 5) and i, j are spinor indices of USp(4), the spin covers of
SO(1, 5) and SO(5) respectively. The idea in constructing the solution is to
balance the contribution of the 3-form field strength h with a contribution from
the scalars. The worldvolume of the string soliton can be taken to be in the
0, 1 directions with all fields independent of x0 and x1, and in general we can
take only one of the transverse scalars X5
′
= φ to be active. Finally the ansatz
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M2!brane(s)
M5!brane
s
R
Figure 3.2: M2-branes ending on a M5-brane, the endpoint is a string. Seven spatial dimensions
are suppressed; the cross section of the ‘ridge’ is really S3 × R.
h0ab = 0 = h1ab and h01a = va is made. Then we are left with the requirement
va = ±1
4
∂aφ (3.41)
to satisfy supersymmetries whose parameters obey
βj = ±(γ01)βα (γ5) ji αi. (3.42)
It can be shown that this 1/4 BPS solution (1/4 with respect to 11-dimensional
supersymmetry) solves the non-linear equation of motion and supersymmetry
condition for the five-brane if the scalar satisfies
δmn∂mφ∂nφ = 0. (3.43)
Therefore the string solution is given by
H01m = ±1
4
∂mφ,
Hmnp = ±1
4
mnpqδ
qr∂rφ,
φ = φ0 +
2Q
|x− x0|2 , (3.44)
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where we could replace φ by a more general superposition of solutions. The string
has both magnetic and electric charge given by ∓Q. There is a conformal factor
in the full equations of motion which guarantees that they are satisfied even at
x = x0. Hence no source is required and the solution is truly solitonic. The string
soliton has 4 Bosonic and 4 Fermionic zero modes, and its own anomalies which
need to be cancelled. The string soliton can be dimensionally reduced to get the
BIon spike and other T-dual configurations [35]. Properties of the self-dual string
were investigated more recently in [74].
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Chapter 4
The Basu-Harvey Equation and
M2-M5 Intersections
This section is primarily concerned with the work of Basu and Harvey [1], who
put forward a proposal for the generalisation of the Nahm equation (3.1) that
should arise in M2-M5 system. They also presented a solution to this equation
representing coincident membranes ending on a five-brane.
As the action for multiple M2-branes is not known, it is a case of using this
work to gain insight into what this action should be, rather than having an action
from which to derive it. We refer to the equation they put forward as the Basu-
Harvey equation, and we will see that it is deduced by requiring properties we
would expect from generalising the D1-D3 case to a fuzzy three-sphere cross-
section, rather than a fuzzy two-sphere. As Appendix B.5 describes, the fuzzy
three-sphere is more complicated than the fuzzy two-sphere. In fact it is more
complicated than the fuzzy four-sphere as odd spheres in general are harder to
work with.
The solution can be compared with the self-dual string of the previous section,
as well as the energies expected for such a configuration and the properties of
fluctuations around the solution. After these checks one can feel a bit more
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confident and look at some terms we might expect in multiple M2-brane action
if the Basu-Harvey equations is to appear as a Bogomol’nyi equation.
The Basu-Harvey equation, and its solution in terms of the fuzzy three-sphere
construction given in Appendix B.5, is not without its drawbacks, not least the
fact that the degrees of freedom are N × N matrices when the expectation was
for N3/2 degrees of freedom for N coincident membranes.
4.1 Properties Expected for the Solution
We know that the M5 picture of the intersection is in terms of the self-dual string,
described in Section 3.8 and pictured in Figure 3.2. Thus we expect a relationship
between the radius, R, in the directions transverse to the membrane yet tangent
to the five-brane (i.e. R =
√
(X1)2 + (X2)2 + (X3)2 + (X4)2 ), and s, the M2
worldvolume direction away from the five-brane, of the form
s ∼ Q
R2
, (4.1)
as implied by (3.44) (Q is the quantised charge, given by the number of mem-
branes). As the self-dual string was a static solution with no dependence on σ,
the co-ordinate along the string, the active scalars should only depend on s for
the membrane description as well.
In the D1-D3 case there were three active scalars transverse to the string in
the directions of the D3-brane worldvolume. This meant the cross-section was
a (fuzzy) two-sphere, as expected for a spike. In our M-theory system we have
an extra transverse scalar and the cross-section should be a (fuzzy) three-sphere,
giving the SO(4) symmetry we would expect between the scalars. As well as this
SO(4) invariance we also demand translation invariance.
The fuzzy S3 co-ordinates, Gi, obey the equation
Gi +
1
2(n+ 2)
ijklG5G
jGkGl = 0, (4.2)
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whereG5 is a difference of projection operators, it obeys {G5, Gi} = 0 and (G5)2 =
1 (full details can be found in Appendix B.5). This equation is a quantised
version of a higher Poisson bracket equation obeyed by the classical 3-sphere
(as [αa, αb] = 2iabcα
c is for the two sphere; again more details are contained in
Appendix B.3). The fuzzy three-sphere relation (4.2) was first obtained in [1]
and we will derive it in full in Appendix B.5.3. It is around this relation that the
Basu-Harvey equation is built.
4.2 The Basu-Harvey Equation
The Basu-Harvey equation is given by
dX i
ds
+
M311
8pi
√
2N
1
4!
ijkl[G5, X
j, Xk, X l] = 0. (4.3)
The anti-symmetric 4-bracket is a sum over permutations with sign, e.g.
[X1, X2, X3, X4] =
∑
perms σ
sign(σ)Xσ(1)Xσ(2)Xσ(3)Xσ(4) , (4.4)
and it can be thought of as a quantum Nambu bracket [75, 76]. We could have
placed such a bracket on the second term of (4.2) if we had included the correct
combinatorial factor. The equation is translation invariant under X i → X i+viI,
where I is the identity.
G5 and the scalars will belong to an algebra containing the fuzzy three-sphere.
There are three main possibilities for what this algebra is. The first is MatN(C),
the algebra of N × N matrices, where N is the dimension of the representation
of SO(4) in which the the fuzzy three-sphere we work with lies. For the fuzzy
three-sphere only, this dimension coincides with the square of the radius in terms
of the Gi (i.e.
∑
iG
iGi = N). N is what we will identify with the number of
membranes, and this is the N that appears in the Basu-Harvey equation (4.3)
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above†. A second possibility for the algebra is that generated by the Gi, which
is a sub-algebra of MatN(C). The third option is the algebra which in the large-
N limit agrees with classical algebra of functions on S3, namely the spherical
harmonics. Though this third algebra is important in later sections, we will
assume our fields are in MatN(C) at present.
By analogy with the D1-D3 system the Basu-Harvey equation should appear
as a Bogomol’nyi equation for minimising the energy, and should also follow from
the vanishing of the supersymmetry variation of the Fermions on the membrane.
4.3 The Membrane Fuzzy Funnel Solution
Similar to the D1-D3 case we expect a static solution with scalars proportional
to the fuzzy 3-sphere co-ordinates Gi and only depending on s. An ansatz
X i(s) = f(s)Gi (4.5)
leads quickly to the solution
X i(s) =
i
√
2pi
M
3
2
11
1√
s
Gi. (4.6)
The physical radius is given by
R =
√∣∣∣∣Tr∑(X i)2Tr1
∣∣∣∣. (4.7)
Substitution and rearranging results in
s ∼ N
R2
, (4.8)
†The original version of the Basu-Harvey equation did not contain this factor due to an
error in calculating (4.2). In an updated version of their paper they included a parameter λ in
the numerator rather than the 1/
√
2N factor we have included following [77,6]. λ was treated
as a coupling with λ2N required to be fixed in the large-N limit for consistency.
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which is the self dual string behaviour we expect when we identify N with the
number of membranes (c.f (4.1)).
If this is the Bogomol’nyi equation we would expect that we could also min-
imise the energy by satisfying (4.3) with a sign difference between the terms,
leading to the opposite topological charge. In this case we can solve by removing
the factor of i from (4.6) or by multiplying each co-ordinate by G5.
4.4 Energy and Action for Multiple Membranes
Given that the Basu-Harvey equation should arise as a Bogomol’nyi equation, as
the Nahm equation did in the D1-D3 system (and as the generalised version does
in (3.23)), it is not unreasonable to define the energy of our static configuration
with four non-zero scalars as in [1]
E = T2
∫
d2σTr
[(
dX i
ds
+
M311
8pi
√
2N
1
4!
ijkl[G5, X
j, Xk, X l]
)2
+
(
1− M
3
11
16pi
√
2N
1
4!
ijkl
{
dX i
ds
, [G5, X
j, Xk, X l]
})2 ]1/2
. (4.9)
The membrane tension T2 is given by T2 = M
3
11/(2pi)
2 and the integral is over the
two spatial worldvolume directions σ and s. In what follows we will consider the
X i to obey {G5, X i} = 0. In terms of the fuzzy three-sphere algebra this means
restricting the X i to lie in Hom(R+,R−) or Hom(R−,R+). This is of course
obeyed by the co-ordinates Gi. It means, for instance, that by multiplying out
the squares in (4.9) G5 can be eliminated. We can also remove the 4-bracket and
combinatorial factor in (4.9) as the  provides the anti-symmetrisation (though
the bracket will be required in the action for translation invariance).
If the scalars obey the Basu-Harvey equation then Bogomol’nyi bound is sat-
isfied and the energy density linearises:
E = T2
∫
d2σTr
(
1− M
3
11
8pi
√
2N
ijkl
dX i
ds
G5X
jXkX l
)
. (4.10)
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The second term is a boundary term, and the boundary is the self dual string.
Using the solution, the energy can be rewritten for large N as
E = NT2L
∫
ds+ T5L
∫
2pi2dRR3, (4.11)
where we have used T5 = M
6
11/(2pi)
5 and L is the length of the string. These two
terms have the energy densities you would expect for N membranes and a single
five-brane respectively.
As per the discussion of Section (3.3.2) we would expect this analysis to be
only valid at the core (s→∞), though for large N it agrees with the M5-brane
picture, a description which should only be valid in the opposite limit. Examining
(4.9) we can see that a Taylor expansion in terms of powers of X i is valid when
M611R
6N3  1, that is R √NM−111 . Thus if N is large, R can be large as well.
Given an expression for the energy such as (4.9) we can expand and deduce
terms in the associated action. On generalising away from a static solution with
only four non-zero scalars dependent only on σ, we expect terms like
S = −T2
∫
d3σTr
[
1 +
(
∂aX
M
)2 − 1
2N.3!
[XM , XN , XP ][XM , XN , XP ]
+
1
2N.4.3!
[
∂aX
L, [XM , XN , XP ]
]× ([∂aXL, [XM , XN , XP ]]
+
[
∂aXM , [XL, XP , XN ]
]
+
[
∂aXN , [XL, XM , XP ]
]
+
[
∂aXP , [XL, XN , XM ]
])
+ . . .
]1/2
(4.12)
in a multiple membrane action. L,M, . . . labels the 8 transverse directions and
a, b, . . . the 3 worldvolume directions. The three-bracket used is defined analo-
gously to the quantum Nambu 4-bracket (4.4) as a sum over the six permutation
of the entries, with sign.
4.5 Fluctuations on the Funnel
Basu and Harvey also performed a fluctuation analysis on the membrane fuzzy
funnel similar to that performed on the D-string funnel in Section (3.3.1). The
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simplest fluctuations to consider are those in the four directions transverse to both
the membrane and the five-brane. The analysis in the D-brane was linear, relying
only on the dimensionally reduced super Yang-Mills action, which contained the
kinetic term as well as a quartic potential. Basu and Harvey thus took a general
kinetic term and the sextic coupling suggested in the last section as being sufficient
for a linear analysis of the the membrane fluctuations. In flat space and static
gauge, the pull back of the metric is given by P [G]ab = ηab + ∂aX
M∂bX
M , taking
the determinant will lead to the first two terms of (4.12). Therefore the action
used for fluctuation analysis is
S = −T2
∫
d3σTr
√
− det(P [G]ab)− 1
2N
1
3!
[XM , XN , XP ][XM , XN , XP ] .
(4.13)
The fluctuations may depend on all three worldvolume co-ordinates and are pro-
portional to the identity in the fuzzy sphere algebra, δXm(t, s, σ) = fm(t, s, σ)1 N .
We keep terms up to quadratic order in the fluctuations, which gives
[XM , XN , XP ][XM , XN , XP ] = 3(fm)2[X i, Xj]2 , (4.14)
where M,N,P run over all indices, m runs over the directions transverse to the
both branes and i, j run over the non-zero scalars of the solution. Evaluation of
the commutator squared on the right-hand side proceeds via
[Gi, Gj]2 = 2GiGjGiGj − 2N21 (4.15)
and
GiGjGiGjPR+ = −(n+ 1)(n+ 3)PR+ = −2NPR+ . (4.16)
Finally this leads to
[Gi, Gj]2 = −2N(N + 2) . (4.17)
Note that (4.16) and (4.17) correct an error in [1]. However, the leading order
in n behaviour of (4.17) remains unchanged and so the conclusions below remain
the same.
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Returning to the action (4.13) we now have
S = −T2
∫
d3σTr
√
H −H(∂tfm)2 + (∂sfm)2 +H(∂σfm)2 + N + 2
2s2
(fm)2,
(4.18)
where
H = 1 +
piN
2M311s
3
. (4.19)
Here also the potential term differs from that of [1] by an additional factor of 1/2.
This is due to our use of the anti-symmetric 3-bracket squared [XM , XN , XP ]2,
as opposed to QMNPHMNP , where QMNP = {[XM , XN ], XP} and HMNP =
QMNP + QNPM + QPMN . With the correct factor these terms are the same for
M,N,P = i, j, k, but differ when considering fluctuations in overall transverse
directions.
The equation of motion for the linearised fluctuations becomes
(H∂2t − ∂2s −H∂2σ)fm(t, s, σ) +
N + 2
2s2
fm(t, s, σ) = 0. (4.20)
In the s → ∞ limit (where we have a flat membrane) the equation of motion
reduces to
(−∂2t + ∂2s + ∂2σ)fm = 0. (4.21)
The solutions to this equation are plane waves with SO(2, 1) symmetry in the
worldvolume directions, as one would expect for a membrane. Although in the
opposite limit the analysis should not be valid, as per the earlier discussion we
keep N large and find agreement with what we would expect. As s→ 0, H ∼ s−3
and the equation of motion gives
(−∂2t + ∂2σ)fm +R−3
∂
∂R
(
R3
∂fm
∂R
)
= 0. (4.22)
This has exactly the SO(2, 1) × SO(4) symmetry that we would expect for the
M5 worldvolume with string soliton.
Analysis of more complicated fluctuations and in other directions has not
been completed due to the increased complexity of the fuzzy three-sphere algebra
compared with that of the fuzzy two-sphere.
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4.6 Issues with the Basu-Harvey Picture
The main issue with the Basu-Harvey picture of M2-M5 intersections is that the
membrane degrees of freedom for N coincident membranes are represented by
N × N matrices. This is also the case in the D1-D3 system, but here there
is an understanding of how these degrees of freedom arise as light fundamental
strings stretching between the branes. However in M-theory there are various
indications [78,79] that there should be N3/2 degrees of freedom, but there is no
picture of how this number (or N2) degrees of freedom would arise.
One suggested resolution of the apparent contradiction [1] is the Basu-Harvey
picture is an ultra-violet description which flows to an infra-red description in
terms of N3/2 degrees of freedom - this is the case for D2-branes (as discussed in
Section 6.1 of [80]). In later sections we will pursue the idea that we should use
a different algebra than MatN(C) to describe the fuzzy three-sphere correctly in
the large-N limit.
Other weaknesses of the construction that needed to be investigated were
a lack of dimensional reduction to the Nahm equation and D1-D3 system, and
lack of a supersymmetry transformation which link satisfying the Basu-Harvey
equation to preserving supersymmetry. Again, we will address these issues in
later chapters.
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Chapter 5
Calibrations and a Generalised
Basu-Harvey Equation
The previous section introduced the Basu-Harvey equation and the work of [1].
While this was successful in reproducing many of the properties desired for the
M2-M5 system, it was not derived from an action principle and it satisfied many
of the consistency checks by construction. Given this somewhat ad-hoc genesis,
more complex checks are in order to try to establish its validity. In Section 3.4 we
saw how the Nahm equation arose in the D1-D3 system and could be written in a
more general form, which had solutions representing coincident D-strings ending
on a calibrated intersection of D3-branes. Similar calibrated intersections of five-
branes also exist, and so it is natural to ask whether the Basu-Harvey equation
can be generalised to describe configurations of coincident membranes ending
on one of these five-brane intersections. This would be essentially an M-theory
version of [5].
We find this extension is indeed possible, with additional complexities com-
pared to the D1-D3 case. Firstly we will argue that as in [5] we can work with
a ‘linearised’ action to describe BPS solutions of the coincident membrane the-
ory. We will then present the generalised Basu-Harvey equation, with conditions
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necessary for it to appear as a Bogomol’nyi equation. Then we will suggest a
supersymmetry variation, something not discussed in [1]. With no Fermionic
action we work by analogy with how other aspects of the Basu-Harvey picture
have generalised the D1-D3 case. It will turn out that the most naive generali-
sation leads, via the introduction of projectors, exactly to the interpretation of
the Basu-Harvey equation as describing coincident membranes ending on inter-
sections of five-branes corresponding to the calibrations. We will then list these
possible configurations and simple solutions. As in [5] we must solve the gener-
alised form of the BPS equation and some algebraic conditions on the brackets.
However, the increased complexity for three- and four-brackets leads to additional
algebraic conditions whose two-bracket equivalents were identically solved in the
D1-D3 case.
5.1 A Linear Action for Coincident Membranes
The generalised version of the Nahm equation was found as the Bogomol’nyi
equation of the linear action in [5] (if the constraint (3.24) holds). This linear
action is that of dimensionally reduced super Yang-Mills. In Section 3.6 we
showed that for the states that we are interested in, the linear action was in fact
equal to the full action (see also the discussion of [68]). We find something similar
at work for the membrane theory. The starting point is the inferred energy for the
coincident membranes ending on a single five-brane, given in [1] and reproduced
in (4.9):
E = T2
∫
d2σTr
[(
dX i
ds
+
M311
8pi
√
2N
1
4!
ijkl[G5, X
j, Xk, X l]
)2
+
(
1− M
3
11
16pi
√
2N
1
4!
ijkl
{
dX i
ds
, [G5, X
j, Xk, X l]
})2 ]1/2
. (5.1)
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If the Basu-Harvey equation (4.3) holds and {G5, X i} = 0, then the remaining
terms under the square-root can be rewritten as the perfect square
E = T2
∫
d2σTr
[(
1 +
1
2
(∂σX
i)2 − 1
2N
1
2.3!
[X i, Xj, Xk]2
)2]1/2
. (5.2)
This is the energy is that one would get from an action
S = −T2
∫
d3σTr
(
1 +
1
2
(∂aX
i)2 − 1
2N
1
2.3!
[Xj, Xk, X l]2
)
, (5.3)
the “linearised” form of the membrane action (4.12) for three non-zero scalars.
It can also be compared with the action used for the fluctuation analysis (4.13).
As per the discussion of Section 3.6 we expect this “linear” action to be valid for
more general flat BPS configurations. The action we will use when looking for a
consistent generalised Basu-Harvey equation will therefore be (5.3) but with the
indices i, j, k running over all eight scalars. As we deal with static, σ-independent
configurations we will work from corresponding expression for the energy instead.
Although we do not have a coupling constant in which to expand, we can expand
in powers of X i (as stated in Section 4.4) and it is in this expansion that we are
working to leading order.
5.2 A Generalised Basu-Harvey Equation
As explained in the previous section, our starting point is the action
E =
T2
2
∫
d2σTr
(
X i
′
X i
′ − 1
3!
[Xj, Xk, X l][Xj, Xk, X l]
)
(5.4)
(the constant piece has been subtracted). The indices i, j, . . . run from 2 to 9
and X10 is identified with σ. We have scaled out the factor of 1/(2N), as was
previously done with the numerical factors to simplify the presentation. Reintro-
duction of this factor just involves inserting a factor of 1/
√
2N with each three-
or four-bracket. We proceed as in Section 3.4.1 by using the usual Bogomol’nyi
52
construction to write
E =
T2
2
∫
d2σ
{
Tr
(
X i
′
+ gijkl
1
4!
[H∗, Xj, Xk, X l]
)2
+ T
}
, (5.5)
where T is a topological piece given by
T = −T2
∫
d2σTr
(
gijklX
i′ 1
4!
[H∗, Xj, Xk, X l]
)
. (5.6)
When there are only four non-zero scalars (X2, . . . , X5) and gijkl = ijkl we can
do this without any additional conditions. (Note that we now shift the earlier
solution of Chapter 4 from the 1 to 4 directions to the 2 to 5 directions, so that
X i ∼ Gi−1 and 2345 = 1 etc.) The topological piece gives the energy of the
five-brane on which the membranes end. It is the second term of (4.11).
If more than four scalars are non-zero, then we must impose
1
3!
gijklgipqrTr
(
[H∗, Xj, Xk, X l][H∗, Xp, Xq, Xr]
)
(5.7)
= Tr
(
[H∗, X i, Xj, Xk][H∗, X i, Xj, Xk]
)
in order to be able to rewrite the action as in (5.5). H∗ is a more general form
of G5, chosen to have the analogous properties {H∗, X i} = 0 and (H∗)2 = 1. In
fact using these properties (5.7) reduces to the simpler form
1
3!
gijklgipqrTr
(
[Xj, Xk, X l][Xp, Xq, Xr]
)
= Tr
(
[X i, Xj, Xk][X i, Xj, Xk]
)
, (5.8)
which is the M-theory version of (3.24).
Once we have written the energy in the form (5.5) using (5.8) then we can
clearly minimise it by imposing the generalisation of the Basu-Harvey equation
∂X i
∂s
+
M311√
2N8pi
gijkl
1
4!
[H∗, Xj, Xk, X l] = 0. (5.9)
This equation has factors restored, and g is a general anti-symmetric four-tensor.
When gijkl = ijkl we recover the Basu-Harvey equation and (5.8) is an identity.
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5.3 Equation of Motion
The equation of motion following from the action (5.3) is given by
X i
′′
= −1
2
bXj, Xk, [X i, Xj, Xk]c (5.10)
where the three bracket bA,B,Cc is the sum of the six permutations of the three
entries, but with the sign of the permutation determined only by the order of the
first two entries; i.e. ABC,ACB and CAB are the positive permutations. By
using the Bogomol’nyi equation (5.9) twice on the left-hand side it is equivalent
to:
1
3!
gijklgjpqrbXk, X l, [Xp, Xq, Xr]c = −bXj, Xk, [X i, Xj, Xk]c . (5.11)
After multiplying by X i and taking the trace, we recover the constraint equation
(5.8). Thus in summary, the solutions of the generalised Basu-Harvey equation
(5.9) that obey the algebraic equation of motion (5.11) are minimal energy solu-
tions to the equations of motion of the proposed membrane action (5.3).
5.4 Supersymmetry
In the D1-D3 system we saw that the Nahm equation could be derived either as
the Bogomol’nyi equation for minimising the energy, or as a requirement for pre-
serving half the supersymmetry (Section 3.2.2). We also saw how for D1-strings
ending on calibrated intersections of D3-branes, preservation of some fraction of
supersymmetry was again dependent on the generalised Nahm equation holding,
and the imposition of projectors on the supersymmetry parameter. There was
a different projector corresponding to each D3-brane making up the calibrated
intersection. There also remained some algebraic conditions on the brackets (see
(3.30)) and when these constraints were fulfilled the constraint (3.24) was satis-
fied, implying so were the equations of motion. Thus requiring the preservation of
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some supersymmetry lead to a simpler way of expressing the conditions necessary
to satisfy the constraint for each configuration.
For the D1-D3 system the linearised supersymmetry variation was that of
dimensionally reduced super Yang-Mills. We do not have such information here.
The linear multi-membrane theory may be related to a Yang-Mills-like theory
based on a three-form rather than a two -form, but such a theory is unknown.
We do not have a supersymmetry variation from which to start.
What we can do is to impose by fiat a simple generalisation of the linearised
supersymmetry variation for the D1-strings and determine whether it leads to a
consistent picture of membranes ending on five-branes. As for the D1-D3 case
we find that if the generalised form of the Bogomol’nyi equation is satisfied then
it leads to a simplified form of the supersymmetry variation, where the route to
further simplification is the imposition of a set of projectors corresponding to the
non-zero components of gijkl. Compatible sets of these projectors are in corre-
spondence with the known calibrated five-brane intersections and the imposition
of these sets leads to the preservation of a certain fraction of supersymmetry,
the fraction being that preserved by the corresponding five-brane intersection
with a membrane attached. This is of course provided we satisfy the algebraic
conditions on the brackets left over in the supersymmetry condition after im-
position of the projectors. Similar to the case of D3-brane intersections, the
total space of all the intersecting five-branes in the submanifold calibrated by
g = 1
4!
gijkldx
i ∧ dxj ∧ dxk ∧ dxl.
It remains to check if the algebraic conditions on the brackets are enough to
satisfy the constraint (5.8) and thus the equations of motion. It turns out that it
is not quite enough, there are additional algebraic conditions, a set of equations of
similar form for all configurations, which must be satisfied to solve the constraint.
For the D1-D3 case these had a simpler form and were satisfied identically.
That the supposed supersymmetry variation reproduces the calibrated in-
tersections and shows how to solve the constraint (5.8) for these calibrated in-
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tersections is evidence that it is in someway correct. At the very least it is a
useful tool for finding configurations that solve the constraint. Whether a su-
persymmetric multi-membrane action with this supersymmetry variation can be
determined remains an intriguing open question, and some progress in this di-
rection has been made in [81] where a model supersymmetric membrane theory
with a supersymmetry variation of the same form as we use was found (however
the supersymmetry algebra did not close, up to what seemed to be some kind of
novel gauge transformation).
5.4.1 The Supersymmetry Variation
The most obvious suggestion for the supersymmetry variation is
δλ =
(
1
2
∂µX
iΓ µi − 1
2.4!
[H∗, X i, Xj, Xk]Γ ijk
)
. (5.12)
We substitute the generalised Basu-Harvey equation in the first term and re-
arrange. The requirement that the supersymmetry variation vanishes becomes
that ∑
i<j<k
[X i, Xj, Xk]Γ ijk(1− gijklΓ ijkl#) = 0, (5.13)
where we have removed and overall factor of H∗ from the left-hand side since, like
G5, it is the difference of projection operators onto orthogonal sub-spaces and has
trivial kernel.  is the preserved supersymmetry on the membrane worldvolume
and we have Γ 01# = , where the membrane’s worldvolume is in the 0, 1 and
10 = # directions. We can then solve the supersymmetry condition (5.13) by
defining projectors
Pijkl =
1
2
(1− gijklΓ ijkl#) , (5.14)
where there is no sum over i, j, k or l. We normalise gijkl = ±1 so they obey
PijklPijkl = Pijkl. (Note, in all the cases that we will consider, for each triplet
i, j, k, gijkl is only non-zero for at most one value of l). We impose Pijkl = 0
for each i, j, k, l such that gijkl 6= 0. Then by using the membrane projection
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(Γ 01# = ) we can see that each projector Pijkl corresponds to a five-brane in the
0, 1, i, j, k, l directions. To apply the projectors simultaneously, the matrices Γijkl#
need to commute with each other. [Γijkl#, Γi′j′k′l′#] = 0 if and only if the sets
{i, j, k, l} and {i′, j′, k′, l′} have two or zero elements in common, corresponding
to five-branes intersecting over a three-brane soliton or a string soliton.
Once we impose the set of mutually commuting projectors, the supersymmetry
transformation (5.13) reduces to∑
gijkl=0
[X i, Xj, Xk]Γ ijk = 0. (5.15)
Here we sum over triplets i, j, k, such that gijkl = 0 for all l. Using the projectors
allows us to express these as a set of conditions on the 3-brackets alone.
5.5 Five-Brane Configurations
We will now describe the specific equations that correspond to the various possible
intersecting five-brane configurations.
The five-branes must always have at least one spatial direction in common,
corresponding to the direction in which the membrane intersects the five-branes.
As discussed in Section 3.4.3 for D3-branes, these configurations of five-branes
can also be thought of as a single five-brane stretched over a calibrated mani-
fold [59]. These five-brane intersections can be found in [60, 61, 82]. We list the
conditions following from the modified Basu-Harvey equation, those following
from the supersymmetry conditions (5.15) (with ν the fraction of preserved su-
persymmetry) and then discuss any remaining conditions required to satisfy the
constraint (5.11). In the D1-string case only the conditions on the brackets fol-
lowing from the supersymmetry conditions were required to satisfy the equivalent
constraint.
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5.5.1 Configuration 1
The first configuration corresponding to a single five-brane is that originally ex-
amined in [1]. We present it in a standard format so it can be compared with the
more complex intersections.
M5 : 1 2 3 4 5
M2 : 1 #
g2345 = 1 ν = 1/2 (5.16)
X2
′
= −H∗[X3, X4, X5] , X3′ = H∗[X4, X5, X2] ,
X4
′
= −H∗[X5, X2, X3] , X5′ = H∗[X2, X3, X4] .
5.5.2 Configuration 2
For the next case we consider two five-branes intersecting over a three-brane
corresponding to an SU(2) Ka¨hler calibration of a two-surface embedded in four
dimensions. In terms of the first five-brane’s worldvolume theory the condition
for preserved supersymmetry (and the intersection being a calibration) is just
the Cauchy-Riemann equations: the complex scalar Z = X6 + iX7 must be a
holomorphic function of the complex worldvolume co-ordinate z = x4 + ix5. The
calibration form for this intersection contains the Ka¨hler form. The activated
scalars are X2 to X7.
M5 : 1 2 3 4 5
M5 : 1 2 3 6 7
M2 : 1 #
g2345 = g2367 = 1 ν = 1/4 (5.17)
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X2
′
= −H∗[X3, X4, X5]−H∗[X3, X6, X7] , X3′ = H∗[X4, X5, X2] +H∗[X6, X7, X2] ,
X4
′
= −H∗[X5, X2, X3] , X5′ = H∗[X2, X3, X4] ,
X6
′
= −H∗[X7, X2, X3] , X7′ = H∗[X2, X3, X6] ,
[X2, X4, X6] = [X2, X5, X7] , [X2, X5, X6] = −[X2, X4, X7] ,
[X3, X4, X6] = [X3, X5, X7] , [X3, X5, X6] = −[X3, X4, X7],
[X4, X5, X6] = [X4, X5, X7] = [X4, X6, X7] = [X5, X6, X7] = 0.
In order to satisfy the constraint we need the X i’s to satisfy the following
equations:
Choose m ∈ {2, 3}, i, j, k, l ∈ {4, 5, 6, 7} , then
ijkbX i, Xm, [Xm, Xj, Xk]c = 0, (no sum over m)
ijklbX i, Xj, [Xm, Xk, X l]c = 0. (5.18)
In the string theory case there were no additional equations, as apart from
the Nahm like equations and algebraic conditions on the brackets all that was
needed to solve the constraint was the Jacobi identity, ijk[Φ
i, [Φj, Φk]]. If Xm
anti-commutes with X i, Xj, Xk then the first equation of (5.18) reduces to the
Jacobi identity. Similarly if Xm anti-commutes with X i, Xj, Xk, X l the second
equation reduces to
ijklX
iXjXkX l = 0. (5.19)
For all the following configurations the additional algebraic conditions take the
same form as (5.18), with only changes in the indices to be considered. Although
equations of this form are not satisfied for general matrices in MatN(C), we spec-
ulate that perhaps if the X i are restricted to a more refined algebra containing the
fuzzy three-sphere (such as those considered in the next section) these equations
could become identities.
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5.5.3 Configuration 3
Three five-branes can intersect on a three-brane corresponding to an SU(3) Ka¨hler
calibration of a two-surface embedded in six dimensions. The active scalars are
X2 to X9.
M5 : 1 2 3 4 5
M5 : 1 2 3 6 7
M5 : 1 2 3 8 9
M2 : 1 #
g2345 = g2367 = g2389 = 1 ν = 1/8 (5.20)
X2
′
= −H∗[X3, X4, X5] − H∗[X3, X6, X7]−H∗[X3, X8, X9],
X3
′
= H∗[X4, X5, X2] + H∗[X6, X7, X2] +H∗[X8, X9, X2] ,
X4
′
= −H∗[X5, X2, X3] , X5′ = H∗[X2, X3, X4] ,
X6
′
= −H∗[X7, X2, X3] , X7′ = H∗[X2, X3, X6] ,
X8
′
= −H∗[X9, X2, X3] , X9′ = H∗[X2, X3, X8] ,
[X2, X4, X6] = [X2, X5, X7] , [X2, X5, X6] = −[X2, X4, X7],
[X2, X4, X8] = [X2, X5, X9] , [X2, X5, X8] = −[X2, X4, X9] ,
[X2, X6, X8] = [X2, X7, X9] , [X2, X7, X8] = −[X2, X6, X9],
[X3, X4, X6] = [X3, X5, X7] , [X3, X5, X6] = −[X3, X4, X7],
[X3, X4, X8] = [X3, X5, X9] , [X3, X5, X8] = −[X3, X4, X9] ,
[X3, X6, X8] = [X3, X7, X9] , [X3, X7, X8] = −[X3, X6, X9],
[X4, X5, X6] + [X6, X8, X9] = 0 , [X4, X5, X7] + [X7, X8, X9] = 0 ,
[X4, X5, X8] + [X6, X7, X8] = 0 , [X4, X5, X9] + [X6, X7, X9] = 0 ,
[X4, X6, X7] + [X4, X8, X9] = 0 , [X5, X6, X7] + [X5, X8, X9] = 0 ,
[X4, X6, X8] = [X4, X7, X9] + [X5, X6, X9] + [X5, X7, X8] ,
[X5, X7, X9] = [X5, X6, X8] + [X4, X7, X8] + [X4, X6, X9] .
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In order to satisfy the constraint again we have additional algebraic constraints
for certain X i’s; for this we define “pairs” as {2, 3},{4, 5}, {6, 7} and {8, 9}.
Choose m ∈ {2, 3}, i, j, k, l ∈ {4, 5, 6, 7, 8, 9} such that {i, j}, {k, l} are pairs. Then
ijkbX i, Xm, [Xm, Xj, Xk]c = 0, (no sum over m)
ijklbX i, Xj, [Xm, Xk, X l]c = 0. (5.21)
5.5.4 Configuration 4
The next configuration has three five-branes intersecting over a string which cor-
responds to an SU(3) Ka¨hler calibration of a four-surface in six dimensions. There
are only six activated scalars.
M5 : 1 2 3 4 5
M5 : 1 2 3 6 7
M5 : 1 4 5 6 7
M2 : 1 #
g2345 = g2367 = g4567 = 1 ν = 1/8 (5.22)
X2
′
= −H∗[X3, X4, X5]−H∗[X3, X6, X7] ,
X3
′
= H∗[X2, X4, X5] +H∗[X2, X6, X7] ,
X4
′
= −H∗[X2, X3, X5]−H∗[X5, X6, X7] ,
X5
′
= H∗[X2, X3, X4] +H∗[X4, X6, X7] ,
X6
′
= −H∗[X2, X3, X7]−H∗[X4, X5, X7] ,
X7
′
= H∗[X2, X3, X6] +H∗[X4, X5, X6] ,
[X2, X4, X6] = [X2, X5, X7] + [X3, X5, X6] + [X3, X4, X7] ,
[X3, X5, X7] = [X3, X4, X6] + [X2, X5, X6] + [X2, X4, X7] .
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In order to satisfy the constraint again we have to satisfy additional algebraic
constraints for certain X i’s; for this we define “pairs” as {2, 3},{4, 5} and {6, 7}.
Choose i, j, k, l,m ∈ {2, 3, 4, 5, 6, 7} such that {i, j}, {k, l} are pairs. Then
ijkbX i, Xm, [Xm, Xj, Xk]c = 0, (no sum over m)
ijklbX i, Xj, [Xm, Xk, X l]c = 0. (5.23)
5.5.5 Configuration 5
In the next configuration we are forced by supersymmetry to have an additional
anti-brane. Even though there are only three independent projectors this configu-
ration has three five-branes and an anti-five-brane intersecting over a membrane.
This corresponds to the SU(3) special Lagrangian calibration of a three-surface
embedded in six dimensions.
M5 : 1 2 3 4 5
M5 : 1 2 4 6 8
M¯5 : 1 2 3 6 7
M5 : 1 2 5 7 8
M2 : 1 #
g2345 = g2468 = −g2367 = g2578 = 1 ν = 1/8 (5.24)
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X2
′
= −H∗[X3, X4, X5] − H∗[X4, X6, X8] +H∗[X3, X6, X7]−H∗[X5, X7, X8] ,
X3
′
= H∗[X2, X4, X5]−H∗[X2, X6, X7] ,
X4
′
= −H∗[X2, X3, X5]−H∗[X2, X6, X8] ,
X5
′
= H∗[X2, X3, X4] +H∗[X2, X7, X8] ,
X6
′
= H∗[X2, X3, X7]−H∗[X2, X4, X8] ,
X7
′
= −H∗[X2, X3, X6]−H∗[X2, X5, X8] ,
X8
′
= H∗[X2, X4, X6] +H∗[X2, X5, X7] ,
[X3, X4, X7] = [X3, X5, X6] , [X4, X3, X8] = [X4, X5, X6] ,
[X5, X3, X8] = [X5, X7, X4] , [X6, X4, X7] = [X6, X8, X3] ,
[X7, X3, X8] = [X7, X6, X5] , [X8, X4, X7] = [X8, X6, X5] ,
[X2, X3, X8] + [X2, X4, X7] + [X2, X6, X5] = 0 ,
[X6, X7, X8] + [X4, X5, X8] + [X3, X4, X6] + [X3, X5, X7] = 0 .
In order to satisfy the constraint once again we have similar additional alge-
braic constraints for certain X i’s; for this we define “pairs” as {3, 8},{4, 7} and
{5, 6}.
Choose m ∈ {2, . . . , 8}, i, j, k, l,∈ {3, 4, 5, 6, 7, 8} such that {i, j}, {k, l} are pairs. Then
ijkbX i, Xm, [Xm, Xj, Xk]c = 0, (no sum over m)
ijklbX i, Xj, [Xm, Xk, X l]c = 0. (5.25)
We have described all of the configurations preserving 1/8 of the membrane su-
persymmetry. There exist additional calibrations preserving less supersymmetry
with more five-branes, which we expect can be treated in the same manner. This
would involve tedious calculation leading to no new enlightenment and has not
been attempted.
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5.6 Solutions
Recall that the Basu-Harvey equation is solved by
X i(s) =
i
√
2pi
M
3/2
11
1√
s
Gi . (5.26)
We can solve the cases of intersecting five-branes analogously to the intersecting
three-branes of [5] by effectively using multiple copies of this solution. The first
multi-five-brane case (5.17) is solved by setting
X i(s) =
i
√
2pi
M
3/2
11
1√
s
H i, (5.27)
where the H i are given by the block-diagonal 2N × 2N matrices
H2 = diag (G1, G1)
H3 = diag (G2, G2)
H4 = diag (G3, 0)
H5 = diag (G4, 0)
H6 = diag (0, G3)
H7 = diag (0, G4)
H∗ = diag (G5, G5) , (5.28)
which are such that
H i +
1
2(n+ 2)
gijkl
1
4!
[H∗, Hj, Hk, H l] = 0. (5.29)
This makes sure that the conditions following from the generalised Basu-Harvey
equation vanish. The remaining conditions in (5.17), that is those following from
the supersymmetry transformation, are satisfied trivially as all terms in the three
brackets involved vanish for this solution. The first additional algebraic equation
of (5.18) is satisfied for the solution as the indices must be chosen such that for
each diagonal block at least one of the X i’s appearing in the bracket has a zero
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there, thus the term with each permutation vanishes independently. Again the
second additional algebraic equation is trivially satisfied as there are no non-zero
products of five different X i’s.
The more complicated cases follow easily: configuration 3 is given by the
block-diagonal 3N × 3N matrices
H2 = diag (G1, G1, G1)
H3 = diag (G2, G2, G2)
H4 = diag (G3, 0, 0)
H5 = diag (G4, 0, 0)
H6 = diag (0, G3, 0)
H7 = diag (0, G4, 0)
H8 = diag (0, 0, G3)
H9 = diag (0, 0, G4)
H∗ = diag (G5, G5, G5) , (5.30)
and configuration 4 by
H2 = diag (G1, G1, 0)
H3 = diag (G2, G2, 0)
H4 = diag (G3, 0, G1)
H5 = diag (G4, 0, G2)
H6 = diag (0, G3, G3)
H7 = diag (0, G4, G4)
H∗ = diag (G5, G5, G5) . (5.31)
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Configuration 5 is
H2 = diag (G1, G1, G1, G1)
H3 = diag (G2, 0, G2, 0)
H4 = diag (G3, G2, 0, 0)
H5 = diag (G4, 0, 0, G2)
H6 = diag (0, G3, G4, 0)
H7 = diag (0, 0, G3, G3)
H8 = diag (0, G4, 0, G4)
H∗ = diag (G5, G5, G5, G5) . (5.32)
As in the D1-D3 case there will exist many less trivial solutions containing
off-diagonal terms. These will describe configurations when the branes are no
longer flat.
66
Chapter 6
Projection to Fuzzy Spherical
Harmonics
Though so far throughout this dissertation we have taken the membrane fields to
lie in MatN(C), the algebra of complex N×N matrices, as stated earlier and in [1]
this choice is not unique. One other possibility is to use the algebra generated
by taking products of the fuzzy three-sphere co-ordinate matrices Gi, which is
a subalgebra of MatN(C). However, the choice that we shall be interested in
is An(S3), the algebra that reduces to the classical algebra of functions on the
sphere in the large-N limit. We will describe this algebra in the next section, with
additional details in Appendix B.6. It is a lot more complicated to work with
than MatN(C), stemming from the fact that it is not closed under multiplication.
That means that we have to project back into the algebra after multiplying. This
projection is then a source of non-associativity. This non-associativity, along with
the non-commutativity, disappears in the large-N limit. This is what we would
expect if we are to reproduce the classical algebra of functions.
To see how the projection works we have to break the full MatN(C) fuzzy
three-sphere into a basis in terms of Young diagrams of SO(4). The projection is
a restriction on operators corresponding to allowing only completely symmetric
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diagrams, that is those with only one row. The intriguing thing about the algebra
An(S3) is that the projection reduces the degrees of freedom. In fact we will
see that it reduces the degrees of freedom to scale with N like N3/2, exactly
the behaviour expected for the degrees of freedom of coincident membranes (the
radius of the fuzzy sphere remains the same, namely (Gi)2 = N).
Classically there would be infinitely many degrees of freedom on the three-
sphere, describable as spherical harmonics with arbitrarily high angular momen-
tum. We saw earlier (Section 3.3.1) how the D-string fluctuation analysis led to a
cut-off on the angular momentum of modes propagating out along the string, solv-
ing a problem with the D3-brane fluctuation analysis. Again here the fuzziness
of the sphere provides an ultraviolet cut-off which limits the number of degrees
of freedom. The ratio of the cut-off and the radius is N -dependent such that
the number of degrees of freedom scale like N3/2. Classically one would expect
the degrees of freedom on the surface of a three-sphere to scale like the surface’s
volume, i.e. like R3.
The appearance of a non-associative algebra on five-branes in the presence
of background flux is described in [83]. Here there is flux due to the end of
the membrane and it would be natural for non-associativity to appear as the
membranes open out to a five-brane. Non-associative fuzzy spheres can also
occur for D-brane intersections [84]. A non-associative algebra for coincident
membranes is also suggested in [81], though it appears to take a different form.
After a brief description of the Young diagram basis of the fuzzy three-sphere
we shall describe the projection to the ‘fuzzy spherical harmonics’ and calculate
the number of degrees of freedom surviving this projection. We will then show
how non-associativity arises and then discuss the relationship with the Basu-
Harvey equation.
68
6.1 The Fuzzy Three-Sphere and its Young Di-
agram Basis
Here we give a brief description of the fuzzy three-sphere and its Young diagram
basis. This is intended to be sufficient to understand the results of this chapter
and the next, and full details of the three-sphere construction are given in Ap-
pendix B.5 with some additional discussion on the Young diagram basis for the
four-sphere given in Appendix B.6.1.
The even sphere construction we use is based on n-fold symmetric tensor
product representations of the spin cover of the sphere diffeomorphism group
[85, 86, 87, 88]. For the four sphere this means n-fold tensor products of V , the
four-dimensional spinor representation, on which the Spin(5) Γ -matrices act.
The co-ordinates Gˆµ for the fuzzy four-sphere are given by
Gˆµ = (Γ µ⊗1⊗1⊗ . . .⊗1+1⊗Γ µ⊗1⊗ . . .⊗1+ . . .+1⊗ . . .⊗1⊗Γ µ)sym (6.1)
(from here onwards the indices µ, ν, . . . will run from 1 to 5, i, j, . . . will run from
1 to 4 and a, b, . . . will run from 1 to 3). Some intuition can be gained from the
n = 1 case, where these are just the Spin(5) gamma-matrices. ρm(Γ
µ) will denote
the action of Γ µ on the mth factor of the tensor product and ei, i = 1, . . . 4, is
the basis of V ,
ρm(Γ
µ)(ei1⊗ei2⊗· · ·⊗eim⊗. . .⊗ein) = (ei1⊗ei2⊗· · ·⊗(Γ µjmimejm)⊗. . .⊗ein) (6.2)
and Pn denotes symmetrisation so that
Gˆµ = Pn
∑
m
ρm(Γ
µ)Pn. (6.3)
In their non-Abelian algebra, the Gˆµ obey a version of the equation of a sphere,
in that
∑
µ Gˆ
µGˆµ = R21 , where R is a function of n (this is calculated in the
Appendix equations (B.15) and (B.16)).
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Each fuzzy odd-spheres is derived from the fuzzy even-sphere one dimension
higher. To get the fuzzy three-sphere we use the projection P± = 12(1 ± Γ 5) to
decompose V into V+ and V−, the positive and negative chirality two-dimensional
spinor representations of SO(4). The co-ordinates act in a reducible representa-
tion R = R+ ⊕R−. To get R+ we take the symmetrised tensor product of n+1
2
factors of V+ and
n−1
2
factors of V−. Similarly, R− is the symmetrised tensor
product of n−1
2
factors of V+ and
n+1
2
of V−. R+ is the irreducible representation
of SO(4) with (2jL, 2jR) = (
n+1
2
, n−1
2
) and R− is the irreducible representation
with (2jL, 2jR) = (
n−1
2
, n+1
2
) (this is described in more detail an Appendix B.5).
The projector PR± =
(
P
⊗(n±1)/2
+ ⊗ P⊗(n∓1)/2−
)
sym
projects the fuzzy four-sphere
onto R±. PR = PR+ + PR− and the co-ordinates of the fuzzy three-sphere are
given by
Gi = PRGˆiPR. (6.4)
The Gi are linear maps acting on the the N = (n+1)(n+3)
2
dimensional repre-
sentation R and we represent them by N × N matrices. It can be shown that∑
iG
iGi = (n+1)(n+3)
2
1 (see Appendix B.5.2). Gˆ5 becomes a difference of projec-
tion operators; G5 = PRGˆ5PR = PR+ − PR− .
The space of N × N matrices acting on the N -dimensional representation
R, MatN(C), can be decomposed into representations of SO(4). This is a basis
of operators corresponding to Young diagrams [87]. Young diagrams for SO(4)
have a maximum of two rows (as Γ 1Γ 2Γ 3Γ 4 = Γ 5, so all products of more than
two gamma matrices can be rewritten as products or two or less) and can be
represented by the row lengths (r1, r2), where r2 can be positive or negative.
Each column is either one or two boxes long and we represent these by factors
of ρm(Γ ) or ρm(ΓΓ ) respectively, each acting on different factors of the tensor
product. We suppress the indices on the Γ ’s. (They will be contracted with a
traceless tensor of appropriate symmetry). If r2 is positive, the ρm(ΓΓ ) all act on
V+ factors, if negative they all act on V− factors. Diagrams with both ρr(ΓΓP+)
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and ρr(ΓΓP−) factors vanish [87]. If r1 − r2 is divisible by two then we are in
End(R±) and half of the ρm(Γ )’s come with P+ projector (ρm(ΓP+)) and half
come with a P− to make sure that we stay within R±. If r1−r2 is not divisible by
two then we are in Hom(R±,R∓) and (r1 − r2 ± 1)/2 of the ρm(Γ )’s come with
a P+ and (r1 − r2 ∓ 1)/2 with a P−. For example the diagram in Hom(R+,R−)
with row lengths (4, 1) is given by
and corresponds to operators of the form∑
~r,~s
ρr1(ΓΓP+)ρs1(ΓP−)ρs2(ΓP+)ρs3(ΓP+) , (6.5)
and the diagram in End(R−) with row lengths (5,−3) corresponds to the diagram
and to operators of the form∑
~r,~s
ρr1(ΓΓP−)ρr2(ΓΓP−)ρr3(ΓΓP−)ρs1(ΓP+)ρs2(ΓP−). (6.6)
The sum over ~r, ~s is such that r1 6= r2 6= . . . s1 6= s2 6= . . . and all indices run from
1 to n. The vector index on the Γ ’s is contracted with a tensor of appropriate
Young diagram symmetry. The product of two Γ ’s ensures that we have anti-
symmetry down columns and the symmetrisation ofR ensures we have the correct
symmetry along rows.
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6.1.1 Dimension of Representations and the Young Dia-
gram Basis
In this section we describe how to obtain the the dimension of the Young diagram
basis [87]. Representations of any even orthogonal group SO(2k) can be labelled
by the row lengths of a Young diagram, r1, r2, . . . , r2k , where r2k is allowed to
be positive or negative (the only difference from SO(2k + 1)). If li = ri + k − i
and mi = k − i then the dimension of the representation with row lengths ri is
given by
D(li) =
∏
i≤j
(l2i − l2j )
(m2i −m2j)
. (6.7)
We would like to sum over a basis of all possible diagrams, the form of the
operators for these is described in the previous section. We start by examining
the ‘self-dual’ operators (i.e. with r2 ≥ 0, so that all the products of two gamma
matrices act on P+ factors) in End(R+) which will take the form∑
~s,~t
ρs1(ΓΓP+)ρs2(ΓΓP+) · · · ρs|r2|(ΓΓP+)ρt1(ΓP+)ρt2(ΓP+)× · · ·
×ρtk(ΓP+)ρtk+1(ΓP−)ρtk+2(ΓP−) · · · ρt2k(ΓP−) , (6.8)
where k = (r1 − |r2|)/2. k can range from 0 to (n− 1)/2 and r2 can range from
0 to (n+ 1)/2− k. Thus the sum over self-dual diagrams gives
(n−1)
2∑
k=0
(n+1)
2
−k∑
r2=0
(2p1 + 2k + 1)(2k + 1) =
1
96
(n+ 1)(3n3 + 41n2 + 97n+ 51). (6.9)
One can then repeat the calculation for the anti-self-dual diagrams, taking care
not to count again the diagrams with r2 = 0 in (6.9). These diagrams are com-
pletely symmetric and neither self-dual or anti-self-dual. They will be important
in the next section.
Adding both sets of diagrams gives a total dimension for End(R+) of
D =
(n+ 1)2(n+ 3)2
16
. (6.10)
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This is N2/4, exactly the dimension of matrices mapping from R+ to R+. The
calculation for End(R−) is identical, but with P+ and P− interchanged. No new
steps are needed to repeat the process for Hom(R+,R−) and Hom(R−,R+),
and adding the four contributions gives a total dimension of N2, showing that
the Young diagram basis gives a complete basis of MatN(C).
6.2 Projection to Fuzzy Spherical Harmonics
To properly describe the fuzzy three-sphere we want an algebra which reproduces
the classical algebra of functions on the S3 in the large-N limit. For the fuzzy
two-sphere there is no need for a projection as the matrix algebra has the correct
behaviour. For the fuzzy three-sphere, MatN(C) does not give the correct large-
N limit (We use ‘large-N ’ and ‘large-n’ limits interchangeably - recall n is the
number of tensor factors in the representation which the operators act on, and N
(∼ n2 for the three-sphere) is the dimension of this representation, which coincides
with the radius only for the fuzzy three sphere). To see this let xi = Gi/n, so
that xixi ∼ O(1). Then x[ixj] ∼ O(1) as well, and the anti-symmetric part
of the product of co-ordinates persists in the large-N limit. If we look at the
commutator
[Gi, Gj]PR± = 2
∑
r
ρr(Γ
ijP±)PR± +
∑
r 6=s
2ρr(Γ
[iP∓)ρs(Γ j]P±)PR± , (6.11)
the first term has eigenvalues of order n, but the second term has eigenvalues of
order n2 and it is this term that causes the problem. For fuzzy even-spheres the
symmetry over all n tensor factors causes such a term to vanish. Here we have a
division between V+ and V− factors.
The projection that does give the correct limit is detailed in [87]. It is a
projection onto operators corresponding to Young diagrams with only one row
(i.e. completely symmetric), the algebra of these operators is called An(S3). We
can extract the terms corresponding to these operators from the general sums
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given in Section 6.1.1 such as (6.9). Keeping only the r2 = 0 terms in (6.9) leads
to
(n−1)
2∑
k=0
(2k + 1)2 = n(n+ 1)(n+ 2)/6 . (6.12)
The result for End(R−) is the same, but the projection also requires the surviving
operators to act identically on R+ and R− under the exchange of P+ and P−, so
we must combine one operator from End(R+) with one from End(R−) to make an
a single operator in An(S3). Similarly we must do this for Hom(R±,R∓), noting
thatGi is already of this form, containing PR−
∑
r ρr(Γ
iP+)PR+ inHom(R+,R−)
and PR+
∑
r ρr(Γ
iP−)PR− in Hom(R−,R+). There are (n+ 1)(n+ 2)(n+ 3)/6
of these operators giving a total number of degrees of freedom in the projected
algebra An(S3) of
D = (n+ 1)(n+ 2)(2n+ 3)/6. (6.13)
As mentioned previously the algebra An(S3) does not close under multiplica-
tion, and we have to project back onto An(S3) after multiplying. We denote the
projected product by A • B or (AB)+ for A,B ∈ An(S3). It is this projected
product which is non-associative. (In the large-n limit one recovers associativ-
ity [87,89]).
6.3 The Appearance of Non-Associativity
The mechanism leading to non-associativity can be easily seen for the simple
n = 1 example, where
(Γ 1 • Γ 1) • Γ 2 = 1 • Γ 2 = Γ 2 6= 0 = Γ 1 • 0 = Γ 1 • (Γ 1 • Γ 2). (6.14)
Generalising to higher n we must be careful to decompose into the Young diagram
basis and keep only the proscribed set. In particular we should remember to keep
traces of tensor operators that correspond to smaller symmetric diagrams. Firstly,
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taking the projected product of two of the co-ordinates we get
Gi •Gj = PR+
[∑
r
ρr(δ
ijP+) +
∑
r 6=s
ρr(Γ
(iP−)ρs(Γ j)P+)
]
PR+ + (+↔ −).
(6.15)
We then use this to multiply a third co-ordinate giving
(Gi •Gj)Gk = PR+
[∑
r 6=s 6=t
ρr(Γ
(iP−)ρs(Γ j)P+)ρt(Γ kP−) +
∑
r 6=s
ρr(δ
ijP+)ρs(Γ
kP−)
+
∑
r
ρr(δ
ijΓ kP−) +
1
2
∑
r 6=s
ρr(Γ
iP−)ρs(Γ jΓ kP−) +
1
2
∑
r 6=s
ρr(Γ
jP−)ρs(Γ iΓ kP−)
]
PR− + (+↔ −). (6.16)
Now we must be careful to keep the traces of the last term when we project. The
traceless combination is
1
2
∑
r 6=s
(
ρr(Γ
iP−)ρs(Γ jΓ kP−) + ρr(Γ jP−)ρs(Γ iΓ kP−)
)
− n− 1
6
(
δijGk + δikGj + δjkGi
)
, (6.17)
as can be checked by contracting with a delta function. The trace parts corre-
spond to (r1, r2) = (1, 0) diagrams so they are retained.
In fact we have to be more careful with the first term. If
A(ij);k =
∑
r 6=s 6=t
ρr(Γ
(iP−)ρs(Γ j)P+)ρt(Γ kP−) , (6.18)
then the correct decomposition into Young diagrams is
A(ij);k =
1
3
(
A(ij);k + A(ik);j + A(jk);i
)
+
1
3
(
2A(ij);k − A(ik);j − A(jk);i
)
. (6.19)
The first bracket corresponds to the symmetric (r1, r2) = (3, 0) diagram, but the
second is one of mixed symmetry. We keep the first and we must check the second
for traces. It does possess traces and their sum is given by
(n− 1)2
36
(
2Gk −Gi −Gj) . (6.20)
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Importantly this has eigenvalues of order n3 and is going to lead to non-associativity
in the large-n limit.
Combining the above means that projecting the second product gives
(Gi •Gj) •Gk = PR+
[∑
r 6=s 6=t
ρr(Γ
(iP−)ρs(Γ jP+)ρt(Γ k)P−) +
(n2 + 10n+ 7)
18
δijGk
+
(n2 − 8n+ 7)
36
(
δikGj + δjkGi
)]PR− + (+↔ −). (6.21)
A similar calculation can be done for Gi • (Gj •Gk) and the non associativity can
be expressed by
(Gi •Gj) •Gk −Gi • (Gj •Gk) = N + 2
6
(δijGk − δjkGi). (6.22)
Contrary to what was said earlier the non-associativity shown above will persist
in the large-n limit; we can see if we replace Gm by G
m
n
the right-hand side will
be of order 1. This issue does not appear for even spheres and can be fixed by
demanding the projection also removes the extra traces from terms when each
gamma matrix acts on a different tensor factor, i.e. remove the contribution of
(6.20). This is discussed in Appendix B.6.2.
Removing these additional contributions leads to
(Gi •Gj) •Gk = PR+
[∑
r 6=s 6=t
ρr(Γ
(iP−)ρs(Γ jP+)ρt(Γ k)P−)
+
2n+ 1
3
δijGk +
n− 1
6
(
δikGj + δjkGi
)]PR−
+ (+↔ −), (6.23)
and the result for the associator
(Gi •Gj) •Gk −Gi • (Gj •Gk) = n+ 1
2
(δijGk − δjkGi). (6.24)
This contribution will vanish in the large-n limit. Original versions of this calcu-
lation missed some trace terms and it was clarified in [89,7]
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6.4 Relationship of the Projection to the Basu-
Harvey Picture
One can ask if the Basu-Harvey equation still holds for this projection, and we find
that it does not. As one might expect, the anti-symmetric bracket vanishes when
we project onto symmetric representations. The co-ordinates Gi are contained in
An(S3). The commutator of two of these co-ordinate matrices is given by
[Gi, Gj]PR± = 2
∑
r
ρr(Γ
ijP±)PR± +
∑
r 6=s
2ρr(Γ
[iP∓)ρs(Γ j]P±)PR± (6.25)
= 2
∑
r
ρr(Γ
ijP±)PR± − n+ 1
2
∑
r
ρr(Γ
ijP∓)PR±
+
n− 1
2
∑
r
ρr(Γ
ijP±)PR± , (6.26)
where in the second line we have written everything in terms of the Young diagram
basis of [87]. We see that written in this basis every term contains a product of
two Γ ’s acting on the same tensor product factor. This corresponds to Young
diagrams with r2 6= 0, so that after applying the projection there are no surviving
terms.
Since the two-bracket vanishes, the anti-symmetric four-bracket does also.
It seems therefore the algebra An(S3) is not compatible with the Basu-Harvey
equation. However the algebra An(S3) has a tantalising property. Recall that
the solutions to the Basu-Harvey equation are
X i(σ) =
i
√
2pi
M
3
2
11
1√
σ
Gi, (6.27)
and recalling the physical radius
R =
√∣∣∣∣Tr∑(X i)2Tr1
∣∣∣∣ , (6.28)
we get
σ =
2piN
M311R
2
. (6.29)
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(Notice that in (6.28) we no longer have a matrix trace with our modified algebra,
however, because
∑
iX
iX i is proportional to the identity in the algebra, and trace
of the identity is precisely what we divide by to obtain the physical radius, the
form of the trace is unimportant here). If we still identify N with Q, the number
of membranes, then we reproduce the profile expected from the self-dual string.
However, now the number of degrees of freedom in the co-ordinates is no
longer N2, but D = (n + 1)(n + 2)(2n + 3)/6 ∼ n3 so that for large N (thus n)
we have that
D ∼ Q 32 , (6.30)
exactly as expected for Q coincident membranes in the large Q limit. This is
interpreted as the result of the fuzzy three-sphere being endowed with an ultra-
violet cutoff and the scaling of the cutoff to the size of sphere depending in the
right way on Q to give the correct number of degrees of freedom. This means that
one can interpret the Q3/2 degrees of freedom corresponding to the non-Abelian
membrane theory as coming from modes on the fuzzy sphere.
This is encouraging but we must reconcile the non-associative projection and
the four-bracket. One possibility is that the projection does not act inside the
bracket, which is thought of as an operator [G5, ·, ·, ·] : (An(S3))3 → An(S3). In
this case obviously X i will still provide a solution. To understand this we should
remember that the Basu-Harvey equation (or rather the fuzzy sphere equation
(4.2) on which it is based) is a quantised version of a higher Poisson bracket
equation. If in this Poisson bracket equation we were to fix one of the co-ordinates,
the derivatives acting on that co-ordinate would give zero and the bracket would
not hold. However if we evaluate the derivatives and then fix the co-ordinate,
the bracket equation will still hold. Here the anti-symmetric bracket encodes the
derivatives, giving an explanation of why we might evaluate the bracket before
using any projections. This is what happens in the next section when we deal
with the dimensional reduction, and is discussed in the Appendix B.3.1.
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Chapter 7
Fuzzy Sphere Reduction:
Relating the Basu-Harvey and
Nahm equations
The M2-M5 brane system, on which we have been concentrating, is the M-theory
analogue of the D1-D3 system. It should also be related to it by dimensional
reduction and T-duality. This reduction was not present in [1] and its formulation
is important for adding credibility to the Basu-Harvey picture of the M2-M5
system. Before we do this we must investigate the simpler task of finding a fuzzy
two-sphere embedded in the fuzzy three-sphere that we can use for this reduction.
In contrast the relationship between the fuzzy four-sphere and the fuzzy three-
sphere is much clearer. Indeed the fuzzy three-sphere construction is derived from
the starting point of the fuzzy four-sphere. This is true more generally; each fuzzy
odd sphere is obtained from the fuzzy even sphere one dimension higher, with
the relation to the fuzzy even sphere of one dimension lower unclear. Compare
this with the Clifford algebras (the n = 1 fuzzy spheres!) associated to the
spheres. For those related to SO(2k) (and thus odd spheres) we can construct the
additional matrix Γ 2k+1 = Γ 1Γ 2 . . . Γ 2k used in the chirality projection operator.
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This is the additional matrix needed to form the Clifford algebra for SO(2k +
1). However simply removing Γ 2k, for example, will not form the corresponding
Clifford algebra one dimension less. Similarly the fuzzy three-sphere algebra
contains the residual fifth co-ordinate G5, but there is no place for it or a fourth
co-ordinate in the fuzzy two-sphere algebra, which is well known. Reducing from
odd to even spheres requires a different kind of reduction than going from even
to odd.
For a classical sphere we could just fix one of the co-ordinates and via (xi)2 =
R2 − x2o we would have a sphere of one dimension less. However doing so for
the fuzzy sphere will violate (4.2). We can see that putting X4 proportional
to the identity in the Basu-Harvey would not work either as when inserted in a
four-bracket, the bracket would vanish, as we have required translation invariance
under the addition of such terms proportional to the identity.
What we need here is a projection which acts on states and operators of
the fuzzy three-sphere leaving only those of the fuzzy two-sphere. We can look
for fuzzy two-spheres, which are associated to SO(3) ∼ SU(2) inside the fuzzy
three-sphere which is associated to SO(4) ∼ SU(2)× SU(2). We can restrict to
a sub-two-sphere, such as the equatorial one. There is also the well known Hopf
fibration of the three-sphere as a circle fibred over a two sphere. However, we
would like to obtain a two-sphere in such a way that the first three co-ordinates
of the fuzzy three-sphere remain as the co-ordinates of the fuzzy two-sphere.
We would then like to check if the restriction of the Basu-Harvey equation to a
sub-algebra by this projection gives us the Nahm equation.
The projection from the fuzzy three-sphere to the two-sphere should be easily
generalisable to any odd sphere. It also may be useful in other situations where
fuzzy spheres of different dimensions occur (like those described at the beginning
of Appendix B), and not just those which are embedded as the cross-section of a
funnel which solves a Basu-Harvey/Nahm type equation.
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7.1 Reducing the Fuzzy Three-Sphere to the Fuzzy
Two-Sphere
Reducing the fuzzy three-sphere to the fuzzy two-sphere comes down to finding
a projection on the fuzzy three-sphere so that three of the fuzzy three-sphere
matrices obey the fuzzy two-sphere algebra.
We begin with n=1 and look for a projector P¯ such that it commutes with
Γ a, a = 1, 2, 3 and [Γ a, Γ b]P¯ = 2iabcΓ
cP¯ . Looking ahead to the Basu-Harvey
equation, we will also require that P¯Γ 4P¯ = 0 to satisfy the fuzzy three-sphere
equation. We use a basis given by Appendix A and assume that the projec-
tor is made of 2 × 2 blocks proportional to the identity, i.e. constructed from
1 , Γ 4, Γ 5, Γ 45. The solution is given by
P¯ =
1
2
(1 + iΓ 4Γ 5). (7.1)
One can then clearly see P¯ 2 = P¯ , P¯ commutes with Γ a and P¯Γ 4P¯ = P¯Γ 5P¯ = 0.
Defining Γ¯ µ = P¯Γ µP¯ we now have
[Γ¯ a, Γ¯ b] = 2iabcΓ¯
c. (7.2)
In other words, when restricted to the subspace onto which P¯ projects, the Γ a
form an SU(2) algebra. This is easy to see when we choose {e¯1 = 12(e1+ ie3), e¯2 =
1
2
(e2 + ie4)} as a basis for P¯ V . Then
Γ¯ a(e¯i) ≡ σajie¯j , (7.3)
where σa are the Pauli matrices.
We can generalise to any n by introducing P¯ = P¯⊗n which projects onto
R¯ = (P¯ V )⊗n. We denote the original fuzzy four-sphere matrices, which act on
V ⊗n, by Gˆµ. Then we set
G¯µ = P¯GˆµP¯ = P¯
∑
r
ρr(Γ
µ)P¯ , (7.4)
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which is just saying that we have restricted Gˆµ to R¯. Now because of (7.3) we
will recover the construction of the fuzzy two-sphere given in Appendix B of [112]
and in Equation (B.27). Thus one can check that
[G¯a, G¯b] = 2iabcG¯
c, (7.5)
G¯aG¯a = n(n+ 2)1 . (7.6)
Notice that acting with projectors onto R¯ either side of co-ordinate matri-
ces of the fuzzy three-sphere (defined as four of the fuzzy four-sphere matrices
between projectors onto R) does not give our fuzzy two-sphere matrices (i.e if
Gi = PRGˆiPR then G¯a 6= P¯GaP¯). However G¯a ∝ P¯GaP¯ because P¯P±P¯ = P¯ /2.
Thus the constant of proportionality has a power of 2. It also has combinatoric
factor dependent on n as there are
(
(n−1)
(n−1)/2
)
ways of choosing the tensor product
factors to be acted upon by the n−1
2
P+’s in PR which do not act on the same
factor as the Γ . In P¯ we just have (n − 1) P¯ factors so only one choice. Hence
the constant of proportionality is given by
G¯a =
(
(n− 1)
(n− 1)/2
)−1
2n−1P¯GaP¯ . (7.7)
The projectors are there to indicate that we project on to R or R¯, so this is not a
problem; we can think of acting with the same original Gˆµ of the fuzzy S4 in both
cases before we project back using PR or P¯ to the representation with which we
are dealing.
7.2 Some Checks and Elucidation of the Projec-
tion
To make sure that we can project from the fuzzy two-sphere to the fuzzy three-
sphere, we should check that for any state, Ψ , in R¯ we can find a state in R such
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that P¯ projects it onto Ψ . Indeed we can find many such states. Similarly, for any
operator on these states in the fuzzy two-sphere we can find operators in the full
fuzzy three-sphere algebra, MatN(C), that project on to it. In fact if we restrict
ourselves to the non-associative algebra An(S3) there is a unique operator that
projects onto each operator in the fuzzy two-sphere, up to addition of operators
in the kernel of P¯ . A general operator of the form
P¯
∑
−→r 6=−→s 6=−→t
ρr1(Γ
1)ρr2(Γ
1) . . . ρri(Γ
1)ρs1(Γ
2) . . . ρsj(Γ
2)ρt1(Γ
3) . . . ρtk(Γ
3)P¯ (7.8)
is proportional to that obtained by projecting
PR
∑
−→r 6=−→s 6=−→t
ρr1(Γ
1P±)ρr2(Γ
1P±) . . . ρri(Γ
1P±)ρs1(Γ
2P±) . . . ρsj(Γ
2P±)
ρt1(Γ
3P±) . . . ρtk(Γ
3P±)PR + (+↔ −), (7.9)
where the signs of each P± are chosen to alternate from right to left. In both
the fuzzy three-sphere and the fuzzy two-sphere we are still effectively using the
co-ordinate matrices of the fuzzy four-sphere, but we are restricting to a much
reduced set of states.
Notice also if we plug our projected fuzzy three-sphere matrices straight back
into the fuzzy three-sphere equation (4.2) then it is not satisfied due to the van-
ishing of G¯4. This should be compared with taking the classical version of the
three-sphere equation and reducing to a two-sphere (or any other sphere reduc-
tion) where the Nambu bracket is replaced by a Poisson bracket. In the Pois-
son bracket if we reduce to a sub-sphere of lower degree, say by fixing one of
the co-ordinates, then the equation will not be satisfied. This occurs when the
derivatives in the Poisson bracket act on the constant co-ordinate. However if
we set the co-ordinate to its fixed value after evaluating the derivatives then the
higher sphere equation will still be satisfied.
For the Nambu bracket there are no derivatives and the information is in
the anti-commutation properties of the matrices. Hence we should make our
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projection after evaluating the Nambu bracket in (4.2). In our case we see that
our projected sphere satisfies the higher sphere equation trivially. The main
change is that both terms vanish for i = 4, necessary to obey the Basu-Harvey
equation below.
We can also ask how the SU(2) of the fuzzy two-sphere fits inside the SU(2)×
SU(2) = SO(4) of the fuzzy three-sphere. The SO(4) has the six generators
Gij = PR
∑
r
ρr(Γ
ij)PR. (7.10)
From these we can construct two orthogonal SU(2)’s by
ΣijL/R = −i(Gij ∓ ijklGkl) = −iPR
∑
r
ρr(Γ
ijP±)PR. (7.11)
The ΣijL and the Σ
ij
R form SU(2) algebras among themselves and commute with
each other; we call these SU(2)’s SU(2)L and SU(2)R respectively. A general
state in R± of the the fuzzy S3 is given by(
(e1)
⊗p ⊗ (e2)⊗n±12 −p ⊗ (e3)⊗q ⊗ (e4)⊗n∓12 −q
)
sym
, (7.12)
where ei is the basis of V . If we label the generators of the two SU(2)’s by
σaL/R = 1/2abcΣ
bc
L/R then these basis states are eigenstates of σ
3
L/R, with eigen-
values 2mL/R. We can then apply P¯ to these states and examine the eigenval-
ues of G¯3 on these new R¯ states, 2m¯ say. Then we find that m¯ = mL + mR.
Since adding the size of the representations of SU(2)L and SU(2)R in R± gives
(n ± 1)/2 + (n ∓ 1)/2 = n, which is the size of the representation of the fuzzy
two-sphere SU(2). We see that we are effectively taking the sum of SU(2)L and
SU(2)R.
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7.3 Disappearance of Non-associativity after Di-
mensional Reduction
Given the non-associative nature of the fuzzy three-sphere algebra, it is natural
to ask how it gives rise to the associative algebra of the fuzzy two-sphere. In the
fuzzy two-sphere there exist only matrices corresponding to symmetric Young
diagrams. This is because the SU(2) algebra σiσj = δij1 + ijkσk implies that an
anti-symmetrised product of σ’s can be written as a single σ.
We can perform a check that the product in the fuzzy two-sphere is associative,
G¯aG¯bP¯ =
(∑
r
ρr(δ
ab1 + iabdΓ
d) +
∑
r 6=s
ρr(Γ
a)ρs(Γ
b)
)
P¯ , (7.13)
so that
(G¯aG¯b)G¯cP¯ =
(∑
r
ρr(δ
abΓ c + iabdΓ
dΓ c) +
∑
r 6=s
ρr(Γ
aΓ c)ρs(Γ
b)
)
+
∑
r 6=s
ρr(Γ
a)ρs(Γ
bΓ c) +
∑
r 6=s
ρr(δ
ab + iabdΓ
d)ρs(Γ
c)
+
∑
r 6=s 6=t
ρr(Γ
a)ρs(Γ
b)ρt(Γ
c)
)
P¯
=
(∑
r
ρr(δ
abΓ c + iabd(δ
cd1 + idceΓ
e))
+
∑
r 6=s
ρr(δ
ac1 + iacdΓ
d)ρs(Γ
b) +
∑
r 6=s
ρr(Γ
a)ρs(δ
bc1 + ibcdΓ
d)
+
∑
r 6=s
ρr(δ
ab + iabdΓ
d)ρs(Γ
c) +
∑
r 6=s 6=t
ρr(Γ
a)ρs(Γ
b)ρt(Γ
c)
)
P¯
=
(
inabc + nδ
abG¯c + (n− 2)δacG¯b + nδbcG¯a
+iacd
∑
r 6=s
ρr(Γ
d)ρs(Γ
b) + ibcd
∑
r 6=s
ρr(Γ
d)ρs(Γ
a)
+iabd
∑
r 6=s
ρr(Γ
d)ρs(Γ
c) +
∑
r 6=s 6=t
ρr(Γ
a)ρs(Γ
b)ρt(Γ
c)
)
P¯ . (7.14)
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Similarly,
(G¯aG¯b)G¯cP¯ =
(
inabc + nδ
abG¯c + (n− 2)δacG¯b + nδbcG¯a
+iacd
∑
r 6=s
ρr(Γ
d)ρs(Γ
b) + ibcd
∑
r 6=s
ρr(Γ
d)ρs(Γ
a) (7.15)
+iabd
∑
r 6=s
ρr(Γ
d)ρs(Γ
c) +
∑
r 6=s 6=t
ρr(Γ
a)ρs(Γ
b)ρt(Γ
c)
)
P¯ ,
so we have an associative product as expected. All terms can be written in terms
of symmetric operators as in the final line.
7.4 Reducing the Basu-Harvey Equation to the
Nahm Equation
Consider the fuzzy three-sphere equation (4.2) but replace the Gi by unknowns
G˜i for which we must solve. Let us reduce to the fuzzy two-sphere so that the
equation acts on R¯,
P¯
(
G˜i +
1
2(n+ 2)
ijklG5G˜
jG˜kG˜l
)
P¯ = 0. (7.16)
We let G˜4 = G4/c, where c is the same factor arising from projection we saw
previously in equation (7.7), but fix the G˜a to be matrices in the algebra of the
fuzzy two-sphere (G˜a = P¯G˜aP¯). Then, because P¯G4P¯ = 0 and P¯G5G4P¯ = incP¯ ,
the G˜a must obey
P¯
(
G˜a +
in
2(n+ 2)
abcG˜
bG˜c
)
P¯ = 0. (7.17)
In the large-n limit this is the statement that the G˜a must obey the fuzzy two-
sphere SU(2) algebra
[G˜a, G˜b]P¯ = 2iabcG˜cP¯ , (7.18)
which of course the G¯a obey (7.5). Having to take the large-n limit is expected
because the fuzziness will make picking out a cross-section of the sphere difficult
at small n.
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We can now follow a similar procedure for the Basu-Harvey equation. We
must take into account the additional anti-symmetrisation of the 4-bracket and
also use R11 = M
−3
11 α
′−1 (this can be deduced from the formulae at the end of
Section 2.2 since α′ = `2s). We set X
4 = 32piR11G
4
3c
and restrict the equation and
the Xa to the fuzzy two-sphere. Then we get(
dXa
dσ
+
in
α′
√
2N
abcX
bXc
)
P¯ = 0. (7.19)
(We should also consider when the free index is 4, in this case both terms vanish.
This must happen as otherwise we could not choose σ dependence to solve the
differential equation in both cases.) Rearranging, again in the large-n limit, we
get
dXa
dσ
+
i
2α′
abc[X
b, Xc] = 0 , (7.20)
which is the Nahm equation (3.1) but with the Xa scaled by α′ so that they have
dimensions of length. It has solution
Xa =
α′G¯a
2σ
. (7.21)
The appearance of R11 is expected as the length scale in 11-dimensions is 1/M11
and in string theory it is
√
α′. Changing from a three bracket for the Basu-Harvey
equation to a two bracket for the Nahm produces a factor of M−311 α
′−1 = R11 .
Note, here we have considered either the case where the solutions before projection
act in MatN(C), or the case where they are in An(S3) but the projection does
not act within the anti-symmetrised product.
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Chapter 8
The Doubled Formalism
T-duality is an important symmetry of string theory. For superstrings it tells us
that there are regimes in which two of the five consistent theories, for example
type IIA and type IIB (see Section 2.5.1), describe the same physics. A greater
understanding of T-duality should lead to a greater understanding, not only of
string theory, but of the underlying M-theory, which the five consistent string
theories are believed to describe in a small region of its moduli space.
In its simplest form, T-duality states that string theory with one of the co-
ordinates, X say, periodic with periodicity R is equivalent to the theory obtained
when the radius is instead 1/R (or rather α′/R with constants included). In
identifying the two theories one interchanges momentum modes (which are quan-
tised in the periodic dimension) with winding modes (a purely stringy effect not
present in field theory). Momentum is dual to the co-ordinate X, and one can
make the system more symmetric by introducing a co-ordinate X˜ dual to the
winding number. This dual co-ordinate will have a radius 1/R and T-duality
now interchanges X and X˜. Of course in doing this we have doubled the degrees
of freedom, but this can be remedied by introducing a constraint. When R = 1
this constraint requires XL = X + X˜ to be left-moving and XR = X − X˜ to be
right-moving, halving the number of degrees of freedom again to give the requisite
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amount.
T-duality can be extended to the case of many compact dimensions, and for
a T d bundle the T-duality group is O(d, d;Z) (See [38] for a review). This now
includes integral shifts in the two-form gauge field B, re-orderings of the co-
ordintates as well as generalisations of the R ↔ 1/R inversion described above.
The doubling of the theory to include duals for all the periodic co-ordinates can
be done [2] and the doubled theory has an action and constraint on a T 2d bundle
which is invariant under O(d, d;Z). To relate it to the undoubled theory one must
break this symmetry and choose a “polarisation”; a T d sub-torus of the doubled
T 2d to be considered the physical torus. The O(d, d;Z) transformation of the
doubled theory changes the torus picked out, and this change is equivalent to a
change of the polarisation by the same O(d, d;Z) transformation. The undou-
bled theories obtained in each case are T-dual to each other, and the T-duality
transformation between them is given by the same element of O(d, d;Z).
One reason why the formalism is of interest is that considering string the-
ory on a torus bundle in the formalism can lead to ‘non-geometric’ backgrounds.
A standard string background has transition functions between patches which
are diffeomorphisms and gauge transformations of B. This is a geometric back-
ground. T-duality acting on such a bundle could take it to one on which the
transition functions were do longer diffeomorphisms, but could be any T-duality
transformation. Hence a circle of radius R in one patch could be patched to one
of radius 1/R in another patch. Although this makes sense in string theory where
both patches are described by the same CFT, this T-dualised version is no longer
a geometric background. The transition functions can mix G and B, and mix
momentum with winding modes. These non-geometric backgrounds are named
T-folds, by analogy with manifolds. A non-geometric T-fold is not a manifold,
but in the doubled theory it is described by a T 2d-bundle which is a manifold,
and it can be analysed more clearly. Other symmetries such as U-duality for an
M-theory compactification or mirror symmetry for a Calabi-Yau compactifica-
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tion could be used as transition functions, but T-duality has the advantage that
it is a perturbative symmetry. Compactification of these non-geometric theories
gives rise to consistent lower dimensional theories and T-folds (and other -folds)
can be used as an additional source of 4-dimensional backgrounds from string
theory [90].
In this chapter we will introduce the doubled formalism and show how the
constraint is in effect a chirality condition on the doubled co-ordinates. We will
also show how T-duality acts after choosing a polarisation. We will then show how
Hull demonstrated quantum equivalence of the doubled and standard formalisms
by gauging current whose vanishing is equivalent to the constraint [3], and how
the T-duality transformation of the dilaton can be obtained from this approach.
Finally, we will discuss briefly open strings, supersymmetry and other aspects of
the formalism.
8.1 Introducing the Formalism
The doubled formalism was described by Hull in [2,91,3] and drew from previous
duality covariant models [92, 93]. Let M be the target space of a sigma model
which is locally a T d bundle over a base space N †, this is expressed in the doubled
formalism as a T 2d bundle over N with a constraint. Let Y m be the co-ordinates
on (a given patch of) N and let PI = PIαdσα be the 2d momenta on T 2d (where
α labels the worldsheet co-ordinates). Locally the momenta are exact and are
given by
PIα = ∂αXI (8.1)
†T-duality is normally considered on torus bundles which have globally defined Killing vec-
tors, so there are global isometries that can be gauged. In [91] T-duality was extended to general
Torus fibrations where T-duality is done fibre-wise and we can consider such backgrounds here.
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where X(σ) are the co-ordinates on a patch of the doubled torus, and thus have
certain periodicity conditions. There are also connection 1-forms, functions of the
base space co-ordinates given by AI = AImdY m. The Lagrangian of the doubled
formalism can be expressed in terms of the covariant fibre momenta
PˆIα = PIα +AIm∂αY m (8.2)
as
Ld = pi
2
HIJPˆI ∧ ∗PˆJ − piLIJPI ∧ AJ + L(Y ). (8.3)
We have used the worldsheet Hodge dual ∗, HIJ which is a positive definite metric
on the T 2d fibres and LIJ which is a constant O(d, d) metric satisfying
L−1HL−1H = 1 , (8.4)
i.e. I, J, . . . indices are raised with LIJ . L(Y ) is the Lagrangian for the sigma
model on N . Note that we use different conventions to Hull, scaling our co-
ordinates so that the periodicity is integral, rather than 2pi-integral, and absorbing
a factor of 1/2pi from the action into the Lagrangian. Note also that this leaves us
a factor of 1/2 less than what would appear to be the conventional sigma model
normalisation, but this was the normalisation required in [3] to prove quantum
equivalence to the undoubled conventionally normalised sigma model (see Section
8.2) by gauging currents, and also required by us when showing equivalence using
holomorphic factorisation (see Chapter 9).
For both these methods it was also necessary to include the topological term
Lt = piΩIJdXI ∧ dXJ , (8.5)
for some anti-symmetric ΩIJ to be determined. This term does not contribute to
the classical equations of motion but affects the quantum analyses.
8.1.1 The Constraint
Restoring the correct number of degrees of freedom requires a covariant general-
isation of the constraint touched upon earlier, which forces the 2d co-ordinates
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on the doubled torus to be, in a certain basis, either left-moving or right-moving.
The generalised covariant form is
Pˆ = S ∗ Pˆ , (8.6)
where SIK = L
IJHJK obeys S2 = 1 and so defines an almost real structure (note
that the formulae in this chapter are given for Lorentzian worldsheets unless
stated). The XI field equation can be rewritten
d ∗ (SIJPˆJ − ∗PˆI) = 0 , (8.7)
so that the constraint (8.6) is a stronger condition.
8.1.2 O(d, d;Z) Invariance
The Lagrangian (8.3) is invariant under rigid GL(2d,R) transformations acting
as
H → htHh , P → h−1P , A → h−1A , (8.8)
which would act on the co-ordinates via
X→ h−1X . (8.9)
However, in order that the constraint continue to be satisfied, h must preserve the
O(d, d) metric L, and so is restricted to be an element of O(d, d) ⊂ GL(2d,R).
Further, in order that the periodicity conditions of the co-ordinates be preserved,
the symmetry group must be broken again to O(d, d;Z), which is of course the
T-duality group of the undoubled bundle. Invariance of the topological term (8.5)
requires that Ω transform as Ω → htΩh.
8.1.3 The Constraint and Chirality
One can introduce a vielbein V for the metric H which is an element of O(d, d)
invariant under the left action of O(d) × O(d). Thus H is a coset metric on
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O(d, d)/O(d)×O(d). Under a local O(d)×O(d) transformation
V → k(Y )V (8.10)
and H = V tV is invariant. We can think of this as
HIJ =
(V t) A
I
δABVBJ , (8.11)
where δ is the H metric in the O(d)× O(d) frame. The indices A,B = 1, . . . , 2d
can be split into a, b = 1, . . . , d and a′, b′ = 1, . . . , d representing the two O(d)
factors. In this frame the L metric is given by
LAB =
 1 ab 0
0 −1 a′b′
 . (8.12)
This specifies the form of S in the frame and we can see that the constraint (8.6)
can be written as
Pˆa = ∗Pˆa
Pˆa′ = − ∗ Pˆa′ , (8.13)
that is, as self-duality and anti-self-duality conditions. In terms of null co-
ordinates on a flat worldsheet and components of Pˆ this is
Pˆa− = 0 ,
Pˆa′+ = 0. (8.14)
For a flat fibre and no gauge field this is locally
∂−Xa = 0 ,
∂+X
a′ = 0, (8.15)
meaning that half the co-ordinates are left-moving and the other half are right-
moving. Note that this split is not the split into undoubled and dual co-ordinates
and in general it is position dependent. For a Euclidean toroidal worldsheet with
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modulus τ the condition becomes one of (anti-) holomorphicity in terms of the
complex co-ordinate z = σ1 + τσ0, with the simplest case being
∂¯Xa = 0
∂Xa
′
= 0. (8.16)
This is what motivates us to use the holomorphic factorisation method to recover
the undoubled partition function from the doubled formalism in Chapter 9.
8.1.4 Polarisation
To relate the doubled formalism to the conventional undoubled formalism one
must pick a physical T d within the doubled T 2d, the co-ordinates of this T d will be
the co-ordinates of the undoubled theory. However, by construction the doubled
theory is T-duality invariant, whereas the undoubled is not: undoubled theories
related by T-duality have the same doubled theory and which maximally null
sub-torus T d ⊂ T 2d is picked out as physical determines which undoubled theory
we recover. In the doubled theory this is called picking a polarisation. Group
theoretically we are picking a GL(d,R) subgroup of O(d, d) so that the funda-
mental 2d of O(d, d) splits into the fundamental d and its dual d′ of GL(d,R).
This is facilitated by the use of a projector Π onto the chosen GL(d,R) basis, we
choose a projection and then the projectors are constant. We label the GL(d,R)
indices by i, j, . . . = 1, . . . , d in superscript for the fundamental and in subscript
for its dual. I˜ , J˜ will indicate indices ranging over both. We use the projector
ΦI˜I =
 Π iI
Π˜iI
 . (8.17)
This allows recovery of the physical and dual co-ordinates
X i = X i = Π iIXI ,
X˜ i = Xi = Π˜iIXI . (8.18)
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We also let P i = Π iIPˆI and Qi = Π˜iIPˆI . In this basis the O(d, d) metric is
off-diagonal and given by
LI˜J˜ =
 0 1
1 0
 . (8.19)
and we can introduce the dual of ΦI˜I , Φˆ = L
−1ΦL given by
Φˆ I
I˜
=
 Π˜iI
Π Ii
 . (8.20)
The metric in the GL(d,R) basis is then given in terms of the metric, G, and
two-form, B, of the undoubled torus by
ΦˆHΦˆt =
 G−BG−1B BG−1
−G−1B G−1
 . (8.21)
We can now recover the co-ordinates, metric and two form from the doubled set-
up. Given a polarisation, (8.21) tells us that under a transformation of the form
(8.8) restricted to O(d, d;Z) they transform as
G−1 = ΠHΠ t → ΠhtHhΠ t,
BG−1 = Π˜HΠ t → Π˜htHhΠ t,
A = ΠA → ΠhtA. (8.22)
Instead of the transformation on the doubled geometry (8.8) we could have instead
chosen a different projection using
Π → Πh , Π˜ → Π˜h . (8.23)
For given doubled geometry this spans the space of projections and this O(d, d;Z)
symmetry of the doubled geometry, or equivalently O(d, d;Z) action on the polari-
sation, is the O(d, d;Z) symmetry of T-duality: the undoubled geometry obtained
from the doubled geometry by a particular projection is related to that obtained
using other choices of projection via an O(d, d;Z) T-duality symmetry.
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8.2 Quantum Equivalence via Conserved Cur-
rents
In [2] equivalence between the doubled formalism and the standard sigma model
was shown by solving the constraint to express the P i in terms of the Qi. This was
then combined with the classical equations of motion for the doubled formalism to
obtain the classical equations of motion for the standard undoubled sigma-model.
However, demonstrating quantum equivalence is more complex. One way to
do this is to first impose the constraint by gauging the symmetry associated to a
current whose vanishing implies the constraint. The current
JI = HIJPˆJ − LIJ ∗ PˆJ , (8.24)
which is a worldsheet one-form, is conserved, being the sum of the Noether current
generated by δXI = αI and the topological current jI = LIJ ∗ PJ . Though these
currents separately are not gauge invariant, the combination J I is. This current
is of interest because its vanishing, J I = 0 is equivalent to the constraint (8.6).
(The inclusion of the topological term (8.5) does not change this as it adds only
a trivially conserved topological piece to the Noether current). If we look in the
O(n)×O(n) frame we see this clearly comparing (8.13) and
Ja = Pˆa − ∗Pˆa,
Ja
′
= Pˆa′ + ∗Pˆa′ . (8.25)
In terms of the chiral current components this is
Ja+ = 0 , J
a
− = Pˆa− ,
Ja
′
+ = Pˆa
′
+ , J
a′
− = 0 . (8.26)
We see that half of these vanish automatically, note that the conservation law for
these currents is more complicated due to the vielbein not being constant.
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In a given polarisation
J i+ = Π
i
a′Pˆa
′
+ , J
i
− = Π
i
aPˆa−, (8.27)
where Π I˜A = Π
I˜
IVIA (with indices on V raised and lowered appropriately). This
means that J i = 0 implies J I = 0 via non-degeneracy and (8.26), so that J i = 0
implies that the constraint holds.
For a trivial bundle
J i = dX˜i + ∗dX i. (8.28)
dX˜i is the Noether current from δX˜i = αi and ∗dX i is a trivially conserved
topological current.
To gauge the symmetry associated to J i we introduce a one-form gauge field
Ci and couple it minimally to P via
PI → PI + CiΠ iJLIJ (8.29)
in the Lagrangian (8.3). However, this gives a linear coupling of Ci to only the
Noether part of the current J i and we must introduce an additional term
pi
2
Ci ∧ P i (8.30)
to couple C to the topological current ∗P . (Note that had we attempted to gauge
the whole current J I we would have met an obstruction to adding a topological
piece in a gauge invariant way, gauging without coupling to this piece would lead
to the elimination of all the XI , not just the dual ones). In effect we have added
to the lagrangian
Lg = piCi ∧ ∗J i + pi
2
HijCi ∧ ∗Cj , (8.31)
gauge invariance under large gauge transformations is only maintained if we in-
clude the topological term (8.5) with ΩIJ = Π˜i[IΠ
i
j].
The whole Lagrangian can be rewritten as
L = piGijPˆ i∧∗Pˆ j+piGijBi∧Bj−piPˆ iAi+pi
2
GijDi∧∗Dj+2piAi∧Ai+L(Y ), (8.32)
97
where Di = Ci+Qˆi−Gij ∗Pˆ j−BijPˆ j is a non-dynamical auxiliary field. The first
three terms give the standard undoubled Lagrangian (with the correct normali-
sation), hence showing classical equivalence. The final two terms depend only on
Y .
8.2.1 Quantisation
To quantise the model one would first like to integrate over the X to get a bundle
of torus CFT’s over N with moduli τ(Y ), as in the undoubled case. One can
then integrate over Y to complete the quantisation. However, one cannot proceed
just by imposing canonical commutation relations on the X as there is also the
constraint. We want to impose the constraint by gauging the current as above,
but we have seen that to do this we must choose a polarisation, and in general
there will not be a global one. The different CFT’s in each patch will still fit
together as the T-duality of the transition functions was a CFT symmetry. To
quantise the gauged theory of the previous section in a given patch we gauge fix,
but once we have included the topological term so that the theory is invariant
under all gauge transformations (including large ones) we can fix the gauge so
that X˜ is eliminated. The term
pi
2
GijDiDj (8.33)
then does not effect the classical dynamics but is Y dependent and integrating it
out of the functional integral gives a determinant affecting the functional measure
for Y . If we include the Fradkin-Tseytlin term in the Lagrangian
LFT =
√
hφR , (8.34)
where R is here the Ricci scalar for the world sheet metric h and φ is a scalar
field allowed to depend on Y , then at 1-loop the functional determinant above
effectively replaces φ by
φ→ Φ = φ− 1
2
log det(Gij). (8.35)
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Under a T-duality transformation taking G→ G′ this new scalar Φ shifts by
Φ→ Φ+ 1
2
log
detG′
detG
. (8.36)
This has the form of the Buscher rule for the T-duality transformation of the dila-
ton [97] and in [3] it was identified with the standard string theory dilaton. The
field φ is T-duality invariant and in terms of < e−φ > T-duality is a perturbative
symmetry of the theory. This dilaton also occurs in string field theory.
Another approach to the quantum doubled theory is using Dirac brackets in
a constrained Hamiltonian approach as in [94], which uses results of [95]. In
a specific example, equivalence to conventional quantisation was found without
picking a polarisation. In the following chapter we will detail how equivalence
can also be found via a holomorphic factorisation argument.
8.3 Other Aspects of the Formalism
The doubled formalism can be extended to include open strings, D-branes and
supersymmetry. There is also the relationship to other doubled theories, including
those where all dimensions are doubled, to be considered. Finally we will mention
the possible extension to U-folds for M-Theory compactifications.
For open strings each physical co-ordinate, X i(σ) will obey either Neumann or
Dirichlet boundary conditions, ∂nX
i = 0 or ∂tX
i = 0 respectively. Each of these
co-ordinates will have a dual co-ordinate in the doubled formalism that obeys the
other choice of boundary condition, for example if ∂nX
i = 0 then ∂tX˜i = 0. This
means that for a doubled T 2d there will always be d Neumann and d Dirichlet
directions. There is a maximally Null T d within the T 2d doubled fibre which
has all Dirichlet directions and one can say there is a D-brane wrapping these
directions. This means in the doubled formalism there is only one type of D-brane,
which occupies exactly half the fibre directions. Depending on which polarisation
is chosen, any number, from zero to all, of these D-brane directions are physical.
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Note that in the case of T-folds a certain type of D-brane in one patch can become
a different type in another patch.
Extension of the formalism to a supersymmetric version is relatively straight-
forward and was performed in [3, 94]. A superspace generalisation of the La-
grangian (8.3) and the topological term (8.5) were found, and the supersymmet-
ric version of showing equivalence to the undoubled Lagrangian by gauging the
current was also performed [3].
The doubled formalism of Hull is different to the doubled geometry of Hitchin
[96]. In the latter only the tangent space is doubled, not the fibres. In both
O(d, d) has a central role, but only the doubled formalism involves the discrete
O(d, d;Z) so that T-duality naturally appears. Doubled geometry, however, can
be applied to any manifold, not just torus fibrations. In [3] an extension of the
doubled formalism in which all co-ordinates were doubled was introduced, but
the utility of this for non-periodic spacetimes was unclear.
In [2] it was suggested that a similar formalism could be applied to U-duality.
When considering M-theory on a d−torus there should be extra dual co-ordinates
introduced for each membrane winding mode, and each fivebrane winding mode
if the torus has enough dimensions. For example, for M-theory on T 7, a T 56
bundle would be required. Transition functions would be in E7(Z). Some form
of constraint would be required to keep the correct degree of freedom counting
but it is unclear how the theory could be formulated without a knowledge of the
fundamental M-theory.
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Chapter 9
Holomorphic Factorisation of the
Doubled Partition Function
In the previous section we introduced the doubled formalism of Hull and de-
scribed how quantum equivalence of the doubled action to that of the standard
undoubled string could be shown by gauging currents. To further demonstrate
the consistency of the doubled formalism we will now show that it leads to the
same partition function as the standard formulation when we use a holomorphic
factorisation argument to apply the constraint.
We saw in Section 8.1.3 how the constraint in a certain basis (the O(d) ×
O(d) frame) is a chirality constraint; the co-ordinates can be split into self-dual
and anti-self dual ones. When we Wick rotate to a Euclidean worldsheet to do
the path integral for the partition function this constraint becomes a constraint
on the holomorphicity of the co-ordinates. Holomorphic factorisation (see for
example [98, 32, 99, 100, 101]) can be used to calculate the partition function for
chiral Bosons and here we will proceed by interpreting the constraint as imposing
that the co-ordinates are chiral Bosons and applying holomorphic factorisation
techniques.
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To use holomorphic factorisation to calculate the partition function for a self-
dual worldsheet scalar (or a 2k-form with 2k + 1-form field strength in 4k + 2
dimensions) one first proceeds by calculating the partition function for an ordi-
nary scalar. Then the partition function is factorised into the product of a piece
which is a holomorphic function of the worldsheet period matrix τij (usually in-
volving some sort of θ-function) and its complex conjugate, this involves rewriting
sums so that the sums in each factor are independent†. If one wants a self-dual
field then one takes only the holomorphic factor, while for an anti-self-dual field
only the anti-holomorphic field is kept.
We shall calculate the doubled partition function for a Bosonic co-ordinate
compactified on a circle of radius R (or equivalently radius 1/R). Holomorphic
factorisation is simplest at the free-Fermion radius (R = 1/
√
2 in our conven-
tions), and the sums can still be separated when the radius squared is a rational
multiple of the free-Fermion radius. For an ordinary chiral Boson this would en-
sure that the partition function was a sum of finitely many products that could
be factorised. At free-Fermion radius this sum is a sum over spin structures, and
in general for the factorisation to be done properly many subtleties should be
considered [101]. Here we find we can proceed without considering these issues,
perhaps as we still wish to end up with an ordinary Boson, not a chiral one which
would need a choice of spin structure or a generalisation thereof. We find we can
factorise when our radius squared (which is 1 at the T-duality self-dual point) is
a rational number.
We first write out the doubled action and calculate the constraint. As we
have reiterated, in a certain basis the constraint is a chirality constraint, and we
rewrite the action in terms of the fields of this basis. These fields no longer have
the simple periodicity conditions of the original co-ordinates, but we continue
and evaluate the instanton sector of the partition function. We are then left
†There are more complications if one includes gauge fields, which we will not.
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with infinite sums over modes, and we Poisson re-sum and change summation
variables until we can factorise the partition function into the contribution coming
from the holomorphic co-ordinate and the one coming from the anti-holomorphic
co-ordinate. We then take the appropriate holomorphicity square root of each
contribution and recombine them. When we also include the contribution to the
partition function from integrating over the fluctuations of the fields we obtain the
standard string partition function for our original Bosonic co-ordinate (provided
we include the topological term and use the normalisation that were both required
to show equivalence using gauging of currents in Section 8.2). We finish this
chapter by calculating the partition function of an ordinary periodic Boson for
comparison.
Although we have used the example of a non-fibred circle it is hoped the
doubled formalism and the techniques of calculating the partition function used
here will give more insight when applied to non-trivial T-folds.
9.1 The Action and Constraint
We begin with the doubled string action for a single toroidally compactified Bo-
son, so that we have the Boson X, which is associated to a circle of radius R, and
its dual X˜ which is associated to a circle of radius R−1. The action (8.3) can be
written as
S =
pi
2
R2dX ∧ ∗dX + pi
2
R−2dX˜ ∧ ∗dX˜ , (9.1)
where the gauge fields are zero due to our simple background geometry and we are
not concerned with the other co-ordinates. We have used the same unconventional
normalisation as Hull in Section 8.2, which is a factor of a half times the normal
one. We too find this necessary to show equivalence. Similarly we will also need
to include the topological interaction term (8.5) that Hull required, this adds a
term
Stop = pidX ∧ dX˜ (9.2)
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to the action. Note that in our conventions R = 1 corresponds to the self-dual
radius, whereas in much of the literature on holomorphic factorisation R = 1 is
the free-Fermion radius (which would be R = 1/
√
2 in our conventions).
Recall from Section 8.1.3 that the constraint in the O(n)× O(n) basis is the
chirality constraint (8.13), that is
Pˆa = ∗Pˆa
Pˆa′ = − ∗ Pˆa′ . (9.3)
Since we have a trivial bundle and calculate the partition function at one-loop,
which requires a Euclidean worldsheet, we can rewrite this constraint as in (8.16)
as
∂¯Xa = 0
∂Xa
′
= 0 . (9.4)
The derivatives are with respect the complex worldsheet co-ordinates, z = σ1+τσ0
and z¯, where τ is the modular parameter of the worldsheet torus.
9.1.1 Relating the Bases
Choosing X as the original co-ordinate means we are working with a specific
polarisation, that is we have chosen a basis where the co-ordinates separate into
the fundamental and the dual representations of GL(n,R) (n = 1 here), labelled
by I˜ = (i, i). Recall the projectors
ΦI˜I =
 Π iI
Πi I
 (9.5)
take us to this basis and
X = X i = Π iIXI ,
X˜ = Xi = Πi IXI . (9.6)
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Also in this basis we have
HI˜J˜ =
 R2 0
0 R−2
 (9.7)
and
LI˜J˜ =
 0 1
1 0
 . (9.8)
We introduce KA
I˜
via K = VΦt, which will allow us to relate indices in the
O(n, n) basis (where the constraint is the simple chirality constraint we want) to
the GL(n,R) basis (where our original Boson can be seen). As we know L and
H in both bases we can determine that K is given by†
KA
I˜
=
1√
2
 R R−1
R −R−1
 (9.9)
This means that Pa appearing in the constraint (9.3) is related to P i = dX and
Pi = dX˜ via Pa = KaI˜P I˜ , giving
Pa = 1√
2
(
RdX +R−1dX˜
)
,Pa′ = 1√
2
(
RdX −R−1dX˜
)
. (9.10)
We will work in terms of P and Q where
√
2Pa = dP and √2Pa′ = dQ. In terms
of X and X˜ they are given by the linear combinations
P = RX +R−1X˜ , Q = RX −R−1X˜. (9.11)
As a consequence of (9.10) the constraint they obey is
∂¯P = 0 , (9.12)
∂Q = 0 , (9.13)
which is the motivation for holomorphic factorisation. We can rewrite the action
in terms of P and Q, as follows
S =
pi
4
dP ∧ ∗dP + pi
4
dQ ∧ ∗dQ. (9.14)
†We have made some sign choices which do not affect the constraint.
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The topological term can be rewritten as
Stop =
pi
4
dQ ∧ dP − pi
4
dP ∧ dQ. (9.15)
Wick rotation will introduce a relative factor of i to this term.
9.2 Factorising the Instanton Sector
The standard way of obtaining a partition function for a chiral Boson is to fac-
torise the partition function for an ordinary Boson into holomorphic and anti-
holomorphic parts and keep only the factor with the correct holomorphic depen-
dence [101]. Here we would like to do this for P and Q. However, crucially P and
Q do not have standard periodicity properties, and are linked to the periodicities
of X and X˜ through (9.11). This is why we cannot directly identify these fields
as left and right movers on a circle as the periodicity conditions would not match.
9.2.1 The Cohomology Basis
To evaluate the instanton sector of the partition function we need to examine
contributions which from the field theory point of view will be in the cohomolog-
ical sector. That is, when the action is written as in (9.1) what is really meant
is that dX should be replaced by L, where L = dX + ω, with ω ∈ H1(Σ,Z). We
can express the cohomological part in terms of the standard cohomology basis,
which for a toroidal worldsheet consists of just one α cycle and one β cycle.
L = dX + nα +mβ , L˜ = dX˜ + n˜α + m˜β, (9.16)
where n, n˜,m, m˜ ∈ Z, which in turn means that we should replace dP and dQ by
M = dP + (Rn+R−1n˜)α + (Rm+R−1m˜)β ,
N = dQ+ (Rn−R−1n˜)α + (Rm−R−1m˜)β . (9.17)
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The classical or instanton sector of the partition function is the sum over all field
configurations of exp[−S] and can be written as
Z =
∑
m,n,m˜,n˜
exp
[
−(Rm+R−1n˜)2pi|τ |
2
4τ2
+ (Rn+R−1n˜)(Rm+R−1m˜)
piτ1
2τ2
−(Rm+R−1m˜)2 pi
4τ2
]
× exp
[
−(Rm−R−1n˜)2pi|τ |
2
4τ2
+ (Rn−R−1n˜)(Rm−R−1m˜)piτ1
2τ2
−(Rm−R−1m˜)2 pi
4τ2
]
(9.18)
where the first factor corresponds to P and the second to Q. To holomorphically
factorise the partition function we must Poisson re-sum, but first we separate the
sums so that the P and the Q parts of the partition function sum over different
independent variables. The contribution from the topological term within the
sum, is
exp[ipi(nm˜−mn˜)]. (9.19)
This therefore only contributes a sign to the terms in the partition sum though
it is crucial in showing the equivalence to the usual partition sum.
9.2.2 Rewriting the Sums
To be able to separate the sums we assume R2 = p
q
, with p, q coprime, and let
k = pq. Then we have
Rn±R−1n˜ =
√
k
(
n
q
± n˜
p
)
. (9.20)
Making the substitutions n = cq + qγq and n˜ = c˜p + pγp (where c, c˜ ∈ Z and
γq ∈ {0, 1q , . . . , q−1q }) we can further say
√
k
(
n
q
± n˜
p
)
=
√
k(c± c˜+ γq ± γp). (9.21)
Then we let h = c+ c˜ and l = c− c˜. We have rewritten the sum over n and n˜ as
a sum over c, c˜, γq and γp, and then rewritten the c and c˜ sums as a sum over h
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and l ∈ Z, but h− l = 2c˜ so we must restrict to even values of h− l by inserting
a factor of ∑
φ∈{0, 1
2
}
1
2
exp[2piiφ(h− l)] (9.22)
in the partition function. Repeating the process to split the m, m˜ sum, the
partition function becomes
Z =
∑
φ,θ,γq ,γp,γ′q ,γ′p
∑
h,i,j,l
1
4
exp
[
−kpi
4
{
(h+ γq + γp)
2 |τ |2
τ2
−2(h+ γq + γp)(i+ γ′q + γ′p)
τ1
τ2
+ (i+ γ′q + γ
′
p)
2 1
τ2
}
−kpi
4
{
(l + γq − γp)2 |τ |
2
τ2
− 2(l + γq − γp)(j + γ′q − γ′p)
τ1
τ2
+ (j + γ′q − γ′p)2
1
τ2
}
+2pii {φ(h− l) + θ(i− j)}+ ipik
2
(
(l + γq − γp)(i+ γ′q + γ′p)
−(h+ γq + γp)(j + γ′q − γ′p)
)]
. (9.23)
Using the notation γ± = γq ± γp we can rewrite the partition function again as
Z =
∑
φ,θ,γq ,γp,γ′q ,γ′p
∑
h,i,j,l
(
1
2
exp
[
−kpi
4
{
(h+ γ+)
2 |τ |2
τ2
− 2(h+ γ+)(i+ γ′+)
τ1
τ2
+(i+ γ′+)
2 1
τ2
}
+ 2pii {φh+ θi}
]
×1
2
exp
[
−kpi
4
{
(l + γ−)2
|τ |2
τ2
− 2(l + γ−)(j + γ′−)
τ1
τ2
+(j + γ′−)
2 1
τ2
}
− 2pii {φl + θj}
]
× exp
[
ipik
2
(
(l + γ−)(i+ γ′+)− (h+ γ+)(j + γ′−)
)])
(9.24)
where we have split the terms in the sum into three factors, the piece coming
from the P kinetic term (which depends on h and i), the piece coming from the
Q kinetic term (which depends on l and j) and the topological piece, a cross term
depending on all four integer indices.
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9.2.3 Poisson Resummation
We now wish to perform Poisson resummation on i and j. Let us focus on the i
resummation, replacing it with a sum over r. Here we rewrite the P part of the
partition function and the first term of the topological piece:
ZP =
∑
φ,θ,γq ,γp,γ′q ,γ′p
∑
h,l,r
1
2
√
4τ2
k
exp
[
−kpi
4
{
(h+ γ+)
2 |τ |2
τ2
− 2γ′+(h+ γ+)
τ1
τ2
+(γ′+)
2 1
τ2
}
+ 2piiφh+
ipik
2
(l + γ−)γ′+
−4piτ2
k
(
r − θ + ik (h+ γ+)
4
τ1
τ2
− ikγ
′
+
4τ2
− k
4
(l + γ−)
)2]
(9.25)
=
∑
φ,θ,γq ,γp,γ′q ,γ′p
∑
h,l,r
√
τ2
k
exp
[
τ2
(
−kpi
4
(h+ γ+)
2
−4pik
(
r − θ
k
− 1
4
(l + γ−)
)2)
−2piiτ1 (h+ γ+) (r − θ − k
4
(l + γ−)) + 2piiφh+ 2pii (r − θ) γ′+
]
. (9.26)
The appearance of the squares with τ2 and the cross term with τ1 is standard
and Poisson resumming to replace j with s in the Q part of the partition function
we can rewrite the whole partition function as
Z =
∑
φ,θ,γq ,γp,γ′q ,γ′p,h,l,r,s
(√
τ2
2k
exp
[
ipikτ
p2L
2
− ipikτ¯ p
2
R
2
+ 2pii
(
φh+ (r − θ)γ′+
)]
×
√
τ2
2k
exp
[
ipikτ
q2L
2
− ipikτ¯ q
2
R
2
+ 2pii
(−φl + (s+ θ)γ′−)]
)
(9.27)
where
pL =
1
2
(h+ γ+)− 2
(
r − θ
k
− 1
4
(l + γ−)
)
,
pR =
1
2
(h+ γ+) + 2
(
r − θ
k
− 1
4
(l + γ−)
)
,
qL =
1
2
(l + γ−)− 2
(
s+ θ
k
+
1
4
(h+ γ+)
)
,
qR =
1
2
(l + γ−) + 2
(
s+ θ
k
+
1
4
(h+ γ+)
)
. (9.28)
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We can now clearly see the holomorphic and anti-holomorphic parts of the par-
tition function for both P and Q, as well as additional pieces which restrict the
sum over “momenta”, pL, pR, qL, qR. However, because the sums are linked we
cannot remove the extra pieces. So we rewrite the sums again, reconstructing
them back to a sum over just four integers.
9.2.4 Recombining the Sums
The h, l terms in the momenta can easily be recombined just by undoing the
substitutions we made earlier to write
h+ γ+ =
n
q
+
n˜
p
, l + γ− =
n
q
− n˜
p
, (9.29)
where we have replaced the sums over h, l, γ+, γ− and φ with a sum over integers
n and n˜, we also remove one of the factors of 1
2
we inserted outside the partition
function.
The other sum has been Poisson resummed so the recombination is more
complicated. We use the identity
n−1∑
k=0
(
exp
(
2piik
n
))j
=
∑
γn
exp(2piiγnj) =
 n if j ≡ 0 mod n0 otherwise . (9.30)
With that in mind we see the only occurrence of γ′q and γ
′
p is in the factor∑
γ′q ,γ′p
exp
[
2pii
(
(pL − pR)
2
γ′+ +
(qL − qR)
2
γ′−
)]
=
∑
γ′q ,γ′p
exp
[
2pii(r + s)γ′q + 2pii(r − s− 2θ)γ′p
]
(9.31)
which has the effect of enforcing
r + s ≡ 0 mod q ,
r − s− 2θ ≡ 0 mod p , (9.32)
110
in the rest of the partition sum. We see that these requirements are fulfilled
exactly by putting
r − θ
k
=
1
2
(
w
p
+
w˜
q
)
,
s+ θ
k
=
1
2
(
w
p
− w˜
q
)
. (9.33)
We have replaced the sums over r, s, θ, γ′p and γ
′
q by a sum over integers w, w˜ ∈ Z.
Note that importantly it is the term with q in the denominator which changes
sign between the two combinations. Also, due to (9.30) we get a factor of k = pq
outside the exponential, which cancels the factor of 1/k we got from the Poisson
resummation. We can now rewrite (9.28) as
pL =
n
q
−
(
w
p
+
w˜
q
)
, pR =
n˜
p
+
(
w
p
+
w˜
q
)
,
qL = − n˜
p
−
(
w
p
− w˜
q
)
, qR =
n
q
+
(
w
p
− w˜
q
)
. (9.34)
The instanton contribution doubled partition function is now in the simple
form
Zd =
∑
pL,pR
√
2τ2 exp
[
ipikτ
p2L
4
− ipikτ¯ p
2
R
4
] ∑
qL,qR
√
2τ2 exp
[
ipikτ
q2L
4
− ipikτ¯ q
2
R
4
]
.
(9.35)
Now we can make the following final substitution
u = n− w˜ , v = −w ,
u˜ = w˜ , v˜ = n˜+ w , (9.36)
leading to
pL =
u
q
+
v
p
, pR =
u˜
q
+
v˜
p
,
qL =
u˜
q
− v˜
p
, qR =
u
q
− v
p
. (9.37)
It is the shift in the momenta caused by the topological term that allows us to
rewrite n and w˜ in terms of independent summation variables u and u˜ etc.
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9.2.5 Holomorphic Factorisation
We see that now the pieces of the right holomorphicity that we wish to keep are
summed over the same indices and are not linked to the pieces which we wish
to remove. We may therefore remove the anti-holomorphic part of the partition
function coming from P (the pR piece) and the holomorphic part of the partition
function coming from Q (the qL piece). This leaves us with
Zf =
∑
pL,pR
√
2τ2 exp
[
ipiτ
p2L
4
− ipiτ¯ q
2
R
4
]
(9.38)
where
pL = uR +
v
R
, qR = uR− v
R
. (9.39)
Alternatively we can see that the doubled partition function is the final form of
the instanton part of the partition function, Zf , times its complex conjugate:
Zd = Zf × Z¯f . (9.40)
Zf is the partition function for a standard Boson with radius R (or R
−1 by
relabelling the sums) up to a factor outside the exponential, in the next section
we will find that when we considered the doubled form of the rest of the partition
function, the inverse of this factor arises. To recap: the approach taken here has
been to treat the Bosons in the doubled formalism as chiral Bosons when trying
to quantise. There is a key difference however, for chiral Bosons one must pick
a spin structure [32] and we have not done so here. If one were to do so then
there would not be enough degrees of freedom to reconstruct the usual non-chiral
Boson. Thus, when one is holomorphically factorising here, one is effectively
keeping a sum of chiral Bosons with all spin structures. This prescription is an
essential part of the quantum prescription of the theory.
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9.3 Factorising The Oscillator Sector
So far we have only included the sum over solutions to the classical equations of
motion, to complete the quantum path integral we must include the fluctuations
around these classical solutions [102]. We show the the same contribution to the
partition function is obtained whether one works in terms of X and X˜ or in terms
of P and Q.
9.3.1 Oscillators in terms of X and X˜
For a Boson X with action
S = −piR
2
2
dX ∧ ∗dX , (9.41)
we must do the Gaussian integral∫
DXe−
R
piR2
2
XX , (9.42)
where  is the Laplacian. The DX integration is split into the zero-mode piece
and the integral over DX ′, orthogonal to the zero-mode. As X has period 1 in
our conventions, the zero-mode contribution is only a factor of 1. To normalise
the measure we insert a factor of(∫
dx e−
piR2
2
R
x2
)−1
=
(
pi
piR2
2
∫
1
)−1/2
=
R√
2
, (9.43)
where we have used the fact that with our conventions
∫
1 over the torus is 1.
This means
Zosc =
R√
2
1
det′ . (9.44)
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We evaluate the determinant of  = −4τ2∂∂¯ as a regularised product of eigen-
values, where the ′ indicates this does not include zero-modes. We use a basis of
eigenfunctions
ψnm = exp
[
2pii
2iτ2
(n(z − z¯) +m(τ z¯ − τ¯ z))
]
, (9.45)
which is single valued under z → z + 1 and z → z + τ , where z = σ1 + τσ0. The
regularised determinant is then the product of eigenvalues
det′ =
∏
{m,n}6={0,0}
4pi2
τ2
(n− τm)(n− τ¯m) . (9.46)
This can be evaluated using ζ-function regularisation (see for example [103]) as
det′ = τ2η2(τ)η¯2(τ¯) , (9.47)
where η(τ) is the Dedekind η-function
η(τ) = eipiτ/12
∏
n>1
(1− e2piinτ ). (9.48)
We now have that the oscillator part of the partition function is given by
Zosc =
R√
2τ2|η|2
. (9.49)
The contribution due to the X˜ functional integral is an identical factor with R
replaced by 1/R, so the square root of the doubled oscillator contribution, which
we expect to be (and is) the same as the constrained contribution, is given by
Zosc =
1√
2τ2|η|2
. (9.50)
9.3.2 Oscillators in terms of P and Q
To factorise the classical part of the partition function we worked in terms of
P and Q and used holomorphic factorisation, and we can check that we get the
same answer if we do that here. The substitution (9.11) introduces a Jacobian
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factor of 1/2. Once the substitution is made we do the path integral for the two
Bosons, P and Q, just like the path integral for X and X˜, except for a factor of
1/2 in the action and the more complex target space boundary conditions that P
and Q inherit as a result of their definition (9.11) in terms of X and X˜. As the
eigenfunctions of , (9.45), do not depend on these boundary conditions (unlike
the instanton pieces) the determinants for P and Q are the same as those for X
and X˜. However, the zero-mode integral does depend on the boundary conditions:
although P and Q can take any value, the periodicity condition means we should
only integrate over one fundamental region, we choose the one inherited from the
fundamental region for X and X˜, the region where X and X˜ range from 0 to 1.
The volume of this region is given by an integral over the values P can take, of
the range of values Q can take for that value of P , that is∫ R−1
P=0
2PdP +
∫ R
P=R−1
2R−1dP +
∫ R+R−1
P=R
2((R +R−1)− P )dP = 2 , (9.51)
cancelling the factor from the Jacobian.
The normalisation factor (9.43) remains the same as the additional factor of
1/2 on the action is cancelled by the Jacobian which should also be included in
this integral (or rather the root of the Jacobian as there is one Jacobian to be split
between this and the Q normalisation integrals). The P oscillator contribution
is then
Zosc;P =
1√
2τ2|η|2
. (9.52)
The Q contribution is identical, and again one can take the τ dependent holomor-
phic square root of the P factor and the τ¯ dependent anti-holomorphic square
root of the Q factor and multiply them together to again get (9.52). Taking this
together with (9.38) we find that the partition function for a Boson of radius R
in the doubled formalism is
Z =
∑
pL,pR
1
|η|2 exp
[
ipiτ
p2L
4
− ipiτ¯ q
2
R
4
]
(9.53)
115
with
pL = mR +
n
R
, qR = mR− n
R
. (9.54)
This is exactly what one obtains for the same Boson using the undoubled formal-
ism, as we will now calculate with our conventions.
9.4 Partition Function of the Ordinary Boson
In order to aid comparison with the result of the doubled formalism, we describe
below the partition function of the ordinary Boson at one loop using appropriate
conventions so as to compare results. We proceed in the same way as above.
9.4.1 The Instanton Sector
The action should be written
S = −piR2L ∧ ∗L , (9.55)
with L = dX + nα + mβ, m,n ∈ Z. We can then write the instanton sum part
of the partition function as
Zinst =
∑
m,n
exp
[
−piR2
(
n2
|τ |2
τ2
− 2mnτ1
τ2
+
m2
τ2
)]
. (9.56)
Poisson resummation on m gives
Zinst =
∑
n,w
√
τ2
R2
exp
[
−piR2n
2|τ |2
τ2
− τ2pi
R2
(
w − inτ1R
2
2τ2
)2]
=
∑
n,w
√
τ2
R2
exp
[
−piτ2
(
R2n2 +
w2
R2
)
+ 2piinwτ1
]
=
∑
n,w
√
τ2
R2
exp
[
ipiτ
p2L
2
− ipiτ¯ p
2
R
2
]
, (9.57)
where
pL = Rn+
w
R
, pR = Rn− w
R
. (9.58)
Performing Poisson resummation on n, rather than m, leads to a the same result
up to a modular transformation taking τ → − 1
τ
.
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9.4.2 Combining with the Oscillator Sector
Evaluation of the oscillator part of the partition function proceeds much as the
previous section leading up to (9.49). The only difference is that there is no factor
of 1/
√
2 due to the standard normalisation of the action, giving
Zosc =
R√
τ2|η|2 , (9.59)
leading to the full partition function
Z =
∑
m,n
1
|η|2 exp
[
ipiτ
p2L
2
− ipiτ¯ p
2
R
2
]
, (9.60)
where
pL = Rn+
w
R
, pR = Rn− w
R
. (9.61)
The partition function is now invariant for R → 1/R, after the relabelling of
sums. In general there will be an R-dependent factor outside the exponential
which is absorbed into the dilaton shift, but in the case of the torus there is no
shift due to the vanishing Euler characteristic. In our doubled calculation there
was also no R dependence in the partition function, but both the instanton and
oscillator pieces were separately independent of R. For higher genus we expect
both pieces of the doubled partition function to remain R independent, but for
the ordinary Boson the instanton part will give higher powers of R where as
the R-dependence of the oscillator part will remain the same (this contribution
effectively comes from the volume of the zero-mode but we have scaled it into
the target space metric). This R-dependence will give the dilaton shift which is
not present in the doubled formalism, as here perturbation theory is in terms of
a differently defined, T-duality invariant, dilaton [3]. Hull, however did find a
shift coming from a functional determinant in the quantisation process (Section
8.2.1) but it is unclear how this generalises to different loops. Although we have
used the example of a non-fibred circle it is hoped the doubled formalism and the
techniques of calculating the partition function used here will give more insight
when applied to non-trivial T-folds.
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Chapter 10
Conclusions and Further Work
In this dissertation we started by reviewing some aspects of M-theory. We also
reviewed how the D1-D3 system could be examined either from the D3-brane’s or
the D1-strings’ perspective, and how these pictures agree for large N . We then
saw how the M2-M5 system could be described similarly from both worldvolume
viewpoints: the self-dual string picture from the M5-brane point of view and Basu
and Harvey’s recent proposal in terms of a fuzzy funnel for the M2 brane picture.
We then showed how this Basu-Harvey picture could be generalised to M2-
branes ending on a calibrated intersection of M5-branes, a process which required
an effective linearised action for the coincident membranes as well as a hypothet-
ical supersymmetry variation. It was also detailed how a proper description of
the fuzzy three-sphere requires a projection on the allowed degrees of freedom, re-
sulting in the number of degrees of freedom scaling like N3/2, the result expected
from scattering calculations. We proceeded to demonstrate how the Basu-Harvey
picture of the M2-M5 system could be related to the fuzzy funnel picture of the
D1-D3 system via a reduction from the fuzzy three-sphere to the fuzzy two-sphere.
We began the second part of the dissertation by describing Hull’s doubled
formalism, where the number of fibre co-ordinates for a torus bundle are dou-
bled leading to a more geometric picture of how T-duality acts on the system.
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Hull demonstrated quantum equivalence to the standard formulation by gaug-
ing currents, here we have demonstrated quantum equivalence by calculating the
partition function using holomorphic factorisation techniques to apply the con-
straint.
There are numerous avenues of future research using the M2-M5 system to
investigate properties of the M2- or M5-brane theory. There has already been a
recent attempt to model a supersymmetric membrane theory with non-associative
fields [81]. This was motivated by analogies to the D2 supersymmetry algebra and
used a non-associative algebra and supersymmetry transform similar to ours, but
different. An obvious next step would be to try to establish a connection between
the two. The supersymmetry algebra of [81] did not close up to a contribution
that was taken to be some kind of novel gauge transform (again by analogy with
the D2-brane case). The nature of this transform could also be investigated.
In the dissertation we also discussed how the Nahm transform can relate the
fuzzy funnel solutions of the D1-string worldvolume theory to monopole solutions
on the D3-brane worldvolume via the Nahm equation (Section 3.5). A similar
transform should exist from solutions of the Basu-Harvey equation to more com-
plicated self-dual string style solitons on the five-brane. The transform would
need a formulation of the higher gauge theory of the two-form Bµν , possibly
involving gerbes [104].
The recent work of Bergshoeff, Gibbons and Townsend [105] describing open
M5-branes ending on M9-branes (M9-branes being the ‘end-of-the-universe’ branes
of [42]) leads to a natural generalisation of this work to fuzzy four-spheres. The
M5-branes open up in a fuzzy four sphere to give the M9. The existence of a
Yang-type monopole in the M9-brane as observed in [105] is consistent with the
appearance of a fuzzy four-sphere in the dual five-brane worldvolume descrip-
tion and hence the M5-brane theory could be investigated using a fuzzy sphere
description.
There are also plenty of possibilities for further work in the doubled formalism.
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We have considered the one-loop partition function for a single periodic direction
with constant radius, so there are generalisations to higher genus and fibre dimen-
sion, as well as to more complex geometry with non-trivial B-field. It would also
be interesting to see whether the partition function could be obtained without
picking a polarisation, which should then demonstrate its invariance under choice
of polarisation. More importantly, one could consider non-trivial T-folds without
a global choice of polarisation and calculate the partition function there.
The relation to M-theory and how the T-duality invariant dilaton of the dou-
bled formalism arises could also be investigated. While we found no dilaton shift,
Hull [3] did find one at one-loop that should be accounted for. In [2] it was
proposed how one might construct a U-duality invariant formulation of M-theory
torus compactifications, with the theory compactified on T 7 (for example) need-
ing to be reformulated on T 56. This could be investigated further and the form
of the constraint needed established.
This dissertation has been a small step towards understanding the interactions
of the fundamental branes of M-theory and a small step towards understanding
the nature of an important symmetry special to string theory. We hope this will
help us, and others, to take more steps (including those suggested in this section),
steps that will lead eventually to a full understanding of string and M-theory, and
what may lie beyond. What this is we do not know, but what is likely is that the
true nature of space and time is stranger than we do, or can, imagine now.
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Appendix A
Conventions
We use the following basis for the Spin(4) Γ matrices:
Γ i =
 0 σi
σ¯i 0
 , Γ 5 =
1 2×2 0
0 −1 2×2
 . (A.1)
where
σi = (−i~σPauli, 1 2×2), σ¯i = (i~σPauli, 1 2×2) , (A.2)
with ~σPauli being the standard Pauli sigma matrices:
σ1 =
0 1
1 0
 , σ2 =
0 −i
i 0
 , σ3 =
1 0
0 −1
 . (A.3)
Thus Γ 5 = Γ 1Γ 2Γ 3Γ 4 = 1
4!
ijklΓ
iΓ jΓ kΓ l.
We will also use the notation
Γ ij =
1
2
[Γ i, Γ j] (A.4)
and Γ ij...p for the generalisation to higher antisymmetrised products.
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Appendix B
Fuzzy Spheres
Since the fuzzy sphere was first defined in [106], fuzzy spheres of various di-
mensions have had many applications. The fuzzy sphere has appeared before
in membrane theory in [107] in connection with its quantisation. Fuzzy spheres
have been proposed as models of non-commutative space underlying the stringy
exclusion principle in [108, 109]. They have also found application in Matrix
Theory [85, 110], as well as Tiny Graviton Matrix Theory [111, 112]. The fuzzy
two-sphere has been used to describe polarised D0-branes polarised in a back-
ground field strength [55]. Of course they occur in the fuzzy funnel description
of branes ending on other branes as we have described; there are more recent
extensions of this work too, for example, curved backgrounds and fluctuating
funnels [113, 114, 115, 116]. Time-dependent collapsing fuzzy spheres have also
been studied [117]. Recently [118] commented on the inherent holography of
fuzzy spheres and a possible application to the cosmological constant problem.
B.1 Motivation and Desired Properties
When the fuzzy sphere was first defined [106] the motivation was to do away
with the concept of a point in spacetime. In quantum field theory ultraviolet
122
divergences appear when field oscillations are measures at a precise point in space
time. Various ways are sought around this problem. String theory uses strings
to replace point particles to remove such divergences. Loop quantum gravity
modifies the the structure of space-time so that the notion of a point is lost.
For the fuzzy sphere the microscopic structure of space-time is modified such
that at a significantly small length scale the co-ordinates of a point are non-
commuting operators [119]. One can no longer simultaneously diagonalise the
co-ordinates, so the particle’s exact position cannot be modified and hence the
idea of a point loses its meaning. However, this intrinsic fuzziness in the location
of a particle should not be observable on large length scales, and should not be
greater than the quantum uncertainty in a particle’s position.
The algebra of functions on a manifold defines its differential geometry: the
co-ordinates generate the algebra and the vector fields act as derivations. To
define the fuzzy sphere we would like to replace the classical algebra of functions
with a non-commuting version, losing the idea of localisation and well-defined
points. This algebra will be finite. A standard way of replacing the algebra with
a finite version to remove divergences is to use a lattice, but this is not the non-
commutative algebra we seek here. The fuzzy sphere should look like a classical
sphere at large length scales. In effect we truncate the infinite classical algebra
and introduce a non-commutative product that maintains the symmetry of the
sphere. The truncation can be made at different orders and as the dimension of
the truncation increases the approximation to the classical sphere gets better.
B.2 The Fuzzy Two-sphere
The equation of a sphere embedded in R3 is
δabx
axb = r2. (B.1)
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Any complex valued function on the sphere can be expanded as a polynomial in
the co-ordinates
f(xa) = fo + fax
a + fabx
axb + . . . (B.2)
and an approximation to the sphere can be found by truncating this expansion.
Trivially, we could keep only the constant term and the algebra of functions
would become C, the same as the algebra of functions of a point.
If we allow the linear coefficients to be non-zero then we have a four dimen-
sional vector space spanned by fo and the fa. We would like to make this into an
algebra. One possible manner of doing this gives a direct sum of four copies of C
- this would be the lattice approximation. Instead we make the choice
xa = κσa (B.3)
where σa are the Pauli matrices and κ a parameter which determines the minimum
length scale. This gives us the algebra of 2×2 matrices and the co-ordinates obey
[xa, xb] = 2iκabcx
c . (B.4)
To obey (B.1) we require r2 = 3κ2. We end up with a very poor approximation
to a sphere, only the north and south poles can be distinguished.
The next degree of approximation is to keep the quadratic terms in the ex-
pansion as well. This gives a 9-dimensional vector space, and this can be made
into the algebra of 3× 3 matrices by replacing the co-ordinates xa with matrices
xa = κJa, (B.5)
where Ja is a 3 dimensional representation of the SU(2) Lie algebra: [Ja, J b] =
2iabcJ
c and r2 = 8κ2.
More generally we can approximate the algebra of functions on the two-sphere
by MatN2(C) by replacing Ja with the N2 dimensional irreducible representation
of SU(2) and using the general relation r2 = (N22 − 1)κ2. Then (B.1) and (B.4)
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will still hold. As N2 becomes large κ ∼ r/N2, and so the scale of fuzziness is
small compared to the radius and more and more points can be distinguished.
Every element of MatN2(C) can be expanded in the matrix versions of the
co-ordinates using traceless symmetric tensors fa1a2...al as
f =
N2−1∑
l=0
1
l!
fa1a2...alx
a1xa2 . . . xal . (B.6)
Replacing the matrix co-ordinates with the original continuous sphere co-ordinates
gives a map from MatN2(C) to the algebra of functions on the two-sphere. This
is a very good approximation of an algebra morphism for large N2, for func-
tions whose expansion in polynomials is of degree significantly less than N2.
Bounded functions on the sphere are approximated by nearly-diagonal matrices,
those which commute to order κ.
As the co-ordinates do not commute we cannot define a position for a particle,
but in quantum mechanics the particle is defined by its state vector and its co-
ordinates are observables. For MatN(C) the state vectors, ψ, are vectors of CN
with ψ∗ψ = 1. These state vectors have 2N − 4 more degrees of freedom than
just position.
The equivalent of general co-ordinate transforms are changes of the co-ordinate
generators of the matrix algebra. Diffeomorphisms of the two-sphere are auto-
morphisms of its algebra of smooth functions, so we look for automorphisms of
MatN(C). Since MatN(C) is simple, these must be of the form f → f ′ = g−1fg
for a fixed g in MatN(C). Automorphisms corresponding to diffeomorphisms of
the two-sphere will respect the operation of complex conjugation. If we are to
have f ′∗ = f ∗′ then we need g∗ = g−1 so that g ∈ SU(N). General co-ordinate
transforms of the fuzzy sphere are given by xa′ = g−1xag on the matrix co-
ordinates for g ∈ SU(N). If g is not in SU(N) then the transform will take us
to a different differential or topological structure, for example the fuzzy torus,
whose algebra of functions can also be represented by MatN(C).
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B.3 Poisson and Nambu Brackets
As we have seen, the generators of the fuzzy two-sphere are taken to obey
[xa, xb] = 2iκabcx
c. This is like a quantised Poisson bracket, with the fuzziness
parameter κ playing the role of Planck’s constant. Indeed the classical two-sphere
obeys a classical version of this equation [111]. We use the standard embedding
of the two-sphere in R3
x1 = r sin θ cosφ,
x2 = r sin θ sinφ,
x3 = r cos θ. (B.7)
We then calculate the Poisson bracket
{x1, x2} = ∂θx1∂φx2 − ∂θx2∂φx1 = r2 sin θ cos θ = vrx3, (B.8)
where v = sin θ is the volume form on the unit two-sphere. More generally
{xa, xb} = abcvrxc, (B.9)
giving us a classical form of (B.4). Note that along with (B.1) we have equations
involving the co-ordinates and both invariant tensors of SO(3).
To examine higher dimensional spheres we introduce the Nambu p-bracket
{f1, f2, . . . , fp} = r1...rp
∂fr1
∂σ1
∂fr2
∂σ2
. . .
∂frp
∂σp
, (B.10)
where the fi are functions on a p-dimensional space parameterised by σ1, . . . , σp.
For p = 2 this is the Poisson bracket. Higher p-spheres obey a classical equation
{xi, xj, . . . , xp} = ij...pvrp−1xp, (B.11)
where v is the unit volume form of the p-sphere. When constructing higher fuzzy
spheres we need to satisfy a quantum version of this equation. As we will see this
is much simpler for higher even spheres than for odd ones.
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B.3.1 Dimensional Reduction of Nambu Brackets
As we would like to relate the Nahm equation (3.1) to the Basu-Harvey equation
(4.3) we must first, in Section 7.1, find how to embed the fuzzy two-sphere in the
fuzzy three-sphere. We would especially like to know what happens to the fuzzy
three-sphere equation (4.2) and how it is obeyed by the two-sphere. Since these
are quantum versions of the sphere Nambu bracket equations (B.11) we can look
at what happens when we embed a lower sphere in these classical Nambu bracket
equations. For simplicity we consider embedding a circle in a two-sphere.
We know that the co-ordinates (B.7) obey (B.8). Suppose we try to restrict
to a circle of constant x3. Then putting this value into the Poisson bracket will
cause it to vanish, as the derivatives will annihilate the constant. However the
remaining co-ordinate on the other side of the equation will not vanish in general
for co-ordinates restricted to the circle. So though the co-ordinates obey the two
sphere equation xaxa = r2, the Poisson bracket is not solved.
The correct procedure is to fix the value of the co-ordinate after acting with
the derivatives in the Poisson bracket. For example, fixing x3 is the same as fixing
θ. From (B.7) we should use the fact that
∂θx
1 =
cos θ
sin θ
x1,
∂θx
2 =
cos θ
sin θ
x2,
∂θx
3 = − sin θ
cos θ
x3 = −r sin θ (B.12)
and ∂φx
3 = 0 to rewrite the three Poisson bracket equations as
cos θ(x1∂φx
2 − x2∂φx1) = r sin2 θx3,
∂φx
2 = x1,
−∂φx1 = x2. (B.13)
The second and third equations are the one-dimensional Nambu bracket relation
∂φx
a = abx
b, where because of our choice of co-ordinates (B.7) 12 = −1. With
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these relations, once we have fixed x3 and thus θ, we can rewrite the first equation
of (B.13) as
(x1)2 + (x2)2 = sin2 θor
2 = r′2. (B.14)
This equation gives us the radius of the new sphere in terms of the old sphere.
In higher sphere cases, where r appears in the Nambu bracket equation, it is this
modified radius that should appear.
B.4 The Fuzzy Four-sphere
There are different ways to construct fuzzy spheres, and we will follow the group-
theoretical approach utilised in [85] (the fuzzy four-sphere was first discussed
in [120]). Here the fuzzy four sphere was first constructed using symmetric ten-
sor product representations. The basic equations that the fuzzy four-sphere co-
ordinates, Gˆ, must satisfy are of the form
GˆµGˆµ = R2 (B.15)
and
µνστρGˆ
µGˆνGˆσGˆτ = αGˆρ . (B.16)
The  equation can alternatively be expressed in terms of a quantum Nambu
bracket,
[Gˆµ, Gˆν , Gˆσ, Gˆτ ] = αµνστρGˆ
ρ . (B.17)
The quantum Nambu bracket is just a sum over the 4! signed permutations of
the entries
[A1, A2, A3, A4] = i1i2i3i4A
i1Ai2Ai3Ai4 . (B.18)
As with the fuzzy two-sphere a good place to start is what we will call n = 1,
the minimal non-trivial case. Putting Gˆµ = Γ µ (where Γ µ are the five 4× 4 Eu-
clidean gamma matrices, when necessary we will use the basis given in Appendix
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A) solves the fuzzy four-sphere equations with R = 2 and α = 4!. Here we are
approximating the algebra of functions on the sphere by Mat4(C).
The key step is to generalise this gamma matrix representation to higher N ,
and to this end we introduce the nth symmetric tensor representation of the
gamma matrices,
Gˆµ = (Γ µ⊗1⊗1⊗ . . .⊗1+1⊗Γ µ⊗1⊗ . . .⊗1+ . . .+1⊗ . . .⊗1⊗Γ µ)sym. (B.19)
The Γ µ act on the spinor representation V which has a basis ea, a = 1, . . . , 4, via
Γ µ(ea) = (Γ
µ)baeb. Thus the Gˆ
µ act on the n-fold tensor product of V ,
(
V ⊗N
)
sym
.
Basis states of this will be n-fold symmetrised products of the ea,
(ea1 ⊗ ea2 ⊗ · · · ⊗ ean)sym , (B.20)
and enumerating all such possible states gives the dimension of this basis,
N4 =
(n+ 1)(n+ 2)(n+ 3)
6
. (B.21)
Following the discussion of Section (B.2) the state vectors of the fuzzy four sphere
are vectors of CN4 and the Gˆµ are in MatN4(C). We will refer to objects of
the form (B.20) and their linear combinations as “states”, and we will refer to
elements of the algebra of functions on the fuzzy sphere, here MatN4(C), as
“operators”. We will often refer to both as being composed of n tensor factors.
We now check that the Gˆµ satisfy the fuzzy four-sphere equation (B.15). We
can write Gˆµ as Pn
∑
r ρr(Γ
µ)Pn where Pn is the symmetrisation operator and
ρr(A) = 1 ⊗ 1 ⊗ . . .⊗ A︸︷︷︸
rthfactor
⊗ . . .⊗ 1 (B.22)
with A acting on the rth tensor factor: for example
ρm(Γ
µ)(ei1 ⊗ ei2 ⊗· · ·⊗ eim ⊗ . . .⊗ ein) = (ei1 ⊗ ei2 ⊗· · ·⊗ (Γ µjmimejm)⊗ . . .⊗ ein) .
(B.23)
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Using this notation we can see GˆµGˆµ splits into two kinds of term
GˆµGˆµ =
∑
r,s
ρr(Γ
µ)ρs(Γ
µ)
=
∑
r
ρr(Γ
µΓ µ) +
∑
r 6=s
ρr(Γ
µ)ρs(Γ
µ) . (B.24)
Since Γ µΓ µ = 51 the first term is equal to 5n1 N4 . To evaluate the second equation
we must use Γ µ⊗Γ µ = 1. To deduce this requires showing that Γ µ⊗Γ µ tensored
with (n − 2) identities commutes with the generators of SO(5), which are given
by
Gˆµν =
[Gˆµ, Gˆν ]
2
=
∑
r
ρr(Γ
µν). (B.25)
Once this is established, Schur’s lemma tells us that Γ µ ⊗ Γ µ is proportional to
the identity. Acting on any basis state gives the constant of proportionality. The
number of distinct pairs of tensor factors upon which the two Γ µ’s can act is
given by n(n− 1). Putting all this together we get
R2 = 5n+ n(n− 1) = n(n+ 4). (B.26)
A slightly more complicated calculation using similar techniques establishes that
(B.16) is also satisfied, with α = 8(n+ 2).
Notice that this construction gives fuzzy four-spheres only for N = (n+1)(n+
2)(n+3)/6 with n a positive integer. [85] demonstrated that a spin representation
of SO(5) could not be constructed for N = 5 as the Gˆi would mix between
representations.
This construction is generalisable to higher fuzzy even spheres using the
Spin(2k+1) gamma matrices. In general R2 = n(n+2k). We could also use this
construction for the fuzzy two-sphere using
Σa = (σa⊗1⊗1⊗ . . .⊗1+1⊗σa⊗1⊗ . . .⊗1+ . . .+1⊗ . . .⊗1⊗σa)sym , (B.27)
where σa are the Pauli matrices. This has N = n+ 1. One could think of this as
a spin n/2 representation with the spin given by the eigenvalue of Σ3/2.
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B.5 The Fuzzy Three-sphere
The fuzzy three-sphere was first constructed in [86] and it was developed in
[87, 88]. We look for a fuzzy three-sphere embedded in the fuzzy four-sphere
by looking at how the symmetric tensor representations of Spin(5) decompose
into representations of Spin(4). As Spin(4) = SU(2) × SU(2), its irreducible
representations can be labelled by the pair of spins (jL, jR). Using the projectors
P± = 12(1 ± Γ 5) we can decompose the fundamental spinor representation of
Spin(5), V , into P+V and P−V . These are the (12 , 0) and (0,
1
2
) representations
of Spin(4) respectively. The symmetrised tensor representation V ⊗n can be de-
composed similarly into the direct sum of irreducible representations of Spin(4)
containing k factors of P+V tensored with (n− k) factors of P−V and then sym-
metrised. This can be seen from
(V ⊗n)sym = PnV ⊗n = Pn(P+ + P−)⊗nV ⊗n = Pn
∑
k
(P+
⊗kP−⊗n−k)symV ⊗n.
(B.28)
It can be easily checked that summing the dimensions of these SU(2) ⊗ SU(2)
representations reproduces the dimension of the n-fold symmetric tensor (given
in (B.21)).
The fact that Γ iP± = P∓Γ i tells us that the Gi are going to map between
different irreducible representations and the fuzzy three-sphere will require a re-
ducible sum of irreducible representations. Evaluation of the radius GiGi will
be different on each irreducible representation and will also depend on whether
adjacent irreducible representations (with k one less or greater) are included.
Obviously the sphere should have fixed radius, and requiring the Gi to act non-
trivially (they map an irreducible representation to an adjacent one) fixes which
irreducible representations are part of the fuzzy three-sphere: we restrict to those
with k = (n±1)
2
when n is odd. We call these R+ and R− and in terms of
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SU(2)× SU(2) they are given by
R = R+ +R− =
(
n+ 1
4
,
n− 1
4
)
⊕
(
n− 1
4
,
n+ 1
4
)
. (B.29)
The dimension can be found by enumerating the states or simply from the SU(2)
spins,
N = 2×
(
n− 1
2
+ 1
)(
n+ 1
2
+ 1
)
=
(n+ 1)(n+ 3)
2
. (B.30)
As for the fuzzy four-sphere this construction gives solutions only for certain
values of N .
B.5.1 Projectors for the Fuzzy Three-sphere
When calculating with Gi we should make sure we do not pass through states in
irreducible representations outside the fuzzy three-sphere. We do this by explic-
itly realising the restriction to the fuzzy three-sphere by introducing projectors
PR+ and PR− ontoR+ andR−. These can be constructed from n±12 tensor factors
of P+ and
n∓1
2
tensor factors of P−, for example
PR+ =
(
P
⊗n+1
2
+ ⊗ P⊗
n−1
2−
)
sym
. (B.31)
For the first non-trivial case, n = 3, the explicit form of PR+ is
PR+ = P+ ⊗ P+ ⊗ P− + P+ ⊗ P− ⊗ P+ + P− ⊗ P+ ⊗ P+ . (B.32)
We can write Gi in terms of the first four fuzzy four-sphere matrices, Gˆi, as
Gi = PR−GˆiPR+ +PR+GˆiPR− = PR−
∑
r
ρr(Γ
iP+)PR+ +PR+
∑
r
ρr(Γ
iP−)PR− .
(B.33)
This also shows thatGi contains a piece inHom(R+,R−) and a piece inHom(R−,R+).
Writing both the P± and PR± projectors is not necessary but is useful to avoid
errors on longer calculations. For example when the gamma matrix factor acts
on a P− factor in R+ it will map to state in
(
n+3
2
, n−3
2
)
and so will be projected
out by PR = PR+ + PR− .
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Since Γ 5P± = ±P±, acting with the fifth co-ordinate matrix of the fuzzy four-
sphere, G5, will count the difference between the number of P+ and P− factors.
Thus G5 gives +1 on R+ and −1 on R− (we write it as G5 with the index down as
it is different from the four fuzzy three-sphere co-ordinates). It can be expressed
in various ways:
G5 = PRGˆ5PR = PR
∑
r
ρr(Γ
5)PR = PR
∑
r
ρr(P+ − P−)PR = PR+ − PR− .
(B.34)
B.5.2 Calculating the Radius
We have chosen the irreducible representations so that the radius is fixed, and
we will calculate the radius but first we show a useful identity. For the fuzzy
four-sphere we had that
Γ µ ⊗ Γ µ = 1 ⊗ 1 , (B.35)
where both sides act on V ⊗ V . Because of the symmetrisation it follows that
(Γ µ ⊗ Γ µ) (P+ ⊗ P−) = Γ µP+⊗Γ µP− = P−⊗P+ = (1 ⊗ 1 ) (P+ ⊗ P−) . (B.36)
Then we can separate off the first four gamma matrices, labelled by i, j, . . . =
1, . . . , 4, to get
(
Γ i ⊗ Γ i) (P+ ⊗ P−) = (Γ µ ⊗ Γ µ) (P+ ⊗ P−)− (Γ 5 ⊗ Γ 5) (P+ ⊗ P−)
= 2 (1 ⊗ 1 ) (P+ ⊗ P−) . (B.37)
A similar calculation shows (Γ i ⊗ Γ i) (P± ⊗ P±) = 0. Alternatively, (B.37) can be
demonstrated by showing that Γ i⊗Γ i (tensored with (n−2) 1 ’s) commutes with
the generators of SO(4). Schur’s lemma then implies that it is proportional to the
identity in both irreducible representations, and each irreducible representation
has the same proportionality constant due to symmetry under exchanging + and
−. The constant can then be found by acting on any basis state.
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We can now proceed by calculating
GiGiPR+ = PR+
∑
r
ρr(Γ
iP−)PR−
∑
s
ρs(Γ
iP+)PR+
= PR+ρr(Γ iΓ i)PR+ + PR+
∑
r 6=s
ρr(Γ
iP−)ρs(Γ iP+)PR+ . (B.38)
In the first term there are n+1
2
factors on which the P+ could act. Similarly in
the second term there are
(
n+1
2
) (
n−1
2
)
possible choices of r and s. Using (B.37)
we get
GiGiPR+ = 4
(
n+ 1
2
)
PR+ + 2
(
n+ 1
2
)(
n− 1
2
)
PR+ = (n+ 1)(n+ 3)
2
PR+ .
(B.39)
The calculation is the same when GiGi acts on PR− , except that one just inter-
changes + and − on all projectors. Notice that the radius is the same as the
dimension N given in equation (B.30), that these coincide is unique to the fuzzy
three-sphere. This construction and calculation can be generalised to higher odd
spheres: for a fuzzy 2k − 1 sphere the radius† is given by
R2 =
(n+ 1)(n+ 2k − 1)
2
. (B.40)
B.5.3 The Nambu Bracket Equation
For the four sphere we found equation (B.4), which was the analogue of the SU(2)
algebra equation (B.16) obeyed by the fuzzy two-sphere. The four-sphere could be
expressed in terms of a quantum Nambu four-bracket and the two-sphere equation
contained a commutator, a quantum Nambu two-bracket. These equations are
quantum analogues of the classical Nambu bracket equation (B.10) obeyed by the
classical co-ordinates. As discussed in [111, 112] quantising odd Nambu brackets
is a much more difficult task. Even quantum Nambu brackets preserve many of
†In the literature the term ‘radius’ is often applied to the dimensionful number, r, which
appears in the scaled co-ordinates xi = rnG
i. Here we use radius to refer to that of the ‘bare’
fuzzy sphere.
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the properties of the original classical Nambu brackets, but an anti-symmetric
odd-bracket has fewer of the desired properties, for example the classical ‘trace’
property ∫
dpσ{f1, f2, . . . , fp} = 0 (B.41)
is obeyed in a quantised form by the even quantum Nambu four bracket
Tr[A1, A2, . . . , A2k] = 0 , (B.42)
but not for the odd brackets. This property is important for the existence of
conserved quantities.
As the n = 1 equations are solved by the Clifford algebra of the spin cover
of the sphere symmetry group we can look at the equivalent equation for the
Spin(4) gamma matrices. We have that [Γ i, Γ j, Γ k] = 3!ijklΓ
5Γ l, or in terms of
a four-bracket
ijkl[Γ
5, Γ i, Γ j, Γ k] = 3!4!Γ l . (B.43)
Γ 5 is not a generator of the Clifford algebra, but it necessarily appears here.
Recall that Γ 5 = Γ 1Γ 2Γ 3Γ 4 and it appears in the chirality projector.
Hence we look for a general form of (B.43) involving G5 which still appears
as a difference of projection operators for the n > 1 cases. The calculation is
quite long but we have repeated it here as it is prototypical of most fuzzy three-
sphere calculations. Also, when originally performed in [1] some terms were
missed leading to different large-n behaviour. After our discovery of this it was
corrected in later versions of the paper.
It turns out that it will be easier to exploit the symmetry of the epsilon if
we first calculate ijklG5G
iGjGkGl which can be shown to be proportional to the
identity by the same Schur’s lemma and +/− symmetry argument used earlier.
Acting on PR+ we have
ijklG5G
iGjGkGlPR+ = ijkl
n∑
r,s,t,u=1
ρr(Γ
iP−)ρs(Γ jP+)ρt(Γ kP−)ρu(Γ lP+)PR+ .
(B.44)
135
We separate into terms depending on which, if any, Gm’s act on the same tensor
factor. The anti-symmetry provided by the epsilon means that any terms with
two Gm’s acting individually on tensor factors of the same chirality will vanish,
as they would also have to be symmetric. To evaluate the remaining terms we
use
Γ iΓ jΓ k = ijklΓ
5Γ l, Γ iΓ j = −1
2
ijklΓ
5Γ kΓ l (B.45)
to eliminate the  from the remaining terms. We can then use (B.37) and the
similar relations ∑
i
(Γ i ⊗ Γ i)(P+ ⊗ P−)sym = 2(P− ⊗ P+)sym,∑
ij
(Γ ij ⊗ Γ ji)(P+ ⊗ P+)sym = 4(P+ ⊗ P+)sym,∑
ij
(Γ i ⊗ Γij ⊗ Γ j)(P− ⊗ P+ ⊗ P+)sym = −2(P+ ⊗ P+ ⊗ P−)sym,∑
ij
(Γ i ⊗ Γij ⊗ Γ j)(P− ⊗ P− ⊗ P+)sym = 2(P+ ⊗ P− ⊗ P−)sym (B.46)
to eliminate the remaining gamma matrices and all terms are proportional to the
identity. That just leaves us to enumerate the possible choices of which tensor
factors are acted upon for each term, and we see that in doing this calculation
we are just repeating the steps of evaluating GiGi:∑
r
ρr(P+)PR+ = (n+ 1)
2
PR+ ,∑
r 6=s
ρr(P−)ρs(P+)PR+ = (n+ 1)(n− 1)
4
PR+ ,∑
r 6=s
ρr(P+)ρs(P+)PR+ = (n+ 1)(n− 1)
4
PR+ ,∑
r 6=s 6=t
ρr(P−)ρs(P+)ρt(P+)PR+ = (n+ 1)(n− 1)
2
8
PR+ ,∑
r 6=s 6=t
ρr(P−)ρs(P−)ρt(P+)PR+ = (n+ 1)(n− 1)(n− 3)
8
PR+ .
(B.47)
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This finally allows us to evaluate the non trivial terms in (B.44)
ijkl
∑
r
ρr(Γ
iΓ jΓ kΓ lP+)PR+ = 12(n+ 1)PR+ ,
ijkl
∑
r 6=s
ρr(Γ
iΓ jΓ kP−)ρs(Γ lP+)PR+ = 3(n+ 1)(n− 1)PR+ ,
ijkl
∑
r 6=s
ρr(Γ
iP−)ρs(Γ jΓ kΓ lP+)PR+ = 3(n+ 1)(n− 1)PR+ ,
ijkl
∑
r 6=s
ρr(Γ
ijP+)ρs(Γ
klP+)PR+ = 2(n+ 1)(n− 1)PR+ ,
ijkl
∑
r 6=s 6=t
ρr(Γ
iP−)ρs(Γ jΓ kP−)ρt(Γ lP+)PR+
=
(n+ 1)(n− 1)(n− 3)
2
PR+ ,
ijkl
∑
r 6=s 6=t
ρr(Γ
iP−)ρs(Γ jP+)ρt(Γ kΓ lP+)]PR+
=
(n+ 1)(n− 1)(n− 1)
2
PR+ . (B.48)
Note the it was the terms in the final two lines that were originally missed. In the
first of these, for example, the anti-symmetry in k and i does not lead to vanishing
as the tensor factors are not symmetric due to the presence of an additional Γ j
multiplying one of them.
Summing up all the terms and repeating the identical calculation for PR− we
get
ijklG5G
iGjGkGl = (n+ 1)(n+ 2)(n+ 3)1 . (B.49)
To get the fuzzy three sphere equation we would now like to calculate ijklG5G
jGkGl.
From the index structure of the operator it must be of the form
ijklG5G
jGkGl = f(n)Gi + g(n)G5G
i. (B.50)
We then multiply both sides by Gi and use (B.49) and (B.39), which fix the
unknown functions of n to
f(n) = −2(n+ 2), g(n) = 0, (B.51)
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leading to the equation
Gi +
1
2(n+ 2)
ijklG5G
jGkGl = 0, (B.52)
which can be written with a four bracket as
Gi +
1
2(n+ 2)
ijkl
1
4!
[G5, G
j, Gk, Gl] = 0, (B.53)
giving us a realisation of a fuzzy version of the three-sphere equation involving
a quantum Nambu 4-bracket. Both this and (B.39) are invariant under SO(4)
rotations which act on the Gi as conjugation by unitary matrices belonging to
SU(N).
If the Gi are to be interpreted as the co-ordinates of the sphere, we can ask
what is the interpretation of G5. In [112] G5 keeps the interpretation as the fifth
co-ordinate on a fuzzy four-sphere, set as close to zero as the fuzzy algebra will
allow. It is sufficiently small that it vanishes in the large-n limit. This implies that
the fuzzy three-sphere constructed in this way is actually a finite band around
the equator of the four-sphere, and retains the topology of the four-sphere. In the
specific context of Tiny Graviton Matrix Theory it is given the interpretation of
a hidden eleventh dimension appearing in the quantisation of IIB string theory.
In contrast in [86] it plays the role of the tachyon for unstable D0-branes in a
background field strength.
B.6 Projection to Fuzzy Spherical Harmonics
via Young Diagram Basis
We have constructed finite algebras of matrices which reproduce the symmetries
of the four-sphere and three-sphere. However, if we recall the two sphere case, we
wish to reproduce the algebra of functions on the sphere as we take the large-n
limit. This algebra is given by the spherical harmonics, which can be represented
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by symmetric traceless tensors. We will now expand the fuzzy four-sphere algebra
in terms of a Young diagram basis, before describing the projection which leaves
only the fuzzy spherical harmonics. This was described in [87].
B.6.1 The Young Diagram Basis
To make a general operator on our n-fold symmetric tensor product space we
can act on the tensor-factors symmetrically with different products of gamma
matrices. Since Γ 1Γ 2Γ 3Γ 4Γ 5 = 1 , the maximum length of a product of gammas
is two. Therefore our operators are made up from single gamma factors, ρr(Γ
i),
and double gamma factors, ρr(Γ
ij). The operators will exactly correspond to
Young diagrams of SO(5), made up of boxes in two rows with lengths r1 ≥ r2.
For example the (r1, r2) = (4, 1) diagram is
Each box corresponds to an index on a gamma matrix and they are symmetric
across the rows and anti-symmetric down each column. Each column corresponds
to a ρr acting on a tensor factor, and the length of the column to how many gamma
matrices it contains. The above Young diagram corresponds to the operator∑
~s
ρs1(Γ
iΓ j)ρs2(Γ
k)ρs3(Γ
l)ρs4(Γ
m). (B.54)
The vector indices on the gamma matrices are contracted with a tensor of the
appropriate symmetry. This is forced as the gamma matrix products are anti-
symmetric and the symmetry across tensor factors ensures symmetrisation across
rows. Importantly these tensors must also be traceless; that is they must vanish
if any two indices are contracted together. This ensures we do not over-count
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diagrams with fewer boxes when enumerating the dimension of the space of in-
dependent operators. The dimension of space of traceless tensors corresponding
to a diagram can be calculated using the row lengths via a group theoretical for-
mula. For the fuzzy odd spheres this is given in the main text in equation (6.7) of
Section 6.1.1. Summing over both row lengths up to n we get that all operators
of this form span an
(n+ 1)2(n+ 2)2(n+ 3)2
3!2
(B.55)
dimensional space - exactly the dimension of MatN4(C). A more explicit calcu-
lation of this for the fuzzy three-sphere is done in Section 6.1.1
B.6.2 The Projection
The projection to spherical harmonics is simply a restriction to those diagrams
with r2 = 0; i.e. completely symmetric diagrams. We denote the space of these
operators by An(S4), but this space is not closed under multiplication. We can
project back into An(S4) after multiplication but this projection leads to non-
associativity. The projection and how the non-associativity arises in the more
complicated fuzzy-three sphere case is described in Sections 6.2 and 6.3. For the
fuzzy four-sphere this non-associativity disappears in the large-n limit without the
further projection, needed for fuzzy odd-spheres, which was described in Section
6.3.
For the fuzzy odd-spheres, this projection is needed, not only to get the correct
algebra of functions in the large-n limit, but also to restore commutativity in that
limit. This persistence of non-commutativity for the fuzzy odd-spheres is due to
the loss of symmetry between the different chirality factors. For example, in the
fuzzy four-sphere the commutator of two co-ordinates is given by
[Gˆµ, Gˆν ] =
∑
r
ρr(2Γ
µν) +
∑
r 6=s
ρr(Γ
[µ)ρs(Γ
ν]). (B.56)
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The second term vanishes because of the symmetry between the tensor factors.
The ‘physical’ co-ordinates on the fuzzy sphere xµ = r
n
Gˆµ are defined so that the
dimensionful parameter r gives the radius for large-n:
xµxµ = r2 +O
(
1
n
)
. (B.57)
Operators with l ρ’s acting on different tensor factors in general have eigenvalues
of order nl. Thus
[xµ, xµ] = O
(
1
n
)
, (B.58)
and at large-n commutativity is restored. However, for the fuzzy three-sphere the
same commutator gives
[Gi, Gj]PR± = 2
∑
r
ρr(Γ
ijP±)PR± +
∑
r 6=s
2ρr(Γ
[iP∓)ρs(Γ j]P±)PR± . (B.59)
As there is no symmetry between the different chirality tensor factors the second
term does not vanish and we have
[xµ, xµ] = r2 ×O(1). (B.60)
The non-commutativity persists in the large-n limit if we do not impose the
projection. By allowing only symmetric diagrams the projection removes the
second term of (B.59), which can be written in terms of diagrams with (r1, r2) =
(1, 1) in End(PR±) (equation (6.25)). It is the same lack of symmetry that leads
to the need for the extra projection of Section 6.3.
It is not obvious how to realise this projection as an operator. It can be done
by using the Casimirs of SO(5) (for the four-sphere). These will be functions of
r1 and r2 and this relation can be inverted to write r2 as an operator in terms
of the Casimirs. The projection will be to the kernel of this operator. A way of
realising the projected product would be to trace with the spherical harmonics
Y ∗r1,r2 for r2 = 0. The projected product is then given by
A •B =
∑
r1
Tr(ABY ∗r1,0)Yr1,0 . (B.61)
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