Abstract. This paper proposes two methods for determining suitable interchanges of lines/columns in case of average bandwidth reduction in sparse and symmetric matrices. First, a greedy heuristic inspired by the laws of physics (mechanics) to reduce the average bandwidth is proposed. The second method is an exact method that allows to estimate the potential of a row/column interchange to reduce the average bandwidth.
Introduction

The Matrix Bandwidth Reduction Problem
Reducing the bandwidth of sparse matrices is an important pre-process in solving large systems of linear equations. A proper reorganization can have a significant influence on the efficiency of a parallel implementation. The bandwidth of a matrix relates to non-zero elements position around the main diagonal and there are several ways of measuring it. The most frequently used bandwidth measure is the maximum of the absolute value of the difference between the row and column indices of nonzero elements, according to the relation bw = max |i − j|; a ij = 0, i = 1, n, j = 1, n
where a ij are elements of a square matrix A of size n.
There are two types of methods to reduce the bandwidth: exact and heuristic. For exact methods, the best known works are proposed by DelCorso and Manzini [4] and Caprara and Salazar [2] . One of the first and most used heuristic is that proposed by Cuthill and McKee [3] . Other methods that use metaheuristics are: Gibbs and Poole [5] , tabu search [10] , genetic algorithms [7] , particle swarm optimization [6] , variable neighborhood search [11] , ant colony optimization [12] etc. The number of heuristics algorithms proposed to solve the bandwidth reduction problem is very large and it is not easy to say which algorithm is best with respect to various problem characteristics (size, sparsity, nonzero value distribution, execution time, required memory, parallelization, etc.). Most of these approaches are based on a graph formulation. In [8] and [13] are proposed methods that does not use neither the graph formulation nor the rooted level structures but relies on applying successive transformations directly to the matrix. The bandwidth (bw) value does not provide enough information for a parallel implementation of systems equations solving. We refer here to the load balanced processor, which is a very important condition for an efficient parallelization [1] . In [8] [13] is defined a new indicator, called average bandwidth which is more useful in the parallelization previously. The average bandwidth (mbw) value is:
where m is the number of non-zero elements of the matrix A. There are several reasons for using average bandwidth (mbw): -minimizing the average bandwidth has the advantage of leading to a more uniform distribution of non-zero elements around the main diagonal; -mbw is more sensitive than the bw to the presence around the main diagonal of the so-called "holes", that are compact regions of zero values; -mbw is less sensitive to the presence of some isolated non-zero elements far from the main diagonal. A matrix which minimizes the average bandwidth will have most non-zero elements very close to the main diagonal and very few non-zero elements away from it. This is an advantage according to the paper [1] , as can see in Figure 1 b ). An example of the above is shown in Figure 1 . For the same matrix was used two algorithms CutHill-McKee for 1a) and the one proposed in [8] for 1b), first to reduce the bandwidth bw and the second to reduce the average bandwidth mbw. 
The permutation opportunity
The bandwidth and average bandwidth reductions consists of finding a permutation of rows and columns such that the resulting matrix has a smaller values for these. The first question that arises is if it possible to choose the most promising pair for interchange without making effectively interchange? This is not a new problem, most algorithms to reduce the bandwidth have the concern at a time finding the best permutations, or even one that ensures progress . Such concerns are described in detail in works such as [2] , [3] , [4] , [14] , [15] etc. These assessments mainly uses graph theory matrix transposition. The second question is: for a particular pair of lines/columns can be determined the opportunity of their interchange and what is the contribution (positive or negative) for average bandwidth The answer to both questions is YES and the methods are described in sections 2 and 3. Of course, this is effectively without the lines/columns interchange then be calculated from the new average bandwidth.
2 The proposed heuristic for selection of the most promising pairs
Physical model
The method which we propose was inspired by the laws of physics (mechanics). The reference is the Statics chapter, precisely "the moment of a force about a point. Moment of force is the tendency of a force to rotate an object. A moment of force is valued mathematically as the product of the force and the moment arm:
The moment arm is the perpendicular distance from the point of rotation, to the line of action of the force. The line of action of a force F expresses the geometry of how F is applied. The moment of force may be thought of as a measure of the tendency of the force to cause rotation about an imaginary axis through a point.
In our case we chose as a model a bar of length n, with support/rotation at a point called fulcrum. On this bar are put weights on both sides of the fulcrum point. Bar mass is considered equal to zero. Weights have equal masses which cause equal forces (gravitational forces). But the moments of forces are not equal, they are directly proportional to the distance weightpoint support (fulcrum). The next section will show that between these different values and reducing the average bandwidth there is a direct connection. Y point coordinates, which provides equilibrium balance is trivial to calculate and is not insisted on it now.
The analogy between the physical model and matrix
The basic idea is: a line matrix is to consider as a balance, the fulcrum is at lines junction with the main diagonal and non-zero values are weights (forces) on the arms of the same mass balance, with mass equal to 1. Weights are at different distances from the center (column index) of bar, which are equal to 1. On each line (bar) can be found n non-zero values (weights) at a distance between 1 and n-1 between them, integer values. Physically, great distance from the fulcrum involves a great moment of force and vice versa. As was mentioned in the previous section, between absolute value of the resulting moment and average bandwidth there is a direct correspondence, ie M largest for a line represents a significant contribution (balance) to the average bandwidth and vice versa. Balance is more stable if center of gravity is closer to the fulcrum. In term of matrix transposition this measn that the center of gravity must be closer or to coincide (ideal case) with line intersection with main diagonal. Consequently, the optimization in this respect would mean moving the fulcrum point toward the heavier. Because we can't move the diagonal, the solution is to move the line (up or down) which is equivalent to changing the point of intersection with the main diagonal. Because only a single line transfer is not allowed (mathematically would mean changing the system of equations), the only chance is to find another balance/line whose center of gravity to be the other side of the main diagonal in relation to the first balance/line. Interchanging the positions of the two balances/lines would improve the state of equilibrium of the entire system /matrix. That's actually a interchange of two lines and the effect would be a lower average bandwidth. The entire matrix is regarded as a system of balances (lines) mounted on a single axle (main diagonal). It is intuitive that a state of the system as close to general equilibrium has resulted in a lower value of the average bandwidth.
A simplified example can be seen in Figure 3 that represenst the initial state of the physical model. In this example i=4, j=8, k=13 (numbering line/columns is from 0 to n-1 for a matrix of size n=17) For an easy method understanding we introduce the following measures/indicators for lines of matrix: left moment of forces (M L), right moment of forces (M R), the resultant moment (M ), center of gravity for a line (CG), optimization 
where i is line index, j is column index, n is the matrix dimension and m is the number of non-zero values of line i. CGi interpretation: the value is the physical point of support (new fulcrum) for which this balance is in equilibrium. In terms of value mbw, if the line is translated to position CGi will have an optimization of mbw. The value CGi shows the optimal positioning of a line in relation to the main diagonal for a minimum contribution of this line to the mbw. In reality, we need a permutation lines and the effect on mbw also depends on the moving the line located at position CGi to position i, a matter discussed later. Because CGi values obtained are real numbers, in practice these values are recommended to be rounded to the nearest integer value. The relations for calculation MLi, MRi and M are:
The optimization interval OI i for line i is the interval located between i and CG i .
The sign of optimization is:
Remark: relation (8) is not necessary, because SOi is the sign of the value Mi obtained by relation (6) . Thus, for a permutation (i,j) to generate a reduction in mbw, conditions must be fulfilled:
-opposite signs for SOi and SOj
For a global picture of matrix, in terms of pairs that provide a larger decrease in the value of mbw, are preferred lines with highest values of M, in correlation by previous conditions. In Figure 4 are given forms of three matrices resulting from the matrix shown in Figure 3 , after performing three possible interchanges of lines / columns. As can be seen in Figure 3 , Figure 4 and Table 1 , there are good interchanges (e.g. (4, 13) , (4, 8) ) and is not optimal the interchange (8,4) in terms of average bandwidth mbw. In Figure 3 and 4 dots represent non-zero values for these three lines represented. In accordance to selection criteria and conditions set out above, pairs that provide the greatest decrease in mbw are: (4,13), (4, 8) and (1, 8) . Permutation (8.13) increases mbw and the unfavorable permutation is (8.16). For processing and analysis, a greedy approach was used. Sort have been 3 Qualitative and quantitative measurement of opportunity for interchange.
The proposed method determines the opportunity for interchange of two lines/columns to reduce mbw value. We also calculated how much increase/decrease mbw value and its new value after interchange. There is no needto lines/columns swap and then calculate the new mbw. In our method the computing effort is considerably less. For an easier understanding we will use the example presented in Figure 5 .
For the given matrix, we want to know how and how much is it affected the In general case of a matrix A, for two lines L i and L j (i < j) which can be interchanged, our algorithm follow the relation (9) to determine the contribution to the average bandwidth. S(k) is the contribution of a pair of corresponding matrix elements, ie elements which are interchanged A ik and A jk , where i and j are indices of the line and k is the index of the column.
S(k) value shows how many units contribute (positively or negatively) to the average bandwidth the swap of A ik and A jk elements. Positive values indicate an optimization and a negative value indicate a reduction in quality. Relation (10) shows the overall value for swap (i, j), ie for all columns of the two lines. The sign of ∆ indicator shows the quality of interchange (i, j): positive means GOOD and negative means BAD. Positive sign shows an optimization, ie a decrease in the average bandwidth, and the negative sign shows an increase in the average bandwidth. Null values show that the average bandwidth remains unchanged. Numerical value of ∆ shows the total 
where n is the matrix dimension. If you want to determine the new value of the average bandwidth after interchange can use relation (11) . Note that there is no need for a global computing of the average bandwidth with relation (2).
where m' denotes the number of non-zero elements of the matrix A, under the main diagonal. The m' is only m/2 from relation (2) because we work only under main diagonal in this case. The mbw 0 is the initial value for average bandwidth in case of matrix A. Some examples for the matrix shown in Figure 4 are presented in Table 2 . The dimension for matrix is 10, number of non-zero values is 11 (22/2) and the value of initial average bandwidth mbw 0 is 3.18. Note: The proposed approach also allows pre-computing bandwidth value bw, with much less computing effort than using relation (1) or similar to the relations (9, 10, 11) . Ultimately, it is a simply problem of min/max, in which are known line-column indexes of non-zero elements of where they go after the interchange. But this is not the subject of this paper. Table 3 contains some results (sorted descending) for matrix exemplified in Figure 5 .
These two approaches support the methods proposed in [8] and [13] , where the problem of reducing bandwidth and average bandwidth is through direct processing of the matrix, without using concepts from graph theory. In terms of complexity and calculation time, the approaches are simple and fast, especially if they are combined. The heuristic method, inspired from nature (law of physics) presented in section 2 provide only qualitative results after processing. A further analysis in terms of providing quantitative values is desirable. Combining these two methods is a good way to choose the pair/pairs that provide an optimum in reducing mbw. As a way of working, first, apply heuristic presented in paragraph 1 for finding the best pair in order to reduce mbw. Then, only for these pairs the exact method is applied and sorting them according to their effectiveness. Combining these two methods together with techniques like genetic, swarm and ACO it is the present and future concern for us in order to obtain an efficient algorithm for reducing average bandwidth. A parallelization of these methods is desirable to quickly obtain the global optimum in terms of the best permutations of rows /columns at a time.
