This paper further examines the supervised factor model (namely, CF-PC) introduced in Hillebrand et al (2009) . A uni…ed factor framework is noted which includes various existing factor models as special cases. Examples are principal component regression, partial least squares regression, principal covariate regression, and CF-PC. Within the CF-PC framework, we discuss how to estimate the "supervision matrix"of a supervised factor model. While it can be estimated by numerical optimization it is found that it is computationally too expensive. We discover a contraction mapping, which can estimate the supervision matrix at its …xed point, with a fraction of time. We also examine its …nite sample performance in a Monte Carlo simulation. Computation of latent factors may be further supervised via selection of targeted predictors. Finally, we compare the performance of supervised factor models and unsupervised ones in forecasting of U.S. CPI in ‡ation. The main empirical …nding of this paper is that with proper supervision, the predictability of factor models can be improved to a large extent. Second, among the supervised factor models, the CF-PC model best performs and is most stable. Third, partial least square regression model performs very well in some cases but is not stable over di¤erent subsamples considered. Fourth, supervision helps to reduce the number of factors and lags needed in modelling economic structure.
Introduction
Economists and government agents have long examined a large number of economic variables, which can be used as predictors to forecast the future values of economic variables, such as industrial production, in ‡ation, stock returns and so on. Forecasting in the presence of many predictors posts opportunities for economists, …nancial economists and other government agents. The attractiveness of doing so is that a much richer bulk of information than is conventionally extracted for time series forecasting. Also, robustness against structural instability, which plagues low dimensional forecasting, could also be achieved with the presence of additional information.
However, these opportunities come with the challenges as well. One notable challenge is that the availability of overwhelming information troubles economists the way to process the information to be relevant instruments. A large number of predictors makes infeasible the ordinary least square estimation of the individual e¤ect of each predictor. Fortunately, two directions can be marched to approach this challenge. The …rst one focus on variable selection. Variable selection refers to selecting variables that are most predictive for a given variable of interest. A lot of subset variable selection methods have been proposed in the literature, such as forward and backward selection, stepwise regression, see Miller (2002) . And recently the literature is overwhelmed by more sophisticated methods such as LASSO (Tibishirani 1996) , Least Angle Regression (Efron 2004 ), Elastic Net (Zou and Hastie 2005) and so on. All these methods relate to the way that the variables are ranked. The second direction assumes the existence of a few latent factors which are the true forces behind the variable of interest, and thus aims to combine the information available to form the latent factors. A large group of approaches fall into this category, such as Principal Component Regression, Partial Least Square Regression (de Jong 1993), CF-PC ), Principal Covariate Regression (de Jong 1992 , etc.. However, an interesting question is readily proposed but not yet being fully answered. Is it worthwhile to supervise the model through the target variable? Bai and Ng (2008) try to answer this question from the …rst direction described above. They report that after variable selection by either hard threshold or soft threshold method, principal component method performs much better, reducing the Relative Mean Squared Error (to AR(4)) to a large extent. Nevertheless, they do not take into account the e¤ect of supervision on latent factors on the performance of factor models. Note that Principal Component Regression only accounts for the variation of the regressors and uses factors that could best explain the variance of the original predictors. However, these factors are selected without employing any information available for the variable of interest.
Thus, we could conjecture that, once proper supervision is carried out on the computation of latent factors, we could improve our prediction of the variable of interest. This paper seeks to explore this question, by comparing the performance of factor models after supervision on both predictors and computation of latent factors.
The rest of the paper is organized as follows. Section 2 introduces the basic forecasting setup and preliminary material that is needed for the understanding of factor models. Section 3 presents the unsupervised factor model, Principal Component Regression Model. Section 4 examines the supervised factor models, CF-PC, Partial Least Square Regression and Principal Covariate Regression models. Section 6 looks into alternative ways of tackling forecasting with many predictors, variable selection methods. In Section 7, forecasting exercises are carried out to evaluate the performance of forecasting models considered. Section 7 concludes.
Framework: Linear Factor Model
Consider the linear regression model,
where y is a T 1 vector, and X is a T N matrix of explanatory variables. In case of N T , or when columns of X are highly correlated, the ordinary least square (OLS) estimation of the regression coe¢ cient is not feasible. For the purpose of forecasting, we consider the following factor model,
Here F is a T A factor matrix. (2) says that factor is linear in X. Each column of F is a factor, which is a linear combination of rows of X. R, of size N A, is the weight matrix attaching to X. U is the factor matrix for y, which is usually assumed to be the same as F . However, the estimation of U varies as we take di¤erent estimation approaches and it can be far di¤erent from F as in Partial Least Square method. P and Q are corresponding factor loading for X and y. B;
which is an N N matrix, is called "factor structure …lter" matrix. Note that the factor structure (3) contains that of Stock and Waston (2002a) and Bai (2003) as a special case, with B being the identity matrix. As it is formulated, (4) is a linear factor model due to the linearity in both the construction of F in (2) and the prediction equation (4).
In the case that the number of factors used in (4) is less than or equal to the number of observations, T , the the coe¢ cient Q can be estimated by OLS, with Q being estimated. We can then form the forecast asŷ
Factor models, such as PCR, PLS, PCovR and CF-PC all fall into the framework (2), (3) and (4), with di¤erent ways of specifying the weight matrix R; U and B. For example, as will be seen in later work, PCR takes B as the identity matrix, I, and then forms the weight matrix, R, to be the matrix of eigenvectors of X 0 X, with U being the same as F .
The choice of the weight matrix and number of factors are the focus of factor modelling. To choose the number of factors, the usual information criterion such as AIC or BIC can be used. In the empirical section (Section 7), we will look into this aspect in further details. Before that, we will focus on the choice of weight matrix in the next two sections. Section 3 will present a very popular factor model, Principal Component Regression (PCR) model, which has been extensively used in the …eld of economic forecasting as well as in other branches of social science, see Stock and Watson (2002a) , Bai and Ng (2008) for example. Flaws of PCR will be discussed and methods aiming to improve it will be presented in Section 4.
Remark:
Framework: F = XR; XB = F P 0 + E; y = U Q 0 + G PCR: R = P 0 ; B = I; Q 0 = ; U = F; G = u CFPC: R = P 0 ; Q 0 = ; U = F; G = u PCovR: R = P 0 ; B = I; Q 0 = ; U = F; G = u PLS: B = I; U = F B 0 ; where B 0 is a diagonal matrix speci…ed in the section 4.1.
Principal Component Regression Model
In this section we review how PCR can be used in forecasting. First we begin by using the eigenvalue decomposition, and then in the subsequent subsection we show the PCR in an alternative framework for the principal component analysis. The purpose of presenting these two alternative framework is that we will use the former to introduce a supervised factor model called CF-PC in Section 4.3 and we will use the latter to introduce another supervised factor model called PLS in Section 4.1.
Eigenvalue Decomposition for PCR
Note that …rst, PCR is when P 0 = R; B = I and U = F in the framework in Section 2. Stock and Watson (2002) considered forecasting one series with a large number of predictor, under the assumption that (X; y) admit a factor representation speci…ed as in (3) and (4). (4) speci…es the forecast equation while (3) gives the factor structure. Factor F is estimated using Principal
Components and then it is used to form the prediction for y.
Proposition 1. Let the N A (A T ) matrix R 1 be the …rst A eigenvectors corresponding to the largest A eigenvalues 1 = diag( 1 ; : : : ; A ) of X 0 X, . Then, (i) the PCR estimator of F iŝ
i.e., R is estimated by R 1 ; (ii) the OLS estimator of the factor loading for y in (4) is
and (iii) the PCR prediction of y isŷ
Remark: Note that XR 1 is called the …rst A principal component of X. Hence, the factors F is estimated by principal components of X. That is, PCR focuses on the principal component analysis (PCA) of the regressors X. For matrix decomposition used later for proof, we adopt the following convention: for a T N matrix C, it is decomposed in to two blocks C 1 and C 2 , with C 1 containing its …rst A columns c 1 ; : : : ; and c A and C 2 containing the rest. That is,
where Proof: The eigenvalue decomposition of X 0 X is
where = diag( 1 ; 2 ) is the eigenvalue matrix and R = [R 1 ; R 2 ] is the eigenvector matrix corresponding to . As R is orthonormal with R 0 R = I; Stock and Watson (2002) has shown that the true factors can be consistently estimated by the …rst A principal components of X. Therefore, we adopt thatF = XR 1 . WithÛ =F , the OLS estimator of the coe¢ cient Q, A 1 vector, is given aŝ
Therefore, PCR forecast is formed aŝ
NIPALS algorithm for PCA
Alternative to the eigenvalue decomposition, we can use the Nonlinear Iterative PArtial Least Square (NIPALS) algorithm developed by Wold (1966 Wold ( , 1975 to perform the principal component analysis, which decomposes matrix X of rank r as a sum of r matrices of rank 1 as
where the second line uses the fact that the rank 1 matrices M h can be written as outer products of two vectors, f h (score) and p 0 h (loading), and F = [f 1 ; f 2 ; : : : ; f A ], P 0 = [p 0 1 ; p 0 2 ; : : : ; p 0 A ]. NIPALS does not compute all the principal components F all at once. But it calculates f 1 and p 0 1 from X, then the outer product f 1 p 0 1 is substracted from X and the residual E 1 , is calculated. This residual is used to calculate t 2 and p 0 2 , and so on. Formally,
: : :
The NIPALS follows the steps for the computation of t h :
1. take a vector x J from X and call it f h :
6. compare f h in step 2 with that obtained in step 5. If they are the same, stop. Otherwise go to step 2.
The intuition behind the working of the nonlinear iterative algorithm for PCA goes as follows.
Note that the evolution of p 0 h and f h are described by (12) and (13). Substitute (13) into (12), we have
where C is a constant that accounts for the normalization in step 4. This is equivalent to
This is exactly the eigenvalue/eigenvector equation for X 0 X in PCA. It has been shown that on convergence, the NIPALS algorithm gives the same principal component as derived by eigenvalue decomposition. And the algorithm does converge in practice; in the case of non-convergence, see Geladi and Kowalski (1986) and Mardia et al (1980) for more detailed discussion.
The main criticism on PCR goes as follows. Note that in the choice of the weight matrix R, PCR impose only the factor structure for X. This is naive since it does not take into account the dependent variable of interest, y. That is, no matter what the objective is, PCR use the same …x combination of X to form the prediction equation, ignoring information provided in y. Therefore, a supervision on the choice of weight matrix and thus supervised factor models are called on to make more e¢ cient predictions. This issue is to be addressed in the next section.
Supervised Factor Models
In this section we consider three supervised factor models, the partial least square (PLS), principal covariate regression (PCovR) and the combining forecast-principal component (CFPC). The analysis here is based on the factor model setup in Section 2.
Partial Least Square Regression
Although originally proposed by H. Wold (1966) in the …eld of Econometrics, Partial Least Square Regression (PLSR) has rarely been used in Economics but rather popular in Chemometrics. Empirical results in Chemistry show that PLSR is a good alternative to Multiple Linear Regression and PCR methods due to its robustness, see Wold et al (1984) and Otto and Wegscheider (1985) for more details. The predictability of PLSR is of great interest since it also functions to supervise the factors computation process, thus raises the possibility that it can perform better than PCR.
There have been several algorithms designed for PLSR, among which NIPALS and SIMPLS are most notable ones. de Jong (1993) has shown that results obtained with NIPLAS and SIMPLS algorithm turn out to be the same for the univariate dependent variable case. Due to the di¤erence in the de ‡ation of information matrix, these two approach give slightly di¤erent results for the case of multivariate dependent variable. Here, we examine NIPALS algorithm for PLSR in the framework of factor models. Readers interested in SIMPLS should be directed to de Jong (1993).
Now, let's turn back to the regression problem (4). NIPALS algorithm could work for X and y separately to extract factors as in (10). That is,
Thus we can form an inner relationship between x-score, f , and y-score, u as
for each pair of components. OLS estimation can be used for (17) thus we could use (16) to form a prediction with x-scores, f , extracted with newly observed x.
However, note that the decomposition process in (16) still does not incorporate the valuable information of y when forming the x-scores. Thus we consider the modi…cation of the decomposition of X and y, using NIPALS, as follows, For the X block: (1) take u start = some y J (instead of some x J ); (2) normalize u: u = u= k u k;
For the y block: (6) q = f (instead of some y S ); (7) normalize q: q = q= k q k; (8) u 0 = y 0 q; (9) normalize u 0 : u 0 = u 0 = k u 0 k; (10) compare f in step 5 with that in the preceding iteration step. If they are equal (up to a tolerance level) then stop; otherwise go to step 2.
By exchanging scores in step 1 and 6, the above algorithm supervises the computation of the x-score thus should improve the predictability of PLSR over PCR. For the purpose of prediction, we can rewrite (16) as
and a mixed relation is available as
where B 0 =diag(b 1 ; : : : ; b A ).
However, there is still a problem with the use of the above prediction equation. Note that the xscore extracted in the h th iteration, f h , is a linear combination of E h 1 , instead of as a direct function of original data matrix X. 
That is, we have R = W (P 0 W ) 1 ; U = F B 0 for the linear factor model framework, while in (1) is estimated by b = RBQ 0 .
Note that in the special case of y = X, x-factors extracted by NIPALS gives exactly the principal components of X as one might have already conjectured. Thus in this case, NIPALS for PLSR is the same as NIPALS for PCA. See Geladi and Kowalski (1986) for excellent discussion for NIPALS algorithm and its adaptations for PCA and PLS.
Principal Covariate Regression
Principal Covariate Regression (PCovR) is a novel prediction method proposed by de Jong and Kiers (1992). "Covariate"was termed to stress that, apart from PCR, the components should vary with the dependent variable y. The attractiveness of PCovR features its combination of PCA on X and a regression on y by minimizing an appropriately de…ned least square loss function as follows,
where 1 and 2 are the (non-negative) weights attached to PCA on X and regression on y, respectively. That is, the choice of the factor weight matrix R depends not only on the PCA of X, but also on the regression equation (4).
Some special cases of PCovR needs to be pointed out here. For 1 = 0, the (20) emphasizes completely on …tting y. This would be the same as OLS estimation if number of factors used A, is equal to min(rank (X) ,rank (y)). Speci…cally, when dependent variable is univariate, the …rst component t 1 , can be chosen as the component being maximally correlated with y. And remaining components, which are irrelevant, are the principal components of the part of X that is orthogonal to y. Another extreme is when 2 = 0. In this case, (20) emphasizes completely on the principal component analysis on X or PCR as described in Section 3.
Note that the minimization of (20) is nonlinear in nature due to the product terms RP and RQ.
An algorithm for the estimation of the unknown parameters (R; P; Q) is given in de Jong (1993).
Or see Heij et al (2007) for an explicit SVD based algorithm.
Although supervision is incorporated in PCovR by allocating weight to the regression (4), there is no guidance regarding the optimal choice of the weight attached. Thus choice of 1 and 2 can only be done on rather arbitrary grounds. In practice, one might need consider a set of speci…cations for 1 and 2 , as did in Heij et al (2007) .
For prediction purpose, we propose an estimation of optimal weights by a grid searching algorithm, with the exploit of information available. Note that only the relative weights attached matter here. We consider a normalization of the weights by the norm of the data matrix, that is,
Therefore, we need to consider a choice of w instead of choices of 1 and 2 simultaneously. In practice, we could choose the value of w out of f10 6 ; 10 4 ; 0:1; 0:5; 0:9g that minimizes model selection criterion, such as BIC.
CF-PC
This subsection discusses another form of supervision on the choice of factors. This is a quite di¤erent method from those examined earlier in this section. Previous supervised models apply rather directly to the choice of factor which is a linear combination of original predictors. However, CF-PC, …rst apply the idea of Combining Forecast and then Principal Component, thus as it is termed. i.e., R is estimated by BL 1 ; (ii) the OLS estimator of the factor loading for y in (4) iŝ
and (iii) the PCR prediction of y iŝ
Proof: Consider a linear regression model for each i = 1; 2; : : : ; N ,
where b i is estimated by
Thus the prediction could be formed asŷ
To write ( 
where B = diag(b) = diag(b 1 : : : b 0 N ) is the diagonal matrix with b 1 ; b 2 : : : ; b N sitting on the diagonal. Parallel to (7), we could also have its eigenvalue decomposition ofŶ 0Ŷ as follows,
The Principal Component estimator of F is …rst A principal components ofŶ 0Ŷ , is therefore given asF =Ŷ L 1 = XBL 1 : Then consider the following regression,
The OLS estimation of the coe¢ cient B y , A 1 vector, in (26) is given aŝ
Therefore, a forecast can be formed aŝ
Remark 1: Notice that the CF factors, U , are linear combinations of the prediction matrixŶ , with combining weights being the eigenvectors of the covariance matrixŶ 0Ŷ . AlthoughŶ is obtained naively by stacking the prediction vectors from regression of y on the regressors one at a time, the supervision is otherwise carried out in the process.
Remark 2 (Comparison of PCR and CF-PC): Instead of using original predictors X to form principal components, CF-PC uses the predicted matrix of y,Ŷ . This is where supervision is incorporated. It is interesting to note that there are cases that PCR and CF-PC give the same prediction. Note that in case of N T and when X has full column rank, and each column of X is predictive for y (b i 6 = 0 for all i = 1; : : : ; N ), we could exhaust all principal components of X and those ofŶ . Thus we have, from (8),
And also
where the third line follows from the fact that B is also a full rank diagonal matrix. Thus, combining (6), (28), (29) and (30) givesŶ
Therefore, PCR and CF-PC are equivalent in this case.
Optimal Supervised Factor Model

Main Results
In this section, we show how we estimate the key parameter B of the CF-PC using the …xed point theorem. Note that the principal component analysis for CF-PC relies on the initial choice of B, given (24). The naive choice of b i via (21) is subject to omitted variable bias and model misspeci…cation. Thus, a better choice of b is called on to improve the predictability of CF-PC.
Note that, in the case that N T , a regression of y on X would givê
Xb A careful comparison between (24) and (31) one can …nd that
Thus, (31) and (32) combined with (28) one will get the new estimator for b as
Note that, we can otherwise iterate the process of CF-PC, with B new =diag(b new ) used for (24) till some convergence condition is met. Properties of this iterated process are based on the contraction mapping as presented in the following two propositions. We need the following assumption:
Assumption 1
1.1 The process fX t ; y t g is jointly stationary and ergodic.
1.2 All regressors are orthogonal to the error terms, that is, E [X t (y t X t )] = 0. (2003) are satis…ed for the factor structure (3) with B = diag ( ).
is an interior point of true parameter space 1.4 Assumptions A-F of Bai
1.5 jj E jj=jj XB jj ! 0 as N; T ! 1, where denotes the variance-covariance matrix of , and jj jj denote the Frobenius norm.
Proposition 3: Under Assumption 1, the true parameter is an asymptotic …xed point for f ( ) de…ned in (33), that is, f ( ) ! p ; as N; T ! 1:
Proof: Rewrite (3) as
where C = F P 0 , is the common component of XB. Note that C is estimated using principal component method asC
Therefore, we haveC
which leads to
where the second line follows from Theorem 3 of Bai (2003) thatC ! p C and that C 0 C=T ! p C , the third line follows from (34) and the last line applies Assumption 1.3.
Note that (35) is equivalent to
where N T is a sequence of small positive numbers such that N T ; N T ! 0 as N; T ! 1. N T and N T are introduced to guarantee the matrix inverse exists. To see (36), note that the last term on the left hand
Note that (36) is true for all values of . Therefore, it must be the case that
where Assumption 1.5 is used. Thus, we have
Remark 1: Note that the …xed point is in terms of probability, which is a stochastic extension from the deterministic …xed point theorem. In …nite sample, it is possible that f ( ) does not reach , di¤erent from theoretical results from topology and functional analysis. However, as sample size T and number of predictors N increase, the probability that f ( ) reaches tends to get closer to 1.
Remark 2: The importance of Proposition 3 lies in the fact that, in the process of …nding the true value, once b reaches through iteration (33), b new will be with very high probability as the sample size is large enough. Therefore, we have good reason to believe that, (33) could work as an iteration algorithm to …nd the value for . However, there is still a concern about the convergence of the iteration, which is dealt with in the subsequent proposition.
The following assumption is needed to state Proposition 4, Assumption 2:
2.1 Assumptions 1.1, 1.2, 1.3, and 1.5 are satis…ed 2.2 Assumptions A-F of Bai (2003) are satis…ed for the factor structure (3) with B = diag (b), for 8b 2 .
Proposition 4: Under Assumption 2, f ( ) de…ned in (33) is an asymptotic constant function, or we say that is an asymptotic vortex of f ( ) ; that is, for 8b 2 , we have
Proof: The proof follows from that of Proposition 4 by noting that with 8b 2 , B = diag (b), Assumption 1.4 is satis…ed. Therefore, (37) holds and (38) follows.
Remark: Note that the result of Proposition 4 is very encouraging for CF-PC. It states that with any starting value of b, with only one iteration one will approach the true parameter value , when N and T is large enough. However, the assumption 2.2 might be too strong since it places the factor structure assumption for XB, with B = diag (b), for all b 2 . Nevertheless, in practice, one can choose to use (33) to iterate till some stopping rule is met instead of run the CF-PC algorithm simply once.
Monte Carlo
In this section, we perform Monte Carlo simulation to examine …nite sample properties of f ( ) de…ned in (33). We adopt the DGP of Hillebrand et al (2009) . The data-generating process is as speci…ed in equations (3) and (4). We set T = 200 and N = 50 and consider r = 3 and r = 20 data-generating factors. Note that if r < N , estimating the correct number of components, k = r, as addressed in Bai and Ng (2002) , can still result in an advantage of CF-PC. We will explore this question further in this section.
Factors and persistence:
For each run in the simulation, we generate the r factors in F as independent AR(1) processes with zero mean and a normally distributed error with mean zero and variance one:
F t;i = F t 1;i + " t;i ; t = 2; : : : ; T; i = 1; : : : ; r:
We consider a grid of 19 di¤erent AR(1) coe¢ cients , equidistant between 0 and 0.90. We consider r = 3 and r = 20 data-generating factors and k 2 f1; 2; 3; 4g estimated factors.
Contemporaneous factor correlation:
Given a correlation coe¢ cient for adjacent regressors, the N r matrix R of factor loadings is obtained from the …rst r columns of an upper triangular matrix from a Cholesky decomposition of 2 6 6 6 6 6 4
We consider a grid of 19 di¤erent values for , equidistant between the points 0:998 and 0:998.
In this setup, the 10th value is very close to = 0. Then, the covariance matrix of the regressors is given by
where F = RR 0 and E = EE 0 E is given by the identity matrix in our simulations. The relation EF 0 F = I is due to the independence of the factors, but may be subject to large …nite sample errors, in particular for close to one, for well-known reasons.
Relation of X and y:
The r 1 parameter vector P is drawn randomly from a standard normal distribution for each run in the simulation. This allows P to randomly shu-e which factors are important for y.
Noise level:
We set E = G and let it range between 0.1 and 3 in steps of 0.1. We add the case of 0.01 that essentially corresponds to a deterministic factor model.
Monte Carlo runs:
For a given number r of data-generating factors, the simulation setup varies along the dimensions (19 points), k (4 points), (19 points), E = G (31 points). For every single scenario, we run 1000 simulations and calculate the SSEs of CI-PC and CF-PC, and the relative supervision s rel (X; y; k).
Then we take the Monte Carlo average of the SSEs or s rel (X; y; k) over the 1000 simulations.
Monte Carlo results:
We report the Monte Carlo results in …gure...(to be written)
Supervising Factor Models with Variable Selection
The previous section looks into Supervised Factor Model from the perspective of supervision on the formation of factors, for a given set of original predictors. Before that step, it is also popular to take into account the selection of variables. Boivin and Ng (2006) raise the concern of the quality of data when researchers are ambitious to employ all data available from large panels. Through their simulation and application examples, they show that factors extracted from a smaller set of variables are likely to perform no worse, and in many cases even better, in forecasting than those extracted from a lager set of series.
To forecast using a subset of variables when there are too much information is a hot topic and many methods have been developed to tackle the issue, see Miller (1994), Efron et al (2004), Zou and Hastie (2005) . Variable selection in forecasting in the presence of many predictors is not as simple as in AR model, where the lags have a natural order. Predictors are not in order thus we can not determine which variables should be included and which are not unless we could …nd ways to rank them. The principles used to rank the predictors can be generally divided into two categories:
hard thresholding and soft thresholding.
Hard Threshold Variable Selection
The method of hard thresholding is to use a statistical test to determine if a particular predictor is signi…cant in forecasting or not, without considering the e¤ect of other predictors. Bair et al (2006) also falls into this group although they term their model as Supervised Principal Component Model (SPCM). Supervision there is only done on the variable selection, but not directly on the factor selection process. In this paper, lags of y t are included as regressors with each individual X it to get the individual t-statistic, an indicator of the marginal predictor power of X it , as argued in Bai and Ng (2008) . It involves the following steps, 1. for each i = 1; :::; p, run the regression of y t+h on a constant, four lags of y t and X it . Let t i denote the t-statistic associated with the i-th predictor.
2. obtain the ranks of the t-statistics calculated in step 1 and select those which are larger than a threshold value at a given signi…cance level, . Denote those selected by T .
3. denote the set of predictors corresponding to T by X t .
Once the variables are selected by hard thresholding, we could use X t as the new predictors to do forecasting. Factor models can still be used even after variable selection. As the result of this paper shows, hard threshold variable selection plays a critical role in forecasting in the sense that it reduces the mean squared forecasting error quite a lot.
Soft Threshold Variable Selection
Hard threshold is very sensitive to the choice of critical value and it is highly likely to choose variables similar to each other. In this sense, important information might lose during the selection process. In contrast to the hard thresholding which uses a single index to separate quali…ed predictors from others, soft thresholding employs more ‡exible indices to select variables. There are several variable selection methods of this kind, see Tibishirani (1996) , Efron et al (2004) , and Zou and Hastie (2005) . This paper focuses on Least Angle Regression, or LARS, where S suggests its similarity to "Lasso" and "stagewise", of which LASSO is a special case.
LARS is introduced by Efron et al (2004) and has gained its popularity in forecasting literature due to its comparative advantages. First, it gives a rank of predictors in the presence of other predictors, which is unlike the case of hardthresholding. Second, it also avoids the so called group e¤ect of the predictors selected. Third, it is very fast and has the same order of computation complexity as OLS.
The concept of LARS proceeds roughly as follows. Like classical forward selection, we start with all coe¢ cients equal to zero and then …nd the predictor, say X j 1 , which is most correlated to the response y. However, instead of taking the largest step in the direction of X j 1 as in forward selection, we stop until some other predictor, say X j 2 , has as much correlation with the current residual. Instead of continuing along X j 1 , LARS proceeds in a direction equiangular between the two predictors until a third variable X j 3 makes its way into the "most correlated"set. LARS then proceeds equiangularly between X j 1 , X j 2 and X j 3 , that is, along the "least angle direction," until a fourth variable enters, and so on.
Readers interested in LARS should directed to Efron et al (2004) for detailed description of the algorithm and its satisfactory properties. This paper applies the LARS algorithm to …rst select 30 variables, as argued in Bai and Ng (2008) , from the 131 predictors. Then di¤erent forecasting methods are used to forecast the di¤erence of CPI series with the 30 variables selected.
Empirical Applications
This section compares the methods described in the previous sections. Variable of interest to forecast is the logarithm of PUNEW, i.e., CPI all items, using some or all of the 132 monthly time series 
and z t = 1200 (y t y t 1 ) 1200 (y t 1 y t 2 );
For h = 1; 3; 6; 12; 18; 24; 30 and 36, we form the factor-augmented forecast as, given information at time t,ŷ
Here, z t is the set of lagged variables andf t latent factors. The number of lags of z t andf t are determined by the BIC with the maximum number of lags set to six when the sample size permits, and is reduced to four otherwise. To simplify,f t denotes estimated factors used for forecasting from the …rst ten estimated factors. Although we are forecasting the change in in ‡ation, we will continue to refer to the forecasts as in ‡ation forecasts.
As parameter instability is salient in economic time series, we employ two ways to tackle this di¢ culty in evaluating di¤erent forecasting schemes. First, note that for each time period t, the predictors are selected and the forecasting equation is re-estimated after new factors are estimated.
We do not restrict the optimal predictors to be the same for every time period. Second, we consider 9 forecast subsamples: 1970:1-1979:12, 1980:1-1989:12, 1990:1-1999:12, 1970:1-1989:12, 1980:1-1989:12, 1970:1-1999:12, 1970:1-2003:12, 1980:1-2003:12, 1990:1-2003:12 
Supervision on Computation of Factors
One of the main objectives of this paper is to examine the e¤ect of supervision on the computation of latent factors. The main conclusion over this topic is summarized as below.
1. Although not reported in the table, the performance of AR (4) In a word, by comparing the RMSFE in each of the three panels from the tables, one can conclude that, the supervision on the computation of factors indeed can improve the predictability of the naive principal component in the framework of forecasting. And this improvement can be signi…cant in some cases as noted above.
Supervision on Predictors
Next, let's take a look at the e¤ects of variable selection on the predictability of factor models.
1. One notable observation from tables 1-8 is that, variable selection does not make much difference for CIPC, with RMSFE closely around 1 most of the cases. This …nding is consistent with that reported in Stock and Watson (2002 4. For PCovR, LARS variable selection makes it the best for several subsample when h = 1.
And for other cases, hard threshold works better as a variable selection procedure to improve the performance of PCovR.
E¤ects of "Double" Supervision
It would be interesting to see that the above two parts on supervision leads to the essence of this paper. The RMSFE reported for factor models after supervision on the computation of factors and also the selection of variable are generally lower than 1, as can be seen in the last two panels of tables 1-8. Exception to this conclusion is for PLS with short forecasting horizon. And most of the cases, the reduction of MSFE relative to CIPC is apparently noticeable. After variable selection, CF-PC reports RMSFE as low as 40% in a lot of cases. And PCovR can even reduce RMSFE to be as low as 18.7%. These salient …ndings a¢ rm the conjecture raised at the beginning of this papersupervision on both predictors and formation of latent factors should be carried out in forecasting practice.
Supervision and Forecasting Horizon
Figures 1-5 plot RMSFE over forecasting horizon for each subsample and supervision on variable selections. One salient feature of these …gures is that the lines collecting the reported RMSFE are generally negatively sloped for supervised factor models. That is, the superiority of supervised factor models is getting more and more signi…cant as the forecasting horizon increases.
On the other hand, the unsupervised factor model, CIPC as termed in the results, predicts up and down over the horizons, with no much di¤erence in predictability over forecasting horizon. As the target variable is de…ned in (39), it can be shown that it is a telescoping sum of the growth of CPI, which would be easier to forecast when forecasting horizon is longer. Supervised factor models are able to capture this feature in the data while CIPC fails to do so. Neither are AR (4) or AR models with number of lags selected by BIC. This can be seen from the MSFE for these models, which are generally increasing over the forecasting horizon.
Supervision and Number of Factors
Another important …nding of this paper is that, for supervised factor models, the number of factors selected by BIC is less than that of CIPC. This …nding also favors the previous result that, with supervision, factor models tend to form better latent variables and thus need less indices to describe "the state of the economy", as termed in Heij et al (2007) . They report the result for PCovR and this paper validates their conclusion for PLS and CF-PC. Number of factors selected for each subsample are available at the authors'website.
Conclusion
This paper compares the forecasting performance of factor models in the presence of a large number of regressors. The …ndings suggest that, in practice, it is worthwhile to supervise the regressors and the computation of factors. Among the supervised factor models, CF-PC stands out for its superb predictability. The superiority of CF-PC over other factor models also reveals the power of forecast combination. 
