Drawing on insights from Shannon's (1948) seminal paper on Information Theory, we propose that all measures of segregation and inequality are united within a single conceptual framework. We argue that segregation is fundamentally analogous to the loss of information from an aggregation process. Integration is information loss and segregation is information retention. Specifying the exact theoretical and mathematical relationship between inequality and segregation measures is useful for several reasons. It highlights the common mathematical structure shared by many different segregation measures, and it suggests certain useful variants of these measures that have not been recognized previously. We develop several new measures, including a Gini Segregation Index (GS) for continuous variables and Income Dissimilarity (ID), a version of the Index of Dissimilarity suitable for measuring economic segregation. We also show that segregation measures can easily be adapted to handle persons of mixed race, and describe the Non-Exclusive Index of Dissimilarity (NED) and the Non-Exclusive Entropy Index of Segregation (NEH). We also develop a correction for structural constraints on the value of segregation measures, comparable to capacity constraints in a communications channel, that prevent them reaching their theoretical maximum or minimum value.
Introduction
Shannon's landmark paper, "The Mathematical Theory of Communication" (1948) , examined the problems of transmitting information over limited and potentially noisy channels. The paper, which has been cited over 20,000 times, launched the field of Information Theory and is considered foundational in several disciplines, including communications, digital computing, and cryptography. Previous work in the measurement of segregation has drawn on information theory measures and concepts, but only to a limited extent. We propose a much more direct and fundamental connection between segregation and information theory, one that unites measures of segregation and inequality in a single framework. Specifically, we argue that the question of segregation is analogous to the problem of communicating information over a noisy channel.
We propose an Information Theory of Segregation that defines segregation in terms of the ratio of inequality among individuals to inequality between groups of individuals, e.g. neighborhoods. We state four specific propositions concerning inequality and segregation measures that follow from this approach, and discuss the implications of these propositions. As result of the application of information theory to the question of segregation, we are able to develop several important results. First, all inequality measures can be used to form segregation measures. Second, most commonly used segregation measures can be expressed as the ratio of two inequality measures.
-3 -sender could have sent. Communication is only a problem if the receiver is uncertain about what message the source intends. The more potential messages, i.e. the greater the information content of the source, the greater the uncertainty about the intended message.
Therefore, the information content of the source is at a minimum if there is only one possible message, and increases as the number of possible messages and therefore the uncertainty about any specific message increases.
All of this may seem far removed from the issues of inequality and segregation, yet we argue that this perspective is directly applicable. We conceptualize the source as information about a population of individuals, specifically the values of a particular variable that characterizes the individuals. The information content of the source is the variation between individuals. If individuals are identical, then choosing an individual at random will produce the same message every time. In Shannon's terms, the information of the source is zero because there is no uncertainty about the message. If there is a great deal of variation among the individuals, then there are many possible messages that can be produced (many different "states of the system") and the information value of the source is high.
The communication process is analogous to the sorting into groups. For example, the groups can be a two-dimensional grid of neighborhoods. The message received is contained in a set of values, one for each group, which characterizes the individuals in the group. Usually, but not necessarily, that value is the mean of the variable for the individuals in that group. The message also contains the number of individuals in each group. After the sorting takes place, the information content of the message received depends on the resulting distribution of neighborhood values of the outcome variable. If -4 -all the groups have the same mean, the sorting process destroyed all of the information about the underlying distribution of the variable at the level of individuals. In certain circumstances, all of the information about the underlying distribution might be preserved.
Imagine a Martian attempting to learn about income inequality in a certain city.
The Martian goes to the Census Bureau, which gives him a vector of mean incomes for census tracts and the populations of those tracts but no information on individuals. If all the neighborhood means are identical, the Martian can say nothing about the underlying distribution of income. However, if each person lives in a neighborhood with persons of identical income, then all the information from the original income distribution was preserved, including the total number of individuals at each income level. The former situation represents a state of integration, the latter represents extreme segregation.
1
The Information Theory of Segregation, therefore, holds that segregation and inequality have a very specific relationship. Inequality is information about variation in an outcome of interest. Segregation is the degree of preservation of that information after a grouping process. Integration is the destruction of information about inequality by grouping. Segregation should therefore be measured by comparing the information about inequality available in the group summary data to the information about inequality in the individual-level data. Information may be measured in many different ways, but the same measure of inequality should be applied to the group-level data as to the individual-level data, so that the degree of "equivocation" in the signal is due to the grouping process and not differences in weighting or measurement.
1 The argument also applies to binary variables, as will be demonstrated below.
-5 -Although there are specific mathematical relationships implied by this perspective on segregation, as discussed in detail below, the point is entirely conceptual. The Information Theory of Segregation should be adopted if the perspective it offers proves compelling and useful. We argue that an information theory perspective on segregation clarifies the relationships between many measures of inequality and measures of segregation and that it solves problems in the measurement of segregation, such as how to handle multi-racial individuals or how to apply several traditional segregation measures to continuous variables.
Notation and Assumptions
For the purpose of illustration and to set notation, we assume a finite population composed of N individuals. They could be people or households or corporations or trees in the forest, but for the purpose of this analysis we assume they are indivisible. The individuals have a characteristic of interest, which is the value of a variable Y i , where i indexes individuals from 1 to N. If two subscripts are needed, we use h and i to index individuals. Each individual is a member of a group of some kind, and there are j = 1 to M mutually exclusive and collectively exhaustive groups. If two subscripts are needed, we use j and k to index the groups. The population sizes of the groups may be equal or uneven, but in any case they are denoted by n j or n k . Empty groups are not allowed, and at least one group must have more than one individual, implying that M<N. By construction, the sum of n j equals N. The groups are typically spatial units, such as neighborhoods, but the grouping can be any clearly defined categorization, such as social class, caste, or occupations.
-6 -In some cases, the outcome variable Y is continuous, such as income. The overall mean of Y is denoted μ and the mean for group j is μ j . In other cases, the variable is binary, such as gender or a binary race variable such as black/non-black. For a dichotomous variable, the overall mean is P and the group mean is p j . For nominal variables with more than two categories, such as a race or religion, we index the categories with r ranging from 1 to R, and p rj is proportion of category r in group j. is based on the mean difference between individuals in the population. These measures differ mainly in how they weight deviations from the central tendency (Firebaugh, 1999: 1608).
-7 - (Duncan and Duncan, 1955; Frankel and Volij, 2007; Hutchens, 2001; James and Taeuber, 1985; Massey and Denton, 1988; White, 1986; Winship, 1977) . Many have been extended to the polytomous case (James, 1986; Morgan, 1975; Reardon and Firebaugh, 2002; Sakoda, 1981) . A smaller set of measures and procedures have been used to measure segregation when the characteristic Y is continuous, such as household income (Hardman and Ioanides, 2004; Ioannides, 2004; Jargowsky, 1996; Massey and Eggers, 1990 segregation is a form of inequality: "segregation assesses inequality in the distribution of people across groups." We go beyond the notion that segregation is related to inequality among groups to defining segregation as the retention of information about inequality when comparing the group information to the individual-level information.
Several authors have noted parallels and borrowed techniques from inequality research to study segregation, notably Hutchens (2001 Hutchens ( , 2004 , James and Taeuber (1985) , and Reardon and Firebaugh (2002) . However, to our knowledge, prior researchers did not articulate a fundamental relationship between these two concepts. Several propositions follow from thinking about segregation as the transmission of information about inequality over, or through, a grouping process. The first three propositions are closely related and concern the relationship between measures of inequality and measures of segregation. The fourth proposition concerns capacity constraints on the grouping process that render the theoretical maximum and minimum value of segregation unattainable. We attempt to demonstrate these propositions by showing how they apply -9 -to several commonly used measures of segregation and inequality. Several new measures and relationships among existing measures are demonstrated.
Implications of an Information Theory Approach to Segregation
In this section, we briefly outline four propositions that follow from adopting an Information Theory approach to the conceptualization and measurement of segregation.
In the following sections, we provide support for the propositions and illustrate their implications by examining common measures of inequality and segregation and showing their interrelationships.
Proposition 1
For any inequality measure Φ, there is a corresponding segregation measure 
Discussion and Examples
Another way of stating the inequality ratio property is that the degree of segregation is measured by the ratio of information from the grouped data, given by zero. We assume only that the amount of information at the individual level is greater than zero. If there is no variation at the individual level, then there is no inequality and the question of segregation is meaningless.
-12 -We illustrate Proposition 1 by discussing the correlation ratio and the application of the Gini Index to the measurement of income segregation. In both cases, the segregation measure is formed by a ratio of corresponding group and individual inequality measures. We then illustrate Proposition 2 by showing that several common segregation measures -the Index of Dissimilarity and the Entropy Index --are also effectively ratios of underlying inequality measures, a fact not previously recognized.
Variance Ratio Measures
The correlation ratio, also referred to as eta 2 or the variance ratio, has been used as a measure of segregation for both dichotomous and continuous variables (Bell, 1954; Farley, 1977; Schnare, 1980; Zoloth, 1976) . Reardon and Firebaugh (2002) develop a version for multiple groups. If the j groups are census tracts, the correlation ratio "may be thought of as a one-way analysis of variance model in which the overall variance…is divided into within census tract and between census tract variances" (Farley, 1977: 503) .
In an application to economic segregation, Jargowsky (1996) proposed the Neighborhood Sorting Index (NSI) as a measure of economic segregation. Individuals in this case are households and the groups are neighborhoods proxied by census tracts. The square of the NSI is the ratio of the between-neighborhood variance in household income to the overall variance of the income distribution:
-13 -However, another way to look at this measure is simply the ratio of the variance of the j distribution to the variance of the i distribution. 3 The denominator is clearly an inequality measure, whereas the numerator is a measure of the inequality of the grouped data,
weighted by tract population. The denominator can also be considered to be weighted, with each individual having a weight of 1/N (Firebaugh, 1999 (Firebaugh, : 1607 . Thus, the NSI and similar segregation measures are consistent with Proposition 1, because they are formed by a measure of inequality at the group level to the same measure of inequality at the individual level.
The Gini Segregation Coefficient (GS)
The Gini coefficient is perhaps the best known measure of inequality (Gini, 1912 (Gini, , 1921 . Gini coefficients are routinely computed for all nations in the world that collect adequate data (Milanovic, 2002) . Several authors have employed the Gini as a measure of segregation, but its use has been limited to dichotomous groups (Silber, 1989; James and Tauber, 1985; Massey and Denton, 1988) . Reardon and Firebaugh (2002) The Gini index can be computed by a number of different formulas and procedures (Pyatt, 1976; Silber, 1989; Yao, 1999) . For our purposes, we employ the mean difference formulation (Gini 1912 (Gini , 1921 ) of the Gini coefficient:
-14 -
The Gini measure can just as easily be applied to the smaller set of values comprising the group or neighborhood means:
where j and k both index groups. Kim and Jargowsky (2005) develop this index geometrically and show that the grouped (i.e. neighborhood-level) Gini Index is always less than or equal to the Gini computed from the individual level.
The group-level Gini Index has been used to measure the spatial distribution of health care providers (Brown, 1994; Schwartz et al., 1980) . As an example, let Y be income and consider a city with 100 neighborhoods and 200 persons, 100 of whom have an income of $9,999 and the remaining 100 of whom have incomes of $10,001. Clearly, there is little inequality. There is complete neighborhood equality if each neighborhood pairs a "rich" and "poor" person. There is complete segregation if each neighborhood contains only one income level or the other.
In both, however, the group level Gini will still report a value close to zero because the -15 -neighborhoods are quite similar despite the complete segregation of the rich from the poor.
The important point is that Gini, canceling the common terms:
We call this the Gini Segregation Index (GS). Returning to the example of the previous paragraph, G  produces zero when the rich and poor are paired and one if they are completely segregated.
As a check on the logic of Equation 6, we simplify the Gini Segregation Index as we have developed it to the binary case to see if it is consistent with the Gini in use in racial segregation studies. Let Y i be an indicator variable equal to 1 for black and 0 for white. The mean of binary variable Y becomes P, the percent black, and the mean of Y in -16 -neighborhood j becomes p j , the percent black in neighborhood j. Then, the special case of the Gini Segregation Index for binary variables is:
This is a standard formula for the Gini Index of Segregation in the binary case (James and Taeuber, 1985; White, 1986) . 4 Thus, the Gini that has been applied to racial segregation is a properly formed segregation measure according to Proposition 1.
The procedure for deriving the binary version of the Gini Segregation measure involved dividing by the maximum possible value of Gini (Jahn et al., 1947) to scale the measure to a maximum value of one. The maximum value for Gini was fairly clear in the binary case, but harder to intuit in the case of a continuous variable. The Information Theory of Segregation, however, clarifies the correct denominator. Thus, there is no reason that the use of Gini as a segregation statistic needs to be limited to dichotomous variables. Kim and Jargowsky (2005) show an application of the Gini Segregation Index for the continuous variable income and compare it to the Neighborhood Sorting Index.
It is not enough, however, to show that some segregation measures can be formed as the ratio of an inequality measure applied at the individual and group levels. Rather, to demonstrate that the information theory perspective on segregation is correct and useful, we have to argue that this structure is common to all or at least most commonly accepted measures of segregation. We turn now to two existing measures -the Index of 
In other words, the common Index of Dissimilarity is both a measure of segregation of the characteristic race across neighborhoods and a measure of neighborhood inequality of mean racial composition because individual inequality in race is equal to one. 
In most racial applications in the U.S., there are probably too few persons categorized as multiracial for this refinement to matter. However, explicit acknowledgement of mixed-race individuals is becoming more common over time, and the new measure could prove useful in studying ethnic and racial segregation in the presence of mixed marriages. The NED could also be applied in contexts other than race and ethnicity. For example, if one were examining the segregation of persons who possessed two genetic markers, many individuals may have both genetic markers.
In the introduction, we discussed a Martian attempting to learn about income inequality in a city. The Martian is given the population of the neighborhoods and the mean income of each neighborhood. We argued that if economic segregation were zero, -20 -all the neighborhoods means would be the same and the Martian would have no information about the underlying distribution of income. In other words, all the information at the individual level was destroyed by the grouping process. The argument seems to break down in the case of a binary variable. 6 Imagine a city comprised of threefourths whites and one-fourth blacks. Further, assume perfect racial integration, so the every neighborhood is one-fourth black. It seems that if the Martian knows the neighborhood racial proportions and the population of each neighborhood, he knows everything about the individual distribution of race.
That conclusion rests on an assumption: that each person belongs to one and only one racial group. The Martian, unfamiliar with one-drop rule and other Earthly conventions about race, will not assume that everyone has to be either white or black. If every neighborhood is one fourth black, the Martian will not know whether every neighborhood is composed of 75 percent white persons and 25 percent black persons or, alternatively, composed of 100 percent of persons who are three-fourths white and onefourth black. In the former case, segregation at the individual level is total; in the latter, there is an even distribution of white and black across individuals in the population. Just as in the income inequality case, if all neighborhoods have the same percent black, all the information about individual level racial inequality has been destroyed. We are not used to thinking about race in this way, but an increasing recognition of mixed-race individuals in our culture and in our data may require that researchers adopt a more nuanced perspective in future research. 6 We are grateful to an anonymous reviewer for raising this point.
-21 - 
in which T is the total income in the system, and the identity T=Nμ is used to simplify the equation. The Income Dissimilarity Index at the neighborhood level is:
The resulting figure indicates the proportion of dollars that would have to switch neighborhoods to achieve equal mean incomes across neighborhoods. As in the case of the neighborhood-level Gini, however, this version of D is not a pure measure of segregation. The maximum value it can achieve is based on the underlying inequality of the income distribution. We start with an income distribution in which each individual has a fixed income. You can transfer money from one neighborhood to another by swapping a richer person for a poorer one. The most segregated pattern that can be -22 -achieved is limited by the inequality at the individual level, so that if one person has all the money and lives alone, we achieve a near total segregation of people and money. If everyone has nearly identical incomes, even the most segregated arrangement of people still results in a fairly even distribution of people and money across neighborhoods.
The creation of a measure of economic segregation based on the Index of Income Dissimilarity is achieved as usual by dividing the group-level inequality by the corresponding individual-level inequality:
The formula is identical the NED above, but the meaning of Y i is different. In the nonexclusive case, Y i varies between zero and one, whereas for ID, Y i is the continuous variable income. The meanings of μ and μ j vary accordingly. ID looks very similar to the square of the Neighborhood Sorting Index (Jargowsky, 1996) :
However, in the absence of individual-level data, the ID measure is likely to be less sensitive to assumptions that have to be made about the distribution of incomes in the highest income bracket to estimate the parameters of the individual income distribution (Jargowsky, 1996) .
-23 -
The Entropy Index of Segregation (H) Shannon (1948) borrowed the entropy score from thermodynamics, and applied it as a measure of the information content or diversity of a source. Theil and Finezza (1971; see also Theil, 1972 ) adapted entropy to the measure of segregation in school systems, defining the Entropy Index as the weighted average difference between the entropy of schools to the overall entropy of the school system divided by the overall entropy. The measure has been described, again in the education context, as "a measure of how diverse individual schools are, on average, compared with the diversity of their metropolitan area school enrollment as a whole" (Reardon et al., 2000: 353) . Given the prevalence and desirable properties of this measure, an important test of the Information Theory of Segregation is whether H satisfies the Inequality Ratio property, as required by Proposition 2.
The most common application of H is distinct racial groups, with the number of groups given by r = 1 to R. Diversity in the population is measured by Shannon's Entropy score:
in which p r is the proportion of that category r in the overall population. A corresponding Entropy score E j is calculated for each group j:
If there is complete integration, every group has an exactly proportional share of each racial group, then E j is equal to E for each group j. In a case of maximal segregation, p jr is 1 for one category r and zero for all other r for all j; hence, E j is zero -24 -for all j. Moreover, the weighted average of the diversity of the groups can never exceed the diversity of the population; because, as Shannon showed, the grouping process cannot create more information than exists in the population. Thus, the weighted average group entropy is divided by E to create a variable with a maximum of 1:
Written in this form, H does not seem to satisfy the Inequality Ratio property.
In fact, H does have the structure of a ratio of inequality at the group level to inequality at the individual level. To see this, let E represent the diversity in the population, and let i E and j E represent the diversity of individuals and groups respectively. Then, the inequality in diversity at the group level is the weighted mean of 
Each individual, at least in applications of H to date, is categorized in one and only one category of the nominal variable Y, so the diversity of any given individual is zero. In such cases, we can simplify the expression:
-25 -
This measure has not been identified previously, but follows naturally from the Information Theory of Segregation. Like the measures discussed previously, the Theil measure can therefore be used to measure segregation with respect to binary, polytomous, and continuous variables.
The Exposure Index
The Exposure Index, also known as the Interaction Index (I), is often described as an alternative to the Index of Dissimilarity (D) as a measure of segregation (Bell, 1954; Lieberson and Carter, 1982; Schnare, 1980; Zoloth, 1976) . Unlike D, the Exposure Index is asymmetric and is sensitive to the underlying population proportion, which can be viewed as an advantage or a disadvantage (White, 1986) . On the one hand, many have argued that composition invariance is a desirable property of a segregation measure (James and Taeuber, 1985) . On the other hand, I reflects actual differences in the probability of residential contact between two groups (Lieberson and Carter, 1982) .
Assume a simple, two group situation. Let W equal total whites in the metropolitan area, let B be the total blacks. N is the total population. Respectively, w j , b j , and n j are the corresponding parcel figures for neighborhood j. Then, the white exposure to blacks and the black exposure to whites are given by: The white exposure to blacks is simply the average proportion black in the neighborhood parcels, weighted by the population of whites. It may be interpreted as the percent black "experienced by the average white." The second measure has a parallel interpretation.
Restating these equations in terms of p j , the neighborhood percent black, and P, the overall percent black, reveals their underlying structure:
Two things are apparent from this reformulation. The first is that the two measures are equal only if P = 0.5. The second is that both are just weighted averages of the grouplevel variance in percent black. Interaction indices are therefore a measure of group-level inequality.
The individual-level analog of the exposure of whites to blacks is simply:
In other words, the percent black in the metropolitan area experienced by the average white is simply the metropolitan area percent black. Thus, the properly formed segregation measure based on the Interaction Index is:
-28 - 
This is equivalent to the normalized Index of Interaction (Bell, 1954) . When normalized in this way, the measure is no longer asymmetric and it is exactly equivalent to eta 2 (White, 1986) . To see this, substitute j p for the percent black in neighborhood j and P for the overall proportion black. Then, canceling and rearranging terms, the Exposure Index of Segregation measure becomes:
This is nothing more than the correlation ratio as applied to a binary variable. The numerator is the variance of the group proportions, i.e. the mean of the race variable if it is defined as a binary indicator variable. The relationships presented here are well known. What is new is that the normalization of the Exposure Index, resulting in the correlation ratio, is motivated by the information theory notion that a proper segregation measure must be expressed as the ratio of a group inequality measure to the corresponding individual inequality measure. Further, this perspective clearly supports the position that, without normalization, the Exposure Index is not a pure measure of segregation, despite its many advocates.
Other Measures
We have shown that several common inequality measures can be used to measure segregation by applying the Information Theory of Segregation. In fact, any inequality measure can be formed this way, simply by applying the measure as usual to the Y i and
in which ε is the inequality aversion parameter, and can be used by researchers to make the measure more sensitive to segregation at different levels of the income distribution.
There is an Atkinson segregation statistic that has been described for the binary case, but it has seldom been used (James and Taeuber, 1985; White, 1986) . For a binary variable, regardless of the shape parameter ε, the individual level Atkinson inequality measure is 1.
So, once again, the binary variable formula is shown to be a special case of the representing total information loss. However, with a finite population these extrema may be unachievable through sorting alone.
Shannon's "fundamental theorem for a discrete channel with noise" is exactly on point. It states that if a channel has a capacity C and the source has a total quantity of -31 -information H, and H is greater than C, then "there exists a coding scheme such that the output of the source can be transmitted over the channel with an arbitrarily small frequency of errors." This is true even on a noisy channel with random errors, a fact that makes modern communications possible. However, "there is no method of encoding which gives an equivocation less than H -C" (1948: 23) . In the case of segregation, the channel through which the information about the underlying individual inequality is transmitted is the grouping structure, which in effect limits the information that can be transmitted.
Examples will clarify the point. If the variable Y is income, and if the number of unique values of income is greater than the number of groups M, then there is no possible way to allocate individuals to groups without the destruction of information from the individual level, even if individuals are assigned to groups explicitly by income rank. At least two distinct incomes will have to be averaged within one group, losing information.
Thus, ji    and  will be less than one solely for structural reasons, because of the choice of the number of parcels.
One might think that this is a problem only with continuous variables, but it can happen for binary variables as well. Suppose there are seven whites and seven blacks in a city with two neighborhoods. In theory, perfect segregation could be produced.
However, every household must live in a housing unit, which are durable and fixed in the short run. If one neighborhood has 8 housing units and the other has 6, there is no way to achieve perfect segregation. Again, the maximum level of neighborhood inequality will fall short of the individual inequality for reasons other than sorting of units. 
-33 -It is obvious that the minimum and maximum values of  , without normalization, are given by:
Subtracting the first term shifts the scale of the measure to have a zero minimum:
Dividing by the final term and simplifying produces the result above: If a measure of segregation is desired that reflects only sorting, rather neighborhood structure, group size, and so forth, then the normalized measure should be used. However, the SortMax and SortMin functions do not have analytic solutions, and would have to be estimated on a case by case basis using simulation, which requires individual-level data. In the case of binary values, the difference is likely to be miniscule. In the case of continuous variables, the values and rank ordering of the larger units (states, countries, metropolitan areas, etc.) could be substantially altered.
On the other hand, if the number and size of the neighborhoods are significant aspects of the segregation process, rather than arbitrary administrative groupings, it could -34 -be argued that the un-normalized measure is both descriptively and substantively accurate.
Conclusion
We argue that segregation is fundamentally analogous to the loss of information from an aggregation process. Integration is information loss and segregation is information retention. In the case of signal processing, compression of graphics files, or the estimation of income distribution parameters from grouped data, the question is how to minimize information loss. In the case of segregation, the question is how much information about the underlying distribution remains after the population is sorted in groups, particularly geographic neighborhoods. While these questions have different motivations, they have the same mathematical structure.
We argued that the information theory framework requires that a segregation measure must be structured as the ratio of an inequality measure applied to the group data to the same inequality measure applied to the individuals in the population. Of course, any researcher is free to invent any measure and call it segregation. In particular situations, a nonconforming measure may prove useful. However, we suspect that any such measure will not be a pure segregation measure, just as the neighborhood-level Gini Second, all the standard measures of segregation can handle binary or continuous variables. The distinction between these two types of measures is largely artificial. The binary formulas in use were correct because the denominator of the correctly specified segregation measure is one. Based on Proposition 2, the correct denominator for the continuous case is easy to specify. We presented several new measures using this approach, such as the Gini Segregation Index (GS) and Income Dissimilarity (ID).
Third, the requirement for non-overlapping groups in segregation studies is shown to be an artificial limitation that was a function of not understanding the implicit denominator of the Index of Dissimilarity and related measures. We presented two new measures, the Non-Exclusive Index of Dissimilarity (NED) and the Non-Exclusive Entropy Index of Segregation (NEH) that can easily accommodate mixed-race individuals in a segregation analysis.
Fourth, although the formulas and means of calculation for a number of segregation measures look quite different in their standard forms, they can all be recast in a common mathematical structure. As Firebaugh (1999) observed with respect to -36 -inequality measures, measures of segregation differ primarily in the functional form used to aggregate individual or group differences from the overall mean.
Fifth, the lower and upper bounds of a segregation measure are theoretically zero and one, but with finite groups of fixed size and a given finite distribution of the outcome of interest, the actual bounds will often fall short of those values. Comparisons among different cities or school systems could well be affected by these considerations. A normalization is proposed that provides a pure measure of segregation unaffected by structural limitations.
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