We discuss recurrence and ergodicity properties of random walks and associated skew products for large classes of locally compact groups and homogeneous spaces. In particular we show that a closed subgroup of a product of finitely many linear groups over local fields supports a recurrent random walk if and only if it has at most quadratic growth. We give also a detailed analysis of ergodicity properties for special classes of random walks on homogeneous spaces. The structure of closed subgroups of linear groups over local fields and the properties of group actions with respect to stationary measures play an important role in the proofs.
Introduction
Let G be a locally compact second countable group and µ be a Borel probability measure on G. We denote by P the product measure P = µ N on Ω = G N . Let Y i (ω) be the i-th coordinate of ω ∈ Ω in G (i ∈ N). Then the left random walk on G of law µ, starting from g ∈ G is the sequence of G-valued random variables X g n defined by X g n (ω) = Y n (ω) · · · Y 1 (ω)g, X g 0 (ω) = g. Given a Gspace E and x ∈ E, we write X n (ω, x) = X e n (ω)x. The sequence X n (ω, x) is called the random walk of law µ on E, starting from x and its properties will play an essential role in the study of X g n (ω) if E is chosen as a homogeneous space of G. We say that X g n is recurrent if for every neighborhood W of the identity e of G P-a.e X n (ω) = X e n (ω) ∈ W infinitely often. If X g n is not recurrent, then P-a.e X g n (ω) escapes to infinity and the random walk X g n is said to be transient. We can also define the right random walk g X n = gY 1 · · · Y n . Also recurrence of g X n is defined in a similar fashion. From the above we see that recurrence of g X n is equivalent to recurrence of X g n . Hence, in this case we say that µ is recurrent. We denote by µ k the k-th convolution power of µ. Then recurrence of µ is equivalent to the condition that ∞ 0 µ k (U) = ∞ for some neighborhood U of e in G. We denote by G µ the smallest closed subgroup of G containing the support of µ and we say that µ is adapted if G µ = G. Then the group G is said to be recurrent if there exists an adapted probability µ on G such that µ is recurrent.
A stronger notion of recurrence where Haar measure enters explicitly in the definition is H-recurrence. We will say that G is H-recurrent if there exists a probability measure µ on G such that for every Borel set B with positive Haar measure X n (ω) ∈ B, P-a.e infinitely often.
It is a classical result that R p × Z q is recurrent if and only if p + q ≤ 2 (cf. [43] ). Also a countable abelian group is recurrent if and only if it has rank at most two (see [12] ). These groups are also H-recurrent. We denote by λ G a left Haar measure on G. We recall that G is said to have polynomial growth of degree at most d ∈ N if for each compact neighborhood W of e ∈ G there exists a constant c such that λ G (W n ) ≤ cn d for every n ∈ N; when d = 2 we say that G has at most quadratic growth. We observe that if G has polynomial growth, then G as well as its closed subgroups is unimodular.
We give now some reference from previous works. The idea of relating growth and recurrence appeared in [30] for the case of countable groups: nonexponential growth of finitely generated recurrent groups was conjectured. The case of locally compact groups and especially real Lie groups, was considered in [22] where it was shown that recurrent groups are amenable and unimodular. Probabilistic ideas and calculations were developed in order to show transience or recurrence in various situations, particularly for connected Lie groups and their countable subgroups. For example, it was shown there that the group G 2 of euclidean motion of R 2 is recurrent while its universal cover as well as the 3-dimensional Heisenberg groups (continuous or discrete) is not. Also the affine group of the line was shown to be transient. In [21] the following "quadratic growth conjecture" was stated: G is recurrent if and only if it has polynomial growth of degree at most two. This conjecture has been settled for various classes of groups: compactly generated nilpotent groups (cf. [21] ), connected groups (cf. [2] ), finitely generated groups (cf. [48] ), quasi-transitive groups of automorphisms of graphs (cf. [50] ), padic Lie groups and totally disconnected groups of polynomial growth (cf. [41] ). Powerful analytical techniques from real analysis were developed in [48] which allows to obtain precise asymptotics for µ n if µ has nice density and G is compactly generated unimodular. In particular, a direct relation between polynomial growth and recurrence of such a µ was obtained. See also [15] , [26] and [50] for surveys on random walks and recurrence properties.
Here one of our main results proves the validity of the conjecture for the class of closed subgroups of products of full linear groups over a finite number of local fields. We show also the validity of the above conjecture in the following situations:
(a) G is a real Lie group; (b) G is H-recurrent.
In fact, we show that G is compactly generated and has quadratic growth is equivalent to the following: G has a compact normal subgroup K and a finite index subgroup G 1 such that K ⊂ G 1 and G 1 /K is isomorphic to a closed subgroup of the motion group of the plane. In the situations considered here, if G is compactly generated and totally disconnected we get that up to finite index and to a compact normal subgroup, G is isomorphic to a subgroup of Z 2 . Concerning the above conjecture, our main result is the following.
Theorem 1 Assume G is a closed group of a product of finitely many linear groups over local fields: G ⊂ i∈I GL(d i , F i ). If G is recurrent, then G has at most quadratic growth and in addition if G is compactly generated, then G contains a compact normal subgroup K and a finite index subgroup H such that K ⊂ H and H/K is isomorphic to a closed subgroup of the group G 2 of euclidean motions of the plane.
To our knowledge this result is new even in case of one field F, in particular for the real field. For the proof we use in particular the following previouslyknown results. The analysis developed in [2] and [22] for recurrence in locally compact groups and real Lie groups. The structure of finitely generated recurrent groups given in [48] which is based on [19] . The existence of invariant Radon measures for a class of random walks in homogeneous spaces as follows from Theorem 5.1 of [33] ; this result leads to the unimodularity of closed subgroups of recurrent groups. The structural results for automorphisms of totally disconnected groups in [4] and [29] allows us to use efficiently the facts above in case of linear groups over non-archimedean fields.
In this paper we give also a detailed analysis of recurrence and ergodicity properties for some special classes of homogeneous spaces and random walks which occur naturally in other studies. Let E = G/H be such a G-space and µ ∈ M 1 (G). As shown below and in contrast to the group case, recurrence properties are valid for X n (ω)x in a much wider setting not related to polynomial growth of G and the asymptotic properties of X n (ω)x depend strongly on x, in general. Then it is convenient to discuss recurrence properties in terms of a fixed Radon measure λ such that the class of λ is µ-invariant. For a positive Radon measure η on E, we define the convolution of µ and η by µ * η = gηdµ(g) where gη is the push-forward of η by g ∈ G. Let λ be a fixed µ-invariant measure on E (µ * λ = λ),Ω = G Z = G −N × G × Ω be the product space, θ be the shift onΩand ω ∈ Ω the projection ofω ∈Ω on Ω. We consider the skew product (Ω × E,θ, P ⊗ λ) whereθ is defined bỹ θ(ω, x) = (θω, Y 1 (ω)x) for (ω, x) ∈ Ω × E. We consider also the mapθ of Ω × E into itself defined byθ(ω, x) = (θω, Y 1 (ω)x) for (ω, x) ∈Ω × E. The second coordinate ofθ n (ω, x) for n ∈ Z defines an extension of X n (ω, x) to negative time, i.e a bilateral random walk on E. We observe thatλ = P ⊗ λ isθ-invariant and we will show that there exists a uniqueθ-invariant measurê λ onΩ × E which has projectionλ on Ω × E. The system (Ω × E,θ,λ) can be considered as the natural extension of the system (Ω × E,θ,λ). In section 2.3 we study recurrence and ergodicity properties of such systems from a general point of view. As a result of this discussion in Section 5 we prove the following Theorem 2 In the situation of examples 2, 4, 5 of Section 5, the skew product (Ω × E,θ,λ) is ergodic with respect to the infiniteθ-invariant measurê λ.
This result provides large classes of invertible transformations with stochastic properties which are ergodic with respect to natural infinite invariant measures. Examples 4 and 5 can be considered as fibered dynamical systems with fiber R or Z, which have properties similar to those of the skew products considered in [24] .
As an illustration of recurrence and ergodicity properties on homogeneous spaces we show the singularity of stationary measure for the action of SL(2, Z) and its cofinite subgroups on the projective line.
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2 Recurrence of random walks on groups and G-spaces
Some basic facts
A left-random walk X g n on G is said to be transient (resp. recurrent) if for any compact neighborhood W of e ∈ G we have P-a.e, X e n (ω) ∈ W for all large n (resp. X e n (ω) ∈ W , infinitely often): see [15] , [26] [43] and [50] for further detailed information. A random walk is either transient or recurrent. Transience of X g n is equivalent to the fact that ∞ 0 µ k is finite on compact sets.
Given a Borel probability measure µ on G, a Markov operator P = P µ on G is defined by P µ ψ(x) = ψ(gx)dµ(g), where ψ is a bounded Borel function. This operator allows to express various quantities of probabilistic significance for the left random walk X g n . For example, if B is a Borel subset of G: P{X g n ∈ B} = P n µ 1 B (g) for any g ∈ G. In particular, if µ is adapted and recurrent then for any positive continuous function φ on G and any g ∈ G:
For the sake of completeness we will give proofs for certain general properties used below and some of which have been considered in the context of Markov operators on measured spaces (see [14] ). We will also use the framework of skew products in the context of G-spaces (see [15] , [16] and [24] ).
A positive Borel function f on G is said to be left µ-harmonic (resp. left µ-superharmonic) if P µ f = f (resp. P µ f ≤ f ). If µ is adapted and recurrent then continuous positive superharmonic functions are constant (see below).
A useful concept when dealing with recurrent random walks is that of induced random walk. If µ is recurrent and U is an open subgroup the return time T to U is defined by T = inf{n ≥ 1 | X e n ∈ U} and we denote by µ U the law of X e T . Then µ U is clearly a recurrent probability on U. In particular, if G is recurrent, then any open subgroup of G is also recurrent. Also, if H is a closed normal subgroup of G and µ is recurrent, then the projection of µ on G/H is also recurrent. In particular, if G is recurrent, then G/H is also recurrent. In dealing with the structure of recurrent groups one can reduce the study to the case of compactly generated groups. This is because, if W is a compact symmetric neighborhood of e ∈ G, then the subgroup generated by W , that is, U = ∪ n≥0 W n is open, hence one can consider the induced random walk defined by µ which is also recurrent. Conversely, if G is a union of compactly generated subgroups and on each of these compactly generated subgroups, symmetric random walks with compactly supported density are recurrent, then one can use the method in [41] to construct recurrent random walks on G. In particular, it suffices to prove the quadratic growth conjecture for compactly generated groups.
A basic fact proved here is that every closed subgroup of a recurrent group is unimodular. This extends the known fact that a recurrent group is unimodular, strongly used in [22] for the early classification of recurrent locally compact groups. It extends also Theorem 3.26 of [50] .
We now give a few typical examples of recurrent groups. The euclidean motion group G 2 = O(2) ⋉ R 2 of the euclidean plane was already mentioned above. If C is a compact group, then the groups of the form C × H with H a closed subgroup of R 2 are recurrent. These two classes of groups arise geometrically as similarity groups or products of similarity groups relative to a euclidean or ultrametric norm. It follows from [41] that any p-adic unipotent algebraic group is also recurrent.
If A is any hyperbolic automorphism of a compact abelian group C, then one can form the semidirect product G = Z ⋉ C where the action of Z on C is given by A n ( n ∈ Z). For example, one can take C = T 2 and A is given by the matrix 2 1 1 1 . These groups are not isomorphic to closed subgroups of linear groups but are recurrent.
A class of Markov operators
Let E be a locally compact second countable space. We denote by C b (E) the space of bounded continuous functions on E, by C c (E) ⊂ C b (E), the subset of compactly supported functions and
the set of positive elements in C b (E) (respectively, C c (E)). Let M 1 (E) be the set of Borel probability measures on E. Here, by a Markov operator on E, we mean a positive operator P on C b (E) such that P 1 = 1. Then P defines a transition probability P (x, ·). Clearly P acts on M 1 (E). We will also consider its action on some positive Radon measures. If η is such a measure and if for any φ ∈ C + c (E), η(P φ) is finite, then φ → η(P φ) defines a Radon measure which we will denote by P η. In particular η will be said to be P -invariant if P η is defined and P η = η.
As a special case, we will consider a G-space E and P defined by
where µ ∈ M 1 (G) and ψ ∈ C b (E). In this case the trajectories, starting from x ∈ E, for the associated Markov chain can be written as
The first part of the following was proved in [33] . In view of the role of this result here and in other contexts we provide a proof different from [33] , we give examples and complements; see also [40] for other examples of probabilistic significance.
Proposition 1 Let E be a locally compact second countable space and P be a Markov operator on E. Assume that there exists u ∈ C + c (E) such that for any
Then there exists a P -invariant positive Radon measure ν on E with ν(u) > 0. If ν is unique up to normalization, then we have the following convergence:
for all x ∈ E and all φ ∈ C c (E).
Proof Let φ ∈ C + c (E). Since the sequence n 0 P k u is increasing tending to +∞ and the support of φ is compact, there exists r ∈ N such that φ ≤ r 0 P k u. It follows that for any n ∈ N,
It follows that for any
Since lim n→∞ ρ n (u) = +∞, for n large we have ρ n (u) > 0, hence the sequence
= η n (φ), say, is bounded. This implies that the sequence of Radon measures η n is relatively compact in the weak topology. On the other hand P η n = η n + P n ρ−ρ ρn (u) . Since for any φ ∈ C
converges to zero weakly. By weak compactness we can extract a convergent subsequence η n k of η n such that lim k→∞ η n k = ν and ν(u) = 1. Then for φ ∈ C + c (E), the relation P η n (φ) = η n (φ) + ǫ n (φ) gives lim k→∞ η n k (P φ) = ν(φ). Let φ, ψ ∈ C + c (E) with ψ ≤ P φ. Then the relation η n (P φ) = η n (φ) + ǫ n (φ) implies η n (ψ) ≤ η n (φ) + ǫ n (φ). Hence, in the limit ν(ψ) ≤ ν(φ). Since P φ is an increasing limit of elements of C + c (E), we get that P φ is ν-integrable and ν(P φ) ≤ ν(φ). Since φ is arbitrary, P ν ≤ ν. In order to show P ν = ν, we consider the positive Radon measure η = ν − P ν and we observe that
is bounded by ν(u). Hence P ν = ν. If the Radon measure ν is uniquely defined by P ν = ν, ν(u) = 1, we can improve the above considerations: every limit point η of η n satisfies P η = η with η(u) = 1, hence η = ν and so by compactness, the convergence to ν of η n = ρn ρn (u) follows.
Remark 1 (a) The condition ∞ 0 P k u = +∞ on E is satisfied for some u ∈ C + c (E) if there exists a relatively compact open set U ⊂ E such that for any x ∈ E the trajectories of the Markov chain defined by P visit U infinitely often with positive probability. In particular, if E = G and P µ = P is associated to an adapted recurrent µ ∈ M 1 (G), then the condition that ∞ 0 P k u = +∞ is satisfied. Also in this case ν is unique up to normalization and equal to a Haar measure on G.
(b) We will use the above result in the following situation. E is a Gspace, µ ∈ M 1 (G) is recurrent and adapted and P is defined by P ψ(x) = ψ(gx)dµ(g) where ψ ∈ C b (E). The condition that ∞ 0 P k u = +∞ is satisfied if there exists a compact subset C of E with GC = E. However the proposition can be used in various situations not related to recurrence of G, where E is a non-compact homogeneous space of G. Some classes of examples are discussed in section 5.
The next result is well-known if E is a countable discrete space.
Proposition 2 Let E be a locally compact second countable space and P be a Markov operator on E which satisfies
Proof The function ψ = f − P f is a positive continuous function such that
If ψ is not zero, then the assumptions on P implies ∞ 0 P k ψ = +∞ on E which contradicts the boundedness of n 0 P k ψ. Hence we have P f = f . Let r ≥ 0. Then function f r = inf(r, f ) satisfies also P f r ≤ f r . The above result applied to f r gives P f r = f r . But for any r < sup x∈E f (x), the functions f r has maximum r. We consider the closed set E r = {x ∈ E | f r (x) = r}. Then if x ∈ E r , the equation P f r = f r implies that P (x, E r ) = 1. In other words, E r is P -invariant. If f takes two distinct values r = s, we can find u ∈ C + c (E) with u = 0 on E s . Then for any n ∈ N, P n u(x) = 0 if x ∈ E s and hence
This contradicts the assumption that
2.3
Recurrence and ergodicity for stationary measures
Here E is a locally compact second countable G-space, and P is defined by
where µ ∈ M 1 (G). We consider also a positive Radon measure λ on E which is P -invariant. In general λ will be of infinite mass but we will deal here with conservativity conditions which will allow to reduce the situations to the finite mass case. For (ω, x) ∈ Ω × E we write X n (ω)x = Y n (ω) · · · Y 1 (ω)x and we endow Ω × E with the measure P ⊗ λ.
Definition 1 Let (E, P, λ) be as above. We say that (E, P, λ) has property R if for every open relatively compact set U ⊂ E, P ⊗ λ-a.e., (ω,
For example if µ is a left random walk on a locally compact group G and λ = λ G , then the triple (G, P, λ) has property R if and only if µ is recurrent.
Remark 2
In the definition of Property R we could have restricted U to belong to a family of relatively compact open sets U k (k ∈ N) covering the support of λ, which may be seen as follows. Replacing U k by ∪ i≤k U k , we may assume that (U k ) is increasing. Let U be any relatively compact open set. Then there exists a k ∈ N such that λ(U \ U k ) = 0, hence for P ⊗ λ-a.e. (ω, x) ∈ Ω × U, there exists n ∈ N such that X n (ω)x ∈ U.
We consider the skew product (Ω × E,θ,λ) whereλ = P ⊗ λ and the map θ is defined byθ(ω, x) = (θω, Y 1 (ω)x). We observe thatλ isθ-invariant since for any φ ∈ C c (E) and a Borel function ψ on Ω, we havẽ
Property R allows us to define a return time τ and an induced transformatioñ θ Ω×U on Ω × U where U is an open relatively compact set with λ(U) > 0 bỹ
We recall that, for a dynamical system (X, S, η) a measurable subset D of X is said to be wandering if S −k D ∩ D = ∅ for any k ≥ 1. Then using the Poincaré recurrence theorem forθ Ω×U with λ(U) < +∞ and standard arguments we obtain the following:
Proposition 3 Let (E, P, λ) and (Ω × E,θ,λ) be as above. Then the following are equivalent:
(a) Property R is valid for (E, P, λ);
(c) (Ω × E,θ,λ) has no wandering set of positive measure.
Using Proposition 3, we see that property R for (E, P, λ) is equivalent to conservativity of the system (Ω × E,θ,λ) (see [14] ).
Also, property R is valid in the setting of Proposition 1 as shown below.
Corollary 1 Assume that for some
and let λ be any P -invariant Radon measure. Then (E, P, λ) has property R.
Proof We observe that P acts on L ∞ (λ) and has an adjoint operator P * on L 1 (λ) defined by
Since λ is P -invariant,
Then it follows from Hopf's maximal ergodic Lemma (see [14] pp. 11) that for any
Also, if v is a non-negative measurable function on E, we writeṽ(ω, x) = v(x). Then we observe for k ∈ N ∪ {0}, that
Assume v > 0 λ-a.e, hence from above
. This gives the required contradiction.
Remark 3
In case E = G, it follows that the condition ∞ 0 µ k (U) = +∞ for some (hence any) neighborhood U of identity is necessary and sufficient for recurrence of µ.
One also considers the product spaceΩ = G Z and the corresponding shift θ. We denote
and we observe that the system (Ω × E,θ) is a factor of the invertible system (Ω × E,θ) relative to the map (ω, x) → (ω, x).
The following result will play a basic role in the study of random walks on G-spaces.
Proposition 4
Let E be a locally compact second countable G-space, µ ∈ M 1 (G) and λ be a µ-stationary measure on E. Then with the above notations, there exists a uniqueθ-invariant measure onΩ × E which has projectioñ λ = P ⊗ λ on Ω × E.
Proof For the existence result we will use weak convergence of Radon measures. Let G = G ∪ {∞} be the Alexandrov compactification of G and let Ω ∞ be the compact metric space G Z . ThenΩ ∞ × E is locally compact and we have a well defined continuous projection ofΩ
by ω e k = e if k ≤ 0 and ω e k = ω k if k > 0. This allows to identify Ω×E with Ω e ×E ⊂Ω×E using the map (ω, x) → (ω e , x). The corresponding push-forward ofλ is denoted byλ e and we consider the sequenceθ n (λ e ). Thenθ n (Ω e × E) is a Borel subset of the locally compact spaceΩ ∞ × E andθ n (λ e ) can be considered as a Radon measure onΩ ∞ × E which gives full measure to θ n (Ω e ) × E. By definition:
hence the projectionθ
It follows that the sequence of Radon measuresθ n (λ e ) onΩ ∞ × E is weakly relatively compact. Ifλ is a limit of a subsequence, then the projection ofλ in
is equal toθ n (λ e ) for every n ∈ N ∪ {0}. Henceλ gives full measure tô Ω × E. It follows thatλ isθ-invariant andθ n (λ e ) converges weakly toλ. The uniqueness ofλ as in the proposition follows.
Remark 4
In some cases we can get a more explicit form ofλ. We denote byω e , the projection ofω ∈Ω onΩ e , hence:
Since lim n→∞ θ n (θ −nωe ) =ω inΩ ∞ , it follows that for any ψ ∈ C + (Ω ∞ ), the sequence of measures Y 0 (ω) · · · Y −n (ω)λψ(ω)dP(ω) converges weakly to the Radon measure λ ψ defined by λ ψ (φ) =λ(ψ ⊗ φ). This fact is well known in the situations of µ-boundaries (see [16] ) where E is compact and
If E is a µ-boundary λω is a Dirac measure and henceλ =P ⊗ λ. Another situation whereλ can be calculated will be considered in Section 5, example 3.
Proposition 5
With the above notations, assume that (E, P, λ) satisfies the conditions:
Then the system (Ω × E,θ,λ) is ergodic. The converse is valid, except if E = Z and µ = δ g acts by translations on Z.
The proof depends on the following lemma:
Lemma 1 Let H be a Hilbert space and L be a closed subspace and S be a contraction of H such that
Assume that the restriction of S to L has a unique fixed point φ ∈ L. Then φ is the unique fixed point of S in H.
Proof Assume f ∈ H satisfies Sf = f . Let f n be the orthogonal projection of f onto H n = S −n (L). Since Sf n ∈ H n and Sf = f , we get that ||f −f n || ≤ ||f −Sf n || = ||S(f −f n )|| ≤ ||f −f n || as S is a contraction. Thus, ||f −f n || = ||f −Sf n ||. This implies from the definition of the orthogonal projection that
It follows from the uniqueness of φ that
For any Polish space X we denote by B(X) the σ-algebra of its Borel subsets.
Proof of Proposition 5
To begin with we show that condition (b) implies ergodicity of the non-invertible system (Ω×E,θ,λ). Let A ⊂ B(Ω×E) be the σ-algebra of sets of form Ω × B with B ∈ B(E) and A n ⊂ B(Ω × E) be the σ-algebra defined by the coordinates
Condition (a) implies that for (Ω × E,θ,λ), the return time τ (ω, x) from A to A is defined a.e on A. Letθ A be the induced transformation on A. Then the induced transformation onÂ is well defined byθÂ(ω, x) = θ τ (ω,x) (ω, x). The restriction m A (resp. mÂ) ofλ (resp.λ) to A (resp.Â) is θ A -invariant (resp.θÂ-invariant) and (A, θ A , m A ) is a factor of (Â,θÂ, mÂ). We show ergodicity of the corresponding systems as follows. Let C ∈ B(A) withθ
and (Ω×E,θ,λ) has no wandering set of positive measure, one hasθ
gives the ergodicity ofθÂ which may be seen as follows. Since m A is the projection of mÂ onÂ one can take
Sinceθ A is m A -ergodic, Lemma 1 implies S =θÂ is also mÂ-ergodic. Finally the ergodicity ofθ is obtained as follows. Let
For the converse, we observe that if µ is not a Dirac measure, then (Ω,λ) is non-atomic. Furthermore, if µ = δ g , ergodicity ofθ onΩ × E is equivalent to ergodicity of the action of g on E. Also, in this case (E, λ) atomic is equivalent to (Ω × E,λ) atomic. Furthermore, (E, λ) atomic and g ergodic implies that (E, g, λ) reduces to the translation on Z. In the opposite case, ergodicity ofθ implies that (Ω × E,θ,λ) has no wandering set. Then by Proposition 3 property R is valid for (E, P, λ). If f ∈ L ∞ (λ) satisfies P f = f , one takes a Borel version of f again denoted by f , which satisfies P f = f . Then for every x ∈ E, the sequence (f (X n (w)x)) is a bounded martingale with respect to P and the natural filtration on Ω. By the martingale convergence theorem we have
Then the ergodicity of (Ω × E,θ,λ) implies that F is constant P ⊗ λ-a.e, hence f is constant λ-a.e.
Using the above remark 4 and Proposition 2 we get the following wellknown result.
Corollary 2 Assume that if
We now relate ergodicity of (Ω × E,θ,λ) to extremality of λ.
Corollary 3 Assume λ is a P -invariant Radon measure on E and (E, P, λ) satisfies property R. Then (Ω×E,θ,λ) is ergodic if and only if λ is extremal.
Proof Assume λ is extremal and let U be a relatively compact open subset of E with λ(U) > 0. In order to prove ergodicity ofθ, we consider the return time of U defined by
Also, we can define the induced Markov operator P H of P on U. Let f be a bounded Borel function such that
Then by the classical regeneration method we can construct a P -invariant measure ρ f on E such that the restriction of ρ f to U is f λ U . We recall the construction: let ρ(ω, x) be the random measure given by ρ(ω, x) = H(ω,x)−1 0 δ X k (ω)x and observe that if
, its P -invariance follows from the P H -invariance of f λ U . If f = 1, one may verify that this procedure gives ρ f = 1 U ′ λ with U ′ = T µ U where T µ is the closed semigroup generated by the support of µ. Since |f | is bounded by c > 0, it follows that ρ f is a Radon measure with ρ f ≤ cλ and P ρ f = ρ f . The extremality property of λ gives that ρ f is proportional to λ, in particular f λ U is proportional to λ U , that is, f 1 U is constant λ U -a.e. Since U was arbitrary with λ(U) > 0, we can conclude f is constant λ-a.e. Now applying Proposition 5 to (E, P, λ), we get the ergodicity of (Ω × E,θ,λ).
Conversely, let λ ′ be another positive Radon measure with P λ
We will now claim that f is constant. As above we write
Since U is arbitrary with λ(U) > 0, we get f is constant λ-a.e and λ ′ is proportional to λ.
Recurrent groups and contraction subgroups
Let G be a locally compact group. For g ∈ G, we define the contraction subgroup C g of g by
Then C g is a subgroup of G normalized by g. In general, C g is not closed. However, if G = GL(n, F) for some local field F, then C g is an algebraic F-subgroup of G, hence C g is closed. If G is a closed subgroup of GL(n, F), then C g is closed in G. As a simple consequence we obtain that if G is a closed subgroup of i∈I GL(d i , F i ) (finite I), C g is closed. We now prove the following basic lemma on C g .
Lemma 2
Let G be a locally compact group. Assume that g ∈ G is such that C g is closed and C g = (e). Then the closed subgroup L generated by g and C g is not unimodular.
We observe that the formula
defines a left Haar measure on L. For any x ∈ L, the map h → xhx −1 is an automorphism of H and we denote by ∆(x) its module.
for all x ∈ L and φ ∈ C c (L). Since C g is closed, for any compact neighborhood W of e in G, g n W g −n → e (cf. [49] ). This implies that lim n→∞ λ H (g
Proposition 6 Let G be a locally compact group and E be a locally compact second countable G-space. Suppose there exists a compact subset C of E such that E = GC and G is recurrent. Then there exists a G-invariant Radon measure on E.
Proof Let µ ∈ M 1 (G) be recurrent. Let P be the Markov operator on G defined by P φ(x) = φ(gx)dµ(g) for all x ∈ E. Let u ∈ C + c (E) be such that u > 0 on C. Now for any x ∈ E, there exists h ∈ G such that hx ∈ C, hence there exists δ > 0 and an open neighborhood
Using Proposition 1, we get the existence of a P -invariant Radon measure ν on E. For any φ ∈ C + c (E),
be the modular function of H. Let g ∈ G and H(g) be the closed subgroup generated by g in G. Then by Proposition 6, G/H(g) carries a G-invariant measure. This implies that ∆ G (g) = ∆ H(g) (g) = 1 as H(g) is abelian. Thus, G is unimodular. Now, let H be any closed subgroup of G. Then by Proposition 6, G/H carries a G-invariant measure and hence ∆ H (h) = ∆ G (h) = 1 for any h ∈ H, as G is unimodular.
Suppose g ∈ G is such that C g is closed. Let L be the closed subgroup generated by C g and g. Then from above L is unimodular and hence by Lemma 2, C g = {e}.
In our effort to understand the structure of totally disconnected recurrent groups, we obtain the following. Proof We first claim that G is a real Lie group. Let G ′ be a real Lie group and φ: G → G ′ be a continuous injection. Since G ′ is a real Lie group, by [36] , there is a neighborhood U of identity in G ′ such that {e} is the only subgroup contained in U. Let V = φ −1 (U). Then V is a neighborhood of identity in G. If N is a subgroup contained in V , then φ(N) is a subgroup contained in U, hence φ(N) is trivial. Since φ is injective, N is trivial. Now it follows from [36] that G is a real Lie group. Now, G is a real Lie group implies that its connected component G 0 is open, hence G/G 0 is a finitely generated recurrent group. Thus, by [48] , G/G 0 has a normal subgroup of finite index isomorphic to Z k for k ≤ 2. Thus, we may assume that G/G 0 ≃ Z k Since G 0 is open, G 0 is a connected recurrent Lie group. By Theorem 0.1 of [2] , G 0 contains a compact subgroup K and a normal vector subgroup R l for l ≤ 2 such that G 0 ≃ K ⋉ R l . If l = 0, we get that G 0 is compact and up to finite index G/G 0 is a subgroup of Z 2 . We consider the case when l = 1. Since K is connected and the only compact connected group of automorphisms of R is trivial,
Corollary 5 If G is a locally compact totally disconnected recurrent group. Then G is uniscalar, that is, for each g ∈ G, there is a compact open subgroup
for g ∈ G and v ∈ G 0 . By Corollary 4, G is unimodular and since G 0 is open, Haar measure on G 0 is φ(g)-invariant for any g ∈ G. This implies that |φ(g)| = 1. Thus, G contains a normal subgroup G 1 of finite index such that G 0 is contained in the center of G 1 and G 1 /G 0 ≃ Z k . Thus, G 1 is a compactly generated nilpotent recurrent group. By Corollary 13 of Chapter III of [22] ,
We next consider the case l = 2. The only connected compact groups of automorphisms of R 2 are the trivial group and SO 2 (R). Hence, since K is connected, its conjugation action on R 2 factors through one of these groups. Therefore, modulo a compact normal subgroup, G 0 may be assumed to be either R 2 or G 2 , the motion group of the plane. If G 0 = R 2 , then for any g ∈ G, g acts linearly on R 2 byg with eigenvalues of modulus one which may be seen as follows. If g ∈ G 0 , < g > is isomorphic to Z and < g > ⋉R 2 is closed, hence unimodular by Corollary 4. It follows that | detg| = 1. Ifg has an invariant line in R 2 , the same argument gives that the corresponding eigenvalue has modulus one. Since | detg| = 1, the same is true of the second eigenvalue. Ifg has no real eigenvalue, the condition | detg| = 1 implies that g has conjugate pair of eigenvalues of absolute value one. Now there are two situations depending on the fact that G/G 0 acts on R 2 irreducibly or not. In the first case the fact that elementsg have eigenvalues of modulus one, implies that G/G 0 acts as a subgroup of O(2). Since G/G 0 ≃ Z k , G is a twostep solvable group with relatively compact action on [G, G] ⊂ G 0 hence by Theorem 11, Chapter IV of [22] , we get that G = R 2 . In the second situation, G has a finite index and hence recurrent nilpotent subgroup
, since the square of every automorphism of G 0 is interior, we can assume by passing to a finite index subgroup that for any g ∈ G, the inner automorphism of g restricted to G 0 is uniquely defined by g
Then since G is two-step solvable and recurrent and G acts on R 2 as a compact subgroup, Theorem 11, Chapter IV of [22] , gives N is trivial.
Corollary 6 Assume G is a compactly generated group of polynomial growth and is recurrent. Then G has at most quadratic growth and has a compact normal subgroup K and a finite index subgroup H such that K ⊂ H and H/K is isomorphic to a closed subgroup of the motion group of the plane.
The corollary is a simple consequence of Theorem 3 and of the fact that a compactly generated group G of polynomial growth contains a compact normal subgroup K such that G/K is a real Lie group (cf. [34] ).
Recurrent linear groups
We now consider closed subgroups of linear groups over local fields and prove the quadratic growth conjecture for such groups. We also prove Theorem 1.
Lemma 3 Let V be a vector space over a non-archimedean local field F and G be a subgroup of GL(V ).
Suppose for any g ∈ G and v ∈ V , (g n (v)) n∈Z is relatively compact. Then G is contained in a compact extension of a unipotent subgroup of GL(V ). In addition if G is compactly generated, then G is relatively compact.
Remark 5 This result is also proved in [39] , we provide a proof as our proof is simpler.
Proof Let V 1 be an G-irreducible subspace of V . Then using Burnside density Theorem as in [10] , we conclude that the restriction of G to V 1 is relatively compact in GL(V 1 ). Using a Jordan-Hölder sequence we get that there is a compact subgroup K and an unipotent subgroup U normalized by K such that G ⊂ K ⋉ U ⊂ GL(V ). Let A be a compact generating set in G. Then there is a compact set C ⊂ U with kCk −1 = C for all k ∈ K (this is possible as K is a compact group normalizing U) such that A ⊂ KC. Since a compactly generated subgroup of any unipotent group is relatively compact (as the base field is non-archimedean) and C is K-invariant, the closed subgroup L ⊂ U generated by C is compact and is normalized by K. Thus, G ⊂ K ⋉ L which is compact and hence G is relatively compact.
Proposition 7
Let G be a closed compactly generated subgroup of a linear group GL(n, F) over a non-archimedean local field F. Suppose C g = {e} for any g ∈ G. Then G has a basis of compact open normal subgroups.
Proof Let Φ: G → M n (F) be given by Φ(x) = x − I for all x ∈ G. Then Φ is a homeomorphism onto Φ(G) endowed with the topology induced from M n (F) and Φ(gxg −1 ) = gΦ(x)g −1 for all x, g ∈ G. Let V be the smallest subspace of M n (F) such that V ∩ Φ(G) is a neighborhood of 0 in Φ(G). We now claim that for any g ∈ G, V is g-invariant and (g n vg −n ) n∈Z is relatively compact for all v ∈ V . Since F is non-archimedean, G is a totally disconnected locally compact group. Then by Proposition 2.1 of [29] , there is a basis of compact open subgroups (K i ) at e in G such that
is a neighborhood of 0 in Φ(G). Since V is the smallest such subspace V = W . For any v ∈ Φ(K i ), g n vg −n ∈ Φ(K i ) for any n ∈ Z and hence (g n vg −n ) n∈Z is relatively compact as Φ(K i ) is compact in V . Since V = W is spanned by Φ(K i ), we get that (g n vg −n ) n∈Z is relatively compact for all v ∈ V . Since gΦ(K i )g −1 = Φ(gK i g −1 ) = Φ(K i ) and W = V is spanned by Φ(K i ), gV g −1 = V . Thus, V is G-invariant and (g n vg −n ) n∈Z is relatively compact for any g ∈ G and v ∈ V . Now, by Lemma 3, V contains a basis of open neighborhoods at 0 invariant under conjugation by elements of G and so V ∩Φ(G) has small G-invariant neighborhoods of 0 in V ∩ Φ(G). Since V ∩ Φ(G) is a neighborhood of 0 in Φ(G), we get that G contains a basis of open invariant neighborhoods at e. Since G is totally disconnected, G contains a basis of compact open normal subgroups.
Corollary 7 Let G be a compactly generated closed subgroup of a linear group GL(n, F) over a non-archimedean local field F. Suppose every closed subgroup of G is unimodular. Then G has a basis (K n ) of compact open normal subgroups. In particular, if G has polynomial growth, then furthermore, G/K n has a finite index subgroup which is finitely generated and nilpotent.
Proof Since G is a closed subgroup of GL(n, F), for any g ∈ G, C g is a closed subgroup of a unipotent algebraic group, hence C g is closed. Then by Lemma 2, C g = {e} and first part of the corollary follows from Proposition 7. If G has polynomial growth, then it closed subgroups are unimodular (see [20] ). So, as above we obtain using Lemma 2 that there is a basis (K n ) of compact open normal subgroups. Since K n is open, G/K n is a finitely generated group of polynomial growth and hence the result follows from [19] .
We now prove the quadratic growth conjecture for closed subgroups of linear groups over local fields.
Theorem 4 Let G be a closed subgroup of a linear group GL(n, F) over a local field F. Then G is a recurrent group if and only if G has at most quadratic growth. More precisely, if G is compactly generated and recurrent, then we have the following two cases a) when F is archimedean, up to finite index and a modulo a compact normal subgroup G is isomorphic to a closed subgroup of the euclidean motion group of the plane. b) when F is non-archimedean, up to finite index and modulo a compact open normal subgroup G is isomorphic to a subgroup of Z 2 .
Proof The implication that G has at most quadratic growth implies G is a recurrent group can be proved as in Proposition 3.1 of [41] as explained in section 2.1. Here we prove the implication that G is a recurrent group implies G has at most quadratic growth. Suppose G is recurrent. In order to prove G has at most quadratic growth we may assume that G is a compactly generated group. Now we prove the stronger statement in the second part of the Theorem. Since G is a linear group, C g is closed in G for any g ∈ G. Then by Corollary 4, C g is trivial.
Non-archimedean case: Assume that G is a linear group over a nonarchimedean field. Then by Proposition 7, G contains a compact open normal subgroup, say K. Now G/K is a finitely generated recurrent group and hence up to finite index G/K is isomorphic to a subgroup of Z 2 (cf. [48] ). Since K is compact, G itself has at most quadratic growth. Archimedean Case: Suppose F is archimedean. Then F is R or C. So, we may assume that G is a closed subgroup of a linear group over R. Then it follows from Cartan's Theorem that G is a real Lie group. Now the result is a direct consequence of Theorem 3.
Proof of Theorem 1 Suppose G is a compactly generated recurrent group. For i ∈ I, let G i be the closure of the projection of G into GL(n i , F i ). Then each G i is a closed subgroup of GL(n i , F i ) that is compactly generated and recurrent.
Let J be the set of indices i such that F i is non-archimedean. Then for i ∈ J, it follows from Theorem 4 that G i has a compact open normal subgroup, say K i . Now i∈I G i is a closed subgroup of i∈I GL(n i , F i ) and hence G is a closed subgroup of i∈I G i . Let K = i∈I K i with K i = (e) for i ∈ J. Then K is a compact normal subgroup of i∈I G i and ( i∈I G i )/K is a real Lie group. Since K is compact and G is closed in i∈I G i , G/G ∩ K is a closed subgroup of ( i∈I G i )/K. By Cartan's Theorem G/G ∩ K is a real Lie group. Since G/G ∩ K is also recurrent, the result follows from Theorem 3.
Remark 6 More generally we can ask if G is a compactly generated locally compact group with a continuous embedding in i∈I GL(d i , F i ) and is recurrent, then G has at most quadratic growth. This property is valid if all F i (i ∈ I) are archimedean. Answer to this hinges on the following: if the image of G is contained in a compact linear group over a non-archimedean local field, is it true that G is a projective limit of real Lie groups.
Harris-recurrence
We now consider the notion of recurrence known as Harris recurrence (abbr. as H-recurrence) widely use in the context of Markov operators on measured spaces (see [43] ). We will say that µ is H-recurrent if for any Borel subset B of G of positive Haar measure, P-a.e X n (ω) ∈ B infinitely often. If G supports a H-recurrent µ, we say that G is H-recurrent. It is known that µ is H-recurrent if and only if some power of µ is non-singular and recurrent (Theorem 4.11, Chapter 3 of [43] ). The methods of [48] allows to get very strong results on the asymptotics of iterates µ if µ is symmetric and has a bounded density with compact support. By combining our methods with the results of [2] , [22] (µ +μ), we may assume that µ is symmetric. Since µ is H-recurrent, we can write for some k > 0 and ρ, σ ∈ M 1 (G), µ k = rρ + (1 − r)σ for some r ∈ (0, 1] and ρ has symmetric density. Then, if
(ρ+ρσ+σρ). Also using Lemma 2.3 of [2] we know that µ ′ and In order to make explicit the property of quadratic growth we prove the following.
Proposition 9 Let G be a compactly generated group of at most quadratic growth. Then there exists closed normal subgroups H and K of G such that K is compact, G/H is finite and H/K is isomorphic to a closed subgroup of G 2 , the motion group of the plane.
Proof By [34] , we can assume that G is a real Lie group. Let G 0 be the component of the identity. Then G 0 is open and G/G 0 also has at most quadratic growth. Since G/G 0 is finitely generated, G/G 0 contains a subgroup of finite index isomorphic to Z i for i ≤ 2. So, we may assume that G/G 0 ≃ Z i for i ≤ 2. Now, G 0 has at most quadratic growth implies that G 0 ≃ K ⋉ R j for j ≤ 2 and K is a compact group. Then there exists a characteristic compact subgroup L of G 0 contained in K such that K/L is a subgroup of SO (2, R) . Replacing G by G/L, we may assume that K is a subgroup of SO(2, R).
If j = 1, G 0 = K × R and K is characteristic in G 0 , hence normal in G. Replacing G by G/K we may assume that G 0 = R. Then since G is unimodular G 0 is central in a subgroup of finite index in G. Thus, we may assume that G 0 is central in G, hence G is nilpotent. Since G has at most quadratic growth, G is abelian, hence is a closed subgroup of R 2 . Let j = 2 and a ∈ G but a ∈ G 0 . Then the closed subgroup A generated by a is isomorphic to Z and A ∩ G 0 = {e} as G/G 0 ≃ Z i . Let H a be the closed subgroup generated by G 0 and a. Then H a = A ⋉ G 0 where the action of A on G 0 is given by the conjugacy. Since A ≃ Z, an easy computation shows that H a has growth at least three. This is a contradiction to G having quadratic growth. Thus, G = G 0 which is isomorphic to a closed subgroup of G 2 .
Proof of Proposition 8 Let
is as in the conclusion of Lemma 4. Then since L is unimodular, we are in the situation of Theorem VII 1.1 of [48] . It follows that L and hence G has polynomial growth of degree at most two and the rest follows from Proposition 9.
Examples of recurrent or transient behaviors for random walks on G-spaces
Here E = G/H will be a homogeneous space and µ ∈ M 1 (G) defines a random walk on E with trajectories X n (ω)x (x ∈ E). We recall that the associated Markov operator P satisfies:
there is a natural P -invariant measure, that is left Haar measure. Here in various cases the discussion involves a natural P -invariant measure. For a given x ∈ E, we define the following properties that may or may not be satisfied. R x : There exists a compact set K x ⊂ E such that P-a.e, X n (ω)x ∈ K x infinitely often.
T x : For any compact set K ⊂ E, P-a.e, there exists n(ω) ∈ N with X n (ω)x ∈ K for n ≥ n(ω).
We observe that if property R (defined in 2.3) is valid, then since E is a countable union of compact sets, property R x is valid a.e. We will also consider the following property R a for (E, P ): R a : There exists a compact set K ⊂ E such that for each x ∈ E, P-a.e, X n (ω)x ∈ K infinitely often.
It is easy to see that property R a implies R x for all x ∈ E with K x = K independent of x ∈ E. Clearly if R x is valid, then
If G µ is "large" one can expect for "most" x ∈ E, the trajectories X n (ω)x to have similar asymptotic behaviors. More precisely one can expect the existence of a large set of points x ∈ E such that T x (or its complement) is valid; see [28] for a discussion of analogous properties when µ has density. In the examples studied below, there exists a natural P -stationary measure η on E and we also discuss recurrence and ergodicity properties with respect to η: see [17] for a discussion on this problem and [40] for other examples of probabilistic significance. Property R is valid with respect to η in examples 1-5, R x is valid for any x in examples 1,2,4, while in example 6, T x is valid η-a.e.
(1) Homogeneous spaces with finite stationary measure: If E = G/H is compact, Markov-Kakutani theorem implies the existence of a µ-stationary probability η, that is, µ * η = η. If η is extremal, then ergodicity of (Ω × E,θ, P ⊗ η), hence of its natural extension (Ω×E,θ,η) is valid. This situation takes place also for some noncompact spaces. For example, if F is a local field we can take
there exists a unique µ-stationary probability η on [31] ). If the support of µ has no fixed point on F d , then η is not a Dirac measure. In this case (E, η) is a µ-boundary of (G, µ) (see [16] ) and remarkable homogeneity properties of η at infinity have been described in [31] . Using proximality of the G µ -action, it is easy to show that property R a is valid for (E, P ) in this case for any compact subset K having non-empty interior with η(K) > 0.
Another kind of example takes place when G is a semisimple noncompact real Lie group and E is a non-compact homogeneous space of finite volume E = G/Γ where Γ is a lattice in G. Then if µ ∈ M 1 (G) is such that the support of µ is compact and generates a Zariski-dense subgroup, then by [13] there exists a compact K ⊂ E and C K > 0 such that for any x ∈ E, lim inf
hence property R is valid with respect to any µ-stationary measure. If G is almost simple and for any g in G the group gG µ g −1 has no finite index subgroup contained in Γ, then it follows from [5] that Haar measure on E is the unique µ-stationary measure. Then, by Breiman's law of large numbers for Markov chains, property R a is valid for any compact set K with positive measure. Finally, Haar measure is µ-stationary but, in general, there exists finitely supported µ-stationary measures.
(2) Affine space and affine groups: If F is a local field with absolute value | · | and E is the corresponding affine line, that is, G is the affine group ′ ax + b ′ of F, then the conditions
and the support of µ has no fixed point on E imply the existence of u ∈ C + c (F) such that ∞ 0 P k u = +∞ on F (see Babillot and others [3] ), hence by Proposition 1, the existence of λ with P λ = λ. As shown in [3] , the Radon measure λ has infinite mass and is unique up to a coefficient. Hence the equidistribution property of Proposition 1 is valid in this case. Here we complete the example with the following.
Proposition 10
With the above notations and hypothesis, there exists a unique µ-stationary Radon measure λ on E, the mass of λ is infinite, hence the system (Ω × E,θ,λ) is ergodic. Furthermore, property R a is valid.
Proof The proof is based on the method of [3] . Let τ be the first descending ladder index of the random walk log |a(X n )| ∈ R, that is , τ (ω) = inf{n ∈ N | |a(X n (ω))| < 1}. Let µ τ be the law of X τ (ω) ∈ G and observe that m τ = log |a(g)|dµ τ (g) < 0. Also, using the fact that for t > 0,
with c > 0 which follows from fluctuation theory of random walks on R (cf.
[9]), we get that
Then we know from the above examples that there exists a unique µ τ -stationary probability ν τ on E. We denote by X τ,n (ω) the random walk on G defined by µ τ , by P τ the corresponding Markov operator on E. Then τ is a stopping time and X τ,n (ω) is a subprocess of X n (ω). Since property R a is valid for (E, P τ ), it is also valid for (E, P ). Let U be a relatively compact open subset of E with ν τ (U) > 0. Then, from the examples considered above, we know that, for any x ∈ U, P-a.e X τ,n (ω)x ∈ U for some n = n(ω, x) ∈ N. Hence, also X n (ω)x ∈ U for some n ∈ N. Using the remark following definition of property R, we get that property R is valid for (E, P, λ) . The uniqueness property of P -invariant Radon measures implies the extremality of λ. Hence ergodicity of (Ω×E,θ,λ) follows from Corollary 3.
(3) Fibered random walks: We consider below two different situations with E = G/∆ ′ and ∆ ′ is a normal subgroup of a closed subgroup ∆ of G such that G/∆ = E is compact and ∆/∆ ′ is isomorphic to Z = R or Z. Here we give a general condition of recurrence for these choices which will be applied below in two different situations. Since ∆ ′ is normal in ∆, Z = ∆/∆ ′ acts on the right on E = G/∆ ′ , this action commutes with the G-action and the corresponding factor space of E is E. The action of z ∈ Z on y ∈ G/∆ ′ will be denote by y · z. Also we denote by P the convolution operator on E defined by µ, and we consider ρ ∈ M 1 (E) with P ρ = ρ and ρ is extremal with respect to this property. Then we consider the space Ω×E and the map θ with θ(ω, x) = (θω, Y 1 (ω)x) if (ω, x) ∈ Ω × E and θ is the shift on Ω. We endow Ω × E with the measure P ⊗ ρ and we observe that P ⊗ ρ is θ-invariant and ergodic. We fix a Borel fundamental domain D of Z-action on E which is relatively compact and E is Borel isomorphic to D × Z. We denote by l the measure on Z which is Lebesgue if Z = R or counting if Z = Z. Then we can identify ρ ⊗ l with a Radon measure λ on E which satisfies P λ = λ. We define a Borel function z(y) on E by y = y · z(y) where y ∈ D, z(y) ∈ Z. Also we write z(g, x) = z(gx) if g ∈ G and x ∈ D corresponds to x ∈ E. Then we have the cocycle relation
for g, h ∈ G and x ∈ E. It follows that for x) ). With the above identification, we write x = (x, t) ∈ E × Z and X n (ω)x = (X n (ω)x, t + S n (ω, x)) where X n (ω)x is the random walk on E defined by µ. We will also consider the mapθ on Ω × E defined byθ(ω, y) = (θω, Y 1 (ω)y) and Ω × E will be endowed with theθ-invariant measure P ⊗ λ. This is a skew-product as in [24] and [44] with the base Ω × E, the fiber Z and the function f (ω, x). We refer to [24] for a discussion of ergodic properties of such systems in case ρ is G-invariant. Since D is relatively compact for g ∈ G, c(g) = sup x∈D |z(gx)| < +∞. Also c(gh) ≤ c(g) + c(h). In particular, if G is a closed subgroup of a linear group, it follows that for some c > 0, c(g) ≤ c(log ||g|| + 1). Also it is easy to
Thus, it follows for µ ∈ M 1 (G) that the condition c(g)dµ(g) < +∞ is independent of (D, c). It is also evident that if c(g)dµ(g) < +∞, then we get the P ⊗ ρ-integrability of f (ω, x), hence we can apply ergodic theorems to the Birkhoff sum S n (ω, x). Also in this case we can describe the measureλ onΩ × E in terms of lim n→∞ Y −n (ω) · · · Y 0 (ω)ρ = ρω which is the limit of the bounded martingale Y −n (ω) · · · Y 0 (ω)ρ. Proof Let I ⊂ Z be an open symmetric interval. We write x = (x, t) with x ∈ D, t ∈ I, X n (ω)x = (X n (ω)x, t+S n (ω, x)). Since f (ω, x)dP(ω)dρ(x) = 0, the Birkhoff sum S n (ω, x) belongs to I infinitely often P⊗ρ-a.e (see [44] ). It follows that for any t ∈ I and P⊗ρ-a.e X n (ω)x ∈ D ×I infinitely often. Since the actions of G and ∆/∆ ′ commute, the same property is true for s ∈ Z with x replaced by x · s and I by I + s. Then using Poincaré recurrence theorem, for D × 1 I and ρ ⊗ (1 I l), property R with respect to λ follows. We observe that the structure of skew product implies g(ρ⊗l) = (gρ)⊗l if g ∈ G, hence for any
Proposition 11 With the above notations, assume that
is a bounded martingale which converges to ρω ⊗ l(ψ). Hence from remark 4 we get thatλ = δω ⊗ lωdP(ω).
The cocycle property of z(g, x) gives z(g,
The G µ -invariance of ρ and the symmetry of µ gives z(g, x)dµ(g)dρ(x) = − z(g, x)dµ(g)dρ(x). Thus proving the last assertion. (H-3) the support of µ is compact.
Here the space E will be the factor space
We denote by e the point of V corresponding to the first basis vector, by ∆ ′ the stabilizer of e and ∆ the stabilizer of the line R *
, the projective space. Also v ∈ V can be written as v = (x, r) with r ∈ R * + and x ∈ P d−1 so that
can be considered as a fundamental domain of the action of R * + ≃ ∆/∆ ′ on V by dilations. We identify P d−1 ⊂ V with the unit sphere modulo symmetry. In particular, if g ∈ G and x ∈ V , the quantity ||gx|| is well defined and gives a cocycle on
We denote by H ǫ the space of ǫ-Holder functions on P d−1 endowed with the norm
Then under condition (H) for ǫ sufficiently small, the operator P on P d−1 associated with µ has nice spectral properties on H ǫ (cf. [27] ). In particular, P has a unique stationary measure ρ = ν on P d−1 , and P has a spectral gap on H ǫ , i.e P is the sum of a one-dimensional projection π and another operator Q with spectral radius less than one which satisfies Qπ = πQ = 0. We need to consider also the family of operators P t (t ∈ R) defined by P t φ(x) = ||gx|| it φ(gx)dµ(g); we refer to [27] for a recent exposition of the spectral properties of the operators P t . In particular, if t = 0, P t has a spectral radius less than 1, and for t small one has P t = k(t)π t + R t where k(t) ∈ C, π t is a projection of rank one, R t has a spectral radius less than |k(t)| and commutes with π t . All quantities depend analytically of t, and if log ||gx||dµ(g)dν(x) = 0, then k ′ (0) = 0 and σ 2 = −k ′′ (0) > 0 (see [7] ).
We denote by l the Lebesgue measure dr r on R * + , we observe that the Radon measure λ = ν ⊗ l on E = V is P -invariant and we have the following. 
In particular, for any
Proof A general formula as in the proposition was proved in [32] , under the assumption that P has spectral gap and the spectral radius of P t (t = 0) is less than one, which is valid in our situation (cf. [27] ). Hence, here we only sketch the proof. For fixed v ∈ V , we consider the sequence of Radon measures µ n defined by µ n (ψ) = σ √ 2πnP n ψ(v). It suffices to prove the convergence of µ n to ν ⊗ l(ψ) for functions of the form ψ(x, r) = φ(x)f (r) where φ ∈ H ǫ and f ∈ L 1 (R * + ) is such that its Fourier transformf has compact support. Then we can write, using Fourier inversion formula f (r) = 1 2π
we get that
Using the spectral properties of P t we can replace P t
ν(φ). Then (see [32] ) we get that
In order to show property R a , we use a result of [8] . Under conditions (H), for any v ∈ V we have P-a.e Since the support of µ is compact, there exists c > 0 such that for any
Then, for any v, the relatively compact open set
is visited infinitely often P-a.e. Hence property R a is valid. The validity of property R follows from Proposition 11.
The extremality of λ = ν ⊗ l is proved in Proposition 3.5 of [27] , hence the ergodicity of (Ω × V,θ,λ) follows from Corollary 3.
Remark 7
In general, the support of ν in P d−1 is of Cantor type, hence the support of ν ⊗ l is a proper subset of V . If u ∈ C + c (V ) with (ν ⊗ l)(u) = 0, we can show that P-a.e, for any v, ∞ 0 u(X n (ω)v) < +∞, in particular, if K is a compact set that does not intersect the support of ν ⊗ l, then P-a.e the random walk X n (ω)v escapes from K, if v is not in the support of ν ⊗ l.
(5) Covering spaces: Let G be a real simple linear group of rank one, ∆ be a cocompact lattice and ∆ ′ be a normal subgroup in ∆ such that ∆/∆ ′ ≃ Z. It may be noted that if G has rank more than one, then G has Kazdhan property T which implies that such a ∆ ′ does not exist. Let E = G/∆ ′ , E = G/∆ and D be a fundamental domain of the Z-action on E as in (3) . Let m (resp. m) denote the Haar measure on E (resp. E), hence with the notations of (3) ρ = m and m = ρ ⊗ l. Such a situation arises if G = SL(2, R) and ∆ is the fundamental group of a compact Riemann surface S and in this case G/∆ (resp. G/∆ ′ ) can be identified with the tangent unit bundle of S (resp. of an abelian cover of S).
The proof depends on the next two lemmas.
Lemma 5 Suppose µ ∈ M 1 (G) is such that G µ is non-amenable. Let α be a non-trivial character of ∆ and T α be the unitary representation of G induced by α. Then the spectral radius of T α (µ) is less than one.
Proof In view of Theorem C of [45] , it suffices to verify that T α does not weakly contain the trivial one-dimensional representation of G. It is clear that the one-dimensional representation of ∆ defined by α does not weakly contain the trivial one-dimensional representation of ∆. Since ∆ is a cocompact lattice in G, it follows from 1.10 and 1.11, Chapter III of [37] that the induced representation T α does not weakly contain the trivial one-dimensional representation of G.
In Proposition 3.6 of [27] , if X is a compact metric space, a Markov operator Q acting on Y = X × R d which commutes with the R d translations was considered and it was proved that lim n→∞ ||Q n (u ⊗ f )|| 1 = 0 for Holder functions u ∈ H ǫ (X) and f ∈ L 1 (R d ) with f (x)dx = 0. Essential points of the proof are polynomial growth of R d and a spectral gap property for the Q-action on functions of the form u ⊗ α where u ∈ H ǫ (X) and α is a given character of R d (see above). Here we observe that the adjoint P * of P in L 2 (E, m) is associated witȟ µ, the symmetric of µ which has the same properties as µ. Also, in view of Lemma 5, the condition of spectral gap of P * is valid for the P * -action on functions of the form u ⊗ α where u ∈ L 2 (E, m) and α is a fixed character of Z. The polynomial growth condition is also satisfied here. Hence the proof in [27] gives the following.
Lemma 6 Assume µ satisfies the condition in Lemma 5. Then for any
u ∈ L 2 (E, m) and f ∈ l 1 0 (Z), we have lim n→∞ ||P * n (u ⊗ f )|| 1 = 0.
Proof of Proposition 13 We begin by showing that if
This equation can be written as
Since m is G-invariant and h ∈ L 2 (E, m), strict convexity in L 2 (E, m) implies that h(x) = h(gx) µ ⊗ m-a.e. Since G µ is non-amenable, it is unbounded, hence the Moore ergodicity theorem implies the ergodicity of G µ on E = G/∆ with respect to m (cf. Theorem 4 of [38] ), hence h is constant m-a.e. This proves that h is constant m-a.e.
The above argument shows also the extremality of ρ = m as a P -stationary measure. The condition log ||g||dµ(g) < +∞ implies that the condition c(g)dµ(g) < +∞ of Proposition 11 is satisfied. Then Proposition 11 gives that property R is valid with respect to m = m ⊗ l. Then as above, we can use Proposition 5 to obtain the required ergodicity.
Remark 8 In the situation of Proposition 13, a counter example to property R a is the following. Assume G µ = ∆ ′ . Since ∆ is non-amenable, the same is true of ∆ ′ and all the conditions on µ can be seen to be satisfied. Since ∆ ′ is normal in ∆, we observe that if e ∈ E corresponds to ∆ ′ and z ∈ ∆, then e · z is ∆ ′ -invariant. It follows that P (e · z, ·) = δ e·z and if u(e · z) = 0, that is x = e · z is not in the support of u, then X n (ω)x is not in the support of u for any n and a.e ω. We conjecture that property R x is valid for any x and if µ is adapted, then property R a is valid.
(6) Transient behavior on pseudo-Riemannian symmetric spaces: Let G be a semisimple real algebraic group with no compact factors and H be a closed subgroup of G that is not Zariski dense in G. Assume that E = G/H has a G-invariant measure m and µ ∈ M 1 (G) is such that G µ is non-amenable. Then P acts on L 2 (E, m) as a contraction. As an extension of the Borel density theorem it is proved in [23] that, since H is not Zariskidense, G/H do not carry an invariant mean, that is, G/H is not amenable in the sense of Eymard (see also [46] ). In particular, the spectral radius of P on L 2 (E, m) is strictly less than one. Hence for φ ∈ C c (E), one has
e. This implies property T x is valid m-a.e.
We consider the case where the homogeneous space G/H is a symmetric pseudo-Riemann space, that is H is the set of fixed points of an involution. Then H is reductive, hence H is unimodular. Thus, G/H has a G-invariant measure m. Also, H is algebraic, hence not Zariski dense. Then the above discussion gives the following.
Among the pseudo-Riemannian symmetric spaces we have the spaces E = SL(n, R)/SO(p, q) (p + q < n) and E = SO(k, l)/SO(p, q) (p + q < k + l). The space SL(2, C)/SL(2, R) locally isomorphic to SO(3, 1)/SO(2, 1) was considered in [23] . (7) On homogeneous spaces with property R : Considering the above examples, we formulate the following questions for a G-homogeneous space with G a connected Lie group. a) Characterize the systems (E, P, λ) with property R. More precisely, if R is valid is it true that λ has at most quadratic growth in the following sense: if V ⊂ G is a compact neighborhood of e, and x in the support of λ does there exist c > 0 such that, for any n ∈ N, λ(V n x) ≤ cn 2 . This property is valid in examples 2,4,5 with linear growth of λ(V n x). It may be noted that when P is given by spread-out probability on G, question (a) has definitive answer if G is a compact extension of simply connected nilpotent real Lie group [18] or if G is a p-adic algebraic group [42] .
In view of Corollary 3, if λ is extremal, property R is equivalent to ergodicity of (Ω × E,θ,λ). b) Characterize systems (E, P, λ) with λ of finite mass. Examples of this situation are given in (1). Except for trivial situations, is the general case a combination of these kind of examples.
6 Singularity of stationary measures on the projective line
As is well known the group G = SL(2, R) acts by fractional linear transformations on the Poincaré upper half plane H = {z ∈ C | y = Imz > 0}, preserving the Poincaré metric Γ =< a, b > is a free subgroup of index 6 in SL(2, Z) ⊂ G. Furthermore the Γ-action on H is free and totally discontinuous. We denote by Γ ′ the commutator subgroup of Γ, by γ the projection of γ ∈ Γ in Γ = Γ/Γ ′ =< a, b >= Z 2 , and |γ| the word length of γ in a, b. We observe that as a Riemann surface, Γ\H can be identified with the complement of {0, 1} in C; also Γ ′ \H is an abelian cover for Γ\H with covering group Z 2 =< a, b >. Then Γ\G (resp. Γ ′ \G) can be identified with the unit tangent bundle of Γ\H (resp. Γ ′ \H).
Let MAN be the triangular subgroup of matrices of the form a b 0 1 is such a measure for a certain µ as above. From a geometrical point of view, such measures appear in the study of foliated Brownian motion on Γ\G along AN-orbits and corresponding harmonic measures. Here, as an application of recurrence-transience properties of random walk on Γ\G we give a proof of the following (mentioned in [25] ; see [6] and [11] for recent different proofs).
Proposition 15
Assume that µ ∈ M 1 (Γ) is symmetric adapted and satisfies γ∈Γ µ(γ)|γ| 2 < +∞. Then the unique µ-stationary measure on P 1 is singular with respect to Lebesgue measure.
The proof depends on the next two results which are of independent interest.
Lemma 7
The action of Γ ′ on (P 1 × P 1 , m ⊗ m) is not ergodic.
Proof The Lemma is a direct consequence of the results of [47] and [35] . From [35] we know that Brownian motion on Γ ′ \H is transient. Then it follows from Theorem 4 of [47] that the geodesic flow on the manifold Γ ′ \H is not ergodic. In other words the action of A on Γ ′ \G endowed with the Haar measure is not ergodic. By duality this means that the action of Γ ′ on G/A endowed with Haar measure is not ergodic. Now the result follows since G/AM and (P 1 × P 1 , m ⊗ m) are isomorphic as measured G-spaces.
Lemma 8
The action of Γ ′ on (P 1 × P 1 , ν ⊗ ν) is ergodic.
Proof As in 2.3, we denoteΩ = Ω − ×Ω,P = P − ⊗P, we writeΩ = (ω − , ω) if ω ∈Ω. Then θω = (ω − Y 1 (ω), θω). We consider the transformationθ ofΩ×Γ defined byθ(ω, γ) = (θω, γY 1 (ω)). We denote also byθ the transformation ofΩ × Γ defined byθ(ω, γ) = (θω, γY 1 (ω)). Since the random walk on Z 2 associated with µ is recurrent and adapted the skew product (Ω×Γ,θ,P⊗λ Γ ) is ergodic (see Corollary 2). If we denote by z(ω) the random variable on P 1 uniquely defined P-a.e by Y 1 (ω)z(θω) = z(ω) we have, P-a.e: δ z(ω) = lim n Y 1 · · · Y n ν and ν is the law of z(ω). Since µ is symmetric, ν is also the law under P 1 (ω)z ′ (ω − ). Let φ be a Borel function on P 1 ×P 1 and denote f (ω, γ) = φ(γz(ω), γz ′ (ω − )). Then the functional equations above implies that f (θω, γY 1 (ω)) = f (ω, γ). Also, if φ is Γ ′ -invariant f (ω, ηγ) = f (ω, γ) for all η ∈ Γ ′ . Then we can write f (ω, γ) = f (ω, γ) where f is aθ-invariant function onΩ × Γ. From above we know that f is constant P − ⊗ P-a.e. Since the law of (z ′ (ω − ), z(ω)) under P − ⊗ P is ν ⊗ ν, this means that φ is constant ν ⊗ ν-a.e. In other words (P 1 × P 1 , ν ⊗ ν) is Γ ′ -ergodic.
Proof of Proposition 15
Since Γ\G has finite volume, the geodesic flow on Γ\G is ergodic with respect to the Haar measure and the action of A on Γ\G is ergodic. By duality this gives the ergodicity of Γ on (P 1 , m) = (G/MAN, m) . In particular, any Γ-quasiinvariant and absolutely continuous measure on P 1 is equivalent to m. If ν is not singular with respect to m, we can write ν = ν a + ν s where ν a = 0 is absolutely continuous and ν s is singular (with respect to m). The equation ν = µ * ν implies µ * ν a = ν a and µ * ν s = ν s , hence by uniqueness of the µ-stationary measure, we have ν a = ν and ν s = 0. From above, the Γ-quasiinvariance of ν = ν a implies that ν is equivalent to m. Then the two lemmas give the required contradiction.
7 Appendix: Groups whose closed subgroups are unimodular
Groups whose closed subgroups are unimodular plays a crucial role in our proof of quadratic growth conjecture. This motivates us to prove the following characterization of such groups among algebraic groups and almost connected locally compact groups in terms of polynomial growth. group M is also unimodular and since K is compact, any closed subgroup of M/K is unimodular. Since M/K is a connected Lie group, M/K has polynomial growth. Since K is compact, M has polynomial growth. Since M has finite index in G, G also has polynomial growth. Converse follows from the facts that closed subgroups of polynomial growth also have polynomial growth and groups of polynomial growth are unimodular (cf. [20] ).
