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Rigidity of a thin domain depends on the curvature,
width, and boundary conditions
Zh. Avetisyan∗, D. Harutyunyan†, and N. Hovsepyan‡
Abstract
This paper is concerned with the study of linear geometric rigidity of shallow thin
domains under zero Dirichlet boundary conditions on the displacement field on the
thin edge of the domain. A shallow thin domain is a thin domain that has in-plane
dimensions of order O(1) and ǫ, where ǫ ∈ (h, 1) is a parameter (here h is the thickness
of the shell). The problem has been solved in [8,10] for the case ǫ = 1, with the outcome
of the optimal constant C ∼ h−3/2, C ∼ h−4/3, and C ∼ h−1 for parabolic, hyperbolic
and elliptic thin domains respectively. We prove in the present work that in fact there
are two distinctive scaling regimes ǫ ∈ (h,
√
h] and ǫ ∈ (
√
h, 1), such that in each of
which the thin domain rigidity is given by a certain formula in h and ǫ. An interesting
new phenomenon is that in the first (small parameter) regime ǫ ∈ (h,
√
h], the rigidity
does not depend on the curvature of the thin domain mid-surface.
Contents
1 Introduction 2
2 Main results 3
3 Preliminary 5
3.1 Ansatz-free lower bounds: Interpolation inequalities . . . . . . . . . . . . . . 6
3.2 Ansatz-free lower bound: Theorem 2.1 . . . . . . . . . . . . . . . . . . . . . 11
3.3 Ansatz-free lower bounds: Theorem 2.2 . . . . . . . . . . . . . . . . . . . . . 12
3.4 Passage from Sh,ǫ to Ωh,ǫ in Theorems 2.1 and 2.2 . . . . . . . . . . . . . . . 17
4 Ansätze realizing the upper bounds 18
4.1 The regime ǫ ∈ [h,√h] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 The regime ǫ ∈ [√h, 1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 Rigidity without boundary conditions 22
∗University of California Santa Barbara, harutyunyan@math.ucsb.edu
†University of California Santa Barbara, z.avetisyan@math.ucsb.edu
‡Temple University, narek.hovsepyan@temple.edu
1
1 Introduction
Given a small parameter h > 0, a shell of thickness h in the theory of elasticity is the
h−neighborhood (in the normal direction) of the a smooth enough connected and compact
surface S ⊂ R3. Denoting the normal vector (note that the orientation does not matter
here) by n(x) for any point x ∈ S, and assuming that the family of Lipschitz functions
gh1 (x), g
h
2 (x) : S → (0,∞) satisfy the uniform conditions
h ≤ gh1 (x), gh2 (x) ≤ c1h, and |∇gh1 (x)|+ |∇gh2 (x)| ≤ c2h, for all x ∈ S, (1.1)
one defines a thin domain around S and having thickness of order h, to be the set Ωh =
{x+tn(x) : x ∈ S, t ∈ (−gh1 (x), gh2 (x))}. The problem of determining the rigidity of a given
shell or thin domain is one of the main challenges in the theories of linear and nonlinear
elasticity. A mathematical definition of the geometric rigidity of a shell is formulated by
means of the the geometric rigidity estimate of Friesecke, James and Müller [2,3], which
reads as follows: Let Ω ⊂ R3 be open bounded connected and Lipschitz. There exists a
constant C = C(Ω) such that for every vector field u ∈ H1(Ω) there exists a constant
rotation R ∈ SO(3), such that
‖∇u−R‖2L2(Ω) ≤ C
∫
Ω
dist2(∇u(x), SO(3))dx. (1.2)
It is a well-known fact in elasticity theory that for thin domains Ω, the constant C in (1.2)
blows up as the thickness h of the domain Ω goes to zero. The optimal constant in (1.2)
then determines the rigidity of Ω, the bigger the constant C is the less rigid the domain Ω
is. It turns out that this mathematical definition goes well hand-in-hand with the physical
understanding of rigidity, namely, typically mathematically more rigid thin domains handle
higher compressive loads before buckling. The form (1.2) comes from nonlinear elasticity,
where the energy well is the group of proper rotations SO(3). It is usually assumed in
the study of shells in nonlinear elasticity that the elastic energy density W satisfies the
lower bound W (F ) ≥ c · dist2(F , SO(3)) for some c > 0 and all F ∈ R3×3. If Ωh is a
family of thin domains of thickness of order h, the for low-energy1 (small enough energies)
displacements uh, the estimate (1.2) will imply relative weak compactness of the displacement
family {uh} in H1, and strong compactness of a subsequence of {uh} in L2. This being said,
the derivation of shell theories from three dimensional elasticity is basically based on the
geometric rigidity estimate (1.2). Hence, in that analysis the asymptotics of the optimal
constant C in (1.2) becomes crucial, as it identifies the energy scaling ranges (in terms of h)
for the dimension reduction theory to hold. This is addressed as the shell rigidity problem.
As the tangent space to the manifold SO(3) at the identity matrix I is the vector space of
skew-symmetric matrices, the linearization of (1.2) around I is exactly classical Korn’s first
inequality without boundary conditions [18,19,1,14], which reads as follows: Let Ω ⊂ Rn
be open bounded connected and Lipschitz. There exists a constant C1 = C1(Ω), depending
only on Ω, such that for every vector field u ∈ H1(Ω) there exists a skew-symmetric matrix
A ∈ Rn×n such that
‖∇u−A‖2L2(Ω) ≤ C1‖e(u)‖2L2(Ω), (1.3)
1Low means asymptotically small as h→ 0.
2
where e(u) = 1
2
(∇u + ∇uT ) is the symmetric part of the gradient (the strain in linear
elasticity). It is known that if in addition one imposes Dirichlet type boundary condition on
the displacement field u on some positive Hausdorff H2-measure part of the boundary ∂Ω
then one can choose A = 0 in (1.3). This version of (1.3) plays a crucial role in the study of
critical buckling loads for shells (and thin structures in general) under compression [9,5,6,7].
In particular, the authors in [6,7] prove a buckling load formula for slender structures under
compression under some stability conditions on the deformation, where the formula involves
the "best"2 constant C1 in (1.3), see [7, Theorem 2.6]. In this work we will be studying (1.3),
namely the asymptotics of the optimal constant C1 under zero Dirichlet boundary conditions
on u over the thin edge of ∂Ω. This problem has been solved in [8] and [11] for parabolic and
elliptic, and hyperbolic shells respectively, in the case when the thin domain Ω has in-plane
dimensions of order one in booth principal directions on the mid-surface S. In this paper we
will consider the case when S has width of order one in one principal direction θ, and of order
ǫ > 0 in the other principal direction z, where ǫ ∈ [h, 1] is a parameter. We call this kind of
thin domains shallow. Interestingly enough, we discover that there are two scaling regimes
with a crossover h˜ =
√
h distinguishing between the formulae for the "best" constant C1
in (1.3) for all three kinds of shells, parabolic, hyperbolic, and elliptic. In the first regime
ǫ ∈ [h,√h] the formula for C1 does not depend on the Gaussian curvature of S and is given
by C1 ∼ ǫ2h−2, see Theorem 2.1. In the second regime ǫ ∈ [
√
h, 1] the "best" constant
C1 does in contrast depend on the Gaussian curvature of S and is given by C1 ∼ ǫh−3/2,
C1 ∼ ǫ4/3h−4/3, and C1 ∼ h−1 for parabolic, hyperbolic and elliptic shells respectively, see
Theorem 2.2. These recover the results in [8,11] taking ǫ = 1. Another interesting physical
phenomenon is that in the case of elliptic shells, the entire range ǫ ∈ [√h, 1] gives the same
scaling C1 ∼ h−1. Also, we will prove that when the zero boundary conditions are removed,
the in the regime ǫ ∈ [h,√h] the rigidity drops to h−2 in some cases. This observation reveals
the (explicit) dependence of the rigidity on the size, curvature, and boundary conditions.
2 Main results
In this section we will introduce the main notation, definitions, and formulate the main
results of the paper. First of all we will assume that the mid-surface S ⊂ R3 is a compact,
connected, regular C3 surface with nonempty relative interior, that can be given by a single
patch parametrization r = r(θ, z) in the principal variables θ and z, where we assume
θ ∈ [0, 1] and z ∈ [z1(θ), z2(θ)] for every θ ∈ [0, 1]. Let E denote the patch: E = {(θ, z) :
θ ∈ [0, 1] z ∈ [z1(θ), z2(θ)]}. In order for S to have roughly size ǫ in the z−direction, we
impose the below condition on z1(θ) and z2(θ) :
0 ≤ z1(θ), ǫ ≤ z2(θ)− z1(θ) ≤ c3ǫ for all θ ∈ [0, 1], (2.1)
for some constant c3 ≥ 1. Let now n(θ, z) be the unit normal3 to S at (θ, z), and let t denote
the normal variable. One then naturally has a parametrization of the thin domain Ωh,ǫ given
2"Best" meaning asymptocically optimal as h→ 0.
3The surface S need not be orientable hare, as the choice of n or −n does not affect the presentation.
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by R(t, θ, z) = r(z, θ)+ tn(z, θ), where (θ, z) ∈ E and t ∈ [−gh1 (θ, z), gh2 (θ, z)], where gh1 (θ, z)
and gh2 (θ, z) are given as right before (1.1) and fulfill (1.1). Denote Az =
∣∣∂r
∂z
∣∣ , Aθ = ∣∣∂r∂θ ∣∣ the
two nonzero (as S is regular) components of the metric tensor on S and denote κz and κθ
the two principal curvatures. Recall that in the orthonormal basis (n, eθ, ez) the gradient
of any vector field u = (ut, uθ, uz) ∈ H1(Ωh,ǫ,R3) on the thin domain Ωh,ǫ is given by the
formula [21],
∇u =


ut,t
ut,θ −Aθκθuθ
Aθ(1 + tκθ)
ut,z −Azκzuz
Az(1 + tκz)
uθ,t
Azuθ,θ + AzAθκθut + Aθ,zuz
AzAθ(1 + tκθ)
Aθuθ,z − Az,θuz
AzAθ(1 + tκz)
uz,t
Azuz,θ − Aθ,zuθ
AzAθ(1 + tκθ)
Aθuz,z + AzAθκzut + Az,θuθ
AzAθ(1 + tκz)


(2.2)
The norm ‖f‖L2(Ωh,ǫ) then comes from the inner product of two functions f, g : Ωh,ǫ → R,
given by (f, g)Ωh,ǫ =
∫
Ωh,ǫ
AzAθf(t, θ, z)g(t, θ, z)dθdzdt (recall that Aθ and Az are strictly
positive and thus apart from zero on E). Following [11,12,13], we introduce the thin domain
O(1) parameters that are the quantities c1, c2, c3, a, A, k, and K, some of which defined below
(note that K is defined later in Theorem 2.2) satisfy the conditions
a = min
E
(Aθ, Az) > 0, A = ‖Aθ‖W 2,∞(E) + ‖Az‖W 2,∞(E) <∞, (2.3)
k = ‖κθ‖W 1,∞(E) + ‖κz‖W 1,∞(E) <∞.
due to the fact that C is regular, compact and of class C3. The constants c1, c2 are introduced
in (1.1) and c3 is introduced in (2.1). The constants h0 > 0 and C > 0 in the below
theorems will depend only on the quantities a, A, k, c1, c2, c3 and the constant K defined in
Theorem 2.2. Finally, we introduce the vector space V h,ǫ of displacements satisfying zero
Dirichlet boundary condition on the thin part of the boundary of Ωh,ǫ. To that end denote
that thin part
∂SΩ
h,ǫ = {(t, θ, z) ∈ ∂Ωh,ǫ : θ(θ − 1)(z − z1(θ))(z − z2(θ)) = 0}.
Then the vector space is
V h,ǫ = {u ∈ H1(Ωh,ǫ,R3) : u(t, θ, z) = 0 for (t, θ, z) ∈ ∂SΩh,ǫ}. (2.4)
We are ready to formulate the main results of the paper.
Theorem 2.1 (Korn’s first inequality for shallow thin domains). Let S ⊂ R3 be a con-
nected, compact, regular C3 surface with nonempty relative interior satisfying (2.1) (with the
parametrization r = r(θ, z), (θ, z) ∈ E), and let the thin domain Ωh,ǫ around S be given as in
the next two lines of (1.1) with the barrier functions gh1 and g
h
2 satisfying (1.1). If ǫ ∈ [h,
√
h],
then there exists constants h0, C > 0, depending only on the thin domain O(1) parameters,
such that Korn’s first inequality holds (regardless of the Gaussian curvature sign):
‖∇u‖2L2(Ωh,ǫ) ≤
Cǫ2
h2
‖e(u)‖2L2(Ωh,ǫ), (2.5)
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for all h ∈ (0, h0) and u ∈ V h,ǫ. Moreover, the constant in (2.5) is optimal, i.e, there exists
a sequence of displacements uh,ǫ ∈ V h,ǫ realizing the asymptotics of h and ǫ in (2.5) as
h, ǫ→ 0.
The next theorem is concerned with the second regime.
Theorem 2.2 (Korn’s first inequality). Let S ⊂ R3 be a connected, compact, regular
C3 surface with nonempty relative interior satisfying (2.1) (with the parametrization r =
r(θ, z), (θ, z) ∈ E), and let the thin domain Ωh,ǫ around S be given as in the next two lines
of (1.1) with the barrier functions gh1 and g
h
2 satisfying (1.1). Denote the Gaussian curvature
of S by KG = κθκz. If ǫ ∈ [
√
h, 1], then there exists constants h0, C > 0 depending only on
the thin domain O(1) parameters, such that in each of the situations Korn’s first inequality
holds:
1(a). If KG > 0, then then there exists a constant ǫ0 > 0, depending only on the parameters
of S, such that
‖∇u‖2L2(Ωh,ǫ) ≤
C
h
‖e(u)‖2L2(Ωh,ǫ), (2.6)
for all h ∈ (0, h0), all ǫ ∈ (h, ǫ0), and all u ∈ V h,ǫ. Here K = minE(|κθ|, |κz|).
1(b). If KG < 0,
‖∇u‖2L2(Ωh,ǫ) ≤
Cǫ2/3
h4/3
‖e(u)‖2L2(Ωh,ǫ), (2.7)
for all h ∈ (0, h0), and all u ∈ V h,ǫ. Here K = minE(|κθ|, |κz|).
1(c). If KG = 0, with κz = 0 and K = minE |κθ| > 0, then
‖∇u‖2L2(Ωh,ǫ) ≤
Cǫ
h3/2
‖e(u)‖2L2(Ωh,ǫ), (2.8)
for all h ∈ (0, h0), and all u ∈ V h,ǫ.
Moreover the constants in (2.6)-(2.8) are optimal, i.e, there exists sequences of displacements
uh,ǫ ∈ V h,ǫ (in each situation) realizing the asymptotics of h and ǫ in (2.6)-(2.8) as h, ǫ→ 0.
Remark 2.3. Both Theorems 2.1 and 2.2 clearly reveal the dependence of the optimal con-
stant in Korn’s first inequality on the thin domain width. In fact, in the absence of zero
Dirichlet boundary conditions on the thin part of ∂Ω, the optimal constant in both (1.3) and
(1.2) drop to h−2 in the shallow domain regime ǫ ∈ [h,√h]. This will be addresses later in
Section 5.
3 Preliminary
In the proof of Theorems 2.1 and 2.2 we adopt the overall strategies developed in [5,10,8,11].
At its core is the reduction of 3D inequalities to 2D ones, which are then proven by the use
of several key lemmas that provide inequalities with sharp constants for harmonic functions
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in thin domains. A 3D estimate that already plays a key role in the business of sharp
Korn’s inequality is the so-called Korn interpolation inequality for shells, introduced first for
cylindrical shells in [5]. Another simple but important component of the analysis is the fact
that if one has a Korn’s first inequality (1.3) or a geometric rigidity estimate (1.2) in the
shell Sh,ǫ with thickness h around S defined by
Sh,ǫ = {(t, θ, z) ∈ R3 : (θ, z) ∈ E, t ∈ (−h, h)}, (3.1)
then in fact the same inequality with a comparable constant to C1 (or to C) follows for
the thin domain Ωh,ǫ. This passage is carried out via a localization argument by Kohn and
Vogelius [15]; the detailes will be provided in Section 3.4. We formulate below the Korn
interpolation inequality.
Lemma 3.1. Let the surface S ⊂ R3 be as in Theorem 2.1, and let the shell Sh,ǫ and the
vector space V h,ǫ be defined as in (3.1) and (2.4) respectively. Then there exists constant
C, h0, depending only on a, A, k and c3, such that
‖∇u‖2L2(Sh,ǫ) ≤ C
(‖ut‖L2(Sh,ǫ)‖e(u)‖L2(Sh,ǫ)
h
+ ‖u‖2L2(Sh,ǫ) + ‖e(u)‖2L2(Sh,ǫ)
)
, (3.2)
for all u ∈ V h,ǫ, all h ∈ (0, h0), and all ǫ ∈ [h, 1].
It is worth mentioning that slightly stronger versions inequality (3.2) have been proven in
[8, Theorem 3.1] and in [11, Theorem 3.2] for the case ǫ = O(1). Also, the same version has
been proven in [12, Theorem 3.1] (see also [13]) without assuming any boundary condition
on u. Note that after dividing Sh,ǫ into roughly 1/ǫ parts in the θ direction, variable rescale
x′ = ǫx and application of (3.2) (with no boundary conditions on u) one would deduce the
estimate
‖∇u‖2L2(Sh,ǫ) ≤ C
(
‖ut‖L2(Sh,ǫ)‖e(u)‖L2(Sh,ǫ)
h
+
‖u‖2L2(Sh,ǫ)
ǫ2
+ ‖e(u)‖2L2(Sh,ǫ)
)
, (3.3)
for all u ∈ H1(Sh,ǫ,R3). It will be seen later that (3.3) is not good enough for the purpose
of Theorems 2.1 and 2.2 for the full range ǫ ∈ [h, 1] and all cases (2.5)-(2.8). This being
said we will need the validity of (3.2) for the full range ǫ ∈ [h, 1]. As already mentioned, the
structure of the current paper will be quite similar to the ones in [8,11], thus we will skip
some straightforward steps in the proof referring to that previous works, and at the same
time trying to keep the current paper as self-contained as possible without major repetitions.
Note that both Theorems 2.1 and 2.2 claim Ansatz-free lower bounds and their sharpness,
where the sharpness part will be proven by providing an Ansatz that makes the inequality
an asymptotic equality as h, ǫ→ 0. We start with the Ansatz-free lower bounds past.
3.1 Ansatz-free lower bounds: Interpolation inequalities
In the sequel the ‖ · ‖ norm will be the L2 norm ‖ · ‖L2(Sh,ǫ), and the constants C, h0 will
depend only on a, A, k, and c3 throughout Section 3 unless specified otherwise. The proof is
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performed by sequential freeze of the acting variables t, θ, z to reduce the 3D inequality of
the corresponding block of the gradient u to a 2D inequality. Before doing that, we make
the following (again adopted in [8,11]) simplification to ∇u by removing the tκθ and tκz
parts in the denominators of the second and third columns respectively. Namely, setting
B =


ut,t
ut,θ − Aθκθuθ
Aθ
ut,z − Azκzuz
Az
uθ,t
Azuθ,θ + AzAθκθut + Aθ,zuz
AzAθ
Aθuθ,z − Az,θuz
AzAθ
uz,t
Azuz,θ − Aθ,zuθ
AzAθ
Aθuz,z + AzAθκzut + Az,θuθ
AzAθ


(3.4)
we first aim at the simplified version of (3.2), which reads as
‖B‖2 ≤ C
(‖ut‖‖Bsym‖
h
+ ‖u‖2 + ‖Bsym‖2
)
, (3.5)
where Bsym = 1
2
(B +BT ) is the symmetric part of the matrix B. The later passage from
(3.5) to (3.2) will then be quite straightforward taking into account the smallness of t and
thus the omitted terms.
Proof of (3.5). Consider the blocks t = const, θ = const, and z = const separately.
The block t = const. There exists a constant C > 0 such that
‖B23‖2 + ‖B32‖2 ≤ C(‖u‖2 + ‖Bsym‖2), (3.6)
for all h ∈ (0, 1) and u ∈ V h,ǫ.
Proof. The analysis for this block is the simplest. For functions f, g ∈ L2(E,R) define the
inner product (f, g)E =
∫
E
AθAzfgdθdz. Hence we have on one hand by Fubini’s theorem
and integrating by parts,(
B23 +
Az,θuz
AθAz
, B32 +
Aθ,zuθ
AθAz
)
E
=
∫
E
uθ,zuz,θ
=
∫
E
uθ,θuz,z.
On the other hand we have∫
E
uθ,θuz,z =
(
B22 − κθut − Aθ,zuz
AθAz
, B33 − κzut − Az,θuθ
AθAz
)
E
,
thus recalling the equalities B22 = B
sym
22 , B33 = B
sym
33 , and B32 = 2B
sym
23 − B23, we obtain
from the last two equalities the bound
|(B23, B23)E | ≤ C(|(Bsym,Bsym)E|+ |(u,u)E|),
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which then integrating in t ∈ (−h, h) we discover
‖B23‖2 ≤ C(‖u‖2 + ‖Bsym‖2). (3.7)
Consequently taking into account one more time the equality B32 = 2B
sym
23 −B23, we obtain
the estimate (3.6) from (3.7) by the triangle inequality.
The block θ = const. There exists a constant C > 0, such that one has the estimate
‖B13‖2 + ‖B31‖2 ≤ C
(‖ut‖‖Bsym‖
h
+
1
δ
‖u‖2 + δ‖B12‖2 + ‖Bsym‖2
)
. (3.8)
for all h ∈ (0, 1), all u ∈ V h,ǫ, and all δ ∈ (0, 1).
Proof of (3.8). The proof for this block is based on several lemmas proven in [5,10,12], and
their modifications that we will formulate and prove when necessary. A main lemma is
Lemma 5.1 from [12], which is not directly applicable to the situation ǫ << 1 that falls into
the full range [h, 1]. This is due to the fact that the constants in the targeted inequality may
depend on ǫ, which may mishandle the final constants we get. Therefore, we aim to prove
the following modification applicable to all values of ǫ ∈ [h, 1].
Lemma 3.2. For parameters 0 < h ≤ ǫ ≤ 1 denote the two dimensional rectangle R =
(0, h) × (0, ǫ). Given a displacement field U = (u(x, y), v(x, y)) ∈ H1(R,R2), vector fields
α,β ∈ W 1,∞(R,R2), and a function w ∈ H1(R,R), denote
M =
[
∂xu ∂yu+α ·U
∂xv ∂yv + β ·U + w
]
. (3.9)
Then for any displacement field U ∈ H1(R,R2) satisfying the Dirichlet boundary conditions
U(x, 0) = U(x, ǫ) = 0, for all x ∈ (0, h)
in the trace sense, the following interpolation inequality holds:
‖M‖2L2(R) ≤
C˜
h
‖u‖L2(R) · ‖M sym‖L2(R) + ‖M sym‖2L2(R) (3.10)
+
(
1
δ
+ h2
)
‖U‖2L2(R) + (δ + h2)(‖w‖2L2(R) + ‖∂xw‖2L2(R)),
for all δ ∈ (0, 1), h ∈ (0, h˜). Here the constants C˜, h˜ > 0 (the existence of which is claimed)
depend only on the quantities ‖α‖W 1,∞(R), ‖β‖W 1,∞(R).
Proof of Lemma 3.2. We will adopt the method of harmonic projections, following the proof
of the similar lemma in [12] with necessary modifications. In the proof of the lemma the
constant C˜ may depend only on the norms ‖α‖W 1,∞ ‖β‖W 1,∞ . Also, for simplicity we will
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write ‖ · ‖ instead of ‖ · ‖L2(R). By density we can assume without loss of generality that
U ∈ C2(R¯). For functions ϕ, φ ∈ H1(R,R) introduce the perturbed gradient
Mϕ,ψ = ∇U +
[
0 ϕ
0 ψ
]
=
[
∂xu ∂yu+ ϕ
∂xv ∂yv + ψ
]
. (3.11)
Let the function u1 be the unique solution to the Dirichlet boundary value problem{
∆u1 = 0 in R
u1 = u on ∂R.
(3.12)
First of all Poincaré inequality in the horizontal direction implies the bound
‖u− u1‖ ≤ h‖∂x(u− u1)‖ ≤ h‖∇(u− u1)‖. (3.13)
Next, from the harmonicity of u1 we have the obvious identity with a divergence form right-
hand side:
∆(u− u1) = ∆u =
∂((M symϕ,ψ )11 − (M symϕ,ψ )22)
∂x
+
∂(2M symϕ,ψ )12
∂y
+ ∂yϕ− ∂xψ,
thus standard elliptic estimates together with (3.13) yield the bound
‖∇(u− u1)‖ ≤ C˜
[‖M symϕ,ψ ‖+ h(‖∂yϕ‖+ ‖∂xψ‖)] . (3.14)
Estimates (3.14) and (3.13) will allow us to replace u by u1 in the targeted estimates, thus
proving them under the additional condition that u was harmonic in R. Next we recall
lemma 4.3 from [5].
Lemma 3.3. Suppose h, p > 0 and w ∈ H1(T,R) is harmonic and satisfies the boundary
condition w(x, 0) = w(x, p) = 0 in the sense of traces, where T = (0, h)× (0, p). Then
‖∂yw‖2L2(T ) ≤
2
√
3
h
‖∂xw‖L2(T )‖w‖L2(T ) + ‖∂xw‖2L2(T ). (3.15)
We now make use of the fact that u1 is in fact harmonic. To that end we first replace u
by u1 through the bounds (3.13) and (3.14). Namely we have by the triangle inequality and
by (3.14),
‖∂yu+ ϕ‖2 ≤ 4(‖∂yu1‖2 + ‖∂y(u− u1)‖2 + ‖ϕ‖2) (3.16)
≤ C˜(‖∂yu1‖2 + ‖∇(u− u1)‖2 + ‖ϕ‖2)
≤ C˜(‖∂yu1‖2 + ‖ϕ‖2 + ‖M symϕ,φ ‖+ h(‖ϕy‖+ ‖φx‖)).
On the other hand we have for the summand ‖∂yu1‖2 by Lemma 3.3,
‖∂yu1‖2 ≤ 2
√
3
h
‖∂xu1‖‖u1‖+ ‖∂xu1‖2 (3.17)
≤ 2
√
3
h
(‖∂x(u1 − u)‖+ ‖∂xu‖)(‖u‖+ ‖u1 − u‖) + (‖∂x(u1 − u)‖+ ‖∂xu‖)2
≤ 2
√
3
h
(‖∇(u1 − u)‖+ ‖∂xu‖)(‖u‖+ ‖u1 − u‖) + (‖∇(u1 − u)‖+ ‖∂xu‖)2.
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Recall that that ∂xu is the 11 entry of M
sym
ϕ,ψ , thus putting together (3.16) and (3.17), and
taking into account the bounds (3.13) and (3.14), we arrive at the estimate
‖∂yu+ ϕ‖2 ≤ C˜
(
1
h
‖u‖ · ‖M symϕ,ψ ‖+ ‖u‖2 + ‖M symϕ,ψ ‖2 + ‖ϕ‖2
)
(3.18)
+ C˜(‖u‖(‖∂yϕ‖+ ‖∂xψ‖) + h2(‖∂yϕ‖2 + ‖∂xψ‖2)).
Consequently, for the case f = α ·U and g = β ·U + w we have the obvious bounds
‖∂yϕ‖ ≤ C˜‖U‖H1(R) ≤ C˜(‖M symϕ,ψ ‖+ ‖U‖+ ‖w‖), (3.19)
‖∂xψ‖ ≤ C˜‖U‖H1(R) + ‖∂xw‖ ≤ C˜(‖M symϕ,ψ ‖+ ‖U‖+ ‖∂xw‖).
Finally, applying the bounds (3.19) to the right-hand side of (3.18) and estimating the
product term ‖u‖(‖∂yϕ‖ + ‖∂xψ‖) by 1δ‖u‖2 + δ(‖∂yϕ‖ + ‖∂xψ‖)2, we obtain the estimate
(3.10) for ∂yu + ϕ in place of M on the left. The additional 21 entry ∂xv of M is then
estimated in terms of ∂yu + ϕ and M sym via triangle inequality. This completes the proof
of the lemma.
Now the bound (3.8) is obtained by a clever choice of the fields U , α, β and the function
w in Lemma 3.2, which was originally done in [12]. We recall the formulae here leaving
the details to the reader. A working choice turns out to be U = (ut, Azuz), α = (0,−κz),
β = (A2zκz,−Az,zAz ) and the function w =
AzAz,θ
Aθ
uθ in the variables t and z. Indeed, we have
by straightforward calculation
M11 = ut,t, M12 = ut,z − Azκzuz (3.20)
M21 = Azuz,t, M22 = Azuz,z + A
2
zκzut +
AzAz,θ
Aθ
uθ,
∂tw =
AzAz,θ
Aθ
uθ,t
thus taking into account the form of the matrix B in (3.4) we have
Msym11 = B
sym
11 , M
sym
12 = AzB
sym
12 , M
sym
22 = A
2
zB
sym
33 , (3.21)
|w| ≤ C˜|u|, |∂tw| ≤ C˜(|B12|+ |u|).
Now (3.8) follows from plugging in the forms (3.20) and (3.21) in (3.10) and integrating the
obtained estimate in θ ∈ [0, 1].
For the block z = const we get the analogous inequality (by symmetry) through the same
analysis.
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The block z = const. There exists a constant C > 0, such that one has the estimate
‖B12‖2 + ‖B21‖2 ≤ C
(‖ut‖‖Bsym‖
h
+
1
δ
‖u‖2 + δ‖B13‖2 + ‖Bsym‖2
)
. (3.22)
for all h ∈ (0, 1), all u ∈ V h,ǫ, and all δ ∈ (0, 1). Finally putting together the estimates
(3.6), (3.8) and (3.22) we obtain the bound
‖B‖2 ≤ C
(‖ut‖‖Bsym‖
h
+
1
δ
‖u‖2 + δ‖B‖2 + ‖Bsym‖2
)
. (3.23)
Thus choosing the parameter δ > 0 small enough (i.e., Cδ = 1/2) we obtain (3.5). This
completes the proof of the modified estimate (3.5).
Although the inequality (3.5) will be the one (and not Lemma 3.1) frequently used in our
analysis, let us mention how Lemma 3.1 follows from (3.5), which is quite straightforward.
Indeed, it is done via the obvious estimates
‖∇u−B‖ ≤ Ch‖∇u‖, ‖e(u)−Bsym‖ ≤ Ch‖∇u‖ (3.24)
by Cauchy inequality applied to the product term ‖B‖‖ut‖ in the form ab ≤ δa2+ 1δ b2, with
the parameter δ > 0 chosen sufficiently small.
3.2 Ansatz-free lower bound: Theorem 2.1
We start with the regime ǫ ∈ [h,√h], which is the easier one. We have from the Poincaré
inequality in the θ direction that
‖u‖ ≤ Cǫ‖∂θu‖
From the form of the matrix B we have
‖∂θu‖ ≤ C(‖B‖+ ‖u‖),
thus we have
‖u‖ ≤ Cǫ(‖B‖+ ‖u‖)
which for sufficiently small h (depending on the constant C right above) implies, taking into
account the bound ǫ ≤ √h,
‖u‖ ≤ Cǫ‖B‖. (3.25)
Consequently combining (3.25) and (3.5) we have for small enough h the bound
‖B‖ ≤ Cǫ
h
‖Bsym‖, (3.26)
regardless of the curvature of S. Now, as in the case of (3.5) and Lemma 3.1 discussed
above, the estimate (2.5) with Sh,ǫ in place of Ωh,ǫ follows from (3.26) and (3.24). As
already mentioned below, the passage from Sh,ǫ to Ωh,ǫ in the estimates (2.5)-(2.8) will be
demonstrated later in Section 3.4.
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3.3 Ansatz-free lower bounds: Theorem 2.2
This corresponds to the regime ǫ ∈ (√h, 1] and the curvature matters here as noted in
Theorem 2.2, thus we will consider each case separately. But before getting into each case,
we we start by some preliminary calculation following [11]. The idea is to first eliminate
the component ut from the 22 and 33 entries of the matrix B, where at the same time
utilizing the 23 and 32 entries of B, we end up with an equality involving only the in-
plane components uθ, uz and the symmetric part Bsym, which, roughly speaking, will in
tern provide us with a Carleman-like estimate for the operator e(u). Let λ > 0 be a large
parameter to be determined later. Like in Section 3.1 we will be working with the inner
product (f, g)E. We have that
(Bsym22 , e
λzκzuz)E =
∫
E
eλzAzκzuzuθ,θ +
∫
E
eλzAθAzκθκzuzut +
∫
E
eλzAθ,zκzu
2
z,
and
(Bsym33 , e
λzκθuz)E =
∫
E
eλzAθκθuzuz,z +
∫
E
eλzAθAzκθκzuzut +
∫
E
eλzAz,θκθuθuz,
thus we can eliminate the ut term on the right to get
(Bsym22 ,e
λzκzuz)E − (Bsym33 , eλzκθuz)E (3.27)
=
∫
E
eλzAzκzuzuθ,θ +
∫
E
eλzAθ,zκzu
2
z −
∫
E
eλzAθκθuzuz,z −
∫
E
eλzAz,θκθuθuz.
The second and the fourth summands on the right of (3.27) appear in the desired form, while
the first and the third do not. For the third summand we have integrating by parts and
utilizing the zero Dirichlet boundary conditions,
−
∫
E
eλzAθκθuzuz,z =
1
2
∫
Ω
∂
∂z
(eλzAθκθ)u
2
z. (3.28)
while the adjustment of the first summand is more involved, indeed we have∫
E
eλzAzκzuzuθ,θ =
∫
E
∂
∂θ
(eλzAzκz)uθuz −
∫
E
eλzAzκzuθuz,θ. (3.29)
The second summand in (3.29) still does not have the required "good" form, thus we modify
it as follows. Recall the below equality coming from the 23 and 32 terms of the matrix B :
Azuz,θ = 2AθAzB
sym
23 + Aθ,zuθ + Az,θuz − Aθuθ,z
hence we can calculate integrating by parts in θ as follows:∫
E
(eλzAzκz)uθuz,θ (3.30)
= 2
∫
E
eλzκzAθAzB
sym
23 uθ +
∫
E
eλzκzAθ,zu
2
θ +
∫
E
eλzκzAz,θuθuz −
∫
E
eλzκzAθuθuθ,z
= 2
∫
E
eλzκzAθAzB
sym
23 uθ +
∫
E
eλzκzAθ,zu
2
θ +
∫
E
eλzκzAz,θuθuz +
1
2
∫
Ω
∂
∂z
(eλzκzAθ)u
2
θ.
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Consequently combining equalities (3.27)-(3.30) we arrive at the key idntity
F (uθ, uz) = (B
sym
22 , e
λzκzuz)E − (Bsym33 , eλzκθuz)E + 2(Bsym23 , eλzκzuθ)E (3.31)
where the quadratic form F (uθ, uz) is given by
F (uθ, uz) = −
∫
E
(
1
2
∂
∂z
(eλzκzAθ) + e
λzκzAθ,z
)
u2θ +
∫
E
(
eλzAθ,zκz +
1
2
∂
∂z
(eλzAθκθ)
)
u2z
(3.32)
−
∫
E
(
eλzAz,θ(κθ + κz) +
∂
∂θ
(eλzAzκz)
)
uθuz.
Now having (3.31) and (3.32) in hand we can proceed with each case separately.
Nagative Gaussian curvature: KG < 0.
Proof. The purpose of introduction of the function eλz into the analysis and the magic
followed by it is as follows. Note that there is a z derivative in both of the coefficients of u2θ
and u2z in the quadratic form F, while there is only a θ derivative in the coefficient of the
product term uθuz. This means that the coefficients of u2θ and u
2
z can be made arbitrarily
large compared to the coefficient of uθuz, by choosing the constant λ large enough, thus
making the quadratic form F positive or negative definite provided the coefficients of u2θ
and u2z have the same constant sign, which is exactly the case of hyperbolic mid-surface S. If
λ > 0 is a big enough constant, then according to the bounds (2.3) and the condition KG < 0
on E, we have that the leading term of the coefficient of u2θ and u
2
z in F are
1
2
λeλzAθκθ and
−1
2
λeλzAθκz respectively, thus there exists constants C, c > 0 (the constant c depends only
on the domain O(1) parameters too) such that we have
|F (uθ, uz)| ≥ Cλ(‖eλz2 uθ‖2L2(E) + ‖e
λz
2 uz‖2L2(E)), for all λ ≥ c. (3.33)
We have on the other hand from (3.31) by the Schwartz inequality that
|F (uθ, uz)| ≤ C‖eλz2 Bsym‖L2(E)(‖eλz2 uθ‖L2(E) + ‖eλz2 uz‖L2(E)), for all λ ≥ 0. (3.34)
Combining now (3.33) and (3.34) we obtain the Carleman estimate
‖eλz2 uθ‖L2(E) + ‖eλz2 uz‖L2(E) ≤ C
λ
‖eλz2 Bsym‖L2(E) for all λ ≥ c. (3.35)
We can now make the choice λ = c
ǫ
which clearly satisfies the inequality λ ≥ c. Also note
that one has the obvious bounds cz1(θ)
ǫ
≤ λz ≤ cz1(θ)
ǫ
+ cc3 for any (θ, z) ∈ E, thus we get
from (3.35),
‖uθ‖L2(E) + ‖uz‖L2(E) ≤ Cǫ‖Bsym‖L2(E). (3.36)
Consequently, upon squaring and integrating the last inequality in t ∈ (−h, h) we discover
the key inequality
‖uθ‖2L2(Sh) + ‖uz‖2L2(Sh,ǫ) ≤ Cǫ2‖Bsym‖L2(Sh,ǫ). (3.37)
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We now turn our attention to the estimation of the out-of-plane ut component. To that end
we multiply the equality
Bsym22 = κθut +
1
AθAz
(Azuθ,θ + Aθ,zuz).
by AθAzut and integrate the obtained identity over Sh,ǫ, where we throw the θ derivative of
the summand uθ,θ over ut by integration by parts. Keeping in mind the bound (3.37), this
leads to the estimate
‖ut‖2L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ)(‖ut‖L2(Sh,ǫ) + ǫ‖ut,θ‖L2(Sh,ǫ)) (3.38)
Next we have from the 12 component of the matrix B, and from (3.36), that
‖ut,θ‖L2(Sh,ǫ) ≤ C(‖B‖L2(Sh,ǫ) + ǫ‖Bsym‖L2(Sh,ǫ)), (3.39)
hence we get combining (3.38) and (3.39) the bound
‖ut‖2L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ)(ǫ‖B‖L2(Sh,ǫ) + ‖Bsym‖L2(Sh,ǫ)). (3.40)
In conclusion we combine (3.40), (3.37) and (3.5) to arrive at the desired estimate
‖B‖2L2(Sh) ≤
Cǫ2/3
h4/3
‖Bsym‖2L2(Sh). (3.41)
The bound (2.7) with Sh,ǫ in place of Ωh,ǫ now follows from (3.41) via the well-known manner
through the bounds (3.24). The proof for the negative curvature shell case is finished.
Positive Gaussian curvature: KG > 0.
Proof. The proof of this case consists of several observations. The first observation comes
again from the identities (3.31) and (3.32), where it is clear that by choosing the constant
λ > 0 big enough, we achieve the existence of a constant C > 0 such that
‖uθ‖2L2(Sh) ≤ CeCǫ(‖uz‖2L2(Sh)+‖Bsym‖2L2(Sh)), ‖uz‖2L2(Sh) ≤ CeCǫ(‖uθ‖2L2(Sh)+‖Bsym‖2L2(Sh)).
(3.42)
In the the second step we bound the component ut. We have for a fixed t ∈ (−h, h), and the
positivity κθκz > 0 that
(Bsym22 − κθut, Bsym33 − κzut)E ≥ C(‖ut‖2 − ‖Bsym‖2), (3.43)
for some constant C > 0. On the other hand recalling the form of the matrix B, we have
integrating by parts
(Bsym22 − κθut, Bsym33 − κzut)E (3.44)
=
∫
E
(
uθ,θ +
Aθ,z
Aθ
uz
)(
uz,z +
Az,θ
Az
uθ
)
=
∫
E
uθ,θuz,z +
∫
E
Aθ,zAz,θ
AθAz
uzuθ +
∫
E
Aθ,z
Aθ
uzuz,z +
∫
E
Az,θ
Az
uθuθ,θ
=
∫
E
uθ,zuz,θ +
∫
E
Aθ,zAz,θ
AθAz
uθuz − 1
2
∫
E
∂
∂z
(
Aθ,z
Aθ
)
u2z −
1
2
∫
E
∂
∂θ
(
Az,θ
Az
)
u2θ.
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Note that the righthand side of (3.44) is a quadratic form in (uθ, uz) modulo the first sum-
mand. Also, that first summand occurs from the following multiplication when integrating
by parts some of the occurring summands to make them a quadratic:
(B23,2B
sym
23 − B23)E =
∫
E
(
uz,θ − Aθ,z
Aθ
uθ
)(
uθ,z − Az,θ
Az
uz
)
(3.45)
=
∫
E
uθ,zuz,θ +
∫
E
Aθ,zAz,θ
AθAz
uzuθ +
1
2
∫
E
∂
∂z
(
Aθ,z
Aθ
)
u2θ +
1
2
∫
E
∂
∂θ
(
Az,θ
Az
)
u2z.
Thus putting together (3.44) and (3.45) we obtain
(Bsym22 −κθut, Bsym33 −κzut)E = (B23, 2Bsym23 −B23)E−
∫
E
(
∂
∂z
(
Aθ,z
Aθ
)
+
∂
∂θ
(
Az,θ
Az
))
(u2θ+u
2
z).
(3.46)
Utilizing the obvious quadratic form estimate (B23, 2B
sym
23 − B23)E ≤ (Bsym23 , Bsym23 )E , and
invoking (3.43), we discover from (3.46) the key estimate (after an integration in t ∈ (−h, h)),
‖ut‖2L2(Sh,ǫ) ≤ C(BsymL2(Sh,ǫ) + ‖uθ‖2L2(Sh,ǫ) + ‖uz‖2)L2(Sh,ǫ). (3.47)
Next, Poincaré inequality in the z direction implies that
‖uz‖2L2(Sh,ǫ) ≤ Cǫ2‖uz,z‖2L2(Sh,ǫ). (3.48)
for some constant C > 0. Consequently combining the bounds (3.42), (3.47), and (3.48) we
arrive at the key inequality
‖uz‖2L2(Sh,ǫ) ≤ Cǫ2eCǫ(‖Bsym‖2L2(Sh,ǫ) + ‖uz‖2L2(Sh,ǫ)). (3.49)
It is clear that if ǫ is small enough, such that Cǫ2eCǫ < 1, then (3.49) implies the bound
‖uz‖L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ), which in turn would imply the similar bounds ‖uθ‖L2(Sh,ǫ) ≤
C‖Bsym‖L2(Sh,ǫ) and ‖ut‖L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ) due to (3.42) and (3.47). We have thus
obtained the following: There exists ǫ0 > 0 depending on the parameters of S, such that one
has
‖ut‖L2(Sh,ǫ) + ‖uθ‖L2(Sh,ǫ) + ‖uz‖L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ) (3.50)
for all ǫ ∈ (0, ǫ0). Finally we combine (3.50) with (3.5) to get (2.6) with Sh,ǫ in place of Ωh,ǫ.
Zero Gaussian curvature: κz = 0, |κθ| ≥ K > 0.
Proof. We using the Gauss-Codazzi relations [21, Section 1.1] one can obtain a rather explicit
form for the metric tensor components Aθ and Az as well as for the nonzero curvature κθ.
Indeed, taking into account the equality κz = 0, the Gauss-Codazzi relations
∂κz
∂θ
= (κθ − κz)Az,θ
Az
,
∂κθ
∂z
= (κz − κθ)Aθ,z
Aθ
, (3.51)
∂
∂z
(
Aθ,z
Az
)
+
∂
∂θ
(
Az,θ
Aθ
)
= −AzAθκzκθ,
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reduce to
Az,θ = 0,
∂κθ
∂z
= −κθAθ,z
Aθ
,
∂
∂z
(
Aθ,z
Az
)
= 0,
solving which we get the explicit forms
Az = B
′(z), Aθ = a(θ)B(z) + b(θ), κθ =
c(θ)
Aθ
, (3.52)
where the functions Az, Aθ and c(θ) are strictly positive on E. Thus we get the following
forms for the gradient and the matrix B :
∇u =


ut,t
ut,θ − c(θ)uθ
Aθ + tc(θ)
ut,z
Az
uθ,t
uθ,θ + c(θ)ut + a(θ)uz
Aθ + tc(θ)
uθ,z
Az
uz,t
uz,θ − a(θ)uθ
Aθ + tc(θ)
uz,z
Az


, B =


ut,t
ut,θ − c(θ)uθ
Aθ
ut,z
Az
uθ,t
uθ,θ + c(θ)ut + a(θ)uz
Aθ
uθ,z
Az
uz,t
uz,θ − a(θ)uθ
Aθ
uz,z
Az


.
(3.53)
Note first that by Poincaré inequality we can bound in this case,
‖uz‖2L2(Sh,ǫ) ≤ ǫ2‖uz,z‖2L2(Sh,ǫ) ≤ Cǫ2‖Bsym‖2L2(Sh,ǫ)), (3.54)
as uz,z = AzB
sym
33 . We have on the other hand integrating by parts
(B23, B32)E =
∫
E
uθ,z(uz,θ − a(θ)uθ) (3.55)
=
∫
E
uθ,θuz,z.
We have further
(Bsym22 , B
sym
33 )E =
∫
E
uz,z(uθ,θ + c(θ)ut + a(θ)uz), (3.56)
thus combining (3.55) and (3.56) and taking into account the equality B32 = 2B
sym
23 − B23,
we obtain
(B23, 2B
sym
23 − B23)E = (Bsym33 , Bsym22 − c(θ)ut − a(θ)uz),
which yields the estimate (upon integration in t ∈ (−h, h)),
‖B23‖L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ)(‖Bsym‖L2(Sh,ǫ) + ‖ut‖L2(Sh,ǫ) + ‖uz‖L2(Sh,ǫ)). (3.57)
Note next that an application of (3.54) simplifies (3.57) to the form
‖B23‖2L2(Sh,ǫ) ≤ C‖Bsym‖L2(Sh,ǫ)(‖Bsym‖L2(Sh,ǫ) + ‖ut‖L2(Sh,ǫ)). (3.58)
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Next we estimate the component uθ by noting that Poincaré inequality gives on one hand
the bound
‖uθ‖2L2(Sh,ǫ) ≤ ǫ2‖uθ,z‖2L2(Sh,ǫ),
and on the other hand we have uθ,z = AzB23, thus taking into account the estimate (3.58)
we get
‖uθ‖2L2(Sh,ǫ) ≤ Cǫ2‖Bsym‖L2(Sh,ǫ)(‖Bsym‖L2(Sh,ǫ) + ‖ut‖L2(Sh,ǫ)). (3.59)
In order to estimate the out-of-plane ut component we calculate the inner product by inte-
gration by parts: (
ut
Az
, Bsym22
)
E
=
∫
E
ut(uθ,θ + c(θ)ut + a(θ)uz) (3.60)
=
∫
E
ut,θuθ +
∫
E
c(θ)|ut|2 +
∫
E
a(θ)uzut.
Integrating (3.60) in t ∈ (−h, h) and applying the Schwartz inequality to the product terms
we get
‖ut‖2L2(Sh,ǫ) ≤ C‖ut‖L2(Sh,ǫ)(‖Bsym‖L2(Sh,ǫ) + ‖uz‖L2(Sh,ǫ)) + ‖uθ‖L2(Sh,ǫ)‖ut,θ‖L2(Sh,ǫ). (3.61)
Next we have ut,θ = AθB12 + c(θ)uθ, thus we have
‖ut,θ‖L2(Sh,ǫ) ≤ C(‖B‖L2(Sh,ǫ) + ‖uθ‖L2(Sh,ǫ)). (3.62)
It is now easy to see that putting together the estimates (3.5), (3.54), (3.59), (3.61), and
(3.62) we discover
‖ut‖L2(Sh,ǫ) ≤
Cǫ√
h
‖Bsym‖L2(Sh,ǫ). (3.63)
finally we combine (3.5), (3.54), (3.59), and (3.63) to get the estimate
‖B‖2L2(Sh,ǫ) ≤
Cǫ
h
√
h
‖Bsym‖2L2(Sh,ǫ). (3.64)
As already understood before, the inequality (2.8) (with Sh,ǫ in place of Ωh,ǫ) follows from
the similar estimate (3.64) through the bounds (3.24).
3.4 Passage from Sh,ǫ to Ωh,ǫ in Theorems 2.1 and 2.2
The passage from the shell Sh,ǫ to the thin domain Ωh,ǫ is done in a well-known fashion
through a localization argument. The idea is based on the fact that if the domain Ω has
comparable dimensions in three mutually orthogonal directions, then the constant C1 in (1.3)
depends only on the Lipschitz constant of Ω and the constants controlling the size ratio in
that orthogonal directions. We recall the following simple lemma proven in [12, Lemma 5.2].
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Lemma 3.4. Assume D1 ⊂ D2 ⊂ R3 are open bounded connected Lipschitz domains. By
Korn’s first inequality, there exist constants K1 and K2 such that for any vector field U ∈
W 1,2(D2,R
3), there exist skew-symmetric matrices A1,A2 ∈M3×3, such that
‖∇U −A1‖L2(D1) ≤ K1‖e(U)‖L2(D1), ‖∇U −A2‖L2(D2) ≤ K2‖e(U)‖L2(D2). (3.65)
The assertion is that there exists a constant C > 0 depending only on the quantities K1, K2
and |D2||D1| , such that for any vector field U ∈ W 1,2(D2,Rn) one has
‖∇U‖L2(D2) ≤ C(‖∇U‖L2(D1) + ‖e(U)‖L2(D2)). (3.66)
In order to utilize the lemma, we divide Ω into small parts with size of order h and extend
the existing local estimate on all smaller parts in the normal to S direction to the bigger
(but still of order h) parts containing it. Let u = (u¯1, u¯2, u¯3) be u in Cartesian coordinates
x = (x1, x2, x3), and let Du denote the Cartesian gradient. We divide the domains Ωh,ǫ into
small pieces of order h by dividing each parameter range θ and z into small intervals of order
h. We will then get roughly 1
h
· ǫ
h
= ǫ
h2
small domains of order h with comparable size in the
directions t, θ, z and with uniform Lipschitz constants. Denote the small domains by Ωh,ǫi ,
where i = 1, 2, . . . , N, where N = O( ǫ
h2
) and set Sh,ǫi = S
h,ǫ ∩ Ωh,ǫi . We have by the lemma
‖Du¯‖L2(Ωh,ǫi ) ≤ C(‖Du¯‖L2(Sh,ǫi ) + ‖e(u¯)‖L2(Ωh,ǫi )), i = 1, 2, . . . , N, (3.67)
with a uniform constant C depending only on the thin domain O(1) parameters. Conse-
quently, summing the estimates (3.67) in i = 1, 2, . . . , N we discover
‖Du¯‖L2(Ωh,ǫ) ≤ C(‖Du¯‖L2(Sh,ǫ) + ‖e(u¯)‖L2(Ωh,ǫ)). (3.68)
Finally, combining (3.68) with the versions of (2.5)-(2.8) with Sh,ǫ in place of Ωh,ǫ, we obtain
the original versions of (2.5)-(2.8).
4 Ansätze realizing the upper bounds
4.1 The regime ǫ ∈ [h,√h]
In this regime the construction of the Ansatz is based on an observation made in [8,11].
Namely, one assumes first that the displacement u is smooth and depends on the normal
variable t linearly, i.e., u(t, θ, z) = u1(θ, z) + tu2(θ, z). This leads to the equality
e(u) = A1(u1,u2) + tA2(u1,u2)
for the symmetrized gradient, where A1 and A2 are 3 × 3 matrices depending on u1 and
u2. The next hypothesis is to choose the displacements u1 and u2 such that 11, 12 and 13
components of the summand A1(u1,u2) vanish. An easy analysis of the occurring PDEs
leads to the following form 

ut = w,
uθ = v − t
(
w,θ
Aθ
− κθv
)
,
uz = s− t
(
w,z
Az
− κzs
)
,
(4.1)
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where w, v and s are smooth functions in θ and z. Next we choose v = s = 0 and the function
w having an oscillation in θ as follows:
ut = W
(
θ√
h
, z
)
, uθ = − t
Aθ
√
h
W,θ
(
θ√
h
, z
)
, uz = − t
Az
W,z
(
θ√
h
, z
)
, (4.2)
where W = W (θ, z) : R2 → R is a smooth function compactly supported on the set E and
satisfying the conditions:
|W | ∼ 1, |W,z| ∼ ǫ−1 and |W,zz| ∼ ǫ−2. (4.3)
Moreover, the above estimates also hold if we replace W by its first and second order θ-
derivatives. We get by straightforward calculations that
e(u)11 = e(u)12 = e(u)13 = 0,
moreover
e(u)22 =
A2zA
3
θκθW − tA2θAθ,zW,z + th−
1
2A2zAθ,θW,θ − th−1A2zAθW,θθ
A2zA
3
θ(1 + tκθ)
,
e(u)23 =
th−
1
2 (2 + tκθ + tκz)
2A2zA
2
θ(1 + tκθ)(1 + tκz)
[√
hAz,θAθW,z + Az (Aθ,zW,θ −AθW,θz)
]
,
e(u)33 =
A2θ [A
3
zκzW + tAz,zW,z]− th−
1
2A2zAz,θW,θ − tAzA2θW,zz
A3zA
2
θ(1 + tκz)
.
Therefore, we have that
‖e(u)‖ ≤ C ·max
{
(hǫ)1/2,
(
h
ǫ
)3/2
,
h
ǫ1/2
}
. (4.4)
Next, it is easy to compute
(∇u)12 = W,θ√
hAθ
, (∇u)13 = W,z
Az
,
and hence
‖∇u‖ ≥ C ·max
{(
h
ǫ
)1/2
, ǫ1/2
}
. (4.5)
Thus, in the regime ǫ ∈ [h,√h] from (4.4) and (4.5) we find that ‖e(u)‖ ≤ C (h
ǫ
)3/2
and
‖∇u‖ ≥ C (h
ǫ
)1/2
so that
‖e(u)‖2 ≤ Ch
2
ǫ2
‖∇u‖2, (4.6)
which holds true no matter whether the Gaussian curvature of the shell is positive, negative
or zero.
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4.2 The regime ǫ ∈ [√h, 1]
Positive Gaussian curvature: KG > 0. It is easy to see that in this case too the Ansatz
(4.2) attains the optimal bound. Indeed, from (4.4) and (4.5) we find that ‖e(u)‖ ≤ C(hǫ)1/2
and ‖∇u‖ ≥ Cǫ1/2, so that
‖e(u)‖2 ≤ Ch‖∇u‖2.
Negative Gaussian curvature: KG < 0. In this case the Ansatz comes from a modification
of an Ansatz constructed by Tovstik and Smirnov in [21] for negative curvature shells in the
regime ǫ ∼ 1. The first construction steps are the same, i.e., let u be above, satisfying (4.1)
and let W : R2 → R be a smooth function compactly supported on E satisfying (4.3) and
the analogous conditions for its first and second θ derivatives. For n = (ǫh)−
1
3 make the
choice 

w = nW (θ, z) sin (nf(θ, z))
v = Aθκθ
W (θ,z)
f,θ(θ,z)
cos (nf(θ, z))
s = Azκz
W (θ,z)
f,z(θ,z)
cos (nf(θ, z)) ,
(4.7)
where f solves the transport equation
κθ
A2z
f 2,z +
κz
A2θ
f 2,θ = 0. (4.8)
Again all the entries in the first row of e(u) are zero and one can show by direct calculation
that
‖e(u)22‖ ≤ C
(
h
ǫ
)1/2
, and ‖e(u)33‖ ≤ C
(
h
ǫ
)1/2
. (4.9)
We have further,
e(u)23 = −n
[
f 2,zA
2
θκθ + f
2
,θA
2
zκz
]
sin(nf)W
2AzAθf,zf,θ(1 + tκz)(1 + tκθ)
+
1
ǫ
· f,zf,θ sin(nf)W
AzAθ(1 + tκz)(1 + tκθ)
+
o(1)
ǫ
(4.10)
where o(1) → 0 as h → 0. The fact that f solves the PDE in (4.8) becomes crucial at this
stage to conclude that the first term in (4.10) vanishes and therefore ‖e(u)23‖ ≤ Ch1/2ǫ . Thus,
we conclude
‖e(u)‖ ≤ C
(
h
ǫ
)1/2
. (4.11)
Next we compute
[∇u]12 =
W cos(nf)
[
n2f 2,θ − κ2θA2θ
]
+ nW,θf,θ sin(nf)
Aθf,θ
,
and hence
‖∇u‖ ≥ C(hǫ)1/2n2 = C
(hǫ)1/6
.
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Combining the latter inequality with (4.11) we obtain the inequality
‖e(u)‖2 ≤ Ch
4/3
ǫ2/3
‖∇u‖2.
Zero Gaussian curvature: κz = 0, κθ > 0. The construction in this case is based on the
similar Ansatz constructed in [8], which we modify for any ǫ ∈ [√h, 1] here. Consider the
vector field u = v(θ, z) + tw(θ, z), where w = (wt, wθ, wz) and v = (vt, vθ, vz) are expressed
in terms of the last two components of v according to the following formulas
wt = 0, wθ =
c(θ)vθ − vt,θ
Aθ
, wz = −vt,z
Az
, vt = −vθ,θ + a(θ)vz
c(θ)
,
and vθ, vz solve the PDE
−Aθvθ,z = Az(vz,θ − a(θ)vθ), (4.12)
the solvability of which is analyzed below.
Case 1: Assume
Az
Aθ
=
H(θ)
G(z)
for some C1 functions H and G.
It is easy to see that this condition is equivalent to the functions a(θ) and b(θ) in (3.52)
being linearly dependent, i.e. there exists a constant scalar λ0 such that b(θ) = λ0a(θ) (or
a(θ) = λ0b(θ) which can be analyzed analogously). Under this assumption, the PDE in
(4.12) has a general solution
vz = AθGHφ,z, vθ = −AθH2φ,θ,
where φ is an arbitrary smooth function compactly supported on E. Let us now make the
choice
φ(θ, z) = Φ(nθ, z) with n = ǫ−
1
2h−
1
4 ,
where Φ(θ, z) is a smooth, 1-periodic function in θ that satisfies the same estimates as W
in (4.3), moreover the estimates also hold for up to the third order θ-derivatives of Φ. The
entries in the first row of e(u) are zero and direct calculations lead to the scaling estimate
‖e(u)‖ ≤ Ch
1/2
ǫ3/2
. (4.13)
Next we can compute
[∇u]12 = Φ,θθθ
a2cǫ
3
2h
3
4
+
o(1)
ǫ
3
2h
3
4
,
and therefore
‖∇u‖ ≥ C(hǫ)
1/2
ǫ
3
2h
3
4
. (4.14)
Putting together (4.13) and (4.14) we conclude
‖e(u)‖2 ≤ Ch
3
2
ǫ
‖∇u‖2. (4.15)
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Case 2: Assume there exists an interval I ⊂ (0, p), such that a 6= 0 and ρ′ 6= 0 on I, where
ρ(θ) = b(θ)/a(θ).
In this case we find
vθ =
1
a(θ)
∂
∂θ
(
φ,θ
ρ′(θ)
)
, vz =
B′(z)φ,θ + ρ′(θ)φ,z − (B(z) + ρ(θ))φ,θz
B′(z)ρ′(θ)
,
where we take
φ(θ, z) = η(θ, z)Φ(nθ, z)
with η a smooth p-periodic function supported on the set E1 = {(θ, z) : θ ∈ I, z1(θ) <
z < z2(θ)}, and Φ and n are as in Case 1. In this case too one can show that the estimates
(4.13) and (4.14) hold true, which then imply (4.15).
5 Rigidity without boundary conditions
In this section we give a briefly discussion on how the rigidity changes if one removes the
zero Dirichlet boundary conditions on the displacement u on the thin part of the boundary
of ∂Ωh,ǫ. This is particularly transparent in the regime ǫ ∈ [h,√h] that we discuss below.
Moreover, it is worth mentioning that we believe, based on the works [2,3,4,20,8,11], that
rigidity of shells (thin domains) decreases in the regime ǫ << 1 once one removes the bound-
ary conditions, this is task for future analysis.
The regime ǫ ∈ [h,√h]. Assume S has a constant sign Gaussian curvature, i.e., either
K > 0 or K < 0 on Sh,ǫ. Fix a point p = (θ0, z0) ∈ E, and consider the principal curve
Γ : γ(θ) = R(θ, z0) (θ ∈ [0, 1]) passing through p. For each point γ(θ) ∈ Sh,ǫ, denote the
πγ(θ) the tangent plane to Sh,ǫ at γ(θ). Because K has a constant sign, the surface Sh,ǫ will
find itself always on the same side of πγ(θ) as the point γ(θ) moves along the curve Γ. We
construct a new developable surface S˜h,ǫ as follows: For each point γ(θ), let τ (θ) ⊂ πγ(θ) be
the normal to the curve Γ (note that n(θ, z0) will be the binormal to Γ). Next we project
the line l(θ) passing through the point p and having the direction of τ (θ) onto the (θ, z)
plane and denote the intersection of the projection with the parametrization set E by α(θ).
Finally we denote the part of l(θ) that projects onto the segment α(θ) by β(θ) and consider
the union
S˜h,ǫ = ∪θ∈[0,1]β(θ).
From the definition the surface S˜h,ǫ apparently is as regular as Sh,ǫ and it has zero Gaussian
curvature being a union of straight segments. On the other hand as the principal curva-
tures of Sh,ǫ are bounded in the absolute value by the constant k < ∞ (see (2.3)), then
the deviation of Sh,ǫ from S˜h,ǫ at every point r(θ, z) ∈ S will be bounded by Ckǫ2 ≤ Ckh
bearing in mind that ǫ ∈ [h,√h]. This being said, the thin domain Ωh,ǫ can be embedded in
the shell around S˜h,ǫ with thickness Ch for some fixed C > 0 for small enough h > 0. But
the rigidity of developable shells with thickness of order h is h−2 [20], i.e, both constants
C and C1 in (1.2) and (1.3) scale like ch−2, i.e., the result is independent of ǫ, which is in
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contrast to (2.7)-(2.8). Thus the rigidity dropped upon removing the boundary conditions
on u. Note that the same argument works also for developable shells, i.e., in the case of (2.8).
The regime ǫ ∈ [h,√h]. In this regime the picture is rather clear in the situation of (2.8),
i.e., when one has κz = 0 and |κθ| > 0 on E. In this case we again have that the rigidity
of Ωh,ǫ without boundary conditions on u is h−2 [20], while with boundary conditions it is
ǫh−3/2, which is evidently much bigger.
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