Suppose Y n is obtained by observing a uniform Bernoulli random vector X n through a binary symmetric channel. Courtade and Kumar asked how large the mutual information between Y n and a Boolean function b(X n ) could be, and conjectured that the maximum is attained by the dictator function. An equivalent formulation of this conjecture is that dictator minimizes the prediction cost in sequentially predicting Y n under logarithmic loss, given b(X n ). In this paper, we study the question of minimizing the sequential prediction cost under a different (proper) loss function -the quadratic loss. In the noiseless case, we show that majority asymptotically minimizes this prediction cost among all Boolean functions. We further show that for weak noise, majority is better than dictator, and that for strong noise dictator outperforms majority. We conjecture that for quadratic loss, there is no single Boolean function that is simultaneously optimal at all noise levels.
I. INTRODUCTION AND PROBLEM STATEMENT
Let X n ∈ {0, 1} n be a uniform Bernoulli random vector 1 , and let Y n be the result of passing X n through a binary symmetric channel (BSC) with crossover probability α ∈ [0, 1 2 ]. Denoting the binary entropy function 2 I(b(X n ); Y n ) = H(Y n ) − H(Y n |b(X n )) ≤ 1 − h b (α). (1) As the dictator function Dict(x n ) := x 1 (or any other coordinate) achieves this upper bound with equality, then loosely stated, Conjecture 1 claims that dictator is the most "informative" one-bit quantization of X n in terms of reducing the entropy of Y n . Despite considerable effort in several directions (e.g. [1] , [2] , [3] , [4] , [5] , [6] ), Conjecture 1 remains generally unsettled.
From a different perspective, defining Q k := P[Y k = 1|Y k−1 , b(X n )], we can write H(Y n |b(X n )) = n k=1 H(Y k |Y k−1 , b(X n )) 1 As customary, upper case letters will denote random variables/vectors and their lower case counterparts will denote specific values that they take. 2 Throughout, the logarithm log(t) is on base 2, while ln(t) is the natural logarithm.
where log (b, q) : 2q) ] is the binary logarithmic loss function 3 . Thus, the most informative Boolean function b(x n ) can also be interpreted as the one that minimizes the (expected) sequential prediction cost incurred when predicting the sequence {Y k } from its past under logarithmic loss, given b(X n ). It is important to note that the logarithmic loss function is proper, i.e., corresponds to a proper scoring rule [7] 4 . This means that using the true conditional distribution Q k as the predictor for Y k is guaranteed to minimize the expected prediction cost at time k. Given the above interpretation, it seems natural to ask the same question for other loss functions. Namely, what is the minimal sequential prediction cost of {Y k } incurred under a general loss function :
and what is the associated optimal Boolean function b(x n )? Specifically, it makes sense to consider proper loss functions, as for such functions the optimal prediction strategy is "honest". The family of proper loss functions contains many members besides the logarithmic loss; in fact, the exact characterization of this family is well known [7] . In this work we focus on another prominent member of this family, the quadratic loss function. This loss function is simply the quadratic distance between the expected guess and the outcome. In the binary case, it is given by quad 
Following that, we can define the sequential mean squared error (SMSE) to be the (expected) sequential prediction cost of Y n incurred under quadratic loss given b(X n ), namely
In what follows, we show that for α = 0 (noiseless channel) the SMSE is asymptotically minimized by the majority function (and is in fact trivially maximized by the dictator). We further show that majority is better than dictator for small α. This might tempt one to conjecture that majority is always optimal for SMSE. However, we show that dictator is in fact better than majority for α close to 1/2. Intuitively, it would seem that dictator is in some sense the function "least affected" by noise, and hence while majority is better at weak noise, dictator "catches up" with it as the noise increases. This intuition sits well Conjecture 1, since for logarithmic loss all (balanced) functions are equally good at α = 0. We conjecture that the optimal function under quadratic loss must be close to majority for α ≈ 0, and close to dictator for α ≈ 1/2. The validity of this conjecture would imply in particular that, in contrast to the common belief in the logarithmic loss case, for quadratic loss there is no single Boolean function that is simultaneously optimal at all noise levels.
II. MAIN RESULTS
Let W H (x m k ) be the Hamming weight of x m k . We denote the majority function by Maj(x n ), which is equal to 1 whenever W H (x n ) > n 2 , and 0 whenever W H (x n ) < n 2 . When n is odd this definition is unambiguous, but when n is even, the values of Maj(x n ) when W H (x n ) = n 2 are not defined, and any arbitrary choice of assignment of values to Maj(x n ) is proper for our needs.
In the noiseless case (α = 0), the assertion in Conjecture 1 for the logarithmic loss is trivial, and equality is obtained for any balanced function (P[b(X n ) = 1] = 1 2 ), and specifically, for the dictator function. By contrast, for quadratic loss, finding the optimal function seems far from trivial even for α = 0. In the next theorem we provide a lower bound on the noiseless SMSE for any Boolean function, and show that the majority function asymptotically achieves it.
Theorem 2 (Noiseless case). For any Boolean function b(X n )
and for majority
Clearly, for dictator
which is strictly worse than the SMSE of the majority function. In fact, it is easy to see that dictator in fact maximizes the SMSE. Next, we consider the noisy case α ∈ (0, 1 2 ] and derive a simple lower bound on the noisy SMSE for any Boolean function. Then, we provide an upper bound and a lower bound for the SMSE of majority.
Theorem 3 (Noisy case). For any Boolean function
Furthermore, for majority
and
Since a simple derivation shows that
the above theorem implies that majority is asymptotically better than dictator for all α ∈ [0, α] where α ≈ 0.0057, but that on the other hand, there exists α < 1 2 such that dictator is better than majority for all α ∈ [α, 1 2 ). Remark 4. Obviously, unbalanced majority functions (which assign 1 to a set of q ·2 n vectors of maximal Hamming weight, q ∈ (0, 1)) do not improve the SMSE in the noiseless case. It can be shown that they offer no advantage also in the noisy case.
The proofs of Theorems 2 and 3 appear in Sections III and IV, respectively. Throughout the proofs, we will only consider positive sequences of n and so Landau notations should be interpreted with a positive sign. For example, if a n = Θ(n) then a n is a positive sequence, increasing approximately linearly. We will also denote the binary divergence by
, and the support of a random vector X n by S X n := {x n : P(X n = x n ) > 0}. For brevity, we ignore integer constraints throughout the paper.
III. PROOF OF THE NOISELESS CASE THEOREM
In this section we consider the noiseless case α = 0, namely where X n = Y n with probability 1, and prove Theorem 2. We begin with proving (5) using Pinsker's inequality.
Proof of (5): Suppose that P[b(X n ) = 1] = q, and let
where (a) is using a binary version of Pinsker's inequality [8, pp. 370, Eq. (11.139)]
Deriving a similar bound for the event b(X n ) = 0 we obtain (5) from M(X n |b(X n )) = q · M(X n |b(X n ) = 1)
Proving the asymptotic achievability of the lower bound (5) by the majority function is more intricate, and is based on the asymptotic achievability of equality in Pinsker's inequality (14). We will need several definitions and lemmas.
A random vector V n will be termed t-majority random vector if it is uniformly distributed over all t-majority vectors of length n. Let ζ n (t) be the minimal integer larger or equal to tn. A random vector V n will be termed pseudo t-majority random vector if it is uniformly distributed over all t-majority vectors of length n, except possibly for some set D n , such that W H (v n ) = ζ n (t) for all v n ∈ D n , and there exists v n ∈ S V n such that W H (v n ) = ζ n (t). For brevity, we will omit the parameter t when t = 1 2 . The first lemma provides an approximation for the marginal distributions of a t-majority random vector. Lemma 6. Let η ∈ [0, 1 2 ) be given. Then, if V n is a pseudo t-majority random vector with n sufficiently large,
for all k ∈ [n].
Proof: The proof is omitted due to space limitations. It is based on standard combinatorics and Stirling's formula.
We now shortly comment on notation. There is obviously a difference between a majority random vector of length k, and the first k coordinates of a majority random vector of length n (k < n). Nonetheless, to avoid double indexing, we will assume that n is large enough but fixed, and the indices of V n will denote the corresponding components, e.g. V k+m k are the components (V k , . . . , V k+m ) of the majority random vector V n . The following lemma shows that if m n increases slowly enough, then the entropy loss of 1 bit of a majority random vector V n , compared to the entropy of a uniform binary i.i.d. random vector, is mainly due to the entropy of the middle part of the vector V n−mn mn . Lemma 7. Let ρ ∈ (0, 1 4 ) and m n = O(n 1 /4−ρ ). Then, for a majority random vector V n
Proof: The proof is omitted due to space limitations. It is based on the fact that
and whenever W H (v n−mn 1 ) ≥ n 2 + 1 it is assured that v n ∈ S V n , no matter what its suffix v n n−mn+1 is, and so
Now, consider a time index k which is sufficiently far from the last index n. In the next lemma, we bound the probability that at time k, the number of ones in the vector is still significantly less than the minimal weight k 2 of vectors in the support of a majority random vector of length k.
Lemma 8. Let m n be an increasing positive sequence, and let ρ ∈ (0, 1) be given. Then, for all majority random vectors V n with sufficiently large n,
Proof: The proof is omitted due to space limitations. We can now prove that majority functions are asymptotically optimal.
Proof of (6): Let ρ ∈ (0, 1 /8), m n := n 1 /4−ρ , V n be a majority random vector, and for any given k ∈ [n − m n ] define r k := (n−k+1) 2 + (n − k + 1) 1 /2+ρ and the events
Then, denoting P k := P[V k = 1|V k−1 ] we have M(X n |Maj(X n ) = 1)
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So, assuming that n is large enough, Lemma 6 implies that for η < ρ, conditioned on
for all k ∈ [n − m n ]. Since Pinsker's inequality is tight around
and then,
Denoting τ k := P V k ∈ A k , we have
where (a) is using the chain rule, d b (P k || 1 /2) = 1 − h b (P k ), and since from Lemma 8, for some c > 0 we have τ k ≤ 2 −cm 2ρ n for all k ∈ [n − m n ], and (b) is using Lemma 7. Finally, from symmetry, conditioning on Maj(X n ) = 0
and (6) is obtained by averaging over Maj(X n ) (as in (15)).
IV. PROOF OF THE NOISY CASE THEOREM In this section we consider the noisy case, and prove Theorem 3. To prove it, we will again need several lemmas. The first lemma bounds the SMSE of a channel output in terms of the input's SMSE, for any input distribution. Lemma 9. Let V n ∈ {0, 1} n be a random vector, and W n be the output of a BSC with crossover α fed by V n , i.e. W n = V n + Z n , where Z n is a Bernoulli α random vector, independent of V n . Then,
Proof: The proof is omitted due to space limitations. It is based on bounding M(W n |W n−1 1 ) ≥ M(W n |W n−1 1 , Z n−1 1 ).
Lemma 10. Let µ(·) be as defined in (10) . Then, H(Y n |Maj(X n ) = 1) ≤ n − 1 + µ(α) + o(1).
(31)
Proof: The entropy is bounded as
where (a) follows from symmetry, (b) from the data processing theorem, (c) from Fano's inequality, and (d) from [9, Theorem 2.45].
We are now ready to prove Theorem 3.
Proof of (8): Consider any Boolean function b(X n ) and suppose that P [b(X n ) = 1] = q. Then,
where (a) follows from Lemma 9, and (b) follows from (5) .
Proof of (9): Due to space limitations, we only outline the proof. In (33), it may be observed that due to (6) , inequality (b) is in fact an asymptotic equality, up to an o(1) term. So, it remains to bound the loss in the inequality (a) of (33), which we denote by Φ. Let us also denote m n = n 1 /4−ρ for some given ρ ∈ (0, 1 4 ). Then, due to symmetry of the majority function, we may condition on the event Maj(X n ) = 1, and the loss of inequality (a) of (33) is
M(X k |X k−1 , Maj(X n ) = 1) 2016 IEEE International Symposium on Information Theory M(X k |Y k−1 , Maj(X n ) = 1)
where (a) is using the relation
which can be verified by a direct calculation. Let us denote the random variables P k (X k−1 ) := P(X k = 1|X k−1 , Maj(X n ) = 1), and R k (Y k−1 ) := P(X k = 1|Y k−1 , Maj(X n ) = 1), where their arguments will be sometimes omitted for brevity. Then, using (5) (Theorem III)
To upper bound n k=1 M(X k |Y k−1 , Maj(X n ) = 1), we follow the outline of the proof of (6) from Theorem 2, and show that R k has properties similar to P k , which are sufficient to prove asymptotic tightness in Pinsker's inequality. One of the required properties is that there exists sets B k ⊂ {0, 1} k such that υ k := P Y k ∈ B k ≤ 2 − c 2 m 2ρ n for some c > 0 and for all k ∈ {m n + 1, . . . , n − m n }, and all y k−1 ∈ B k−1
It can then be proved using Lemma 10 that 
which, together with (33) implies (9) . Finally, the existence of the sets B k stems from the existence of the sets A k (defined in the proof of (6) in Section III) which satisfy that P k (x k−1 ) ≤ 1 2 + O n − 1 /8+ρ for all x k−1 ∈ A k−1 , and the relation
To prove (11) we first need the following approximation to the entropy of majority functions.
Lemma 11 ([10]). We have
where G ∼ N (0, 1), and Q(·) is the (Gaussian) Q-function.
Proof: The proof is based on the central limit theorem.
Next, we evaluate H(Maj(X n )|Y n ) for α ≈ 1 2 . Lemma 12. For some c > 0 H(Maj(X n )|Y n ) = 1 − 1 π · ln 2
Proof: The proof is omitted due to space limitations. It is based on Taylor approximations for the Q-function and the binary entropy function around α = 1 2 . We can now prove the lower bound on the SMSE of majority functions.
Proof of (11): Using Lemma 12 and a derivation similar to (32), for some c > 0, and all α sufficiently close to 1
