We construct a class R m of m×m boolean invertible matrices whose elements satisfy the following property: when we perform the Hadamard product operation R i R j on the set of row vectors
Introduction
Also the 2 n × 2 n Walsh matrices W n (n = 1, 2, . . .) [10] satisfy (1.1) as well. Indeed
where i −1 = (ε 0 , . . . , ε n−1 ) 2 and j −1 = (e 0 , . . . , e n−1 ) 2 for ε n , e n ∈ {0, 1} represent the numbers i − 1, j − 1 ∈ {0, . . . , 2 n − 1} in base 2 and k − 1 = (ε 0 ⊕ e 0 , . . . , ε n−1 ⊕ e n−1 ) 2 under addition mod2.
Another important class of matrices satisfying (1.1) for i = j is the class of Haar matrices. Recall that the Haar transform described by Haar in 1910 serves as the prototypical wavelet transform providing sparse representations for discrete/piecewise constant signals [6] . 
Here the symbol ⊗ denotes tensor product of matrices [11, p. 243] and I n is the n × n identity matrix.
From the above definition we derive the following property: 
From (1.3) we can see that the row vectors of U (N) satisfy (1.1). More precisely 
Then the following result is straightforward. The aim of this work is to describe all elements R ∈ R m in a unique way. Our motivation to do that originates from observations 1 and 2. Since Haar matrices and their modifications emerge from boolean matrices (1.3) and more generally from U-matrices contained in the class R m , if we could establish an encoding/decoding scheme for any element in R m then we would be able to encode Haar-type matrices as well by the same scheme. Notice that Haar-type matrices and their corresponding transforms [7] [8] [9] are used in a variety of applications such as classification [4] , identification [5] , and compression [7] and so it is important to be able to identify and store these matrices efficiently. The paper is organized in the following sections:
In Section 2 we identify all elements R ∈ R m from two permutations. In Proposition 1 we define a class A m ⊂ R m containing all m × m unitriangular boolean matrices and we prove that there is an one to one correspondence between the class A m and the symmetric group P m of the set {1, . . . , m}. Then in Theorem 1 we state our first main result: every element R ∈ R m can be uniquely written as
where A r is an m × m unitriangular boolean matrix in A m associated with a unique permutation r ∈ P m and P ρ is an m × m permutation matrix associated with another permutation ρ ∈ P m . Since the symmetric group P m is enumerated, every matrix R ∈ R m can be coded by two natural numbers between 1 and m!, see Proposition 2.
In Section 3 we produce orthonormal matrices from R matrices, see (3.2) and Proposition 3. In Theorem 2 of this section we determine a subclass R 0 ⊂ R m whose elements R 0 satisfy the following property:
the orthonormalization process of the set of row vectors of any matrix R 0 produces Haar-type matrices. Therefore Haar-type matrices can be identified from two permutations as well.
The class of R matrices
Let R m be the class of m×m boolean invertible matrices as in definition 2. In this section, we determine all elements R ∈ R m by two permutations. First we need the following.
Definition 3.
For any natural number m we denote by A m the class of all m × m upper unitriangular boolean matrices A whose row vectors satisfy
Then we can prove the following.
Proposition 1. The class A m and the set
are equivalent, i.e. there exists a bijection f :
Proof. Clearly A m ⊆ R m . Therefore for any element A ∈ A m and for any 1 
Using (2.2) we compute the support of the columns of any element
Working as in (i) we obtain (2.4). Since
From (i) and (ii) we deduce that the matrix A satisfies Lemma 1 and so A ∈ A m . Furthermore from (i),
3) and the property s Proof. Let A s = f −1 (s) be defined above and let P ρ be an m × m permutation matrix associated with a permutation ρ = {ρ k } m k=1 ∈ P m as above. Then
where ρ −1 is the inverse permutation of ρ. 
(ii) Then we compute the matrix RP ρ −1 (P ρ −1 is a permutation matrix as in Theorem 1).
(iii) Finally we define a sequence s ∈ S m by
Now we deal with the set S m in (2.1). This set is enumerated because every element s ∈ S m is the sequence of digits of a number N ∈ {0, . . . , m! − 1} in the factorial number system
Clearly the symmetric group P m and the set S m are equivalent. For completeness we demonstrate this equivalence. Let s ∈ S m , then we define recursively a unique element ρ ∈ P m by
On the other hand for any ρ = ρ (m) ∈ P m we find a unique element s ∈ S m by reversing (2.6). In fact
We present the following example.
Example 1.
Let s = {1, 1, 2, 1}. We take the trivial permutation ρ (1) = {1}. We consider the element s(2) = 1 and we enlarge ρ (1) by inserting the value 2 as the 1st element of ρ (2) = {2, 1}. Then we take the element s(3) = 2 and we enlarge ρ (2) by inserting the value 3 as the 2 nd element of ρ (3) = {2, 3, 1}. Finally we take the element s(4) = 1 and we insert the value 4 as the 1st element of ρ (4) = ρ = {4, 2, 3, 1}. Inversely let us assume that ρ = {4, 2, 3, 1}. We delete the biggest element from ρ, store its position to a new sequence s (1) = {1} and we keep the residue ρ (1) = {2, 3, 1}. Then we delete the biggest element of ρ (1) , store its position as the 1st element of s (2) = {2, 1} and we keep the residue ρ (2) = {2, 1}. We proceed in the same way to produce s = s (4) = {1, 1, 2, 1}. Now we can prove the following.
Proposition 2. Every element R ∈ R m can be identified from a pair of natural numbers between 1 and m!.
Proof. We take any pair of natural numbers (k, n) so that 0 ≤ k, n ≤ m! − 1. For this selection we use (2.5) and we produce a unique pair (σ, s) ∈ S m × S m . Then we use (2.6) to obtain a unique permutation ρ associated with σ . Finally we use Theorem 1 and we construct a unique element R ∈ R m . Then we use (2.6) to obtain σ ↔ ρ = {2, 3, 1, 5, 4, 6, 7}. Finally we use Theorem 1 to produce a matrix R = A s P ρ . Indeed 
This matrix is uniquely determined by the pair (1637, 935). In the above calculations the matrix A s is produced from (2.3) for s = {1, 1, 2, 1, 3, 2, 5} whereas the permutation matrix P ρ results from permuting the columns of the identity matrix I m by the permutation ρ = {2, 3, 1, 5, 4, 6, 7}.
Haar-type matrices derived from R matrices
Let R ∈ R m . In this section, we produce orthonormal matrices from R matrices, see (3.2) below. Also we establish a subclass R 0 ⊂ R m of matrices whose elements provide Haar-type matrices via (3.2). We consider an m × m matrix R = {R λ : λ = 1, . . . , m} in R m and we define a mapf :
Clearlyf is not injective but the restriction off on A m is injective as we showed in Proposition 1, see (2.2). For s =f (R) we define the row vectors
where a λ = 1 − δ λ,s(λ) (δ ij is the Knonecker delta symbol),
and · 2 is the usual norm on the space C m of all complex valued sequences of length m.
Lemma 2.
Let R ∈ R m , s =f (R) be as in (3.1) and let q λ be a row vector as in (3.3) for some
Proof. Under the above assumptions we define
Taking into account (3.1) we see that all elements in Q λ are those row vectors of R whose support is a proper subset of the support of the row R s(λ) . Furthermore, if we consider
From the above observations and (3.3) we deduce that
and so supp{q λ } ⊆ supp{R s(λ) }. Also, from (3.1) we see that
But q λ cannot coincide with R λ (otherwise the matrix R would not be invertible), so the result follows. Moreover if we substitute (3.2) in (1.2) and use (3.6) we obtaiñ
In this case we recall that supp{R r } ⊂ supp{q r } ⊆ supp{R s(r) }, so R λ , R r = R λ , q r = 0 and 
Obviously if a λ = 0 we have nothing to prove. Let a λ = 0. Then s(λ) < λ and consequently
so it suffices to examine the following sub-cases: For example the orthogonal matrixR 0 corresponding to the matrix R 0 of Example 2 is obtained from the following process:
(i) Given R 0 (as in Example 2) we estimate its corresponding sequence s =f (R 0 ) from (3.1). It turns out that s = {1, 1, 2, 1, 3, 2, 5}.
(ii) Then we use (3.2) to produce an orthogonal matrixR 0 . In fact 
