This paper establishes a converse comparison theorem for real-valued decoupled forward backward stochastic differential equations with jumps.
Introduction

A backward stochastic differential equation (BSDE) is an equation of the type
where ξ is called the terminal condition, T the terminal time, g the generator, and the pair of processes (Y, Z) the solution of the equation. In 1990, Pardoux and Peng (8) proved that there exists a unique adapted and square integrable solution to BSDE (1) as soon as the generator is Lipschitz with respect to y and z and the terminal condition is square integrable. Since then, BSDE theory has become an important field of research, with applications, e.g., in stochastic optimal control, mathematical finance or partial differential equations (PDEs). An important feature of BSDE theory is the comparison theorem (Peng (9), El Karoui et al. (5) (7)) deal with classical BSDEs (i.e., without jumps). This paper provides a converse comparison theorem for class of BSDEs with jumps, namely infinite horizon decoupled forward backward stochastic differential equations with jumps. 
BSDEs with jumps
Notation and assumptions
Let (Ω, F, (F t ) t≥0 , P ) be a complete and standard measurable probability space equipped with a filtration denoted as
where N is all the P -null sets. It is a complete right-continuous filtration. Let τ be a (possibly infinite) (F t ) t≥0 -stopping time and define the following spaces:
• L 2 (W ) denotes the set of all predictable
• L 2 ( µ) denotes the set of all P ⊗ B-measurable processes U t (e) valued in R n×l such that
where P denotes the σ-algebra generated by all predictable subsets;
1 By predictable, we mean predictable with respect to the filtration (Ft) 0≤t≤τ .
• L 2 (B, B,λ; R n×l ) denotes the set of all B-measurable functions Φ(·) valued in R n×l such that
The (adapted) solution of a random horizon BSDE with jumps is defined as a triple of processes (
We will denote by Y t (f, ξ τ ) the first component of the solution of BSDE (2). In the sequel, we consider the following assumptions on generator f :
where u 1 (t) and u 2 (t) are nonnegative, deterministic functions satisfying
where γ : Ω × [0, ∞) × B → R n×l is P ⊗ B-measurable and satisfies
, and where γ i t (ω, e), i = 1, ..., l, is the ith component of γ t (ω, e) satisfying γ i t (ω, e) ≥ −1, P − a.s.
Preliminary results
This section presents existence, uniqueness and comparison results for adapted solutions to BSDEs with jumps and with random terminal times.
Theorem 1 (Yin and Situ (13)) Let ξ τ and f be the terminal condition and the generator of BSDE (2) , respectively, and let f satisfy (A1) and (A2). Then there exists a unique solution to BSDE (2) .
In preparation of the main theorem, we recall the comparison theorem for one-dimensional BSDEs with jumps. Therefore, from now on, we assume that n = 1. In order to get a comparison result, one must impose a control on the size of the jumps 2 . This is the reason why (A4) must hold in addition to (A1) and (A2). (12) 
Theorem 2 (Yin and Mao
A converse comparison theorem
We now introduce the infinite horizon decoupled forward backward stochastic differential equations (FBSDEs, for short) for which we will prove a converse comparison result. 
where s ∈ [t, ∞), γ is assumed to be deterministic and γ : [0, ∞) × B → R 1×l is B(R + ) ⊗ B-measurable and satisfies
where u 2 (t) is as in (3) and γ i t (e), i = 1, ..., l, is the ith component of γ t (e) satisfying γ i t (e) ≥ −1. From now on, we assume that a, b, c, f 1 and h in (4) and (5) are deterministic. We assume that a :
are continuous and such that they guarantee the existence and uniqueness of a strong solution to (4) . We also assume that X t,x ∞ exists and that E |X
Regarding (5), we will suppose that the real valued functions h :
-measurable, respectively, and that they are Lipschitz continuous with respect to X, with Lipschitzian function satisfying (3). Moreover, we assume that for every X ∈ R m , f (t, X, Y, Z, U ) = f 1 (t, X, Y, Z, B U (e)γ t (e) ⊤ λ(de)) satisfies assumptions (A1), (A2), (A3) and (A4), and we assume that there exists a constant C such that for every 
is deterministic, and from the uniqueness of solution to (5), it is known (see for example Barles et al. (1), p. 69) that for any s ∈ [t, ∞),
Since the same reasoning holds for χ and ζ, we similarly have
We can now state the converse comparison theorem for the infinite horizon decoupled FBSDEs (4) 
for every stopping time v such that t ≤ v ≤ t + δ, and where Y 
Proof. By contradiction, suppose that
By assumption, f, a, b and c are continuous, and u 1 is assumed to be continuous and smooth, so it follows from the Feynman-Kac formula (see also theorem 3.4 in Barles et al. (1) ) that χ 1 and ζ 1 are continuous functions, since
⊤ λ(de) (the letter x as lower indice indicates differentiation, as usual). As a consequence, there exists 0 < η < ∞ such that for any (s, k)
Define now the stopping time
s ) is solution of the following FBSDE: τ ) is square integrable, that is, E u 1 (τ , X t,x τ ) 2 < ∞. By assumption on f 2 , it follows that there exists a unique solution to (12) .
Now, consider the FBSDE
Taking (6), (7) and (8) into account, together with (11), we can apply the comparison theorem of lemma 3 and get
which, by uniqueness, yields that
which contradicts (9) . Therefore, we must have that f 1 (t, x, u 1 (t, x), χ 1 (t, x), ζ 1 (t, x)) ≤ f 2 (t, x, u 1 (t, x), χ 1 (t, x), ζ 1 (t, x)).
