Abstract. The development of an asymptotic theory relating to the size of a bandwidth of a variable that is entered into a nonparametric regression is becoming well understood. However, the connections between variables that are smoothed away and those that are tested for significance has not been previously studied. This paper proposes a variety of simulation exercises to examine the performance of both cross-validated bandwidths and individual and joint tests of significance. We focus on settings where the hypothesis of interest focuses only on continuous variables, only on discrete variables, and finally a mix of discrete and continuous variables and uses tests that can handle either data type individually as well as jointly. Our results suggest that individual tests of significance and variable specific bandwidths are very close in performance, but joint tests and joint bandwidth recognition produce substantially different results. This underscores the importance of testing for joint significance when one is trying to arrive at the final nonparametric model of interest.
Introduction
Recent research by Hall, Li & Racine (2007) has documented that least squares cross validation has the capability to automatically deal with the inclusion of irrelevant variables in a regression framework. Rather than the bandwidths going to zero as the sample gets larger, as one would expect under the classical analysis of data-driven bandwidth selection procedures, the bandwidths associated with the irrelevant variables progress towards their upper bounds as the sample increases. In a local constant setting this removes the variable from the regression while in a local linear setting this forces the continuous variable to enter the model linearly.
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In any setting, local constant, local linear, local polynomial, a discrete variable whose bandwidth hits its upper bound is deemed irrelevant.
Even with this appealing feature of the bandwidth selection procedure, cross-validation is no panacea for erroneous inclusion of irrelevant variables; the method can assign a large bandwidth on a relevant variable or place a small bandwidth on an irrelevant variable. Thus, the process of testing for variable significance is paramount. Here, the use of standard nonparametric significance tests (e.g., Racine 1997 , Lavergne & Vuong 2000 , Racine, Hart & Li 2006 , Gu, Li & Liu 2007 allow the researcher to formally test for significance of a regressor or set of regressors rather than relying on the relative magnitude of the bandwidth(s). While the performance of these tests is well known, less is understood about the relationship of these tests with the recent results related to 'smoothing away' irrelevant variables and how the type of local polynomial smoother can affect the test results. This paper considers how standard nonparametric tests of significance compare with respect to raw interpretation of cross-validated bandwidths, both in individual and joint settings.
Thus, while the past literature on bandwidth selection is well understood and the literature on significance testing has burgeoned, there does not yet exist a synthesis of the methods when used in conjunction with one another. For example, simulation results in Gu et al. (2007) suggest that their bootstrap test of significance displays robust size properties for the two data generating processes considered with respect to the bandwidth selected, put the power is influenced directly via the bandwidth used to perform the test. In their setup, where the true underlying DGP is known, selection of the appropriate set of bandwidths is immaterial. However, in applied econometric work, rules-of-thumb and ad hoc procedures for selecting the bandwidths with which to conduct the significance test are unappealing. Indeed, as we will argue below, while cross-validated bandwidths can be used as a rule-of-thumb to determine which variables are irrelevant, it is also important to examine the performance of any nonparametric test statistic's performance using those same bandwidths as well. Tests that are influenced by the chosen bandwidths must then be used with caution.
Given our discussion so far, this paper attempts to present simulation evidence across a number of different but inter-related approaches to deciding which estimation method to use, interpreting the bandwidths from a data-driven procedure for the selected estimation method and subsequently testing the significance (individual and joint) of a subset of regressors in the model. We focus solely on least squares cross-validation (LSCV) given the theoretical results of Hall et al. (2007) and show that the bootstrap test of Gu et al. (2007) can be applied in the presence of mixed data, which is becoming a common feature of many applied nonparametric studies, though their bootstrap theory only pertains to continuous variables. Our simulations will be conducted using local constant kernel methods with bandwidths estimated via LSCV considering both individual and joint tests of significance for continuous, discrete or mixed continuous/discrete settings under a variety of realistic regression models that include both a high number or irrelevant and relevant variables to mimic settings likely to dominate applied work. Additionally, we wish to determine the ability of using the LSCV bandwidths to determine variable relevance in a joint setting. Simulation results in Hall et al. (2007) suggest that the bandwidths, considered individually, display a remarkable ability to detect irrelevant variables. Overall, our simulations will allow us to make broad comments on a number of ad hoc suggestions as to the approach researchers should take to engage in nonparametric model reduction.
The remainder of our paper is structured as follows. Section 2 discusses nonparametric estimation (both local constant and local linear), LSCV bandwidth selection and the two tests that we use to investigate individual and joint significance. Section 3 discuss our simulation setup and discusses each set of the comparisons that we consider. Section 4 summarizes our findings and discusses future issues that need to be considered when considering nonparametric model selection issues.
Nonparametric Estimation and Significance Testing
We begin with our generic regression setup:
where y i is our response variable, x i ∈ R k is a vector of covariates and ε i represents a random disturbance. Our interest lies in testing significance (individual or joint) for a (set of) covariate(s) in x i . We discuss local constant and local linear estimation in turn. For both of these estimation methods we use Li-Racine generalized kernels (see and ). These kernels admit a mix of discrete and continuous covariates which are ubiquitous in applied econometric settings. We first discuss local constant estimation (see Nadaraya 1964 , Watson 1964 . Ignoring for the moment the fact that irrelevant regressors may have been included in equation (1), we model the unknown relationship through the conditional mean, i.e. m(x i ) = E[y i |x i ]. This allows us to write the regression equation at a given point as
is the commonly used product kernel (see Pagan & Ullah 1999) . We have used the notation x c s , x o s and x u s to denote variables that are continuous, ordered and unordered. have shown that sample splitting as opposed to smoothing categorical variables can lead to large losses in efficiency. They advocate special kernels designed around the type of variable being smoothed. In this setting l c is the standard normal kernel function used for continuous variables with window width h c s = h s (N ) associated with the s th component of x c . l u is a variation of Aitchison & Aitken's (1976) kernel function for use with unordered data types and l o is the Wang & Ryzin (1981) kernel function designed for smoothing ordered discrete variables.
Equation (2) can be written in matrix notation to display it in a more compact form. Let i denote an n × 1 vector of ones and let K(x) denote the diagonal n matrix with j th element K h (x, x j ). Also, denote by y the n × 1 vector of responses. Then, we can express our LCLS estimator as
The name local constant comes from the fact that our estimator is a weighted regression of a constant on our response vector. The weights are determined locally by the associated covariates and the bandwidths. This is similar to generalized least squares, except our weights change for each point on our regression curve as opposed to being global as they are in standard least squares approaches.
Another popular method of nonparametric regression, known as local linear least squares (LLLS), begins by taking a first-order Taylor expansion 2 of (1) around x, yielding,
where x c refers to the continuous variables within x i and β(x c ) is defined as the partial derivative of m(x) with respect to x c (see Fan & Gijbels 1999) . The estimator of δ(x) ≡ (m(x), β(x c )) is given in matrix notation as
Here, X is an n × (k c + 1) matrix with a column of ones, followed by the columns
, where we have used the notation k c to denote the number of continuous covariates we have included in our regression setup.
2.1. Cross-Validated Bandwidth Selection. Estimation of the bandwidths (h, λ u , λ o ) is typically the most salient factor when performing nonparametric estimation. For example, choosing a very small h means that there may not be enough points for smoothing and thus we may get an undersmoothed estimate (low bias, high variance). On the other hand, choosing a very large h, we may include too many points and thus get an oversmoothed estimate (high bias, low variance). This trade-off is a well-known dilemma in applied nonparametric econometrics and thus we usually resort to automatic selection procedures to estimate the bandwidths. Although there exist many selection methods, Hall et al. (2007) , (HLR hereafter) have shown that Least Squares Cross-Validation (LSCV) has the ability to smooth away irrelevant variables that may have been erroneously included into the unknown regression function. Specifically, the bandwidths are chosen to minimize
is the common leave-one-out estimator. Notice that even when one is selecting bandwidths to be used for LLLS estimation, the unknown function is all that enters into the CV criterion, not the partial derivatives. For the discrete variables, the bandwidths indicate which variables are relevant, as well as the extent of smoothing in the estimation. From the definitions for the ordered and unordered kernels, it follows that if the bandwidth for a particular unordered or ordered discrete variable equals zero, then the kernel reduces to an indicator function and no weight is given to observations for which
On the other hand, if the bandwidth for a particular unordered or ordered discrete variable reaches its upper bound, then equal weight is given to observations with The abundance of asymptotic results that form the statistical backbone of nonparametric methods have always assumed that the bandwidth(s) converge to zero (at a certain rate) as the sample size gets larger. This means that as the sample size is increased the amount of data in a specific region is growing and so the kernel weighting function no longer needs to use points farther away to construct an accurate representation of the functional form. However, recent advances have shown that when the researcher includes irrelevant variables, this bandwidth condition is no longer true. Automatic bandwidth selection procedures actually increase the bandwidths associated with irrelevant regressors, essentially removing them from the sample. It is as if the researcher had failed to include them in the first place! It was commonly believed that the inappropriate inclusion of irrelevant variables harmed the performance of nonparametric methods, but this is not the case.
HLR have shown that the inclusion of irrelevant regressors does not add to the 'curse of dimensionality'.
3
Their paper shows that when one uses cross-validation procedures to select the appropriate amount of smoothness of the unknown function, the covariates that are irrelevant are eliminated from the smoothing relationship. This property allows nonparametric estimators to not only allow for functional form misspecification, but relevant covariate selection at the same time! However, there is no free lunch for this method as it hinges on several facets that need to be considered on a case by case basis. First, the key assumption used by HLR asks that the irrelevant regressors are independent of the relevant regressors, something unlikely to hold in practice. application considered six variables for 561 observations in which only two regressors were deemed relevant according to their procedure. Clearly more work needs to be done to assess the performance of this level for very small sample sizes and for large sets of potential regressors and we accommodate these features in our simulations.
What is noteworthy of the HLR finding is that the cross-validated bandwidths provide a cheap and easy way of assessing individual significance. However, three core issues remain. First, as our simulations show, the method breaks down when a large number of irrelevant variables are included, a not uncommon feature of applied work. Second, ignoring the number of irrelevant variables included, a large bandwidth does not provide a p−value to assess the level of significance. The HLR theory only provides a rule-of-thumb for saying yes-no to a variable's significance. Lastly, while the theory predicts that all irrelevant variables are smoothed away simultaneously, there has been no simulation study to determine if the impressive finite sample performance of LSCV bandwidths holds when one looks for joint significance. Moreover, there is no appropriate rule of thumb in this case as a 'test' for three variables being insignificant is confusing if two of the variables are smoothed away but one is not; how does one draw conclusions from this type of setup? 2.2. Testing for Variable Significance. While the properties of LSCV discovered by HLR suggest that irrelevant variables are removed, statistically there is no way to determine joint (in)significance by simply appealing to the bandwidths returned. A formal test for joint significance of variables is thus warranted to make more precise statements about the relevance of variables entering into the model.
To determine whether or not a set of variables are jointly significant, we utilize the tests of Lavergne & Vuong (2000) and Gu et al. (2007) . Consider a nonparametric regression model of the form
Here we discuss in turn the case where the variables in z are all continuous (Gu et al. (2007) ), are all discrete (Racine et al. (2006) ), or a mixture of discrete and continuous insignificant variables, but w may contain mixed data. In what follows let w have dimension r and z have dimension q − r. The null hypothesis is that the conditional mean of y does not depend on z.
All Continuous Case. Define u = y − E(y|w)
. Then E(u|x) = 0 under the null and we can construct a test statistic based on
where f w (w) and f (x) are the pdf's of w and x = (w, z), respectively. A feasible test statistic is given by
where
is the product kernel mentioned previously and
is the leave-one-out estimator of f w (w i ). The leave one out estimator of E (y i |w i ) is
One shortcoming of this test is that it requires the researcher to estimate two sets of bandwidths, one for the model under the null and another for the model under the alternative. For large samples this may be computationally expensive.
Under the null we have that
Again, the asymptotic distribution does not work well for finite samples. A bootstrap procedure is suggested instead. The bootstrap test statistic is obtained via the following steps:
(1) For i = 1, 2, . . . , n, generate the two-point wild bootstrap error
The estimated density-weighted bootstrap residual is
Compute the standardized bootstrap test statistic T c * n where y * and y * replace y and y wherever they occur. (4) Repeat steps 1-3 a large number (B) of times and obtain the empirical distribution of the B bootstrap test statistics. Let T b * n(αB) denote the the α-percentile of the bootstrap distribution. We will reject the null hypothesis at significance level α if T c n > T c * n(αB) .
All Discrete Case.
In the discrete only case our null hypothesis is that m(w, z) = m(w) a.e. If we assume that z s takes values in the set {0, 1, . . . , c z,s − 1} where s = 1, . . . , q − r, we than can construct a feasible test statistics as: 
where the definitions ofε 0 andε z are straightforward.
As an example of how this statistic is constructed, suppose we had two discrete variables we wished to test the joint significance of and z 1 was a standard dummy variable ({0, 1}) while the other discrete variable captured race and had five distinct values ({0, 1, 2, 3, 4}). Our set of possible values in the hyper-rectangle is:
Thus, in order to calculate this test statistic we need to create counterfactual estimates for each 'point' for every potential set of discrete outcomes possible. We will end up having n
calculations to construct the test statistic. In our example we have n * 2 * 5 = 10 * n total calculations. Racine et al. (2006) intimate that the asymptotic distribution of I d n is quite complex and suggest the use of bootstrapping methods to approximate the null distribution. To impose the null hypothesis during the bootstrapping process one needs to use the suggested steps:
. These residuals are constructed to ensure that the null hypothesis is imposed. Our bootstrap value of y i is now y * i =m(w i ) + u * i and our bootstrap sample is (y * i , w i , z i ). (2) Use the bootstrap sample to construct a bootstrap version of error I d * n . The statistic is constructed exactly as for the original statistic except that y * i is now used to construct m(w i , z) andm(w i , z 1 = 0, . . . , z q−r = 0). To reduce the computational burden the original bandwidths found using LSCV are used to construct all of the bootstrap test statistics. (3) Repeat steps 1-3 a large number (B) of times and obtain the empirical distribution of the B bootstrap test statistics. Let I d * n(αB) denote the α-percentile of the bootstrap distribution. We will reject the null hypothesis at significance level n(αB) . In our simulations we report size and power by simply using the bootstrap test of Lavergne & Vuong (2000) and Gu et al. (2007) . While their theory pertains only to continuous variables, the null hypothesis of interest does not depend on the data type and it is easy to replace the continuous product kernels with generalized Li-Racine kernels.
Mixed Discrete-Continuous Case.
To the authors knowledge no formal test that admits both discrete and continuous variables to be tested jointly exists in the literature. We determine the appropriateness of the Gu et al. (2007) test when both discrete and continuous variables enter into the null hypothesis. While their theory for the bootstrap test statistic focuses solely on continuous variables, our conjecture is that in finite samples there is no reason why one cannot include discrete variables into the discussion. The key difference with the test statistic's construction is that generalized kernels will need to be used as opposed to the standard continuous product kernels used in Gu et al. (2007) .
Additionally, Lavergne & Vuong (2000) show that the test statistic (with only continuous variables in the model) has an asymptotic normal distribution. They provide a standardized test statistic that depends on the limiting variance. In our simulations we too standardize our test statistic in exactly the same fashion, except that no formal theory exists to show that this standardization is formally correct. As we will see though, our size and power appear to confirm that the use of this standardization method is appropriate.
Monte Carlo Illustration
To investigate how the various tests behave as well as the performance of the LSCV selected bandwidths, we conduct Monte Carlo simulations according to the following data generating processes:
2 ) sin(.5πx 3 ) + δ 2 x 3 sin(x 3 2 ) + .
+ ε. Our DGPs are given in increasing order of complexity, with DGP 3 being a high frequency model. Since the testing properties of the continuous only and discrete only case have been canvased in the literature, we use DGP 4 only in our simulations involving mixed discrete-continuous null hypotheses. The addition of three additional regressors suggests that we have to be concerned with the 'curse of dimensionality' in this setting.
To determine size properties of our test we set δ = (δ 1 , δ 2 ) equal to 0. To determine power properties we set δ = 0.1,0.5 or 1. We consider both continuous only and discrete only settings for DGP 1 -DGP 3 and use DGP 4 for our mixed discrete-continuous setting. In our continuous only setting we generate all variables as independent N (0, 1), including . In our discrete only setting we change x 2 to P r[x i2 = 1] = 0.35, an unordered variable and x i3 ∈ {0, 1, 2} with P (x i3 = 0) = 0.25, P (x i3 = 1) = 0.4, and P (x i3 = 2) = 0.35, an ordered categorical variable in DGP 1 -DGP 3 . For DGP 4 , we allow x 1 , x 2 and x 3 to be continuous while P r[x i4 = 1] = 0.35, x i5 ∈ {0, 1, 2} with P (x i5 = 0) = 0.25, P (x i5 = 1) = 0.4, and P (x i5 = 2) = 0.35 and x i6 ∈ {0, 1, 2} with P (x i6 = 0) = 0.25, P (x i6 = 1) = 0.25, and P (x i6 = 2) = 0.5.
We determine both size and power for samples sizes of n = 100 and 200. We use 399 bootstrap replications to determine the bootstrap p−value of all test statistics and use 399 Monte Carlo simulations for each scenario considered. We consider two several situations with respect to our bandwidths obtained via LSCV. First, we use the bandwidths to construct our test statistics. Second, we use two rule-of-thumb methods for assessing irrelevance of continuous predictors, two standard deviations (2*sd) and the inter-quartile range (IQR). For discrete predictors we use 80% of the bandwidths theoretical upper bound. For example, a dummy variable has a bandwidth with bound 0.5 so our rule for assessing this variable's irrelevance would be a bandwidth larger than 0.4. When assessing joint insignificance we use a box type method, all variables under consideration must be smoothed out individually to be deemed jointly irrelevant.
3.1. Continuous only case. Tables 1 and 3 display our results in the continuous variable hypotheses only setting. These tables contain quite a lot of information and as such we describe in detail what we are reporting. First, we report the raw results from the Gu et al. (2007) test statistic using their ad hoc bandwidth selection procedure. Their selection of the bandwidths, when only continuous variables are present, is to construct individual bandwidths as c · sd j n −1/(4+d) where c is a scaling factor common to all variables, sd j is the in-sample standard deviation of the j th variable being smoothed and d is the total number of variables in the model. We note that the theory underlying Gu et al. (2007) suggests that the bandwidths used for the unrestricted model be smaller than what is theoretically consistent. To do this one can keep the scaling portion of the bandwidth fixed (c · sd j ) but change the rate on the bandwidth (n −1/(4+d) ). Our reported results come from undersmoothing the unrestricted model while using optimal smoothing for the restricted model as is consistent with Gu et al. (2007, Theorems 2.1 and 2.2). We use the same set of scaling constants as in Gu et al. (2007) (c = 0.25, 0.5, 1, 2). We report size (δ = 0) and power (δ = 0.1, 0.5 or 1) in the first block at the 1, 5 and 10% levels. The second block of our table looks at the performance of the Gu et al. (2007) test when one uses bandwidths selected via LSCV (column labelled LSCV ), with the appropriate rates, while the other columns report raw interpretation of the bandwidths (individual or joint) as gauged by either 2 standard deviations (columns labelled 2 * sd) of each variable or the interquartile range of the variable (column labelled IQR). 0.997 1.000 1.000 0.000 0.000 0.000 0.000 0.005 0.000 0.000 0.000 We see from these simulation results several interesting features. First, the size of the Gu et al. (2007) is very close to nominal levels using their bandwidth selection measure, but is oversized (sometimes strikingly so) when we use the scale factors obtained via LSCV (see Table 1 , panel (b) at the the 5 and 10% levels when n = 100). The size of the test is improving as the sample size is increased with respect to the LSCV bandwidths. Second, the power of the test appears to be at its best when using LSCV scale factors as opposed to those recommended by Gu et al. (2007) . Additionally, we note that using the IQR of a variable seems to consistently determine the appropriate irrelevant variables (both individually and jointly) beyond that of using 2 * sd of the variable. However, this comes at a cost as the IQR also erroneously smooths away relevant variables at a higher frequency that does using 2 * sd.
What is interesting from these simulations is that while on an individual basis using the bandwidths to determine which variables to formally test, if they are indeed irrelevant, this does not appear to be the case jointly. When it comes to a joint decision, using the bandwidths to determine irrelevance results in a lower total percentage of the number of times the bandwidths jointly arrive at the appropriate set of irrelevant variables, using our joint rule-of-thumb method. For example, Table 3 using 2 · sd and n = 200, we see that in 66.9% of all the simulations x 2 is correctly smoothed out of the regression while 63.9% of all the simulations x 3 is appropriately removed, but jointly they are correctly removed only 44% out of all the simulations. Alternatively, using the IQR rule-of-thumb, x 2 is removed 90% of the time and x 3 is removed 86.5% of the time, resulting in them being jointly removed 76.9% of the time. As noted earlier though, the IQR seems to penalize too much when indeed the variables are relevant. Also, when n increases from 100 to 200 we see that for δ = 0.1 and 0.5 the percentage of times a variable that is relevant is deemed irrelevant using the IQR has increased. This appears to be the case for δ = 0.1 using 2 * sd as a rule of thumb as well.
3.2. Discrete only case. 0.997 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 Testing significance of discrete variables provides an opportunity to gauge how a finite upper bound on a bandwidth impacts the test results as opposed to an unbounded upper bound. We saw that in the continuous only case that our rule-of-thumb methods were able to individually detect irrelevance but refocusing our attention towards joint relevance resulted in diminished performance relative to the testing results. Tables 4 through 6 provide size and power results for our test statistic using only discrete variables in the null hypothesis and our 80% of the upper bound rule using the bandwidths determined via LSCV. Since this test has not been used in practice before we examine individual tests of significance as well as joint tests of significance.
The first thing we note is that across the three DGPs the test has impressive size and power using the ad hoc bandwidths in both the individual and joint testing setups. Again, we follow closely the theory laid out in Gu et al. (2007) and undersmooth our bandwidths in the restricted model estimation while using the standard level of smoothing in the unrestricted model. When we consider the determination of relevance as gauged via 80% of the theoretical upper bounds we see that individually the bandwidths determine a high percentage of the simulations that the appropriate variables are smoothed out and this percentage is increasing as n increase.
For example, in Table 5 we see that 69.7% of the time x 2 is appropriately smoothed away when n = 100 but this number increases to 77.2% of the time when we use samples of 200. As expected for models further away from the null, δ = 0.5 and 1, as n increases the probability that a variable, or set of variables, is smoothed away is decreasing. We note that for all of our DGPs that when δ = 0.1 this model is extremely close to the null and is hard to detect which explains why the bandwidths suggest that a large portion of the time the variable is smoothed away erroneously. Interestingly, our test results seem to do a remarkable job of detecting even small departures from the null hypothesis when the bandwidths do not, providing even more evidence that one should formally test for insignificance.
Overall, we see that using the bootstrap test of Gu et al. (2007) using only discrete variables in the null hypothesis results in remarkable size and power properties whereas raw interpretation of the bandwidths suggests that when the null is false our joint bandwidth measure does a good job of not smoothing out all variables simultaneously. However, when we examine our measure when the null is true we see that indeed, as the sample size increases the performance of this baseline measure is improving, it does not mimic the desirable behavior of the formal test. Again, the results in suggest that inclusion of discrete variables does not add to the curse of dimensionality so it is natural that the test results are better then in the continuous setting where all variables contributed to the dimensionality of the model. 0.997 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 x 2 Individual Significance Test n = 100 c=.25 c=.5 c=1 c=2 α 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 3.3. Mixed discrete-continuous case. In this setting we try to mimic traditional applied milieus where there are a variety of covariates and they are of mixed type. More importantly is that we are interested in a mixed hypothesis which the current menu of available tests does not formally allow for. Again, as mentioned earlier, theoretical backing aside, there is no reason the test of Lavergne & Vuong (2000) cannot include discrete variables. We present several testing scenarios, including bandwidth rules, for DGP 4 , in Table 7 . its size and this is clear for c = 0.25 when we test H o : x 1 , x 1 , x 4 are insignificant and H o : x 2 , x 5 are insignificant. As the scaling factor is increased there is a direct correspondence with the power approaching 1 even for a sample of only 100. Switching to the performance of the LSCV bandwidths we note that, as before, using IQR results in a higher proportion of the simulations with the appropriate continuous variables smoothed out, but also erroneously smoothing out the same variable when it is relevant. We note that our DGP in the mixed setting results in x 5 having a hard time being determined to be relevant even when it is true. This is because our model is close to the null even when δ = 0.1, 0.5 or 1. What is striking is that our joint measure of determination is worse than in our other setups because our null hypothesis involves three covariates as opposed to two. This highlights the difficulty of assessing irrelevance in a joint fashion based off of the LSCV bandwidths. Note that in only 34% of our simulations were x 3 , x 5 and x 6 smoothed away simultaneously according to our determination rule.
Conclusion
This research has focused on two broad aspects of assessing variable irrelevance in multi-variate nonparametric kernel regression in the face of mixed data types. First, we discussed the lack of a theoretically consistent test that allows joint hypothesis testing involving both continuous and categorical data. We then discussed a currently existing test of significance, which can include both types of data simultaneously, and its performance when enter only discrete or mixed data into the null hypothesis. Second, we investigated the performance of several suggested ad hoc means of using LSCV bandwidths to determine variable irrelevance prior to testing.
Our results revealed that implementing the test of Gu et al. (2007) using mixed data types did not harm its performance with respect to size of power. Additionally, we provided evidence that while using the cross-validated bandwidths on an individual basis resulted in good detection of variable irrelevance, the same measures applied jointly breakdown. This suggests that in the presence of multiple irrelevant regressors that testing always be used as a backdrop for determining if a variable should be included in one's final nonparametric model. One should use economic theory to guide them towards the appropriate set of covariates to test their joint significance.
Further research should focus on the creation of a test to formally handle mixed data types in null hypotheses, preferably a test that only involves estimation of the unrestricted model. Additionally, simulation results comparing test performance across local constant and local linear methodologies would be insightful as the cross validated bandwidths obtained when one uses local linear (or any other order polynomial) are not directly related to variable relevance for continuous regressors. Also, the use of bandwidths obtained through other cross-validation methods would prove useful since LSCV is known to produce bandwidths that lead to undersmoothing.
