Abstract. We present a fully automatic segmentation algorithm for the whole heart (four chambers, left ventricular myocardium and trunks of the aorta, the pulmonary artery and the pulmonary veins) in cardiac MR image volumes with nearly isotropic voxel resolution, based on shape-constrained deformable models. After automatic model initialization and reorientation to the cardiac axes, we apply a multi-stage adaptation scheme with progressively increasing degrees of freedom. Particular attention is paid to the calibration of the MR image intensities. Detailed evaluation results for the various anatomical heart regions are presented on a database of 42 patients. On calibrated images, we obtain an average segmentation error of 0.76mm.
Introduction
Cardiovascular disease is the leading direct or contributing cause of death in the world. Three-dimensional (3-D) magnetic resonance (MR) imaging is now well established in the noninvasive diagnosis of cardiovascular disease. A prerequisite to image interpretation, e.g. 3-D visualization, is image segmentation. Due to the increasing amount of image data associated with finer resolution, segmentation needs to be highly automated to be clinically valuable. Automatic segmentation of cardiac MR images is however challenging due to image noise, low tissue contrast between the myocardium and surrounding tissues, patient variability, the lack of gray level calibration and spatial magnetic field inhomogeneities.
A number of techniques have been applied to cardiac MR image segmentation. Among these are active shape models [1, 2] , active appearance models [3, 4, 5] , deformable models [6, 7, 8, 9] , active contours [10] , level sets [11] , and atlas-based methods [12] . While many studies focus on segmenting only the left and right ventricles and the myocardium, segmentations of the four chambers plus the left ventricular myocardium have recently been reported in [13, 11, 14] . Often, dynamic MR images are acquired in a stack of slices in short axis and/or long axis views, and consequently the algorithms are developed for this kind of data. Here, we focus on static cardiac (3-D) image volumes with nearly isotropic voxel resolution, acquired with steady-state free-precession MRI. For this kind of data, the heart position and axes are not known a priori and surrounding structures are visible since the field of view is not confined to the heart itself.
In this work, we outline and evaluate a fully automatic algorithm for whole heart segmentation in cardiac MR image volumes, based on shape-constrained deformable models [7] . In previous work, we have successfully applied this framework to cardiac CT images [15] . Here, particular attention is paid to a novel model initialization step as well as to the effect of MR image calibration to compensate for image intensity variations [16, 17, 4] . Our main contributions are:
-fully automatic heart localization based on a 3-D generalized Hough transformation, streamlined for fast processing, -the evaluation of the effect of MR image calibration for the given task, -the demonstration of fully automatic whole heart segmentation (four chambers, left ventricular myocardium and trunks of aorta, pulmonary artery and pulmonary veins) in nearly isotropic, static cardiac MR image volumes.
Shape-Constrained Deformable Models
In this work, the cardiac anatomy is extracted from the MR image volumes using a deforming mesh comprising both ventricles, both atria, the epicardial surface around the left ventricle and the trunks of the great vessels (aorta, pulmonary artery and veins, and vena cava). This mesh is made of V = 7286 vertices combined in T = 14771 triangles with complex junctions connecting 3 or more surfaces [18] . An illustration of this mesh is given in Figure 1 . The mesh adaptation is performed by iterating two steps. First, boundary candidates are searched along the normal vectors n i of the mesh triangles. For each triangle i, these target points are selected according to
where c i are the triangle centers, δ is the sampling distance along the normal vector, l · δ is the search range and D is a heuristic penalty term, which biases the search to nearby points. The choice for optimal, spatially varying boundary detection functions F i (.) is essential for a robust and accurate segmentation. A more detailed discussion about these functions is provided in Section 4. In the second step, the mesh is deformed by minimizing the sum of the quadratic distances between the triangle centers c i and the detected boundary points x target i [7] 
The term (x target i − c i ) is projected onto the direction of the image intensity gradient ∇I/ ∇I at the target point. This makes the energy invariant to movements of the triangle within the object tangent plane, preventing the triangle from becoming stuck at the target position. The weightsw i reflect the reliability of the detected boundary. Practically, they are set tõ
Minimizing Eq. (2) with respect to c i may lead to irregular shapes due to some false target points and missing boundaries (w i = 0). Prior shape knowledge can be used to stabilize this problem, as described in the following.
Shape-Constrained Deformable Adaptation.
To constrain the deformation we require the vertices v i to stay close to those of a reference shape (e.g., mean shape m) that is allowed to be modified by a geometric transformation T [.] (e.g., rigid or affine). This can be formalized by introducing an internal energy
where N (i) is the set of indices of the first-order neighbor vertices of vertex v i . The objective function to minimize is now given by E = E external + α E internal [7] , where α balances the contribution of the internal and external energy. The free variables are the vertex positions v i and the transformation parameters of T . The boundary detection step followed by the optimization of E is iterated until the mesh reaches a steady state.
Automatic Whole Heart Segmentation
To achieve robust segmentation, we use a multi-stage adaptation scheme:
1. Heart Localization. The first step of the segmentation chain consists of detecting the heart using the generalized Hough transformation (GHT) [19] . GHT is a method to detect the occurrence of any characteristic shape undergoing a geometric transformation in a 2-D image. It can be straightforwardly extended to 3-D, but the computational complexity and memory demand make this method inappropriate. In this paper, we introduce a practicable solution that makes use of image properties and characteristics of the cardiac anatomy. In particular, we constrain the geometric transformation to translation and scaling. We can observe that the heart is much larger than the voxel resolution. Before locating the heart in a new image, we can first down-sample the input image to voxel resolution 3.0 × 3.0 × 3.0 mm 3 . After this step, the global shape of the heart is still well preserved while small surrounding structures are suppressed.
Then, we filter out many disturbing edges by applying a threshold on the image to coarsely separate the blood pool from the remaining structures. GHT is then performed on the edge image resulting after this thresholding operation. That is, we actually do not directly search for the heart in the image, but indirectly by localizing the blood pool which has better contrast in our MR images.
GHT is usually trained for one single reference shape of an object class. We can learn the shape variability of several individuals by combining the R-tables of several reference shapes [17] . After encoding the shapes from various patients, we can prune the R-table and keep only those entries that occur more than τ times (in our experiments τ = 2). That way, the entries are more discriminative and the detection time is reduced.
Parametric Adaptation.
After heart localization by the GHT, the model might still be "far" from the heart boundaries which increases the risk of false target points. This motivates to first adapt the heart model in a parametric instead of a fully deformable way. In particular, the global pose has yet to be refined (i.e., up to now the model has not been rotated). The parametric adaptation works as follows: We apply a geometric transformation T [.] to the whole model and use the same transformation in Eq. (3). E internal thus vanishes and we optimize E external alone. Assuming that T [.] can be described by some parameters q = (q 1 . . . q M ) and that the transformation is applied to the whole mesh, the vertex positions can be expressed as v(q). The goal is now to find the parameters q that minimize E external (v(q)). The boundary detection step followed by the optimization of the energy function is iterated until convergence.
The ). Finally, we assign an individual affine transformation to each of the K anatomical regions of the model to capture changes in size and rotation of the chambers between patients. To ensure that the mesh remains smooth at the transitions between two (or more) anatomical regions, we linearly interpolate the affine transformations as
where w i,k is the contribution of transformation T affine,k [.] for vertex i, satisfying the normalization condition
3. Deformable Adaptation. The model is now usually initialized well enough to proceed with a deformable adaptation as described in Section 2, i.e., the model is no longer constrained to undergo the transformation T [.] . Here, we keep using the piecewise affine transformation Eq. (4) in the internal energy Eq. (3). In summary, the degrees of freedom of the mesh deformation are progressively increased during segmentation, thereby increasing the robustness of the segmentation.
Optimized Boundary Detection
Vertex correspondence is preserved during mesh adaptation. This property enables us to encode information into the model which will be carried with the triangles during the adaptation. Especially, in a training phase a locally optimal boundary detection function is assigned to each mesh triangle using the Simulated Search approach [20] .
This method needs as input adapted reference meshes and candidates of boundary detection functions. The selection process works as follows for each triangle independently:
1. The pose of the reference triangles is slightly disturbed, i.e., the triangle is shifted (along the normal vector and/or laterally) and/or tilted. 2. The boundary detection of Eq. (1) is performed. 3. The residual error between the detected point and the reference position is recorded for all tested displacements and all function candidates. 4. The candidate with the smallest simulated residual error is finally selected.
As function candidates, we use the magnitude of the image gradient projected onto the triangle normal vector jointly with some boundary discrimination represented by rejection criteria Q k and acceptance intervals [min k , max k ]:
Rejection Criteria and Acceptance Intervals. For edge characterization, we use the following rejection criteria: the gray values on either side of the boundary and the (signed) difference of the gray values across the boundary. All these criteria can be used alone or in combination to build numerous candidates (5).
Reasonable acceptance intervals are trained by clustering the rejection criteria introduced above into M classes using the Q k values obtained from the reference meshes. The acceptance intervals are then derived from these clusters by rejecting the low and high N % percentiles per Q k . Note that both M and N are associated with tradeoffs. Using more clusters (large M ) may be more specific for the local image properties but may lead to less robust estimates. Narrow intervals (large N ) might reject too many correct edges, whereas wide intervals might be too unspecific. Here, as in CT [20] , we use M = 5, 10 and N = 5, 10%.
Finally, the candidates that result from combining all possible rejection criteria and all trained acceptance intervals are used by the Simulated Search to select the optimal boundary detection function for each triangle.
Image Intensity Calibration. To compensate for image intensity variations across images, we compute the image histogram and derive the low and high L% percentiles, similar to [16] . The intensity values within this interval are then linearly re-scaled to a reference interval computed, e.g., from a reference image. This calibration strongly reduces the intensity variations between images and yields more consistent and narrow acceptance intervals. For consistency, the image calibration has to be performed both during training and segmentation.
Preliminary experiments performed with L = 0, 2, 5 and 10% show that L = 2% was the value yielding the best results (i.e., smallest segmentation error) and will be used in the next section.
Results
Experimental Setup. The segmentation algorithm proposed in this paper was evaluated on 42 steady-state free-precession MR images, designated to inspect the coronary arteries specifically for ischemic disease. The images, acquired on Philips Intera and Achieva 1.5T scanners at end-diastolic phase over various cardiac cycles and breathing compensated (TE = 2.14 ± 0.11 [2. Dividing the 42 images into 4 clusters with N = 10 or N = 11 images each, we used a leave-N -out validation approach to evaluate our segmentation algorithm. The training images were used to compute the mean mesh m (see Section 2), to generate the R-table for the GHT (see Section 3) and to train and assign the optimal boundary detection function to each triangle (see Section 4) . The parameters of the algorithm (D, α, δ and l) have been adjusted for optimal performance on CT images; previous experiments have shown that the segmentation performance on CT images is robust with regard to these parameters.
Error Measurement. We measure the segmentation error as the symmetrized mean Euclidean "surface-to-patch" distance mean , i.e. the mean distance between the triangle centers of the adapted mesh to an anatomically corresponding patch of maximum geodesic radius r = 10mm of the reference mesh and vice versa, averaged over all 42 data sets. The triangle positions near the artificial caps of the truncated vessels are excluded from the error measurement (1032 out of 14771 triangles), since they do not relate to anatomical structures. The reference meshes were generated semi-automatically by using preliminary boundary detection functions and a preliminary mean mesh obtained from a different database of cardiac CT images (thus unrelated to the models used in the test experiments), followed by manual correction.
Segmentation. Reasonable segmentation results have been obtained in all cases of our database. In Table 1 we evaluate the effect of calibrating training and test images according to Section 4, for the compelete mesh and each anatomical region. In particular, we show the error distribution across the triangles with the corresponding anatomical label. We find that image calibration reduces the mean segmentation error for all anatomical parts. The reduction is statistically significant (paired t-test) for the whole mesh, the left ventricle, and the LV myocardium (P < 0.01) as well as for the right chambers (P < 0.05). 1 Furthermore, the fraction of triangles with medium to large errors (> 1mm) is considerably reduced, i.e., improvements are distributed over the entire model surface. For the left chambers and the myocardium, large errors (> 2mm) are drastically reduced. Some segmentation examples are presented in Figure 1 . The whole segmentation chain needs less than a minute on a workstation with Dual-Xeon Hyper-Threading Intel processors (2 × 1.7GHz) and 1 GByte RAM.
Conclusion
We have demonstrated fully automatic whole heart segmentation (four chambers, myocardium and the trunks of the aorta, pulmonary artery and pulmonary veins) in static MR image volumes with nearly isotropic voxels, using shape-constrained deformable models. The 3-D generalized Hough transformation successfully localized the heart in all 42 test images. Image calibration to compensate for intensity variations in the MR images significantly improved the segmentation performance over the entire model surface. We measured a mean segmentation error of 0.76mm (ranging from 0.60mm for the aorta to 0.83mm for the LV myocardium). Future work includes improved MR calibration schemes and an application of our algorithm to other imaging protocols.
