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We study the dynamics of the statistics of the energy transferred across a point along a quantum
chain which is prepared in the inhomogeneous initial state obtained by joining two identical semi-
infinite parts thermalized at two different temperatures. In particular, we consider the transverse
field Ising and harmonic chains as prototypical models of non-interacting fermionic and bosonic
excitations, respectively. Within the so-called hydrodynamic limit of large space-time scales we first
discuss the mean values of the energy density and current, and then, aiming at the statistics of
fluctuations, we calculate exactly the scaled cumulant generating function of the transferred energy.
From the latter, the evolution of the associated large deviation function is obtained. A natural
interpretation of our results is provided in terms of a semi-classical picture of quasi-particles moving
ballistically along classical trajectories. Similarities and differences between the transferred energy
scaled cumulant and the large deviation functions in the cases of non-interacting fermions and bosons
are discussed.
I. Introduction
Experimental progresses in the physics of cold atoms
(see, e.g., Refs. [1–3]) have turned the theoretical study of
the non-equilibrium unitary dynamics of one-dimensional
quantum statistical systems into a very active area of re-
search (see, for instance Refs. [4–8], for some reviews). A
paradigmatic protocol for investigating non-equilibrium
dynamics is the so-called homogeneous quantum quench
[9–14] consisting in an instantaneous change of the value
of a global parameter of the Hamiltonian governing the
time evolution of the system. Despite the dynamics of
the whole system remains unitary at all times, local ob-
servables are known to relax towards stationary values
expressed, for integrable models, as an average over a
generalized Gibbs ensemble (GGE), [15] including local
(and quasi-local) conserved quantities. Among the rel-
evant phenomena occurring out of equilibrium, trans-
port is usually studied theoretically and experimentally
in stationary states of open mesoscopic systems (see, e.g.,
Refs. [16–21]) and, in fact, it is now possible to measure
the heat current flowing between two leads kept at dif-
ferent temperatures [22, 23].
In order to study transport phenomena in isolated sys-
tems, it is more convenient to adopt the so-called parti-
tioning protocol [24–26], whereby an homogeneous (i.e.,
translationally invariant in space) and stationary (trans-
lationally invariant in time) non-equilibrium steady state
(NESS) is generated by gluing together at time t = 0
two identical systems initially at thermal equilibrium at
two different inverse temperatures βr and βl. The re-
sulting initial state is thus described by a density ma-
trix ρ0 which is inhomogeneous because of the two dif-
ferent temperatures, while the subsequent dynamics is
determined by a translationally invariant Hamiltonian:
accordingly, this protocol is referred to as inhomoge-
neous quench. Several aspects of the ensuing dynamics
have been investigated in the literature. In particular,
in one-dimensional quantum critical systems described
by conformal field theory (CFT), the presence of inde-
pendent right- and left- moving excitations renders the
thermal transport ballistic and a universal expression for
the energy current in the NESS has been derived [26–
28]. Also in non-interacting models, quasi-particles exci-
tations propagate independently without scattering and
therefore the picture described by CFT carries over to
these cases. This leads to a number of exact predic-
tions concerning not only the NESS, [29–32] but also,
more generally, the so-called hydrodynamic, space-time
or semi-classical limit within which the space coordinate
x along the chain and the time t are both assumed to be
large with fixed ratio v = x/t [33–44]. Remarkably, this
analysis has been extended to interacting integrable mod-
els within the so-called generalized hydrodynamic theory
(GHD), [45, 46] (see Ref. [47] for a review). GHD is
an integrability-Bethe ansatz based method to study the
time evolution in the presence of spatial inhomogeneities.
For the inhomogeneous initial state generated by the par-
titioning protocol introduced above, in particular, several
exact results have been by now obtained for the dynamics
of the mean values of charge densities and of the corre-
sponding currents, for correlation functions, and entan-
glement entropy [48–58].
Going beyond mean values, the full probability density
function of the total energy ∆e(x, t) transferred across
a point x of the system up to time t after the quench
is of great physical relevance, as it encodes all the in-
formation about fluctuations of this quantity. Since in
non-interacting models quasi-particles propagate ballisti-
cally, the transferred energy is expected to depend exten-
sively on time t and it is therefore convenient to focus on
the associated intensive variable JE = ∆e(x, t)/t. The
framework of large deviation theory [59] then provides
the asymptotic behavior at large times t of the PDF of
the scaled transferred energy as p(JE) ∼ exp[−tI(JE)],
where I(JE) is the so-called large deviation or rate func-
tion, which is non-negative and has a unique zero at
the mean value 〈JE〉, implying that the PDF at large
times concentrates around the mean value with fluctua-
tions exponentially suppressed as t increases. The func-
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2tion I(JE) can be calculated from the knowledge of the
associated scaled cumulant generating function (SCGF),
which is equivalent, in the terminology used for quantum
transport, to the knowledge of the full counting statistics
(FCS).
Despite many investigations of the probability den-
sity function of various observables not related to trans-
port, such as transverse and longitudinal magnetiza-
tion in spin chains [60–66], particle number in the one-
dimensional Bose gas [67–72], and work statistics [73–81],
very few predictions exist for the scaled cumulant gen-
erating function of the transferred energy in inhomoge-
neous quenches. In particular, for one-dimensional crit-
ical systems a universal expression for the SCGF of the
energy current in the NESS arising from the partition-
ing protocol has been obtained in Refs. [26–28] via CFT.
For free fermionic theories in one dimension, an analytic
expression for the FCS in the steady-state has been origi-
nally determined by Levitov and Lesovik in Refs. [82–84]
and later re-derived for both lattice and field theory mod-
els which can be mapped to free fermions [30, 85–89]. As
far as transport of bosons is concerned, instead, an ex-
pression for the NESS heat current and FCS has been ob-
tained for the free Klein-Gordon field theory in arbitrary
spatial dimension [32] and for a one-dimensional system
of harmonic oscillators on the lattice in contact with two
heat baths at different temperatures [90]. The expression
for the FCS can be considered as the equivalent of the
Levitov-Lesovik formula for the free bosonic case. Im-
portantly, going beyond free models, in Refs. [91, 92],
the expression of the FCS of the transferred energy in
homogeneous and stationary GGEs, including the NESS
which develops at long times in the partitioning proto-
col analyzed here, has been derived for one-dimensional
interacting integrable systems by using the generalized
hydrodynamics mentioned above.
So far, however, the SCGF of the transferred energy
∆e(x, t) has been determined only for homogeneous and
stationary states like the NESS, as mentioned above.
In particular, the dynamics of the cumulant generat-
ing function for inhomogeneous initial states like ρ0 in
the hydrodynamic limit of large space-time scales with
fixed v = x/t has never been addressed, neither for non-
interacting nor for interacting but possibly integrable
models. In this work we aim at filling this gap, start-
ing from the simplest case, i.e., from the calculation in
the hydrodynamic limit of the FCS in free fermionic and
bosonic theories. Specifically, we will focus on the trans-
verse field Ising chain (TFIC) realizing the former, and,
on the harmonic oscillators chain, realizing the latter.
In both cases we derive the analytical expression for the
space-time scaling limit of the SCGF as a function of
v, providing a simple semi-classical interpretation of the
obtained results in terms of quasi-particles moving along
classical trajectories. By taking the Legendre-Fenchel
trasform [59] of the SCGF, the space-time scaling dy-
namics of the large deviation function I(JE , v) as a func-
tion of v is derived and discussed. By comparing the
fermionic and the bosonic large deviation functions it
emerges that the quasi-particles statistics, which weakly
affects the profile of the mean energy current, deeply in-
fluences the energy current fluctuations. In particular,
the large deviation function I(JE , v), independently of
the value of v, turns out to have support on a finite in-
terval of energy currents JE for the TFIC model, while
this support extends to all real values of the current for
the harmonic chain.
The rest of the presentation is organized as follows: In
Sec. II we briefly report the main formulas entering in the
exact solution of the TFIC, presented in Subsec. II A, and
of the chain of harmonic oscillators, in Subsec. II B. In
Sec. III we summarize known results concerning the mean
energy current profile in the space-time scaling limit for
the TFIC, Subsec. III A, while we first derive the pre-
diction for the same quantities in the harmonic chain,
in SubSec. III B. In Sec. IV, the hydrodynamic limit of
the SCGF is first defined and then we recall known facts
concerning the long-time limit of this function, i.e., in
the NESS. Subsection IV A presents the main result re-
garding the FCS in the space-time scaling limit and the
corresponding derivation. In Subsec. IV B we discuss a
semi-classical picture for calculating the same function,
in agreement with the previous section. In Subsecs. IV C
and IV D we specialize the general expression of Sec. IV A
to the fermionic and bosonic cases, respectively, and we
determine the Legendre-Fenchel transform of the SCGF,
discussing the resulting large deviation function I(JE , v)
for both cases. Finally, we summarize our findings in
Sec. V, while the technical aspects of the various calcu-
lations of the work are presented in the appendices.
II. Non-interacting models and their exact
solutions
The initial density matrix ρ0 of the partitioning pro-
tocol [24–26] is given by
ρ0 = e
−βrHr ⊗ e−βlHl/Z, (1)
where Hr and Hl are the Hamiltonians corresponding to
the two parts of the system (e.g., two complementary
but otherwise identical semi-infinite chains) initially at
thermal equilibrium at the inverse temperatures βr and
βl, respectively, while Z is the associated partition func-
tion. In Subsection II A we take for Hr,l the transverse
field Ising Hamiltonian, which corresponds to fermionic
quasi-particle excitations, while in Subsection II B the
harmonic chain Hamiltonian is considered, which is de-
scribed by bosonic quasi-particle excitations.
A. The quantum Ising chain in a transverse field
As anticipated above, in the partitioning protocol, two
originally disconnected identical chains of length N are
joined at the initial time t = 0. The right (r) and left (l)
3Hamiltonians before the quench are, respectively,
Hr = −J
2
[
N−1∑
n=1
σxnσ
x
n+1 + h
N∑
n=1
σzn
]
, (2a)
Hl = −J
2
[
N−1∑
n=1
σx−nσ
x
−n+1 + h
N−1∑
n=0
σz−n
]
, (2b)
with H0 = Hr + Hl being the pre-quench Hamiltonian,
σx,y,zn are the usual spin 1/2 Pauli matrices at lattice site
n, while J and h are the microscopic parameters of the
model, i.e., the strength of the ferromagnetic interaction
and the transverse field, respectively. The right chain is
defined on the lattice sites labeled by {1, 2, . . . , N}, while
the left one on the sites {−N + 1,−N + 2, . . . , 0}. Open
boundary conditions are assumed for both chains. With
a Jordan-Wigner transformation (see, e.g., Ref. [93]) one
writes the Hamiltonians Hr,l in terms of the Jordan-
Wigner lattice fermionic operators cn at site n
cn =
(
eipi
∑n−1
m=1 σ
+
mσ
−
m
)
σ+n =
(
n−1∏
m=1
σzm
)
σ+n , (3)
where σ±m = (σ
x
m± iσym)/2 are the spin raising and lower-
ing operators. The model can then be mapped into one
of free fermions by introducing fermionic mode operators
Φr,l(k) via a Bogoliubov rotation, with notation analo-
gous to the one used in Ref. [42] (see also Appendix A
for additional details). In the thermodynamic limit, the
Hamiltonian eventually reads:
Hr,l =
∫ pi
0
dk ε(k)Φ†r,l(k)Φr,l(k), (4)
with the single-particle energy spectrum
ε(k) = J
√
h2 − 2h cos k + 1. (5)
At time t = 0 the two chains are instantaneously
joined in order to form a unique, homogeneous chain with
Hamiltonian:
H = H0 + δH = H0 − J
2
σx0σ
x
1 (6)
with δH representing the local interaction determined
by the junction of the left and right chains through their
closest end points at n = 0 and n = 1, respectively.
After the quench H0 → H, since there is no impurity and
the two half-chains are equal, the Hamiltonian becomes
translationally invariant, i.e., [H,Ptr] = 0, where Ptr is
the translation operator
σαn−1 = P
†
trσ
α
nPtr, with α = x, y, z. (7)
It is then possible to introduce two fermionic opera-
tors ΨR,L(k), satisfying fermionic canonical anticommu-
tation relations [ΨR,L(k),Ψ
†
R,L(k
′)]+ = δ(k−k′), for each
value of the wavevector k corresponding to right- and
left-moving fermionic quasi-particles excitations, respec-
tively, which acquire opposite phases under the action of
the translation operator, i.e.,
P †trΨR,L(k)Ptr = e
∓ikΨR,L(k). (8)
For the sake of completeness we report here the definition
of ΨR,L(k) in terms of the Jordan-Wigner fermions of
Eq. (3), following the notation of Ref. [42]:
ΨR,L(k) =
+∞∑
n=−∞
[
cnω
n
R,L(k) + c
†
nξ
n
R,L(k)
]
(9)
where
ωnR(k) =
1
2
1√
2pi
e−ink+k(1 + e−if(k)), (10)
ξnR(k) =
1
2
1√
2pi
e−ink+k(1− e−if(k)), (11)
while ωnL(k) and ξ
n
L(k) can be simply expressed in terms
of the corresponding “right” functions ωnR(k) and ξ
n
R(k)
as
ωnL(k) = ω
n
R(−k) ei(k−f(k)) , ξnL(k) = ξnR(−k) ei(k−f(k))
(12)
with f(k) given by
f(k) = arctan
(
sin k
cos k − h
)
. (13)
From Eq. (12) it immediately follows that
ΨL(k) = e
i(k−f(k))ΨR(−k), (14)
i.e., right-moving quasi-particles excitations with mo-
mentum k have opposite momentum with respect to left
moving ones ΨL(k), but the same energy since ε(k) in
Eq. (5) is an even function of k. The post-quench Hamil-
tonian takes the diagonal form
H =
∫ pi
0
dk ε(k)
[
Ψ†R(k)ΨR(k) + Ψ
†
L(k)ΨL(k)
]
≡ HR +HL. (15)
which makes explicit the free-fermionic nature of the
model.
B. The harmonic chain
The right (r) and left (l) Hamiltonians of the chains of
harmonic oscillators are
Hr =
1
2
N∑
x=1
(
p2x +m
2φ2x
)
+
1
2
N∑
x=0
ω2(φx+1 − φx)2,
(16a)
Hl =
1
2
N−1∑
x=0
(
p2−x +m
2φ2−x
)
+
1
2
N−1∑
x=1
ω2(φ−x+1 − φ−x)2,
(16b)
4respectively, where the position operator φx and the
momentum operator px operators satisfy the equal-time
canonical commutation relations [φx, py] = iδx,y, with
all the other possible commutators vanishing, m is the
“mass” of the oscillators and ω their angular frequency.
As in the case of the Ising model discussed in the previ-
ous subsection, the right chain consists of N lattice sites
indexed by {1, 2, . . . , N}, while the left chain is defined
on the lattice sites {−N + 1,−N + 2, . . . , 0}. For both
chains we assume Dirichlet boundary conditions, which
read
φ0 = φN+1 ≡ 0 and p0 = pN+1 ≡ 0 (17)
for the right chain, while φ1 = φ−N ≡ 0 and p1 = p−N ≡
0 for the left one.
The first step for solving the model (here we provide
some details for the right chain; the similar analysis for
the left one is reported in Appendix A) is to introduce, in
the thermodynamic limit N → ∞, the operators φˆr(k),
pˆr(k) for the right (r) chain (see, e.g., Ref. [94])
φˆr(k) =
√
2
pi
∞∑
x=1
sin(kx)φx,
pˆr(k) =
√
2
pi
∞∑
x=1
sin(kx)px, (18)
in terms of which φx and px are expressed as
φx =
√
2
pi
∫ pi
0
dk sin(kx)φˆr(k),
px =
√
2
pi
∫ pi
0
dk sin(kx)pˆr(k). (19)
In the thermodynamic limit the set of allowed values of
k is continuous within the interval [0, pi], due to the fact
that for finite N its values kn are discrete according to
the integer n = 1, 2, ...N , from the boundary condition
(17), with
kn =
pin
N + 1
. (20)
Note that, as a consequence of the presence of the sine
function in Eq. (19), the boundary condition for φx and
px in 0 is automatically fulfilled. In terms of the operators
φˆr and pˆr the usual creation and annihilation operators
can be introduced
A†r(kn) =
1√
2Ω(k)
[
Ω(k)φˆr(k)− ipˆr(k)
]
,
Ar(k) =
1√
2Ω(k)
[
Ω(k)φˆr(k) + ipˆr(k)
]
, (21)
which satisfy the canonical commutation relations
[Ar(k), A
†
r(k
′)] = δ(k − k′), Hr in Eq. (16a) then takes
the diagonal form
Hr =
∫ pi
0
dkΩ(k)A†r(k)Ar(k), (22)
where Ω(k) denotes the single-particle dispersion relation
given by
Ω(k) =
√
m2 + 2ω2(1− cos k), (23)
which has the same qualitative dependence on k as
Eq. (5) and becomes identical to it upon identifying
ω 7→ J√h and m 7→ J |h − 1|. Note that in Eq. (22)
we have dropped the inconsequential zero-point energy
term∑
kn
Ω(kn)
2
→ N
2
∫ pi
−pi
dk
2pi
Ω(k) for N →∞, (24)
as it does not affect transport properties and their statis-
tics (note that it can be anyhow removed by normal-
ordering the initial Hamiltonians in Eq. (16)).
The quench occurring at time t = 0 connects the chains
via their end points at site 0 resulting in the post-quench
Hamiltonian H = Hr + Hl + δH, with δH = −ω2φ1φ0,
and therefore
H =
1
2
N∑
x=−N+1
(
p2x +m
2φ2x
)
+
1
2
N∑
x=−N
ω2(φx+1 − φx)2,
(25)
with boundary conditions φ−N = φN+1 ≡ 0 and p−N =
pN+1 ≡ 0. In the thermodynamic limit N → ∞, the
chain becomes translationally invariant, i.e., [H,Ptr] = 0
with the translation operator Ptr defined similarly to the
Ising case (see Eq. (7)) as
P †trφxPtr = φx−1, P
†
trpxPtr = px−1; (26)
the resulting model can solved by means of Fourier trans-
form as in the case with periodic boundary conditions,
see, e.g., Ref. [10], which yields
H =
∫ pi
0
dk Ω(k)
[
A†(k)A(k) + A†(−k)A(−k)]
= HR +HL, (27)
where k varies continuously within the interval [−pi, pi]
and
A(k) =
1√
2Ω(k)
[
Ω(k)φˆ(k) + ipˆ(k)
]
, (28)
while
φˆ(k) =
1√
2pi
+∞∑
x=−∞
e−ikxφx,
pˆ(k) =
1√
2pi
+∞∑
x=−∞
e−ikxpx, (29)
are the Fourier transformed operators. Note that by ap-
plying the definition in Eq. (26) to Eq. (28), keeping into
account Eqs. (29), it follows that
P †trA(±k)Ptr = e∓ik, (30)
5i.e., analogously to Eq. (8) for the post-quench mode op-
erators ΨR,L(k) of the transverse field Ising chain, the
operators A(±k) having positive/negative wave vector k
can be interpreted as bosonic right/left moving quasi-
particles excitations.
III. Hydrodynamic limit of transport quantities
The quantities related to transport which we focus on
in this work are the energy density ux and current j
E
x at
a point x of the chain. The former is defined from the
Hamiltonian of the complete chain such that
H =
N∑
x=−N+1
ux. (31)
The latter, instead, is defined such that
dux(t)
dt
= i[H,ux(t)] = j
E
x − jEx+1, (32)
which is the continuity equation written at the operato-
rial level: the time derivative of the energy density ux
equals the opposite of the discrete divergence of the en-
ergy current. This relationship ensures that the total
energy H in Eq. (31) is conserved in time. We emphasize
here that both ux and j
E
x are local operators, in the sense
that they act non-trivially only on a finite number of sites
around x. As explained in Sec. II, within the partition-
ing protocol, the non-equilibrium dynamics is obtained
by joining at time t = 0 the two chains, which are ini-
tially independently thermalized so that the initial state
ρ0 is given by Eq. (1). Consequently, the mean values we
are interested in are generically defined as
O(x, t) = Tr[ρ0 ox(t)], (33)
where ox(t) is a local observable, e.g., ux or j
E
x , at site
x and evolved up to time t. Note that the initial state
ρ0 is neither stationary, i.e., invariant under time evolu-
tion with the post-quench Hamiltonian H, nor homoge-
nous, i.e., invariant under space translations according
to Eqs. (7) or (26). As a consequence, O(x, t) dis-
plays a non-trivial space and time dependence. In the
present work we are interested in studying the dynamics
of O(x, t) in the so-called hydrodynamic limit [33, 34, 40]
(also dubbed in the literature space-time scaling or semi-
classical limit), where both x and t are much larger than
the corresponding microscopic scales, with a fixed and
finite ratio v = x/t. In formulas the hydrodynamic limit
O of the quantity O is defined as
O(v) = lim
x,t→∞
v=x/t
lim
N→∞
O(x, t) = Tr[ρ(v) ox=0(0)], (34)
where, exploiting the definition of the translation opera-
tor in Eqs. (7) or (26) we defined
ρ(v) = lim
x,t→∞
v=x/t
lim
N→∞
(P †tr)
xe−iHtρ0eiHt(Ptr)x. (35)
Accordingly, the state ρ(v) fully describes the hydrody-
namic limit of any local observable ox(t).
A complementary approach to Eqs. (34) and (35) for
computing the hydrodynamic limit O consists in deter-
mining first the large space-time scaling of the operator
o(x, t), similarly to Eq. (35), and then in taking the trace
over the initial density matrix ρ0 according to Eq. (33).
This scheme has been pursued in Refs. [42, 43] to com-
pute the space-time scaling limit U(v), J E(v) of the en-
ergy density ux and current j
E
x , respectively. Compared
to the latter, the advantage of the approach of Eqs. (34)
and (35) is that, once the state ρ(v) is known, the hy-
drodynamic limit of any local observable, not only of ux
and jEx , can be readily obtained from Eq. (34). Further-
more, the knowledge of ρ(v) is fundamental for the cal-
culation of the transferred energy scaled cumulant gener-
ating function, as shown in Section IV. Accordingly, here
we will proceed as in Eqs. (34) and (35).
Moreover, as we see explicitly, see, c.f., Eq. (41) for
the TFIC and Eq. (51) for the harmonic chain, the state
ρ(v) depends on an homogeneous and stationary com-
bination of the post-quench mode operators ΨR(k) and
A(k), being the dependence on v brought in only by the
coefficients. The existence of the limit in Eq. (34) can
be considered as a consequence, in the present context,
of the so-called “local entropy maximization principle”
[40, 45, 46], which asserts that averages of local observ-
ables ox(t) over a state ρ0, generically inhomogenous and
non-stationary, can be replaced by averages of the same
observable over the local equilibrium — and therefore
homogeneous and stationary — state ρ(x, t) at point x
and time t. This principle is at the basis of the so-called
generalized hydrodynamics description of integrable sys-
tems out of equilibrium [45, 46], which allows the exten-
sion of the analysis underlying Eqs. (34) and (35) to the
far more complex case of interacting integrable systems.
In Eqs. (34) and (35) we are actually anticipating, c.f.,
Eq. (41) for the TFIC and Eq. (51) for the harmonic
chain, that in the present case of a dynamics starting
from the initial state ρ0 in Eq. (1), the evolved state
ρ(x, t) is a scaling function of v = x/t. In particular,
in the long-time limit t → ∞ with x fixed and therefore
v → 0, the density matrix ρ(v = 0) ≡ ρstat describes
the non-equilibrium steady state arising long after the
quench. This stationary state has been extensively stud-
ied and for free models, with the notation of Eqs. (15)
and (27), takes the form [26, 30, 32]
ρstat = e
−βrHL ⊗ e−βlHR/Z. (36)
Below we discuss separately the case of the TFIC in
Sec. III A and the harmonic chain in Sec. III B. For both
the cases we write explicitly the density matrix ρ(v), be-
fore computing the hydrodynamic limit of the energy
density ux and current j
E
x , respectively, according to
Eq. (34). The expressions for U(v) and J E(v) are in
agreement with the known results of Refs. [42, 43], for
the TFIC, while the explicit expressions of ρ(v) in, c.f.,
Eqs. (41) and (51) are the primary results of this paper.
6A. The Ising chain in a transverse field
For the Ising chain we denote the energy density oper-
ator at site x as ux, which from Eqs. (2) and (31) takes
the form
ux = −J
4
[σxxσ
x
x+1 + σ
x
x−1σ
x
x ]−
Jh
2
σzx, (37)
while the energy current jEx consequently follows from
Eq. (32)
jEx =
J2h
4
(σxxσ
y
x+1 − σyxσxx+1) =
ihJ2
2
(c†x+1cx − c†xcx+1),
(38)
where in the last step we used the Jordan-Wigner trans-
formation in Eq. (3) to write the energy current in terms
of the lattice fermionic operators. In order to compute
the hydrodynamic limit of the aforementioned quanti-
ties according to Eq. (34) one first needs to construct
the state ρ(v) in Eq. (35). To do this we write the ini-
tial state ρ0 in Eq. (1), with Hr,l expressed in terms of
the pre-quench modes Φr,l(k) according to Eq. (4), as a
function of the post-quench modes ΨR(k) by means of
the transformation
Φα(k) =
∫ pi
−pi
dk′[ΨR(k′)m∗+,α(k
′, k)+Ψ†R(k
′)m−,α(k′, k)]
(39)
with α ∈ {r, , l}; the expressions for the coefficients
m∗±,α(k
′, k) are provided in Appendix A (see Eqs. (A7)
and (A8)). In terms of the post-quench operators, us-
ing Eq. (8) and, remembering that under the post-
quench Hamiltonian H the time evolution is trivial
e−iHtΨR(k)eiHt = eiε(k)tΨR(k), the space and time
propagation ρ(x, t) of the state ρ according to Eq. (35)
can be determined explicitly. As detailed in Appendix
B, the leading space-time dependence of ρ(x, t) in the
semi-classical limit of Eq. (35) turns out to be
ρ(x, t) =
1
Z
exp
{
−
∫ pi
−pi
dk′dk′′Ψ†R(k
′)ΨR(k′′)eiϕ
+
x,t(k
′,k′′)
× [βrIr+,+(k′, k′′) + βlI l+,+(k′, k′′)]
}
,
(40)
where the expressions of ϕ+x,t(k
′, k′′) and Ir,l+,+(k
′, k′′) are
reported in Appendix B (see Eqs. (B2) and (B7)). The
expression in Eq. (40) can be further simplified as x, t→
∞ with fixed ratio v = x/t, by performing a stationary
phase approximation [39]: the procedure is completely
analogous to the one followed in Refs. [42, 43] (briefly
reported in Appendix B) and it leads to the result
ρ(v) =
1
Z
exp
{
−
∫ pi
−pi
dk β(v, k)ε(k)Ψ†R(k)ΨR(k)
}
,
where β(v, k) = βrΘ(v − vg(k)) + βlΘ(vg(k)− v),
(41)
where vg(k) = dε(k)/dk is the group velocity of the quasi-
particles excitations with energy ε(k) (see Eq. (5)) and
Θ(x) = 1 if x > 0 and 0 otherwise, being the Heavi-
side step function. Since ρ(v) is diagonal in terms of the
post-quench mode operators ΨR(k), and the dependence
on v brought in only by the coefficients β(v, k), it is ef-
fectively stationary and homogeneous, as anticipated in
the discussion in Sec. III. One can also notice that ρ(v)
is indeed a function of the scaling variable v = x/t as the
entire space-time dependence is encoded within the Heav-
iside function. Moreover, in the stationary limit v = 0,
it agrees with the known general expression of the non-
equilibrium steady state density matrix of Eq. (36). The
expression of ρ(v) in Eq. (41) generalizes the known re-
sult for the stationary state ρstat, thereby accounting for
the whole dynamics of any local observable along a ray in
the space-time plane with fixed v = x/t. It is immediate
to calculate the average over ρ(v) of any fermionic bilin-
ear function of the post-quench operators Ψ†R(k)ΨR(k
′),
taking into account that
Tr[ρ(v)Ψ†R(k)ΨR(k
′)] = δ(k − k′)n+(v, k), (42)
where we introduced
n+(v, k) = f+βr (k)Θ(v−vg(k))+f+βl(k)Θ(vg(k)−v) (43)
and f+β (k) = 1/(e
βε(k) + 1) denotes the Fermi-Dirac dis-
tribution at inverse temperature β. The physical mean-
ing of n+(v, k) is simple: the state ρ(v) is determined by
ballistically propagating quasi-particles capable of cross-
ing the ray in the space-time diagram with fixed v = x/t:
for the right half chain (x > 0) this requires v > vg(k)
while for the left one (with x < 0) vg(k) > v. Since
these quasi-particles do not experience scattering, they
maintain their initial thermal distribution f+βr (k) for the
right chain and f+βl(k) for the left, from which Eq. (43)
follows. To make contact with the GHD formalism of
Refs. [45, 46] we note that Eq. (43) represents the solu-
tion for a free theory of the GHD equation for the mode
occupation n+(v, k) with the initial state of Eq. (1).
Accordingly, concerning the calculation of mean val-
ues, the knowledge of ρ(v) allows one to determine not
only the space-time scaling limit of the transport quan-
tities introduced in Section III, but, more generally, the
hydrodynamic limit O(x, t) of any local observable ox(t),
as dictated by Eq. (34). In practice, one should simply
write the latter in terms of the post-quench mode opera-
tors ΨR(k) and then use Eqs. (42) and (43). Specializing
to the energy current jEx=0 in Eq. (38) and the energy
density ux=0 in Eq. (37), the results for the correspond-
ing mean values J E and U are in agreement with those
of Refs. [42, 43]:
J E(v) =
∫ pi
−pi
dk
2pi
ε(k)vg(k)n
+(v, k), (44)
U(v) =
∫ pi
−pi
dk
2pi
ε(k)n+(v, k). (45)
The physical interpretation of Eqs. (44) and (45) is clear
in terms of quasi-particles produced in the initial ther-
mal state with statistics f+βl and f
+
βr
for the left and right
7chain, respectively; these excitations propagate ballisti-
cally with velocity vg(k) without undergoing scattering
since the model is non-interacting and translationally in-
variant, and they contribute with ε(k)vg(k)dk to the flux
of energy. The edge of the profile J E(v), beyond which
the mean current vanishes, is determined by the maximal
velocity vmax of the quasi-particles, which for the TFIC,
reads
vmax = J min(h, 1) =
εmax − εmin
2
, (46)
where we identified the maximum εmax = J(h + 1) and
the minimum εmin = J |h − 1| of the dispersion relation
ε(k) in Eq. (5).
Based on the knowledge of the mean energy current
J E(v) it is immediate to determine the total energy
transferred across point x in the time interval [0, t], whose
definition as an operator is
∆e(x, t) =
∫ t
0
ds jEx (s); (47)
its mean ∆E(x, t), in the hydrodynamic limit, is given by
(see Eq. (44))
∆E(x, t) = t
∫ pi
0
dk
2pi
ε(k)(vg(k)− |v|)
×
[
f+βl(k)− f+βr (k)
]
Θ(vg(k)− |v|).
(48)
Note that, as expected, the transferred energy grows ex-
tensively upon increasing time t. This property is funda-
mental for studying fluctuations of this observable within
the large deviation theory, as shown in Sec. IV. By rescal-
ing the transferred energy by the time t, one obtains the
scaling function of v reported in Fig. 1 for a representa-
tive choice of the parameters. In concluding this section,
we emphasize that the expression of ρ(v) in Eq. (41) de-
rived here, on the one hand, reproduces the known results
of Refs. [42, 43] for the mean values of transport quanti-
ties, see Eqs. (44) and (45), and, on the other, it allows
the determination of the fluctuations of the transferred
energy in Eq. (47) beyond the mean value in Eq. (48), as
discussed in Sec. IV.
B. The harmonic chain
For the harmonic chain, the energy density ux at lattice
site x, from on Eq. (16b), is given by
ux =
1
2
p2x+
1
2
m2φ2x+
1
4
ω2(φx+1−φx)2+ 1
4
ω2(φx−1−φx)2,
(49)
while the energy current jEx at site x is consequently de-
fined according to the continuity equation in Eq. (32),
i.e.,
jEx =
ω2
2
(φx−1 − φx)(px−1 + px). (50)
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
v/vmax
0.000
0.005
0.010
0.015
0.020
∆
E(
x
,t
)/
t
FIG. 1. Transferred energy ∆E(x, t) rescaled by t in the semi-
classical limit as a function of v/vmax for J = 1 and h = 1.2.
The inverse temperatures of the initial inhomogeneous state
are βl = 2 and βr = 4.
In order to compute the hydrodynamic limit of these ob-
servables the procedure to construct the state ρ(v) of
Eq. (35) is completely analogous to the one presented
above for the quantum Ising chain and therefore we re-
port here the final result, leaving all the details of the
derivation in Appendix B. In the hydrodynamic limit
x, t→∞ with fixed ratio v = x/t, one finds
ρ(v) =
1
Z
exp
{
−
∫ pi
−pi
dk β(v, k)Ω(k)A†(k)A(k)
}
, (51)
where β(v, k) has the same formal expression as in the
case of the TFIC in Eq. (41), but with the group velocity
vg(k) = dΩ(k)/dk determined by the dispersion relation
Ω(k) in Eq. (23). As far as the mean of a bilinear function
of the mode operators A†(k) and A(k′) is concerned, one
finds
Tr[ρ(v)A†(k)A(k′)] = δ(k − k′)n−(v, k), (52)
where
n−(v, k) = f−βr (k)Θ(v−vg(k))+f−βl(k)Θ(vg(k)−v), (53)
and f−β (k) = 1/(e
βΩ(k) − 1) is the Bose-Einstein oc-
cupation, with the dispersion relation Ω(k) of the har-
monic chain defined in Eq. (23); the important differ-
ence between Eqs. (51), (52), and (53) and the corre-
sponding formulas in the fermionic case (see Eqs. (41),
(42), and (43))) is the fact that post-quench modes A(k)
have bosonic statistics and therefore they obey canonical
commutation relations. This is also signaled by the ap-
pearance of f−β (k) within the mode occupation function
n−(v, k).
The hydrodynamic limit of the mean energy density
8U(v) and mean current J E(v) then follows as
J E(v) =
∫ pi
−pi
dk
2pi
Ω(k)vg(k)n
−(v, k), (54)
U(v) =
∫ pi
−pi
dk
2pi
Ω(k)n−(v, k), (55)
which have precisely the same form as Eqs. (44) and (45),
respectively. This shows that the form of the profile of
J E and U in the hydrodynamic limit is universal to a
large extent since the only remaining microscopic ingredi-
ents characteristic of the model are the spectrum (ε(k) in
Eq. (5) for the quantum Ising chain and Ω(k) in Eq. (23)
for the harmonic chain) and the statistics of the involved
quasi-particles (f+β (k) for the fermionic case and f
−
β (k) in
the bosonic one). Moreover, it is easy to check explicitly
that, as expected, J E(v) and U(v) satisfy the continu-
ity equation (for the quantum Ising chain this has been
already observed in Refs. [42, 43])
∂U(x, t)
∂t
= −∂J
E(x, t)
∂x
. (56)
The plot of Eqs. (54) and (55) for a representative choice
of the parameters is reported in Fig. 2. The curves in
Fig. 2 are, as expected, qualitatively similar to those cor-
responding to the same physical quantities in the quan-
tum Ising chain (see the plots of Eqs. (44) and (45) in
Fig. (1) of Ref. [42] and in Figs. (1) and (3) of Ref. [43])
and clearly reveals the ballistic nature of the transport
occurring in the harmonic chain. The singular edge at
v = vmax in the profile of J E(v) — beyond which the
mean energy current vanishes identically — is, however,
a model-specific quantity depending on the microscopic
parameters of the Hamiltonian in Eq. (16) and it is there-
fore different from Eq. (46). In the harmonic chain one
has
vmax =
1
2
(√
m2 + 4ω2 −m
)
=
1
2
(Ωmax − Ωmin), (57)
where Ωmax =
√
m2 + 4ω2 and Ωmin = m are the max-
imum and the minimum, respectively, of the dispersion
relation Ω(k) in Eq. (23). The integral over k in Eq. (54)
can be calculated analytically, as detailed in Appendix
B, leading to
J E(v) = Θ(vmax − |v|)[Y(βl, v)− Y(βr, v)], (58)
where
Y(β, v) = Y (βΩ−(v))− Y (βΩ+(v))
2piβ2
, (59)
with
Y (x) = Li2(e
−x)− x ln(1− e−x), (60)
Li2 is the polylogarithm of order 2 while Ω±(v) are given
in Eqs. (B12) in Appendix B and they depend only on v2,
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FIG. 2. Scaling form of (a) the energy current J E(v)/J E(0)
and (b) the energy density U(v)/U(0), both have been nor-
malized by the corresponding stationary values in v = 0, as
functions of v/vmax for ω = 1 and m = 0.7, resulting in a
vmax ' 0.71 according to Eq. (57). The inverse temperatures
are chosen to be βl = 2 and βr = 5.
implying that J E(v) is an even function of v as one real-
izes from Fig. 2. For v = 0, Eq. (58) reduces to the steady
state current supported by the stationary state ρstat in
Eq. (36). In this case, the expression in Eq. (54) agrees
with the result of Ref. [90] for the steady-state energy
current flowing in a translationally invariant harmonic
chain as in Eq. (16), where the mass m and the angu-
lar frequency ω are the same at every lattice site. Note
that the dispersion relation Ω(k) in Ref. [90] takes arbi-
trary real values, while here Ω(k) ∈ (Ωmin,Ωmax) from
Eqs. (23) and (57). In addition, the system considered
in Ref. [90] is open, as the harmonic chain is connected
to two external baths at temperature Tl-Tr, which are
modeled as an infinite collection of harmonic oscillators.
In the present work, instead, with the partitioning proto-
9col, the heat baths are provided by portions of the system
itself, so that, as a whole, it evolves unitarily. Our re-
sult in Eq. (54) therefore shows the independence, in the
hydrodynamic limit, of the energy current profile from
the actual setting adopted to obtain the non-equilibrium
steady state.
Figure 2 also shows that, as it happens for the TFIC
(see Refs. [42, 43]), the energy current J E(v) approaches
the edge at v = vmax of the propagating front with a
non-analytic behavior, which can be determined from
Eqs. (58), (59) and (60): for v → ±v∓max, it turns out
to be
J E(v) = C1
√
v2max − v2 +O
(
(vmax − |v|)3/2
)
, (61)
with the constant C1 given in Eq. (B18) of Appendix B.
Interestingly enough, when the mass “m ” is set to zero
and thus the spectrum Ω(k) in Eq. (23) becomes gapless,
the qualitative form of the edge singularity in Eq. (61) is
unchanged, with C1 = (β
−1
l − β−1r )/pi. This is in stark
contrast with the case of the quantum Ising chain for
which, as shown in Ref. [42], the qualitative behavior of
the edge changes from the one analogous to Eq. (61) to a
functional form (v2max − v2)3/2 when the transverse field
is set to its critical value h = 1.
Close to the edges |v| ' vmax, it has been shown in
free fermionic systems [38, 39, 61] that the propagating
front exhibits a finer structure within a distance ∆x from
the edge x ' ±vmaxt which scales as ∆x ∼ t1/3. This
behavior is classified as sub-diffusive, as it grows slower
than the typical diffusive scaling ∆x ∼ t1/2. Note that
in non-interacting systems, such as those considered here,
diffusion does not occur, as shown in Refs. [54, 95]. The
leading correction to the hydrodynamic scaling is there-
fore sub-diffusive with a relative width ∆x/x ∼ t−2/3,
which vanishes in the limit t → ∞. In particular, this
behavior has been shown to be described by a universal
function, the Airy kernel [96]. We show here that the lat-
ter characterizes also the sub-diffusive corrections to the
hydrodynamic scaling of the front edge for the bosonic
chain. In fact, introducing the scaling variable X
X = (x− vmaxt)
(
2
vmaxt
)1/3
, (62)
for the energy current J E(X, t) at the right edge x '
vmaxt we have (the derivation is presented in Appendix
C)
J E(X, t) = Ω(ks)vmax[nl(X, t)− nr(X, t)], (63)
with
nl,r(X, t) =
(
2
vmaxt
)1/3
f−βl,r (ks)K
A(X,X), (64)
where ks is the solution of the stationary phase equation
(see Eq. (B5) in Appendix B)
vg(ks) = vmax, (65)
and the Airy kernel KA(X,X) is defined as
KA(X,X) = [Ai′(X)]2 −X[Ai(X)]2, (66)
where Ai is the Airy function. The same formula ap-
plies to the left edge x ' −vmaxt with x replaced by
−x in Eq. (62) as J E(−x, t) = J E(x, t). Note that in
the hydrodynamic limit with fixed v = x/t and large
x and t, the scaling variable X in Eq. (62) behaves as
X ∼ t2/3(v − vmax) → −∞ and, by using the cor-
responding asymptotic behavior of the Airy kernel [97]
KA(X,X) → √−X/pi, one realizes that Eq. (63) re-
duces to Eq. (61). This is shown in Fig. 3, where we
plot on the vertical axis the rescaled energy current
J E(X, t) (vmaxt/2)1/3/(Ω(ks)vmax(f−βl − f−βr )) as a func-
tion of X in Eq. (62) for the ballistic limit in Eq. (61),
dashed line, and in the sub-diffusive case of Eq. (63),
solid line. The latter displays a typical staircase struc-
ture: for a free fermionic chain starting from a domain-
wall initial state this staircase has been interpreted in
Ref. [61] by establishing a correspondence between the
counting statistics of free fermions and the eigenvalues
statistics in random matrix theory. For the transverse
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FIG. 3. On the vertical axis the rescaled energy current
J E(X, t) (vmaxt/2)1/3/(Ω(ks)vmax(f−βl − f
−
βr
)) is plotted as
a function of X. We compare the edge behavior of the energy
current in Eq. (61) (dashed line) at the ballistic scale and
the edge asymptotic in Eqs. (63), (64), and (66) of the same
quantity including sub-diffusive corrections (solid line). The
dashed line is obtained by expressing Eq. (61) as a function of
X (see Eq. (62)). The solid line is the Airy kernel KA(X,X)
in Eq. (66). Sub-diffusive corrections introduce oscillations
on top of the ballistic edge profile. These oscillations vanish
in the limit X → −∞ corresponding to the hydrodynamic
scaling.
field Ising chain it has been shown in Refs. [42, 43] that
when the magnetic field is set to its critical value h = 1
the kernel describing the edge behavior as in Eq. (63) is
no longer the Airy kernel KA(X,X) but a different one
(see Eqs. (64), (66), and (68) of Ref. [42]; note that a
10
factor 1/2 is missing in front of Eq. (64)1) lacking the
staircase structure of the Airy kernel. In the bosonic
case, however, this is not the case, since when the mass
m is set to zero, from Eq. (63) one obtains (details are
provided in Appendix C)
J E(X, t) = vmax
(
8
vmaxt
)1/3(
1
βl
− 1
βr
)
KA(X,X)
(67)
with the scaling variable X defined, in this case, as
X = (x− vmaxt)
(
8
vmaxt
)1/3
, (68)
which is therefore proportional to that corresponding to
m 6= 0 (see Eq. (62)). Accordingly, for free bosonic sys-
tems, the edge behavior does not qualitatively change at
criticality m = 0, in contrast with what happens in free
fermionic systems.
The hydrodynamic limit of the total energy ∆e(x, t)
flowing through point x, defined in Eq. (47), takes a form
analogous to Eq. (48), i.e.,
∆E(x, t) = t
∫ pi
0
dk
2pi
ε(k)(vg(k)− |v|)
×
[
f−βl(k)− f−βr (k)
]
Θ(vg(k)− |v|).
(69)
Accordingly, as far as the mean value of the transferred
energy ∆E(x, t) is concerned, a free bosonic theory is
actually very similar to a free fermionic theory. In the
next section, however, we will show that the full counting
statistics of the operator ∆e(x, t) — which takes into
account also higher order cumulants — strongly differs
in the two cases.
IV. Scaled cumulant generating function and large
deviations in the hydrodynamic limit
The analysis of the previous section focused on the
mean value of the transferred energy operator ∆e(x, t)
in Eq. (47) within the hydrodynamic scaling limit. How-
ever, to get information about fluctuations beyond mean
values, one needs to study higher-order cumulants of this
quantity. This is conveniently done by defining the scaled
cumulant generating function G(λ, v) (SCGF, see e.g.,
Ref. [59]) at the hydrodynamic scale with x, t → ∞ and
fixed v = x/t, which for the transferred energy ∆e(x, t)
reads:
G(λ, v) ≡ lim
x,t→∞
v=x/t
1
t
ln Tr[ρ0 exp(−λ∆e(x, t))], (70)
1 We are grateful to M. Kormos for pointing out this issue with
Eq. (64).
where we are anticipating the fact that G(λ, v) depends
on x and t only via the scaling variable v. Note that
the operator ∆e(x, t), differently from the energy cur-
rent jEx and the density ux and according to its very
definition in Eq. (47), is not local and therefore the av-
erage over ρ in Eq. (70) cannot be taken directly as in
Eq. (34). Moreover the trace in Eq. (70) is taken with
respect to the initial density matrix ρ0 in Eq. (1) which
is, as already stated in Sec. III, non-stationary and in-
homogeneous. This causes G(λ, v) to have a non-trivial
dependence on v.
As noticed after Eq. (48), ∆E(x, t) grows extensively
upon increasing the time t and it is therefore conve-
nient to focus on the intensive quantity JE = ∆e(x, t)/t.
According to the large deviation principle (see, e.g.,
Ref. [59]), this kind of intensive quantities have a prob-
ability density function p(JE , v) that for t → ∞ peaks
exponentially around the mean value 〈JE〉 = ∆E(x, t)/t
as
p(JE , v) ∼ exp(−tI(JE , v)), (71)
where I(JE , v) is referred to as the large deviation or rate
function. This function is convex, non-negative, with a
unique zero at the mean and most probable value 〈JE〉,
i.e., I(〈JE〉, v) = 0. The rate function I can be deter-
mined from G(λ, v) via the Legendre-Fenchel transform
[59]
I(JE , v) = sup
λ
[−λJE −G(λ, v)] . (72)
Moreover, when G(λ, v) is strictly convex (i.e., convex
with no linear parts), as in the cases that will be analyzed
in Secs. IV C and IV D, the Legendre-Fenchel transform
reduces to the well-known Legendre transform with the
rate function related to the SCGF by the Legendre du-
ality, i.e.,
∂G(λ, v)
∂λ
= −JE ; and ∂I(JE , v)
∂JE
= −λ, (73)
from which it follows that the slope of G(λ, v) as a func-
tion of λ equals −JE and, vice versa, the slope of I(JE , v)
as a function of JE equals −λ.
To our knowledge, all the available predictions for the
scaled cumulant generating function of the transferred
energy ∆e(x, t) are obtained by computing the trace
in Eq. (70) over the stationary density matrix ρstat in
Eq. (36), i.e.,
G(λ) = lim
t→∞
1
t
ln Tr[ρstat exp(−λ∆e(x, t))]; (74)
since ρstat is homogeneous and stationary G(λ) does not
depend, in this case, on space or time. In particular, for
free-fermions models, G(λ) can be determined via the
celebrated Levitov and Lesovik formula [82–84], which,
with the notation of this work, reads
G(λ) =
∫
dε
2pi
ln
{
1 + T (ε)[(e−λε − 1)f+βl(ε)(1− f+βr (ε))
+(eλε − 1)f+βr (ε)(1− f+βl(ε))
}
, (75)
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where the integral runs over the energy spectrum ε ∈
(εmin, εmax) of the model (εmin and εmax have been de-
fined after Eq. (46) for the Ising chain) and T (ε) denotes
the transmission probability of a particle from the left to
the right chain and vice versa. In a similar way, G(λ)
can be computed for a free bosonic theory [90] and its
analytic expression, obtained via the Keldysh formalism,
turns out to have a structure similar to that of Eq. (75):
G(λ) = −
∫ Ωmax
Ωmin
dΩ
4pi
ln
{
1 + T (Ω)[(e−λΩ − 1)
×f−βl(Ω)f−βr (−Ω) +(eλΩ − 1)f−βr (Ω)f−βl(−Ω)]
}
,
(76)
with Ωmin and Ωmax given in Eq. (57) for the harmonic
chain. Remarkably, a recent formula for G(λ) for inter-
acting integrable models in homogenous stationary states
has been found in Refs. [91, 92] on the basis of generalized
hydrodynamics techniques. This formula is valid for ho-
mogeneous and stationary GGEs [15], which include the
non-equilibrium steady states of the form in Eq. (36) ob-
tained from the partitioning protocol and, in fact, it ren-
ders Eqs. (75) and (76) when specialized to free fermions
and bosons, respectively.
In spite of this important progress, a formula for the
SCGF of the transferred energy ∆e(x, t) over an inho-
mogeneous state ρ0 is still missing, even in the case of
free models. Aiming at filling this gap, we therefore be-
gin in Sec. IV A with the exact calculation of the SCGF
G(λ, v) at the hydrodynamic scale according to Eq. (70),
while in Sec. IV B a simple semi-classical interpretation
of these results is provided. In Secs. IV C and IV D the
general result of Sec. IV A is eventually specialized for
the transverse field Ising chain, and the harmonic chain,
respectively.
A. The scaled cumulant generating function in the
hydrodynamic limit
The derivation of the scaled cumulant generating func-
tion presented here is similar to that of G(λ) in Eq. (74)
done in CFT [26–28], on the lattice for the TFIC [30],
and, more recently, for interacting integrable models
[91, 92].
In order to determine G(λ, v) we start by taking the
derivative with respect to λ of Eq. (70), i.e.,
−∂G(λ, v)
∂λ
= lim
x,t→∞
v=x/t
1
t
∫ t
0
ds
Tr[ρ0 j
E
x (s) exp(−λ∆e(x, t))]
Tr[ρ0 exp(−λ∆e(x, t))] .
(77)
By using the definition of the translation operator Ptr in
Eq. (7) (or in Eq. (26) for the harmonic chain) and the
time evolution under H we can write
jEx (s) = e
iHs(Ptr)
xjE0 (0)(P
†
tr)
xe−iHs, (78)
and therefore, by cyclicity of the trace, Eq. (77) becomes
− ∂G(λ, v)
∂λ
= lim
x,t→∞
v=x/t
1
t
∫ t
0
ds
Tr[ρ(x, s, λ)jE0 (0)]
Tr[ρ(x, s, λ)]
, (79)
where we defined
ρ(x, s, λ)≡exp[−λ∆e(0; s, t)](P †tr)xe−iHsρ0eiHsP xtr,
(80)
and
exp[−λ∆e(0; s, t)] ≡ e−iHsexp[−λ∆e(0, t)]eiHs
= exp
(
−λ
∫ t−s
−s
ds′jE0 (s
′)
)
. (81)
Note that, for λ = 0, Eq. (80) reduces in the hydro-
dynamic limit to Eq. (41) for the Ising chain, and to
Eq. (51) for the harmonic one, while Eq. (79) is just the
hydrodynamic limit of the mean of the energy current
jE0 (0) given in Eq. (44) for the fermionic case, and in
Eq. (54) for the bosonic one. The physical interpretation
of Eqs. (79), (80), and (81) is therefore that the insertion
of the exponential of the time-integrated current biases
the statistical measure, from ρ(v) to ρ(x, t, λ), with re-
spect to which the energy current is averaged. The key
point to proceed in the calculation is that this λ-tilted
ensemble ρ(x, t, λ) has still the same form as Eq. (41) for
fermions (and Eq. (51) for bosons) with β(v, k) acquiring
an additional dependence on λ as β(v, k, λ).
To see this, we consider the hydrodynamic limit of
Eq. (81), which can be readily determined by writing
jE0 (0) in terms of post-quench mode operators ΨR(k) for
the Ising case, and A(k) for the harmonic oscillators (see
Eq. (B9) in Appendix B); then we consider the time evo-
lution up to time s′, integrating according to Eq. (81)
and then doing a stationary phase approximation analo-
gous to the one done after Eq. (40), with x set to zero.
An analogous analysis has been done for ∆e(0; t/2, t) in
Ref. [30]. For the Ising model, this results in (the cor-
responding equation for the harmonic chain can be ob-
tained by replacing ΨR(k) A(k) and ε(k) Ω(k))
∆e(0; s, t) =
∫ pi
−pi
dk sgn(vg(k))ε(k)Ψ
†
R(k)ΨR(k), (82)
with sgn(x > 0) = +1 and sgn(x < 0) = −1. By plugging
Eq. (82) into Eq. (81) and then into Eq. (80), we get a
state ρ(x, t, λ) = ρ(v, λ) equal to the one in Eq. (41) (or
Eq. (51) for the harmonic chain) with the replacement
β(v, k) −→ β(v, k, λ) = β(v, k) + λ sgn(vg(k)). (83)
In Eq. (79), with the ρ(v, λ) determined by Eq. (83),
one can directly calculate the average of jE0 (0) in the
hydrodynamic limit, as in Eq. (34), since now only the
local operator jE0 (0) appears inside the trace. Using the
expression in Eqs. (44) and (54) into Eq. (77), we get
∂G(λ, v)
∂λ
= −1
t
∫ t
0
ds
∫ pi
−pi
dk
2pi
ε(k)vg(k)n
+
(x
s
, k, λ
)
,
(84)
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where
n+(v, k, λ) = f+βr(λ)(k)Θ(v−vg(k))+f
+
βl(λ)
(k)Θ(vg(k)−v),
(85)
with βr,l(λ) = βr,l + λ sgn(vg(k)). Integrating Eq. (84)
over λ with the initial condition G(λ = 0, v) = 0, af-
ter simple algebraic manipulations, one obtains a final
compact expression for G(λ, v) with v > 0 valid for both
fermions and bosons
G(λ, v) = Gβr (λ)−
∫ max
min
dε
2pi
Θ(vg(ε)− v)
(
1− v
vg(ε)
)
{[F ((βl + λ) ε)− F (βl ε)]
− [F ((βr + λ) ε)− F (βr ε)]} ,
(86)
where we introduced
Gβ(λ) = −
∫ max
min
dε
2pi
{[F ((β + λ) ε)− F (β ε)]
+ [F ((β − λ) ε)− F (β ε)]} , (87)
with the function F (ε) depending on the statistics of the
quasi-particles as
F (ε) =
{ −ln(1 + e−ε) for fermions;
ln(1− e−ε) for bosons. (88)
In the previous expressions min and max are the min-
imum and the maximum of the single-particle energy
spectrum (see Eq. (46) for the Ising chain and Eq. (57)
for the harmonic chain). For v < 0, one gets from
Eq. (84) a formula similar to Eq. (86) with the replace-
ments v → −v, l r and λ→ −λ, i.e.,
G(λ, v) = Gβl(λ)−
∫ max
min
dε
2pi
Θ(vg(ε) + v)
(
1 +
v
vg(ε)
)
{[F ((βr − λ) ε)− F (βr ε)]
− [F ((βl − λ) ε)− F (βl ε)]} .
(89)
Equations (86) and (89) are the main results of this pa-
per.
One can see that for v > vmax (v < −vmax) (where
vmax is given in Eq. (46) or (57) depending on the model
considered), the second term in Eqs. (86) and (89) van-
ishes and one is left with G(λ, v) = Gβr (λ) (Gβl(λ)).
The physical interpretation of this result is straightfor-
ward since outside the light-cone v > vmax (v < −vmax)
the system is described by a reservoir at inverse tem-
perature βr (βl), which is not affected by the dynamics.
Correspondingly, the temperature in this region is ho-
mogeneous and the mean current J E(v) vanishes, while
due to thermal fluctuations, its higher-order cumulants
do not and they are described by the SCGF of the reser-
voir at the initial temperature of that part of the chain.
On the other hand, the NESS can be retrieved as a par-
ticular case of Eqs. (86) and (89): upon setting v = 0 in
these expressions one finds
G(λ, v = 0) = −
∫ max
min
dε
2pi
{[F ((βl + λ) ε)− F (βl ε)]
+ [F ((βr − λ) ε)− F (βr ε)]} .
(90)
In Secs. IV C and IV D, we show that for non-interacting
fermions and bosons Eq. (90) coincides with Eqs. (75),
and (76) respectively, with unitary transmission coeffi-
cient, as expected from the fact that, after the quench,
the Hamiltonian is translational invariant and therefore
no reflection occurs at the junction. For generic values of
v, Eqs. (86) and (89) provide the complete dynamics of
the SCGF, and of all the cumulants of the transferred en-
ergy ∆e(x, t), in the hydrodynamic limit, extending the
known results in the literature about the NESS.
Note that the expressions in Eqs. (86) and (89) for
G(λ, v) satisfy the important relation
∂G(λ, v)
∂λ
=− 1
t
∆E(x, t) |βl+λ,βr−λ
− 1
t
∆E(x, t) |βr−λ,βr+λ + J ENESS |βr−λ,βr+λ ,
(91)
where we denoted by ∆E(x, t) |βl,βr the mean in Eqs. (48)
and (69) of the transferred energy operator ∆e(x, t)
at the hydrodynamic scale. The first subscript βl of
∆E(x, t) |βl,βr refers to the inverse temperature of the
first Fermi-Bose function f±βl,r appearing on the right
hand side of Eqs. (48) and (69) with positive sign, while
the second subscript βr denotes the inverse tempera-
ture of the second Fermi-Bose factor appearing in the
same equations with negative sign. J ENESS |βr−λ,βr+λ is
the stationary-state energy current obtained upon setting
v = 0 in Eqs. (44) and (54) and by replacing βl → βr−λ
and βr → βr + λ. In particular, for v = 0 the two terms
on the second line of Eq. (91) cancel each other and one
obtains
∂G(λ, v = 0)
∂λ
= −J ENESS |βl+λ,βr−λ , (92)
which is known in the literature as the extended fluctu-
ation relation; it was proved in Ref. [29] for the NESS
limit of the SCGF G(λ) in Eq. (74), and in particular it
is known to apply to free particles models [28, 30, 89] and
conformal field theory [26–28]. Recently, a generalization
of Eq. (92) for homogeneous stationary states of interact-
ing integrable models has been proved in Refs. [91, 92]
where the SCGF has been expressed as an integral over
λ of the mean energy current with Lagrange parameters
β(λ) depending on λ. In the absence of interactions the
dependence of this β(λ) on λ reduces to a shift by λ as
in Eq. (92). Our result in Eq. (91) therefore represents
an extension of the extended fluctuation relation to the
space-time scaling limit v = x/t of the SCGF G(λ, v) in
Eq. (70). The relation in Eq. (91) and generalizations
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thereof are important for generalizing the calculation of
the cumulant generating function in Eq. (70) to the more
complex case of interacting integrable models. In the lat-
ter, in fact, one only knows from the generalized hydro-
dynamics formalism of Refs. [45, 46] the expression of the
mean energy current. Then, by exploiting the extended
fluctuation relation, one can derive the SCGF just by
integrating the current with appropriately modified La-
grange parameters β as a function of λ, therefore provid-
ing access to an expression otherwise extremely difficult
to obtain.
B. Semi-classical interpretation of the expression
of the scaled cumulant generating function
As already stated in Secs. III A and III B, Eqs. (44)
and (45) (and, analogously, Eqs. (54) and (55)) can be
simply interpreted in terms of quasi-particles excitations
generated by the post-quench mode operators Ψ†R(k) or
A†(k) in Eqs. (9) or (27) with wave-vector k ∈ [0, pi),
which travel ballistically with velocity ±vg(k), defined
after Eqs. (41) and (51). Quasi-particles with velocity
+vg(k) propagate rightwards (right mover), while those
with velocity −vg(k) propagate leftwards (left mover).
The occupation of each mode k is determined by the
statistics of the initial state. For the one resulting from
the partitioning protocol in Eq. (1), this occupation is
thermal at inverse temperatures βl and βr for y < 0 and
y > 0, respectively, where y is the spatial coordinate
along the chain. As a consequence, in order to represent
in a semi-classical way the quasi-particles corresponding
to the modes Ψ†R(k) and A†(k), one defines the num-
ber nβ(y)(k) of quasi-particles with wave vector k ini-
tially “located” at site y as a classical random variable
with a probability distribution P (nβ(y)(k)) determined
by the thermal distribution at inverse temperature β(y).
According to elementary statistical mechanics [98], for
fermionic quasi-particles this distribution is given by
P (nβ(y)(k) = n) =
e−β(y)ε(k)n
1 + e−β(y)ε(k)
with n = 0, 1,
(93)
while in the bosonic case
P (nβ(y)(k) = n) = e
−β(y)Ω(k)n(1− e−β(y)Ω(k)), (94)
with n = 0, 1, ...∞ and
β(y) = βrΘ(y) + βlΘ(−y). (95)
The random variables nβ(y′)(k
′) and nβ(y)(k) at lattice
sites y′ 6= y and with wave vector k′ 6= k are taken
to be independent since in free-particle models the vari-
ous modes evolve independently and therefore Eqs. (93),
(94), and (95) specify completely the probability of a
given configuration of the quasi-particles along the chain
after the quench.
As a consequence of the independence of the variables
nβ(y)(k) for different values of k, one can write the scaled
cumulant generating functionG(λ, x, t) of the total trans-
ferred energy ∆e(x, t) as
G(λ, x, t) = lim
x,t→∞
v=x/t
1
t
∫ pi
0
dk
2pi
ln g(λ, x, t; k), (96)
where g(λ, x, t; k) is the moment generating function of
the contribution ∆e(x, t; k) to the total transferred en-
ergy ∆e(x, t) due to the quasi-particles with wave vector
k, defined as
g(λ, x, t; k) = 〈e−λ∆e(x,t;k)〉sc, (97)
where the subscript “sc” denotes the semi-classical av-
erage according to the mode distributions in Eqs. (93),
(94), and (95). We emphasize that, within the semi-
classical description presented here, ∆e(x, t; k) is consid-
ered as a classical random variable depending on nβ(y)(k)
and it is simply related to the total transferred energy
∆e(x, t) as
∆e(x, t) =
∫ pi
0
dk
2pi
∆e(x, t; k). (98)
This formula expresses again the fact that modes with
different k contribute independently to ∆e(x, t) and
therefore to G(λ, x, t), as one can also see from Eq. (96).
Since the transferred energy ∆e(x, t; k) is a time-
integrated observable, it is determined not only by the
flux of quasi-particles with wave vector k arriving in x
at time t, but also by all the excitations crossing x at
times earlier than t, i.e., within the temporal interval
(0, t). Given that the quasi-particles propagate ballis-
tically with velocity ±vg(k), it is straightforward to ex-
press ∆e(x, t; k) in terms of the random variables nβ(y)(k)
in Eq. (95). In particular, assuming v ≡ x/t > 0, the
quasi-particles with vg(k) > v and coming from the left
chain are always able to reach the point x within the
time interval of interest, as sketched in Fig. 4(a), while
those with vg(k) < v contribute to the total energy
change ∆e(x, t; k) only if coming from the right chain,
see Fig. 4(b). The semi-classical expression of the en-
ergy transferred by the mode k ∈ [0, pi) for a generic
value of v is therefore given by the difference between
the flux of quasi-particles initially generated in the inter-
val [x0(k), x] and that of the quasi-particles generated in
[x, y0(k)], with x0(k) = x−vg(k)t and y0(k) = x+vg(k)t,
as shown in Fig. 4. In formulas,
∆e(x, t; k) =
x∑
y=x0(k)
ε(k)nβ(y)(k)−
y0(k)∑
y=x
ε(k)nβ(y)(k),
(99)
where nβ(y)(k) is defined before Eq. (93), and the en-
ergy ε(k) carried by a mode k in Eq. (5) for the Ising
chain, while for the harmonic chain one has to replace
ε(k)  Ω(k), with Ω(k) given in Eq. (23). The moment
generating function g(λ, x, t; k) in Eq. (97) can be then
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FIG. 4. Quasi-particles interpretation of the transferred en-
ergy ∆e(x, t; k) determined by the mode k for a point at po-
sition x = 2 and time t = 4, corresponding to v = x/t = 0.5.
In panel (a) we consider a value of k such that vg(k) > v,
choosing, as an example, vg(k) = 1. The light-ray with
constant v = x/t is reported in green. Right-moving quasi
particles with vg(k) > 0 initially generated at points y with
x0(k) ≤ y ≤ x cross the point x within the interval [0, t]
and therefore contribute to the statistics of ∆e(x, t; k); in the
sketch, their light-rays are indicated as red or blue solid lines
depending on their inverse temperature being βl (for y < 0)
or βr (for y > 0), respectively. Quasi-particles arriving in x
after time t, instead, do not contribute to ∆e(x, t; k) and the
corresponding light-rays are indicated by dashed lines. Simi-
larly, left-moving quasi particles contribute if they come from
the interval x ≤ y ≤ y0(k). In panel (b) we consider the case
x = 3, t = 4, corresponding to v = 0.75 and a value of k such
that vg(k) < v, choosing vg(k) = 0.5. The same interpreta-
tion as panel (a) applies with the difference that only quasi
particles coming from the right chain (y > 0) determine now
the statistics of the transferred energy.
computed (see Appendix D), starting from Eqs. (99),
(93), (94), and (95) given that
〈e−λε(k)nβ(y)(k)〉sc = 1 + f+β(y)(k)(e−λε(k) − 1)
= exp[F (β(y)ε)− F ((β(y) + λ)ε)],
(100)
for fermionic excitations, while
〈e−λΩ(k)nβ(y)(k)〉sc = [1 + f−β(y)(k)(1− e−λΩ(k))]−1
= exp[F (β(y)Ω)− F ((β(y) + λ)Ω)]
for λ > −β(y),
(101)
and otherwise infinite, in the bosonic case. The function
F (ε) has been defined in Eq. (88) and it depends on the
statistics of the quasi-particles. Inserting the expression
of g(λ, x, t; k) into Eq. (96) and after taking the space-
time scaling limit, the expression for the SCGF turns
out to be, as expected, a scaling function of v = x/t,
i.e., G(λ, x, t) ≡ G(λ, v) the expression of which coin-
cides with the Eqs. (86), for v > 0, and with (89) for
v < 0. The semi-classical picture of ballistically prop-
agating quasi particles is therefore not only capable of
exactly capturing the mean value of the energy current
and density at the hydrodynamic scale, i.e., of predict-
ing J E(v) and U(v) in Eqs. (44), (45) (or Eqs. (54),
(55)), respectively, but it also provides an exact predic-
tion for the SCGF G(λ, v) in Eq. (70), thereby accounting
for all higher-order cumulants of the transferred energy
∆e(x, t). In particular, the semi-classical picture pro-
vides a natural explanation of the structure of Eq. (91),
which we have already recognized as a generalization of
the extended fluctuation relation of Eq. (92) in the hy-
drodynamic limit. Indeed in Ref. [29] such a relation
has been proved under the assumption of pure transmis-
sion, i.e., assuming that the energy of left(right)-moving
quasi-particles coming from the far right (left) of the sys-
tem flows towards its far right (left) part without expe-
riencing reflection. Also in the case analysed here quasi-
particles do not experience scattering; however, as shown
in Fig. 4(a), for times t comparable to the space coordi-
nate x not only the right (left) moving particles coming
from the left (right) chain contribute to the statistics of
the transferred energy ∆e(x, t), but also the right-moving
particles from the space interval [0, x], which result in the
additional terms in the second line of Eq. (91). In the
NESS, the contribution from particles generated within
the interval [0, x] vanishes and only right (left) moving
particles from the left (right) chain matter, recovering
the extended fluctuation relation in Eq. (92).
C. The quantum Ising chain in a transverse field:
SCGF and large deviations
For the quantum Ising chain in a transverse field, the
SCGF can be calculated explicitly by inserting in the
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general expression (86) the function F (ε) specified in the
first line of Eq. (88), min = εmin and max = εmax
defined after Eq. (46), with the result
G(λ, v) = Gβr (λ) +
∫ εmax
εmin
dε
2pi
Θ(vg(ε)− v)
(
1− v
vg(ε)
)
{
ln[1 + f+βl(ε)(e
−λε − 1)]
− ln[1 + f+βr (ε)(e−λε − 1)]
}
,
(102)
where
Gβ(λ) =
∫ εmax
εmin
dε
2pi
{
ln[1 + f+β (ε)(e
−λε − 1)]
+ ln[1 + f+β (ε)(e
λε − 1)]
}
, (103)
for v > 0, while for v < 0 one gets from Eq. (89) the same
result with the replacements v → −v, l r and λ→ −λ.
The general considerations done in Sec. IV A about the
dependence of G(λ, v) on v applies. In particular, for
v > vmax, with vmax given by Eq. (46), G(λ, v) = Gβr (λ):
after simple algebraic manipulations, it is easy to show
that this expression coincides with the Levitov-Lesovik
formula for non-interacting fermions in Eq. (75), with
the two parts of the system having equal inverse temper-
atures set to βr. Accordingly, G(λ, v > vmax) describes
the energy current fluctuations in the right thermal reser-
voir. Upon setting v = 0 in Eq. (103), instead, we get
the NESS limit of the SCGF, which for non-interacting
fermions models is again provided by the Levitov-Lesovik
formula in Eq. (75) with unitary transmission coefficient,
as already noted after Eq. (90). From the latter equa-
tion, performing explicitly the integral over the energy
spectrum one finds
G(λ, v = 0) = g+βl(λ)− g+βl(0) + g+βr (−λ)− g+βr (0), (104)
where
g+β (λ) =
Li2(−e−(β+λ)εmax)− Li2(−e−(β+λ)εmin)
2pi(β + λ)
,
(105)
which agrees with the expression found (under the as-
sumption h > 1) in Ref. [30], see Eqs. (33) and (34)
therein, for the stationary limit of the SCGF of the trans-
ferred energy following an inhomogeneous quench of two
Ising chains according to the very same protocol consid-
ered in this work and calculated by evaluating Eq. (74).
The plot of G(λ, v) in Eq. (102) as a function of λ
for various fixed values of v is reported in Fig. 5(a) for
v > 0 and in Fig. 5(b) for v < 0. The correspond-
ing large-deviation function I(JE , v), obtained by taking
the Legendre-Fenchel transform of G(λ, v), is reported in
Fig. 6 for the same values of parameters as in Fig. 5. A
different choice of the parameters βl,r does not alter the
qualitative features of the plot, but it changes the zero
of I, i.e., I(〈JE〉, v) = 0, where 〈JE〉 = ∆E(x, t)/t is the
mean and typical value. In particular, for βr > βl, 〈JE〉 is
positive as the typical flow of energy is from the left (hot-
ter) to the right (colder) chain, according to the initial
temperature gradient. In the opposite case, βr < βl, one
has 〈JE〉 < 0 and the zero of I is consequently negative.
As far as the dependence on v of G(λ, v) and I(JE , v) is
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FIG. 5. Scaled cumulant generating function G(λ, v) as a
function of λ and fixed v for the quantum Ising chain with
βl = 1.1, βr = 3.5, h = 1.3, J = 1. In particular, panel
(a) corresponds to positive values of v/vmax = 0, 0.5, 1 (from
top to bottom) while panel (b) to negative values v/vmax =
0,−0.5,−1 (from bottom to top). vmax is given in Eq. (46).
concerned, we note that the statistics of the rare fluctua-
tions with JE smaller (larger) than 〈JE〉 does not depend
significantly on the value of v > 0 (v < 0). This fact
can be understood in terms of the quasi-particles picture
sketched in Fig. 4: in the case v > 0, for instance, in or-
der to have a current smaller than the mean one, e.g., a
negative value with the current flowing against the tem-
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perature gradient, one needs a fluctuation in the number
of left-moving particles coming from the right chain, in
particular those initially generated within the space inter-
val [x, y0(k)], with y0(k) defined after Eq. (99); given that
these excitations are entirely produced in the right part
of the chain, at inverse temperature βr, the correspond-
ing fluctuations are practically time-independent because
the properties of the reservoir have not been affected by
the dynamics. Concerning the dependence on λ, instead,
the SCGF is defined over the whole real axis for all val-
ues of v and it is asymptotically linear as λ→ ±∞, with
slopes J Emax and J Emin = −J Emax, respectively, which are
independent of v:
J Emax = −
∂G(λ, v)
∂λ
∣∣∣
λ→−∞
=
J2h
pi
. (106)
Accordingly, by using the Legendre duality relations
in Eqs. (73), an asymptotic linear behavior of G(λ →
±∞, v) such as that displayed by G(λ, v) in Fig. 5 im-
plies that I(JE , v) diverges for values of JE outside the
interval delimited by the slopes of G(λ → −∞, v) and
G(λ → ∞, v) and, correspondingly, the probability van-
ishes. This means that the values J Emin and J Emax identi-
fied above actually coincide with the minimal and maxi-
mal possible values, respectively, of JE = ∆e(x, t)/t. Ac-
cordingly, the rate function I(JE , v) is finite only within
the interval JE ∈ [J Emin,J Emax], with J Emin and J Emax
given in Eq. (106), while it diverges outside this interval,
meaning that the corresponding values of the transferred
energy cannot be observed in the system. In fact, because
the transport is determined by fermionic quasi-particles,
the exclusion principle requires that each mode k has
at most an occupation 1 and therefore the modulus of
the energy current |J E(v)| in Eq. (44) can never exceed
the value J Emax obtained by setting all these occupation
numbers to 1. This can be seen quantitatively by starting
from the expression of J E(v) in Eq. (44). Remembering
that J E(v = 0) is the value of the energy current in the
NESS, and that J E(v) < J E(0) since as time increases
the current along the chain approaches the steady state
value from below since transport is ballistic, one has
|J E(v)| < |J E(0)| <
∫ pi
0
dk
2pi
ε(k)vg(k)|f+βl(k)− f+βr (k)|.
(107)
By observing that, due to the fermionic statistics,
|f+βl(k)− f+βr (k)| < 1, (108)
it follows that
|J E(v)| <
∫ pi
0
dk
2pi
ε(k)vg(k) =
∫ εmax
εmin
dε
2pi
ε
=
J2h
pi
, (109)
which is indeed the value in Eq. (106) of the asymptotic
slope of G(λ, v) for λ→∞.
D. The harmonic chain: SCGF and large
deviations
In the harmonic chain, F (ε) in Eq. (86) is given by the
second line of Eq. (88), while min = Ωmin and max =
Ωmax are defined after Eq. (57). Accordingly, Eq. (86)
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FIG. 6. Large deviation function I(JE , v) as a function of JE
and fixed v for the quantum Ising chain with the same values
of parameters as in Fig. 5. In particular, panel (a) corresponds
to positive values of v/vmax = 0, 0.5, 1 (from bottom to top)
while panel (b) to negative values v/vmax = 0,−0.5,−1 (from
top to bottom). vmax is given in Eq. (46). The vertical dashed
lines correspond to the maximal and minimal values of the
current ±J Emax in Eq. (106): the rate function is finite only
within the interval (−J Emax,J Emax) while it is infinite outside
it.
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becomes
G(λ, v) = −
∫ Ωmax
Ωmin
dε
2pi
Θ(vg(ε)− v)
(
1− v
vg(ε)
)
{
ln[1 + f−βl(ε)(1− e−λε)]
− ln[1 + f−βr (ε)(1− e−λε)]
}
+Gβr (λ),
(110)
where
Gβ(λ) = −
∫ Ωmax
Ωmin
dε
2pi
{
ln[1 + f−β (ε)(1− e−λε)]
+ ln[1 + f−β (ε)(1− eλε)]
}
. (111)
For v < 0 a similar expression can be written starting
from Eq. (89) with the replacements v → −v, λ → −λ
and l  r. Similarly to the case of the Ising model,
the term Gβ(λ) encodes thermal fluctuations of the right
reservoir. Upon setting v = 0 in Eq. (110) the NESS
scaled cumulant generating function can obtained by di-
rectly performing the integration over the energy spec-
trum Ω, which renders
G(λ, v = 0) = g−βl(λ)− g−βl(0) + g−βr (−λ)− g−βl(0) (112)
where
g−β (λ) =
Li2(e
−Ωmin(β+λ))− Li2(e−Ωmax(β+λ))
2pi(β + λ)
. (113)
The result in Eq. (112) is consistent with the one ob-
tained in Ref. [90] for the SCGF of a chain of harmonic
oscillators coupled to two external heat baths at tempera-
tures Tl and Tr. In addition, it shows that the SCGF and
the cumulants of the transferred energy ∆e(x, t) are inde-
pendent of the protocol chosen to get the non-equilibrium
steady state, as it happens for the mean value of the en-
ergy current reported after Eqs. (58), (59), and (60).
The plot of G(λ, v) in Eq. (110) as a function of λ
for various fixed values of v is reported in Fig. 7(a) for
v > 0 and in Fig. 7(b) for v < 0. The corresponding
large-deviation function I(JE , v), obtained by taking the
Legendre-Fenchel transform of G(λ, v), is reported in the
two panels of Fig. 8 for the same values of parameters
as in Fig. 7. As in the case of the Ising chain, the qual-
itative features of the plot are unaltered upon changing
the parameters of model, the only difference being in the
sign of the mean transferred energy 〈JE〉 which is posi-
tive for βr > βl, as it is the case for Fig. 8, and negative
otherwise.
The most important difference with respect to the
SCGF of the fermionic case reported in Fig. 5 is that
G(λ, v) as a function of λ is defined on a finite interval,
the extremes of which depend on the value of the variable
v, i.e., it is finite for
λ ∈ [−min(βl, βr), βr] for 0 < v < vmax,
λ ∈ [−βl,min(βl, βr)] for − vmax < v < 0, (114)
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FIG. 7. Scaled cumulant generating function G(λ, v) as a
function of λ and fixed v for the harmonic chain with βl = 2.3,
βr = 3.1, m = 0.7, ω = 1, vmax ' 0.71 according to
Eq. (57). In particular, panel (a) corresponds to positive val-
ues of v/vmax = 0, 0.7, 1 (from top to bottom) while panel
(b) to negative values v/vmax = 0,−0.28,−1 (from bottom
to top). The vertical dashed lines correspond to the bound-
aries of the domain of G(λ, v) according to Eqs. (114) and
(115).
while it is otherwise infinite. In the non-equilibrium sta-
tionary state, corresponding to setting v = 0, and in
the cases v > vmax and v < −vmax, with vmax given in
Eq. (57), the domain of the SCGF is, instead,
λ ∈ [−βr, βr] for v ≥ vmax,
λ ∈ [−βl, βl] for v ≤ −vmax,
λ ∈ [−βl, βr] for v = 0. (115)
In particular, the dependence of the domain of G(λ, v) on
v, as we can see from Fig. 7, turns out to be discontinu-
ous; namely in the case v > 0 of Fig. 7(a) the domain is
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λ ∈ [−βl, βr] for 0 < v < vmax since βr > βl, while, in the
case v > vmax it becomes the one of the the SCGF of the
right reservoir in Eq. (111), i.e., λ ∈ [−βr, βr]. Similarly,
for v < 0, the domain is λ ∈ [−βl, βl] for −vmax < v < 0
while it changes to the domain of the NESS scaled cu-
mulant generating function λ ∈ [−βl, βr] for v = 0. In
terms of the large deviation function I(JE , v) and due
to the Legendre duality expressed in Eq. (73), the pres-
ence of these domains translates into asymptotically lin-
ear behaviours for large |JE |, with the slopes determined
by the boundaries of the domain of the SCGF, given in
Eqs. (114) and (115). This is shown in Fig. 8(a) for v > 0
and in Fig. 8(b) for v < 0.
The peculiar behavior of the domain of the SCGF in
Eq. (114) can be again understood in terms of the quasi-
particles picture sketched in Fig. 4. Consider, for exam-
ple, the case v > 0: since the transferred energy operator
∆e(x, t) in Eq. (47) is a time-integrated quantity one has
to consider the flux of quasi-particles arriving in x within
the time interval (0, t), as already noted after Eq. (96).
Left movers contributing to the expression in Eq. (110)
are generated initially only within the interval (x, y0(k)]
along the chain, with inverse temperature βr. The contri-
bution of right-moving excitations, instead, comes from
those initially generated within the intervals (x0(k), 0]
and (0, x] along the chain, with different inverse temper-
atures βl and βr, respectively, where x0(k) and y0(k) are
defined after Eq. (99). In each of these intervals there
is a finite probability of generating an arbitrarily large
number of bosons in the initial state for each mode k, ac-
cording to Eq. (94). Therefore each interval can behave
as an effective reservoir at the corresponding tempera-
ture, in the sense that it is able to inject an arbitrarily
large number of quasi-particles in the system. The do-
main of the SCGF is then determined by the reservoir
of left moving excitations, at inverse temperature βr,
and by the reservoir of those moving rightwards, with
the temperature of the latter being determined by the
largest between the temperatures at which the particles
in the intervals (x0(k), 0] and those in (x, y0(k)] are ini-
tially generated, in accordance with Eq. (114). This is the
physical interpretation of the origin of the behaviour dis-
played in Fig. 8(a): a similar argument can be repeated
for v < 0 in order to explain the features of Fig. 8(b). In
particular, due to the fact ∆e(x, t) is a time-integrated
observable, one can conclude that G(λ, v) in Eq. (70) as
a function of v can be discontinuous in v = 0 or at the
edges v = ±vmax whenever the Hilbert space for each
mode k of the excitations is infinite, as it is the case for
bosons. If, on the contrary, for every wave vector k the
Hilbert space has a finite dimension, as in the fermionic
case in Sec. IV C, these discontinuities are absent.
The bosonic large deviation function I(JE , v) is there-
fore defined as a function of JE over the whole real axis
for all values of v, and fluctuations of the transferred en-
ergy JE = ∆e(x, t)/t can in principle be arbitrarily large;
the physical reason is clear since in this case each mode k
is not restricted to be populated by one or zero particles,
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FIG. 8. Large deviation function I(JE , v) as a function of
JE and fixed v for the quantum harmonic chain with the
same values of parameters as in Fig. 7. In particular, panel
(a) corresponds to positive values of v/vmax = 0, 0.7, 1 (from
bottom to top) while panel (b) to negative values v/vmax =
0,−0.28,−1 (from top to bottom).
as in the fermionic case, and as a consequence no bound
as in Eq. (108) can be determined. In particular, the
asymptotic linear behaviour of the rate function shown
in Fig. 8, according to Eq. (71), causes the tails of the
probability density p(JE , v) of the transferred energy to
be exponentially distributed according to
p(JE , v) ∼ exp[−t β(v)|JE |], (116)
with β(v) depending on v consistently with Eqs. (114)
and (115). In the steady state, corresponding to setting
v = 0, one has
β(v = 0) = βlΘ(JE) + βrΘ(−JE), (117)
in agreement with Ref. [90], where identical exponential
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tails have been observed for the probability distribution
of the energy current flowing in an harmonic chain con-
nected to two thermal reservoirs at inverse temperatures
βl and βr.
V. Conclusions
In the present manuscript we considered the energy
transport after an inhomogeneous quench of two identi-
cal semi-infinite systems initially at thermal equilibrium
at different temperatures βr and βl as in Eq. (1). In
particular, we focused on the exactly solvable cases of
the quantum Ising chain in a transverse field and of the
harmonic chain, introduced in Sec. II, which are charac-
terized, respectively, by the fermionic and bosonic excita-
tions in Eqs. (9) and (28). In Sec. III we have discussed
the calculation of the energy current J E(v) and den-
sity U(v) in the space-time scaling/hydrodynamic limit
x, t → ∞ with fixed v = x/t. By explicitly evolving
the density matrix ρ(v) at the hydrodynamic scale, in
Sec. III A (see Eqs. (35), (41), and (51)) we studied the
Ising chain, recovering in Eqs. (44) and (45) the results
of Refs. [42, 43]; in Sec. III B, instead, we considered the
harmonic chain, deriving the analogous statistical prop-
erties in Eqs. (54) and (55). For the latter case, the edge
behavior of J E(v) as v → ±v∓max has been analyzed and
the Airy kernel has been found to describe the leading
sub-diffusive correction to the ballistic profile also for free
bosonic systems, see Eqs. (62), (63), (64), (66), and (67).
The expressions of the energy current J E(v) an density
U(v) in the hydrodynamic limit turn out to have a rather
universal structure, in the sense that the only appearing
model-specific information is the single-particle energy
spectrum and the Fermi-Dirac (f+β (k)) or Bose-Einstein
(f−β (k)) statistics of the quasi particles.
The primary results of this work are presented in
Sec. IV. In particular, in Sec. IV A the scaled cumulant
generating function (SCGF) G(λ, v) in the hydrodynamic
limit, see Eq. (70), has been determined, with the re-
sult reported in Eqs. (86) and (89). The calculation is
based on an exponential tilting ρ(v, λ) of the density ma-
trix according to the exponential of the time integrated
current, as shown by Eqs. (79), (80), and (81). Equa-
tions (86) and (89) express the SCGF as a function of v,
therefore extending known results for the Ising chain (see
Ref. [30]) and for the harmonic oscillators (see Ref. [90])
concerning the stationary limit of this function, corre-
sponding to v = 0. In particular, in Eq. (91) we have
derived a generalization of the so-called extended fluc-
tuation relation [29], which allows us to calculate the
SCGF G(λ, v) via an integration over λ of the energy
current J E(v), with suitably modified inverse temper-
atures β(λ). In Sec. IV B we have provided a simple
semi-classical derivation of Eqs. (86) and (89) in terms
of quasi-particles which ballistically propagate along the
chain. Via the Legendre-Fenchel transform in Eq. (72),
the large deviation function I(JE , v) — which expresses
the asymptotic scaling, in the hydrodynamic limit, of the
probability density function p(JE , v) — of the transferred
energy ∆e(x, t)/t (see Eq. (71)) has been obtained. As
far as the large deviation function is concerned, bosons
and fermions behave rather differently. For fermions, see
Sec. IV C for the Ising chain, I(JE , v) as a function of JE
is finite only on the closed interval [−J Emax,J Emax] (see
Eq. (106)), while it is infinite outside it, meaning that
∆e(x, t)/t cannot exceed the maximum value J Emax. For
bosons, see Sec. IV D, instead, I(JE , v) as a function of
JE is defined on the whole real axis and it shows lin-
ear tails (see Eqs. (116) and (117)), which imply that
the probability density of the rare fluctuations is expo-
nentially distributed. In the bosonic case, we have also
noted that the large deviation function I(JE , v) exhibits
a discontinuous dependence as a function on v at the
values v = 0 or v = ±vmax. This feature is caused by
the fact that ∆e(x, t)/t is a time-integrated observable,
which accordingly depends on the flux of quasi-particles
reaching the point x within the time interval (0, t), and
by the fact that each spatial interval within the chain
can actually act as a reservoir of particles, since bosons
for each mode k can be produced in an arbitrarily large
number.
The technique we used to calculate G(λ, v) in
Sec. IV A, based on biasing the density matrix ρ(λ, v)
as a function of λ, can be generalized to the more com-
plex case of interacting integrable models, as done in
Refs. [91, 92] for the calculation of G(λ) in homoge-
neous and stationary states. For inhomogeneous and
non-stationary states, such as ρ0 in Eq. (1), a general
expression for G(λ, v) analogous to Eq. (70) is still lack-
ing. However, within the approach based on generalized
hydrodynamics [45, 46] we think that it should be pos-
sible to extend the analysis of Sec. IV A to classical and
quantum interacting integrable models. Finally, it would
be interesting to test our predictions for the transferred
energy probability density function p(JE , v) in ultra-cold
atoms experiments, as done e.g., in Ref. [99], where heat
and particle transport could be studied by preparing two
identical clouds of atoms at different temperatures in the
same spirit as the partitioning protocol analyzed here.
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A. Non interacting models: details of their solutions
In this appendix, we provide some additional details on the expressions of the operators entering in the exact
solution of the models introduced in Sec. II.
In particular, for the quantum Ising chain the pre-quench mode operators Φr,l(k) can be eventually expressed in
terms of the post-quench ones ΨR(k), according to Eq. (39): we report here only the final results, derived in Ref. [42],
which we follow closely. The pre-quench modes Φr(k) introduced in Eq. (4) are defined in terms of the lattice fermionic
operators cn in Eq. (3) in the thermodynamic limit as
Φr(k) =
∞∑
n=1
[
ωnr (k) cn + ξ
n
r (k) c
†
n
]
, (A1)
for the right chain, and
Φl(k) =
0∑
n=−∞
[
ωnl (k) cn + ξ
n
l (k) c
†
n
]
, (A2)
for the left one, where
ωnr,l(k) =
Anr,l(k) +B
n
r,l(k)
2
, ξnr,l(k) =
Anr,l(k)−Bnr,l(k)
2
, (A3)
and
Anr (k) =
√
2/pi sin(nk − f(k)), Bnr (k) =
√
2/pi sin(nk), (A4)
where f(k) is defined in Eq. (13). The functions Anl and B
n
l for the left chain are simply related to those of the right
chain as
Anl (k) = B
1−n
r (k) and B
n
l (k) = A
1−n
r (k). (A5)
In order to express the operators Φr,l in Eqs. (A1) and (A2) in term of ΨR(k), we fist need to write the lattice
fermionic operators cn in terms of the post-quench modes as
cn =
∫ pi
−pi
dk
[
ΨR(k)(ω
n
R(k))
∗ + Ψ†R(k)ξ
n
R(k)
]
, (A6)
where ωnR and ξ
n
R have been defined in Eqs. (10) and (11). By inserting Eq. (A6) into Eqs. (A1) and (A2), we
get Eq. (39), where the sums over lattice sites can be computed as a geometric series resulting into the coefficients
m±,α(k, k′), with α ∈ {l, r}. The latter have been first computed in Ref. [30] and are listed here for completeness
m±,l(k, k′) =
1
4pii
{
e−i[f(k)+f(k
′)] ± 1
1− ei(k+k′+iδ) −
ei[f(k
′)−f(k)] ± 1
1− ei(k−k′+iδ)
}
,
(A7)
for the left chain, and
m±,r(k, k′) =
1
4pii
{
ei[k−f(k
′)] ± ei[k−f(k)]
1− ei(k′−k+iδ) −
ei[k+f(k
′)] ± ei[k−f(k)]
1− e−i(k+k′−iδ)
}
, (A8)
for the right one.
For the harmonic chain, the exact solution of the left Hamiltonian in Eq. (16b) can be obtained by following the
same procedure as for the right one with the definition, in the thermodynamic limit, of the operators φˆl(k), pˆl(k),
where
φˆl(k) = −
√
2/pi
0∑
x=−∞
sin(k(x− 1))φx,
pˆl(k) = −
√
2/pi
0∑
x=−∞
sin(k(x− 1)) px, (A9)
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as a function of which the original lattice operators φx, px can be written as
φx = −
√
2/pi
∫ pi
0
dk sin(k(x− 1)) φˆl(k),
px = −
√
2/pi
∫ pi
0
dk sin(k(x− 1)) pˆl(k). (A10)
In particular, we emphasize that φx and px in Eq. (A10) automatically satisfy the boundary conditions for the left
chain φ1 = p1 ≡ 0 reported right after Eq. (17). From the operators φˆl(k) and pˆl(k) in Eq. (A9), the bosonic
annihilation and creation operators Al(k) and A
†
l (k), respectively, for the left chain can be introduced in the same
way as in Eq. (21), i.e.,
Al(k) =
1√
2Ω(k)
[
Ω(k)φˆl(k) + ipˆl(k)
]
, (A11)
and the Hamiltonian then takes the diagonal form
Hl =
∫ pi
0
dkΩ(k)A†l (k)Al(k). (A12)
For the harmonic chain the dynamics can be studied according to the same strategy as the quantum Ising chain,
i.e., it is useful to write the pre-quench modes Ar,l(k) in terms of the post-quench ones A(k) in Eq. (27). This can
be done by inserting Eq. (18) (or Eq. (A9) for the left chain) into Eq. (21) (or Eq. (A11) for the left Hamiltonian)
and then by writing the lattice operators φx and px as in Eq. (29). The sum over the lattice coordinate can be again
computed as a geometric series, with the following result:
Ar(k) =
∫ pi
−pi
dk′
[−A†(k′)m−,r(k′, k) + A(k′)m∗+,r(k′, k)] ,
Al(k) =
∫ pi
−pi
dk′
[
A†(k′)m−,l(k′, k) + A(k′)m∗+,l(k′, k)
]
, (A13)
with the following expressions for the coefficients m±,l,r(k, k′)
m±,l(k, k′) = ± 1
4pii
[
eik
′
1− ei(k+k′+iδ) −
e−ik
′
1− ei(k−k′+iδ)
][√
Ω(k′)
Ω(k)
±
√
Ω(k)
Ω(k′)
]
,
m±,r(k, k′) =
1
4pii
[
ei(k
′−k)
1− ei(k′−k+iδ) −
e−i(k+k
′)
1− e−i(k+k′−iδ)
][√
Ω(k)
Ω(k′)
±
√
Ω(k′)
Ω(k)
]
. (A14)
It is also possible to invert Eq. (A13) in order to express A(k) as a function of Ar,l(k)
A(k) =
∫ pi
0
dk′
[
m−,l(k, k′)A
†
l (k
′) +m+,l(k, k′)Al(k′) +m−,r(k, k′)A†r(k
′) +m+,r(k, k′)Ar(k′)
]
. (A15)
B. Calculation of the energy current in the hydrodynamic limit for the harmonic chain
In this appendix we report the calculations in the hydrodynamic limit underlying Eq. (51) for the harmonic chain.
We do not provide the analogous derivation of Eq. (41) for the quantum Ising model, as it proceeds as presented here
and it is equivalent to the procedure outlined in Refs. [42, 43].
We start by writing the left and right Hamiltonians Hα, with α ∈ {l, r}, in Eqs. (22) and (A12), determining the
initial state ρ0 of Eq. (1), as a function of the post-quench modes via Eq. (A13). In terms of the operators A(k), the
space and time evolution of Eq. (34) can be easily calculated, because for them it is simply given by Eq. (30) and
eiHtA(k)e−iHt = e−iΩ(k)tA(k), resulting in
(P †tr)
xe−iHtHαeiHt(Ptr)x =
∫ pi
−pi
dk′
∫ pi
−pi
dk′′
[
e−iϕ
+
x,t(k
′,k′′)Iα−−(k
′, k′′)A(k′)A†(k′′) + eiϕ
+
x,t(k
′,k′′)Iα++(k
′, k′′)A†(k′)A(k′′)
− eiϕ−x,t(k′,k′′)Iα−+(k′, k′′)A(k′)A(k′′)− e−iϕ
−
x,t(k
′,k′′)Iα+−(k
′, k′′)A†(k′)A†(k′′)
]
,
(B1)
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with the phases ϕ±x,t(k
′, k′′) defined as
ϕ±x,t(k
′, k′′) = [Ω(k′′)∓ Ω(k′)]t± x(k′ ∓ k′′), (B2)
and the coefficients Iα±,±(k
′, k′′) given by integrals of the overlaps in Eq. (A14) as follows
Iα++(k
′, k′′) =
1
2
∫ pi
−pi
dkΩ(k)m+,α(k
′, k)m∗+,α(k
′′, k) =
1
2
∮
C1
Ω(−iln(z))m+,α(k′,−iln(z))m∗+,α(k′′,−iln(z))
iz
,
Iα+−(k
′, k′′) =
1
2
∫ pi
−pi
dkΩ(k)m+,α(k
′, k)m−,α(k′′, k) =
1
2
∮
C1
Ω(−iln(z))m+,α(k′,−iln(z))m−,α(k′′,−iln(z))
iz
, (B3)
while Iα−± can be obtained from I
α
+± by taking the complex conjugate and exchanging m+,α  m−,α. Note that
in Eq. (B3) we have first extended the integrals from (0, pi) to (−pi, pi) by exploiting the properties m±,α(k′, k) =
−m±,α(k′,−k), Ω(−k) = Ω(k), and then we have introduced the variable z = eik which transforms the original
integral into one along the circle C1 with unit radius centered at the origin of the complex plane.
In the space-time scaling limit of Eq. (34) each of the four integrals appearing in Eq. (B1) is dominated by the
regions in the (k′, k′′) plane where the phases ϕ±x,t are stationary and by the singularities of the integrands {Iα(k′, k′′)}
occurring in correspondence to these stationary points. In particular, the stationary-phase condition for ϕ±x,t(k) is
∂ϕ±x,t(k
′, k′′)
∂k′
= ∓vg(k′)t± x = 0,
∂ϕ±x,t(k
′, k′′)
∂k′′
= vg(k
′′)t− x = 0,
(B4)
where vg(k) is the group velocity defined after Eq. (41). Each of this stationary phase conditions has two solutions
k±(v) if x/t = v < vmax (where vmax is given by Eq. (57) for the harmonic chain) such that
cos(k±(v)) =
v2
ω2
±
√
v4
ω4
− v
2m2
ω4
− 2v
2
ω2
+ 1,
=
v2
ω2
± 1
ω2
√
(v2max − v2)(y2 − v2), (B5)
where
y =
m+
√
m2 + 4ω2
2
; (B6)
accordingly, the system in Eq. (B4) admits four pairs of solutions (k+, k+), (k−, k−), (k−, k+), and (k+, k−). The
integrands Iα±±(k
′, k′′) are, however, singular only for the stationary points (k′, k′′) = (k+, k+) and (k−, k−), at which
k′ = k′′. Accordingly, the integrals in Eq. (B1) can be computed, in the hydrodynamic limit, by expanding the
integrand around k′ ' k′′. The singular part of Iα++(k′, k′′) as k′ → k′′ can be extracted from Eq. (B3), with the
residue theorem, finding that
βl I
l
++(k
′, k′′) + βr Ir++(k
′, k′′) =
βl
4pii
Ω(k) + Ω(k′)
k′′ − k′ − 2iδ −
βr
4pii
Ω(k) + Ω(k′)
k′′ − k′ + 2iδ + regular terms as k
′ → k′′, (B7)
where we omitted terms that are regular as k′ → k′′ and that are therefore sub-leading in the space-time scaling
limit. The integrals Iα+−(k
′, k′′), Iα−+(k
′, k′′), and Iα−−(k
′, k′′) can be neglected for the same reason as these regular
terms, as they are not singular for k′ → k′′. Notice that the singularities of the matrix elements m±,α(k, k′), in
Eq. (A14) for the harmonic chains, are identical to those of the same coefficients in Eqs. (A7) and (A8) for the Ising
chain. The stationary-phase analysis for the fermionic case of the integral in Eq. (B1) proceeds therefore in the same
way as in the bosonic case outlined here and the expression for Iα++ is identical to that in Eq. (B7) upon replacing
Ω(k) ε(k), in agreement with the result of Refs. [42, 43]. By inserting Eq. (B1) for the right and left Hamiltonians
into Eq. (1) and by taking into account that the only singular contribution as k′ → k′′ comes from Eq. (B7), one
obtains Eq. (40) (with the replacement A(k) ΨR(k) for the harmonic chain) for the leading space-time dependence
ρ(x, t) of the density matrix in the hydrodynamic limit. The rest of the calculation, as outlined in the main text,
follows by changing variables to Q = k′ − k′′ and K = (k′ + k′′)/2 in the double integral in Eq. (40). Expanding
ϕ+x,t(k
′, k′′) around Q = 0, i.e.,
ϕ+x,t(k
′, k′′) = ϕ+x,t(K +Q/2,K −Q/2) = Q(x− vg(K) t) +O(Q2), (B8)
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and using the integral definition of the Heaviside step function Θ = limδ→0+
∫∞
−∞
dy
2pii
eixy
y−iδ , the result in Eqs. (41) and
(51) for the time-evolved density matrix ρ(v) in the hydrodynamic limit is eventually found.
Similarly, the calculation of the energy current can be done by writing the operator jE0 in Eq. (50) in terms of the
post-quench operators A(k) by using Eqs. (28) and (29), i.e.,
jE0 =
iω2
4
∫ pi
−pi
dk
∫ pi
−pi
dk′
2pi
√
Ω(k′)
Ω(k)
(e−ik − 1)(e−ik′ + 1) [A(k)A†(−k′)− A(k)A(k′) + A†(−k)A†(−k′)− A†(−k)A(k′)] ,
(B9)
and then by exploiting Eqs. (42) and (52) together with
Tr[ρ(v)A(k)A(k′)] = Tr[ρ(v)A†(k)A†(k′)] = 0, (B10)
for expressing the average over ρ(v) of bilinears in the post-quench modes. The very same procedure applies to the
energy density operator u0 and it is not reported here for brevity. The expression of J E(v) in Eqs. (53) and (54) can
be written as
J E(v) =
∫ pi
0
dk
2pi
Ω(k) vg(k) (f
−
βl
(k)− f−βr (k))Θ(vg(k)− |v|) =
∫ Ωmax
Ωmin
dΩ
2pi
Ω (f−βl(Ω)− f−βr (Ω))Θ(vg(Ω)− |v|),
=
∫ Ω+(v)
Ω−(v)
dΩ
2pi
Ω (f−βl(Ω)− f−βr (Ω)) =
∫ Ω+(v)
Ω−(v)
dΩ
2pi
Ω
(
1
eβlΩ − 1 −
1
eβrΩ − 1
)
, (B11)
where
Ω±(v) = Ω(k∓(v)) =
√
m2 + 2(ω2 − v2)± 2
√
(ω2 − v2 +mv)(ω2 − v2 −mv),
=
√
m2 + 2(ω2 − v2)± 2
√
(v2max − v2)(y2 − v2), (B12)
and k±(k) is defined in Eq. (B5) as the roots of the stationary-phase equations in Eq. (B4). Integrating the expres-
sion in Eq. (B11), the results reported in Eqs. (58) and (59) are eventually recovered by introducing the integral
representation of the function Y (x) in Eq. (60) [97]
Y (x) =
∫ ∞
x
dy
y
ey − 1 . (B13)
In order to determine the edge asymptotic of J E(v) in Eqs. (58), (59) and (60) as v → ±v∓max we start by noting
that Ω+(v) and Ω−(v) tend to coalesce in this limit to the value
Ω0 = Ω±(vmax) =
√
m
√
m2 + 4ω2, (B14)
and therefore
Ω−(v)− Ω+(v) = −2
√
v2max − v2 +O
(
(vmax − |v|)3/2
)
; (B15)
correspondingly, for the function Y(β, v) in Eq. (59), one can write
Y(β, v) = Y (βΩ−)− Y (βΩ+)
2piβ2
= − 1
2piβ2
β[Ω+(v)− Ω−(v)]Y ′(βΩ0) +O
(
(vmax − |v|)3/2
)
=
1
2pi
[Ω+(v)− Ω−(v)] Ω0 f−β (Ω0) +O
(
(vmax − |v|)3/2
)
, (B16)
where the last step follows from the integral representation of Y (x) in Eq. (B13). Inserting Eq. (B15) into Eq. (B16)
and eventually into Eq. (58), the result in Eq. (61) is obtained, i.e.,
J E = C1
√
v2max − v2 +O
(
(vmax − |v|)3/2
)
, (B17)
with C1 given by
C1 =
Ω0
pi
[f−βl(Ω0)− f−βr (Ω0)] =
Ω0
pi
(
1
eβlΩ0 − 1 −
1
eβrΩ0 − 1
)
. (B18)
As emphasized in the main text, when the mass m is set to zero, the edge behavior is still expressed by Eq. (61):
indeed, from Eq. (B18), we see that f−β (Ω0) → 1/(βΩ0) as m → 0 and therefore Eq. (61) remains valid with
C1 = 1/pi(1/βl − 1/βr).
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C. Fine structure of the edge of the propagating front for the harmonic chain: the Airy kernel
In order to study the sub-diffusive corrections to the edge behavior of the energy current J E , expressed by Eqs. (63),
(64), (66), and (67) of the main text, it is simpler to take the hydrodynamic limit by evolving directly in space and
time the operator in Eq. (B9) and eventually taking the trace over the initial state ρ0 in Eq. (1); this can be done
by writing the post-quench operators A(k) in terms of the pre-quench ones Ar,l(k) via Eq. (A15). The procedure is
completely analogous to the one followed in the main the text, where the space-time scaling limit is first taken on the
density matrix ρ(v), as done in Refs. [42, 43] for the quantum Ising model. Accordingly, we report here only the main
steps for the harmonic chain.
Following the procedure outlined above, it turns out that the dominant term in the hydrodynamic limit is
J E(x, t) = iω
2
4
∫ pi
−pi
dk
∫ pi
−pi
dk′
2pi
eϕ
+
x,t(k,k
′) [Ir++(k, k′) + I l++(k, k′)] g(k, k′), (C1)
where we have defined for brevity
g(k, k′) = (e−ik − 1)(eik′ + 1)
√
Ω(k′)
Ω(k)
− (eik′ − 1)(e−ik + 1)
√
Ω(k)
Ω(k′)
, (C2)
and Ir,l++ are given by Eq. (B7) after replacing Ω(k) and Ω(k
′) in the numerator with f−βr,l(k) and f
−
βr,l
(k′), respectively:
I l++(k, k
′) =
1
4pii
f−βl(k) + f
−
βl
(k′)
k′ − k − 2iδ and I
r
++(k, k
′) = − 1
4pii
f−βr (k) + f
−
βr
(k′)
k′ − k + 2iδ . (C3)
From the previous expression, introducing the variables Q = k − k′, K = (k + k′)/2 and expanding the phase ϕ+x,t to
first order in Q as in Eq. (B8), one readily obtains Eqs. (54) and (B11) as detailed in Appendix B. Here, however, we
are interested in the behavior of J E(x, t) for x ' vmaxt: in this case, higher-order terms in the expansion of the phase
ϕ+x,t become important and the profile at the edge of the propagating front qualitatively changes with respect to the
one predicted at the ballistic scale in Eq. (61). In particular, the two stationary points k±(v) in Eq. (B5) merge into
a unique solution ks as x ' vmaxt, obtained by setting v = vmax into Eq. (B5), where the group velocity is maximum
vg(ks) = vmax. The second derivative of ϕ
+
x,t therefore vanishes and the leading correction to the ballistic profile is
obtained by expanding to the third order in k − ks:
ϕ+x,t(k, k
′) = (k − ks)(x− vmaxt) + (k − ks)
3
3!
vmaxt+ (vmaxt− x)(k′ − ks)− (k
′ − ks)3
3!
vmaxt+O((k − ks)4), , (C4)
where we used the fact that Ω′′(ks) = 0, Ω(3)(ks) = −vmax, with Ω(k) is given in Eq. (23). In order to evaluate the
integral in Eq. (C1) from a saddle-point approximation around ks it is then useful to make the change of variables
k˜ = k − ks, k˜′ = k′ − ks and write
J E(x, t) = iω
2
4
∫ ∞
−∞
dk˜
2pi
∫ ∞
−∞
dk˜′
2pi
eϕ
+
x,t(k˜,k˜
′)g(k˜, k˜′)
(
f−βl(k˜) + f
−
βl
(k˜′)
2i (k˜′ − k˜ − 2iδ) −
f−βr (k˜) + f
−
βr
(k˜′)
2i (k˜′ − k˜ + 2iδ)
)
, (C5)
where we have extended the integrals to the whole real line as the regions with large k˜ and k˜′ do not contribute.
In the previous expression ϕ+x,t(k˜, k˜
′) is given in Eq. (C4). Since the cubic term in Eq. (C4) is expected to be the
dominant one, it is convenient to introduce the variables
K =
(
vmaxt
2
)1/3
k˜, Q =
(
vmaxt
2
)1/3
k˜′, (C6)
and the scaling variable X in Eq. (62). For the first contribution on the r.h.s. of Eq. (C5) we find, after expanding
the integrand around the saddle-point ks = 0,
iω2
4
(
2
vmaxt
)1/3 ∫ ∞
−∞
dK
2pi
∫ ∞
−∞
dQ
2pi
eiKX+iK
3/3−iQX−iQ3/3g(K,Q)[f−βl(K) + f
−
βl
(Q)]
2i (Q−K − 2iδ) =
=
iω2
4
(
2
vmaxt
)1/3
g(ks, ks)f
−
βl
(ks)K
A(X,X) =
(
2
vmaxt
)1/3
Ω(ks)vmax f
−
βl
(ks)K
A(X,X), (C7)
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where we have used the integral representation of the Airy kernel [96]
KA(X,Y ) =
∫ ∞
−∞
dK
2pi
∫ ∞
−∞
dQ
2pi
eiKY+iK
3/3−iQX−iQ3/3
i(Q−K − iδ) . (C8)
For the second contribution, instead, a bit more care is needed: in fact, one can notice that the sign of the infinitesimal
displacement δ in the integrand is opposite to that present in the definition of the Airy kernel in Eq. (C8). The k˜′
integral in Eq. (C5) therefore avoids the pole at k˜′ = k˜ from above and, by using the residue theorem, one can pull
the integration contour below the pole, thereby changing the sign of δ in Eq. (C5), at the price of subtracting the
residue at k˜′ = k˜. The latter is easily computed to be
−
∫ pi
−pi
dk
2pi
ω2sin(k)f−βr (k) = −
∫ pi
−pi
dk
2pi
Ω(k)vg(k)f
−
βr
(k) = 0, (C9)
and corresponds to the equilibrium value of the energy current for v > vmax, which is zero because, in the initial
equilibrium state in Eq. (1), the current vanishes. This fact applies also to other physical quantities, for example the
energy density, and the residue of the integral at k˜ = k˜′ gives the equilibrium value of the observable outside the
light-cone; this constant has to be added to the Airy kernel to give the correct edge-profile2. Accordingly, the second
contribution in Eq. (C5) can be analyzed in the same way as we did for the first one in Eq. (C7):
iω2
4
(
2
vmaxt
)1/3 ∫ ∞
−∞
dK
2pi
∫ ∞
−∞
dQ
2pi
eiKX+iK
3/3−iQX−iQ3/3g(K,Q)[f−βr (K) + f
−
βr
(Q)]
2i (Q−K − 2iδ) =
=
iω2
4
(
2
vmaxt
)1/3
g(ks, ks)f
−
βr
(ks)K
A(X,X) =
(
2
vmaxt
)1/3
Ω(ks)vmax f
−
βr
(ks)K
A(X,X). (C10)
Inserting Eqs. (C7) and (C10) into Eq. (C5), the results in Eqs. (63), (64), and (66) of the main text immediately
follow. When the mass m is set to zero, as mentioned at the end of Appendix B, f−β (Ω(ks)) → 1/(βΩ(ks)) and
Eq. (67) is obtained, with the scaling variable X in Eq. (68) as a consequence of the fact that for m = 0
lim
k→0±
Ω(3)(k) = ∓vmax/4. (C11)
D. Scaled cumulant generating function in the hydrodynamic limit: semi-classical derivation
In this appendix we report the main steps of the derivation of Eqs. (86) and (87) within the semi-classical description
of Sec. IV B.
Considering the case vg(k) > v and v > 0, one inserts Eq. (99) for ∆e(x, t; k) into Eq. (97), with x0(k) = x−vg(k)t <
0, y0(k) = x+ vg(k)t > 0, with the result
g(λ, x, t; k) =
[ ∏
x0(k)<y<0
〈e−λε(k)nβ(y)(k)〉sc
][ ∏
0<y<x
〈e−λε(k)nβ(y)(k)〉sc
][ ∏
x<y<y0(k)
〈eλε(k)nβ(y)(k)〉sc
]
=
[
〈e−λε(k)nβl (k)〉sc
]−x0(k) [〈e−λε(k)nβr (k)〉sc]x [〈eλε(k)nβr (k)〉sc]vg(k)t , (D1)
where the subscript “sc” denotes the semi-classical average as explained for Eq. (97) in the main text. From Eq. (100)
for the fermionic case and Eq. (101) for the bosonic one, g(λ, x, t; k) is readily computed
g(λ, x, t; k) = exp
(
− x0(k)[F (βlε(k))− F ((βl + λ)ε(k))]
)
exp
(
x[F (βrε(k))− F ((βr + λ)ε(k))]
)
× exp
(
vg(k)t[F (βrε(k))− F ((βr − λ)ε(k))]
)
. (D2)
2 We thank M. Kormos for suggesting this procedure to determine
this additive constant to the Airy kernel.
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By inserting the logarithm of the previous expression into Eq. (96) and by taking the hydrodynamic limit we eventually
find
G(λ, v) =
∫ pi
0
dk
2pi
Θ(vg(k)− v)
{
(vg(k)− v)[F (βlε(k))− F ((βl + λ)ε(k))] + v[F (βrε(k))− F ((βr + λ)ε(k))]
+ vg(k)[F (βrε(k))− F ((βr − λ)ε(k))]
}
, (D3)
where we inserted the Heaviside step function to explicitly enforce the constraint vg(k) > v. In the case vg(k) < v
one can proceed similarly, obtaining
g(λ, x, t; k) =
[ ∏
x0(k)<y<x
〈e−λε(k)nβ(y)(k)〉sc
][ ∏
x<y<y0(k)
〈eλε(k)nβ(y)(k)〉sc
]
=
[
〈e−λε(k)nβr (k)〉sc 〈eλε(k)nβr (k)〉sc
]vg(k)t
= exp
(
vg(k)t[F (βrε(k))− F ((βr + λ)ε(k))]
)
exp
(
vg(k)t[F (βrε(k))− F ((βr − λ)ε(k))]
)
, (D4)
and for the SCGF from Eq. (96)
G(λ, v) =
∫ pi
0
dk
2pi
vg(k)Θ(v − vg(k))
{
[F (βr ε(k))− F ((βr + λ) ε(k))] + [F (βr ε(k))− F ((βr − λ) ε(k))]
}
, (D5)
where, as above, the Heaviside step function has been introduced in order to enforce the constraint vg(k) < v. Adding
the expressions in Eqs. (D3) and (D5), using that Θ(v − vg(k)) = 1 − Θ(vg(k) − v), and performing the change of
variable k → ε(k) (Ω(k) in the bosonic case), the results in Eqs. (86) and (87) are eventually obtained. For v < 0, the
calculations are totally analogous to those described above, leading to Eq. (89).
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