Abstract. We consider two stationary versions of the Eden model, on the upper half planar lattice, resulting in an infinite forest covering the half plane. Under weak assumptions on the weight distribution and by relying on ergodic theorems, we prove that almost surely all trees are finite. We generalize the result to Eden model in graphs of the form G × Z+, where G is an amenable Cayley graph satisfying mild conditions. This generalizes certain known results on the two-type Richardson model, in particular of Deijfen and Häggström in 2007 [5].
Introduction
The Eden model was defined by Murray Eden in 1961 [6] . Consider the lattice Z d with the set of edges E. The Eden Model is commonly defined as a stochastic process with the state space {0, 1} E , supported on finite nearest neighbor connected sets. For 1 ≤ i ≤ d, let P[A 1 = ±e i ] = (2d) −1 , where e i are the standard lattice coordinate directions. Conditioned on A n , let ∂A n be the edge boundary of A n , and let P[A n+1 = A n ∪ {e}] = |∂A n | −1 , for every e ∈ ∂A n .
In Lawler, Bramson and Griffeath 1992, [12] it is claimed that computer simulations suggest that the Eden model does not converge to a Euclidean ball (proved for dimension greater than 10 6 in Kesten 1986 [9, Corollary 8.4] ). It seems that even though the Eden model appears to be the simplest aggregation process, it holds surprising geometric properties.
Itai Benjamini suggested to study a stationary version of known aggregation processes. The idea is to let aggregation processes grow from an infinite base graph, instead from a single point, and result in an infinite forest rooted at the base graph. A first attempt was made by Berger, Kagan and Procaccia [4] , where a stationary version of internal diffusion limited aggregation (SIDLA) was studied on the upper half planar lattice. The general philosophy of the project is to use the additional symmetry given by stationarity to obtain local behavior of aggregation processes. The holy grail of course is a stationary version of DLA. One can see that both in this paper and in [4] the analysis is model specific. An interesting open question is to find general framework to analyze stationary aggregation processes, in particular an appropriate version of stationary DLA.
In this paper we study a version of the Eden model on the graphs of the form G × Z + , where G is a Cayley graph of a countable, finitely generated, amenable group. For simplicity, we begin the discussion with the simplest case G = Z, when G × Z + corresponds to the planar lattice. The proof of this case contains the key ideas of the general case, while avoiding technical encumbrances.
For the special case G = Z we consider two variants of the model. Let H = Z × Z + be the upper half planar lattice with nearest neighbor edges E. Let H be the half planar directed lattice H = {(x, y) : x, y ∈ Z, x + y ∈ 2Z, y ≥ 0}, with directed edges E = {(x, x + θ l ), (x, x + θ r ) : x ∈ H}, where θ l = (−1, 1) and θ r = (1, 1). Set ∂H = Z × {0} and ∂ H = 2Z × {0}. For a subset A ⊂ H let ∂A be the edge boundary of A i.e. the set of edges that share exactly one vertex with A. For a set A ⊂ H, let ∂A be the set of directed edges in E emanating from A with end vertices in A c . Let µ be a measure supported on [0, ∞), such that [0,∞) xµ(dx) < ∞ and µ is non atomic. In the directed model we additionally need to assume (1.1) e νx µ(dx) < ∞, for some ν > 0.
Let P be the product measure µ E and P be the product measure µ E . Let ω(e) be the projection map of either measures. That is (ω(e)) e are independent random variables, distributes as µ. For every two points x, y ∈ H and a path of nearest neighbor E edges γ : x → y let
Abbreviate Γ(x, y), the set of nearest neighbor paths in E connecting x and y. Let d ω (x, y) = inf γ∈Γ(x,y) λ(γ). For A ⊂ H and x ∈ H, let d ω (x, A) = inf y∈A d ω (x, y). For every x ∈ ∂H, let (1.3) T (x, t) = y∈H {γ : γ ∈ Γ(x, y), λ(γ) = d ω (y, ∂H) < t} i.e. the set of edges that reside in a geodesic from some point to x ∈ ∂H. In the case of the directed lattice let Γ(x, y) be the set of directed paths from x to y, which consists of vertices x = x 0 , x 1 , . . . , x n = y, such that x i+1 − x i ∈ {θ l , θ r }. For every x, y such that Γ(x, y) = ∅ or Γ(y, x) = ∅, let d ω (x, y) = inf γ∈ Γ(x,y)∪ Γ(y,x) λ(γ), and d ω (x, A) = inf y∈A d ω (x, y) for A ⊂ H. Define (1.4) T (x, t) = y∈ H {γ : γ ∈ Γ(x, y), λ(γ) = d ω (y, ∂ H) < t}.
Let T (x) denote the tree generated by geodesics which end at x ∈ Z, that is T (x) = t>0 T (x, t) in the undirected case. Similarly, T (x) = t>0 T (x, t) in the case of the directed lattice.
In the special case where µ is the distribution of an exponential random variable we obtain a stationary versions of the Eden model, see Figure 1 for a graphical representation. By the memoryless property of the exponential distribution one can readily see that if we observe some tree T (x, t) ( T (x, t)), at time t, the next edge the tree will attempt to add is uniform over the boundary of the tree. If at the time of attempt the end of the edge is not occupied by any tree, the edge will be added. If it is occupied the edge will not be added. This is equivalent to the first passage percolation representation of the standard Eden model, where one considers all the geodesics emanating from the origin. This coupling was first considered by Richardson [14] , and was used by Kesten [9] to prove that the asymptotic shape of the Eden model in high dimension is not the Euclidean ball.
The main result of this paper is that under the two defined measures all trees are finite almost surely. If additionally we assume the condition (1.1)
The techniques developed in the proof of the undirected case of Theorem 1.1 generalize to graphs of the form G × Z + , where G is a Cayley graph of a finitely generated amenable group. We will require that for a fixed vertex x of G, the balls B n (x) of radius n around x in the graph G form a Følner sequence, and additionally satisfy
In particular, the condition (1.5) is satisfied for G = Z d and hexagonal lattice. More generally, it is true for any Cayley graph G of a group of polynomial growth, which is equivalent to having a nilpotent subgroup of finite index, see [8] . For the discussion of amenability and Følner sets see Section 4. Theorem 1.2. Let G be a Cayley graph of an amenable countable finitely generated group, and assume that for any x ∈ G balls B n (x) form a Følner sequence and satisfy (1.5) . If the distribution of ω(e) has no atoms, then
for all x ∈ G.
In Deijfen and Häggström 2007 [5, Theorem 1.1] the special case of G = Z d with exponential weights was proved. Deijfen and Häggström rely on the memoryless property of the exponential distribution. In our proof we aspired greater generality for future applications in other stationary models. It would certainly be interesting to try to relax the assumptions in the above theorem, or to study the model in other specific cases, e.g. when G is a regular tree. While the ergodic theorems are known in other settings, e.g. when G is a regular tree, amenability and (1.5) are used crucially in the proof of Lemma 4.4.
Returning our attention to the special case of G = Z, we prove that, although the trees are finite almost surely, they are quite large in the sense that they have infinite height means. For a set S ∈ H (S ∈ H) by h(S) denote the height of S, that is h(S) = max{j : (i, j) ∈ S}. Theorem 1.3. Assume that the distribution µ of ω(e) is supported on [0, ∞), has no atoms and satisfies (1.1) (in both the directed and undirected case). Then expected tree heights E[h( T (0))] and E[h(T (0))] are both infinite.
Note that the volumes | T (0)| and |T (0)| are at least as large as the heights h( T (0)) and h(T (0)), and so the expected volumes of trees are infinite as well. Other interesting quantities that reveal more about the geometry of the trees T (0) and T (0) include maximal width and the maximal displacement. To define these quantities, set j n l and j n r so that (j n l , n) and (j n r , n) are the left and the right endpoint of
Then define the n-th level size of the tree to be the size of the set T (0) ∩ {(k, n) : k ∈ Z} or T (0) ∩ {(k, n) : k ∈ Z} respectively, and the width of the tree to be max{j n r − j n l : n ≥ 0}. By Lemma 2.4 the expected n-th level size is less or equal than 1. By an analogous argument, the expected n-th level size, conditioned that the tree survives to level n is P[T (0) ∩ {(k, n) : k ∈ Z} = ∅] −1 , which by Theorem 1.1 converges to infinity as n → ∞. In other words, the typical tree at a typical level has a constant width, but the trees surviving to high levels typically have a large width.
Next we show that the stationary Eden model converges asymptotically to a line, which is of interest due to the fact that the asymptotic shape of the Eden model is still unknown. For a set A ⊂ H, define the inner vertex boundary ∂ in A as the set of all vertices of A which have a neighbor in A c . Theorem 1.4. Suppose that in addition to the assumptions of Theorem 1.1, µ also satisfies (1.1). Let C d,t denote the event that for all (i, k) ∈ ∂ in x∈Z T (x, t) such that −t ≤ i ≤ t,
There exist constants d > 0 and c > 0 such that for all t > 0, we have P[C d,t ] ≥ 1−e −ct 1/5 .
One dimensional case
In this section we study the simplest case G = Z and prove Theorem 1.1.
2.1. Notation. Throughout the paper we use the and¯notation for the directed and undirected model respectively. If a result refers to both models, we will omit the notation and¯to make it context neutral. Let Λ n denote the subgraph of H (H) whose vertices are of the form (i, k) for i ∈ Z and 0 ≤ k ≤ n, and which contains all edges between any two such vertices. We will use the same notation Λ n in both directed and undirected cases to reduce the notation. Let F n = σ{ω(e) : e ∈ Λ n } denote the σ-algebra generated by the weights of edges in the first n levels. Let γ(x) and γ(x) be the (almost surely unique) geodesics from x to ∂ H and ∂H respectively, that is the (random) path between x and Z × {0} which minimizes λ(τ ) among all paths τ between x and Z × {0}. Similarly denote the geodesics between vertices x and y by γ(x, y) and γ(x, y). Observe that y ∈ γ(x) (y ∈ γ(x)) implies that γ(x, y) ⊂ γ(x) (γ(x, y) ⊂ γ(x)). We will consider the edges in the paths γ(x) and γ(x, y) to be ordered starting from x. We use the notation γ k (x) to denote the path consisting of the first k edges of γ(x). Given the subgraph Λ n of either H or H, we can restrict the model to Λ n . In other words, for x, y ∈ Λ n we restrict the set of paths Γ(x, y) and Γ(x, y) only to paths between x and y whose edges stay in Λ n . In the directed case, the analogues of d ω , T (i), γ(x) and γ(x, y) will be denoted by d ω,Λn , T Λn (i), γ Λn (x) and γ Λn (x, y). Analogous notation will be use for the undirected case. In the case of directed lattice let T n (i) denote the n-th level of the tree, that is T n (i) = T (i) ∩ {(k, n) : k ∈ Z}. Observe that T n (i) = ∅ corresponds to the event that the tree T (i) (when rooted at i) is finite and of depth strictly less than n. Also it is clear that
For the full lattice however, we define
that is, the set of vertices whose lightest path to ∂H (among all paths in Λ n ) ends at i.
Observe that in the case of the full lattice T n (i) doesn't have to agree with
k ∈ Z}. While the latter doesn't have to be connected set, T n (i) is always connected in both the directed and the full lattice cases.
Lemma 2.1. In both the directed and undirected case (we use setting neutral notation), if
Proof. In the directed case the claim is trivial from the definition of T n (i). For the undirected case, assume that x ∈ T n (i). Then consider the geodesic γ Λn (x) and the last point y on this geodesic which intersects the level m, that is {m} × Z. Then the part of the geodesic γ Λn (x) between y and i minimizes the value λ(σ) over all paths σ between y and Z which are contained in Λ n . Since this path is also contained in Λ m , it also minimizes λ(σ) over all paths σ between y and Z which are contained in Λ m , which implies y ∈ T m (i).
Thus T m (i) = ∅.
To reduce the notation we will assume (without loss of generality) the mean edge weights are 1, that is E[w(e)] = 1.
Proof idea is based on the following killing argument from [4] : If the tree T (i) survives for a long time, with high probability we find a sequence of exceptional levels, such that with probability bounded away from zero, the tree dies out in a bounded number of levels. The following is a technical lemma which justifies the argument. Lemma 2.2. Assume that there is a positive integer N , δ > 0 and a sequence of integers n k converging to infinity, such that for every k there is an event A k ∈ F n k satisfying the following
Proof. Assume that P n {T n (0) = ∅} = p > 0. By Lemma 2.1, the events {T n (0) = ∅} are decreasing, and therefore P[A k ] ≥ δp for all k. Without loss of generality we can assume that the sequence n k satisfies n k+1 > n k + N . We can bound the probabilities of
where in the first inequality we used Lemma 2.1. The above yields lim k P[T n k (0) = ∅] = −∞ which gives the contradiction.
Remark 2.3. Note that in Lemma 2.2, we can replace the events {T n (0) = ∅} with any decreasing sequence of events B n , and the event n B n with replace {|T (0)| = ∞}. This will be used in Section 4, see Remark 4.3).
The killing attempt of each level will be performed by a local event of positive probability which causes geodesics to avoid a neighborhood of T n (i). The closing will be performed by the neighboring trees. For this argument we need to control the width of the level |T n (i)|. This follows an ergodic theorem, like in [4] . Lemma 2.4. For any n we have E[|T n (0)|] ≤ 1. In particular for any M > 0 we have
Proof. To justify the uniform boundedness of the expectations, use ergodicity with respect to left-right translations and the fact that the sets T n (i) are connected in Z. For the directed case, observe that the union of level sets
For any fixed n, the ergodic theorem yields
For the undirected case we need to bound from above the total width
For i ∈ Z let ν n (i) = |j − i|, where j is the endpoint of the geodesic γ Λn (i, n) from (i, n) to ∂H in Λ n . For a fixed > 0 consider z k = (1 + )k . Since the geodesics can not cross, the event {ν n (z k ) < k} implies that
and in particular
converges, and so for all but finitely many l's, we have
In particular, for any N > 0 this implies lim inf
Since > 0 was arbitrary, the ergodic theorem implies E[|T n (0)| ∧ N ] ≤ 1, and taking the limit N → ∞ and using the monotone convergence theorem yields E[|T
For the purpose of the following lemma, we set B r (T ) to be the set of edges at distance at most r from T ⊂ H or T ⊂ H. More precisely, B r (T ) is the set of edges incident to at least one vertex (k, l) for which there is (i, j) ∈ T such that |k − i| ≤ r and |l − j| ≤ r.
Lemma 2.5. For a finite set of edges S let A S be an event measurable with respect to {ω(e) : e ∈ S} and such that
Proof. By ergodicity,
it suffices to show that
In the directed case simply observe that by the monotonicity of A S with respect to S, the left hand side is bounded from above by
and use ergodicity. In the undirected case, use the same argument but restricted to the subsequence k l from the proof of Lemma 2.4. One gets that the left hand side of (2.1) for k = k l is at most lim sup
and use the ergodicity and the fact that > 0 is arbitrary. Corollary 2.6. Under the assumptions of Lemma 2.5 we have
2.2. Directed case. In the whole subsection we assume that random variables ω(e) satisfy the directed case conditions in Theorem 1.1. In particular we will assume the condition (1.1) to hold. For the killing argument in the directed case we will use Lemma 2.2, with events A n for which there are vertices x 1 and x 2 on the n-th level on different sides of T n (0) and close to T n (0), such that both d ω (x 1 , ∂ H) and d ω (x 2 , ∂ H) are not much larger than min{ d ω (y, ∂ H) : y ∈ T n (0)}. In order to achieve the lower bound on the probability P[A n ] we observe that A c n forces a geodesic in T (0) below level n not to deviate much from one of the two directions −θ l or −θ r . The technical details are contained in the following lemmas.
First we present an elementary abstract result. Lemma 2.7. Let A be an event and (X n ) n≥1 a process which non-decreasing on A. Assume that for some > 0 there exist positive integers k and N such that for every n ≥ N we have
Proof. Choose k and N as in the statement and let Y n = N +n−1 l=N
Since the process X n is non-decreasing, we have
which yields the claim.
denote the weight of the "heaviest" vertex in the cone above the origin. There exists a constant κ > 0 such that lim sup n W n /n < 1 − κ, P-almost surely.
Proof. Since W n is non-decreasing, it suffices to show the claim when taking lim sup along even values of n. For any vertex (k, n) where −n ≤ k ≤ n for both n and k even, d ω ((k, n), ∂ H) can be bounded from above by the length of a shortest path from the (k, 0) to (k, n) which never deviates more than distance 1 from the line (k, l), for 0 ≤ l ≤ n (see Figure 2 ). This can in turn be written as the sum of n/2 i.i.d. random variables where
Since random variables ω(e) are independent and have continuous distribution, the terms in the above sum have finite mean which is strictly less than 2 − 2κ, for κ small enough. Since the random variables ω(e) in the above sum have finite moment generating function in the neighborhood of zero, the estimate now follows by the large deviation principle and a union bound over all even values of k between −n and n.
For fixed positive integers M and k define the cylinders C l M,k and C r M,k as subgraphs of the directed lattice H induced by the vertices
respectively. We will also consider the translations of the cylinders C l M,k (x) = C l M,k +x−kθ r and C r M,k (x) = C r M,k + x − kθ l , centered so that the midpoint of the upper side is at x. Bottom-top paths in these cylinders are directed paths of length k going from the bottom side to the top side of the cylinder, that is γ = x 0 , x 1 , . . . , x k , such that x i ∈ C l M,k (x) and 
Proof. By large deviation estimates, each bottom-top path in C l M,k and C r M,k is either lighter than (1 − )k or heavier than (1 + )k with probability at most e −ck , where c depends only the edge weight distribution. For any fixed M , the total number of bottom-top paths in C l M,k and C r M,k is polynomial in k. The claim then follows by a union bound.
Define a subgraph of H in the shape of a pentagon as follows. For a vertex x ∈ H and integers M and k (M being even) let P M,k (x) be the subgraph of H whose set of vertices
is enclosed by the five sides:
and includes the vertices on the sides S b , S lr , S ll , S ur and S ul as well. Every edge between vertices w and y in P M,k (x), will be included in the graph P M,k (x), if at least one of w and y is not in S b ∪ S lr ∪ S ll ∪ S ur ∪ S ul . Define the modified edge boundary∂P M,k (x) as the set of edges whose both endpoints are in the set S b ∪ S lr ∪ S ll ∪ S ur ∪ S ul . These are exactly the edges which go along the sides S lr , S ll , S ur and S ul . See Figure 4 . Note that in the special case k = 0, the pentagon P M,0 (x) collapses into a triangle.
On the event T n (0) = ∅ denote by x n the vertex in T n (0) which minimizes d ω (x, ∂ H) among all x ∈ T n (0). For n ≥ k and even M , let A n,M,k denote the event that
Think of k above as being significantly larger than M . For such values of k, the geodesics γ(x n ) will necessarily intersect at least one of the above sets, but it might fail to intersect both if the γ(x n ) does not deviate much from the direction −θ l or −θ r for a significant amount of time.
Proof of Theorem 1.
First we prove that there is δ > 0 such that for M large enough there is some k M with lim sup n P[A n,M,k ] ≥ δ holding for all k ≥ k M . Assume the claim is not true. Then fix M and δ such that
and such that for arbitrarily large k we have
• there is an x ∈ T n (0) such that the minimal bottom-top path in one of the cylinders C l M,k (x) or C r M,k (x) has weight at most (1 − 2δ)k. We use Corollary 2.6 in the case when the events A S are defined so that for all x ∈ S minimal bottom-top path in one of the cylinders C l M,k (x) or C r M,k (x) has weight at least (1 − 2δ)k. By Lemma 2.9, we can find k 0 so that for n ≥ k 0 , we have
By the bounds on the probability of A n,M,k 0 and B n,M,k 0 , and Lemma 2.4 we now have
Now applying Lemma 2.7 with
this gives a contradiction with Proposition 2.8. For the basis of the construction of the events A k in Lemma 2.2 take an even M such that for any n
(guaranteed by Lemma 2.4), where δ is as above. For this particular value of M , find k 0 and a subsequence n l such that P[A n ,M,k 0 ] ≥ δ. For these values of M and k 0 choose 0 < ξ < ess sup ω(e) such that the event C n,M,k 0 defined as
and all x ∈ T n (0) has probability at least
for every n > k 0 . The existence of such ξ is guaranteed by Lemma 2.5 and since P[| T (0)| = ∞] > 0 gives a lower bound on the probabilities P[ T n (0) = ∅]. Finally define the event
Since both A n ,M,k 0 and C n ,M,k 0 are contained in { T n (0) = ∅}, the union bound gives
To apply Lemma 2.2 and finish the proof we only need to observe that for an appropriately chosen N the probabilities P[ T n +N (0) = ∅|A ] are bounded away from zero uniformly in . The rest of the proof is devoted to this. First define the points y l n and y r n as y l n = x n − (M, 0) and y r n = x n + (M, 0) (recall that M is chosen to be even). Observe that on the event A we have y l n / ∈ T (0) and y r n / ∈ T (0). Furthermore, on the event A the path γ k 0 (x n ) intersects the sides of the cylinders {y l n − iθ l : 0 ≤ i ≤ k 0 } and {y r n − iθ r : 0 ≤ i ≤ k 0 }, so choose points
Next take ξ 1 < ξ 2 such that both probabilities P(ω(e) > ξ 2 ) and P(ω(e) < ξ 1 ) are positive, and take a positive integer k 1 such that
Consider the pentagon P M,k 1 (x n ) and denote its lower left, lower right upper left and upper right sides with S ll , S lr , S ul , S ur . Consider the event
that is we require all the edges in P M,k 1 (x n ) to be heavier than ξ 2 and all the edges on the lower left, lower right, upper left and upper right sides of P M,k 1 (x n ) to be lighter than ξ 1 . Obviously, for fixed values of M, k 1 , ξ 1 , ξ 2 , on the event A the conditional probability P[D M,k 1 (x n )|F n ] is bounded away from zero, uniformly in . We show that given A , on the event D M,k 1 (x n ) we have (S ul ∪ S ur ) ∩ T (0) = ∅. Then T n +N (0) = ∅ for N = k 1 + M , since otherwise for any y ∈ T n +N (0), the path γ(y) intersects T n (0), and in particular either S ul or S ur . Thus for N = k 1 + M we get the lower bound
which is uniform in . The claim then follows by Lemma 2.2. Assume the contrary, that for some z ∈ S ul we have {z ∈ T (0)} ∩ A ∩ D M,k 1 (x n ) = ∅. On the intersection of these events denote p = T n k (0) ∩ γ(z). The part of the geodesics γ(z) between the points p to z contains at least k 1 edges from P M,k 1 (x n ), the other edges might be a part of the side S ul . Considering the path from y l n to z following the edges of S ll and S ul it is an easy observation that on the event D M,k 1 (x n ) we have
Considering an even i = 0 such that y l n ∈ T (i) observe that
This gives the contradiction. The fact that S ur ∩ T (0) = ∅ follows by symmetry.
2.3. Undirected case. The following lemma shows that for the proof of Theorem 1.1 in the undirected case it suffices to use Lemma 2.2.
Lemma 2.10. Almost surely, the tree is infinite if and only if all levels are non-empty:
Proof. It actually holds
To show this observe the fact that for any point y, we have γ(y) ⊂ Λ n , for n ≥ h(γ(y)).
Assume that {|T (0)| < ∞}. Observe that we only have finitely many neighbors of T (0). Take n = max y {h(γ(y))}, where the maximum is taken over all vertices y in the outer boundary of T (0). We claim that
and observe that the geodesic γ Λn (z) must contain a vertex y in the outer boundary of T (0). Then the geodesic γ Λn (y) connects y and 0. However, this is impossible, since by the choice of n we have γ Λn (y) = γ(y), and y / ∈ T (0). For the other direction, observe that by the proof of Lemma 2.4, for any fixed n and k, the size of T Λn (0)∩({k}×Z) has finite mean, and in particular is finite almost surely. Thus |T Λn (0)| < ∞ for any n, almost surely. Now assume that n {T n (0) = ∅} does not happen, that is there is a level n such that T n (0) = ∅. Then, by the above argument T (0) ⊂ Λ n , and thus T (0) ⊂ T Λn (0). In particular, |T Λn (0)| = ∞ has probability zero.
Let n be a positive integer and I a subset of consecutive vertices on the level n, that is I = {(i l , n), (i l + 1, n), . . . (i r , n)}. Let R I,k be the rectangle with base I ∪ {(i l − 1, n), (i r + 1, n)} and of height k, and S b , S l , S r and S u the bottom, the left, the right and the upper side of R I,k . More precisely, define S b , S l , S r and S u to be subgraphs with the sets of vertices
respectively. Set S b , S l , S r and S u to be the subgraphs induced by their respective sets of vertices, that is they contain all edges between any two of their vertices. Now define R I,k as a subgraph with the set of vertices
and include in R I,k all edges e = (x, y) between two vertices x and y of R I,k such that e / ∈ S b ∪ S l ∪ S r ∪ S u . Define a modified boundary of R I,k to be the union of subgraphs ∂R I,k = S l ∪ S r ∪ S u , that is we don't include the bottom side in the boundary.
Proof of Theorem 1.1. Again we apply Lemma 2.2. Assume that P[|T (0)| = ∞] > 0. By Lemma 2.10 we have that
By Lemma 2.4 for M large enough and any n we have
On the event T n (0) = ∅, denote the vertices T n (0) by (j, n) for j l ≤ j ≤ j r and define y l n = (j l − 1, n) and y r n = (j r + 1, n). Denote i l , i r ∈ ∂H such that y l n ∈ T n (i l ) and y r n ∈ T n (i r ). By definition, i l = 0 and i r = 0, however note that without further assumptions we can not claim that y l n and y r n are not in T (0). Now by Lemma 2.5 we can find positive real numbers ξ and δ such that for every n the event A n defined as
• ω(e) < ξ, for all horizontal edges e with at least one endpoint in T n (0)), has probability at least δ. Without loss of generality we can assume that there are numbers ξ 1 and ξ 2 such that ξ 1 < ξ < ξ 2 and such that both probabilities P(ω(e) < ξ 1 ) and P(ω(e) > ξ 2 ) are positive. We will show that for an appropriate choice of N , the probabilities P[T n+N (0) = ∅|A n ] are uniformly bounded away from zero, which by Lemma 2.2 proves the claim. Fix an integer N with the property that
Consider the rectangle R T n (0),N , and the event
Given the event A n the width of T n (0) is bounded by M + 2, and so the event R n,N puts constraints on weights of less than 2(M + 2)N edges. Thus P[R n,N |A n ] > δ, for some δ > 0 and all positive integers n. Next we prove that on the event R n,N ∩ A n we necessarily have T n+N (0) = ∅. By Lemma 2.2 this will finish the proof.
Assume that there is a vertex x ∈ T n+N (0). Denote the vertices in geodesics γ Λ n+N (x) by γ Λ n+N (x) = x 0 , x 1 , . . . , x k , x i = (j i , m i ), so that x 0 = x, |x i−1 − x i | = 1 and x k = (0, 0). Take index i 1 so that x i 1 is on level n, x i 1 −1 is on level n + 1, and x i does not go above level n for i > i 1 . More precisely, j i 1 −1 = n + 1, j i 1 = n and j i ≤ n for all i ≥ i 1 . Then it is a simple observation that x i 1 ∈ T n (0). Assume that there is an index i 2 < i 1 such that x i 2 is also on level n, that is j i 2 = n. Take the largest such index i 2 , that is j i > n for all i 2 < i < i 1 . Then observe that we have one of two possibilities:
• either x i 2 ∈ T n (0) and all edges in the part of γ Λ n+N (x) between the vertices x i 2 and x i 1 are in R T n (0),N , or • for some index i 0 such that i 2 < i < i 1 the point x i 0 is on the boundary∂R T n (0),N . The first scenario is impossible, since the part of the geodesic γ Λ n+N (x) between the points x i 2 and x i 1 would have the weight at least ξ 2 |i 1 − i 2 |, while connecting the points x i 2 and x i 1 with the horizontal line (with all the edges on the n-th level) has the smaller weight of at most ξ|i 1 − i 2 |. Therefore, we know the second scenario holds, and take the largest index i 0 such that i 2 < i 0 < i 1 and x i 0 ∈∂R T n (0),N . By the choice of i 0 it is clear that all the vertices and edges in γ Λ n+N (x) between x i 0 and x i 1 are contained in the rectangle R T n (0),N . Denote the points z 1 = x i 0 and z 2 = x i 1 .
Observe that the part of γ Λ n+N (x) appearing after z 2 coincides with the geodesic γ Λ n+N (z 2 ) = γ Λn (z 2 ). In particular d ω,Λ n+N (z 2 , ∂H) = d ω,Λn (z 2 , ∂H). Connecting y l n to z 2 by the shortest horizontal path and then using γ Λn (z 2 ) to connect to ∂H yields
∂H).
Assuming that z 1 is on the left side of the the rectangle, z 1 ∈ S l , observe that the part of the geodesic γ Λ n+N (x) between z 1 and z 2 has at least |z 1 − y l n | + |y l n − z 2 | edges in R T n (0),N , so on the event R n,N ∩ A n , the weight of this path is at least ξ 2 (|z 1 − y l n | + |y l n − z 2 |). Therefore,
On the other hand, the shortest path connecting z 1 to y l n has weight at most ξ 1 |z 1 − y l n |. Then traversing the shortest path connecting y l n to i l which stays below level n and making use of (2.4) gives
This gives the contradiction with (2.5). The case z 1 ∈ S r is handled in the same way by replacing the role of y l n with y r n . The case z 1 ∈ S u , when z 1 is on the upper side of the rectangle is handled analogously. Observe that now the part of the geodesics γ Λ n+N (x) connecting z 1 with z 2 has at least N edges in R T n (0),N so (2.5) is replaced by d ω,Λ n+N (z 1 , ∂H) ≥ ξ 2 N + d ω,Λn (z 2 , ∂H). On the other hand, the shortest path connecting z 1 to y l n with the edges in∂R T n (0),N which run along the upper and then along the left side of the rectangle has weight at most ξ 1 (M + N + 2). As in the previous case this yields
Comparing these two connections we obtain ξ 1 (M + N + 2) + ξ(M + 1) ≥ ξ 2 N , which is false by the assumption on N . This gives the contradiction and finishes the proof.
Tree height and shape
In this section, we first prove Theorem 1.3 for the directed case. Given Theorem 1.1, the proof is rather short.
Proof of Theorem 1.3, the directed case. Assume for the sake of contradiction that E[h(
By Borel -Cantelli we obtain that P-a.s. there exists some R > 0 such that h( T (x)) < |x| 2 for all |x| > R. By Theorem 1.1 all trees are finite almost surely. Thus | x∈[−R,R] T (x)| < ∞.
For |x| > R, the trees T (x) are of height at most x 2 so we know that their maximal widths max n | T n (x)| < x 2 . Therefore, none of these trees can cover points of the form (0, 2k), for k ≥ 0. We obtain that there are vertices in H which are not covered by any tree e.g.
. This is a contradiction to the construction of the process.
For the proofs of Theorem 1.3 in the undirected case and Theorem 1.4, we are using results about full lattice first passage percolation by Kesten [10] . For the sake of readability, we will use a weak interpretation of Kesten's result. Let P Z 2 be the product measure of µ over the edges of the full planar lattice Z 2 . Let B Z 2 (x, t) be the ball of radius t around x in the first passage percolation metric induced by
ω (x, y) is the minimal weight of any nearest neighbor path in Z 2 connecting x and y. Abbreviate B(x, t) = {y ∈ H : d ω (y, x) < t}. Since the measure P is a restriction of P Z 2 , we abuse notation and consider B(x, t) measurable events under the measure P Z 2 .
Proof of Theorem 1.3, the undirected case. Assuming that E[h(T (0))] < ∞ and following the computations from (3.1), we get that for all but finitely many x ∈ Z we have h(T (x)) ≤ x/2. The contradiction is reached as before, by showing that in fact for all but finitely many x ∈ Z the tree T (x) is contained in the Euclidean ball of radius 
with probability higher than 1 − e −cx 1/4 . On the other hand with the same probability d Z 2 ω (y, (u, 0)) < The next lemma is a weaker version of results found in [1] . We present a proof for the sake of completeness.
Lemma 3.1. For every t > 0, P Z 2 -a.s.
Proof. First note that for every x ∈ Z and t > 0,
For the other direction, let y ∈ B Z 2 (x, t). It suffices to show that y ∈ B(x , t) for some x ∈ Z. Then, if y ∈ T (x , t) we are done, and otherwise y ∈ T (x , t) for some x ∈ Z with d ω (x , y) ≤ d ω (x , y) < t, so in particular y ∈ B(x , t). To show the existence of such x observe that there exists a path from x to y, with edges e 1 , . . . , e n in Z 2 connecting x and y, satisfying n i=1 ω(e i ) < t. If this path is contained in H, then it is clear that y ∈ B(x, t) and set x = x. Assuming that this path is not contained in H, consider the last edge in H c and abbreviate it e l . If x is the vertex in Z incident to both e l and e l+1 , then the path e l+1 , . . . , e n is contained in B(x , t), that is y ∈ B(x , t) and we are done.
We can now prove Theorem 1.4.
Proof of Theorem 1.4. By Lemma 3.1
Therefore, we can replace
. By [10, Theorem 2], there exists some compact convex set D and c > 0 such that for
Furthermore, consider the event that for every x ∈ B t = [−t, t] × [2dt, ∞) the ball B Z 2 (x, t) does not intersect ∂H. Then the probability of this event is bounded by
Assume that both the events in (3.4) and (3.5) hold. Let
In particular B Z 2 (y, t) intersects ∂H. By the event in (3.4) it is obvious that w > dt(1 − t −0.1 ), because otherwise the point y would be in the interior of the ball B Z 2 ((v, 0), t). If w > 2dt, then by the event in (3.5) the set B Z 2 (y, t) does not intersect ∂H, which gives the contradiction. Therefore, assume that w ≤ 2dt. If w ≥ dt(1 + t −0.1 ), then by the event in (3.4) again the set B Z 2 (y, t) does not intersect ∂H, which again yields the contradiction. This finished the proof.
Remark 3.2. Note that by the recent results of Ahlberg [2] , one can relax the condition (1.1) in the undirected case of Theorem 1.3 and in Theorem 1.4. Namely it is sufficient to assume that E[ω(e) d+1+ ] < ∞ for any > 0.
General base graphs
We consider the graph G with the vertex set G × Z + in which vertices (x, m) and (y, n) are connected by an edge if either
• x and y are neighbors in G and m = n ≥ 1, or • x = y and m, n ≥ 0 with |m − n| = 1. This is equivalent to taking a Cartesian product of graphs G × Z + and removing the edges (but not the vertices) of G × {0}. The edges of G are not given an orientation. We will make further assumptions on the graph G. At the minimum we will assume G to be a Cayley graph of a countable finitely generated amenable group G, see the discussion below.
We will use symbols x, y, z . . . to denote the vertices of the graph G (that is the elements of the group G), while x, y, z . . . will denote the vertices of G. Similarly, while e and γ will denote an edge and a path of G, e, γ will denote edges and paths of G. For a set of vertices S in G by B n (S) denote the set of vertices of G at the distance no more than n from S. In particular B n (x) = {y ∈ G : d(x, y) ≤ n} will denote the ball of radius n around x ∈ G. Similarly, S n (x) = {y ∈ G : d(x, y) = n} will denote the sphere of radius n around x ∈ G. Note that we will consider paths as either a sequence of adjacent vertices or a sequence of adjacent edges, as we find convenient. For any two vertices x and y in G, denote by Γ(x, y) the set of all paths from x to y in G.
Note that the graph G naturally embeds into both G as x → (x, 0), and we will use this embedding without referring to it explicitly. In other words, vertex (x, 0) of G will be denoted simply by x. More generally, the set of vertices {(x, n) : x ∈ G} will be denoted by G n , so that in particular G 0 = G. We will use the notation (e, n) for the edge connecting (x, n) and (y, n) in G. Edge connecting (x, n) and (x, n − 1) in G will be denoted by (x ↓ , n). By Λ n we denote a subgraph of G consisting of vertices {(x, k) : x ∈ G, 0 ≤ k ≤ n} and every edge of G which connects two of these vertices. By P denote the projection mapping each vertex (x, n) of G to a vertex x of the graph G. For the edges of G we define P(e, n) = e, and note that projections of the edges of the form (x ↓ , n) are not well defined. However, for a path γ in G we will define its projection P(γ) to be a path in G, constructed by projecting only edges in γ which are of the form (e, n).
As before edges e of G are assigned i.i.d. non-negative continuous random variables ω(e). The induced measure is denoted by P. For a path γ consisting of edges e 1 , e 2 , . . . , e k denote by λ(γ) = k i=1 ω(e i ) the total weight of the path. For two vertices x and y of G we define
Note that d ω forms a random metric on the set of vertices of G.
with the natural embedding of G. For x ∈ G and t > 0 define
The complete trees are denoted as T (x) = ∪ t>0 T (x, t). One can define analogous quantities when restricted to a subgraph Λ n . For example, for x, y ∈ Λ n take Γ Λn (x, y) to be a collection of all oriented paths from x and y consisting only of edges in Λ n . Then, when Γ Λn (x, y) = ∅, define
The n-th level of the tree T (x) is defined similarly as before
Observe that unlike in the one dimensional case, the sets P(T n (x)) do not have to be
The geodesic path from x ∈ G to G will be denoted by γ(x). More precisely, γ(x) is the path in G such that
This path is assumed to start at x and end at G.The path consisting of only first k edges (and k + 1 vertices) of γ(x) will be denoted by γ k (x). Next, we recall the concepts of Cayley graphs of finitely generated groups and the geometric concept of amenability. First recall that for a finitely generated countable group G and a finite set of elements S ⊂ G which is symmetric (s ∈ S ⇔ s −1 ∈ S) and generates G, we can construct a graph whose vertices are elements of G, and such that vertices x, y ∈ G are connected by an edge if x −1 y ∈ S. It is an easy observation that for a fixed z ∈ G, the mapping x → zx is a graph isomorphism of G. In particular, every Cayley graph is transitive, that is for any two vertices x and y there is a graph isomorphism mapping x to y. These isomorphisms extend naturally to isomorphisms of G by (x, n) → (zx, n).
We will need the concept of amenability. We say that a group G is amenable, if for any finite set K ⊂ G and any δ > 0 there is a set F ⊂ G such that |F (KF )| ≤ δ|F |. A sequence of sets F n ⊂ G is called a Følner sequence if for any K ⊂ G and any δ > 0 the relation |F n (KF n )| ≤ δ|F n | holds for n large enough. Observe that in any Cayley graph of a non-amenable group, the number of elements in balls grows exponentially fast. To see this, simply take K above to be the set of generators, and F to be any ball. However, the other direction does not hold (e.g. lamplighter group).
We will need the following ergodic theorem by Lindenstrauss [13, Theorem 1.2] . To state the result we say that a Følner sequence (F n ) is tempered if there exists a constant C, such that for any n we have |
Theorem 4.1. Let G be an amenable group acting ergodically on a measure space (X, F, µ), let (F n ) be a tempered Følner sequence in G and let f ∈ L 1 (X, F, µ). For x ∈ G and ω ∈ X set f (x)(ω) = f (xω). Then µ-almost surely
As the following lemma shows, the condition that the Følner sequence is tempered, simply means passing the limit to a subsequence, see [13, Proposition 1.5].
Lemma 4.2. In an amenable group G every Følner sequence has a tempered Følner subsequence.
Note that it has been know for a while [15, 7] that Theorem 4.1 holds under stronger assumption, that F n is an increasing Følner sequence satisfying the Tempelman condition |F −1 n F n | ≤ C|F n |. However, for our main results in this section, this assumption is too restrictive.
Remark 4.3. The basic tree killing argument will be based on Lemma 2.2 which holds in the present generality. The statement and the proof of this lemma are identical so we avoid repeating (see also Remark 2.3). Lemma 2.1 extends to present generality as well. Note that in the statements one needs to replace the point 0 with a general x ∈ G.
In the proof of Theorem 1.2 we will need a generalization of Lemmas 2.4 and 2.5. The arguments are again based on an ergodic argument (Theorem 4.1), but the proof is somewhat more technical. In contrast with the one dimensional case we provide the bound on the width of all levels of T Λn (x). For the purposes of the following lemma, assume that for every finite subset S of the vertex set of (G) there is an event A S , such that the family (A S ) S satisfies
Lemma 4.5. Assume that the conditions of Theorem 1.2 hold. For all x ∈ G and all r > 0 and M ≥ 1
The following corollary is now straightforward.
Corollary 4.6. Assuming the conditions in Lemma 4.4 to hold, we have
We start with a technical lemma. For m ≤ n, let α n,m (x) denote the graph distance between the projections of the start and endpoint of the Λ n -geodesic from (x, m), that is
First we show that α n,m (x) has sub-exponential tails.
Lemma 4.7. If G is a transitive graph, then for every 1 ≤ k ≤ n we have 
The main object of interest is the graph generated by the open sites (vertices x ∈ V such that η x = 1) and edges connecting them. Note that the bond percolation model is constructed by assigning the i.i.d Bernoulli random variables to edges instead of sites. A classical result states that there is a critical value of the parameter p c ∈ (0, 1] such that for p < p c almost surely all the connected components of this graph are finite, while for p > p c there exist either one or infinitely many connected components. Furthermore, in the bond percolation, for p < p c the probability that there is an open path connecting a fixed vertex x to the sphere S k (x) decays exponentially in k, see [3] and the first version of [11] . Denote this event with A x,k . In the proof of the lemma above, we will need a related fact in the site percolation model, that for any c > 0 we can find p 1 such that for all p < p 1 we have P p [A x,k ] ≤ Ce −ck , for some C > 0. While the proof of the exponential decay for P p [A x,k ] for all p < p c is very involved, the above can be proven by a simple first moment computation. Observe that the event A x,k implies that there is a path from x consisting of k vertices, all of which are open. It suffices to show that for any fixed vertex x, the expected number of such paths is at most Ce −ck . Denoting by d the degree of vertices in G, there are at most d k paths from any vertex x, and the probability that any such fixed path contains only open vertices is exactly p k . Therefore, the expectation of the total number of above open paths is at most d k p k , which yields the claim.
Proof of Lemma 4.7. Fix an even value of k. For every y ∈ B k/2 (x) consider the sum S y,n = n i=1 ω(y ↓ , i). Fix a positive s, and say that a vertex y ∈ B k/2 (x) is open if S y,n > s, otherwise it's closed. This defines an i.i.d. site percolation on the ball B k/2 (x) with the percolation parameter p(s) = P(S y,n > s), whose value is independent of y. Clearly lim s→∞ p(s) = 0, so we can ensure that p(s) is as close to zero, by taking s large enough. Similarly as in the above remark, let A x,k/2,s denote the event that there is an open path connecting x to the sphere S k/2 (x). Fix c > 0. By Remark 4.8, we can find s 1 > 0 and C 1 > 0 such that P(A x,k/2,s 1 ) ≤ C 1 e −ck for all x ∈ G. Now for every edge e of G, let ω n (e) = min{ω(e, i) : 1 ≤ i ≤ n}.
Let B x,k/2,s be the event that there is a path γ in G starting from some y ∈ S k/2 (x) and consisting of k/2 edges such that
For a fixed path γ from y consisting of k/2 edges, we have
There are at most d k choices for the point y ∈ S k/2 (x), and for a fixed such y at most d k of paths γ. Therefore, for s 1 as above, we have that
Now selecting λ large enough we have P[B x,k/2,s 1 ] ≤ C 2 e −ck . Finally we claim that α n,m (x) ≥ k implies that either the event A x,k/2,s 1 or the event B x,k/2,s 1 happen (or both). To show this assume that α n,m (x) ≥ k happens and consider the geodesic γ Λn (x, m) from (x, m) to G inside Λ n . Consider the projection σ = P(γ Λn (x, m)) of γ Λn (x, m) (recall that we project only horizontal edges in γ Λn (x, m)). Denote by y = y 0 , y 1 , . . . , y k/2 the first k/2 vertices in σ. Denoting by z 0 be the first point in σ which is on the circle S k/2 (x), let z 0 , z 1 , . . . z k/2 be the following k/2 points in σ appearing after the first occurrence of z 0 . Note that vertices y 0 , y 1 , . . . , y k/2 appear in the path σ before the vertices z 0 , z 1 , . . . z k/2 . Denoting the edges connecting z i−1 and z i by e i , and assuming that k/2 i=1 ω n (e i ) > s 1 , we necessarily have S y i ,n > s 1 for all 1 ≤ i ≤ k/2. Otherwise we would be able to construct a lighter path from (x, m) to G by redirecting γ downwards to one of
, and since c > 0 was arbitrary the claim follows.
Lemma 4.9. Assume the conditions of Theorem 1.2 hold and fix a > 0 and x ∈ G. With probability one, for all but finitely many positive integers k we have
Proof. For a fixed n ≥ 1, define α n (x) = max 1≤m≤n α n,m (x). By Lemma 4.7, the tails P[α n (x) ≥ t] decay superexponentially in t. By the condition on ball growth (1.5) we can find ν > 0 such that
Denoting by d the degree in the graph G, we have |S k+i (x)| ≤ d i |S k | and by Lemma 4.7 for any c > 0 we have P[α n (x) > i] ≤ e −ci , for i large enough. Therefore, taking c > log d and k large enough, the above sum is bounded from above by
Taking c sufficiently large, the right hand side is summable and the claim follows.
Now we are ready to prove Lemma 4.4.
Proof of Lemma 4.4. Again let ν be a positive number such that lim sup
, which surely exists, since otherwise we would have lim sup k β(k) > −∞. Using Lemma 4.2 and passing to a subsequence, we can assume without loss of generality that both sequences of balls (B k l (x)) l and (B k l +c
Fixing an arbitrary N > 0, Lemma 4.9 then shows that for all but finitely many l we have
and applying Theorem 4.1 yields
for all x ∈ G. Since N and c > 0 are arbitrary, the claim follows.
Proof of Lemma 4.5. It suffices to show
Observe that the condition z j ∈ P(T n (y)) implies that no vertex z j can appear on the right hand side of the above inequality for different y's. Summing the above inequality over all y ∈ B k l (x) yields (4.3).
For the proof of Theorem 1.2 we need the generalized version of Lemma 2.10.
Lemma 4.10. Almost surely, the tree is infinite if and only if all levels are non-empty:
Proof. The proof is analogous to the proof of Lemma 2.10. In particular, it holds that
which is proven in the same way as in Lemma 2.10.
For the other direction, Lemma 4.4 implies that |T Λn (x) ∩ G m | is finite almost surely, which implies that T Λn (x) is finite almost surely. If T n (x) = ∅ for some n, then T (x) ⊂ Λ n . This is because, otherwise for any y ∈ T (x) such that y ∈ G k for k > n, the last point in γ(y) intersecting G n would be contained in T n (x). This yields T (x) ⊂ T Λn (x). Consequently,
|T (x)| = ∞ has probability zero.
Let S be a set of vertices at the level n, that is S ⊂ G n . We define Cl v n (S), the level n vertex closure of S, as the set of vertices of the form (y, n) which are either elements of S, or have a neighbor in S. The level n edge closure Cl e n (S) of S is defined as the set of edges connecting two vertices in Cl v n (S), and the level n vertex boundary ∂ v n S of S is defined as Cl v n (S)\S. For L > 0 define the cylinder C L (S) with the base S and height L as the subgraph of G whose vertices are (y, k) for y such that (y, n) ∈ Cl v n (S) and k such that n ≤ k ≤ n + L. The edge set of C L (S) consists of all edges of G which connect any two vertices of C L (S). Furthermore, we define the side vertex and edge boundary of C L (S) as
respectively. The top vertex and edge boundary of Cyl L (S) as
e ∈ P(Cl e n (S)}, respectively. Finally the interior vertex set In v (C L (S)) and the interior edge set In e (C L (S)) are defined as the set of vertices of the form {(y, k) : y ∈ S, n < k < n + L}, and the set of edges of C L (S) which are not in Cl e n (S) ∪ ∂ e s C L (S) ∪ ∂ e t C L (S), respectively. Note that the set S does not have to be contained in G.
By Lemma 4.4 we have for M large enough
Given such a value of M . For κ > 0 and a fixed vertex x consider the event D n = {1 ≤ |T n (x)| ≤ M, ω(e) < κ, for all e ∈ Cl e n (T n (x))}.
We apply (4.1) in Lemma 4.4 in the case when A S is the event defined as ω(e) < κ, for all e ∈ Cl e n (S). We obtain
Since M is fixed, by taking κ large enough, but still smaller than the maximum of the support of ω(e), we can make the term P[A c B M (x)×n ] arbitrarily small, so that
for all n. Fix such a value of κ and take two values κ 1 and κ 2 such that κ 1 < κ < κ 2 and such that P[ω(e) < κ 1 ] > 0 and P[ω(e) > κ 2 ] > 0, and take an integer L such that
Consider the event S n,L for which ω(e) < κ 1 for all e ∈ ∂ e s C L (T n (x)) ∪ ∂ e t C L (T n (x)) and ω(e) > κ 2 for all e ∈ In e (C L (T n (x))). If 1 ≤ |T n (x)| ≤ M the event S n,L puts constraints on at most (3d+2)M L edges, where d is the degree in graph G. Moreover, these constraints are on the weights of edges outside of Λ n , so on the event D n we have P[S n,L |F n ] ≥ δ, for some δ > 0 and all n. By Lemma 2.2 (see also Remark 4.3), it is sufficient to show that on the event D n ∩ S n,L we have that T n+L (x) = ∅, and the rest of the proof is dedicated to this. Assume that each of the events D n , S n,L and T n+L (x) = ∅ happen. Choose a vertex y 0 = (y, n + L) ∈ T n+L (x) such that the geodesic γ Λ n+L (y 0 ) has the smallest number of edges among all γ Λ n+L geodesics from a vertex in T n+L (x) to G. Label the vertices in γ Λ n+L (y 0 ) starting from y 0 by y 0 , y 1 , . . . , y m = x. Let k ≥ 1 be the smallest index such that y i ∈ Λ n , for all i ≥ k, and denote y k = (y k , n). It is easily observed that y k ∈ T n (x) and d ω,Λ n+L (y k ) = d ω,Λn (y k ). Furthermore, the vertex y k−1 is the neighbor above the vertex y k , so in particular y k−1 ∈ In v (C L (T n (x))). We claim that we can find an index l, 0 ≤ l < k − 1 such that y l ∈ ∂ v t C L (T n (x)) ∪ ∂ v s C L (T n (x)) ∪ Cl v n (T n (x)) and that y i ∈ In v (C L (T n (x))) for all l < i < k. Observe that it suffices to show that there is some index l such that 0 ≤ l < k − 1 and
then we simply take l to be the largest such index. If for all 0 ≤ i ≤ k we have y i ∈ C L (T n (x)), then necessarily y 0 ∈ C L (T n (x)) ∩ G n+L = ∂ v t C L (T n (x)), so (4.4) is satisfied for l = 0. Otherwise, take j to be the largest index smaller than k such that y j / ∈ C L (T n (x)), and observe that then (4.4) is satisfied for l = j + 1.
In either case we proved the existence of the index l satisfying (4.4) and y i ∈ In v (C L (T n (x))) for all l < i < k. Now we argue that the event D n ∩ S n,L implies that y l / ∈ Cl v n (T n (x)), so
). Assume that y l ∈ Cl v n (T n (x)) and project the path y l , y l+1 , . . . , y k onto G to obtain a path in G whose vertices we denote by z 0 , z 1 , . . . , z r with r ≤ k − l. The path connecting vertices y l = (z 0 , n), (z 1 , n), . . . , (z r , n) = y k has weight at most rκ. The sequence y l , y l+1 , . . . , y k defines a path consisting of exactly r "horizontal" edges in In e (C L (T n (x))). The total sum of weights of these edges is at least rκ 2 > rκ. In particular the path (z 0 , n), (z 1 , n), . . . , (z r , n) connecting y l and y k is lighter than the part of the geodesic connecting these two vertices, which yields a contradiction. Therefore weweight at most (M + L)κ 1 . By the choice of L we have (M + L)κ 1 < Lκ 2 − 2M κ, which finishes the proof.
4.1. Tree height moments. We finish the paper with the discussion of the tree height moments. In the result below we apply the arguments from the G = Z case, which now show that certain higher moments of tree heights are infinite. is finite. By Borel-Cantelli, we have that h(T (y)) ≥ |y|/2, for only finitely many y ∈ Z d . The rest of the proof is analogous to the G = Z case. Namely, use [10, Theorem 2] to show that for all but finitely many y ∈ Z d , the maximal displacement of P(T (y)) from y is less than 3|y|/4. Therefore, for only finitely many y ∈ Z d , the tree T (y) reaches a point of the form (0, k) for k ≥ 0. Now the claim follows since all trees T (y) are finite almost surely. T (x, t)
with probability of at least 1 − e −ct 1/5 , for some c > 0.
