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A B S T R A C T
Due to their potential use as an internal reference, memory colors have proven to provide
an excellent conceptional approach for the color rendition evaluation of white light sources
in terms of predicting visual appreciation. However, there are still some major drawbacks
that can be identified in the principal design of existing memory-based or memory-related
color quality metrics, of which the most severe is most likely that none of them were devised
under realistic adaptation and viewing conditions. With the aim of contributing to a more
comprehensive understanding of the nature of memory colors, a new experimental approach
based on the color appearance rating of real familiar test objects perceived in a more realistic
contextual viewing environment should therefore be presented as a main part of the current
thesis trying to overcome the shortcomings of previous work. Besides attempting to draw
universally valid conclusions about the memory colors’ general characteristics, additional
focus should be on the investigation of the impact of both the white point of adaptation
and the observers’ cultural background on the memory color assessments. By providing a
comprehensive statistical analysis of the experimental data, it is shown that a significant
effect on the observers’ color appearance ratings can be reported for these two potential im-
pact factors. With the corresponding dependencies being eventually known, a further goal
of the current work should be the development of an improved memory-based color qual-
ity metric providing a superior tool for developers and manufacturers that can be used for
the optimization of state-of-the-art lighting solutions in cases where visual appreciation and
high user acceptability are more important than color fidelity. In order to validate the ex-
cellent predictive performance of this new metric proposal, the results of a comprehensive
meta-correlation analysis based on the data of several different psychophysical studies are
additionally reported. From this evaluation, it can be concluded that the newly proposed
color quality metric outperforms all alternative approaches considered in the analysis mak-
ing it an excellent choice to finally replace the CIE general color rendering index (Ra) in its
use as an optimization criterion for modern light sources to achieve high visual appreciation
and observer preference for which the latter has actually not been intended at all.
v

Z U S A M M E N FA S S U N G
Aufgrund ihrer per Definition gegebenen Eigenschaft als interne Bewertungsreferenz für die
Beurteilung der Farberscheinung wohlvertrauter Objekte zu dienen, können Gedächtnisfar-
ben prinzipiell für die farbmetrische Beurteilung der Farbwiedergabeeigenschaften weißer
Lichtquellen in Bezug auf visuelles Gefallen herangezogen werden. Aktuell zur Verfügung
stehende, gedächtnisfarbenbasierte Farbqualitätsmetriken weisen jedoch einige deutliche De-
fizite auf, wobei die Tatsache, dass keine dieser Metriken unter Berücksichtigung realisti-
scher Adaptations- und Bebobachtungsbedingungen abgeleitet wurde, wahrscheinlich als
das schwerwiegendste zu betrachten ist. Mit dem Ziel, ein umfassenderes Verständnis von
der Natur der Gedächtnisfarben zu erlangen, wurde daher im Rahmen dieser Arbeit eine
neue Probandenstudie zur Untersuchung der Bewertung der Farberscheinung realer, wohl-
vertrauter Objekte konzeptioniert und entsprechend durchgeführt. Zur Überwindung der an-
gesprochenen Defizite bisheriger Arbeiten wurde den Probanden ein kontextbezogenes Still-
leben in einem entsprechend möblierten, der Realität nachempfundenen Experimentierraum
präsentiert, dessen Farberscheinung diese dann hinsichtlich ihrer Präferenz bewerten soll-
ten. Abgesehen von dem Versuch, allgemeingültige Rückschlüsse über die grundsätzlichen
Eigenschaften von Gedächtnisfarben abzuleiten, wurden zusätzlich sowohl der Einfluss der
Adaptationsbedingungen als auch des kulturellen Hintergrunds der Probanden auf deren
Bewertung der Gedächtnisfarben untersucht. Basierend auf der Durchführung einer umfas-
senden, statistischen Analyse konnte gezeigt werden, dass diese beiden Faktoren nachweis-
lich einen signifikanten Einfluss auf die Farberscheinungsbewertung der Probanden haben.
Unter Kenntnis der entsprechenden Abhängigkeiten wurde als weiteres Ziel dieser Doktor-
arbeit eine neue, auf Gedächtnisfarben basierende Farbqualitätsmetrik entwickelt, welche
im Vergleich zu bestehenden Metriken, speziell in Fällen, in denen das visuelle Gefallen
und die Nutzeraktzeptanz eine wichtigere Rolle spielen als das Erreichen einer hohen Farb-
treue, sowohl für Entwickler als auch Hersteller ein deutlich besseres Werkzeug für die Op-
timierung von State-of-the-Art Lichtlösungen darstellt. Ausgehend von einer umfassenden
Meta-Korrelationsanalyse, basierend auf den experimentellen Daten mehrerer psychophysi-
kalischer Studien zur Thematik der Farbpräferenz, konnten die herausragenden Vorhersa-
geeigenschaften der neuen Farbqualitätsmetrik nachgewiesen werden. Es konnte darüber
hinaus gezeigt werden, dass dieser neue Vorschlag im direkten Vergleich besser abschneidet
als alle möglichen Alternativen, die im Rahmen dieser Arbeit betrachtet wurden, so dass
einer Ablösung der bisher (fälschlicherweise) weitesgehend verwendeten CIE Ra Metrik für
die Optimierung von Lichtquellen zum Erreichen einer hohen Farbpräferenz durch die neu-
vorgeschlagene Farbqualitätsmetrik schlussendlich nichts mehr im Wege stehen sollte.
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Part 1
I N T R O D U C T I O N
"The whole of science is nothing more
than a continuous refinement of every-
day thinking"
– Albert Einstein [2]
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I N T R O D U C T I O N
Since the advent of the first commercially available incandescent light bulbs more than 130
years ago [3, 4], fuel-based light sources such as candles, oil lamps, and gas lanterns got
more and more replaced by electrically driven illuminants. Soon, these new light sources
became an indispensable part of people’s daily lives and a driving force in the evolution of
our modern society, even though lighting-related research in the early days was only about
increasing luminous efficiency and life time [5–7]. This, however, drastically changed with
the commercialization of fluorescent gas-discharge lamps by the end of the 1930s. Being
based on the physical principle of converting ultraviolet radiation into visible light via the
application of fluorescent coating materials, these light sources offer – in contrast to incan-
descent light bulbs – greatly enhanced spectral flexibility. Whereas the emitted light spectra
of incandescent light sources are more or less fixed with correlated color temperatures of
approximately 2700 K, the spectra of fluorescent lamps can be varied over a wide range of
possibilities simply by altering the mixture of the fluorescent coatings inside the lamp tube [8,
9]. Hence, fluorescent gas-discharge lamps can be tailored to almost any desired color tem-
perature ranging from warm-white at 2700 K through neutral-white at 4000 K to cool-white
at 4500 K. To some extent, even the daylight phases at 5000 or 6500 K, resulting in a more
bluish-white, can be spectrally imitated with these kind of light sources [10–12].
The new spectral flexibility in designing light emitting devices entailed an increased de-
mand for advanced research on spectral optimization for improving the color appearance of
illuminated objects. At the same time, first attempts were made to evaluate and quantify the
ability of artificial light sources to render object colors [13–15]. Based on these efforts, the
CIE published in 1965 a recommendation to evaluate the color rendering properties of light
sources by calculating an average color rendering index (CRI) Ra using a test sample method
[16, 17], which mathematically compares the color appearance of some test samples illumi-
nated by a test source to the color appearance of the same samples illuminated by a reference
source. By definition, a value of Ra = 100 is attributed to the reference light source and the
maximum value a test light source can achieve in case that the calculated color differences of
the test samples under reference and test illuminant are negligibly small.
However, as the experienced reader may know, a high CRI value as an objective measure
does not necessarily mean high end-user acceptance and visual appreciation [18–22]. In gen-
eral lighting applications (e.g., home, office, factory, restaurant,...), in the shop and retail
sector as well as in the film industry one is usually more interested in the perceived color
quality of the lighting [23], which is a quite subjective aspect of how appealing real objects
look like for the observer. In this context, several former studies revealed that preferred object
colors tend to require an additional amount of saturation compared to the actual object colors
under reference illumination [24–31]. In order to evaluate the degree of preference to which
an artificial illuminant renders object colors, some additional metrics like Sanders’ preferred
color index [26], Judd’s flattery index [27], and Thornton’s color preference index [30] have
been defined, all of which, in contrast to the CRI, focus on the more subjective aspects of
lighting color quality.
Besides color preference, another concept has been introduced to assess the color quality
of artificial light sources – the concept of memory colors. In psychology, the term "memory
color" has been known since the late 19th century. Following the definition of Hering [32],
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it describes "the color in which we have most consistently seen the external object" and which,
therefore, is "indelibly impressed on our memory". In other words, the term "memory color" is
used to describe the color appearance an individual observer has in mind when thinking of
or looking at certain familiar objects, i.e., objects that are frequently visually experienced in
the course of a lifetime. Even though this creates a relatively stable but also very personal
standard on how the color of familiar objects should look like for the individual observer,
memory colors of different observers are typically more general in their characteristics as
one might expect at first glance [33].
First experiments aiming to quantify the human assessment of memory colors were con-
ducted by Newhall and Pugh [34] published in 1957 and by Bartleson [35] published in 1960.
Both experiments investigated the memory colors of familiar objects (e.g., green grass, skin,
red brick, blue sky,...) using a large number of Munsell color patches which were presented
to the observer under controlled experimental conditions. The results of both experiments
indicated that memory colors often tend to be exaggerated towards the typical or dominant
hues commonly associated with these objects, i.e., the color of grass is recalled greener, the
color of a brick is recalled redder, etc. than their average measured colors [24, 36]. Further-
more, the data showed a tendency of the memory colors – similiar to those of the preferred
colors – to appear more saturated than the actual object colors, an overall trend which has
been confirmed in various subsequent experiments [31, 33, 37–41].
In recent years, both memory and preferred colors have extensively been studied in various
fields of color research, such as color constancy [42–44], color reproduction [33, 39, 45–51],
and of course color rendering [23, 26, 27, 30, 52–54]. As stated by Smet et al. [55], memory
colors basically provide cues to the visual system which may serve as an internal reference
in the assessment of color appearance and color quality. In addition, they have also been
suggested to notably contribute to the mechanisms of color constancy by guiding the visual
system in the process of assigning suitable colors to objects irrespective (at least to some
degree) of the perceived illuminant [43, 44].
Hence, indication is given that memory and preferred colors may provide very powerful
concepts in the evaluation of color rendering properties of white light sources beyond the
scope of color fidelity which emphasize the more subjective aspects of color quality that are
responsible for the preference of a perceived illuminated scene. For this reason, the current
thesis should mainly focus on the application of both concepts in the context of color rendi-
tion evaluation in terms of attractiveness and visual appreciation. Based on the work of Smet
et al. [23, 40, 53, 54], it can be concluded that with their ability to serve as an internal reference
in the assessment of color appearance and color quality, memory colors, in particular, play a
crucial role in the rating of visual appreciation of modern light sources, which conceptionally
resulted in the creation of the first and so far only purely memory-based color quality metric
intended to replace the CRI in applications where achieving a high fidelity is not the only
goal. However, their research on closer examination also revealed some major drawbacks and
shortcomings which will be discussed in a later chapter of this thesis. The intention of this
work, therefore, is to develop a new memory-based color quality metric for the evaluation
of the color rendition of arbitrary white light sources which addresses the shortcomings of
previous definitions and exhibits a significantly better performance in predicting observers’
preference ratings.
In order to achieve this goal while keeping the reading of this thesis as comprehensible as
possible, the individual chapters are organized as follows. In Chapter 2, an introduction to
the basic CIE colorimetry as applied in the subsequent chapters will be given. The presented
theory should help the reader to get a better and faster access to the achieved research
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results. Based on these considerations, various methods of specifying the color rendering
properties of white light sources will be presented in Chapter 3, where the focus of discussion
should be put on the existing preference- and memory-based color quality metrics of Sanders,
Judd, Thornton, and Smet et al.. Chapter 4 is one of two main parts of the current thesis.
This chapter summarizes the results of several psychophysical experiments conducted by the
author to investigate how human beings assess memory colors of real familiar objects under
realistic immersive viewing and adaptation conditions. Furthermore, it should be figured out
whether or not variations in the adaptation conditions and the cultural background of the
observers have a significant impact on the memory color assessments. Based on the reported
findings, an updated and improved memory-based color quality metric should be presented
in Chapter 5, which is the second main part of the current thesis. In order to prove that this
newly proposed metric outperforms all alternative approaches, a meta-correlation analysis
including experimental data of several different visual studies investigating color preference
ratings of human observers in both metameric and multi-CCT lighting scenarios will be
performed. Finally, the thesis will be completed in Chapter 6 with some concluding remarks
and a comprehensive outlook on future research intentions.
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Part 2
I N T R O D U C T I O N T O B A S I C C O L O R I M E T RY
"Color was not given to us in order
that we imitate nature. It was given
to us so that we can express our emo-
tions"
– Henri Matisse [56]

2
I N T R O D U C T I O N T O B A S I C C O L O R I M E T RY
This chapter gives an introduction to the basics of CIE colorimetry which should help the
reader to get a better and faster conceptual access to the research results presented in the
subsequent parts of this thesis. Special emphasis should be put on the psychophysical con-
cept of color from a lighting engineering point of view. In this context, the aim of the CIE
colorimetry is to derive a universally valid mathematical description of the way how human
beings perceive colors of illuminated objects in a complex and realistic scenery. Due to signif-
icant inter-personal variations and the general complexity of the cognitive signal processing
in the human brain involved in the perception of color, this of course is a very challenging
task which has not yet been solved in an entirely satisfying manner. Nevertheless, significant
progress has been made since the CIE’s first attempts to cast the human perception of colors
into formulas resulting in a quite huge variety of sophisticated color appearance models and
perceptual uniform color spaces. Starting with the fundamental CIE colorimetry of the 1930s,
the following sections should give an overview of this progress from the early beginnings to
the latest color appearance model recommended by the CIE.
2.1 fundamental cie colorimetry
The concept of color can be conceived as a sensation caused by neural stimuli of the pho-
toreceptor cells of the human eye which are processed in specific regions of the human brain
eventually leading to something one would simply call a color impression. The reason for
this neural stimulation is the incidence of light through the pupil of the eye and onto the
retina which basically contains three different types of photoreceptor cells being responsi-
ble for color vision [57–61]. These are the so-termed L-, M-, and S-cones which stands for
long, middle, and short wavelength, respectively, designated to characterize the maximum of
their spectral sensitivities. These also called cone fundamentals l(λ), m(λ), and s(λ) which
are illustrated in Fig. 2.1 for descriptive purposes can either be determined from the out-
come of certain color matching experiments [62–64] or by direct microspectrophotometric
measurements on the human eye [65–67]. As stated by the CIE [64], the cone fundamentals
basically depend on both the effective field of view and the age of the individual observer
so that corresponding formulas for their calculation were given and should be used where
applicable.
When light is absorbed in the cones of the retina, their photosensitive pigments are excited
leading to variations in the electrical potential which are processed by a series of relay cells
and eventually transmitted through a nerve fiber to the human brain. On their way, the sig-
nals of the different cone types are interconnected by neurons and encoded for transmission
resulting in one achromatic (L+M) and two chromatic signals (L−M) and ((L+M)− S) that
have to be interpreted in the brain cortex [57, 68]. The two chromatic signals basically define
the red-green and blue-yellow perception, respectively. In conjunction with their achromatic
counterpart, the neural processing of these signals finally leads to the perceptual color at-
tributes of brightness, hue, and colorfulness which determine the perceived color impression.
According to Hunt [68], these attributes can be comprehend as follows:
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Figure 2.1 – Normalized cone sensitivities of the human eye measured as a function of wavelength which
create the basis of photopic vision. Please note that the cone fundamentals basically depend on both the
effective field of viewing and the age of the individual observer. Hence, the curves plotted here are for
descriptive purposes only and were reproduced from the data provided by Stockman et al. [62, 63].
brightness Attribute of a visual perception according to which an area appears to ex-
hibit more or less light so that the adjectives bright or dim can be associated with it.
hue Attribute of a visual perception according to which an area appears to be similar to
one, or to proportions of two, of the perceived colors red, yellow, green, and blue.
colorfulness Attribute of a visual perception according to which an area appears to
exhibit more or less of its hue.
Hence, the mathematical evaluation of color vision from known spectral power distribu-
tions (SPDs) of light sources resulting in a quantification of the perceptual attributes can in
principle be described on basis of the cone fundamentals. However, from a historical point of
view it was impossible to measure the spectral sensitivities of the cones and their distribution
on the retina with the necessary precision so that instead trichromatic color matching was
used to create a proper basis for a system of color measurement in order to mathematically
describe the perception of color [69].
As can be seen from Fig. 2.2, which schematically shows the corresponding experimental
setup, a monochromatic reference stimulus produced by illuminant C and a compound color
as a result of the mixture of three monochromatic matching stimuli R, G, and B are seen on
each half of a specific test field presented to the observer. In general, both halves exhibit a
differently colored but – due to the diffusers 1 and 2 – uniform appearance when viewed
through the optical system of the color matching apparatus which, of course, is much more
complex in reality than the one sketched here for illustrative purposes only. In any case, the
task is to match the color impression of illuminant C by adjusting the amount of light emitted
by the red, green, and blue primaries in such a way that both halves of the test field are equal
in their perceptual attributes of brightness, hue, and colorfulness. Performing this matching
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Figure 2.2 – Principle of trichromatic color matching based on additive mixing of lights according to the
rules of Grassmann [70]. Light source C provides a monochromatic stimulus of a certain color impression
to be matched by adjusting the amount of light emitted by the monochromatic red, green, and blue light
sources defining the primaries of the color matching apparatus. The diffusers result in two uniform test
fields illuminated by the respective light sources and presented side-by-side to be viewed and adjusted
accordingly by the observer to match each other. Figure is reproduced from Ref. [68], p. 25.
process for each wavelength in the visible spectrum gives the ratios of the three primaries
that are necessary to reproduce the perceived color of the reference stimulus for the whole
spectral range. The resulting curves r(λ), g(λ), and b(λ) are called color matching functions
(CMFs) and are shown in Fig. 2.3 as obtained from the combined and averaged results of
the trichromatic color matching experiments conducted by Wright [71] and Guild [72] upon
which the corresponding CIE recommendation on colorimetry [69, 73] is based.
In both cases, the angular size of the matching field viewed by the observer was 2°. A
total number of ten and seven individual observers were tested by Wright and Guild, re-
spectively. Even though two distinct experimental setups using different methods to create
the monochromatic stimuli had been applied, it was possible to combine the two sets of re-
sults by mathematically mapping the respective data onto what would have been obtained if
the line spectra at 700 nm (red), 546.1 nm (green), and 435.8 nm (blue) had been used as the
monochromatic matching primaries. Moreover, the original results were further transformed
so that the amounts of red, green, and blue required to match the reference stimulus were
not measured in units of luminance but in units defined with respect to the constraint that
a perfect white of an equal-energy radiator (CIE illuminant E) should be matched by equal
amounts of the three matching stimuli [68]. Based on this redefinition of units, the ordinate
of Fig. 2.3 is defined.
As stated by Wright [71] and Guild [72], it was not feasible to reproduce every monochro-
matic reference stimulus of the visible part of the spectrum by simply mixing certain amounts
of the matching primaries. Instead, there were certain wavelengths for which a small to mod-
erate amount of one of the primaries had to be added to the reference stimulus to allow for a
proper matching with the remaining two stimuli resulting in the negative parts of the CMFs.
With the CMFs being known, they can be applied as weighting functions to determine the
amounts Rp, Gp, and Bp of the primaries required to match an arbitrary test stimulus of know
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Figure 2.3 – Color matching functions as derived from the experiments of Wright [71] and Guild [72].
The three different curves represent the amounts of light of the red (700 nm), green (546.1 nm), and blue
(435.8 nm) monochromatic primaries needed to match a monochromatic stimulus at a certain wavelength
using transformed units such that equal amounts of them would match the color appearance of an equal-
energy radiator.
spectral composition S(λ). The amounts Rp, Gp, and Bp are called tristimulus values which
due to additive color matching are given by
Rp = k
780 nm∫
380 nm
r(λ)S(λ)dλ,
Gp = k
780 nm∫
380 nm
g(λ)S(λ)dλ,
Bp = k
780 nm∫
380 nm
b(λ)S(λ)dλ,
(2.1)
where k is a constant to scale the tristimulus values according to the radiometric unit in
which S(λ) is measured. If for example S(λ) gives the spectral radiance of the test stimulus,
the constant k is chosen such that
L = 1.0000 · Rp + 4.5907 · Gp + 0.0601 · Bp, (2.2)
gives the respective luminance in cd m−2. If S(λ) is measured in some other radiometric unit,
L will give its photometric counterpart. Please note that the coefficients of Eq. (2.2) arise
from the initial transformation into relative units constrained by the equal-energy radiator as
described above.
Even though the tristimulus values Rp, Gp, and Bp would be sufficient to provide a colori-
metric system allowing for precise color specification and the calculation of color properties
from SPDs of arbitrary light sources, they were not adopted for defining CIE colorimetry. In
2.1 fundamental cie colorimetry 17
the early 1930s, when the CIE agreed upon a unified system of color specification, it was
common understanding that the negative parts of the CMFs and, consequently, the fact that
the tristimulus values of Eqs. (2.1) could exhibit negative numbers might cause problems in
colorimetric calculations. Bearing in mind that computers had not been invented yet, this
was for sure a legitimate concern.
Hence, it was decided to apply a linear transformation that converts from the system of
real primaries to a system of imaginary primaries, where the resulting CMFs x(λ), y(λ) and
z(λ) and, therefore, the corresponding tristimulus values X, Y, and Z only exhibit positive
values. Further requirements were that the tristimulus values of an equal-energy radiator
should still be equal, i.e., X = Y = Z, that one of the CMFs should represent the photopic
spectral luminous efficiency function V(λ) [74] offering the possibility of providing photo-
metric quantities, and that the volume spanned by the new set of imaginary primaries should
be as small as possible. The final form of the linear transformation for the tristimulus values
is given by⎛⎜⎜⎝XY
Z
⎞⎟⎟⎠ =
⎛⎜⎜⎝2.768892 1.751748 1.1301601.000000 4.590700 0.060100
0 0.056508 5.594292
⎞⎟⎟⎠
⎛⎜⎜⎝RpGp
Bp
⎞⎟⎟⎠ . (2.3)
It should be noted that the Y value sums up to the same photometric quantity as given
by Eq. (2.2). Furthermore, with the CMFs basically representing the tristimulus values of
monochromatic radiation, the same transformation matrix can be used to convert the r(λ),
g(λ), and b(λ) functions to the new x(λ), y(λ) and z(λ) CMFs which have finally been
standardized by the CIE giving the CIE 1931 standard colorimetric observer shown in Fig. 2.4.
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Figure 2.4 – Illustrations of CIE color matching functions of the 1931 and 1964 standard colorimetric observer
represented by full and dashed lines, respectively.
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As before, this new set of CMFs can be used as weighting functions to calculate the corre-
sponding tristimulus values of an arbitrary color stimulus φ(λ) of light seen by the standard-
ized observer. The resulting equations are
X = K
780 nm∫
380 nm
x(λ)φ(λ)dλ,
Y = K
780 nm∫
380 nm
y(λ)φ(λ)dλ,
Z = K
780 nm∫
380 nm
z(λ)φ(λ)dλ.
(2.4)
In case of describing self-luminous objects, it is recommended to measure φ(λ) in radio-
metric units with K being set to the maximum of the luminous efficacy of radiation Km =
683 lm W−1 [75] so that the resulting Y value represents the corresponding photometric quan-
tity and the two remaining tristimulus values are scaled accordingly.
For non self-luminous objects which reflect or transmit light emitted from an external light
source the situation is slightly different. Since only part of the light is reflected or transmitted
by the object and eventually perceived by the observer, the color stimulus φ(λ) inserted in
Eqs. (2.4) has to be modified as follows:
φ(λ) = R(λ)S(λ) or φ(λ) = T(λ)S(λ), (2.5)
where R(λ) and T(λ) are the object’s spectral reflectance and transmittance factor, respec-
tively, and S(λ) is the (relative) SPD of the external light source illuminating the object. In
these cases, the constant K is chosen such that for a perfectly reflecting (white) or transmit-
ting (translucent) object with R(λ) or T(λ) equal unity for all wavelengths, a maximum value
of 100 is assigned to Y leading to
K =
100∫ 780 nm
380 nm y(λ)S(λ)dλ
, (2.6)
This definition basically accounts for the process of adaptation of the human visual system
which ensures that a white surface is always seen in a white color independent of the amount
of light falling onto it. Hence, for the human visual system it does not matter if a piece of
white paper is observed in a relatively dim office environment or outdoors under direct sun-
light: Its color appearance will always remain approximately constant. With this constancy
in perception being also ascertainable for non-white objects [76, 77], it should be clear that
a perfectly white reflecting target always represents the brightest object in an appreciated
illumination scene so that the brightness of other colored objects being present can only be
judged in relation to the brightness of that specific white object. In this sense, Eq. (2.6) is an
arbitrary but very convenient choice for defining the constant K in case of considering non
self-luminous objects.
So far, the colorimetric system standardized by the CIE in 1931 and discussed above was
entirely based on color matching experiments examining only one viewing field size of 2°.
However, in realistic applications the viewing angle under which colored objects are per-
ceived by an observer is usually much larger. With the density and distribution of the cones
on the retina varying considerably from one point to another [59, 78, 79], significant devi-
ations of the CMFs are expected when the size of the viewing field is increased in a color
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matching experiment. For this reason, similar experiments as those of Wright and Guild were
repeated for the 10° case [80, 81]. Based on these investigations, the CIE finally derived a sec-
ond set of transformed CMFs, x10(λ), y10(λ), and z10(λ), also shown in Fig. 2.4, which were
standardized in 1964 and denoted as the CIE 1964 standard colorimetric observer [73] recom-
mended to be used for field sizes greater than 4°. Even though this new set of CMFs can be
applied as weighting functions to obtain corresponding tristimulus values X10, Y10, and Z10
in the same manner as with the original ones of the 2° standard observer (see Eqs. (2.4)), an
interpretation of the Y10 value in terms of photometric quantities for self-luminous objects is,
in contrast to the CIE 1931 standard colorimetric system, not feasible. Instead, relative values
as recommended for non self-luminous objects (see Eq. (2.6)) or any other convenient choice
for the constant K10 shall be used.
2.2 color representation and uniform color spaces
In many applications, it is useful to represent colors by their location in some kind of color
space ideally separating the concept of color into its fundamental parts of brightness and
chromaticity. An obvious choice of constructing such a three-dimensional color space would
be the direct use of the tristimulus values. However, even though the Y value approximately
relates to brightness perception, no such correlations with any of the perceptual color at-
tributes can be observed for the X and Z values. Thus, other measures have to be derived
from the tristimulus values to provide a proper representation of color specifications. As a
first attempt, the CIE proposed to use relative magnitudes of the tristimulus values to de-
scribe the chromaticity of a stimulus. These so-called chromaticity coordinates are given by
x =
X
X +Y + Z
,
y =
Y
X +Y + Z
,
z =
Z
X +Y + Z
= 1− x− y,
(2.7)
where due to redundancy in the formulae only the first two were needed to define what is
today known as the CIE 1931 (x, y) chromaticity diagram. The application of this diagram,
which is illustrated in Fig. 2.5(a), allows for a descriptive, two-dimensional representation of
color specifications. Its horseshoe-shaped boundary is determined by the spectral locus as
defined by the (x, y) coordinates of monochromatic stimuli and encloses all chromaticities
that are theoretically perceivable by the standard human observer under a viewing angle of
2°. Of course, a similar chromaticity diagram can also be derived for the 10° observer.
Although such chromaticity diagrams can be helpful in order to get a first idea about the
approximate nature of the stimulus to be perceived, it should be remembered that for an ex-
act representation of human color perception several other important impact factors must be
considered that have not been discussed yet. Besides the viewing angle under which the stim-
ulus is appreciated, these are for example complexities such as the effect of the surrounding,
simultaneous and successive contrasts as well as the observer’s state of adaptation.
Another drawback of the simple chromaticity diagrams is their perceptual non-uniformity
regarding the representation of color differences between two distinct color stimuli. Based on
the work of MacAdam [82, 83], who examined the nature of visual sensitivity to small color
differences, it could be shown that the size, shape, and orientation of ellipses representing
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(b) Representation of the CIE 1960 (u, v) uniform
chromaticity scale.
Figure 2.5 – Illustrations of the CIE 1931 and 1960 chromaticity diagrams for the 2° colorimetric standard
observer. The outer curved boundaries are determined by the spectral loci as defined by the respective co-
ordinates of monochromatic stimuli. They enclose all chromaticities given by the color shaded areas that
are theoretically perceivable by the standard human observer. In addition, the locus of the Planckian radi-
ator (dotted curve, filled circles) as well as the chromaticity of the equal-energy radiator (open circle) are
indicated in both diagrams.
the observed standard deviations/tolerances of color matching vary strongly throughout the
CIE 1931 chromaticity diagram in a manner which appeared to be systematic. However, if
the chromaticity diagram was perceptually uniform, the tolerance boundaries should be rep-
resented by circles which all exhibit the same size no matter in which part of the diagram
the color matching is performed. In other words, chromatictiy diagrams must be designed
in such a way that approximately equal distances separate the points representing all pairs
of equally bright colors that are just noticably different under certain specified viewing con-
ditions.
In order to achieve such a property and to establish a first meaningful measure of color dif-
ferences, Judd [84, 85] and MacAdam [86] himself investigated the possibility of constructing
chromaticity diagrams of perceptual uniformity by transformationally distorting the original
CIE 1931 (x, y) representation. The proposal of MacAdam, which reads
u =
4x
12y− 2x + 3 =
4X
X + 15Y + 3Z
,
v =
6y
12y− 2x + 3 =
6Y
X + 15Y + 3Z
,
(2.8)
was later adopted by the CIE defining the CIE 1960 uniform chromaticity scale shown in
Fig. 2.5(b). In a technical note, the CIE stated that MacAdam’s proposal should be used
"whenever a diagram yielding color spacing perceptually more nearly uniform than the (x, y) dia-
gram is desired" [87]. Nowadays, the most prominent application of the CIE 1960 uniform
chromaticity scale is the calculation of correlated color temperatures (CCTs) because it is the
only accepted representation that exhibits isothermal lines being perpendicularly oriented to
2.2 color representation and uniform color spaces 21
the locus of the Planckian radiator which eventually allows for an accurate CCT computation
(see Sec. 2.3). Furthermore, the color difference of two distinct equally bright color stimuli
i = 1, 2, that at least to some extent resembles human perception, can easily be calculated
by taking the Euclidean distance between their respective chromaticity coordinates (ui, vi). A
further refinement regarding perceptual uniformity could be achieved by scaling Eqs. (2.8)
as follows:
u′ = u,
v′ =
3
2
v.
(2.9)
This new set of coordinates (u′, v′) basically defines another widely used chromaticity dia-
gram know as the CIE 1976 uniform chromaticity scale.
So far, only two-dimensional chromaticity representations of colors have been discussed
which are by definition only strictly applicable to colors that exhibit more or less the same
brightness. However, as stated previously, colors in general differ in both chromaticity and
brightness. Hence, in order to target the necessity of creating color representations including
in the best case all aspects of human color vision, a vast variety of different three-dimensional
color spaces have been devised and partly adopted by the CIE. For the sake of brevity, only
those color spaces upon which the main findings and discussions of the current thesis are
based should be discussed in the following sections.
2.2.1 CIELAB Color Space and Color Difference Formulae
One of the first further evolved color spaces, whose use was recommended by the CIE, is the
so-called CIE 1976 (L∗a∗b∗) color space commonly known as CIELAB. It is a mathematical
description of all perceivable colors spanned by the lightness correlate L∗ in combination
with the two components a∗ and b∗ of the green-red and blue-yellow perception, respectively,
defining an easy-to-interpret three-dimensional coordinate system, where, similar to a Carte-
sian system, all three axis are perpendicularly oriented to one another. Here, lightness can
be conceived as the brightness of an object judged in relation to the brightness of a similarly
illuminated perfect white. All CIELAB quantities can be derived from the tristimulus values
X, Y, and Z as follows [73]:
L∗ = 116 f
(
Y
Yn
)
− 16,
a∗ = 500
(
f
(
X
Xn
)
− f
(
Y
Yn
))
,
b∗ = 200
(
f
(
Y
Yn
)
− f
(
Z
Zn
))
,
(2.10)
where
f (t) =
⎧⎨⎩t
1
3 if t >
( 6
29
)3
841
108 t +
4
29 otherwise
, (2.11)
with Xn, Yn, and Zn denoting the tristimulus values of an appropriately chosen reference
white (usually the white point of the illumination under which the colors are observed).
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From the above equations, correlates of hue hab and chroma C∗ab can be derived which are
given by
hab = arctan
(
b∗
a∗
)
, (2.12)
and
C∗ab =
√
(a∗)2 + (b∗)2. (2.13)
Please note that, similar to the definition of lightness, chroma is defined as the colorfulness
of a color stimulus judged in proportion to the brightness of a reference white and, therefore,
can be considered as a measure of the relative colorfulness.
Due to the Cartesian-like nature of the CIELAB color space, it was an obvious choice
to define the color difference between two stimuli i = 1, 2 to be given by their Euclidean
distance
∆E∗ab =
√
(∆L∗)2 + (∆a∗)2 + (∆b∗)2
=
√(
L∗2 − L∗1
)2
+
(
a∗2 − a∗1
)2
+
(
b∗2 − b∗1
)2, (2.14)
which despite the beauty of its simplicity reveals one major drawback of the CIELAB color
space as defined in 1976: It is still faraway from being perceptually uniform. Imagine for
example that a just noticeable difference (JND) between two say red colors is assigned a
certain ∆E∗ab. If the assumption of perfect uniformity was fulfilled, the same value of ∆E
∗
ab
would be obtained for a JND in the blue (or any other) part of the color space. However, this
is not the case for the CIELAB where significant variations in the ∆E∗ab values of the JNDs or
other defined color differences related to human color perception are observed throughout
the color space [88–91].
Hence, in subsequent years a lot of effort mainly driven by the colorant industry was
put into the attempt of defining more sophisticated color difference formulae based on the
CIELAB coordinates intended to better correlate with human perception and to overcome
the deficiencies of the color space. After some intermediate steps, some of which are still
applied today (e.g., the CMC(l:c) formula devised by Clarke et al. [92]), the CIE finally came
up in 2001 with the so-called CIEDE2000 formula [93], which is to date the latest CIE rec-
ommendation of calculating small color differences (∆E∗ab . 5) [73]. Originally developed by
a collaboration of several members of the CIE Technical Committee 1-47, the methodology
of deriving the respective forumlae in combination with a step-by-step guide of the calcula-
tion process were first published by Luo et al. [94, 95]. As stressed by these authors, the new
CIEDE2000 approach includes not only lightness, chroma, and hue weighting functions but
also a hue-rotation term to allow for an interaction between chroma and hue differences for
improving its predictive performance in the blue region of color space as well as a coordinate
scaling factor to enhance the performance for colors close to the achromatic axis. Assuming
a pair of color values in CIELAB color space (L∗1 , a
∗
1 , b
∗
1) and (L
∗
2 , a
∗
2 , b
∗
2), the respective color
difference ∆E00 is then evaluated as follows:
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step 1 : Calculate modified chroma C′i and hue h
′
i values:
C∗ab,i =
√(
a∗i
)2
+
(
b∗i
)2,
C∗ab =
C∗ab,1 + C
∗
ab,2
2
,
G = 0.5 ·
⎛⎜⎜⎝1−
√
(
C∗ab
)7
(
C∗ab
)7
+ (25)7
⎞⎟⎟⎠ ,
a′i = a
∗
i (1+ G) ,
C′i =
√(
a′i
)2
+
(
b∗i
)2,
h′i =
⎧⎨⎩0 if a′i = b∗i = 0tan−1 ( b∗ia′i ) otherwise ,
(2.15)
where i = 1, 2 denotes the reference and test color sample, respectively.
step 2 : Calculate differences of the CIELAB lightness and the modified chroma and hue
correlates indicated by ∆L′, ∆C′, and ∆H′, respectively:
∆L′ = L∗2 − L∗1 ,
∆C′ = C′2 − C′1,
∆h′ =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0 if C′1C
′
2 = 0
(h′2 − h′1)− 360° if C′1C′2 ̸= 0 and (h′2 − h′1) > 180°
(h′2 − h′1) + 360° if C′1C′2 ̸= 0 and (h′2 − h′1) < −180°
h′2 − h′1 otherwise
,
∆H′ = 2
√
C′1C
′
2 sin
(
∆h′
2
)
.
(2.16)
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step 3 : Calculate the weighting functions SL, SC, and SH:
L′ =
L∗1 + L
∗
2
2
,
C′ =
C′1 + C
′
2
2
,
h
′
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
h′1 + h
′
2 if C
′
1C
′
2 = 0
h′1+h
′
2+360°
2 if C
′
1C
′
2 ̸= 0 and |h′1 − h′2| > 180° and h′1 + h′2 < 360°
h′1+h
′
2−360°
2 if C
′
1C
′
2 ̸= 0 and |h′1 − h′2| > 180° and h′1 + h′2 ≥ 360°
h′1+h
′
2
2 otherwise
,
T = 1− 0.17 cos
(
h
′ − 30°
)
+ 0.24 cos
(
2h
′)
+ 0.32 cos
(
3h
′
+ 6°
)
− 0.2 cos
(
4h
′ − 63°
)
,
SL = 1+
0.015
(
L′ − 50
)2
√
20+
(
L′ − 50
)2 ,
SC = 1+ 0.045C
′
,
SH = 1+ 0.015C
′T.
(2.17)
step 4 : Combine everything to obtain the CIEDE2000 color difference ∆E00:
∆E00 =
√(
∆L′
kLSL
)2
+
(
∆C′
kCSC
)2
+
(
∆H′
kHSH
)2
+ RT
(
∆C′
kCSC
)(
∆H′
kHSH
)
, (2.18)
where
RT = − sin (2∆θ) RC, (2.19)
with
∆θ = 30 · exp
⎛⎝−(h′ − 275°
25
)2⎞⎠ ,
RC = 2
√
(
C′
)7
(
C′
)7
+ (25)7
,
(2.20)
represents the rotation parameter to correct for the distortions of the CIELAB color space
in the blue region where, in contrast to other parts of the hue circle, the main axes of per-
ceptual tolerance ellipses do not point towards the origin of the color space [68, 88]. Hence,
a hue-dependent rotational transformation of the color coordinates is performed and incor-
porated into Eq. (2.18) in order to achieve the desired hue linearity [96]. Furthermore, the
weighted lightness, chroma, and hue components are additionally corrected by some para-
metric factors kL, kC, and kH, respectively. These parameters serve to adjust the ∆E00 formula
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according to the characteristics of the individual color samples under inspection (e.g., texture,
surroundings, sample separation etc.). Nevertheless, setting all three parameters to unity has
proven to be a good choice for most applications [68] and should be pursued throughout this
thesis. However, in some specific industrial applications where an accurate and proper mold
validation of sample pairs plays a crucial role for the production process (e.g., in the coating
or textile industry), an empirical adjustment of these parameters based on accepted/rejected
color samples might be indispensable [96].
2.2.2 Uniform Color Spaces Based on the CIECAM02 Color-appearance Model
Even though the CIEDE2000 approach significantly improved the predictive performance of
the CIELAB color space with regard to perceptual color differences [94, 98–100], which at the
same time gives strong confidence that the ∆E00 formula is reliable [101, 102], its derivation is
still based on a color space that is neither perceptually uniform nor in perfect agreement with
human color vision in the sense that a more sophisticated chromatic adaptation transform is
not incorporated. As pointed out by Hunt [68], the CIELAB system was originally intended
for being applied to color samples assessed under adaptation conditions not too different
from daylight. Hence, it would be desirable to develop a model of color vision that can be
used for predicting the appearance of object colors for a wide range of different viewing
conditions. Such color-appearance models (CAMs) have intensively been discussed in the
literature [103–119].
Based on these discussions, the CIE in 2004 eventually approved a CAM called CIECAM02
to become the recommended standard in color appearance evaluation [120–122], which pro-
vides measures for related colors (i.e., reflecting samples observed in non-isolated viewing
Reference White
Background
Proximal Field
Stimulus
Reference hite
Surround
Figure 2.6 – Standardized viewing configuration of related colors in the CIECAM02 color-appearance model.
Figure is reproduced from Ref. [97], p. 22.
26 introduction to basic colorimetry
conditions under white light) that do not only correlate with lightness, hue, and chroma, as
offered in the CIELAB system, but also with the remaining perceptual absolute and relative
color attributes of brightness, colorfulness, and saturation. Here, the latter is understood as
the colorfulness of an area judged in relation to its perceived brightness.
In order to simplify a usually complex viewing scene to make it suitable for modeling,
the CIECAM02 approach assumes five different visual fields shown in Fig. 2.6 to include the
most important factors that have an impact on the color appearance of related colors. These
are:
• The actual color stimulus to be assessed. Typically a uniform object/color patch of
about 2° angular dimension.
• The proximal field which represents the immediate surrounding of the color stimulus
showing a typical angular extension of about 2° measured from the edge of the stimulus
in all or most directions.
• The background which denotes the surrounding of the color stimulus exhibiting an
angular extension of typically 10° from the edge of the proximal field in all or most
directions. Often, the background is of the same color and luminance as the proximal
field so that the former can be regarded as extending directly from the edge of the
stimulus.
• The surround which represents the general surrounding field outside the background.
• The adapting field which is the total environment in which a color stimulus is perceived
including the proximal field, the background, and the surround. It basically extends to
the limits of vision in all directions.
Please note that for the following considerations and also for the discussions provided later
in this thesis, a visual conflation of the proximal field and the background is assumed so that
both are considered to exhibit the same color and luminance. Hence, based on the viewing
configuration described above, the following steps published in Ref. [120] have to be taken in
order to calculate from the assessment of a color sample under test illumination the various
perceptual correlates provided by the CIECAM02 model:
step 1 : Select the appropriate surround conditions from the evaluation of the surround
ratio SR given by
SR =
LSW
LDW
, (2.21)
where LSW is the luminance of the surround white and LDW is the luminance of the device
or scene white (adopted white point) under the test illuminant both measured in cd m−2. If
SR equals zero, a dark surround should be chosen. If SR is smaller than 0.2, a dim surround
applies. And, last but not least, an SR equal or larger than 0.2 corresponds to an average
surround. The respective surround parameters can be extracted from Table 2.1, where F is
the parameter of adaptation, Nc is the chromatic surround induction factor having an impact
on the perceived chroma, and c denotes the exponential non-linearity factor used for the
calculation of the correlates of both lightness and brightness.
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Table 2.1 – Model parameters of the categorical surround conditions in CIECAM02.
Surround Condition c Nc F
Average 0.69 1.0 1.0
Dim 0.59 0.9 0.9
Dark 0.525 0.8 0.8
step 2 : Calculate background and adapting field parameters
n =
Yb
Yw
,
Nbb = Ncb = 0.725 ·
(
1
n
)0.2
,
z = 1.48+
√
n,
k =
1
5LA + 1
,
FL = 0.2 · k4 (5LA) + 0.1 ·
(
1− k4
)2
(5LA)
1
3 ,
(2.22)
where Yw is the Y tristimulus value of the device or scene white (adopted white) and LA
is the luminance of the adapting field which is usually set to 1/5 of the luminance of the
adopted white. Furthermore, Yb is the background luminous factor (=ˆ relative luminance of
the background) defined by
Yb = 100 · LbLDW , (2.23)
where Lb is the background luminance measured in cd m−2. In most applications Yb can be
set to 20 [97].
step 3 : Convert the relative tristimulus values of the color sample X, Y, Z and the test
illuminant Xw, Yw, Zw to sharpened spectral sensitivity responses by using the CAT02 chro-
matic adaptation transform matrix:⎛⎜⎜⎝RG
B
⎞⎟⎟⎠ = MCAT02
⎛⎜⎜⎝XY
Z
⎞⎟⎟⎠ ,
⎛⎜⎜⎝RwGw
Bw
⎞⎟⎟⎠ = MCAT02
⎛⎜⎜⎝XwYw
Zw
⎞⎟⎟⎠ ,
(2.24)
with
MCAT02 =
⎛⎜⎜⎝ 0.7328 0.4296 −0.1624−0.7036 1.6975 0.0061
0.0030 0.0136 0.9834
⎞⎟⎟⎠ . (2.25)
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step 4 : Compute the D factor which determines the degree of adaptation to the scene
white point under the test illuminant. If complete adaptation can be assumed, D should be
set to unity.
D = F
(
1− 1
3.6
· exp
(−LA − 42
92
))
. (2.26)
step 5 : Perform the weighted chromatic adaptation including the D factor to obtain the
R, G, B responses for the corresponding colors under CIE reference illuminant E denoted by
a subscript c:
Rc =
(
Yw
Rw
D + 1− D
)
R,
Gc =
(
Yw
Gw
D + 1− D
)
G,
Bc =
(
Yw
Bw
D + 1− D
)
B,
Rw,c =
(
Yw
Rw
D + 1− D
)
Rw,
Gw,c =
(
Yw
Gw
D + 1− D
)
Gw,
Bw,c =
(
Yw
Bw
D + 1− D
)
Bw.
(2.27)
step 6 : Convert to Hunt-Pointer-Estévez (HPE) cone response space⎛⎜⎜⎝ργ
β
⎞⎟⎟⎠ = MHPEM−1CAT02
⎛⎜⎜⎝RcGc
Bc
⎞⎟⎟⎠ ,
⎛⎜⎜⎝ρwγw
βw
⎞⎟⎟⎠ = MHPEM−1CAT02
⎛⎜⎜⎝Rw,cGw,c
Bw,c
⎞⎟⎟⎠ ,
(2.28)
where the transformation matrices are given by
M−1CAT02 =
⎛⎜⎜⎝ 1.0961 −0.278869 0.1827450.454369 0.473533 0.072098
−0.009628 −0.005698 1.015326
⎞⎟⎟⎠ , (2.29)
and
MHPE =
⎛⎜⎜⎝ 0.38971 0.68898 −0.07868−0.22981 1.18340 0.04641
0.00000 0.00000 1.00000
⎞⎟⎟⎠ . (2.30)
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step 7 : Apply luminance-level adaptation and non-linear compression
ρa = 0.1+
⎡⎢⎣ 400
(
FLρ
100
)0.42
27.13+
(
FLρ
100
)0.42
⎤⎥⎦ ,
γa = 0.1+
⎡⎢⎣ 400
(
FLγ
100
)0.42
27.13+
(
FLγ
100
)0.42
⎤⎥⎦ ,
βa = 0.1+
⎡⎢⎣ 400
(
FLβ
100
)0.42
27.13+
(
FLβ
100
)0.42
⎤⎥⎦ ,
ρw,a = 0.1+
⎡⎢⎣ 400
(
FLρw
100
)0.42
27.13+
(
FLρw
100
)0.42
⎤⎥⎦ ,
γw,a = 0.1+
⎡⎢⎣ 400
(
FLγw
100
)0.42
27.13+
(
FLγw
100
)0.42
⎤⎥⎦ ,
βw,a = 0.1+
⎡⎢⎣ 400
(
FLβw
100
)0.42
27.13+
(
FLβw
100
)0.42
⎤⎥⎦ .
(2.31)
Please note that in case that ρ, γ, β, ρw, γw, or βw are negative, their absolute values must be
used and the expression in brackets [ · ] must be made negative.
step 8 : Calculate color-difference signals a02 and b02 and hue angle h
a02 = ρa − 12γa11 +
βa
11
,
b02 =
1
9
· (ρa + γa − 2βa) ,
h = tan−1
(
b02
a02
)
.
(2.32)
Please note that h must be converted to degrees.
step 9 : Calculate the eccentricity factor et and the hue quadrature H:
et =
1
4
·
(
cos
(
h
π
180
+ 2
)
+ 3.8
)
,
H = Hi +
100 · (h′ − hi) /ei
(h′ − hi) /ei + (hi+1 − h′) /ei+1 ,
(2.33)
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Table 2.2 – Unique hue data for calculating the hue quadrature.
Red Yellow Green Blue Red
i 1 2 3 4 5
hi 20.14° 90.00° 164.25° 237.53° 380.14°
ei 0.8 0.7 1.0 1.2 0.8
Hi 0.0 100.0 200.0 300.0 400.0
where the unique hue data shown in Table 2.2 should be used to perform the linear inter-
polation for calculating the quadrature. Please note that an appropriate value of i must be
chosen so that hi ≤ h′ < hi+1 with
h′ =
⎧⎨⎩h + 360° if h < h1h otherwise . (2.34)
step 10 : Calculate the achromatic responses of the stimulus, A∗, and of the scene white,
A∗w:
A∗ =
(
2ρa + γa +
1
20
· βa − 0.305
)
Nbb,
A∗w =
(
2ρw,a + γw,a +
1
20
· βw,a − 0.305
)
Nbb
(2.35)
step 11 : Calculate the perceptual correlates of lightness, J, brightness, Q, chroma, C, col-
orfulness, M, and saturation, s:
t =
(50000/13) NcNcb · et
√
a202 + b
2
02
ρa + γa +
21
20 · βa
,
J = 100 ·
(
A∗
A∗w
)cz
,
Q =
4
c
·
√
J
100
(A∗w + 4) F0.25L ,
C = t0.9 ·
√
J
100
(1.64− 0.29n)0.73 ,
M = C · F0.25L ,
s = 100 ·
√
M
Q
.
(2.36)
As a summary of the bunch of complex equations given above, it should be emphasized
that the CIECAM02 model is specifically designed to transform the input tristimulus values
of a color sample perceived under a wide range of more or less arbitrary viewing conditions
to the corresponding correlates of perceptual color attributes as viewed under adaptation to
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the white point of a reference illuminant, which in case of CIECAM02 is given by the CIE
illuminant E (equal-energy radiator). If the color stimulus has an angular dimension of more
than 4°, it is recommended to use the CIE 1964 standard colorimetric observer to calculate the
input tristimulus values [68], otherwise the CIE 1931 standard colorimetric observer should
be used.
Hence, it can be concluded that the CIECAM02 model provides so far the most complete
description of human color vision enabling the accurate prediction of the perceptional color
appearance of object colors. Due to the implementation of a sophisticated chromatic adapta-
tion transform and the additional consideration of the surrounding parameters, even cross-
comparisons of color stimuli assessed under different adaptation and viewing conditions
become feasible. This might be useful when comparing for example the appearance of a real
object/model/item that should be portrayed for a magazine with its eventually obtained
photographic reproduction on a calibrated computer monitor. Ideally, these two color ap-
pearances of the same object should be matched despite being perceived under different
viewing conditions. By applying CIECAM02 such an adjustment can more or less easily
be performed, making it the recommended and commonly used choice for establishing an
accurate and reliable color management system [120, 123–125], which besides including a
proper chromatic adaptation transform also has the power to model some of the well known
perceptual phenomena affecting color appearance. These are the Hunt [126], Stevens [127],
Surround [128], and Lightness-Contrast [129] effects which are all implicitly embodied in the
CIECAM02 formulae.
As proposed by Luo et al. [130], the CIECAM02 model further allows for the derivation
of an associated three-dimensional color representation space. They stated that an appropri-
ate color space for universal use, i.e., for being applied to small, moderate, and large color
differences, is spanned by the three coordinates
a′M = M
′ cos (h) ,
b′M = M
′ sin (h) ,
J′ = 1.7 · J
1+ 0.007 · J ,
(2.37)
with
M′ =
1
0.0228
· ln (1+ 0.0228 · M) , (2.38)
where J, M, and h are the CIECAM02 correlates of lightness, colorfulness, and hue angle,
respectively. The corresponding color difference between two arbitrary color samples i = 1, 2
is then computed by
∆E′ =
√
(∆J′)2 +
(
∆a′M
)2
+
(
∆b′M
)2
=
√(
J′2 − J′1
)2
+
(
a′M,2 − a′M,1
)2
+
(
b′M,2 − b′M,1
)2
.
(2.39)
It could be shown that the latter equation provides good to excellent correlations with var-
ious data sets of perceptual color differences typically used for model performance testing
[97, 130]. In this context, the CIECAM02-UCS outperforms most of the available color space
or color difference formula alternatives. Furthermore, the CIECAM02-UCS offers magnifi-
cent perceptual uniformity as can be concluded from the analysis of the characteristics of
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experimentally determined color discrimination ellipses which, in case of the CIECAM02-
UCS, resemble circles of approximately equal sizes for all hue regions as shown by Luo et
al. [97, 130]. Since it provides excellent model performance based on the features of human
color vision, the CIECAM02-UCS in conjunction with its color difference formula given by
Eq. (2.39) will be adopt for the main part of this thesis.
2.3 computation of correlated color temperature
Last but not least, a short introduction to the calculation of correlated color temperatures
(CCTs) should be given. The proper determination of the CCT of an arbitrary white light
source plays an important role in many lighting applications. Besides providing a tool for
categorizing the perceived white of an illuminant (e.g., warm white, neutral, cool white), the
CIE recommendation for specifying the color rendering properties of white light sources, as
it will be discussed in the next chapter, is based on the concept of CCT. From a colorimetric
point of view, the CCT of a light source represents the temperature a Planckian radiator of
the same brightness would have whose perceived color most closely conforms the perceived
color of that light source.
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Figure 2.7 – Illustration of the Planckian locus on the CIE 1960 (u, v) chromaticity diagram. The normals
on the Planckian loucs are isothermal lines originally defined by Judd [84] indicating equal correlated color
temperature. Figure is reproduced from Ref. [131]
As mentioned previously, the CIE 1960 (u, v) uniform chromaticity scale is used to calcu-
late CCTs. In this chromaticity diagram, the isothermal lines shown in Fig. 2.7 are perpen-
dicularly oriented to the locus of the Planckian radiator. Hence, the CCT calculation for a
given stimulus with (uk, vk) can be performed by simply determining the temperature cor-
responding to the point on the Planckian locus that is closest to (uk, vk). However, the only
accurate way to do this is by solving a non-trivial nonlinear optimization problem. In the
past, several different studies were therfore published trying to estimate the CCT of a light
source by using simplifying methods and/or assumptions [132–140]. However, for the sake
of accuracy, a new approach devised by Li et al. [141] should be applied here.
Their proposal is based on Newton’s method of optimization [142] which makes use of the
first and second order derivatives of the objective function f (T) intended to be minimized.
In the case of the CCT calculation, f (T) is defined by the square of the distance between the
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chromaticities (uk, vk) of the stimulus and the chromaticities (uP(T), vP(T)) of the Planckian
radiator of given temperature T. In their paper, Li et al. derived analytically exact expressions
for f (T) and its corresponding first and second order derivatives allowing for an accurate
determination of the temperature T that minimizes the objective function by applying New-
ton’s method. It could further be shown that this newly proposed method outperforms all
available alternatives cited above and, therefore, represents the method of choice for achiev-
ing highly accurate CCT estimates. At this point, it is important to note that since Newton’s
method by definition only converges locally, a good initial guess is necessary for convergence.
As stated by Li et al., their proposed method works outstandingly well for CCTs ranging from
500 K to 106 K with an initial guess provided by a method based on an explicit interpolation
formula for isothermal line graphs which was originally developed by Robertson [132] and,
over the years, widely used in practice [68]. Due to its excellent performance, this combina-
tion of an initial guess provided by the Robertson formula and a subsequent optimization as
proposed Li et al. was finally chosen for the various CCT calculations performed throughout
this thesis. Finally, it should noted that the concept of CCT is only defined for white light
sources exhibiting a maximum distance of ∆uv = 5.0 · 10−2 to the Planckian locus in CIE
1960 uv color space [73].
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"Life is a great big canvas; you should
throw all the paint you can on it"
– Danny Kaye [143]
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With the CIE colorimetry discussed in the previous chapter providing a framework to model
human color vision, the question of how this framework must be applied to assess the color
quality of an arbitrary white light source arises. As stated in the introduction of this thesis,
the advent of fluorescent gas-discharge lamps and later of light emitting diodes (LEDs) intro-
duced a completely new spectral flexibility in designing light emitting devices which made
developers and manufacturers strive after new tools and algorithms allowing for tweaking
the light emission of an illuminant towards high user acceptability and preference. In gen-
eral, preference in lighting applications is always a matter of how appealing the objects in
an illuminated scenery appear to the individual observer, which is a very subjective aspect
of color quality making a comprehensive description of the associated phenomena a very
challenging task. On the other hand, it would be favorable to have a universally valid, single
metric which can be used in a large variety of different situations to easily appraise whether
the light emitted by an illuminant is judged to be of high or poor quality when assessed by
an observer. In the past, the CIE as well as a large number of other researchers all over the
globe addressed this topic – often with rather moderate success.
In this context, the most promising approaches in specifying the perceived color quality
of light sources in real lighting applications are those based on internal references such as
preferred or memory colors. The reason for this is that in the absence of an external reference,
i.e., a reference illuminant, daylight, etc., which is usually the case for the majority of lighting
applications, object colors and, consequently, the color quality of an illumination are always
judged in relation to what people expect the perceived objects to look like. Depending on the
specific application, this could be either a question of preference, of naturalness, or of any
other subjective aspect of color quality. In any case, it always involves the comparison of the
perceived scene with an inherent reference which generally has to be recalled from memory.
The following sections should therefore give a short introduction of how memory and
preferred colors have been used so far in the literature to specify color rendering properties
of white light sources in order to provide the basis for the further considerations discussed
in the proceeding chapters of this thesis. As a reference method, the standard CIE proce-
dure will be presented first. Afterwards, the focus will be solely on the specifically memory-
and/or preference-based approaches.
3.1 color rendering of white light sources
In order to evaluate and quantify the ability of artificial light sources to render object colors
with respect to certain aspects of color quality such as fidelity, preference, naturalness, vivid-
ness, and attractiveness [23] several different color quality metrics have been proposed in the
literature [16, 19, 23, 26, 27, 30, 144–161]. Even though some of these candidates provide quite
good correlations with the more subjective aspects of color perception like preference and at-
tractiveness, the most widely used method in industry and application is still the so-called
color rendering index (CRI) Ra originally introduced in 1965 [16] and updated twice in 1974
[158] and 1995 [159] by the CIE, which is purely based on a fidelity evaluation. In princi-
ple, the CRI mathematically compares the color appearance of eight different color samples
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(see Fig. 3.1) illuminated by a test light source to the color appearance the same test sam-
ples would show when being illuminated by a reference light source. By definition, a value
of Ra = 100 is attributed to the reference light source and the maximum value a test light
source could achieve, in case that the calculated color differences of the test samples under
reference and test illuminant are negligibly small.
Figure 3.1 – Overview of the eight Munsell test color samples used for evaluating the CIE color rendering
index Ra. The colors with their corresponding Munsell notation given in parenthesis are from left to right:
light grayish red (7.5 R 6/4), dark grayish yellow (5 Y 6/4), strong yellow green (5 GY 6/8), moderate
yellowish green (2.5 G 6/6), light bluish green (10 BG 6/4), light blue (5 PB 6/8), light violet (2.5 P 6/8),
and light reddish purple (10 P 6/8).
In Fig. 3.2, the corresponding calculation scheme is illustrated. Being based on a test color
method, the CIE 1931 tristimulus values of the various test color samples (TCSs) shown in
Fig. 3.1 must be determined first for both the test and reference light source. With the original
TCSs being taken from an early edition of the Munsell color atlas, it is hard to find nowadays
physically accurate copies of these samples. For this reason, the CIE specified a set of eight
spectral reflectances, representing the original TCSs, which should be used for calculating the
CRI from a suitably accurate spectroradiometric measurement of the illuminant to be tested.
These spectral reflectances can be extracted from the latest CIE publication on measuring
and specifying color rendering properties of light sources [159] and shall be used together
with the emitted spectra of the test and reference light source to calculate the corresponding
tristimulus values following Eqs. (2.4).
According to the CIE recommendation, the reference light source must show nearly the
same chromaticity as the test illuminant. For this reason, a selection criteria based on the
CCT of the test light source was proposed. For CCTs below 5000 K a Planckian radiator of
the form
M(λ, Tcp) =
c1
λ5
· 1
exp( c2λ·Tcp )− 1
, (3.1)
shall be used, where M(λ, T) is the spectral radiant exitance of a black body with absolute
temperature T in Kelvin, c1 = 3.7418 · 10−16 W m2 is the first radiation constant, c2 = 1.4388 ·
10−2 K m is the second radiation constant, and Tcp is the CCT of the test light source. For CCT
values larger than 5000 K a corresponding daylight phase shall be used as reference whose
relative SPD is defined by
S(λ) = S0(λ) + M1S1(λ) + M2S2(λ), (3.2)
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Correlated Color Temperature (CCT)
Test Light Source Reference Light Source
Test Samples (TCS𝑖 = 1-8)
Adaptive Color Shift (Von-Kries Transformation)
Transform to U*V*W* Color Space
Calculate Color Differences ∆E𝑖
Calculate Special CRIs R𝑖 = 100 − 4.6 ∆E𝑖
Calculate General CRI Ra = Τ
1
8 ∙ σ𝑖=1
8 R𝑖
Transform to CIE 1960 uv coordinates
XYZtest,𝑖 XYZref,𝑖
Figure 3.2 – Calculation scheme of the CIE color rendering index Ra. The von-Kries transformation to
account for the adaptive color shift due to the different state of chromatic adaptation under test and reference
light source is performed using CIE 1960 uv coordinates, whereas for the comparison of the color appearance
of the eight test color samples illuminated by these two light sources the CIE 1964 U∗V∗W∗ uniform space
was adopted.
where the functions S0(λ), S1(λ), and S2(λ) are tabulated in the latest CIE publication on
colorimetry [73] and the factors M1 and M2 are given by
M1 =
−1.3515− 1.7703xD + 5.9114yD
0.0241+ 0.2562xD − 0.7341yD ,
M2 =
0.03000− 31.4424xD + 30.0717yD
0.0241+ 0.2562xD − 0.7341yD .
(3.3)
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Here, xD and yD are the respective CIE 1931 chromaticity coordinates. For CCTs up to 7000 K
the former is given by
xD =
−4.6070 · 109
T3cp
+
2.9678 · 106
T2cp
+
0.09911 · 103
Tcp
+ 0.244063, (3.4)
whereas for CCTs larger than 7000 K the slightly modified expression
xD =
−2.0064 · 109
T3cp
+
1.9018 · 106
T2cp
+
0.24748 · 103
Tcp
+ 0.237040 (3.5)
should be used. In both cases, the latter reads
yD = −3.000x2D + 2.870xD − 0.275, (3.6)
which basically constraints the locus of the daylight phases for any given Tcp. Please note
again that the concept of CCT and, therefore, a meaningful CRI calculation is only defined for
white light sources exhibiting a maximum distance of ∆uv = 5.0 · 10−2 to the Planckian locus
in CIE 1960 uv color space [73]. However, the CIE additionally stated that with differences
between test and reference illuminant larger than ∆uv = 5.4 · 10−3 care must be taken for
interpretation since the resulting CRI may be expected to become less accurate [159].
Once the reference illuminant is determined, the tristimulus values of the TCSs under both
test and reference light source can be calculated. Next, a transformation to the perceptionally
more uniform CIE 1960 color space is performed. The corresponding color coordinates of the
ith TCS are given by
uk,r,i =
4Xk,r,i
Xk,r,i + 15Yk,r,i + 3Zk,r,i
,
vk,r,i =
6Yk,r,i
Xk,r,i + 15Yk,r,i + 3Zk,r,i
,
(3.7)
where the indices ·k and · r designate the coordinates of the test and reference light source,
respectively. In addition to the color coordinates (uk,i, vk,i) and (ur,i, vr,i) of the i = 1, ..., 8
Munsell color samples rendered under test and reference illuminant, the color coordinates
(uk, vk) and (ur, vr) of the respective white points must also be calculated.
In order to account for the adaptive color shift due to the different state of chromatic
adaptation regarding the two different illumination white points, a von-Kries like adaptation
transformation is applied which reads [159]
u′k,i =
10.872+ 0.404 crck ck,i − 4
dr
dk
dk,i
16.518+ 1.481 crck ck,i −
dr
dk
dk,i
,
v′k,i =
5.520
16.518+ 1.481 crck ck,i −
dr
dk
dk,i
,
(3.8)
where the functions
cm =
1
vm
(4− um − 10vm) ,
dm =
1
vm
(1.708vm + 0.404− 1.481um) ,
(3.9)
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shall be evaluated for the white points (uk, vk) and (ur, vr) of the test and reference light
source giving (ck, dk) and (cr, dr), respectively, as well as for the coordinates (uk,i, vk,i) of the
ith TCS illuminated by the test light source giving (ck,i, dk,i) in the above equations. Please
note that after performing the chromatic adaptation, the white point of the test light source
has virtually been shifted onto the white point of the reference, i.e., u′k = ur and v
′
k = vr.
Hence, the subsequently required transformation to the CIE 1964 color space originally
proposed by Wyszecki [162] can be performed using the following equations for the TCS
rendered by the test and reference illuminant, respectively:
W∗k,i = 25 (Yk,i)
1
3 − 17,
U∗k,i = 13W
∗
k,i
(
u′k,i − ur
)
,
V∗k,i = 13W
∗
k,i
(
v′k,i − vr
)
,
(3.10)
and
W∗r,i = 25 (Yr,i)
1
3 − 17,
U∗r,i = 13W
∗
r,i (ur,i − ur) ,
V∗r,i = 13W
∗
r,i (vr,i − vr) .
(3.11)
Finally, for each TCS the color difference of its color appearance as perceived under the
test and reference illuminant is calculated by taking the Euclidean distance
∆Ei =
√(
U∗r,i −U∗k,i
)2
+
(
V∗r,i −V∗k,i
)2
+
(
W∗r,i −W∗k,i
)2
. (3.12)
The special CRIs are then defined as
Ri = 100− 4.6∆Ei, (3.13)
while the general CRI is given as their arithmetical mean
Ra =
1
8
8
∑
i=1
Ri. (3.14)
As can be seen, the special CRIs Ri are scaled in such a way that i) a value of 100 indicates
a perfect agreement in the color appearance of the ith TCS when the performances of both
light sources are compared and ii) a general CRI of 51 is assigned to the standard F4 warm
white fluorescent lamp which is basically achieved by the factor 4.6.
Even though the CRI Ra is still the standard recommendation of the CIE for assessing the
color rendering properties of a light source being widely used in industry and application,
limitations of such a measure, especially when it comes to perception-related color quality
effects beyond color fidelity and/or when white LED light sources are involved, have exten-
sively been reported in the literature [163–173] and various approaches to overcome these
limitations have been proposed [19, 23, 26, 27, 30, 144–157, 160, 161].
Regarding the development of an improved fidelity index, the CIE, after long years of
struggle, finally came up in 2017 with its new approach of a general color fidelity index
Rf providing a scientifically accurate measure of color rendering with respect to a certain
reference illuminant [152]. Similar to the CRI, it compares the color appearance of a set of
TCSs illuminated by a test light source to the color appearance these test samples would show
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when being illuminated by the reference light source. However, instead of using an outdated
color space and chromatic adaptation transform, the Rf metric models the color appearance
of the TCSs perceived under both light sources by adopting the more sophisticated and
better suited CIECAM02 color appearance model, as introduced in the previous chapter, in
conjunction with the CIE 1964 standard colorimetric observer (10° CMFs, see Fig. 2.4). In this
framework, color differences between test and reference illumination are calculated in terms
of CIECAM02-UCS color coordinates and a more adequate method of choosing the proper
reference illuminant especially in the range between 4000 K and 5000 K has been introduced.
It is commonly believed that the newly proposed Rf metric addresses most of the inac-
curacies of the old CRI and provides a predominantly satisfying solution as a scientifically
accurate measure of color fidelity also in the context of white LED light sources. However, it
still does not satisfy the need for a perception-related color quality measure that goes beyond
fidelity. Despite being not intended for such a purpose, the CRI has been used for many years
by lighting manufacturers and end users as a benchmark for designing and developing light-
ing solutions to achieve the critical balance between color quality (even though just partly
reflected by the CRI) and energy efficiency. Still representing a pure color fidelity metric, the
Rf metric, as stated by the CIE [152], is therefore not intended to replace the CRI in its cur-
rent but often inappropriate application which would most likely not be better fulfilled by a
more accurate fidelity index. Hence, there is obviously a strong need for a better extension
or replacement of the CRI which on the one hand includes perception- and/or preference-
related aspects of color quality but on the other hand still provides a practical solution for
the industry.
3.2 memory- and preference-based color quality metrics
Despite the relatively large number of various proposals intended to replace the deficient
CRI and to provide a future standard for describing the more perception-related aspects of
color rendering, there are only four color quality metrics that are either based on memory
or preferred colors and, therefore, specifically target the evaluation of light sources in terms
of color preference and visual attractiveness. These are in chronological order Sanders’ pre-
ferred color index Rp, Judd’s flattery index Rflatt., Thornton’s color preference index RCPI,
and Smet’s memory color rendition index Rm which should all be discussed in more detail
in the following sections.
3.2.1 Sanders’ Preferred Color Index
In 1959, Sanders published a series of psychophysical experiments intended to investigate
the preferred colors and color tolerance ellipses of familiar real objects [25]. For these ex-
periments, he made use of a cleverly designed viewing cabinet illustrated in Fig. 3.3 which
enabled to vary the test objects’ color appearance over a wide range while the visual adapta-
tion state of the observers remained approximately constant.
As can be seen, the test object was placed on a wire mesh in the center of the viewing
cabinet and could be observed through a small quadratic aperture in the front panel of the
construction. Thus, a more or less fixed viewing angle was provided. The illumination of the
test object was realized by three pairs of colored fluorescent lamps (green, blue, and pink)
which were hidden in the lid of the viewing cabinet behind a diffusing screen. A specifically
designed dimmer circuit was used to control the light emission of the three different channels
so that light of variable color could be produced which homogeneously illuminated the test
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Figure 3.3 – Illustration of the experimental setup used by Sanders. Figure was taken from Ref. [25].
object under inspection and, consequently, caused a change in its color appearance. In order
to maintain a constant adaptation state of the observers even when the object illumination
was varied, a self-luminous white background which could be set to the chromaticities of
either CIE illuminant B or CIE illuminant C was realized by using a setup of two additional
fluorescent lamps installed behind a diffusing screen which partly replaced the lower part
of the inner back panel of the viewing cabinet. Due to this self-luminous background in
conjunction with the fixed viewing angle, observers basically had the impression that the
test objects themselves changed color and that this effect is not caused by an external source.
Hence, all clues regarding the actual object illumination could successfully be masked and,
therefore, the observers’ state of adaptation could be kept constant during the experiments.
In total, six different familiar objects were tested for both adaptation conditions. These ob-
jects – although very arguable in their relevance – were hand, face, tea, butter, beefsteak, and
potato chips. In each case, at least 20 different light spectra were optimized for illuminating
the respective test object to change its color appearance accordingly. The illuminance level
at the test object’s position was always constrained to be 215 lx. Based on their subjectively
perceived preference, observers were asked to rate for each provided illumination condition
the color appearance of the currently presented test object on a five-level rating scale running
from "good" to "unsatisfactory". For calculation purposes, numbers from 100 to 0 in steps of
25 were additionally assigned to the individual semantic descriptors.
The results of the color appearance ratings for each combination of test object and adap-
tation condition were subsequently reported in terms of preferred color centers and corre-
sponding chromatic tolerance ellipses. Figs. 3.4(a) and 3.4(b) summarize these results which
were eventually used by Sanders in a further publication [26] to propose a preference-based
color quality metric intended to evaluate the color rendering properties of white light sources
without the need of defining an additional external reference.
Sanders’ preferred color index Rp basically compares the CIE 1931 chromaticities of the six
familiar test objects as perceived under the test illuminant and corrected by a translational
chromatic adaptation transform of the Judd-type [174] with their experimentally determined
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Figure 3.4 – Chromatic tolerance ellipses of the natural test objects assessed in Sanders’ color appearance
rating experiments for the two different adaptation conditions of CIE illuminant B (left figure) and CIE
illuminant C (right figure). The tolerance boundaries were defined in such a way that they enclose all judg-
ments with an average value larger than 50 and, therefore, represent a fair or better color rendition. Colored
arrows shall indicate the direction and amount of the preference-induced chromaticity shifts in comparison
to the respective test object’s color appearance under reference illumination. Figures are reproduced from
Ref. [25].
preferred chromaticities. Please note that in contrast to the CRI calculation, no reference
illuminant was necessary any more introducing for the first time a new type of colorimetric
measure which evaluates the color quality of a test light source with respect to what people
expect or prefer certain objects to look like when illuminated by that light source.
Without the artificial incorporation of some kind of more or less arbitrarily chosen exter-
nal reference, such preference or memory-based color quality metrics can in principle be
considered to be an excellent choice for most lighting applications. The reason is simple: In
the absence of an external reference, which is usually the case in a non-laboratory environ-
ment, object colors and, therefore, the color quality of a light source are always rated against
the observers’ notion of how the perceived objects should look like. In this sense, prefer-
ence or memory-based rendition metrics are by definition best suited to account for this
non-negligible cognitive component in the color quality evaluation of white light sources.
Coming back to Sanders’ proposal, the comparison between the rendition results of a test
light source and the preferred color centers is mathematically performed by calculating the
so-called subjective color deviation
SCDi =
∆Si
rθ,i
=
√(
xt,i − xp,i
)2
+
(
yt,i − yp,i
)2
rθ,i
(3.15)
for each of the six familiar test objects that were assessed in Sanders’ original experiment.
This measure gives the ratio between the difference ∆Si of the test object’s apparent (after
chromatic adaptation) and preferred chromaticities and the radius rθ,i of the corresponding
tolerance ellipse measured in the same direction as the vectorial orientation of ∆Si, where the
color coordinates (xt,i, yt,i) and (xp,i, yp,i) denote the apparent and preferred chromaticities of
the ith test object, respectively. Please note that in order to reduce the error of the chromatic
adaptation in calculating the SCDi values, preferred chromaticity data of either CIE illumi-
nant B or CIE illuminant C shall be chosen depending on whose white point is closest to the
white point of the test light source.
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Figure 3.5 – Rescaling function to describe the relation between the calculated general SCDa ratio and the
mean preference-based color rendition rating assigned to the test light source. This functional relationship
was empirically determined by Sanders based on his color appearance rating experiments. Figure is repro-
duced from Ref. [26].
According to Sanders, the above equation allows for a descriptive geometric interpreta-
tion. From this point of view, the SCDi ratio indicates how close a certain test object’s color
appearance under the test illuminant given by its apparent chromaticities is located to the
geometric center of the corresponding tolerance ellipse defining the preferred chromaticities.
The smaller the ratio, the better the spatial agreement. Furthermore, in case that ∆Si equals
rθ,i the respective ratio is 1, which means that the test object’s apparent chromaticties reside
exactly on the contour line of the corresponding tolerance ellipse representing by definition
an average observer rating of 50 indicating a fair color rendition with respect to the observers’
color preference.
Based on such a geometric interpretation of the SCDi ratio, it can be shown that the follow-
ing relation holds [83]:
(SCDi)
2 = g11,i
(
xt,i − xp,i
)2
+ g22,i
(
yt,i − yp,i
)2
+ 2g12,i
(
xt,i − xp,i
) (
yt,i − yp,i
)
, (3.16)
where the parameters gkl,i determine the size, shape, and orientation of the experimentally
determined tolerance ellipses. The parameters for the different test objects assessed under
both adaptation conditions are tabulated in Ref. [26] and, consequently, allow for an easy
calculation of the specific SCDi values for each of the six familiar test objects. A more general
subjective color deviation SCDa can eventually be obtained by averaging the individual SCDi
ratios.
However, as stated by Sanders [26], the unsuitability of an object color is not necessarily
proportional to this SCDa measure. Hence, an empirical relation between the general SCDa
ratio and the color appearance ratings observed in his experiments was derived, which is
illustrated in Fig. 3.5. The result of this empirical rescaling defines Sanders’ final Rp index.
However, in order to assign a value of 85 to CIE illuminant B, as arbitrarily requested by
Sanders, the SCDa ratio has to be divided by a factor of 2.06 prior to rescaling. More details
and further discussions can be found in Sanders’ original publications [25, 26].
52 memory and preferred colors in color rendering
Table 3.1 – Summary of the 10 test samples used for the calculation of Judd’s Rflatt. indexed by their Munsell
notation. The corresponding actual and preferred chromaticity coordinates for reference illuminant D65 in
1960 CIE-UCS chromaticity space are tabulated. Note that the weighting factors quoted by Judd are chosen
more or less arbitrarily.
actual preferred
test sample # munsell notation ua va up vp weights in %
1 7.5 R 6/4 0.2351 0.3221 0.2451 0.3261 5
2 5 Y 6/4 0.2135 0.3429 0.2135 0.3429 15
3 5 GY 6/8 0.1817 0.3635 0.1717 0.3675 5
4 2.5 G 6/6 0.1570 0.3355 0.1470 0.3405 5
5 10 BG 6/4 0.1633 0.3045 0.1533 0.3025 5
6 5 PB 6/8 0.1732 0.2708 0.1672 0.2608 5
7 2.5 P 6/8 0.2076 0.2749 0.2116 0.2649 5
8 10 P 6/8 0.2378 0.2899 0.2478 0.2849 5
13 5 YR 8/4 0.2249 0.3292 0.2449 0.3402 35
14 5 GY 4/4 0.1862 0.3489 0.1662 0.3489 15
3.2.2 Judd’s Flattery Index
According to Judd’s original paper published in 1967 [27], his definition of a flattery index
Rflatt. for ligthing applications is intended to give "a tentative measure of the degree to which the
lighting installation produces the preferred colors of objects". Mathematically, it closely follows the
calculation scheme of the CIE color rendering index as proposed in 1965 [16, 17] using 10 of
the 14 Munsell test samples that were originally selected for testing color rendition.
However, instead of simply comparing the chromaticities of the test samples illuminated
by a reference illuminant with those obtained for the test illuminant, Judd’s flattery index
takes into account the preferred chromaticities of the test samples, which were derived from
the memory and preferred color data obtained by Newhall et al. [34], Sanders [25], and
Bartleson [35], and weights them – more or less arbitrarily – according to their importance
in lighting applications. In order to give an overview, Table 3.1 names the 10 Munsell test
samples used for the calculation of Rflatt. and summarizes their actual (ua, va) and preferred
(up, vp) chromaticitiy coordinates for reference illuminant D65 in 1960 CIE-UCS chromaticity
space. In addition, the corresponding weighting factors (in per cent) as quoted by Judd are
tabulated. For a better visualization, Fig. 3.6 further illustrates the differences of the actual
and preferred chromaticities. As can be seen, the preferred chromaticity shifts indicated by
the red arrows generally point in the direction of increased chroma and, therefore, of higher
saturation.
In order to allow for optimized light sources to perform better than the corresponding
reference illuminants, Judd proposed to define the flattery index Rflatt. in such a way that the
reference illuminant is assigned a value of 90, whereas a light source that renders all of the
n test samples to precisely match their preferred chromaticities is assigned a value of 100.
Hence, Judd’s flattery index may be written as
Rflatt. = 100− 0.839∆E f ,k, (3.17)
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Figure 3.6 – Judd’s preferred chromaticity shifts of the Munsell samples # 1-8, 13, and 14 for reference
illuminant D65 shown on the 1960 CIE-UCS diagram. The chromaticity shifts are indicated by red arrows
and generally point in the direction of increased chroma/saturation. Figure is reproduced from Ref. [27].
where ∆E f ,k is the arithmetic mean of the weighted differences ∆E f ,i between the chromatici-
ties of the n = 10 test samples illuminated by the test source and their preferred chromatici-
ties under reference illumination. Here, ∆E f ,i is given by
∆E f ,i = 800
{[(
ur,i + ∆u f ,i − ur
)− (uk,i − uk)]2
+
[(
vr,i + ∆v f ,i − vr
)− (vk,i − vk)]2}1/2 , (3.18)
with ∆u f ,i and ∆v f ,i being the chromaticity shifts that have to be added to the chromaticity
coordinates (ur,i, vr,i) of each test sample i illuminated by the reference light source having
its white point at (ur, vr) in order to obtain the preferred chromaticities of the test samples.
Furthermore, the variables uk,i and vk,i indicate the chromaticity coordinates of each test
sample i illuminated by the test light source with (uk, vk) giving its respective white point.
As can be seen from Eq. (3.18), Judd’s flattery index also incorporates a translational (or
Judd-type) white-point adaptation transform to account for the chromaticity differences be-
tween the white points of the test and the reference illuminant [54]. By subtracting the white
point chromaticities of the light sources from the corresponding chromaticity coordinates of
the test samples only relative coordinates are considered. Note that although this is consistent
with the calculation scheme of the CRI as defined in the 1960s, it significantly differs from
the current definition of the CRI standardized in 1974 [158], which uses a more advanced
von Kries-type transform to include white-point adaptation.
However, Eqs. (3.17) and (3.18) give only a preliminary definition of the flattery index. Due
to criticism of Jerome and Nickerson [27], who stated that for providing a direct comparison
between the CRI of a light source and its flattery index both measures should operate on the
same scale, Judd decided to modify Eq. (3.17) in such a way that it exactly matches the CRI
definition. Hence, the final version of Judd’s flattery index reads
Rflatt. = 100− 4.6∆E f ,k, (3.19)
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i.e., the scaling factor was approximately increased by a factor of five. At the same time, this
means that the chromaticity shifts of Eq. (3.18), which are illustrated in Fig. 3.6, must be
reduced by the same factor in order to retain a flattery value of 90 to be still assigned to the
reference illuminant. For further details and an overview of the reduced chromaticity shifts
for each of the ten test samples upon which the Rflatt. calculation is based, the interested
reader is referred to Judd’s 1967 paper [27].
3.2.3 Thornton’s Color Preference Index
From a conceptional point of view, Thornton’s color preference index (CPI) proposed in 1974
[30] is very similar to Judd’s previously discussed flattery index. Instead of using actual
preferred or memory colors like for example Sanders [26] and Smet et al. [23] did with their
definition of a color quality metric, both Thornton’s CPI and Judd’s flattery index simply
correct the chromaticities of a certain number of Munsell color samples illuminated by a
reference light source with some experimentally motivated [25, 34, 35], but arbitrarily chosen
preferred chromaticity shifts.
In contrast to Judd’s flattery index, Thornton’s CPI only uses the first eight Munsell sam-
ples given in Table 3.1 and keeps the original magnitude of the preferred chromaticity shifts
illustrated in Fig. 3.6, i.e., no reduction by a factor of five is applied. In addition, all Munsell
color samples are weighted equally so that the CPI as proposed by Thornton reads
RCPI = 156− 7.18∆Ek, (3.20)
where ∆Ek is the arithmetic mean of the equally weighted differences ∆Ek,i between the chro-
maticities of the eight test samples illuminated by the test light source and their preferred
chromaticities under reference illumination. Equivalent to Judd’s flattery index, these differ-
ences ∆Ek,i are calculated by using Eq. (3.18). Furthermore, the scaling constants aCPI = 156
and bCPI = 7.18 in Eq. (3.20) were chosen in such way that i) a CPI value of 100 is assigned to
the reference illuminant in order to be in accordance with the CRI definition and ii) the ratio
of the constant bCPI to the maximum CPI value is the same as the ratio of the CRI scaling
constant bCRI = 4.6 to its maximum value Ra,max = 100.
Please note that even though Judd’s flattery index and Thornton’s CPI including the cor-
responding chromaticity shifts are specifically designed for "illuminants of source color not too
different from that of D65" [30], both color quality metrics will be applied over a wide range
of light sources with different CCTs in a later part of this thesis. Hence, it is believed that re-
placing their outdated translational chromatic adaptation transform by for example the more
sophisticated CAT02 approach would significantly enhance their predictive performance. For
further details see Sec. 5.2.3.
3.2.4 Smet’s Memory Color Rendition Index
Finally, Smet’s memory color rendition index (MCRI) as the latest in a row of preference or
memory-based color quality metrics should be discussed. In principle, the MCRI assesses the
color quality of a light source by comparing the rendered color appearance of ten familiar
test objects (green apple, ripe banana, orange, dried lavender, smurf®, strawberry yogurt,
sliced cucumber, cauliflower, Caucasian skin, and a neutral gray sphere) with their actual
memory colors, i.e., the color appearance observers expect the objects to look like in reality.
These memory colors are defined by bivariate Gaussian similarity functions derived from
experiment which describe the psychophysical response of observers to chromaticity devia-
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tions from the corresponding memory color centers given by the centroids of these similarity
distributions.
Figure 3.7 – Experimental setup used by Smet et al. [40]. Left image: Interior view of the illumination box
showing a) PWM-controlled RGBA LED packages for illuminating the test object, b) diffusing tunnel for
preventing specular reflections, c) transparent mounting for holding the test object in position, and d) self-
luminous back panel for maintaining a constant adaptation state. Right image: Viewing cabinet as seen
by the observer. The white front panel masks the inner life of the viewing cabinet and is illuminated by
an external fluorescent lamp causing approximately the same chromaticity as exhibited by the back panel.
Figures were taken from Ref. [40].
For the determination of the required Gaussian functions, a psychophysical color appear-
ance rating experiment was devised by Smet et al. [40] in which various familiar test objects
were presented to a group of observers in such a way that their color appearance could be
varied over a wide range of possibilities while keeping the observers’ chromatic adaptation
state constant during the rating process. To achieve this goal, Smet et al., similar to the ap-
proach of Sanders, made use of a specially designed illumination/viewing cabinet shown in
Fig. 3.7 which masked all clues regarding the illumination that caused the change in the color
appearance of the test objects. In order to maintain a constant adaption state, a self-luminous
white back panel with a CCT of 5600 K, CIE 1964 chromaticity coordinates of x10 = 0.3289
and y10 = 0.3514, and a luminance of 590 cd m−2 was mounted on the inside of the viewing
cabinet which was closed by a white front panel masking the inner life and leaving only a
central 10° viewing aperture. By illuminating the front panel with an external fluorescent
lamp, it could be guaranteed that the chromaticity coordinates of the front and the back
panel were approximately the same. The uniformity of the object illumination, assessed by
measuring the luminance at several locations across a neutral grey sphere which was placed
inside the viewing cabinet, was reported to be Lmin/Lmax = 0.90.
For each familiar test object, more than 100 different individually optimized chromaticities
with approximately equal luminances were rendered by adjusting the light output of the six
radially arranged PWM-controlled RGBA LED packages which illuminated the inner part
(where the test object is placed) of the viewing cabinet. In total, 32 observers took part in the
experiments. They were asked to rate the presented test object’s apparent color according to
their idea of how the respective object should look like in reality adopting a five-point rating
scale. Following the proposal of Yendrikhovskij et al. [38], bivariate Gaussian distributions
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intended to represent an average observer were used to model for each test object the pooled
observer ratings. An example for the test object of green apple is shown in Fig. 3.8(a).
Figure 3.8 – Overview of the experimental results obtained by Smet et al. [40]. Left figure: Exemplary illus-
tration of the bivariate Gaussian model fitted to the mean observer ratings for the test object of green apple.
Right figure: Illustration of the elliptical cross-sections of the similarity functions of the ten different familiar
test objects assessed in the experiments. Here, the contour lines represent a unit Mahalanobis distance [175,
176]. The memory color centers (centroids of the respective similarity functions) are given by the colored
open circles, while the colored crosses mark the test objects’ chromaticities as perceived under D65. Figures
were taken from Ref. [54].
In addition Fig. 3.8(b) gives an overview of the elliptical cross-sections of the similarity
functions of the ten different familiar test objects assessed in Smet at al.’s experiments. Each
similarity function is simply obtained by normalizing the corresponding Gaussian fit and,
therefore, can be described by a set of five different fitting parameters a1,i to a5,i defining its
centroid, size, shape, and orientation. Hence, the similarity function of the ith test object in
IPT color space [177, 178] (i.e., the color space adopted by Smet et al.) is given by
Si(Pi, Ti) = exp
(
−1
2
(
a3,i (Pi − a1,i)2 + 2a5,i (Pi − a1,i) (Ti − a2,i) + a4,i (Ti − a2,i)2
))
, (3.21)
with the required parameters being tabulated in Ref. [53].
Based on these similarity distributions, Smet et al. [23, 52–54] derived their MCRI definition
which is given as follows: For each of the ten familiar test objects illuminated by the test light
source, the corresponding colors under D65 reference illuminant are calculated in IPT color
space assuming a 10° standard observer (the spectral reflectances of the test objects needed
for the calculation are also tabulated in Ref. [53]). Here, the CAT02 transform as incorporated
in the CIECAM02 color appearance model is used to mathematically perform the chromatic
adaptation. The required parameter D giving the degree of adaptation is either determined
by the luminance of the adaptation field (see Eq. (2.26)) or, if the luminance is unknown, is
recommended to be set to 0.9.
Next, the calculated object chromaticities (Pi, Ti) are inserted into the similarity functions
of Eq. (3.21) in order to compute the degree of similarity between the test objects’ apparent
color appearance and their respective memory colors. The closer the function value Si(Pi, Ti)
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is to unity, the better the agreement. From these object-specific values, the general degree of
similarity Sa is obtained by taking their geometric mean
Sa = 10
√ 10∏
i=1
Si. (3.22)
Finally, the Sa value is rescaled to the standard CRI range defined from 0 to 100 allowing
for a better comparison between these two metrics. This rescaling is achieved by a sigmoid
function giving the final form of Smet’s MCRI which reads
Rm = 100 ·
(
2
exp
(
1+ p∗1 |ln Sa|p
∗
2
))p∗3 , (3.23)
where the scaling parameters p∗1 = 21.7016, p
∗
2 = 4.2106, and p
∗
3 = 2.4154 were chosen in such
a way that i) the CIE illuminants F4 and D65 have an Rm value of 50 and 90, respectively, and
ii) light sources with Sa < 0.5 are assigned an MCRI of zero.
3.3 other color quality metrics
In addition to the preference- and memory-based color quality metrics of Sanders [26], Judd
[27], Thornton [30], and Smet [23, 52–54] discussed in the preceding sections, several other
color quality and rendition metrics will be used in a later chapter for comparing the predic-
tive performances of all these metrics with a new proposal that should be devised throughout
this thesis. The selection of additional metrics includes the CRI Ra [159], the general color
fidelity index Rf [152], the gamut area index (GAI) [144], the arithmetic mean of GAI and Ra
[153, 154], the color quality scale (Qa,Qf,Qp,Qg) [19], the CRI2012 [150], the feeling of contrast
index (FCI) [146], and the IES TM-30 Rg measure [151].
Please note that this list, although far away from being complete, is assumed to represent
a balanced cross-section of the three basic categories of color rendition which, according to
Houser et al.’s review paper [179], are formed by fidelity-, preference-, and gamut-based color
quality metrics, respectively. For further details on the concepts and implementation of the
individual metric definitions, the interested reader is referred to the cited references.
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C O L O R A P P E A R A N C E R AT I N G O F FA M I L I A R O B J E C T S
"Color was an art long before it was a
science, and consequently the language
of color is poetic rather than factual"
– John A. C. Yule [180]
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C O L O R A P P E A R A N C E R AT I N G O F FA M I L I A R O B J E C T S
The concept of memory colors was first introduced by Hering [32] in the late 19th century
in order to explain his findings of color constancy in visual perception. Following Hering’s
original definition, the term "memory color" is used to describe the typical color an individual
observer has in mind when thinking of or looking at certain familiar objects that he or she
acquired frequently and memorized stably through his or her experience with the respective
objects. Hering further stated that the spectacles of memory, i.e., the prior knowledge of how
the representative color should look like, might induce a considerable shift regarding the
perceived color appearance of a familiar object.
Several subsequent studies investigating the influence of memory on the perception of
object colors validated Hering’s claim by showing that the expectation of the color of an object
being impressed on the observer’s long-term memory undeniably affects its perceived color
[25, 31, 34, 35, 37, 38, 40, 42, 43, 181–185]. Independent experiments performed by Duncker
[181], Bruner et al. [182], and Harper [183] for example revealed that the memory color, which
is associated with a certain familiar object, has a significantly measurable impact on the
observers’ color matching results when the object is presented in such a way that its actual
color is not the color characteristically identified with it, i.e., a yellow banana illuminated by
a red light source leads to a more yellowish color matching result than its actual color of
presentation would suggest.
In another series of display-based experiments, Hansen et al. [43] and Olkkonen et al. [185]
provided further evidence of the memory induced modulation of human color perception.
Applying the method of adjustment, they asked several subjects to interactively manipulate
the rendered color appearance of natural fruit objects presented on the monitor as digitized
photographs until they appeared achromatic. It was found that these familiar objects were
perceived to be gray when their color was slightly shifted away from the actual neutral grey
point into the opposite direction of their typical color. Hence, the color of for example a yellow
banana was adjusted to an opponent slightly blueish hue in order to appear achromatic for
the observers. These results indicate that natural and other familiar objects always tend to
be perceived in their typical memorized color. By providing cues to the visual system which
may serve as an internal reference, memory colors are therefore considered to play a crucial
role for the mechanisms of color constancy and color appearance under varying illumination
conditions [32, 43, 44, 55, 185] as well as for color reproduction [33, 39, 45–51] and color
rendering applications [23, 26, 27, 30, 52–54].
Because of their potential use as an internal reference in the assessment of color appearance
and color quality, first experiments aiming to explore the characteristics of memory colors
quantitatively were performed by Newhall et al. [34] and Bartleson [35]. Both studies experi-
mentally determined the memory colors of various familiar objects and their corresponding
acceptance boundaries using a large number of Munsell color patches which were presented
to the observers in a viewing booth. Given only the name of a certain familiar object (e.g.,
green grass, skin, red brick, blue sky,...), the participants were asked to choose from the set
of Munsell color patches the one which best represents their idea of how the color of the
corresponding object looked like in reality.
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When comparing these selections with the average measured colors of the corresponding
test objects [24, 36], significant differences in hue, chroma, and lightness could be observed.
Memory lightness for example averaged higher by slightly more than one Munsell step, while
memory hues tend to move towards the typical or dominant hues commonly associated with
the test objects. Furthermore, most of the tested object colors showed increased chroma when
recalled from memory, an overall trend which has been confirmed in various subsequent
experiments [25, 31, 33, 37–41]. However, some of the test objects of naturally low saturation
like sand, skin, and concrete, did not show this effect, which was also confirmed by the
findings of Pérez-Carpinell et al. [37] who examined the memory induced shifts in dominant
wavelength and colorimetric purity of eight familiar objects with the help of Munsell color
patches assessed under different illuminants (D65 and A) while considering two different
observer groups with varying degree of expertise regarding the technical and artistic aspects
of color. Again, only the names of the test objects were given as a hint to the observers that
were asked to perform the color matching with respect to their long-term memory impression
of the respective object.
By excluding object properties such as texture, shape, and size – which were demonstrated
to have an impact on both similarity ratings [38, 186] and color constancy [187, 188] – from
the assessments, these memory color matching experiments based on abstract Munsell color
patches could only lead to a rough estimate of the underlying ground truth rather than
providing a detailed analysis of how people assess memory colors under realistic viewing
conditions. In order to overcome these shortcomings, Sanders [25] in the late 1950s was
the first who examined color appearance ratings with respect to the observers’ long-term
memory by presenting them real familiar test objects – an approach which was later adopted
and refined in a seminal work by Smet et al. [40]. Details on the concept of both studies and
the deduced results can be found in Secs. 3.2.1 and 3.2.4, respectively.
In both cases, the test objects were presented to the observers in a cleverly designed view-
ing cabinet in such a way that the object’s color appearance could be varied over a wide
range while the visual adaptation level of the observers remained approximately constant.
For each test object, a certain variety of different illumination conditions could then be opti-
mized leading to a perceivable change in its color appearance. During the experiments, the
participants were asked to rate the similarity of the currently presented object color with
their idea of what the object looked like in reality on a five-level scale of the Likert-type [189].
Besides providing color centers and acceptance boundaries for the memory colors of each of
the test objects, such a rating scale also allows for the introduction of certain weighting func-
tions describing the quantitative assessment of the color appearance of the test objects and
is therefore considered to be a superb choice that should also be applied for the experiments
performed within the scope of this thesis. The so-obtained weighting functions could eventu-
ally be used, similar to the approaches of Sanders [26] and Smet et al. [23, 52–54], to device a
new algorithm for the improved memory-based evaluation of the color rendering properties
of white light sources, which basically should be the main goal of the present work.
Even though the experiments of Sanders [25] and Smet et al. [40] provide a quite good
methodology for quantifying the assessment of memory colors, they both lack the possibility
of taking into account the influence of realistic adaptation conditions on the observer ratings.
Hence, a new experiment on the assessment of memory colors providing more realistic view-
ing and adaptation conditions was conducted as part of this thesis, whose conceptual design
and obtained results should be reported here. Besides giving an overview of the experimen-
tal setup, the test color selection, and the composition of the panel of subjects, a thorough
statistical analysis of the observers’ color appearance ratings will additionally be provided in
the following sections.
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4.1 display-based methods of memory color evaluation
Before considering in detail the setup and results of the newly devised experiments pre-
sented in the current thesis, a selection of display-based methods for the evaluation of mem-
ory colors reported by various researchers should be discussed first. In this context, special
emphasis will be put on the drawbacks of such methods regarding their quite small benefit
for an application to real lighting scenarios on which the focus of the present work should
be. The following overview is limited to studies that assessed memory colors by performing
color appearance rating or matching experiments of familiar objects similar to those reported
later in this thesis, with the only difference that the former were conducted with the help of
a computer-driven display visualization and not by presenting real objects to the observers.
yendrikhovskij et al. [38] (1999) In this study, the authors used a display-based setup
to investigate the characteristics of how people rate the color appearance of a specific test
object presented to them in a huge variety of different colors. Due to its general familiar-
ity, a ripe (yellow) banana was chosen as the test object. This object was then presented to
the observers in form of digitally processed images on a colorimetrically characterized and
calibrated cathode ray tube (CRT) monitor adjusted to D55 reference white. Three different
situations of image content shown in Fig. 4.1 were prepared in order to examine whether the
Figure 4.1 – Examples of the test object’s images rated by the observers. Three different situations were
examined which are the banana presented in a multi-fruit environment (upper row), the single-fruit case
(middle row), and the banana presented as colored contours (lower row). Figures were taken from Ref. [38].
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Figure 4.2 – Gaussian modeling of the observers’ average similarity judgements (filled squares) regarding
the color appearance of various banana samples presented on a CRT monitor in comparison to the observers’
idea of how a ripe banana should typically look like in reality. Results for the three differnet types of image
content are reported. Figure was taken from Ref. [38].
naturalness of the object depiction and the complexity of the image content have an impact
on the color appearance ratings of the observers.
Hence, for each of the three situations, 49 color variations were created by pixel-wisely
manipulating the color attributes of chroma and hue of the banana object without changing
its lightness correlate or the rest of the image content. A total number of eight subjects took
part in the experiments. For each presented test image, the participants were asked to judge
the similarity in colors between the banana samples’ color appearance displayed on the CRT
monitor and a typical ripe banana as they remembered it from their memory. The rating
was performed on an eleven-point numerical category scale ranging from 0 (no similarity)
to 10 (complete agreement) and was repeated twice for all color variations of each situation
of image content. The respective similarity judgments of the eight observers were averaged
and subsequently visualized in a chromaticity space spanned by the average hue and chroma
correlates of the banana samples which was extended by a third dimension representing the
observers’ mean rating values. In Fig. 4.2, the corresponding results, which could be modeled
by bivariate Gaussian functions, are illustrated for the three different types of image content.
Further analysis of the Gaussian functions and of their perpendicular projection to the
chromaticity plane revealed that the centroids and spread of the bivariate Gaussian distribu-
tions, representing the prototypical memory color of a ripe banana in the given chromaticity
space, significantly varied between the different types of banana depiction, while their shape
and orientation remained more or less the same. This observed variation appeared to happen
in such a way, with the multi-fruit scenario showing the smallest spread in the correspond-
ing similarity distribution, that the authors were tempted to conclude that "the naturalness
of the banana depiction facilitates the similarity judgments between the apparent and prototypical
colors". Moreover, the memory color centers/locations defined by the centroids of the respec-
tive Gaussian similarity distributions were found to exhibit slightly more saturation than the
reference representation of the banana samples would have suggested, which, as stated pre-
viously, can be considered as a general feature of memory color representations of familiar
objects.
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tarczali et al. [41] (2006) Based on the findings reported by Yendrikhovskij et al. [38],
a new study was devised exploring the memory color assessments of six different familiar
objects in a three-phase color matching experiment performed on a colorimetrically charac-
terized CRT display. Two different cultural observer groups, consisting of Hungarian and
Korean observers, respectively, were tested and compared with each other. In total, eleven
Hungarian and nine Korean subjects took part in the experiments which were conducted in
a completely dark room with the display’s white point set to 6500 K. In the first phase of the
experiments, a method of choice was applied where a single color name of one of the six
familiar objects (Caucasian skin, blue sky, green grass, oriental skin, deciduous foliage, and
orange) was given to the observers who had to choose from a 4× 4 array of displayed color
patches the one that best fitted their idea of how the respective object looked like in reality.
A total number of thirty randomized repetitions of this memory color matching procedure
were performed for each observer and test object and the resulting memory color centers
and tolerance radii defined as twice the standard deviations of the mean memory colors
were reported.
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Figure 4.3 – Inter-cultural comparison of the long-term memory color representations of the six different test
objects obtained from averaging the Korean and Hungarian observer assessments of all three experimental
phases and all repetitions. Figure was reproduced from Table 3.9 of Ref. [190].
In the second phase of the experiments, the method of reproduction was applied. A square-
shaped color patch of changeable color was presented to the observers on the CRT display
with the color name of one of the familiar test objects being written above the color patch.
The order in which the color names were displayed for the individual observer was again
randomized. During the experiment, three sliders could be used to adjust the hue, saturation,
and lightness of the color patch in such a way that it matched the observer’s notion of how
the color appearance of the respective test object should be in reality. Ten repetitions were
performed for each test object and the mean findings for each observer were reported.
The third phase was similar to the second one, with the difference that this time no color
name was given. Instead, the color patch was shown as part of a grey-scale photorealistic
image displayed on the CRT monitor which could unambiguously assigned to one of the
familiar test objects. The three sliders could again be used to adjust the color features of the
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color patch to reproduce the most suitable color corresponding to that part of the grey-scale
image where the changeable color patch was displayed. Again, the matching was repeated
ten times for each test object in randomized order and the mean results for each observer
were reported.
Based on the findings of the three phases, an overall mean long-term memory color was
calculated for each test object and observer group. Hence, the mean results of both Hungarian
and Korean observers could be compared allowing for drawing some conclusions about the
impact of the cultural background on memory color assessments. In Fig. 4.3, the CIELAB
chromaticities of the memory color centers are shown for both observer groups. As can be
seen, slight deviations between Hungarian and Korean observers occur for all test objects
indicated by solid line segments. When considering the distributions of the color coordinates
L∗, a∗, and b∗ of both cultural observer groups around their respective means separately,
significant differences between Hungarian and Korean observers with respect to at least
one of these coordinates could be reported, with the exception of blue sky, for all familiar
test objects adopting a 5 % significance level. Even though this is a very arguable way of
dealing with multivariate data, which actually does not allow for drawing further conclusions
about cultural dependencies, Tarczali et al. [41, 190], based on these findings, reported a
certain cultural impact on the memory color assessments. However, due to the poor way of
performing the statistical analysis, such a conclusion must be considered as very doubtful.
smet et al. [55] (2014) In this study, the effect of cross-cultural differences on the color
appearance ratings and memory colors of familiar test objects, as being reported in a first at-
tempt by Tarczali et al. [41], was further investigated by using a liquid-crystal-display(LCD)-
based methodology specifically developed for being applied worldwide. In total, results from
seven different research institutes of seven different countries could be collected. These coun-
tries are Belgium, Hungary, Brazil, Colombia, Taiwan, China, and Iran. Even though each
laboratory used its own equipment for running the experiments, the established method-
ology provided an exact instruction how to calibrate and characterize the LCD devices as
well as how to gather the observers’ rating data so that the subsequent analysis could be
performed on a common ground.
In each country, a set of eleven different familiar objects (green apple, ripe banana, ripe
lemon, cauliflower, orange, strawberry, tomato, dried lavender, smurf®, Caucasian skin, and
Asian skin), being well distributed around the hue circle, were presented as digitally pro-
cessed images to a certain number of observers varying from country to country. The displays’
white points were set to D65 chromaticity and a luminance of approximately 200 cd m−2. Sim-
ilar to the study of Yendrikhovskij et al. [38], over 100 different color variations were created
for each test object by accordingly manipulating the chromatic pixel content, while keeping
the lightness correlate unchanged. These processed images were subsequently displayed on
the LCD and the observers were asked to rate the apparent color of the presented object
according to what they thought it should look like in reality.
Again, the average rating results for each region could be modeled by using bivariate
Gaussian similarity distributions. Although statistical testing revealed significant differences
between the region average observers and a global observer obtained by pooling the data of
a specific test object from all regions, the effect size of the cultural background was found
to be very small. For illustrative purposes, Fig. 4.4 visualizes the cross-regional differences
for the green apple which statistically showed the largest effect size of all test objects. As
can be seen, slight deviations between the different countries/regions are present which, as
stated by the authors, might be due the object’s naturally occurring large variations in color.
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Figure 4.4 – Illustrations of the region average and the global memory colors for the test object of green
apple. The (u′, v′) subplot in the last row of the right coloumn depicts the differences among the regional
memory color centers. In addition, the memory color center of the global observer is shown together with
the corresponding tolerance boundary of color acceptibility. Figures were taken from Ref. [55].
However, from the subplot of Fig. 4.4 it should be noted that all regional memory color
centers still lie within the tolerance boundary ellipse assigned to the global observer which
basically denotes the observer’s range of color acceptability. Hence, bearing in mind that for
the remaining test objects the effect size of the impact of the cultural background on the
color appearance ratings was observed to be much smaller leading to differences between
the regional and global memory color centers to be of the same order of magnitude or even
smaller than the typical inter-observer variabilities, the authors concluded that even though
statistical significance was obtained, the regional differences were likely to be of no practical
importance, which partly contradicts the findings of Tarczali et al. [41, 190] discussed above.
However, on the other hand, it must be expected that Tarczali et al. would have come to the
same conclusions if they had performed a more sophisticated statistical analysis capable of
treating multivariate data properly, like Smet et al. [55] did in their research.
zhu et al. [191] (2017) In order to address the inconsistencies between the results of
Tarczali et al. [41, 190] and those obtained by Smet et al. [55], a new display-based experiment
was devised by an international Chinese-German research collaboration of which the author
of this thesis was also part of. Please note that some of the results reported here were also
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published elsewhere [192, 193]. In contrast to the study of Smet et al. [55], the exact same
experimental equipment – a high-resolution AdobeRGB LED backlight display – was used in
both countries for data acquisition. Special care was taken to develop a common methodology
ensuring a proper display calibration and characterization yielding the same, colorimetrically
accurate performance in both countries. As before, the display’s white point was set to D65
chromaticity with a slightly smaller luminance of 110 cd m−2 when compared to the approach
of Smet et al. [55].
The subsequent experiments basically comprised two different parts both investigating the
impact of inter-cultural differences between Chinese and German observers on the assess-
ment of memory colors using a set of 18 familiar test objects (banana, strawberry, orange,
kiwi, nectarine, green apple, broccoli, lemon, aubergine, lavender, red rose, pink lotus, green
grass, blue jeans, blue sky, Caucasian skin, oriental skin, and African skin) which were partly
identical to those applied in the other studies. In the first part, the same method of reproduc-
tion was applied as reported by Tarczali et al. [41] for their second phase, i.e., a square-shaped
color patch of changeable color was presented to the observers on the LCD with the color
name of one of the familiar test objects being written above the color patch (see Fig. 4.5).
The order in which the color names were displayed for the individual observer was random-
ized. In order to adjust the appearance of the color patch to match the observer’s respective
memory color, three different sliders were again provided to manipulate the patch’s CIELAB
correlates of lightness, chroma, and hue, accordingly. The average results of 25 Chinese and
44 German observers were reported in terms of regional memory color centers and corre-
sponding matching tolerance ellipses.
In the second part of the experiments, more or less the same experimental setup and pro-
cedure was used with the only difference that this time a grey-scale image representation of
Figure 4.5 – Layout of the graphical user interface for manipulating the color appearance of the square-
shaped homogeneous color patch. In the first part of the experiment only the test object’s name, as illustrated
here, was given as a clue to the observers who were asked to adjust the CIELAB lightness, chroma, and hue
correlates of the color patch by moving the corresponding three sliders until its color appearance matched
their idea of how the respective test object should look like in reality. In the second part of the experiment,
a grey-scale image representation of the test object providing an additional clue was displayed between the
color patch and the test object’s name.
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Figure 4.6 – Memory color centers and tolerance boundary ellipses of the average global observer for each
of the 18 test objects plotted in the a∗b∗ chromaticity plane. The solid grey line indicates the orientation
(hue angle) of the memory color center in relation to the coordinate origin, while the dashed-dotted grey
line visualizes the orientation of the ellipse’s semi-major axis. Please note that the ellipse axes are reduced
by a factor of 2. For comparative purposes, the memory color centers of the average Chinese and German
observer obatined from both experiments are also indicated. Figures were taken from Ref. [191].
the respective test object was displayed as an additional clue above the color patch and below
the object’s name. For the second part, 31 Chinese and 25 German observers participated. In
Fig. 4.6, the results of both memory color matching experiments are summarized. As can be
seen, for each familiar test object the regional memory color centers of both experimental
parts are all located within the corresponding matching tolerance ellipses assigned to the
global observer obtained by pooling the Chinese and German data. In fact, the overlap of
the regional tolerance ellipses is much larger than the extent of the differences between the
respective memory color centers. In addition, the typically observed inter-observer variability
as an inherent feature of the memory color matching is more than twice as large as the overall
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difference between the regional memory color centers. These results in principle confirm the
conclusion drawn by Smet et al. [55] who stated that the impact of the cultural background on
the assessment of memory colors was not significant compared to the relatively large effect
of inter-observer variability.
The four different studies discussed above basically give a good overview of how display-
based experiments on the assessment of memory colors can be devised and what kind of
results could be expected. Even though some of these studies, in particular the ones that
make use of Gaussian modeling, provide a conceptionally excellent approach regarding the
way color appearance ratings of familiar objects are collected and analyzed, all of them failed
to offer suitable viewing and adaptation conditions with respect to real lighting applications
– a problem which in a similar manner may also be reported for the studies based on abstract
Munsell color samples or the ones using a viewing cabinet approach. In each case, the ex-
periments were performed in a dim/dark environment with the self-luminous display being
more or less the only source of light controlling the observers’ state of adaptation. Hence,
as stated by Tarczali et al. [41], the reported results are limited to the very specific viewing
conditions of the respective study. For applications such as digital image color enhancement
or in the post-production of the movie industry, where the tweaking of some image content
is performed in similar environmental conditions, a color appearance model like the one
previously discussed could be used to deal with another, slightly different viewing situation
so that the reported display-based memory colors and their corresponding tolerance bound-
aries could still be used for image enhancement. As stated by Bodrogi et al. [190], a possible
strategy for such applications would be for example to map the color gamut of a certain
memory-related image content onto its respective tolerance volume in a three-dimensional
color space. However, in case of illuminating real objects for example in shops, supermarkets,
or the retail industry in general as well as in case of office and home lighting applications,
the differences in viewing and adaptation conditions between such applications and the
display-based experiments are far too big to be still adequately absorbed by any available
color appearance model.
Besides providing a much more immersive, three-dimensional viewing experience, which
display-based methods usually could not, real lighting applications also include the proper
perception of object features such as texture, size, and shape which evidently have a signifi-
cant influence on color constancy [187, 188]. Hence, it is most likely, that similar effects would
also be observed for memory colors which, at least when using computer monitors or other
two-dimensional output devices, could not appropriately be mirrored in a display-based
experiment. Furthermore, from a perceptual point of view, observers are in a completely dif-
ferent, non-comparable cognitive state when being exposed to a real life lighting situation
compared to what is expected when they only assess object representations and images or
even worse abstract color patches while being seated in front of a computer monitor.
Due to all these severe drawbacks mentioned above, it is very questionable if the results
and the knowledge gained from this kind of experiments could be applied to real light-
ing applications. Strictly speaking, the "simplifying" viewing cabinet approaches adopted by
Sanders (see Sec. 3.2.1) and Smet et al. (see Sec. 3.2.4) must also be ranked somewhere be-
tween these display-based methods and real lighting applications and as such cannot provide
the required complexity regarding a comprehensive description of the latter. For this appar-
ent reason, the investigations reported in the subsequent sections of this thesis appear to be
justified and necessary in order to develop a proper notion of how the mechanisms of the
concept of memory colors work in the context of realistic viewing and adaptation conditions.
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Figure 4.7 – Experimental setup for investigating the impact of long-term memory on the color appearance
ratings of familiar test objects. From top to bottom: a) Overview of the experimental arrangement, b) approx-
imate representation of the observers’ perspective when assessing the objects, and c) assembly of the LCD
projector and the four-channel LED light source. Please note that only the test object should be assessed by
the observers, while the additional colored objects being present in the experimental setup were intended to
create a specific context to trigger the cognitive mechanisms of color constancy for quickly reaching a stable
chromatic adaptation.
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4.2 memory colors under realistic viewing conditions
With the deliberations of the previous section it should have become clear that for the con-
ception of this thesis, it was not an option to perform another display-based experiment
regarding the assessment and perception of memory colors, even if for sure further improve-
ments to the reported studies might still be feasible. However, with the main focus of the
current work being on real lighting scenarios and due to the lack of appropriate publications
in the literature, a new experimental methodology should be developed whose results are
more relevant for lighting applications than those of previous studies. Further details will be
given in the remaining parts of this chapter.
4.2.1 Shortcomings of Previous Studies and Open Research Questions
In advance of having a closer look at the newly devised experimental setup for the evaluation
of the characteristics of memory colors, this section is intended to first give an overview of
the open research questions that should be addressed throughout this thesis. As mentioned
previously, severe shortcomings in the conceptional design and/or the way observer data are
treated can be identified not just for the display-based methods but also for the somewhat
more sophisticated viewing cabinet approaches of Sanders (see Sec. 3.2.1) and Smet et al. (see
Sec. 3.2.4). Due to those shortcomings, which should be summarized in the following, it is
very doubtful that the results obtained and the conclusions drawn from these experiments
can be applied to real lighting situations in a comprehensive manner.
With both experiments, similar to the display-based approaches, lacking realistic viewing
and adaptation conditions, the reported results must actually be considered as being limited
to the very specific viewing conditions of the respective study. In both cases, the test objects
could only be observed through a relatively small quadratic aperture in the front panel of the
viewing cabinet (see Figs. 3.3 and 3.7), which is far from being a realistic lighting situation.
Instead of providing an immersive visual experience, which is something only experiments
performed in a real-sized room can offer, the test objects of both studies were presented to
the observers in a very abstracted fashion isolated from any kind of context which, however,
would have been required for drawing universally valid conclusions.
Another point of criticism regarding both studies is the more or less arbitrary and very
arguable test object selection. With the test objects of hand, face, tea, butter, beefsteak, and
potato chips being selected by Sanders and of green apple, ripe banana, orange, dried laven-
der, smurf®, strawberry yogurt, sliced cucumber, cauliflower, Caucasian skin, and a neutral
gray sphere being chosen by Smet at al., the question arises to which extent these objects rep-
resent typical memory colors. Based on a thorough analysis of the corresponding research
papers, there is no reason to believe that these sets of test objects are suitable selections for
the evaluation of the characteristics of memory colors, which must therefore be doubted.
Especially the inclusion of test objects such as tea, butter, potato chips, strawberry yogurt
or a smurf® appears to be slightly dubious. Furthermore, it should be noted that the object
selection of both studies lacks of hue coverage regarding the more saturated parts of the hue
circle. This obviously decribes only a smaller part of the whole picture (characteristics of
memory colors in the saturated parts of the color space might differ significantly from those
being of lower saturation) and, as stated by Davis et al. [19, 194], could be problematic for
the predictive performance of a color quality metric based on such low to medium saturated
color samples. In particular, the peaked spectra of white LED light sources could be opti-
mized for a high metric value even though the actual perceived color quality is much poorer.
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By the inclusion of higher saturated color samples in the metric definition, the risk of such
malpredictions would be reduced to a minimum [153].
Last but not least, both Sanders and Smet et al., from a present-day perspective, made
use of very questionable color spaces upon which they built their whole data analysis and
argumentation. While Sanders, for historic reasons, adopted the anything but perceptually
uniform CIE 1931 (x, y) chromaticity space in conjunction with an outdated and poorly per-
forming translational chromatic adaptation transform, Smet et al. employed the little-known
and rarely used IPT color space, which was at least extended by the latest CAT02 transform
allowing, in contrast to the method used by Sanders, for a more proper modeling of the
observers’ state of chromatic adaptation. However, as conceded by Smet et al. [40], the IPT
color space was only chosen because of the presence of a self-luminous background in their
experimental design, which prevented the use of a more sophisticated and most likely better
suited CIECAM02-based color space.
In order to overcome the above mentioned drawbacks of previous studies on the assess-
ment of memory colors, considerable improvements regarding the conceptional design of a
new experimental approach are required and will be presented in the subsequent parts of
this thesis. Based on these improvements and, consequently, the way observer data must be
treated, the following open research questions can additionally be deduced. First of all, with
a new experimental setup being adopted in the current work, one might wonder if the gen-
eral tendencies of the characteristics of memory colors derived from various other studies
[25, 31, 33–35, 37–41] could also be confirmed here. In particular, it is of interest whether
or not the typical colors assigned to certain familiar test objects still tend to show increased
chroma values and hue angles moving towards the typical hues commonly associated with
the respective test object when being recalled from memory.
Furthermore, it should be analyzed throughout this thesis whether or not variations in the
adaptation conditions and the cultural background of the observers have a significant impact
on the memory color assessments. In this context, one may wonder how large the variability
in the color appearance ratings of familiar test objects between the individual observers of
the same cultural backround is in relation to the variability observed for the average ratings
between different cultural observer groups. If the former is found to be of the same order
of magnitude or even larger than the latter, the potential impact of the observers’ cultural
background on the assessment of memory colors must be concluded to be of no practical
importance, which would basically confirm the findings reported in Ref. [55]. Regarding the
impact of variations in the adaptation conditions, a similar analysis shall be performed as
part of this thesis.
Based on the outcome of the improved experimental approach reported at a later stage of
this chapter, the research topic that should be addressed next concerns the development of an
updated version of an improved memory-based color quality metric for the color rendition
evaluation of white light sources in terms of visual appreciation. Compared to the primal
work of Sanders and Smet et al. discussed in Secs. 3.2.1 and 3.2.4, respectively, the questions
are i) how such an improved memory-based color quality metric should be defined and ii) in
which manner a performance testing must be conducted in order to validate the superiority
of the new proposal over existing methods and, consequently, to deduce reasons for the
rather bad performance or even the failing of the latter.
In this context, individual weighting of the adopted color samples should be a key feature
of the newly proposed color quality metric. Bearing in mind that for the visual appreciation
of a perceived lighting scene certain colors were shown to be more important than others [20,
195, 196], the inclusion of such additional degrees of freedom is considered to be indispens-
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able for achieving superior performance in adequately modeling human color preference for
lighting applications. Hence, besides providing a more suitable and well-founded test object
selection, the question of how these test samples must be weighted shall also be addressed
in the course of this thesis.
As should be noticed from this overview section, the identified problems of previous stud-
ies on memory color assessments and the open research questions resulting out of them are
indeed manifold. However, before their implications will be discussed in detail and before a
new proposal of an improved memory-based color quality metric, which considers both the
impact of the different adaptation conditions and the observers’ cultural background, can
eventually be derived, the newly devised experimental setup and test protocol intended to
overcome the drawbacks of the previous studies shall be presented first.
4.2.2 Experimental Setup
In order to investigate long-term memory effects regarding the color appearance rating of
familiar test objects, a new experimental setup was devised which can be considered as an
extension of the "simplifying" viewing cabinet approach used by Sanders [25] and Smet et al.
[40] to more realistic viewing and adaptation conditions. As can be seen from Fig. 4.7, the
experiments were performed in a white painted room being equipped with a neutral grey
couch, a beige-white shag carpet with a rectangular 80 cm×100 cm coffee table on it, a small
but colorful oil painting and a green indoor palm. The ceiling and floor of the room were
also kept in white with approximately the same reflectance factor as the walls (~0.8). The
coffee table was covered with a white tablecloth and the test object was centrally placed on
top of it together with some additional small, naturally colored objects which were arranged
on white paper plates with white plastic cutlery (fork and knife) on both sides.
Figure 4.8 – An example of the masking image for a specific test object (here: banana) which was projected
on the table. During the experiments the color of the object mask was changed leading to a hue and/or
chroma variation of the respective object assessed by the observers. In order to avoid a mixed adaptation
state, the dominantly black part of the image ensured that no additional light (or at least only a negligibly
small amount of light) leaked through the projector.
Since chromatic adaptation to the white point of the predominant illumination always in-
volves a cognitive component, these additional colored objects together with the oil painting
and the indoor palm supported the human visual system to quickly reach a stable adapta-
tion level by creating a specific context which enhanced the mechanisms of color constancy
[197]. Without these objects, one would have excluded the cognitive color aspects of the hu-
4.2 memory colors under realistic viewing conditions 79
man visual system [198] and the scene would have appeared too sterile not resembling a real
viewing situation any more. In order to avoid simultaneous color contrast and strong inter-
reflections of chromatic radiation, the additional objects were chosen to be small compared
to the white adaptation area in the visual field.
During the experiments, three subjects were tested at the same time. They were seated
on the couch and asked to observe the scene arranged on the table. The illumination was
realized by the combination of a four-channel LED light source (RGBWW) and an LCD
projector pointed towards the table’s surface. While the LED light source offering Lambertian
emission was used to set the ambient light and adaptation condition, the projector enabled
shifting the perceived hues and chroma levels of the test objects over a wide range of varieties.
By applying a thorough and careful masking individually designed for each test object, which
was projected as an image on the table (see Fig. 4.8), the color appearance of the respective test
objects could be changed while keeping the observers’ chromatic adaptation state constant.
Special care had to be taken to perform the masking and the orientation of the test object in
such a way that no disturbingly unnatural shadows or colored halos occurred on the white
tablecloth and/or the test object.
In order to allow for a proper comparison with previous studies, the correlated color tem-
perature (CCT) of the ambient light was set to approximately 5600 K with the corresponding
spectrum being optimized for excellent color rendition. In Fig. 4.9, the normalized measured
spectral radiance of the optimized four-channel LED light source is shown in comparison to
the D56 reference illuminant. All in all, a general color fidelity index Rf [152] of 91.7 could
be achieved with CIE1964 chromaticity coordinates of x10 = 0.3344 and y10 = 0.3463. The lu-
minance measured on a diffuse, almost perfectly white (∆ρ < 0.15%) Spectralon® reflectance
standard placed at the test objects’ position was 654.6 cd m−2 whereas the measurement of
the luminance of the white tablecloth yielded 534.7 cd m−2, given a corresponding horizon-
tal illuminance of 2030 lx. The uniformity of the illumination, assessed by measuring the
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Figure 4.9 – Normalized measured spectral radiance of the optimized four-channel LED light source setting
the ambient illumination and adaptation conditions to a CCT of 5600 K. Compared to the D56 reference
illuminant, excellent color rendition and white point preservation could be achieved.
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horizontal illuminance at several locations across the coffee table, was Emin/E = 0.97 with
Emin/Emax = 0.94.
It should be further mentioned that due to the room geometry the light emitting surfaces
of the LED light source could be oriented in such away that similar values of illuminance
and uniformity were obtained in the central part of the white opposing wall between the
oil painting and the plant as seen in Fig. 4.7(b). This area forms the peripheral viewing
field of the subjects during the assessment of the test objects. The corresponding illuminance
was 1989 lx with a uniformity of Emin/E = 0.83. Measuring the luminance of the white
wall yielded a value of 492.9 cd m−2 which was slightly less than the luminance of the white
tablecloth but still in an acceptable range. The high illuminance level of approximately 2000 lx
of the ambient light in combination with the relatively homogeneously illuminated viewing
field (table plus opposing wall) guaranteed a fast, stable, and complete chromatic adaptation
of the subjects participating in the experiments (see Refs. [197, 199]).
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Figure 4.10 – Basis spectra of the red, green and blue color channel of the projection system measured on
a Spectralon® target using a Konica Minolta CS-2000 spectroradiometer. The spectral distribution of the
optimized ambient illumination was measured in the same manner with a completely black image being
projected onto the coffee table.
In addition to knowing the spectral composition of the ambient light, a spectral charac-
terization of the projector was necessary. For this purpose, each color channel (RGB) of the
projector was ramped separately from 0 to 255 in increments of 16 (with the LED light source
being turned off) while the resulting spectral radiances emitted from the Spectralon® target
placed on the coffee table at the test objects’ position were measured. Fig. 4.10 summarizes
these so-called basis spectra and compares them to the likewise measured spectrum of the
ambient illumination when a completely black image was projected onto the table.
Before each of the experimental test sessions, which all took place on separate days, both
the four-channel LED light source and the LCD projector were turned on for at least two
hours in order to guarantee thermal stability of these two lighting systems throughout the
experiments. For this purpose, the LED light source was immediately set to the optimized
ambient illumination, whereas a homogeneously light-grey image at approximately 80 % of
the peak white was sent to the projector.
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Moreover, the repeatability of the illumination settings and the long-term stability of both
lighting systems were tested by measuring and comparing the u′v′ coordinates of the projec-
tor’s basis spectra and of the ambient illumination before (after the two hours of warming-up)
and after each test session using a Konica Minolta CS-2000 spectroradiometer. The observed
color differences ∆u′v′ between the two measurements before and after each session were al-
ways smaller than 0.002 for the projector’s basis spectra. For the ambient illumination, on the
other hand, this short-term color differences were always less than 0.0009 ∆u′v′. Regarding
the long-term stability obtained by comparing the measurements between all test sessions,
the projector’s basis spectra showed deviations of less than 0.004 ∆u′v′, whereas for the am-
bient illumination deviations of less than 0.0015 ∆u′v′ could be observed.
Based on these measurement results, it can be concluded that both the short- and the
long-term stability of the utilized light sources were good enough for collecting precise and
accurate color appearance data.
4.2.3 Object Selection and Stimuli
In order to achieve a less arbitrary object selection as it might be criticized in previous studies
regarding the topic of memory colors, an online survey had been performed in advance of
conceiving the experiments whose results should be reported in the following.
Figure 4.11 – CIELAB hue circle shown to the participants to explain the concepts of hue and saturation.
In the subsequent survey, they were asked to name at least one characteristic object for each indicated hue
region.
In the survey, which was distributed in German language by e-mail and via the homepage
of the Deutsche Lichttechnische Gesellschaft e.V., participants should name the objects that
first came into their minds when they thought of a specific color. Before starting with the
survey, they received thorough written instructions explaining the characteristics of memory
colors and giving a short introduction to the color attributes hue and saturation by using the
CIELAB hue circle shown in Fig. 4.11. Regarding the explanation of the concept of memory
colors, special care was taken to impart the original definition as devised by Hering [32] who
– as stated earlier in this work – used this term to describe the typical color an individual
observer has in mind when thinking of or looking at certain familiar objects that he or she
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(l) Magenta
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Figure 4.12 – Pie charts representing for each hue region the percentage of participants naming a certain
object. Here, the category "Rest" pools both the percentage of all the single objects that were named by only
a relatively small number of participants and the percentage of skipped questions.
acquired frequently and memorized stably through his or her experience with the respective
objects. To ease the task of naming such objects, participants were advised to think of every-
day objects, groceries, plants, etc. that could be found at their homes or were part of their
daily routine. Excluded from the survey were only those "objects" that are non-physical, i.e.,
naming the object "sky" or "water" for the hue region of blue was not allowed.
After reading the instructions, participants could start with the survey whenever they
were ready. The task was relatively simple: The color names of Fig. 4.11 defining certain hue
regions were consecutively shown to the participants who, for each of these specific color
names, were asked to name at least one characteristic object. It was always possible to skip
the current color name, if one was not able to name any object at all. No time limit was
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Figure 4.13 – Bar charts representing for each hue region the absolute frequency of responses for a certain
object. Here, the category "Others" pools all the single objects that were named by only a relatively small
number of participants whereas the category "Not specified" counts the total number of skipped questions.
given to finish the survey. The answers of the participants, which were stored in a database,
were subsequently analyzed. The corresponding results are visualized in Figs. 4.12(a)-(l) and
4.13(a)-(l), where, for each hue region, the former show the percentage of participants naming
a certain object while the latter give an overview of the absolute frequency of responses.
In total, 1009 subjects took part in this survey. From the analysis of their answers it can
be concluded that for some parts of the hue circle (e.g., yellow, red, orange, etc.) there was
no problem at all to find a various number of different characteristic objects, while for other
parts (e.g., magenta, blueish-green, cyan, etc.), on the other hand, it seemed to be more dif-
ficult for the participants to name such typical objects and if they did, their answers were
mostly describing artificial or printed items (e.g., the Siemens logo for cyan). Consequently,
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these hue regions were excluded from the present study since due to the non-existence of
naturally colored objects in these areas they seem to play only a minor role for the investiga-
tion of long-term memory color effects. Nevertheless, it is interesting to note that the most
frequently named characteristic object of all hue regions was the logo of the German Telekom
for magenta which is most likely due to the omnipresence of the corresponding "Magenta
One"-brand in German advertising and television. A similar argumentation holds for the sec-
ond most frequently named object, which is the fruit of orange for the color of orange. In
both languages English and German, the names of the fruit and of the color are identical
which obviously induces an immediate association in people’s brains.
Based on the relative frequency of how often a certain object was associated with a specific
hue region, a naturally occurring memory color hierarchy could be established and the fol-
lowing familiar test objects were eventually chosen for performing the experiments: banana
(yellow, named by 56 % of the subjects), green salad (yellowish-green, named by 32 % of
the subjects), broccoli (bluish-green, named by 38 % of the subjects), blue jeans (indigo blue,
named by 55 % of the subjects), blue berry (purplish-blue, named by 41 % of the subjects),
red cabbage (purple, named by 12 % of the subjects), red rose (red, named by 48 % of the sub-
jects), carrot (orange, named by 27 % of the subjects), butternut squash (tan-yellow, named by
29 % of the subjects), and concrete flowerpot (neutral grey, named by 45 % of the subjects).
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Figure 4.14 – Mean spectral reflectance curves of the twelve familiar test objects. Making use of a tempo-
rally stable halogen light source, object measurements were performed using a Konica Minolta CS-2000
spectroradiometer in combination with a Spectralon® reflectance standard.
It should be noted that for the specific hue regions of orange, yellowish-green, and purple
the finally selected test objects were not the most frequently named ones in the online survey
– actually the objects of orange (named by 62 % of the subjects), green apple (named by 47 %
of the subjects), and aubergine (named by 42 % of the subjects) should have been considered
in first place. However, pre-tests performed with these objects revealed that their surface
characteristics are not Lambertian enough so that, instead of being diffusely scattered for a
homogeneous illumination of the test object, the light emitted from the projector and sent
upon the object’s surface caused to much specular reflections into the observer’s eye. For this
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reason, it was decided to choose the second or even third (in the case of red cabbage) most
named object, which did not show such perturbations on its surface, for the final experiments.
In addition to the ten previously mentioned familiar objects, two different kinds of skin
colors were also added for testing, which was driven by the thought that people in their
daily routine are usually more often confronted with skin colors than with any other of the
chosen memory color objects. Since most people spend most of their life time in the company
of others, skin colors are always present to their perception – except when they sleep – and,
therefore, are best suited for being indelibly impressed on people’s long-term memory which
is supposed to lead to relatively consistent ratings among different observers. Hence, skin
colors in general fulfill all requirements imposed on a typical memory color with respect to
its original definition [32] and, consequently, should be considered in the experiments.
Using exactly the same experimental setup as for the "standard" test objects described
in the previous section, the skin colors were presented to the observers in the form of the
backside of the right hand of real human models. During the experiments, the hand models
were asked to keep their hand lying still on the coffee table so that observers could easily
rate its changing color appearance caused by the emitted light of the projector without being
distracted by any kind of movements. For the present study, Asian and Caucasian skin color
were selected with the respective models being recruited from our faculty staff. Other ethnic
skin colors, on the other hand, were excluded from the study simply because of the fact that
at the University of Darmstadt it was impossible to find suitable hand models who were
willing to sit still for several hours in front of a group of strangers/subjects rating their skin
color appearance.
Hence, a total number of twelve different familiar test objects was finally selected for per-
forming the experiments. Their corresponding spectral reflectance curves were calculated
from spectral radiance measurements of the objects’ surfaces which were homogeneously
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Figure 4.15 – Color gamut of the test object of carrot representing its variations in color appearance in
CIECAM02-UCS. Each grid point is obtained by a certain combination of the projector’s basis spectra illu-
minating the test object and can therefore easily be expressed in terms of device-dependent projector RGB
values.
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Table 4.1 – Mean values and corresponding ±1σ-intervals of the luminance measure and the CIECAM02-
UCS lightness parameter for each test object.
Mean Luminance Mean Lightness
Test Object L in cd m−2 Parameter J′
Asian Skin 294.69± 5.92 76.17± 0.51
Banana 499.09± 7.23 91.03± 0.57
Blueberry 91.23± 2.75 46.91± 0.52
Blue Jeans 77.94± 2.22 43.85± 0.52
Broccoli 107.86± 3.06 49.78± 0.54
Butternut Squash 266.08± 7.34 73.27± 0.51
Carrot 290.98± 6.38 76.31± 0.46
Caucasian Skin 373.73± 8.12 83.09± 0.55
Concrete Flowerpot 379.54± 7.78 83.17± 0.54
Green Salad 202.91± 5.49 64.36± 0.53
Red Cabbage 64.82± 2.56 40.79± 0.58
Red Rose 36.45± 0.79 32.14± 0.28
illuminated with a temporally stable halogen light source. These measurements were con-
ducted using again the Konica Minolta CS-2000 spectroradiometer in combination with the
Spectralon® reflectance standard. For each test object, several measurements of characteristic
surface points were averaged to come up with the finally used spectral reflectance curves
shown in Fig. 4.14. The respective colorimetric data computed under the assumption of ref-
erence illumination are tabulated in Sec. A.1 of the Appendix.
From the spectral reflectances it was possible to calculate the CIECAM02-UCS color coordi-
nates J′a′Mb
′
M [97] mathematically describing the color appearance of the test objects rendered
under each combination of the spectral power distributions (SPDs) emitted by the projector
(see Fig. 4.10) and the SPD of the optimized four-channel LED light source (see Fig. 4.9).
Here, complete adaptation of the observers to the white point of the ambient illumination
was assumed. Furthermore, the 10° color matching functions were used in combination with
the same parameters as recommended by the CIE for the calculation of the Rf color fidelity
index [152]. These parameters are the relative luminance of the background Yb = 20, the
degree of chromatic adaptation D = 1 (=ˆ complete adaptation), and the luminance of the
adapting field LA = 100 cd m−2. Furthermore, an average surround was assumed giving an
exponential non-linearity of c = 0.69 and a chromatic surround induction factor of Nc = 1.
By plotting the calculated color coordinates in the CIECAM02-based color space, the color
gamut of each test object representing its variations in color appearance could be visualized
(see Fig. 4.15 for illustration). From these three-dimensional representations, an equal light-
ness plane corresponding to the largest chromaticity gamut was extracted for each test object
to eliminate the influence of different lightness levels on the observers’ chromaticity ratings
[40]. However, it should be noted that at the same time the object’s luminance had to be kept
smaller than the luminance value of the white tablecloth the object was lying on in order
to avoid the impression of observing a self-luminous object. This additional constraint lead
to a reduced chromaticity gamut for some of the test objects, especially for those of light
colors (e.g., Asian and Caucasian skin, concrete flowerpot,...), compared to what theoretically
would have been possible. The resulting luminance and CIECAM02-UCS lightness values are
summarized in Table 4.1.
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Figure 4.16 – CIECAM02-UCS chromaticities (blue dots) for each of the twelve familiar test objects used
for testing the assessment of memory colors at 5600 K ambient illumination. Red crosses mark the objects’
chromaticities as they would appear under the 5600 K LED ambient illumination only.
Here, it should be again emphasized that each grid point lying within the chromaticity
gamut of a specific test object is the result of a certain combination of the projector’s basis
spectra illuminating the object as described above and can therefore be directly related to the
RGB triplets with which the projector must be driven to obtain this specific combination of
basis spectra. Hence, in order to finally end up with an approximately uniform chromaticity
grid at a given lightness, inverse mapping could be used to determine for each test object
a set of corresponding projector RGB values resulting in the desired object chromaticites,
which are shown in Fig. 4.16 for the individual test objects.
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During the experiments, these sets of projector RGB values were used to illuminate the test
objects which change their color appearance accordingly. The order in which the different
resulting spectra and, therefore, the object chromaticities were presented to the observers
was completely randomized in order to average out potential bias effects. Following the test
protocol of Smet et al. [40], 20 additional RGB triplets were randomly selected from the set
of RGB values for each test object and added to the corresponding test sequence in order
to provide a possibility to check for consistency in the observers’ memory color appearance
ratings, i.e., for each test object 20 randomly chosen chromaticities were rated twice within
a single test sequence. Furthermore, a small training set of 10 RGB triplets was provided
for the observers to get familiar with the rating scale and test procedure. Hence, the whole
test sequence for each of the familiar test objects consisted of approximately 95 different
illumination conditions.
4.2.4 Memory Color Assessments and Experimental Results
In total, 26 male and 18 female observers partcipiated in the experiments. Most of them were
recruited among the university students and faculty staff showing a varying degree of exper-
tise in color science with ages ranging between 19 and 64 years (∅ 26.5). Quantifying this
level of expertise was basically based on a self-assessment of the observers complemented by
what they stated as their occupation, which ranged from undergraduate students of various
disciplines with no or little overlap with color science to graduate students and faculty staff
from our institute which, however, were not necessarily working in the field of color research.
With no distinction being made between observers regarding the age and experience aspect
in the evaluation presented later in this section, the obtained results can be assumed to rep-
resent an approximated cross-section of a larger, usually heterogeneous (with respect to the
aspects of age and experience in color science) population.
All observers were native Germans which had not been born or grown up abroad in order
to avoid unwanted cultural bias which could have potentially been induced when mixing the
observer group with participants having a different cultural or ethnical background. Further-
more, all participants had normal or corrected-to-normal color vision which was tested using
the Ishihara Test for Colour Deficiency [200], the Standard Pseudoisochromatic Plates Part II
for Acquired Color Vision Defects by Ichikawa et al. [201], and the Farnsworth-Munsell D-15
Color Vision Test [202, 203].
Before starting the color appearance ratings, observers received thorough oral instructions
regarding the experimental procedure. Following Refs. [25, 40], they were asked to rate the
color appearance of the currently presented familiar test object according to their preference
of how they thought the respective object should look like in reality on a semi-semantic five-
level scale of the Likert-type, where "1" means very bad, "2" represents bad, "3" indicates a
neutral rating, "4" means good, and "5" stands for very good. Observers were further advised
not to stare too long at the test object but rather rate its color appearance intuitively. In order
to reduce the influence of the previous color representation on the subsequent appearance
rating to a negligible minimum, the participants were additionally asked to look at the white
of the surrounding tablecloth or the opposing wall while the emitted projector spectrum was
changed, which was always announced by an acoustic signal. In combination with the small
nature of the test objects compared to the dimensions of the experimental room and the
carefully prepared object masking, this procedure guaranteed the maintenance of a constant
chromatic adaptation level of the observers during the whole test sequence.
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Each familiar test object was rated by a total number of 15 observers with an approximately
equally balanced male-female ratio (due to organizational and scheduling conflicts not all
participants were able to rate all test objects). Since three observers could be tested at the
same time, five test runs were necessary for each test object. Including the instruction and the
pre-test to familiarize with both the rating scale and the test procedure, it took the observers
approximately 20 minutes to finish a test run, which was supposed to be short enough to
prevent fatigue. During the experiments, each object chromaticity was shown to the observers
for exactly 12 seconds before switching to the next one. Within the first 4 seconds they were
asked to mentally focus on the new color appearance of the presented test object in order
to be able to compare it with their idea of how the respective object should actually look
like. After another acoustic signal was given, the remaining 8 seconds could be used by the
observers to perform their rating.
The experiments were efficiently organized in such a way that all five test runs for a spe-
cific familiar test object were conducted in consecutive order so that the complete testing of
this object could be finished within 2.5 hours. During this relatively short period of time,
any kind of food alteration or degradation which might have had a negative impact on the
experimental outcome could be precluded. This was confirmed by a visual inspection of cor-
responding high-quality image pairs showing details of each test object before and after the
five test runs. In all cases no perceivable differences were observed. The images were always
captured under the same fixed illumination (four-channel LED light source optimized to
D56) and viewing conditions (same geometry under which the subjects had to perform the
experiments) using a Canon 750D digital camera. In addition, no more than one object per
day was tested. Hence, with experiments taking place twice a week, all experiments compris-
ing the twelve familiar test objects could be finished within a six-weeks period. The obtained
results will be reported in the following.
4.2.4.1 Observer Variability
In order to quantify the precision with which the memory color appearance rating was per-
formed and to obtain a measure for the repeatability of the corresponding experiments, inter-
and intra-observer variability should initially be analyzed before modeling the observer rat-
ings. For this purpose, two different statistical measures were found to be appropriate. The
first one is the so-called PF/3 performance factor, which was first introduced by Guan and
Luo [204] to describe the accordance between two sets of congeneric data, while the second
one is the standardized residual sum of squares (STRESS) originally developed for multidi-
mensional scaling techniques [205, 206]. Being based on the calculation of the sum of squared
deviations between corresponding pairs of data, the STRESS value is somewhat simpler in its
definition than the PF/3 measure, which is essentially a combination of three other, suitably
weighted statistical measures to one single formula given by
PF/3 = 100 · ((γ− 1) +VAB + CV/100) /3, (4.1)
where the γ and CV values were proposed by Coates et al. [207, 208] and the VAB metric was
derived by Schultze [209] in order to perform similar comparison tasks.
Even though STRESS and PF/3 arise from conceptually different definitions, they can both
be used as an indicator for the agreement or disagreement between two sets of data in a
quite consistent manner. Generally speaking, the smaller these measures are, the better the
sample data conforms to the target data, where, in both cases, a value of zero indicates
perfect agreement. Regarding their use in color science, they have widely been applied in
experimental studies on color discrimination and color-difference thresholds [204, 210–220]
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to (i) compare the performance of various color-difference formulae and (ii) to assess inter-
and intra-observer variability. As aforementioned, the main focus of this section should be
on the latter.
By assuming that, in the present study, each of the n randomly presented chromaticities
of a specific test object were rated independently by k observers randomly selected from a
larger population, the individual inter-observer performance factor PF/3j of observer j with
j = 1, ..., k can be calculated by using the following equations:
CVj = 100 ·
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where Xi = 1k ∑
k
j=1 Yi,j is the mean observer rating for the object chromaticity i with i = 1, ..., n
and Yi,j is the corresponding individual rating of observer j. Hence, we have
PF/3j = 100 ·
((
γj − 1
)
+VAB,j + CVj/100
)
/3, (4.7)
giving the inter-observer performance factor of the individual observer. The final inter-observer
PF/3 values are eventually calculated by taking the mean of the individual measures ob-
tained for each test object, i.e.,
PF/3 =
1
k
k
∑
j=1
PF/3j. (4.8)
In contrast to the PF/3 performance factor, the inter-observer STRESS measure demands
less calculation steps and is in general easier to interpret since it simply accumulates the total
squared residuals of all pairs of data (modified by some additional scaling factor). Its basic
definition using the same denotation as introduced above reads
STRESS =
1
k
k
∑
j=1
STRESSj, (4.9)
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where
STRESSj =
⎛⎝( n∑
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)2)( n∑
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X2i
)−1⎞⎠ 12 (4.10)
represents the individual inter-observer STRESS value of the jth observer.
The intra-observer PF/3 and STRESS values, on the other hand, are both calculated in a
quite similar manner as their inter-observer counterparts with Xi being simply replaced by a
new variable Xi,j in the above equations. This new variable denotes the average rating of ob-
server j obtained from the two repeated assessments of object chromaticity i. In addition, Yi,j
now represents the individual observer rating of the second assessment. With only a subset
of object chromaticities being presented twice for each test object, the summation variable n
reduces to the value of the size of this subset, which in the present case would be 20.
Hence, for each familiar test object the inter-observer PF/3 performance factor and STRESS
value, giving both an estimate for the precision of the memory color assessments, were calcu-
lated by comparing the ratings of the individual observers with the mean appearance ratings
of all observers. In contrast, the intra-observer PF/3 and STRESS repeatabilitiy estimates
were calculated from the subset of repeated trials provided for each test object to check for
observers’ consistency. Please note that this procedure is consistent with the color discrim-
ination studies [204, 210–212, 220] but differs from the method chosen by Smet et al. [40]
who calculated the intra-observer PF/3 values from the ratings of observers repeating the
experiments on a different day.
In addition to the inter- and intra-observer PF/3 performance factors and STRESS values, a
two-way random effects intraclass correlation coefficient ICC(2, k) as described by Shrout and
Fleiss [221] was also calculated. This measure gives an idea about the reliability of the concept
of an average observer based on the ratings of a limited number of k individual observers
randomly chosen from a larger population. It can be calculated using the following equation:
ICC(2, k) =
BMS− EMS
BMS+ 1n (JMS− EMS)
, (4.11)
Table 4.2 – Average inter- and intra-observer PF/3 performance factors and STRESS values calculated from
the visual appearance ratings for the twelve familiar test objects at 5600 K adapted white point. In addition,
the resulting ICC(2, k) values are shown together with their 95 % confidence intervals. Please note that
for both measures PF/3 and STRESS the corresponding values of inter- and intra-observer variability are
tabulated in the same column with the latter given in parenthesis.
Inter-(Intra-)observer Inter-(Intra-)observer ICC(2, k)
Test Object PF/3 STRESS ICC(2, k) Confidence Interval
Asian Skin 36 (20) 0.28 (0.15) 0.9027 [0.8537, 0.9374]
Banana 34 (18) 0.25 (0.15) 0.9491 [0.9283, 0.9658]
Blueberry 35 (19) 0.27 (0.15) 0.9399 [0.9156, 0.9595]
Blue Jeans 36 (17) 0.29 (0.14) 0.9425 [0.9193, 0.9613]
Broccoli 31 (19) 0.24 (0.15) 0.9753 [0.9653, 0.9833]
Butternut Squash 29 (17) 0.23 (0.13) 0.9689 [0.9563, 0.9790]
Carrot 34 (17) 0.25 (0.14) 0.9348 [0.9089, 0.9560]
Caucasian Skin 35 (23) 0.28 (0.14) 0.9441 [0.9203, 0.9628]
Concrete Flowerpot 34 (17) 0.26 (0.14) 0.9569 [0.9374, 0.9716]
Green Salad 38 (22) 0.28 (0.16) 0.9130 [0.8771, 0.9418]
Red Cabbage 35 (19) 0.27 (0.15) 0.9338 [0.9071, 0.9554]
Red Rose 32 (18) 0.24 (0.13) 0.9414 [0.9175, 0.9607]
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where Yi,j again denotes the rating of the jth observer on the ith object chromaticity with
i = 1, ..., n and j = 1, ..., k. The closer the ICC(2, k) value is to 1, the better is the absolute
agreement between the observers’ ratings and the more reliable is the assumption of an
average observer. Finally, Table 4.2 summarizes for each test object the average inter- and
intra-observer PF/3 and STRESS estimates as well as the calculated ICC(2, k) values together
with their corresponding 95 % confidence intervals.
As can be seen from Table 4.2, the inter- and intra-observer PF/3 measures range from 29
to 38 and from 17 to 22 with an average value of 34 and 19, respectively. Recalling that the
subjects rated the color appearance of the objects against their long-term memory impres-
sion, which is supposed to be at least to some extent different for each individual observer,
these results are in very good agreement with the performance factors obtained in the color
discrimination experiments performed by Guan and Luo [204, 210, 211] and Xu et al. [212],
where the typical observer precision and repeatability measures were found to be of the order
of 30 PF/3 units for the inter- and 20 PF/3 units for the intra-observer variability.
Compared to the results of Smet et al. [40], where average inter- and intra-observer PF/3
values of 40 and 23 were reported, slightly higher observer precision and repeatability could
be observed in the present experiments. This improved performance might be explained
by the more realistic viewing and adaptation conditions and by the application of a more
sophisticated method for selecting suitable familiar test objects reducing the error induced
by "unknown" or unfamiliar memory colors, i.e., test objects for which observers would have
had difficulties to keep a consistently fixed reference in their mind while performing the
color appearance ratings.
Furthermore, remarkably small inter- and intra-observer STRESS values ranging from 0.23
to 0.29 and from 0.13 to 0.16 with an average value of 0.26 and 0.14, respectively, are reported
in Table 4.2. In comparison to studies on color discrimination, where typical STRESS values
were stated to be of the order of 0.32 for the inter- and 0.37 for the intra-observer variability
[219, 220], excellent consistency between the ratings of different observers as well as between
the repeated trials of the same observer can be concluded here. This basically indicates a high
familiarity of the individual observer with the test objects’ typical memory color representa-
tions and allows for drawing conclusions about the general characteristics of memory colors
based on the current experiments.
Regarding the ICC(2, k) calculations, excellent performance must be deduced from the in-
dividual rating data obtained for each familiar test object showing even slightly higher values
(≥ 0.90) than those reported by Smet et al. [40]. Based on these results, reliable justification is
given that an average observer can be postulated in the following by pooling the individual
observers’ ratings for each test object.
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Figure 4.17 – Bivariate Gaussian similarity distributions fitted to the pooled German observer data for each
familiar test object modeling the mean preference ratings of an average German observer adapted to the
5600 K ambient illumination in CIECAM02-UCS chromaticity space. Excellent model performance based on
the goodness-of-fit statistics can be concluded for all cases. Black dots represent the mean observer ratings
for each illumination setting whereas the centroids of the Gaussian distributions define the chromaticity
coordinates of the corresponding memory colors.
4.2.4.2 Gaussian Modeling
According to the work of Yendrikhovskij et al. [38], the most appropriate way of modeling
the memory color assessments of the present experiments is to fit for each test object a
multivariate Gaussian probability density function to the pooled observer ratings, which
besides giving a prototypical representation of the test object’s memory color also allows for
quantifying the perceived similarity between the respective object’s color appearance and the
idea of how the object should ideally look like for an average observer.
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The model applied here is given by
f (x) = a1 + a2 · exp
(
−1
2
(
(x−µ)ᵀ Σ−1 (x−µ)
))
, (4.15)
where x = (a′M, b
′
M)
ᵀ gives the object chromaticities a′M and b
′
M of the adopted CIECAM02-
based color space, µ = (a3, a4)
ᵀ defines the centroid of the distribution representing the most
likely location of the test object’s memory color, and Σ is the corresponding covariance matrix
whose inverse can be expressed by
Σ−1 =
[
a5 a7
a7 a6
]
, (4.16)
i.e., the multivariate Gaussian model is described by seven parameters a1, ..., a7 which need
to be fitted to the pooled observer data.
Table 4.3 – CIECAM02-UCS chromaticity coordinates a′M and b′M of the memory colors of the twelve familiar
test objects given by the centroids of the fitted multivariate Gaussian probability density functions. For the
sake of completeness, the corresponding Pearson correlation coefficients describing the goodness-of-fit of
the Gaussian modeling are tabulated in the last column.
Pearson correlation
Test Object a′M b
′
M ϱ
Asian Skin 10.29 10.36 0.96
Banana 5.08 32.59 0.97
Blueberry −3.32 −12.29 0.98
Blue Jeans −7.79 −17.36 0.97
Broccoli −8.27 15.38 0.99
Butternut Squash 15.38 20.57 0.98
Carrot 25.64 25.63 0.95
Caucasian Skin 9.88 8.52 0.98
Concrete Flowerpot 0.08 −1.17 0.97
Green Salad −10.43 26.70 0.95
Red Cabbage 10.56 −14.08 0.98
Red Rose 34.68 11.12 0.98
The corresponding results are illustrated in Fig. 4.17. For each test object, the mean prefer-
ence rating of an average observer is modeled by a Gaussian distribution in CIECAM02-UCS
chromaticity space. In order to visualize the goodness-of-fit, the mean observer ratings for
each test setting are shown as black dots. In addition, various goodness-of-fit statistics are
reported. These are the basic sum of squared residuals labeled SSE, the adjusted coefficient of
determination R2, and the root-mean-square error denoted by RSME. Furthermore, the Pear-
son correlation coefficient ϱ between the model predictions and the mean observer ratings
were calculated adopting a 5 % significance level.
In all cases, more than 90 % of the total variations in the mean ratings of the pooled data
can be explained by the Gaussian modeling. In combination with the relatively small RMSE
values (< 0.3) and an average Pearson correlation coefficient ϱ of 0.97, an excellent model
performance can therefore be concluded. The chromaticity coordinates of the corresponding
memory colors given by the centroids of the multivariate Gaussian distributions were finally
extracted from each fit and are summarized in Table 4.3 together with the Person correlation
coefficients of the respective model.
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4.2.4.3 Characteristics of Memory Colors
For a further analysis, the chromaticities of the memory color centers reported in Table 4.3
should be compared with the hypothetical chromaticities the test objects would show when
being solely illuminated by the CIE D56 reference light source for which the ambient il-
lumination in the present experiments was optimized to define the chromatic adaptation
conditions. The expected deviations between both concepts are illustrated in Fig. 4.18.
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Figure 4.18 – Comparison between the memory color centers and the test object chromaticities rendered
using reference illuminant D56. Observed memory-induced chromaticity shifts are indicated by colored
arrows. In addition, acceptance boundary ellipses representing an average observer rating of 3 are plotted
for each test object.
As can be seen, most of the memory-induced chromaticity shifts indicated by the colored
arrows point in the direction of increased CIECAM02-UCS colorfulness M′ given as
M′ =
√
a′ 2M + b
′ 2
M , (4.17)
which according to Ref. [97] is monotonically related to the CIECAM02 perception correlate
of colorfulness M by
M =
1
0.0228
· (exp (0.0228 · M′)− 1) . (4.18)
With the assumption of constant viewing and adaptation conditions being valid in the
present experiments, proportionality between the colorfulness M and the CIECAM02 chro-
matic correlate of chroma C can be postulated yielding M ∝ C for each test object. Hence,
the memory-induced increase in colorfulness observed from Fig. 4.18 also results in higher
chroma correlates for most of the test objects as summarized by Table 4.4 in terms of CIECAM02
chroma increments ∆C, where a plus (minus) sign indicates an increase (decrease) in the
96 color appearance rating of familiar objects
Table 4.4 – Overview of the chromatic differences and of the deviations in the perception correlates of
chroma and hue between the memory color centers and the object chromaticities under reference illumina-
tion D56.
Test Object ∆E′chrom. ∆C ∆h in °
Asian Skin 2.17 −3.00 −3.23
Banana 4.99 9.30 4.55
Blueberry 5.80 7.69 0.69
Blue Jeans 1.82 2.80 1.62
Broccoli 5.49 6.98 11.11
Butternut Squash 4.57 8.18 1.55
Carrot 5.97 12.03 4.78
Caucasian Skin 2.29 −1.95 −7.73
Concrete Flowerpot 4.24 −2.16 198.83
Green Salad 4.46 7.87 4.06
Red Cabbage 6.80 5.63 −21.01
Red Rose 1.72 3.85 0.95
chroma values of the memory colors in comparison to the chroma values the test objects
would show under reference illumination.
From the obtained ∆C values it can be concluded that memory colors of familiar objects
generally tend to be shifted towards higher chroma which has also been confirmed by various
other studies [25, 31, 33–35, 37–41]. Exceptions hereto can be found for test objects which
are naturally of low saturation confirming the findings of Pérez-Carpinell et al. [37]. In the
present experiments, these are both skin colors as well as the concrete flowerpot. While the
former in accordance with the results of Sanders [25] and Smet et al. [40] are recalled with a
slightly redder hue as they would appear under reference illumination, the latter is shifted
towards the neutral origin of the chromaticity diagram resulting in an almost perfect grey
color.
Similar shifts in hue are observed for most of the test objects confirming the findings
of Newhall et al. [34] and Bartleson [35] who concluded that memory colors tend to be
shifted towards the typical or dominant hues commonly associated with the respective ob-
jects, i.e., the carrot is recalled more orange, the banana is recalled more yellow, etc. as their
color appearance under reference illumination D56 would suggest. For each test object, these
memory-induced hue shifts ∆h were calculated and the corresponding results are also listed
in Table 4.4, where the sign convention of the hue angle difference between the memory and
the reference representation of the respective object follows the order of the color spectrum
from the red to the blue region in a mathematical positive (anticlockwise) sense. This means
that a plus sign indicates that the corresponding memory color was found to be slightly
more yellow than a red perception, or greener than a yellow perception, or bluer than a
green perception, etc., while for the minus sign it is the other way round.
Furthermore, the CIECAM02-UCS chromatic color differences ∆E′chrom. defined by the
length of the chromaticity arrows between the reference representation of the objects and
the corresponding memory colors were calculated giving a measure for the strength of the
long-term memory effects on color appearance ratings of familiar objects. On average, these
effects are of the order of 4.19 ∆E′chrom. (see Table 4.4), where the memory colors of red rose
and blue jeans show the smallest deviations with values of 1.72 ∆E′chrom. and 1.82 ∆E
′
chrom.,
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Table 4.5 – Overview of the geometric measures of the chromatic tolerance ellipses shown in Fig. 4.18. Please
note that the semi-major axis a and semi-minor axis b are given in units of ∆E′chrom..
Test Object a b a/b θ in ° πab
Asian Skin 6.02 4.32 1.39 80.56 81.79
Banana 10.59 6.78 1.56 111.34 225.52
Blueberry 8.77 5.58 1.57 78.24 153.65
Blue Jeans 9.47 4.78 1.98 81.60 142.39
Broccoli 6.12 5.43 1.13 142.69 104.39
Butternut Squash 8.54 7.08 1.21 55.13 189.83
Carrot 9.48 7.51 1.26 61.92 223.53
Caucasian Skin 5.78 4.27 1.35 76.79 77.64
Concrete Flowerpot 10.05 6.18 1.63 78.81 194.98
Green Salad 7.38 6.58 1.12 122.86 152.59
Red Cabbage 10.32 6.10 1.69 62.98 197.66
Red Rose 5.81 4.02 1.45 82.44 73.39
respectively, while the memory colors of carrot and red cabbage exhibit the largest deviations
with values of 5.97 ∆E′chrom. and 6.80 ∆E
′
chrom..
In addition to these chromaticity shifts, it is of interest to have a closer look at the shape and
orientation of the fitted similarity distributions. For this purpose, contour plots describing
the acceptance boundaries of the memory color assessments for each familiar test object
were added to Fig. 4.18. These so-called chromatic tolerance ellipses with semi-major axis a
and semi-minor axis b given in Table 4.5 were calculated from the corresponding similarity
distributions in such a way that their contour line represents an average observer rating
value of 3, which is considered to be the just acceptable limit in the present color appearance
rating experiments. Object chromaticities that lie outside these contour ellipses are therefore
assumed to be unsatisfying for the average observer.
As can be seen from Fig. 4.18, for all familiar test objects the reference D56 chromaticities
indicated by the starting points of the chromaticity arrows are located within the acceptance
boundaries, but for most test objects they are pretty close to the just acceptable limit given
by the respective contour lines, which, from a psychophysical point of view, would lead only
to relatively moderate color appearance ratings.
Hence, it can be concluded that reference illumination is not necessarily the best option
when long-term memory effects must be considered for the design of high quality light
sources. In the absence of an external reference, which is usually the case in all kinds of light-
ing applications, object colors and, therefore, the color quality of an illumination are always
assessed with respect to what people expect the objects to look like in the current scene, i.e.,
they rate the objects’ color appearance against an internal reference which has to be recalled
from memory. In order to achieve high preference and user acceptability it is therefore nec-
essary to construct light sources which render the colors of an object in such a way that the
obtained chromaticities match its memory color representation, which is obviously not the
case for the reference illuminant D56 in the present study.
By comparing the ellipse sizes πab of the different test objects shown in Table 4.5, it can
further be stated that both skin colors as well as red rose exhibit the most narrow distribu-
tions among all test objects. This indicates that on average observers are more sensitive to
changes in the chromaticities of these three objects than to changes in the chromaticities of
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any of the remaining objects. At least in the case of the skin colors this might be explained
by the fact that most people in their daily routine have frequent visual experiences with hu-
man complexions, which is supposed to result in a relatively consistent long-term memory
representation even among different observers.
From the shape a/b and orientation θ of the tolerance ellipses shown in Fig. 4.18 and Ta-
ble 4.5 it can be further concluded that, with the exceptions of red rose and red cabbage,
observers tend to be more tolerant of changes in chroma than of shifts in hue direction. Simi-
lar results were observed by Smet et al. [40, 53] who, as stated previously, used these findings
to justify the application of the hue uniform IPT color space [177, 178] in the analysis of their
experiments, which, following their argumentation, had to be chosen due to the presence of
a self-luminous background in their experimental design. In contrast, it is believed by the au-
thor that a CIECAM02-based color space was more appropriate to model the observers’ color
appearance ratings in the present experiments where no such self-luminous effects need to
be considered.
4.2.5 Comparison with the Results of Smet et al.
Finally, it is of interest to compare the results obtained in the present experiments with
those reported by Smet et al. [40, 53]. Unfortunately, this comparison is only possible for
the test objects of banana and Caucasian skin, i.e., for objects that were presented to the
participants in both studies. The question which should be answered here is whether or
not significant differences can be found between the memory color centers of the respective
objects as reported in the previous sections in comparison with the findings of Smet et al. [40,
53].
In both studies, the test objects were presented to a group of observers in such a way that
they changed their color appearance while keeping the observers’ chromatic adaptation state
constant during the rating process. Apart from the different experimental setups and test
objects presented to the observers (see Sec. 3.2.4), a more or less identical test protocol was
applied. In general, the viewing cabinet approach slightly reduces the hardware demands
and eases the preparation process of the experiments but, obviously, lacks realistic adapta-
tion and viewing conditions. Furthermore, much higher object luminances could be reached
in the present work compared to what was reported by Smet et al. [40]. Hence, differences in
the experimental results of both studies were expected and the implications of the more re-
alistic adaptation and viewing conditions at higher luminance levels achieved by the present
experimental setup should be discussed in the following.
For this purpose and in view of a better visualization, Figs. 4.19(a) and 4.19(b) show the
contour line plots of the fitted similarity distribution functions of both studies for the test
objects of Caucasian skin and banana represented in IPT color space. The transformation of
the present results to the IPT color space was performed following the instructions given in
the appendix of Ref. [53].
As can be seen, in both cases the contour line plots exhibit similar shape and orientation
but distinct differences in size with the results of the present experiments showing much nar-
rower similarity distributions. This means that the observers in the experiments of Smet et al.
were more tolerant of (or less sensitive to) deviations from the memory color centers defined
by the centroids of the distribution functions than the observers in the present experiments,
which is most likely due to the much lower object luminances applied there (82 cd m−2 vs.
374 cd m−2 for Caucasian skin and 99 cd m−2 vs. 499 cd m−2 for banana).
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Figure 4.19 – Contour line plots of the fitted, normalized similarity distribution functions obtained in the
present experiments (green-to-yellow colormap, solid line) in comparison with the results reported by Smet
et al. [40, 53] (dark-to-light-gray colormap, dashed line) for the test objects of Caucasian skin (left image)
and banana (right image). By applying Box’s M-test, significant differences can be found in both cases for
the covariance matrices defining the shape of the similarity distributions. Furthermore, Hotelling’s T2-test
reveals significant differences for the memory color centers reported in the two different studies.
As stated by Pridmore and Melgosa [222] and reported explicitly or implicitly by many
other researchers [223–229] performing similar color discrimination experiments, the lumi-
nance level in general has a remarkable impact on the size of the tolerance-threshold ellipses.
It is found that these ellipses become smaller with increasing luminances allowing for an
easier discrimination of small color differences. A comparable effect is observed here for the
memory color assessments where the fitted similarity distributions become more narrow at
higher object luminances. Hence, small deviations in chromaticity from the "optimal" mem-
ory color of an object can more easily be detected in the present experiments due to the
higher luminance level, leading to a less preferred rating for the absolute deviations when
compared to the results reported by Smet et al. [40, 53].
Furthermore, slight differences between the centroids of the similarity distributions of the
two different studies can be found for both test objects. In order to determine whether or not
these differences are significant, the heteroscedastic version of Hotelling’s T2-test for multi-
variate, independent data samples [230, 231] was applied assuming a 5 % significance level.
Here, heteroscedasticity had to be considered because of the obviously unequal covariance
matrices of the data samples that should be compared. Mathematically, the unequality of the
covariances was additionally confirmed at a 5 % significance level for both test objects by
applying Box’s M-test [231, 232].
Regarding the outcome of Hotelling’s T2-test, the null hypothesis of equal sample means
must be rejected for both test cases. For the test object of banana as well as for the test object
of Caucasian skin, a p-value smaller than 0.0001 is obtained. Hence, the observed differences
between the memory color centers reported by Smet et al. [40, 53] and those found in the
present experiments for the test objects of banana and Caucasian skin are statistically sig-
nificant. Nevertheless, it should be pointed out here that even though significant differences
can be reported for the memory color centers, it is believed that the significantly different
covariance matrices defining the size, shape, and orientation of the corresponding similarity
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distribution functions found in the present experiments do have a somewhat greater impact
on the final results when being applied for the construction of an updated memory-based
color quality metric for the description of the color rendering properties of an arbitrary test
light source. In this context, the question that should be investigated in the following sections
is whether such an updated version has the ability to outperform Smet’s original definition of
the memory color rendition index (MCRI) [23, 52–54] considering various lighting conditions.
4.2.6 Summary (I)
In the previous sections, a new experiment investigating the influence of long-term memory
on the color appearance ratings of familiar objects was presented. By providing realistic view-
ing and adaptation conditions as well as a more profound test object selection, an attempt
was made to overcome the deficiencies observed in previous studies addressing the same
topic.
In total, twelve familiar test objects with colors distributed around the hue circle were cho-
sen for the experiments which were performed in a furnished, white-painted experimental
room creating a realistic viewing and adaptation scenario. The test objects were individually
presented to the observers while their color appearance could be varied over a wide range by
applying a combination of a four-channel LED light source and an LCD projector to create
the illumination. Special care was taken to ensure a constant adaption state of the observers
while they were asked to rate on a five-level preference scale the similarity of the perceived
object color with what they thought the respective test object should look like in reality.
For each test object, the pooled observer ratings were subsequently modeled in CIECAM02-
UCS chromaticity space using bivariate Gaussian similarity distributions. The centroids of
this fitted Gaussian distributions were taken as the corresponding memory color centers
which in contrast to the objects’ chromaticities calculated under D56 reference illumination
tended to be shifted towards higher chroma regions. Exceptions hereto were found for the
test objects which are naturally of low saturation such as human complexions and concrete.
From the shape and orientation of the similarity distributions it could be further concluded
that observers tended to be more tolerant of changes in chroma than of shifts in hue direction.
Comparisons with previous results obtained by Smet et al. [40, 53] revealed significant
differences in the reported memory color centers but also showed distinct deviations in the
covariance matrices defining the size, shape, and orientation of the fitted similarity distribu-
tion functions. It is supposed that this new set of similarity functions will lead to significantly
different results when being used for the construction of an updated MCRI, which should
be investigated and discussed later in this thesis. Furthermore, it is of interest to repeat the
experiments at different CCTs of the ambient illumination and with an observer group of
different cultural background in order to investigate the influence of both the adapted white
point and the cross-cultural differences on memory color assessments. If significant differ-
ences between various CCT levels and cultural backgrounds were observed, these effects
should be reflected by a universally valid color quality metric being applicable over a wide
range of different lighting conditions. The obtained results will be reported in the following.
4.3 impact of the adapted white point on memory color assessments
In order to figure out whether or not the adapted white point has a significant impact on the
color appearance rating results for the twelve familiar test objects, the whole experiment was
repeated at a different CCT of the ambient illumination defining new adaptation conditions.
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Table 4.6 – Short- and long-term stability of the new illumination settings for the second round of the
experiments where the white point of the ambient illumination is set to 3200 K compared to the original
settings at 5600 K. Similar excellent performance can be observed allowing for a proper comparison of the
color appearance rating results obtained for the original and the new adaptation conditions.
Short-term stability in ∆u′v′ Long-term stability in ∆u′v′
CCT of Ambient Illumination LCD projector LED light source LCD projector LED light source
3200 K <0.0019 <0.0010 <0.0037 <0.0017
5600 K <0.002 <0.0009 <0.004 <0.0015
With a rather cool-white spectrum of the ambient illumination being used in the first run
of the experiments, the effect of a more warm-white ambient illumination on the color ap-
pearance ratings of the observers should now be considered here. For this purpose, a CCT of
3200 K was chosen since it marks the typical bias point of tungsten halogen fixtures used for
theater and film productions [233] as well as for lighting applications in the shopping and
retail industry, i.e, in fields of application where the aspirations of providing excellent light
sources for high-quality lighting are traditionally strongly pronounced. Further information
on the changes made to the original experimental setup will be given in the following. The
results of the memory color assessments at the new chromatic adaptation conditions will
subsequently be discussed and statistical inference on the impact of the adapted white point
on the observers’ color appearance ratings will be provided.
4.3.1 Updated Experimental Conditions
Basically, the same experimental setup as reported in Sec. 4.2.2 was used for performing
the color appearance rating of the familiar objects at 3200 K ambient illumination. Again,
three subjects, which were seated on the couch and asked to observe the scene arranged
on the table, were tested at the same time. The color appearance of the test objects was
changed by the LCD projector, while the ambient illumination was realized by the four-
channel LED light source set to a fixed white point as close as possible to the Planckian locus
at 3200 K. Regarding the repeatability as well as the short- and long-term stability of this new
illumination settings, similar excellent performance as for the original settings was observed.
The corresponding upper limits of the measured ∆u′v′ color differences are summarized in
Table 4.6. Further details on the photometric properties of the new ambient illumination and
the test object selection for the second round of experiments can be found in the following
two sections.
4.3.1.1 Warm-white Ambient Illumination for Chromatic Adaptation
Like before, the four-channel LED light source setting the ambient light and adaptation con-
ditions was optimized for excellent color rendition given the new CCT of 3200 K. In Fig. 4.20
the resulting normalized spectral radiance of the LED light source is shown in comparison
to the 3200 K Planckian radiator which, following the corresponding CIE Technical Report
[16, 17, 158], should be taken as the reference illuminant for this specific CCT value. Again,
a high general color fidelity index of Rf = 92.8 could be achieved with CIE1964 chromaticity
coordinates of x10 = 0.4291 and y10 = 0.3988 very close to the Planckian locus. The lumi-
nances measured on the Spectralon® reflectance target, the white tablecloth, and the white
opposing wall were 662.6 cd m−2, 541.5 cd m−2, and 501.7 cd m−2, respectively, which in all
three cases corresponds to an increase in luminance of less than 1.8 % when compared to the
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Figure 4.20 – Normalized measured spectral radiance of the optimized four-channel LED light source setting
the ambient illumination and adaptation conditions to a CCT of 3200 K. Compared to the Planck 3200 K
reference illuminant, excellent color rendition and white point preservation could be achieved.
luminances measured for the cool-white ambient illumination (see Sec. 4.2.2). In addition, the
observed illuminances and uniformities caused by the new ambient illumination were also
comparable to those obtained for the previous setup showing deviations of less than 1.4 %.
Measuring the horizontal illuminance on the coffee table for the new lighting situation for
example yielded 2058 lx at a given uniformity of Emin/E = 0.96, while performing the same
measurements on the white opposing wall resulted in a value of 2013 lx with a uniformity of
Emin/E = 0.819.
Due to this excellent agreement of the photometric quantities, an adulterating influence
of varying luminance levels of the ambient illumination on the observers’ color appearance
ratings could be precluded in the present case. Hence, potentially occurring differences in the
outcome of both experiments may solely be explained by the different spectral composition
of the ambient LED light defining the white point of adaptation.
4.3.1.2 Similarity of Test Objects and Color Stimuli
In order to enable a proper comparison between the color appearance rating results obtained
for the two different adaptation conditions, special care had to be taken to guarantee similar
reflectance properties and visual appearance (when viewed under the same illuminant) of
the twelve familiar test objects selected in the second run of the experiments when compared
to their originals. For the objects of blue jeans, Asian and Caucasian skin as well as for
the concrete flower pot this requirement could easily be fulfilled by simply taking exactly
the same object or, in the case of the skin colors, choosing exactly the same hand models
for performing the respective experiments. However, for the remaining test objects more
effort was necessary. In advance of preparing the experiments for a specific test object, the
average spectral reflectance curves of five potential object candidates were (re-)measured
as described in Sec. 4.2.3 and compared to the original reflectance curves shown in Fig. 4.14.
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Based on these comparisons, the object candidate exhibiting the least deviations regarding its
reflectance and appearance characteristics was finally chosen for the subsequent experiments.
For this purpose, the degree of deviation was measured by an adjusted root-mean-square
error (RMSE) which is calculated using the following equation:
RMSEadj. =
√ 1
N
780 nm
∑
380 nm
w(λ) (ηa(λ)− ηb(λ))2, (4.19)
where ηa(λ) represents the original spectral reflectance of the test object used during the first
run of the experiments, while ηb(λ) denotes the spectral reflectance of one of the object can-
didates contemplated for the second run. With the corresponding summation in the present
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Figure 4.21 – Comparison of the spectral reflectance curve of the original object used in the first run of the
experiments (blue line) with the spectral reflectance curve of the object candidate selected for the second run
(orange line) for the test objects of carrot (upper left), banana (upper right), red cabbage (lower left), and red
rose (lower right). In each case, the additional inset bar chart plot gives the calculated RMSEadj. measures
of the corresponding five object candidates. From this representation, the one featuring the smallest error
was finally chosen for the subsequent experiments which is indicated by the black arrow. In addition, the
resulting CIEDE2000 color difference ∆E00 as it would be observed when both objects were viewed under
the same 3200 K ambient illumination is given for the sake of completeness.
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work being performed from 380 nm to 780 nm in steps of 1 nm, the variable N indicating the
number of summation steps equaled 401. In addition, a simple filter function of the form
w(λ) =
⎧⎨⎩1 for 430 nm ≤ λ ≤ 780 nm0 otherwise (4.20)
had been added to adjust the standard definition of the RMSE in order to avoid the relatively
large measurement noise below 430 nm (see Fig. 4.14) to vitiate the validity of the RMSE
measure in the current application.
Even though the adjusted RMSE as described by Eq. (4.19) gives a good first order esti-
mate of the similarity of the spectral reflectances, it does not necessarily allow for drawing
conclusions about the similarity of the visual appearance of the objects when viewed under
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Figure 4.22 – Comparison of the spectral reflectance curve of the original object used in the first run of the
experiments (blue line) with the spectral reflectance curve of the object candidate selected for the second
run (orange line) for the test objects of blueberry (upper left), green salad (upper right), butternut squash
(lower left), and broccoli (lower right). In each case, the additional inset bar chart plot gives the calculated
RMSEadj. measures of the corresponding five object candidates. From this representation, the one featuring
the smallest error was finally chosen for the subsequent experiments which is indicated by the black arrow.
In addition, the resulting CIEDE2000 color difference ∆E00 as it would be observed when both objects were
viewed under the same 3200 K ambient illumination is given for the sake of completeness.
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Figure 4.23 – CIECAM02-UCS chromaticities (blue dots) for each of the twelve familiar test objects used
for testing the assessment of memory colors at 3200 K ambient illumination. Red crosses mark the objects’
chromaticities as they would appear under the 3200 K LED ambient illumination only. For comparative
purposes, the light green crosses additionally represent the test objects’ chromaticities as they would be
perceived under the 5600 K LED ambient illumination adopted in the first run of the experiments (see
Sec. 4.2).
identical illumination conditions. Depending on the spectral range in which the major devi-
ations between the two spectral curves occur, one could for example obtain a relatively large
RMSE value but a negligibly small perceived color difference or, in the reverse case, one could
observe distinct color differences despite of the RMSE measure being quite small. This kind
of contradiction is solely due to the underlying nature of the human visual system which,
from a colorimetric point of view, is represented by the color matching functions introduced
in Sec 2.1. With these functions being most sensitive in the range from 440 nm to 600 nm,
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Table 4.7 – Mean values and corresponding ±1σ-intervals of the luminance measure and the CIECAM02-
UCS lightness parameter for each test object as observed in the second run of the experiments at 3200 K
ambient illumination. The last column tabulates the relative deviations between the mean lightness values of
the first and the second run, where positive (negative) numbers indicate an increase (decrease) in lightness.
Mean Luminance Mean Lightness
Test Object L in cd m−2 Parameter J′ ∆J′ in %
Asian Skin 302.09± 6.09 78.34± 0.56 2.85
Banana 503.41± 7.68 91.41± 0.64 0.42
Blueberry 92.19± 2.83 47.56± 0.54 1.39
Blue Jeans 76.59± 2.35 43.29± 0.51 −1.29
Broccoli 104.57± 3.00 48.50± 0.52 −2.57
Butternut Squash 280.16± 6.16 74.34± 0.54 1.46
Carrot 287.19± 6.26 75.84± 0.46 −0.61
Caucasian Skin 376.75± 7.91 83.54± 0.58 0.54
Concrete Flowerpot 366.32± 7.23 81.43± 0.53 −2.10
Green Salad 207.38± 5.23 64.56± 0.53 0.31
Red Cabbage 62.47± 1.92 39.88± 0.49 −2.23
Red Rose 38.18± 0.82 33.09± 0.27 2.96
slight deviations in this part of the spectrum may lead to pronounced color differences in
the objects’ visual appearance, whereas changes in the other parts of the spectrum can be
considered as being less severe.
For this reason, colorimetric color differences were additionally calculated in order to get
an idea of how much similarity was really observed between the original test objects and the
respective object candidates, i.e., not just with regard to their spectral reflectance character-
istics but also from a perceptual point of view. Being the current CIE recommendation for
computing small color differences [234], which were expected to be observed in the present
application, the CIEDE2000 color difference formula as discussed in Sec. 2.2.1 with the refer-
ence white of the CIELAB calculation set to the white point of the optimized 3200 K ambient
illumination seemed to be a good choice for this purpose.
The final results are summarized in Figs. 4.21 and 4.22 comparing for each test object the
spectral reflectance curve used in the original experiments with the spectral reflectance curve
of the object candidate that was finally chosen for the second run. As can be seen from the
different figures, the absolute and colorimetric deviations between the former and the latter
are generally quite small showing RMSEadj. values of less than 0.0146 and a maximum ∆E00
of only 1.7 for all test objects, which can usually be considered to be negligible. Hence, the
postulated similarity of the test objects used in the first and second run of the experiments
could be confirmed allowing for a reliable analysis of the impact of the different adaptation
conditions at 3200 K and 5600 K on the observers’ color appearance ratings.
With the spectral reflectances of the test objects being known, the new object stimuli used
for the second run of the experiments were subsequently calculated following the procedure
introduced in Sec. 4.2.3. In order to eliminate the presumable influence of different object
lightness levels when comparing the observers’ chromaticity ratings gathered for different
adaptation conditions, the new CIECAM02-UCS chromaticity grids shown in Fig. 4.23 were
extracted from the objects’ color gamuts in such a way that their mean lightness parameters
J′ matched the original lightness values given in Table 4.1 as good as possible while trying to
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keep their corresponding coefficients of variation (=ˆ standard deviation of lightness divided
by its mean value) smaller than 1 %. As can be seen from Table 4.7, which summarizes
the final mean luminance and CIECAM02-UCS lightness values of the twelve test objects
as observed in the second run of the experiments, deviations between the mean lightness
values of the first and the second run ∆J′ =
(
J′2nd − J′1st
)
/J′1st of less than 3 % could be
achieved. In the cases of banana, blueberry, blue jeans, carrot, Caucasian skin, and green salad
these deviations are even found to be of the same order of magnitude as the corresponding
coefficients of variation and, therefore, are considered to be small enough so that any impact
of different lightness levels on the observers’ color appearance ratings can be precluded.
As described in Sec. 4.2.3, each of the resulting chromaticity grid points shown in Fig. 4.23
corresponds to a certain RGB triplet used for driving the LCD projector which in turn illu-
minated the respective test object to control its color appearance. Hence, for each test object
the accordingly assigned RGB triplets created a test set of stimuli which were presented to
the observers in randomized order. Like before, 20 of these stimuli were rated twice within a
single test sequence to check for the observers’ rating consistency and a small training set of
10 additional RGB triplets was added for the observers to (re-)gain familiarity with the rating
scale and the test procedure.
While rating the test objects’ color appearance, the chromatic adaptation of the observers
was always kept at a constant level, as stated in Sec. 4.2.2, with the adapted white point being
defined by the new 3200 K ambient illumination. The outcome of these experiments should
be reported in the following section.
4.3.2 Experimental Results for the New Adaptation Conditions
For performing the color appearance rating experiments at the new CCT of 3200 K more or
less the same panel of subjects could be recruited. Only three of the original participants
had to be replaced due to scheduling conflicts. In order to guarantee that the rating data
gathered for the two different adaptation conditions were obtained from similar samples
representing the same larger, heterogeneous population, they were substituted by specifically
chosen surrogates with normal or corrected-to-normal color vision that were of the same age,
gender, and origin showing the same level of expertise in color science as their original
counterparts.
Before starting the color appearance rating for a specific test object assessed under the new
adaptation conditions, observers received exactly the same oral instructions regarding the
experimental procedure as discussed in Sec. 4.2.4. Again, they were asked to rate the color
appearance of the currently presented familiar test object according to their preference of
how they thought the respective object should look like in reality using the identical semi-
semantic five-level scale. Once more, they were advised not to stare to long at the test object
and asked to look at some scene white each time the emitted projector spectrum was changed
in order to ensure the maintenance of a constant chromatic adaptation level during the whole
test sequence.
Like in the previous illumination setup, each familiar test object was rated by 15 German
observers with an approximately equally balanced male-female ratio resulting in a total num-
ber of five test runs being necessary for each test object. With each of these test runs taking
just about 20 min to be finished, they could again be efficiently organized and conducted
in consecutive order so that the complete testing of a specific familiar object was completed
within 2.5 h. As before, no visually perceivable food alteration or degradation was observed
during this relatively short period of time.
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Table 4.8 – Average inter- and intra-observer PF/3 performance factors and STRESS values calculated from
the visual appearance ratings for the twelve familiar test objects at 3200 K adapted white point. In addition,
the resulting ICC(2, k) values are shown together with their 95 % confidence intervals. Please note that
for both measures PF/3 and STRESS the corresponding values of inter- and intra-observer variability are
tabulated in the same column but with the latter given in parenthesis.
Inter-(Intra-)observer Inter-(Intra-)observer ICC(2, k)
Test Object PF/3 STRESS ICC(2, k) Confidence Interval
Asian Skin 36 (21) 0.29 (0.17) 0.9025 [0.8615, 0.9349]
Banana 32 (17) 0.24 (0.14) 0.9659 [0.9518, 0.9772]
Blueberry 35 (19) 0.28 (0.14) 0.9476 [0.9265, 0.9647]
Blue Jeans 31 (19) 0.25 (0.14) 0.9444 [0.9221, 0.9624]
Broccoli 27 (16) 0.23 (0.14) 0.9780 [0.9692, 0.9850]
Butternut Squash 30 (16) 0.24 (0.14) 0.9685 [0.9554, 0.9789]
Carrot 33 (17) 0.25 (0.14) 0.9613 [0.9451, 0.9742]
Caucasian Skin 38 (22) 0.30 (0.17) 0.9041 [0.8624, 0.9364]
Concrete Flowerpot 31 (16) 0.24 (0.12) 0.9717 [0.9594, 0.9812]
Green Salad 28 (15) 0.22 (0.12) 0.9711 [0.9586, 0.9808]
Red Cabbage 34 (18) 0.26 (0.15) 0.9548 [0.9364, 0.9696]
Red Rose 28 (16) 0.22 (0.12) 0.9608 [0.9447, 0.9737]
The new experiments investigating the assessment of memory colors under a different
adaptation condition started right after the original experiments were finished and took
another six-weeks period to be completed. Before comparing the results obtained for the
different adaptation conditions in the subsequent sections to figure out whether or not sig-
nificant differences exist, the memory color characteristics that can be derived from the new
experiments should be presented first.
Starting with the analysis of the inter- and intra-observer variability to quantify the ob-
servers’ rating precision and repeatability, Table 4.8 summarizes the PF/3, STRESS, and
ICC(2, k) values for the twelve familiar test objects calculated from the visual appearance
ratings collected for the new adaptation conditions. As can be seen, the inter- and intra-
observer PF/3 measures range from 27 to 38 and from 15 to 22 with an average value of 32
and 18, respectively. Regarding the STRESS measure, values between 0.22 and 0.30 with an
average of 0.25 for the inter-observer variability and between 0.12 and 0.17 with an average
of 0.14 for the intra-observer variability can be observed, which is in good agreement with
the results reported in Sec. 4.2.4.1 for the 5600 K ambient illumination. With the exception
of green salad, where both the precision and the repeatability of the observers’ color appear-
ance ratings ascertainably increased for the new adaptation conditions, similar inter- and
intra-observer measures are obtained for all the remaining test objects when comparing the
results of both ambient illumination setups.
Regarding the calculated ICC(2, k) intraclass correlation coefficients, comparably excellent
results were achieved in both cases. Like before, ICC(2, k) values larger than 0.90 portend the
postulation of an average observer by pooling the individual observer ratings for each test
object, which again allows for fitting multivariate Gaussian functions to model the memory
color assessments of such an average observer in CIECAM02-UCS chromaticity space. The
corresponding results are illustrated in Fig. 4.24 together with the mean observer ratings
shown as black dots and the respective goodness-of-fit statistics. Furthermore, the Pearson
correlation coefficient ϱ between the model predictions and the mean observer ratings were
calculated assuming a 5 % significance level.
As can be stated from the given R2 values, more than 90 % of the total variations in the
mean ratings of the pooled data for each test object can again be explained by the Gaus-
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Figure 4.24 – Bivariate Gaussian similarity distributions fitted to the pooled German observer data for each
familiar test object modeling the mean preference ratings of an average German observer adapted to the
3200 K ambient illumination in CIECAM02-UCS chromaticity space. Excellent model performance based
on the goodness-of-fit statistics can be concluded for all cases. Black dots represent the mean observer
ratings for each projector setting whereas the centroids of the Gaussian distributions define the chromaticity
coordinates of the corresponding memory colors.
sian modeling, which, in combination with the relatively small RMSE values (< 0.3) and
an average Pearson correlation coefficient ϱ of 0.97, indicates a comparably excellent model
performance as in the case of the 5600 K ambient illumination (see Sec. 4.2.4.2). The chro-
maticity coordinates of the corresponding memory color centers and the Pearson correlation
coefficients are summarized in Table 4.9. Additionally tabulated are the the CIECAM02-UCS
chromatic color differences ∆E′chrom. between the memory color centers obtained for the two
different adaptation conditions. For a better overview, Fig. 4.25 illustrates these color differ-
ences in the (a′M, b
′
M) chromaticity diagram.
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Table 4.9 – CIECAM02-UCS chromaticity coordinates a′M and b′M of the memory colors of the twelve familiar
test objects given by the centroids of the fitted multivariate Gaussian probability density functions for the
3200 K ambient illumination. Additionally tabulated are the corresponding Pearson correlation coefficients
ϱ describing the goodness-of-fit of the Gaussian modeling as well as the CIECAM02-UCS chromatic color
differences ∆E′chrom. between the memory color centers of both adaptation conditions.
Pearson correlation 3200 K vs. 5600 K
Test Object a′M b
′
M ϱ ∆E
′
chrom.
Asian Skin 13.04 10.09 0.96 2.76
Banana 5.07 31.77 0.97 0.82
Blueberry −3.54 −12.62 0.98 0.40
Blue Jeans −8.11 −19.71 0.97 2.37
Broccoli −8.62 9.20 0.99 6.19
Butternut Squash 14.73 20.47 0.98 0.66
Carrot 25.09 25.01 0.95 0.83
Caucasian Skin 12.19 9.23 0.98 2.42
Concrete Flowerpot −0.80 −3.33 0.97 2.33
Green Salad −13.59 24.19 0.95 4.04
Red Cabbage 12.86 −13.65 0.98 2.34
Red Rose 36.66 12.75 0.98 2.56
By comparing the color centers of each familiar test object assessed by the German ob-
servers under 3200 K and 5600 K ambient illumination, deviations between these two adapta-
tion conditions ranging from 0.40 to 6.19 ∆E′chrom. can be found. Here, the smallest chromatic
color differences are mainly observed for test objects featuring orange to yellowish hues, like
for example the test objects of banana, butternut squash, and carrot which all show ∆E′chrom.
values of less than 0.85. Exception hereto is the object of blueberry which exhibits the smallest
color difference of all test objects with ∆E′chrom. = 0.40. The largest chromatic deviations on
−20 −10 0 10 20 30 40
−30
−20
−10
0
10
20
30
Rose
Carrot
Butternut
Caucasian
Asian
BananaGreen Salad
Broccoli
Concrete
Red Cabbage
Blueberry
Blue Jeans
a′M
b′ M
5600K
3200K
Figure 4.25 – Comparison of the memory color centers of the German observers as obtained by adapt-
ing to the 3200 K and 5600 K ambient illumination, respectively. Corresponding memory chromaticities are
connected by solid line segments.
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the other hand are observed for the test objects in the greenish part of the hue circle, where
for example green salad and broccoli give a ∆E′chrom. of 4.04 and 6.19, respectively. The overall
mean difference ∆E′chrom. is 2.31, which gives a rough estimate for the order of magnitude of
the effect of the adapted white point on the color appearance ratings. With the correspond-
ing color differences being relatively moderate, it can however not yet be confirmed that the
different adaptation conditions do have a significant impact. Supplementary analysis is still
necessary which will be provided in one of the following sections.
But before getting deeper into the matter of statistics, further characteristics of the test
objects’ memory colors obtained for the new adaption conditions should be discussed first.
For this purpose, Fig. 4.26 compares the chromaticities of the memory color centers reported
in Table 4.9 with the hypothetical chromaticities the twelve familiar test objects would show
when being solely illuminated by a Planckian reference light source at 3200 K for which the
ambient illumination was optimized in the second run of the experiments defining the respec-
tive chromatic adaptation conditions. In addition, the corresponding acceptance boundary
ellipses are indicated.
When comparing the current results with those illustrated in Fig. 4.18, similar memory-
induced chromaticity shifts can be observed. Like in the previous figure, it should be noticed
here that most of the chromaticity shifts given by the colored arrows point in the direction of
increased CIECAM02-UCS colorfulness M′. Based on the same argumentation as provided in
Sec. 4.2.4.3, this memory-induced increase in colorfulness also results in higher CIECAM02
chroma correlates C for most of the test objects. Table 4.10 summarizes these findings in terms
of corresponding CIECAM02 chroma increments ∆C, where a plus (minus) sign indicates an
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Figure 4.26 – Comparison between the memory color centers and the test object chromaticities rendered us-
ing a Planckian reference illuminant at 3200 K. Observed memory-induced chromaticity shifts are indicated
by colored arrows. In addition, acceptance boundary ellipses representing an average observer rating of 3
are plotted for each test object.
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Table 4.10 – Overview of the chromatic differences and of the deviations in the perception correlates of
chroma and hue between the memory color centers and the object chromaticities as perceived under Planck-
ian reference illumination at 3200 K. Additionally tabulated are the geometric measures of the corresponding
observer tolerance ellipses. Please note that the semi-major axis a and semi-minor axis b are also given in
units of ∆E′chrom..
Test Object ∆E′chrom. ∆C ∆h in ° a b a/b θ in ° πab
Asian Skin 2.26 −2.89 −4.37 4.46 3.28 1.36 76.31 45.92
Banana 4.12 8.21 2.58 16.43 7.62 2.16 102.37 393.40
Blueberry 6.25 8.32 1.46 8.90 4.86 1.83 83.36 136.08
Blue Jeans 4.05 6.22 4.36 9.54 4.93 1.94 83.81 147.61
Broccoli 4.08 −0.64 18.17 13.68 9.25 1.48 87.13 397.52
Butternut Squash 3.81 6.83 1.01 7.46 6.13 1.22 67.19 143.67
Carrot 4.20 8.80 2.82 10.10 9.37 1.08 57.72 297.32
Caucasian Skin 1.33 −1.45 −3.36 4.20 3.34 1.26 83.17 44.06
Concrete Flowerpot 6.49 0.41 181.97 10.39 6.18 1.68 76.21 201.67
Green Salad 3.59 5.56 4.66 8.25 7.39 1.12 95.12 191.53
Red Cabbage 8.49 4.32 −26.83 10.28 5.74 1.79 74.52 185.35
Red Rose 1.28 3.15 0.47 7.51 5.88 1.28 40.85 138.88
increase (decrease) in the chroma values of the reported memory color centers in comparison
to the chroma values the test objects would show under reference illumination.
As can be seen, the general tendency of memory colors to be shifted towards higher
chroma can again be confirmed with an average ∆C of ~4. Furthermore, for most of the
test objects these increments are of the same order of magnitude regarding the two differ-
ent adaptation conditions. Thus, it can be concluded that the observed cognitive effect of
claiming an additional amount of saturation in the objects’ color appearance to match the
observers’ expectations is to some extent independent of the adapted white point, at least for
the phosphor-converted LED spectra used in the present study (when using narrow-banded
LEDs for color mixing to achieve a certain white point things might be a little bit different
due to the missing light emission in some parts of the mixed spectrum).
Similar conclusions can be drawn for the hue shifts ∆h and chromatic color differences
∆E′chrom. calculated between the familiar test objects’ reference representations and their re-
spective memory color centers, which are also tabulated in Table 4.10. For most of the test
objects assessed under the 3200 K ambient illumination, the corresponding memory colors
are again shifted towards the typical hues commonly associated with the respective objects.
Besides being oriented in the same direction, these hue shifts in most cases are approxi-
mately of the same order of magnitude as obtained for the adaptation conditions at 5600 K,
which can be seen by comparing Tables 4.10 and 4.4, respectively. Regarding the chromatic
color differences ∆E′chrom., which, as stated in Sec. 4.2.4.3, provide a basic measure for the
strength of the long-term memory effects on the color appearance ratings, an average value
of 4.16 ∆E′chrom. must be reported for the 3200 K ambient illumination. This average chromatic
difference is in pretty good agreement with the one found for the 5600 K setup showing a
value of 4.19 ∆E′chrom..
Even though comparable tendencies of the memory-induced chromaticity shifts can be
concluded for the two different adaptation conditions, it should be emphasized that these
conclusions do not hold true for all familiar test objects. In particular, the test object of
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broccoli shows somewhat larger deviations. While in case of the 5600 K ambient illumination
its memory-induced chromaticity shift points strongly into the direction of increased chroma,
a rather hue-oriented shift must be reported for the 3200 K adaptation condition giving the
broccoli a slightly more bluish color appearance than it would actually be perceived under
the Planckian radiator. Nevertheless, the general trend that memory colors of familiar objects
in comparison to their appearance under reference illumination tend to be shifted towards
higher chroma as well as towards their typical hues could still be confirmed and seems to be
at least to some degree independent of the observers’ chromatic state of adaptation. Please
note that, in contrast to this general tendency observed for almost all memory colors, the test
objects of Asian and Caucasian skin, that are naturally of lower saturation, exhibit again a
decrease in chroma as well as a shift towards a slightly redder hue, which is obviously in
accordance to the findings obtained for the 5600 K ambient illumination and should therefore
be considered as a more universal feature of these kind of memory colors rather than being
an experimental artifact.
In addition to the descriptive analysis of the impact of the adapted white point on the
general characteristics of the memory-induced chromaticity shifts provided above, it is also
of interest to compare the acceptance boundary ellipses derived from the respective fitted
similarity distributions. Even though some slight differences in terms of ellipse location, size,
shape, and orientation can be reported from the comparison of the corresponding geomet-
ric ellipse measures given in Tables 4.5 and 4.10 or from a closer inspection of Figs. 4.18
and 4.26, respectively, the general pattern of the acceptance boundary ellipses remains more
or less the same for the two different ambient illuminations. Hence, with the observed de-
viations between the varying adaptation conditions being less pronounced than it might be
expected at first glance, the question still remains whether or not the adapted white point has
a systematic and significant impact on the assessment of memory colors. In the attempt of
providing an answer, a more sophisticated statistical analysis of the color appearance rating
data is required and should be performed in the two subsequent sections.
4.3.3 Statistical Inference on Observer Variability
In order to be able to identify a potential impact of the adapted white point on the observer
variability, the distributions of the inter- and intra-observer variabilities in terms of PF/3 and
STRESS units for the two different adaptation conditions should be compared and tested
for significance. In order to get an idea about the nature of the underlying population of
the present data samples, Fig. 4.27 compares the distributions of the individual inter- and
intra-observer PF/3 values calculated for each test object as obtained for the two different
adaptation conditions at 3200 K and 5600 K, respectively, using the standard box plot data
visualization approach. In Fig. 4.28 the same comparison is provided but only for the STRESS
instead of the PF/3 measure.
As can be seen from both figures, no real systematic trends can be observed between the
two adaptation conditions. Both the interquartile range (IQR) and the whole data range of
the underlying distributions given by the ends of the respective whiskers vary quite strongly
from test object to test object. In some cases, the observer variability data obtained for the
3200 K ambient illumination shows a smaller IQR range and, therefore, less variance than
their 5600 K counterparts. In other cases, the opposite holds true. Similar observations can be
reported for the median of the distributions. Hence, even if significant differences between
the variability distributions of the test objects for the two different adaptation conditions
could be found, the data still lack of systematic tendencies of for example a general decrease
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Figure 4.27 – Box plot comparison of the distributions of the individual inter-observer (upper plot) and intra-
observer (lower plot) PF/3 values calculated for each combination of test object and adaptation condition.
Here, the line inside the box gives the median of the distribution, while the bottom and top of the box
represent its 25 % and 75 % quartile. The end of the whiskers indicate the lowest and highest data point
lying at most 1.5 times the interquartile range below the lower and above the upper quartile, respectively.
Any data point not included between the whiskers is identified as a suspected outlier and indicated by a
colored dot.
in observer variability in the color appearance ratings when being adapted to a certain illu-
mination condition.
However, what should be noticed is a quite good correlation between the individual PF/3
and STRESS measures regarding both the inter- and intra-observer variability. In most cases,
observing a small (large) IQR for the inter-observer PF/3 distribution of a certain test ob-
ject basically gives a small (large) IQR for the respective inter-observer STRESS distribution,
while approximately retaining the same ratio IQR3200K/IQR5600K between both adaptation
conditions. A similar behavior is found for the intra-observer variability measures. For a
better visualization, Fig. 4.29 illustrates the good to excellent correlation (Pearson ϱ > 0.90)
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Figure 4.28 – Box plot comparison of the distributions of the individual inter-observer (upper plot) and
intra-observer (lower plot) STRESS values calculated for each combination of test object and adaptation
condition. Here, the line inside the box gives the median of the distribution, while the bottom and top of the
box represent its 25 % and 75 % quartile. The end of the whiskers indicate the lowest and highest data point
lying at most 1.5 times the interquartile range below the lower and above the upper quartile, respectively.
Any data point not included between the whiskers is identified as a suspected outlier and indicated by a
colored dot.
between the pooled STRESS and PF/3 measures for all possible combinations of observer
variability type and adapted white point. On the other hand, no correlation was found be-
tween the inter- and intra-observer PF/3 values or between the inter- and intra-observer
STRESS values for the same ambient illumination, i.e., a small (large) PF/3 or STRESS mea-
sure of one kind of variability type does not necessarily lead to a small (large) PF/3 or
STRESS measure of the other kind of variability type.
Regarding the further analysis of the variability distributions visualized in Figs. 4.27 and
4.28, it is of interest to first have a look at the data points lying outside the range of the box
plot whiskers that can be identified for some of the test objects. These so-called suspected
outliers are further investigated using the generalized extreme Studentized deviate (ESD)
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test introduced by Rosner [236, 237], which in contrast to other alternatives only requires an
upper bound for the suspected number of outliers to be specified. Even though it is essentially
a sequential application of the Grubbs test [238, 239], the generalized ESD test is considered
to be more reliable and accurate since it makes an appropriate adjustment of the critical
values based on the number of outliers being tested which the sequential application of the
Grubbs test would not provide. By running the generalized ESD test, clear outliers could be
identified and removed from the data sets. Next, the corrected variability distributions were
tested for normality.
For this purpose, Kolmogorov-Smirnov (KS) [235, 240–242] and Shapiro-Wilk (SW) [241,
243, 244] tests were applied to the present data. While the former test is pretty common
in various fields of statistical analysis, the latter offers superior test power even for a small
sample size [245, 246], which obviously is the case here. The results of these normality tests
applied to the observer variability distributions obtained for the different test objects are
shown in Tables 4.11 and 4.12 for the PF/3 and in Tables 4.13 and 4.14 for the STRESS
measure together with the respective z-scores of skewness and excess kurtosis [247–249].
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Figure 4.29 – Scatter plots for each combination of variability type (inter vs. intra) and adapted white point
(3200 K vs. 5600 K) illustrating the good to excellent positive correlation between the pooled STRESS and
PF/3 measures. In all cases, a Pearson correlation coefficient of ϱ > 0.90 can be reported, while the general
trend of the data is well described by the respective line of best fit giving R2 values ranging between 0.81
and 0.92.
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Table 4.11 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer PF/3 measure for German observers obtained at 3200 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Inter-observer PF/3 at 3200 K Intra-observer PF/3 at 3200 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin 1.081 −0.896 0.202 0.096 0.890 0.068 0.488 −0.285 0.127 >0.5 0.968 0.826
Banana 0.180 −1.336 0.157 0.441 0.895 0.097 0.086 −0.582 0.076 >0.5 0.993 1.000
Blueberry 0.439 −0.621 0.175 0.283 0.964 0.792 −0.112 −0.988 0.126 >0.5 0.955 0.598
Blue Jeans −0.056 −0.471 0.103 >0.5 0.986 0.995 1.031 −0.064 0.157 0.389 0.967 0.814
Broccoli −0.667 −0.831 0.145 >0.5 0.955 0.603 1.482 0.258 0.153 0.488 0.933 0.283
Butternut 1.066 0.122 0.115 >0.5 0.943 0.414 2.155 1.224 0.161 0.396 0.877 0.051
Carrot −0.202 −1.093 0.141 >0.5 0.943 0.423 0.577 −0.597 0.145 >0.5 0.961 0.705
Caucasian −0.139 −1.197 0.154 0.472 0.934 0.348 −1.212 −0.058 0.135 >0.5 0.951 0.545
Concrete 1.089 −0.255 0.114 >0.5 0.957 0.673 0.278 −1.009 0.157 0.433 0.950 0.567
Green Salad 0.599 −1.007 0.185 0.215 0.931 0.314 0.432 −0.598 0.179 0.252 0.947 0.514
Red Cabbage −0.140 −0.293 0.203 0.093 0.956 0.618 0.361 −0.607 0.134 >0.5 0.973 0.896
Red Rose 1.174 −0.172 0.155 0.457 0.939 0.410 1.111 −0.548 0.156 0.393 0.929 0.267
1 with Lilliefors correction [235]
Table 4.12 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer PF/3 measure for German observers obtained at 5600 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Inter-observer PF/3 at 5600 K Intra-observer PF/3 at 5600 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin −0.492 −0.339 0.186 0.310 0.960 0.730 −0.837 −0.064 0.186 0.170 0.966 0.803
Banana −0.295 0.695 0.146 0.243 0.908 0.147 −0.160 −0.793 0.146 >0.5 0.955 0.606
Blueberry 0.313 −0.364 0.217 >0.5 0.964 0.781 −0.011 −1.382 0.217 0.053 0.886 0.059
Blue Jeans 0.178 −1.038 0.177 0.144 0.926 0.237 0.554 −0.529 0.177 0.225 0.950 0.530
Broccoli 0.456 −0.921 0.129 0.228 0.920 0.192 0.836 −0.288 0.129 >0.5 0.973 0.905
Butternut −0.794 −0.791 0.152 >0.5 0.934 0.352 0.732 −0.327 0.152 0.498 0.962 0.750
Carrot −0.083 −0.131 0.231 0.335 0.955 0.612 0.935 −1.071 0.231 0.030 0.883 0.053
Caucasian −0.302 −0.943 0.171 >0.5 0.965 0.802 −1.675 0.241 0.171 0.314 0.883 0.061
Concrete 0.129 0.147 0.121 >0.5 0.966 0.761 0.748 −0.087 0.121 >0.5 0.971 0.904
Green Salad 0.059 −0.959 0.205 >0.5 0.968 0.890 0.006 −1.079 0.205 0.171 0.906 0.189
Red Cabbage 0.276 −0.696 0.124 >0.5 0.957 0.643 0.151 −0.773 0.124 >0.5 0.964 0.754
Red Rose 0.805 −0.372 0.122 0.246 0.951 0.546 0.484 0.055 0.122 >0.5 0.973 0.842
1 with Lilliefors correction [235]
Basically, skewness and excess kurtosis are measures of shape. Whereas the former gives
an idea about the amount and direction of skew in the data samples relative to a normal
distribution, the latter provides an estimate of how tall and sharp the central peaks of the
respective data distributions are. However, they can both be used to test for normality. With a
normal distribution having skewness and excess kurtosis of zero, it is very likely for a sample
distribution to be drawn from a normal distributed population if its sample skewness and
excess kurtosis are also close to zero. On the other hand, the assumption of normality must
be rejected when the sample distribution is too much skewed or deviates too much from
normal kurtosis to be explained by random chance. By dividing the sample skewness and
excess kurtosis by their corresponding standard errors, a test statistic based on z-scores can
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Table 4.13 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer STRESS measure for German observers obtained at 3200 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Inter-observer STRESS at 3200 K Intra-observer STRESS at 3200 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin 0.942 −0.896 0.166 0.307 0.912 0.147 0.884 −0.556 0.132 >0.5 0.951 0.545
Banana 0.014 −0.971 0.132 >0.5 0.957 0.666 0.936 −0.128 0.129 >0.5 0.937 0.456
Blueberry 0.915 −0.660 0.163 0.337 0.943 0.424 −0.082 −0.819 0.134 >0.5 0.966 0.799
Blue Jeans −0.276 −0.272 0.169 0.286 0.974 0.915 0.281 −1.021 0.129 >0.5 0.946 0.459
Broccoli −0.507 −0.886 0.127 >0.5 0.957 0.644 0.587 −0.647 0.128 >0.5 0.963 0.748
Butternut 1.632 0.719 0.113 >0.5 0.914 0.158 1.620 0.004 0.175 0.282 0.890 0.075
Carrot 0.061 −0.794 0.153 0.425 0.939 0.372 0.658 −0.584 0.182 0.197 0.941 0.390
Caucasian −0.103 −1.004 0.152 >0.5 0.944 0.467 −0.919 −0.365 0.152 0.433 0.952 0.558
Concrete 0.179 −0.782 0.178 0.301 0.931 0.355 1.051 −0.625 0.146 >0.5 0.916 0.193
Green Salad −0.161 −1.400 0.200 0.128 0.883 0.065 0.298 −0.866 0.108 >0.5 0.944 0.465
Red Cabbage 0.202 −0.307 0.118 >0.5 0.983 0.985 0.526 −1.083 0.145 >0.5 0.935 0.326
Red Rose 0.828 −0.683 0.193 0.166 0.924 0.250 0.704 −0.550 0.175 0.245 0.944 0.436
1 with Lilliefors correction [235]
Table 4.14 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer STRESS measure for German observers obtained at 5600 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Inter-observer STRESS at 5600 K Intra-observer STRESS at 5600 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin 1.075 0.227 0.133 >0.5 0.958 0.570 −1.236 −0.163 0.156 0.394 0.926 0.238
Banana −1.204 −0.158 0.193 0.135 0.949 0.502 −1.369 −0.334 0.158 0.380 0.916 0.167
Blueberry 0.674 −0.699 0.161 0.348 0.952 0.559 −0.166 −0.944 0.162 0.342 0.951 0.544
Blue Jeans 0.266 −1.364 0.207 0.079 0.884 0.055 −0.481 −0.602 0.160 0.358 0.944 0.430
Broccoli 0.764 −0.552 0.173 0.259 0.950 0.521 0.679 −0.104 0.121 >0.5 0.971 0.874
Butternut −0.419 −1.052 0.139 >0.5 0.940 0.416 1.626 0.006 0.189 0.152 0.902 0.094
Carrot −0.512 −0.774 0.095 >0.5 0.968 0.821 0.780 −1.048 0.204 0.089 0.908 0.125
Caucasian 1.014 −0.155 0.144 >0.5 0.956 0.659 −1.218 −0.246 0.196 0.122 0.942 0.411
Concrete −0.679 −0.810 0.154 >0.5 0.946 0.535 −1.340 −0.254 0.122 >0.5 0.916 0.169
Green Salad −0.256 −1.349 0.233 0.070 0.858 0.046 0.134 −0.725 0.151 >0.5 0.944 0.548
Red Cabbage 0.772 −0.467 0.127 >0.5 0.970 0.864 0.126 −0.277 0.132 >0.5 0.970 0.873
Red Rose 1.323 0.277 0.144 >0.5 0.915 0.140 −0.213 −0.301 0.110 >0.5 0.982 0.983
1 with Lilliefors correction [235]
be derived [249]. It can be shown that with the assumption of a 5 % significance level the
null hypothesis of normal distributed data must be rejected if the absolute z-scores of either
sample skewness or excess kurtosis are larger than 1.96 [247].
From Tables 4.11 to 4.14 it can be seen that the assumption of dealing with normally dis-
tributed inter- and intra-observer variability data holds for most of the familiar test objects
assessed under both adaptation conditions, which also justifies the previous application of
the generalized ESD test to correct for outliers in the data. However, slight inconsistencies are
observed for the objects of butternut squash, carrot, and green salad. By evaluating for exam-
ple the individual color appearance ratings of the test object of butternut squash, it should
be noticed that the variability distribution of the individual intra-observer PF/3 measures
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at 3200 K adapted white point shows to much skewness for being normal. For the object of
carrot, on the other hand, it is less about the shape of the respective variability distribution
than about the conclusions drawn from the outcome of the statistical inspection: With the p
value of the applied KS test being less than 0.05, indication is given that the corresponding
intra-observer PF/3 data at 5600 K ambient illumination are not normally distributed. Here,
a 5 % significance level is assumed. Last but not least, a similar result is obtained for the test
object of green salad regarding the inter-observer variability distribution of the individual
STRESS measures at 5600 K, where the SW test gives a p value smaller than 0.5 again leading
to the rejection of the null hypothesis of normally distributed data at a 5 % significance level.
Since the assumption of normality is partly violated for these three familiar test objects, both
parametric and non-parametric statistical tests should be applied in the following in order
to determine if there is a significant difference in the observer variability of the present color
appearance rating experiments caused by the different adaptation conditions.
Due to its simplicity and robustness even to slight departures from the assumption of
normality [250–253], a two-sample t-test [254–256] is taken for parametric testing, while the
Wilcoxon rank-sum test [257–259] is chosen as the non-parametric alternative, which unlike
the t-test does not require normally distributed data but is nearly as efficient when applied
to normal distributions [260]. However, the application of the standard versions of these
tests to the present data also demands equal variances (homoscedasticity) of the variability
distributions that should be compared with each other. In this context, a reliable and common
method to test for homoscedasticity providing good robustness against many types of non-
normal data while retaining excellent test power is the Brown-Forsythe extension of Levene’s
test [261] which uses an approximated F-statistic to test the null hypothesis that the variances
are equal across the distributions under inspection [262, 263].
By applying the Brown-Forsythe extension of Levene’s (BFL) test to the present data sets,
the null hypothesis of equal variances must be rejected at a 5 % significance level for the inter-
observer PF/3 variability distributions of banana (F = 6.50, p < 0.018), for the inter-observer
STRESS variability distributions of concrete (F = 4.67,p < 0.041), and for the intra-observer
STRESS variability distributions of banana (F = 4.43, p < 0.046) and red cabbage (F = 4.21,
p < 0.0499). For the remaining test objects and data types, the assumption of equal variances
between the respective variability distributions obtained for the two different adapted white
points can be confirmed.
Hence, in case of normally distributed data where homoscedasticity is met the standard
definition of the two-sample t-test is applied to test for significant differences in the observer
variability potentially caused by the different adaptation conditions. If the assumption of
equal variances is violated (Behrens-Fisher Problem, [264–267]) but the data are still normally
distributed, the so-called Welch-test [268, 269], a modified version of the t-test for unequal
variances, is chosen as the alternative. For non-normally distributed data, the Wilcoxon rank-
sum test can be used natively, i.e., no heteroscedastic version is necessary for the present data
sets. Table 4.15 summarizes the findings for all test objects assessed under both adaptation
conditions.
As can be seen, significant differences in the inter-observer variability data between the two
different adaptation conditions are only observed for the test objects of banana in terms of the
PF/3 measure and for the test object of blue jeans regarding both the STRESS and the PF/3
measure. For the remaining test objects, the null hypothesis that the sampled variability data
for the two different adapted white points have equal means or medians and originate from
the same population cannot be rejected. Considering the impact of the different adaptation
conditions on the distributions of the intra-observer variability, significance can be inferred
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Table 4.15 – Resulting p values and test statistics of the comparison of the inter- and intra-observer variability
distributions in terms of both PF/3 and STRESS measures between the two different adaptation conditions
at 3200 K and 5600 K ambient illumination. If not indicated otherwise (by footnotes) the applied statistical
method was the standard two-sample t-test. Grey shaded table entries indicate significant differences be-
tween both adaptation conditions at a 5 % significance level. Additionally tabulated are the corresponding
effect sizes in terms of Cohen’s d.
Inter-observer variability Intra-observer variability
PF/3 measure STRESS measure PF/3 measure STRESS measure
statistic p value Cohen’s d statistic p value Cohen’s d statistic p value Cohen’s d statistic p value Cohen’s d
Asian Skin 0.584 0.564 0.217 0.333 0.741 0.122 0.634 0.531 0.232 1.417 0.168 0.517
Banana −2.364* 0.027* 0.896* −1.010 0.322 0.375 −1.427 0.165 0.541 −3.197* 0.005* 1.142*
Blueberry 0.138 0.891 0.052 0.089 0.930 0.033 0.108 0.915 0.039 −0.749 0.460 0.273
Blue Jeans −2.562 0.016 0.936 −2.530 0.017 0.924 1.564 0.129 0.571 0.556 0.583 0.203
Broccoli −1.668 0.107 0.609 −0.603 0.551 0.220 −2.727 0.011 1.013 −1.051 0.302 0.384
Butternut −0.076 0.940 0.029 0.898 0.378 0.339 −0.207† 0.836† 0.078† −0.072 0.944 0.027
Carrot −0.570 0.573 0.208 −0.002 0.999 <0.001 0.290† 0.772† 0.106† 0.578 0.568 0.211
Caucasian 1.861 0.074 0.704 1.689 0.103 0.638 2.524 0.018 0.938 1.974 0.058 0.721
Concrete −0.753 0.459 0.290 −1.342* 0.197* 0.526* −2.403 0.024 0.926 −1.279 0.212 0.475
Green Salad −1.488 0.150 0.585 −0.952† 0.341† 0.381† −0.139 0.891 0.055 0.449 0.657 0.177
Red Cabbage −0.386 0.702 0.141 −0.322 0.750 0.117 −0.049 0.961 0.018 0.317* 0.754* 0.116*
Red Rose −1.282 0.211 0.477 −1.016 0.312 0.378 −0.450 0.656 0.167 −0.688 0.497 0.251
∗ Welch-test
† Wilcoxon rank-sum test
for the PF/3 data of the test objects of broccoli, Caucasian skin and concrete, whereas for
the respective STRESS data only the test object of banana shows significant differences. For
the rest of the test objects, the assumption of equal means or medians of the intra-observer
variability data for the different adaptation conditions is met.
Regarding the calculated effect sizes, which are indicated in terms of Cohen’s d (for fur-
ther details on this measure see Sec. 4.4.2), small to moderate values are obtained for most
test objects. A large effect size with d > 0.8, on the other hand, is found only for test ob-
jects where the overlap of the IQRs between the variability distributions of the PF/3 and
STRESS measures obtained for the two different adaptation conditions shown in Figs. 4.27
and 4.28, respectively, is small compared to the respective absolute deviations in the median
and/or mean variability values. In all of these cases, as can be seen from Table 4.15, statistical
significance can be concluded.
However, with just a few test objects showing such significant differences between the
observer variability distributions obtained for the two different adaptation conditions, the
reported results must be concluded to be neither systematic nor an indicator for drawing
universally valid conclusions about the general impact of the adapted white point on the
observer variability in the present memory color rating experiments. Moreover, it seems that
the observed variability in the subjects’ ratings is more kind of an inherent, relatively stable
feature of the corresponding experimental design and, therefore, less sensitive to changes in
the adaptation conditions as one might expect at first glance, at least for the two different
ambient illuminations at 3200 K and 5600 K considered in this thesis.
For cross-checking purposes, the overall distributions of the test objects’ means and medi-
ans of the different variability measures should also be tested for significance. Starting with
the inter-observer PF/3 measure the average mean (median) for all test objects with regard to
the adaptation conditions at 3200 K and 5600 K is 31.69 (31.34) and 33.03 (32.70), respectively.
For the intra-observer PF/3 values, one finds 17.64 (17.14) and 17.85 (17.64), whereas the
inter-observer STRESS measure gives 0.2497 (0.2497) and 0.2551 (0.2538). Last but not least,
the intra-observer STRESS values yield 0.1400 (0.1350) and 0.1402 (0.1409). In all of these
cases, assessing the test objects at 3200 K ambient illumination slightly reduces the mean and
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median inter- and intra-observer variability measures averaged over all familiar test objects.
However, testing the underlying distributions for significance using again a two-sample t-test
(necessary assumptions for being applicable here like normality and homoscedasticity were
tested and confirmed first) revealed that the null hypothesis of equal sample means cannot
be rejected adopting a 5 % significance interval and, therefore, no statistically significant dif-
ferences can be concluded. This lack of significance in the impact of the adapted white point
on the observer variability is consistent with the findings obtained from the comparisons of
the individual variability distributions of each test object reported previously.
4.3.4 Characteristics of Memory Colors Under Different Adaptation Conditions
After having discussed the potential impact of the different adaptation conditions on the
observer variability in the preceding section, a similar question arises regarding the influence
of the observers’ chromatic adaptation state on the fitted similarity distributions and the
respective color centers of the various familiar test objects. With the color appearance rating
experiments being conducted at two different ambient illuminations but apart from that
at equal experimental conditions, the differences observed between both experiments and
reported in Sec. 4.3.2 can most likely be attributed to the different spectral composition of
the ambient illumination defining the white point of adaptation. However, the challenge now
is to decide whether these differences are really statistically significant or occur simply by
pure chance.
For this purpose, Figs 4.30 and 4.31 compare the contour line plots of the fitted similarity
distribution functions of each test object in CIECAM02 chromaticity space as obtained for
the two different adaptation conditions. As can be seen, slight deviations in the four ellipse
dimensions shape, orientation, size, and location of the respective contour line plots are ob-
served for all test objects. In some cases though they are more pronounced than in others
without really showing any kind of systematic consitencies that could be attributed to the
observers’ state of chromatic adaptation. Consequently, again no general trend can be de-
rived between the results of both experimental runs. In other words, no indication is given
that a certain adaptation condition would alter the ellipse dimensions of the corresponding
similarity distributions of all test objects in a general, well-defined way. Instead, a somewhat
random pattern regarding the variations in shape, orientation, size, and location is observed.
In this context, the most obvious nonconformities between the similarity distribution func-
tions assigned to different CCTs are found for the test objects of Asian skin, banana, broccoli,
Caucasian skin, green salad, red cabbage, and red rose, while for the remaining test objects
the observed variations are less conspicuous.
Basically, all these findings mentioned above are in accordance to the previous work of
Sanders [25] who with the results of his memory color rating experiments also reported non-
systematic deviations of various degree between the tolerance ellipses fitted to his selection of
test objects assessed under two different reference light sources. Hence, it can be concluded
that the way the preferred color appearance of certain test objects is recalled by the observers
while being adapted to a specific ambient illumination is more object-dependent rather than
following a universal scheme. This means that for some of the test objects assessed in the
current work, like e.g. blueberry, blue jeans, butternut squash,..., a quite good consistency in
the color appearance ratings and, therefore, in the fitted similarity distributions is observed
between the different adaptation conditions, while for the remaining test objects, where the
manifestation of observed variations in the similarity distributions changes from object to
object, no such memory color constancy could be inferred.
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Figure 4.30 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
two different adaptation conditions at 3200 K (green-to-yellow colormap, solid line) and 5600 K (dark-to-
light-gray colormap, dashed line) for the test objects of a) asian skin, b) banana, c) blueberry, d) blue jeans,
e) broccoli, and f) butternut squash. By applying Box’s M-test, significant differences in the covariance
matrices defining the shape, size, and orientation of the similarity distributions can be found for the test
objects of banana and broccoli. In addition, Hotelling’s T2-test reveals significant differences in the memory
color centers between both adaptation conditions for the test objects of Asian skin and broccoli.
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Figure 4.31 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
two different adaptation conditions at 3200 K (green-to-yellow colormap, solid line) and 5600 K (dark-to-
light-gray colormap, dashed line) for the test objects of g) carrot, h) Caucasian skin, i) concrete flowerpot,
j) green salad, k) red cabbage, and l) red rose. By applying Box’s M-test, significant differences in the
covariance matrices defining the shape, size, and orientation of the similarity distributions can be found for
the test objects of Caucasian skin and red rose. In addition, Hotelling’s T2-test reveals significant differences
in the memory color centers between both adaptation conditions for the test objects of Caucasian skin, green
salad and red rose.
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In order to determine whether or not these object-dependent deviations between the two
adaptation conditions at 3200 K and 5600 K are significant, Box’s M-test and Hotelling’s T2-
test were again applied to compared the covariances and means of the underlying multivari-
ate data samples. In Table 4.16 the corresponding results are summarized. As can be seen,
the application of Box’s M-test assuming a 5 % significance level revealed dealing with un-
equal covariances for the test objects of banana, broccoli, Caucasian skin, and red rose giving
in each case a p value smaller than 0.04. From Figs. 4.30 and 4.31 it should be further no-
ticed that for the test objects of banana and red rose these deviations in their corresponding
covariance matrix are mainly due to differences in size and orientation of the respective sim-
ilarity distribution functions, whereas for the test objects of broccoli and Caucasian skin also
changes in shape can be observed.
Regarding the outcome of Hotelling’s T2-test, the null hypothesis of equal sample mean
vectors and, therefore, of equal memory color centers must be rejected for the test objects of
Asian skin, broccoli, Caucasian skin, green salad, and red rose. In all of these cases, the chro-
matic color differences reported in Sec. 4.3.2 between the memory color centers obtained for
the two different adaptation conditions are considered to be statistically significant, which
is further supported by the indicated, relatively large effect sizes D2 (details on the calcula-
tion of the Mahalanobis distance D2 are found in Sec. 4.4.3). For the remaining test objects
no such significance in the mean vectors of their similarity distributions can be concluded.
Nevertheless, it should be emphasized that with six out of twelve familiar test objects show-
ing either significantly different covariance matrices defining the shape, size, and orientation
of the corresponding similarity distribution functions or significantly different locations of
the memory color centers in CIECAM02-UCS chromaticity space (or even both), distinctions
should be made in the construction of an updated memory-based color quality metric be-
tween warm-white and rather cool-white test light sources in order to account for the notice-
able impact of different adaptation conditions on the observers’ memory color assessments.
Table 4.16 – Resulting p values and test statistics of Box’s M-test and Hotelling’s T2-test applied to the
similarity distribution functions of the twelve familiar test objects assessed under two different adaptation
conditions at 3200 K and 5600 K ambient illumination to check for significant differences. If not indicated
otherwise (by a footnote) the standard, homoscedastic version of Hotelling’s T2-test was used. Grey shaded
table entries indicate significant differences between both adaptation conditions at a 5 % significance level.
For each test object, the corresponding effect size is given in terms of the Mahalanobis distance D2.
Box’s M-test Hotelling’s T2-test
test statistic χ2 p value test statistic T2 p value effect size D2
Asian Skin 6.645 0.0841 20.431 <0.0001 0.409
Banana 18.910 0.0003 0.720* 0.6977* 0.014*
Blueberry 3.811 0.2826 0.230 0.891 0.005
Blue Jeans 0.355 0.9493 3.526 0.1715 0.071
Broccoli 101.094 <0.0001 22.601* <0.0001* 0.452*
Butternut 2.076 0.5568 0.487 0.7838 0.010
Carrot 5.124 0.1629 0.440 0.8024 0.009
Caucasian 8.487 0.0370 15.323* 0.0005* 0.306*
Concrete 0.593 0.8980 3.329 0.1893 0.067
Green Salad 3.507 0.3198 16.068 0.0003 0.321
Red Cabbage 4.143 0.2464 5.214 0.0737 0.104
Red Rose 28.244 <0.0001 8.931* 0.0115* 0.179*
∗ heteroscedastic version of Hotelling’s T2-test must be applied here
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Table 4.17 – Results of the extra sum-of-squares F-test for the effect of the adapted white point/ambient
illumination. Statistical significance is given for all twelve test objects. In addition, the corresponding effect
size η2 is tabulated indicating a large to medium statistical effect.
test statistic F Fcrit.(0.05, d fnull, d falt.) d fnull d falt. p value effect size η2
Asian Skin 3.727 1.355 122 116 <0.0001 0.162
Banana 3.716 1.356 121 115 <0.0001 0.163
Blueberry 8.034 1.355 122 116 <0.0001 0.294
Blue Jeans 6.921 1.353 123 117 <0.0001 0.262
Broccoli 6.872 1.348 126 120 <0.0001 0.256
Butternut Squash 2.185 1.355 122 116 <0.0001 0.102
Carrot 3.248 1.355 122 116 <0.0001 0.144
Caucasian Skin 3.675 1.358 120 114 <0.0001 0.162
Concrete Flowerpot 6.841 1.351 124 118 <0.0001 0.258
Green Salad 1.857 1.358 120 114 0.0005 0.089
Red Cabbage 2.660 1.355 122 116 <0.0001 0.121
Red Rose 3.629 1.355 122 116 <0.0001 0.158
Another indication that one should not simply pool the data is given by the extra sum-of-
squares F-test [55, 270, 271]. Basically, this test can be used to evaluate the goodness-of-fit of
two alternative, nested models fitting the same data with one model being a simpler version
(fewer parameters) of the other (more parameters). Based on statistical hypothesis testing, the
extra sum-of-squares F-test compares the relative improvement in the sum-of-squares (SS) of
the more complicated model with the relative loss of degrees of freedom that goes hand in
hand. If the simpler model is correct (null hypothesis), the amount of improvement in the
SS of the more complex model (alternative hypothesis) is assumed to be observed merely by
chance, which in turn is determined by the degrees of freedom in each model. In other words,
the extra sum-of-squares F-test compares the difference in the SS between booth models with
the difference one would expect by chance, which can mathematically be expressed by
F =
(SSnull − SSalt.) /SSalt.
(d fnull − d falt.) /d falt. =
(
SSnull
SSalt.
− 1
)(
d fnull
d falt.
− 1
)−1
, (4.21)
where SSnull and SSalt. are the residual sum-of-squares between the data to be fit and the
respective model, while d fnull and d falt. denote the corresponding degrees of freedom. Hence,
the test statistic F equals the relative difference in the sum-of-squares between the simple and
the more complex model divided by their relative difference in degrees of freedom.
In the present case of the color appearance rating experiments conducted at different CCTs
of the ambient illumination, the simple model assumes that for each test object the variance
of the entire rating data set obtained by pooling the respective results of both adaptation
conditions can be explained by a single multivariate Gaussian function defined by seven
fit parameters (see Sec. 4.2.4.2). The more complex model, on the other hand, postulates a
separate Gaussian for each adaptation condition to explain the total variance in the rating
data leading to a total number of 14 fit parameters, i.e., seven for each CCT. Based on these
considerations, the null hypothesis assuming the correctness of the simple model can be
evaluated for each familiar test object.
The corresponding results are summarized in Table. 4.17 and indicate a statistically sig-
nificant effect for all twelve test objects (p ≤ 0.0005) so that, adopting a 5 % significance
level, the null hypothesis must be rejected in all case. In addition, the effect size η2 =
(SSnull − SSalt.) /SSnull ranges between 0.089 and 0.294 with an average value of 0.181 which,
following Cohen’s rule of thumb [272], is concluded to represent a medium to large statistical
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effect. Hence, further evidence is given that pooling the observers’ color appearance ratings
obtained for different adaptation conditions would disregard a certain amount of important
information and, therefore, lead to a false assumption about the characteristics of the memory
color similarity distribution functions designated for constructing an updated memory-based
color quality metric. Additional discussions regarding this issue are necessary and will be
provided in the next chapter.
4.4 cross-cultural variations in the assessment of memory colors
Apart from the impact of different adaptation conditions on the observers’ memory color
appearance ratings, several other potential influence factors on the perception of familiar ob-
jects could be identified (e.g., gender, age, expertise in color science,...). One of these factors
that has in this specific context rarely been discussed in the literature is the cultural origin
of the observers, which is supposed to have a significant impact on the memory color assess-
ments in the current experimental design. For a further analysis of this anticipated effect, the
experiments described in Secs. 4.2.2 and 4.3.1, which were conducted at different adaptation
conditions, have been repeated for the same twelve familiar test objects and the same two am-
bient illumination settings with the originally German observers being replaced by Chinese
subjects.
The reason here to focus on collecting the color appearance ratings of Chinese observers
was basically twofold. First, the Chinese culture and traditions as well as the way how young
people grow up in China are considered to be quite different from what is usually experi-
enced here in Germany. Chinese people for example eat different food, they live in a differ-
ent natural and architectural environment, they get a different education, etc.. For all these
reasons and many more, it is assumed that Chinese people could have developed an own
understanding of what is beauty and what is pleasant to them that might be clearly different
from what a German observer would expect, which eventually would also lead to significant
differences in the color appearance ratings of the present experiments. Second, with a huge
Chinese community at the Technische Universität Darmstadt and some Chinese speaking
staff at our institute, it was relatively easy and convenient to find enough volunteers to par-
ticipate in the experiments. If having chosen another cultural target group, things might have
gotten a little bit more difficult.
In total, 16 male and 18 female Chinese observers participated in the experiments. All
of them were recruited among the university students showing again a varying degree of
expertise in color science with ages ranging between 18 and 35 (∅ 25.1). Special care was
taken to select the Chinese observers in such a way that their group composition regarding
the aspects of age and experience in color science was approximately comparable to the group
composition of the German observers to allow for a more reliable comparison between the
results obtained for both cultural observer groups.
All Chinese observers were native Chinese which had not been born or grown up abroad.
However, caution was required to further suppress induced cultural bias which might occur
due to the process of adapting to the new cultural environment the Chinese observers were
now living in since they had moved to Germany. For this reason and as far as possible, only
those Chinese volunteers were selected to participate in the experiments who had been living
in Germany for less than a year. Within this relative short period of time, no critical degree of
cultural adaptation was expected. Unfortunately, with the additional constraints of age and
experience in color science this selection criterion could not be complied for all test persons,
i.e, two of the Chinese observers had been living in Germany for more than three years. Of
4.4 cross-cultural variations in the assessment of memory colors 127
Table 4.18 – Mean values and corresponding ±1σ-intervals of the luminance measure and the CIECAM02-
UCS lightness parameter for each test object as presented to the Chinese Observers for the 3200 K and
5600 K ambient illumination. Following the procedure introduced in Sec. 4.3.1.2 which allows for choosing
test objects that exhibit similar reflectance characteristics and visual appearance as the objects used in the
original experiments, the RMSEadj. and ∆E00 values are given to illustrate the deviations of the least variable
object candidate finally selected to perform the Chinese experiments. In cases where non of these values
is given, exactly the same test objects/hand models were used for all experiments. In addition, the max.
∆E′chrom. values indicate the observed maximum CIECAM02-UCS chromatic differences between the objects’
chromaticity coordinates shown in Figs. 4.16 and 4.23 that were presented to the German observers and the
newly calculated object chromaticities being presented to the Chinese observers.
3200 K adapted white point 5600 K adapted white point
Mean Luminance Mean Lightness max. Mean Luminance Mean Lightness max.
Test Object RMSEadj. ∆E00 L in cd m−2 Parameter J′ ∆E′chrom. RMSEadj. ∆E00 L in cd m
−2 Parameter J′ ∆E′chrom.
Asian Skin - - 299.37± 5.98 78.54± 0.57 0.23 - - 297.45± 5.87 76.32± 0.54 0.29
Banana 0.0168 1.34 500.19± 6.83 91.19± 0.58 0.50 0.0153 1.17 501.14± 7.02 91.39± 0.56 0.46
Blueberry 0.0128 0.93 94.13± 2.91 47.84± 0.52 0.37 0.0144 1.31 92.02± 2.24 47.11± 0.53 0.42
Blue Jeans - - 77.39± 2.58 43.50± 0.53 0.22 - - 77.47± 2.30 43.76± 0.51 0.28
Broccoli 0.0107 1.96 103.63± 2.94 48.25± 0.50 0.45 0.0089 1.82 106.97± 2.98 49.37± 0.58 0.61
Butternut 0.0083 1.21 278.48± 6.36 74.06± 0.51 0.49 0.0118 1.59 265.40± 6.74 73.12± 0.45 0.38
Carrot 0.0115 0.87 288.53± 5.99 76.08± 0.48 0.36 0.0122 0.91 289.86± 6.35 76.09± 0.54 0.41
Caucasian - - 373.01± 6.10 83.30± 0.62 0.28 - - 375.90± 6.39 83.57± 0.63 0.30
Concrete - - 368.85± 7.02 81.81± 0.58 0.67 - - 377.46± 7.76 82.96± 0.55 0.56
Green Salad 0.0129 1.27 208.90± 5.31 64.82± 0.54 0.52 0.0157 1.62 202.01± 5.61 64.42± 0.56 0.33
Red Cabbage 0.0132 0.99 62.05± 1.89 39.77± 0.48 0.25 0.0101 0.73 64.71± 2.49 40.70± 0.58 0.27
Red Rose 0.0125 1.74 38.55± 0.91 33.29± 0.35 0.58 0.0089 1.24 36.78± 0.81 32.41± 0.46 0.45
course, it would be better to have the experiments entirely running with Chinese observers
that have never been influenced by another culture before, but in the lack of the opportunity
to bring the whole experimental setup to China and (re-)perform the experiments there, the
current solution was the best that could be achieved for this thesis.
As in the experiments with the German observers, all Chinese participants were tested for
normal or corrected-to-normal color vision. They received the same oral instructions as the
German observers, which were simultaneously interpreted to Chinese language in case they
did not understand the German explanation properly, and were again asked to rate the color
appearance of the currently presented familiar test object according to their preference of
how they thought the respective object should look like in reality adopting the same rating
scale as used for gathering the German data. Like before, each of the twelve familiar test
objects was rated for the two different adaptation settings by a total number of 15 individual
Chinese observers that were for each combination of test object and adaptation condition
more or less randomly selected from the bulk of all Chinese participants, where again an
approximately equally balanced male-female ratio was targeted.
The Chinese experiments were conducted right after the German experiments were fin-
ished. Starting with the 3200 K adaptation condition, the experiments were again efficiently
organized with three observers being tested at the same time so that all five test runs being
necessary to obtain the complete rating data set for a specific test object could be completed
within 2.5 hours. After finishing the experiments at 3200 K ambient illumination, the same
was repeated for the 5600 K case. With two to three familiar objects being tested per week, the
whole bunch of experiments for the Chinese observers could be finalized within a nine-weeks
period.
During this whole period, regularly repeated measurements of the spectra of the ambient
illuminations and the projector’s basis spectra were again performed before and after each
test session to check for the system’s stability. From these measurements, similar excellent
results as shown in Table 4.6 in terms of ∆u′v′ color differences were obtained for the short-
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and long-term stability of the illumination settings for the Chinese experiments. With no
changes being made to the original experimental setup and illumination conditions, these
measurement results also indicate that any kind of hardware aging effects, which might have
occurred during the 21 weeks (but only ~260 hours of operation) the experiments took place
in total, could be precluded so that no further fine-adjustment or recalibration of the lighting
devices was necessary.
With the system’s stability of the experimental setup being under control, the remaining
challenge in preparing the color appearance ratings of the Chinese observers was again the
proper selection of test object candidates whose spectral reflectance properties and visual
characteristics resembled those of the test objects used in the original experiments as good
as possible. In order to find such object candidates the same procedure as introduced in
Sec. 4.3.1.2 was applied here. Table 4.18 summarizes for each test object the corresponding
RMSEadj. and ∆E00 values of the least variable object candidate that was finally selected to
perform the Chinese experiments. As can be seen, for all twelve familiar test objects these val-
ues were found to be sufficiently small indicating a reasonably good to excellent agreement
between the reflectance spectra of the selected object candidate and its original counterpart.
With the reflectance and the projector’s basis spectra being known, inverse mapping could
then be used to calculate the RGB triplets with which the projector should be driven in
order to precisely match for a given lightness the CIECAM02-UCS object chromaticities that
had been presented to the German observers for the two different adaptation conditions
(see Figs. 4.16 and 4.23, respectively). Hence, for each familiar test object, color appearance
ratings of exactly the same chromatic stimuli were collected and could be compared for both
cultural observer groups. In this context, the deviations between the original stimuli and
the stimuli applied in the Chinese experiments are also expressed in Table 4.18 in terms
of ∆E′chrom. values which, for each test object, indicate the observed maximum CIECAM02-
UCS chromatic differences between the object’s chromaticity coordinates as presented to
the German observers and the newly calculated object chromaticities as presented to the
Chinese observers for the two different ambient illumination conditions at 3200 K and 5600 K,
respectively. As can be seen, for both illumination conditions these maximum chromatic
Table 4.19 – Average inter- and intra-observer PF/3 performance factors and STRESS values calculated from
the color appearance ratings of the Chinese observers for the twelve familiar test objects at 3200 K and 5600 K
adapted white point. In addition, the corresponding ICC(2, k) values are shown. Please note that for both
measures PF/3 and STRESS the corresponding values of inter- and intra-observer variability are tabulated
in the same column but with the latter given in parenthesis.
3200 K adapted white point 5600 K adapted white point
Inter-(Intra-)observer Inter-(Intra-)observer Inter-(Intra-)observer Inter-(Intra-)observer
Test Object PF/3 STRESS ICC(2, k) PF/3 STRESS ICC(2, k)
Asian Skin 38 (22) 0.30 (0.18) 0.9016 38 (23) 0.29 (0.18) 0.9232
Banana 35 (17) 0.26 (0.14) 0.9429 35 (19) 0.26 (0.14) 0.9381
Blueberry 40 (21) 0.30 (0.16) 0.9010 43 (20) 0.33 (0.17) 0.8761
Blue Jeans 39 (20) 0.30 (0.16) 0.8848 37 (20) 0.29 (0.15) 0.9168
Broccoli 43 (17) 0.33 (0.14) 0.8606 35 (17) 0.27 (0.14) 0.9551
Butternut Squash 30 (17) 0.23 (0.13) 0.9587 37 (18) 0.28 (0.14) 0.8803
Carrot 34 (20) 0.25 (0.15) 0.9575 37 (21) 0.27 (0.15) 0.9324
Caucasian Skin 39 (21) 0.29 (0.17) 0.9070 33 (17) 0.25 (0.14) 0.9460
Concrete Flowerpot 39 (18) 0.30 (0.14) 0.9029 37 (18) 0.28 (0.14) 0.9151
Green Salad 33 (18) 0.25 (0.14) 0.9402 39 (21) 0.29 (0.15) 0.9150
Red Cabbage 35 (20) 0.27 (0.15) 0.9221 34 (21) 0.26 (0.16) 0.9433
Red Rose 32 (18) 0.24 (0.14) 0.9256 35 (19) 0.26 (0.15) 0.9327
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differences range between 0.22 and 0.67 ∆E′chrom. which in all cases is considered to be below
the just noticeable difference threshold.
In addition, the obtained mean luminance and lightness values are also tabulated for each
test object. When comparing these results with those reported for the German experiments
in Tables 4.1 and 4.7, respectively, it can be concluded that excellent agreement within the
±1σ-intervals could be achieved for all test objects. Hence, any kind of potential impact of
different lightness levels of the same test objects across the different experiments could most
likely be precluded allowing for a reliable inter-cultural comparison between the chromaticity
ratings of Chinese and German observers which will be reported in the following sections.
4.4.1 Color Appearance Rating Results of Chinese Observers
Before having a closer look on the impact of the cultural background on observer variability
and memory color centers, the general color appearance rating results of the Chinese ob-
servers should be presented first. Starting again with the observed inter- and intra-observer
variability to quantify the observers’ rating precision and repeatability, Table 4.19 summarizes
the corresponding PF/3, STRESS, and ICC(2, k) values for the twelve familiar test objects as-
sessed under both adaptation conditions. Regarding the PF/3 (STRESS) measure in case of
the 3200 K adapted white point, values ranging from 30 (0.23) to 43 (0.33) with an average of
36.4 (0.28) for the inter-observer variability and from 17 (0.13) to 22 (0.18) with an average of
19.1 (0.15) for the intra-observer variability can be observed. For the 5600 K case, on the other
hand, inter- and intra-observer PF/3 (STRESS) values ranging from 33 (0.25) to 43 (0.33) with
an average of 36.7 (0.28) and from 17 (0.14) to 23 (0.18) with an average of 0.15 are obtained.
In comparison with the German variability results at 3200 K and 5600 K adapted white
point, similar intra-observer PF/3 and STRESS values are noticed for the Chinese observer
group. However, regarding the inter-observer variability measures, somewhat greater devi-
ations are observed for most of the test objects with the Chinese observers showing larger
PF/3 and STRESS measures and, therefore, slightly less precision in their memory color ap-
pearance ratings than their German counterparts. Especially for the test objects of broccoli
and blueberry, a remarkably increase in the inter-observer PF/3 and STRESS values can be
stated which indicates less familiarity with the respective objects leading to a larger variance
in the color appearance ratings among different observers. This basically is in accordance
to the fact that during the experiments a couple of Chinese observers reported difficulties
in recalling from memory the typically associated object color for some of the test objects
including broccoli and blueberry. With the object selection being based on an online survey
conducted among German participants (even though other nationalities were not inherently
excluded), it was expected that Chinese observers might have their difficulties with some of
the test objects arising from a lack of familiarity. For this reason care must be taken when
interpreting the results and attempting to derive general inter-cultural tendencies from the
observers ratings.
The noticed larger variance in the color appearance ratings of the Chinese observers is
also reflected by the tabulated ICC(2, k) values which, for the majority of the test objects
assessed under both adaptation conditions, are slightly smaller than those reported for the
German observers. Basically, a minor ICC(2, k) coefficient is the result of a larger variance
in the underlying data which, therefore, cannot be well represented by simply assuming an
average observer. Nevertheless, it must be stated here that in the present case the calculated
ICC(2, k) values for the Chinese observer group are still in a very good to excellent range
so that, like for the German observers, an average Chinese observer can be postulated in
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Figure 4.32 – Bivariate Gaussian similarity distributions fitted to the pooled Chinese observer data for each
familiar test object modeling the mean preference ratings of an average Chinese observer in CIECAM02-
UCS chromaticity space adapted to the 3200 K ambient illumination. Good to Excellent model performance
based on the goodness-of-fit statistics can be concluded for all cases. Black dots represent the mean observer
ratings for each projector setting, whereas the centroids of the Gaussian distributions define the chromaticity
coordinates of the corresponding memory colors.
the following by pooling the individual observer ratings for each test object and adaptation
condition.
Based on the pooled observer ratings, Gaussian modeling could eventually be applied to
derive the memory color centers of an average Chinese observer for each of the twelve fa-
miliar test objects assessed under both adaptation conditions. The corresponding results are
illustrated in Figs. 4.32 and 4.33, where, just as in the case of fitting the German data, the
mean preference ratings of the average Chinese observer indicted by the black dots were
modeled for each test object by a bivariate Gaussian distribution in CIECAM02-UCS (a′M, b
′
M)
chromaticity space. From these model fits, the corresponding memory color centers were
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Figure 4.33 – Bivariate Gaussian similarity distributions fitted to the pooled Chinese observer data for each
familiar test object modeling the mean preference ratings of an average Chinese observer in CIECAM02-
UCS chromaticity space adapted to the 5600 K ambient illumination. Good to Excellent model performance
based on the goodness-of-fit statistics can be concluded for all cases. Black dots represent the mean observer
ratings for each projector setting, whereas the centroids of the Gaussian distributions define the chromaticity
coordinates of the corresponding memory colors.
extracted as being given by the centroids of the Gaussian distributions and are summarized
in Table 4.20 comparing the results of both adaptation conditions. In addition, the Pearson
correlation coefficients ϱ between the average rating data and the model predictions are also
tabulated. Mean values of 0.97 and 0.95 are obtained for the two different adapted white
points at 3200 K and 5600 K, respectively. In combination with the reported coefficients of de-
termination R2, which in all cases indicate that more than 87.2 % of the total variations in the
mean ratings of the pooled observer data is explained by the bivariate Gaussian distributions,
excellent model performance can once again be concluded.
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Table 4.20 – CIECAM02-UCS chromaticity coordinates a′M and b′M of the Chinese memory color centers
which are obtained for the twelve familiar test objects assessed under both adaptation conditions at 3200 K
and 5600 K ambient illumination. Additionally tabulated are the corresponding Pearson correlation coeffi-
cients ϱ describing the goodness-of-fit of the Gaussian modeling as well as the CIECAM02-UCS chromatic
color differences ∆E′chrom. between the Chinese and German results.
3200 K adapted white point 5600 K adapted white point
Chinese vs. German Chinese vs. German
Test Object a′M b
′
M Pearson ϱ ∆E
′
chrom. a
′
M b
′
M Pearson ϱ ∆E
′
chrom.
Asian Skin 12.92 10.16 0.95 0.1368 10.29 10.86 0.95 0.5055
Banana 3.88 28.29 0.97 3.6811 4.44 30.83 0.94 1.8801
Blueberry −2.85 −12.81 0.99 0.7257 −2.42 −10.54 0.93 1.9652
Blue Jeans −7.63 −17.17 0.97 2.5863 −7.12 −14.75 0.95 2.6935
Broccoli −9.62 14.38 0.95 5.2704 −8.30 16.10 0.98 0.7225
Butternut Squash 15.75 20.64 0.98 1.0431 14.19 19.70 0.97 1.4721
Carrot 27.49 26.63 0.98 2.8937 24.99 24.65 0.96 1.1821
Caucasian Skin 12.72 9.40 0.96 0.5580 8.46 8.25 0.97 1.3264
Concrete Flowerpot −0.82 −3.54 0.97 0.2020 −0.48 −1.35 0.97 0.5925
Green Salad −13.52 23.13 0.98 1.0566 −9.56 26.06 0.94 1.0864
Red Cabbage 11.91 −16.93 0.97 3.4152 10.41 −14.65 0.97 0.5893
Red Rose 37.11 13.21 0.97 0.6465 34.89 11.25 0.98 0.2278
By comparing the Chinese memory color centers with those obtained for the German
observers summarized in Tables 4.3 and 4.9, relatively moderate deviations between these
two cultural observer groups can be found. For the 3200 K ambient illumination, chromatic
differences ranging between 0.14 and 5.27 ∆E′chrom. with an average of only 1.85 ∆E
′
chrom. are
observed, whereas the 5600 K adapted white point yields chromatic differences ranging from
0.23 to 2.69 ∆E′chrom. with an even smaller average of 1.19 ∆E
′
chrom.. It should be noted that
in both cases the observed chromatic differences between the two cultural observer groups
are slightly smaller than the average chromatic shift of the memory color centers induced
by a change in the adaptation conditions which according to Sec. 4.3.2 is found to be of the
order of ~2.3 ∆E′chrom.. Hence, it remains questionable if a significant impact of the cultural
background on the color appearance ratings might be deduced based on the present data.
In order to better visualize the chromatic differences and tolerances in the average ob-
server’s ratings of both cultural observer groups, Figs. 4.34 and 4.35 individually compare
the acceptance boundary ellipses for each of the twelve familiar test objects that were as-
sessed by the two different observer groups at 3200 K and 5600 K ambient illumination, re-
spectively. These acceptance boundaries were essentially calculated from the fitted Gaussian
distributions in such a way that their contour lines represent an average observer rating of
"3", which as stated earlier in this work is considered to be the just acceptable limit and, con-
sequently, determines for each test object the chromatic tolerances observed in the current
experiments. For convenience, the corresponding memory color centers are depicted as black
crosses, while the dashed light-grey line segments illustrate the orientation of the ellipses’
major semi-axes. The corresponding geometric ellipse parameters including the length of the
major and minor semi-axes a and b as well as the measures of shape a/b, orientation θ, and
size A = πab are summarized in Table 4.21.
As can be seen, the characteristics of the fitted acceptance boundaries are strongly object-
dependent and to some extent governed by the white point of adaptation. In most cases,
the corresponding contour line plots exhibit similar shape and orientation but distinct differ-
ences in size when comparing the results of both cultural observer groups. With the excep-
tions of Asian skin, carrot, and green salad, the German observer ratings tend to give smaller
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Figure 4.34 – Comparison of the acceptance boundary ellipses of the twelve familiar test objects between
Chinese and German observers at 3200 K ambient illumination. These tolerance ellipses were calculated
from the fitted Gaussian distributions in such a way that their contour lines represent an average observer
rating of "3".
tolerance ellipses for both adaptation conditions. This indicates that on average Chinese ob-
servers are slightly more tolerant of and, at the same time, less sensitive to deviations from
the objects’ memory color centers compared to their German counterparts, which might also
be due to the difficulties in recalling the typical object colors some of the Chinese partici-
pants reported to be confronted with during the experiments. Especially for the test object of
broccoli assessed under the Planckian-like illumination a disproportionally large acceptance
boundary is observed indicating a relatively huge unfamiliarity of the Chinese observers
with the typical color appearance of the object when adapted to the 3200 K white point.
On a closer inspection and comparison of the tolerance ellipses of the different test objects,
it can further be stated that in most cases the test objects exhibiting the most narrow Gaussian
similarity distributions are those of Asian and Caucasian skin. This indicates that indepen-
dent of their cultural background and the adapted white point observers are more sensitive
to changes in the appearance of skin colors than to changes in the perceived chromaticities of
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Figure 4.35 – Comparison of the acceptance boundary ellipses of the twelve familiar test objects between
Chinese and German observers at 5600 K ambient illumination. These tolerance ellipses were calculated
from the fitted Gaussian distributions in such a way that their contour lines represent an average observer
rating of "3".
any of the remaining test objects. In addition, the corresponding tolerance ellipses obtained
for both cultural observer groups show pronounced similarities not just in size but also in
shape, orientation, and location. As a consequence, it can be concluded that people across
various cultures and nationalities seem to have a quite common and consistent notion of
how skin colors should ideally look like. This once again emphasizes the importance of skin
colors in the context of memory and with regard to the intention of this thesis to eventually
construct an updated, universally valid memory-based color quality metric.
Form Figs. 4.34 and 4.35, it should be further noted that despite the observed color differ-
ences of the memory color centers reported in Table 4.20, most of the familiar test objects
generally show a large overlap between the chromatic tolerance ellipses of the two different
observer groups. For the test objects of Asian skin, blueberry, broccoli, butternut squash, Cau-
casian skin, and concrete in case of the 3200 K ambient illumination and for the test objects
of broccoli, butternut squash, Caucasian skin, and concrete regarding the 5600 K case, the
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Table 4.21 – Overview of the chromatic differences and of the deviations in the perception correlates of
chroma and hue between the memory color centers of the Chinese observers and the object chromaticities
as perceived under the respective reference illumination. Additionally tabulated are the geometric measures
of the corresponding observer tolerance ellipses. Please note that the semi-major axis a and semi-minor axis
b are also given in units of ∆E′chrom..
3200 K adapted white point 5600 K adapted white point
Test Object ∆E′chrom. ∆C ∆h in ° a b a/b θ in ° πab ∆E
′
chrom. ∆C ∆h in ° a b a/b θ in ° πab
Asian Skin 2.23 −2.97 −3.91 4.65 3.62 1.28 71.44 52.84 1.70 −2.46 −1.87 5.49 4.32 1.27 63.33 74.54
Banana 1.93 0.56 3.85 15.81 8.53 1.85 107.37 423.62 3.70 5.26 5.21 10.40 7.66 1.36 108.82 250.31
Blueberry 6.31 8.35 4.61 10.09 5.52 1.83 83.58 175.01 3.91 5.04 2.87 9.36 5.89 1.59 77.41 173.26
Blue Jeans 1.52 1.98 2.77 9.78 5.33 1.83 86.57 163.77 0.90 −1.40 0.01 9.44 5.82 1.62 81.06 172.64
Broccoli 4.83 6.35 8.81 28.46 10.54 2.70 93.63 942.80 5.96 8.02 10.12 9.27 5.79 1.60 95.54 168.72
Butternut Squash 4.54 8.25 −0.60 9.86 8.22 1.20 76.30 254.59 3.28 5.54 2.57 9.91 8.73 1.14 49.01 271.58
Carrot 6.83 15.80 2.00 11.77 9.63 1.22 3.37 355.89 4.83 9.27 4.38 8.25 7.06 1.17 111.51 182.89
Caucasian Skin 1.20 −0.64 −4.02 4.88 3.95 1.24 77.08 60.59 2.74 −3.67 −4.22 6.97 5.26 1.33 73.14 115.23
Concrete Flowerpot 6.69 0.64 182.39 14.07 7.63 1.84 68.07 337.30 4.55 −1.88 175.31 11.79 6.87 1.72 78.05 254.52
Green Salad 3.19 3.68 5.64 10.71 6.43 1.67 86.44 216.32 3.39 6.03 2.86 7.22 5.58 1.30 123.78 126.53
Red Cabbage 11.91 7.55 −35.01 13.86 7.41 1.87 63.69 322.47 7.38 6.21 −22.48 10.32 6.34 1.63 69.88 205.56
Red Rose 1.91 4.65 0.89 11.70 5.37 2.18 97.12 197.43 1.94 4.38 1.06 7.35 3.82 1.92 97.16 88.33
tolerance ellipses of the German observer group are even completely enclosed by the respec-
tive ellipses of the Chinese observer group. Based on these findings it is hardly surprising
that the observed cross-cultural differences expressed in terms of ∆E′chrom. values between
the Chinese and German memory color centers are concluded to be much smaller than the
extent of the overlap of the corresponding acceptance boundary ellipses.
Finally, the chromaticities of the Chinese memory color centers given in Table 4.20 should
also be compared with the theoretical chromaticities the test objects would show when being
solely illuminated by either of the two reference illuminants the ambient illumination of the
present experiments was optimized for in order to provide adequate adaptation conditions.
For this purpose, Figs. 4.36(a)-(b) illustrate the deviations between the objects’ memory color
centers of the Chinese observers and the corresponding reference chromaticities as perceived
under the two different reference illuminants 3200 K Planckian and D56 using colored ar-
rows which indicate both the direction and the amount of the observed memory-induced
chromaticity shifts. In order to enable a better comparison, the results previously reported
for the German observers are also (re-)plotted in Figs. 4.36(c)-(d).
Even though some slight differences in terms of ellipse location, size, shape, and orienta-
tion have been reported here, it can be seen that, with the exception of broccoli, the general
pattern of the chromatic tolerance ellipses with respect to the observed memory-induced
chromaticity shifts remains more or less the same when comparing the results of all four com-
binations of observer group and adaptation condition. As stated for the German observers,
the chromaticity shifts of the Chinese subjects mainly point in the direction of increased
CIECAM02-UCS colorfulness M′ which due to proportionality also results in an increase
in perceived chroma for most of the familiar test objects. From these increments in chroma
∆C, which are also summarized in Table 4.21 together with the corresponding hue shifts
∆h and chromatic differences ∆E′chrom. between the objects’ reference and the memory color
representations, it is concluded that the same general trend of memory colors to be shifted
towards higher chroma values can also be derived from the Chinese rating data. On average,
∆C values of 4.52 and 3.36 are obtained for the two different adaptation conditions at 3200 K
and 5600 K, which is approximately of the same order of magnitude as the average chroma
increments obtained for the German observers given by 3.90 and 4.77, respectively.
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Figure 4.36 – Comparison between the memory color centers of the Chinese (upper row) and German (lower
row) observers obtained for the two different adaptation conditions and the test objects’ chromaticities
rendered using the respective Planckian (left column) and daylight (right column) reference illuminants.
Observed memory-induced chromaticity shifts are indicated by colored arrwos. Additionally shown are the
acceptance boundary ellipses of each test object.
Similar findings can be reported for the hue shifts ∆h and chromatic color differences
∆E′chrom. calculated between the reference representations of the familiar test objects and
their respective memory color centers. For most of the test objects assessed by the Chinese
participants, the corresponding memory colors are again shifted towards the typical hues
commonly associated with the respective objects. Besides being oriented in the same direc-
tion, these hue shifts also exhibit approximately the same magnitude as reported for the
German observers, which can be seen by comparing Tables 4.4, 4.10, and 4.21. Regarding the
chromatic color differences ∆E′chrom. of the Chinese observers providing a measure for the
strength of the long-term memory effects, average values of 4.42 ∆E′chrom. and 3.69 ∆E
′
chrom.
can be extracted from Table 4.21 for the ambient illuminations of 3200 K and 5600 K, re-
spectively. These average chromatic differences are in pretty good agreement to those found
for the German observer group given by 4.16 ∆E′chrom. and 4.19 ∆E
′
chrom. so that the overall
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strength of the long-term memory effects generally assumed to be observed in color appear-
ance rating experiments of familiar objects can be estimated to be of the order of ~4 ∆E′chrom..
Hence, with similar tendencies of the memory-induced chromaticity shifts being reported
independently for each combination of cultural observer group and adaptation condition, it
is likely that the observed trends derived from the present color appearance rating experi-
ments and discussed above can be considered as an inherent feature of human color percep-
tion rather than being a matter of cultural peculiarity or adapted white point. Especially the
general findings that memory colors of familiar objects in comparison to their appearance
under reference illumination tend to be shifted towards higher chroma as well as towards
their typical hues could be confirmed to be to some extent independent of the cultural back-
ground of the observers and of the light situation they are adapted to. In spite of observing
the same tendencies regarding the memory-induced chromaticity shifts, a non-negligible sta-
tistical effect of the different adaptation conditions could however be reported in Sec. 4.3.4
for the color appearance rating results of the German observers. Consequently, it was first
verified that such an effect also exists for the Chinese observers by repeating the same steps
of analysis. Based on this verification, it had subsequently to be checked if the inter-cultural
variations reported here in terms of deviations in observer variability and between the respec-
tive tolerance ellipses also show some significance or not. The corresponding considerations
will be the focus of the following two sections.
4.4.2 Statistical Inference on Observer Variability (II)
Although the inspection of the different sets of acceptance boundary ellipses given in the
preceding section revealed some general trends of agreement (orientation and magnitude
of chromaticity shifts) and disagreement (ellipse parameters) in the assessment of memory
colors between Chinese and German observers, the question still remains whether the ob-
servers’ cultural background causes systematic and significant deviations between both ob-
server groups. In the attempt of providing an adequate answer, the cultural impact on the
various measures of observer variability should be examined first.
In order to be able to identify such inter-cultural effects, the observer variability distri-
butions of both cultural observer groups in terms of PF/3 and STRESS units should be
compared and tested for significance. Since an excellent correlation between the individual
PF/3 and STRESS measures regarding both the inter- and intra-observer variability can also
be stated for the Chinese subjects (Pearson’s ϱ larger than 0.92 for all possible combinations,
see Fig. 4.29), the following analysis will focus on the PF/3 measures only.
In Figs. 4.37 and 4.38, corresponding box plots visualize the distributions of the individual
inter- and intra-observer PF/3 values of the Chinese observers as obtained for each test object
assessed under both adaptation conditions at 3200 K and 5600 K, respectively. In addition, the
differences in medians and means between Chinese and German observers were also calcu-
lated and are illustrated in the same figures on a second axis. As can be seen, the Chinese
observers tend to show larger median and mean values for both inter- and intra-observer
variability in comparison to the German results, which basically indicates slightly less pre-
cision and repeatability in the Chinese color appearance ratings. The largest deviations are
found for the the inter-observer PF/3 distributions at 3200 K, where relatively speaking the
Chinese subjects reported the most difficulties in recalling the typical object colors, whereas
in the other cases less divergence is noticed. This general tendency of Chinese observers
showing larger inter- and intra-observer variabilities, which gives a hint to less familiarity
with the respective test objects, was also reported in Sec. 4.4.1. However, it must be noted
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that for most of the test objects the overlap of the IQRs between the variability distributions
of both cultural observer groups is found to be larger than the absolute difference in me-
dians and/or means. This portends either a small to only moderate effect size or a lack of
significance, which makes further analysis necessary.
At first, the ESD test is again applied to the various variability distributions of the Chinese
observers in order to identify and remove clear outliers from the data sets. Subsequently,
the corrected variability distributions are checked for normality using the KS and SW test
as well as the z-scores of skewness and excess kurtosis as done in Sec. 4.3.3 for the German
results. As can be seen from Tables 4.22 and 4.23, the assumption of dealing with normally
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Figure 4.37 – Box plot comparison of the distributions of the individual inter-observer (upper plot) and intra-
observer (lower plot) PF/3 values calculated for each combination of test object and adaptation condition at
3200 K. Here, the line inside the box gives the median of the distribution, while the bottom and top of the
box represent its 25 % and 75 % quartile. The end of the whiskers indicate the lowest and highest data point
lying at most 1.5 times the interquartile range below the lower and above the upper quartile, respectively.
Any data point not included between the whiskers is identified as a suspected outlier and indicated by
a colored dot. Additionally shown are the differences in medians (dashed line) and means (dotted line)
between Chinese and German observers.
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distributed Chinese inter- and intra-observer variability data holds, like in the case of the
German observers (see Tables 4.11 and 4.12), for most of the familiar test objects assessed
under both ambient illuminations. Inconsistencies are only observed for the test objects of
broccoli and red cabbage regarding their inter-observer PF/3 distributions at 3200 K and
for the test object of blueberry regarding its intra-observer variability at 5600 K. While in
the case of red cabbage the corresponding variability distribution shows to much skewness
for being normal, which is also confirmed by the outcome of the SW test, the shape of the
inter-observer PF/3 distribution of broccoli is still acceptable. However, with both normality
tests giving p values smaller than 0.011, the null hypothesis of normally distributed data
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Figure 4.38 – Box plot comparison of the distributions of the individual inter-observer (upper plot) and intra-
observer (lower plot) PF/3 values calculated for each combination of test object and adaptation condition at
5600 K. Here, the line inside the box gives the median of the distribution, while the bottom and top of the
box represent its 25 % and 75 % quartile. The end of the whiskers indicate the lowest and highest data point
lying at most 1.5 times the interquartile range below the lower and above the upper quartile, respectively.
Any data point not included between the whiskers is identified as a suspected outlier and indicated by
a colored dot. Additionally shown are the differences in medians (dashed line) and means (dotted line)
between Chinese and German observers.
140 color appearance rating of familiar objects
Table 4.22 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer PF/3 measure for German observers obtained at 3200 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Chinese inter-observer PF/3 at 3200 K Chinese intra-observer PF/3 at 3200 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin 0.359 −0.950 0.152 0.439 0.929 0.261 0.628 −0.997 0.139 >0.5 0.934 0.316
Banana 0.888 0.123 0.120 >0.5 0.955 0.581 0.457 −0.006 0.087 >0.5 0.986 0.996
Blueberry 0.155 −0.862 0.131 >0.5 0.966 0.803 1.661 0.177 0.185 0.178 0.908 0.112
Blue Jeans 0.627 0.449 0.136 >0.5 0.951 0.493 0.021 −0.223 0.109 >0.5 0.986 0.996
Broccoli 1.522 −0.651 0.252 0.011 0.823 0.007 −0.631 −1.084 0.194 0.130 0.900 0.095
Butternut 1.349 −0.139 0.180 0.208 0.924 0.219 −0.058 −0.585 0.118 >0.5 0.969 0.846
Carrot −1.728 1.024 0.150 >0.5 0.890 0.104 −0.523 −0.413 0.220 0.083 0.893 0.106
Caucasian 0.174 −0.587 0.144 >0.5 0.970 0.870 0.310 −0.584 0.135 >0.5 0.960 0.778
Concrete 0.517 0.081 0.139 >0.5 0.953 0.513 0.167 −0.691 0.087 >0.5 0.987 0.997
Green Salad 0.960 0.297 0.191 0.144 0.949 0.426 0.432 −1.092 0.148 0.485 0.941 0.392
Red Cabbage 2.001 0.634 0.222 0.058 0.875 0.048 1.005 −0.648 0.181 0.201 0.926 0.235
Red Rose −0.078 −0.175 0.185 0.257 0.947 0.547 0.546 −0.557 0.136 >0.5 0.974 0.908
1 with Lilliefors correction [235]
Table 4.23 – Results of various normality tests applied to the data distributions of the inter- and intra-
observer PF/3 measure for German observers obtained at 5600 K ambient illumination. In addition, the
corresponding z-scores of skewness and excess kurtosis are listed. Grey shaded table entries shall indicate
rejection of the null hypothesis of normal distributed data on a 5% significance level.
Chinese inter-observer PF/3 at 5600 K Chinese intra-observer PF/3 at 5600 K
KS1 test SW test KS1 test SW test
zskewness zkurtosis statistic p value statistic p value zskewness zkurtosis statistic p value statistic p value
Asian Skin 1.203 −0.296 0.150 >0.5 0.911 0.165 −0.380 −0.334 0.172 0.262 0.943 0.428
Banana 0.611 −0.539 0.123 >0.5 0.975 0.933 0.009 −0.784 0.106 >0.5 0.961 0.717
Blueberry 0.164 −0.868 0.132 >0.5 0.960 0.698 0.451 −0.525 0.107 >0.5 0.964 0.766
Blueberry 1.122 0.211 0.152 >0.5 0.932 0.341 1.664 −0.075 0.236 0.033 0.881 0.061
Broccoli 0.293 −0.634 0.101 >0.5 0.975 0.921 −0.022 −0.712 0.096 >0.5 0.981 0.977
Butternut 0.051 −0.410 0.104 >0.5 0.985 0.993 0.287 −0.315 0.139 >0.5 0.958 0.687
Carrot 0.600 −1.132 0.214 0.060 0.912 0.144 0.972 −0.146 0.167 0.301 0.941 0.400
Caucasian 0.059 −0.922 0.123 >0.5 0.959 0.679 0.236 −0.955 0.151 0.454 0.960 0.691
Concrete −0.255 −0.726 0.158 0.483 0.956 0.687 −0.322 −0.860 0.142 >0.5 0.955 0.603
Green Salad −0.625 −0.333 0.174 0.337 0.948 0.570 0.969 −0.953 0.179 0.215 0.900 0.094
Red Cabbage 0.493 −0.968 0.124 >0.5 0.948 0.498 1.110 −0.168 0.166 0.352 0.929 0.295
Red Rose 0.029 −1.252 0.183 0.185 0.907 0.124 −0.353 −1.182 0.165 0.319 0.922 0.207
1 with Lilliefors correction [235]
must clearly be rejected at a 5 % significance level. For the test object of blueberry, on the
other hand, just the KS test shows a p value of less than this pre-specified significance level.
Nevertheless, with a relatively large corresponding z-score of skewness being tabulated, even
though it is slightly smaller than the limit of 1.96 (see Sec. 4.3.3), sufficient indication is given
to reject the null hypothesis here.
In order to be able to draw statistically verified conclusions about potentially occurring
systematic deviations between Chinese and German observers and, therefore, about the im-
pact of inter-cultural variations on the observer variability when assessing memory colors,
the proper statistical tests had to be chosen first. For this purpose, the BFL test was again
applied to the Chinese and German variability data to check if homoscedasticity is fulfilled
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Table 4.24 – Resulting p values and test statistics of the comparison of the inter- and intra-observer variability
distributions in terms of both PF/3 and STRESS measures between the two different adaptation conditions
at 3200 K and 5600 K ambient illumination. If not indicated otherwise (by footnotes) the applied statistical
method was the standard two-sample t-test. Grey shaded table entries indicate significant differences be-
tween both adaptation conditions at a 5 % significance level. Additionally tabulated are the corresponding
effect sizes in terms of Cohen’s d.
Inter-observer PF/3 variability Intra-observer PF/3 variability
3200 K 5600 K 3200 K 5600 K
statistic p value Cohen’s d statistic p value Cohen’s d statistic p value Cohen’s d statistic p value Cohen’s d
Asian Skin 0.601 0.553 0.219 2.002 0.056 0.314 0.622 0.539 0.227 1.571 0.127 0.574
Banana 0.486 0.631 0.508 −1.626 0.117 0.034 0.432 0.670 0.167 0.218 0.829 0.079
Blueberry 2.478* 0.022* 0.656 4.258 <0.001 1.151 0.656 0.517 0.240 0.747† 0.455† 0.275
Blue Jeans 2.677 0.012 0.989 −0.330 0.744 0.249 0.568 0.574 0.207 1.908 0.067 0.704
Broccoli 4.646† <0.001† 3.202 2.107 0.044 0.769 1.434 0.163 0.534 −1.003 0.324 0.366
Butternut 1.071 0.294 0.031 4.306 <0.001 1.072 1.069† 0.285† 0.349 0.808 0.427 0.305
Carrot 1.108* 0.283* 0.249 1.496 0.146 0.546 0.466 0.645 0.175 1.410† 0.158† 0.520
Caucasian 0.409 0.686 0.154 −0.378 0.709 0.327 −2.077 0.048 0.804 −0.435 0.667 0.163
Concrete 2.592 0.015 1.045 2.031 0.053 0.491 1.119* 0.276* 0.412 −0.814 0.423 0.314
Green Salad 1.694* 0.108* 0.621 1.461 0.157 0.116 1.136 0.266 0.425 2.577 0.016 0.998
Red Cabbage −0.677† 0.499† 0.101 −0.307 0.761 0.112 0.624 0.538 0.228 0.258 0.799 0.095
Red Rose 0.672 0.508 0.519 1.149 0.260 0.420 0.988 0.332 0.361 1.378 0.180 0.514
∗ Welch-test
† Wilcoxon rank-sum test
for each pair of distributions that should be compared. Here, the null hypothesis of equal
variances must be rejected at a 5 % significance level for the inter-observer PF/3 variability
distributions of blueberry (F = 6.91, p = 0.014), carrot (F = 13.97, p < 0.001), and green
salad (F = 4.58, p = 0.042) at 3200 K ambient illumination and for the intra-observer PF/3
variability distribution of concrete (F = 4.86, p = 0.036) with the subjects being adapted to
the same white point. For the remaining test objects at 3200 K as well as for all test objects
assessed under 5600 K ambient illumination the null hypothesis can be confirmed and the
assumption of equal variances between the respective variability distributions of the Chinese
and German observers is consequently verified.
Hence, in cases where the assumptions of normality and homoscedasticity are met, the
standard two-sample t-test was again applied to test for significant differences in the mean
values of the variability distributions of both cultural observer groups. If the variability data
are normal but the assumption of equal variances is violated, the Welch test like before
was the method of choice. Furthermore, the Wilcoxon rank-sum test was once again used
for comparing the Chinese and German variability distributions in cases where the data
are not normally distributed for any of these two cultural observer groups. Table 4.24 finally
summarizes for each test object assessed under both adaptation conditions the corresponding
results of these statistical hypothesis tests.
As can been seen, significant differences which are indicated by grey shaded table entries
between the variability distributions of Chinese and German observers are found for some
of the test objects. In case of the inter-observer PF/3 measure, these are the test objects of
blueberry, blue jeans, broccoli, and concrete at 3200 K as well as the test objects of blueberry,
broccoli and butternut squash at 5600 K ambient illumination. Regarding the intra-observer
PF/3 measure, significant differences are only observed for the test objects of Caucasian
skin at 3200 K and green salad at 5600 K. For the remaining test objects, the null hypothesis
of equal means or medians between the variability distribution of both cultural observer
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groups cannot be rejected. In addition, the effect size is given in terms of Cohen’s d [272–275]
which reads
d =
µChinese − µGerman
σpooled
, (4.22)
where µ... denotes the mean values of the variability distributions of the respective cultural
observer group after outlier correction and σpooled is the pooled standard deviation given by
σpooled =
√
(kChinese − 1) σ2Chinese + (kGerman − 1) σ2German
kChinese + kGerman − 2 , (4.23)
where k... represents the sample size of the Chinese and German variability distributions that
should be compared for a specific test object and σ2... is the corresponding variance.
Please note that in cases where a non-parametric statistical test is applied for comparison,
a correlation coefficient
r =
Z√
kChinese + kGerman
(4.24)
following the procedure suggested by Refs. [276, 277] was calculated first, where Z is the test
statistic of the Wilcoxon rank-sum test. This correlation coefficient r could then be converted
to Cohen’s d using the equation
d =
r (kChinese + kGerman)√
kChinesekGerman (1− r2)
(4.25)
given by Rosenthal [278].
Basically, the effect size d describes the distance between the means (medians) of the ob-
server variability distributions of Chinese and German observers in relation to the amount
of the overlap between them. The larger Cohen’s d, the easier detectable is the potential dif-
ference between two distributions. From Table 4.24 it can be concluded that in most cases a
small (d < 0.2) to moderate effect size (0.2 ≤ d ≤ 0.8) according to Cohen’s rule of thumb
[272] is observed. As previously stated, there is substantial overlap in the corresponding dis-
tributions of the inter- and intra-observer PF/3 measures so that the null hypothesis of equal
means and/or medians cannot be rejected.
A large effect size (d > 0.8), on the other hand, can be found for test objects where the over-
lap of the IQRs between the variability distributions of both cultural observer groups shown
in Figs. 4.37 and 4.38 is small compared to the absolute difference in medians and/or means.
In all of these cases, statistically significant differences between the compared variability sam-
ples must be reported. In combination with the large effect size this indicates a significant
impact of the cultural background on the observer variability for these specific test objects.
However, as stated previously this seems to be more a question of a lack of familiarity of the
Chinese observers with the respective objects rather than being an inherent feature of inter-
cultural variations in color appearance rating. With just a few test objects showing significant
differences, the reported results are neither systematic nor allow for drawing universally
valid conclusions.
Besides comparing the variability distributions of the Chinese and German observers sep-
arately for each test object, it is further of interest to have a look at the distributions of the
overall mean and median inter- and intra-observer PF/3 measures. Regarding the Chinese
observers, the average inter-observer PF/3 mean (median) value for all test objects is 35.58
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(35.00) and 35.92 (35.66) at 3200 K and 5600 K ambient illumination, respectively. For the Ger-
man observers average mean values of 31.69 (31.34) and 33.03 (32.70) can be found. Hence,
it can be concluded that Chinese observers on average show clearly larger inter-observer
PF/3 variability measures indicating less precision in their color appearance ratings. By run-
ning both two-sample t-test (assumptions of normality and homoscedasticity fulfilled for the
3200 K case) and Wilcoxon rank-sum test (assumption of normality violated for the distri-
butions of mean and median PF/3 values of Chinese observers in the 5600 K case) on these
data, the null hypothesis of equal sample means and/or medians must be rejected adopting
a 5 % significance level. In all cases, a p value smaller than 0.03 and a relatively large effect
size with d > 0.94 were obtained. Even though these results tempt to the conclusion of a sig-
nificant impact of the observers’ cultural background on the rating precision in the current
experiments, one must be very careful with such an inference. Most likely, these findings
are less a matter of inter-cultural variations than a question of test object familiarity. When
for example excluding the possibly unfamiliar test objects, i.e., objects for which Chinese ob-
servers reported difficulties in recalling their typical object colors, from the statistical testing,
no significant effect could be verified.
Regarding the average mean (median) of the intra-observer PF/3 measure, values of 18.77
(18.41) and 19.27 (19.23) are reported for the Chinese observers when being adapted to the
3200 K and 5600 K ambient illumination, respectively. For the German observers again some-
what smaller overall mean PF/3 values of 17.64 (17.14) and 17.85 (17.64) are observed. Run-
ning statistical testing, no significant differences could be found between the distributions
of the mean and median intra-observer PF/3 values of both cultural observer groups for
the 3200 K adapted white point (p > 0.17, d < 0.6). However, performing the experiment at
5600 K ambient illumination seemed to decrease the average repeatability in the observers’
color appearance ratings for some of the test objects resulting in slightly larger PF/3 mea-
sures. This effect is more pronounced for the Chinese than for the German observers. Hence,
by applying again a two-sample t-test to the underlying data distributions, significant dif-
ferences between both cultural observer groups regarding the average mean and median
intra-observer PF/3 measures must be stated (p < 0.045, d > 0.87). As can be seen from
Fig. 4.38 this result is mainly based on an increasing relative difference between the mean
(median) intra-observer PF/3 values of the Chinese and German observers for only some of
the test objects like for example carrot or blue jeans. With no general systematic trend being
observed, there is reason to believe that this finding is just an artifact of the relatively small
sample size and, therefore, a result of pure chance.
4.4.3 Impact of Cultural Background on Memory Color Appearance Ratings
After having discussed the occurrence of cross-cultural variations in the inter- and intra-
observer variability measures of the present color appearance rating experiments, a similar
analysis should be performed in the following regarding the influence of the observers’ cul-
tural background on the fitted similarity distributions and the respective color centers of the
various familiar test objects. With the color appearance rating experiments being conducted
under more or less identical experimental conditions for both cultural observer groups, the
differences observed between the Chinese and German subjects reported in Sec. 4.4.1 give
indication that a cultural component in the assessment of memory colors may exist. Even
though these differences are quite small and, therefore, as stated by Smet et al. [55], are likely
to be of no practical importance, statistical analysis must be provided in order to get an idea
about the significance and the size of the effect.
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For this purpose, similar contour line representations as given in Figs. 4.30 and 4.31 could
be drawn to compare the fitted similarity distribution functions of the Chinese and German
observers for each test object. The corresponding plots are shown in Sec. A.2 of the Appendix.
The general tendencies of the acceptance boundary ellipses, which can be considered as a
two-dimensional projection of the fitted similarity distributions, of both cultural observer
groups have already been discussed in Sec. 4.4.1 and should no be repeated here. Instead
results of Box’s M-test and Hotelling’s T2-test will directly be reported. In order to determine
whether or not the observed inter-cultural deviations in the assessment of memory colors are
significant, these statistical tests were the method of choice to compare the covariances and
means of the bivariate similarity distributions that were fitted to the Chinese and German
color appearance ratings gathered for both adaptation conditions.
Table 4.25 – Resulting p values and test statistics of Box’s M-test and Hotelling’s T2-test applied to the
similarity distribution functions of the twelve familiar test objects assessed under two different adaptation
conditions at 3200 K and 5600 K ambient illumination to check for significant differences between Chinese
and German observers. If not indicated otherwise (by a footnote) the standard, homoscedastic version of
Hotelling’s T2-test was used. Grey shaded table entries indicate significant differences between both adapta-
tion conditions at a 5 % significance level. Additionally tabulated are the corresponding effect sizes in terms
of the Mahalanobis distance D2.
3200 K adapted white point 5600 K adapted white point
Box’s M-test Hotelling’s t2-test Box’s M-test Hotelling’s t2-test
test statistic χ2 p value test statistic T2 p value effect size D2 test statistic χ2 p value test statistic T2 p value effect size D2
Asian Skin 0.354 0.950 0.053 0.974 0.001 2.732 0.435 0.699 0.705 0.014
Banana 2.939 0.401 5.539 0.063 0.111 1.679 0.642 2.191 0.335 0.044
Blueberry 3.483 0.323 1.229 0.541 0.025 0.139 0.987 2.602 0.272 0.052
Blue Jeans 2.358 0.502 3.314 0.191 0.066 6.504 0.090 3.974 0.137 0.079
Broccoli 56.945 <0.0001 1.537* 0.464* 0.031 17.652 0.001 0.306* 0.858* 0.006
Butternut 13.448 0.004 1.174* 0.556* 0.023 4.870 0.182 1.079 0.583 0.022
Carrot 3.120 0.374 4.075 0.130 0.081 7.393 0.060 1.432 0.489 0.029
Caucasian 0.449 0.930 0.964 0.618 0.019 2.465 0.482 2.749 0.253 0.055
Concrete 21.477 <0.0001 0.089* 0.957* 0.002 6.515 0.089 0.243 0.885 0.005
Green Salad 9.387 0.025 0.883* 0.643* 0.018 1.323 0.724 1.351 0.509 0.027
Red Cabbage 20.481 <0.0001 4.069* 0.131* 0.081 0.934 0.817 0.272 0.873 0.005
Red Rose 41.896 <0.0001 0.138* 0.933* 0.003 11.479 0.009 0.153* 0.926* 0.003
∗ heteroscedastic version of Hotelling’s T2-test must be applied here
In Table 4.25, the corresponding results are summarized. In addition to the various test
statistics and p values, the multivariate effect sizes are also tabulated which are expressed in
terms of the Mahalanobis distance D2 [175] between the respective group means. In accor-
dance to Cohen’s d in the univariate case, the Mahalanobis distance gives a measure of the
separation of the independent group means as a distance in space in relation to the pooled
covariances of the two similarity distribution functions that should be compared. It can easily
be shown (see e.g. Refs. [176, 279]) that
D2 =
(nChinese + nGerman) t2
nChinesenGerman
, (4.26)
where t2 is the test statistic of Hotelling’s T2-test and nChinese and nGerman are the sample sizes
assumed for the bivariate similarity distributions of the Chinese and German observer group,
respectively. In the present work, these sample sizes were both set to 100 and a multivariate
random number generator [280] was used to calculate for each test object two independent
data samples, one for the average Chinese and one for the average German observer, making
use of the underlying fitted similarity distributions which are basically defined by their mean
vectors and covariance matrices. These simulated data samples were finally used for running
the statistical tests.
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As expected from the discussions provided in Sec. 4.4.1, the null hypothesis of equal sam-
ple mean vectors could not be rejected for any of the familiar test objects assessed under both
adaptation conditions. Thus, no significant differences in the memory color centers reported
in Tables 4.3, 4.9, and 4.20 were found between Chinese and German observers. This is fur-
ther emphasized by the calculated effect sizes which in all cases are quite small (D2 < 0.12)
indicating that for each test object the overlap of the fitted similarity distributions of both
cultural observer groups was too large to be able to resolve the small difference between
their mean vectors defining the respective memory color centers.
Nevertheless, significant differences between Chinese and German observers were ob-
tained for the test objects of broccoli, butternut, concrete, green salad, red cabbage, and
red rose at 3200 K and for the test objects of broccoli and red rose at 5600 K ambient illumi-
nation regarding the size, shape, and orientation of the corresponding similarity distribution
functions given by their covariance matrices. Obviously, this is in accordance to the findings
of Figs. 4.34 and 4.35, where due to the relatively large overlap between the Chinese and
German acceptance boundary ellipses of these objects distinct deviations are only observed
for the ellipse parameters of shape, size, and orientation but not for their locations. For all
test objects, the observed cross-cultural differences expressed in terms of ∆E′chrom. values be-
tween the respective memory color centers were generally found to be much smaller than
the extent of the overlap of the corresponding acceptance boundary ellipses and/or similarity
distributions.
Hence, the original claim of Smet et al. [55] that the impact of the cultural background of
the observers on memory color assessments is negligibly small seems to be verified by the
current results. However, it should be emphasized that even though no significant deviations
can be found between the memory color centers of Chinese and German observers, it might
be still important to take into account the differences in the covariance matrices of the fitted
similarity distributions, which were reported for some of the test objects, when constructing
an updated memory-based color quality metric that should be universally valid for Chinese
as well as for German observers.
In order to get an idea whether this potentially inter-cultural effect shall be included or
disregarded in the following, further analysis is necessary, which was again provided by
applying the extra sum-of-squares F-test to the color appearance ratings of both cultural
observer groups (see Sec. 4.3.4). For this purpose, an average global set of rating data was
defined for each test object and adaptation condition by pooling the corresponding mean rat-
ings of the Chinese and German observers. The simple model now assumes that the observed
variance of this global set of rating data can be explained by a single bivariate Gaussian func-
tion defined by seven fit parameters (see Sec. 4.2.4.2). The more complex model, on the other
hand, postulates a separate Gaussian for each observer group to explain the total variance in
the combined set of rating data leading to a total number of 14 fit parameters. The null hy-
pothesis assuming the correctness of the simple model was evaluated and the corresponding
results are summarized in Table 4.26.
As can be seen, in most cases the null hypothesis must be rejected which indicates that the
total variance in the rating data of the pooled average Chinese and German observers cannot
be described by the simple model. Hence, it can be concluded that with the exceptions of
butternut squash, carrot, and red rose at 3200 K and of Caucasian skin at 5600 K ambient
illumination the extra sum-of-squares F-test revealed a non-negligible, statistically significant
inter-cultural effect on the color appearance ratings between Chinese and German observers
which is mainly caused by the differences in size, shape, and orientation of the respective
sample distributions rather than by their centroid locations. However, the corresponding
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Table 4.26 – Results of the extra sum-of-squares F-test for the effect of the observers’ cultural background.
Statistical significance could be confirmed for most but not for all of the twelve familiar test objects. On
average, the corresponding effect sizes η2 are about 40 % smaller than those obtained for the impact of the
adapted white point.
3200 K adapted white point 5600 K adapted white point
test statistic F p value effect size η2 test statistic F p value effect size η2
Asian Skin 4.709 <0.0001 0.196 4.825 <0.0001 0.200
Banana 3.199 <0.0001 0.144 2.004 <0.0001 0.094
Blueberry 2.363 <0.0001 0.109 2.159 <0.0001 0.098
Blue Jeans 2.989 <0.0001 0.132 1.761 0.0011 0.083
Broccoli 1.941 <0.0001 0.087 2.566 <0.0001 0.115
Butternut Squash 0.670 0.985 0.034 1.422 0.027 0.067
Carrot 0.374 0.998 0.019 2.418 <0.0001 0.112
Caucasian Skin 4.849 <0.0001 0.201 0.918 0.678 0.047
Concrete Flowerpot 1.870 0.0003 0.086 2.053 <0.0001 0.094
Green Salad 2.397 <0.0001 0.112 2.212 0.0005 0.104
Red Cabbage 1.923 0.0002 0.112 3.787 <0.0001 0.164
Red Rose 0.935 0.643 0.158 1.434 0.0256 0.069
effect sizes in terms of η2 are quite small. On average, the effect size is approximately 40 %
smaller than the effect size corresponding to the impact of the adapted white point (see
Table 4.17) which gives an intrinsic hierarchy for the importance of these two different effects
on the color appearance ratings of familiar objects considered in the current work. Even
though inter-cultural variations are of minor importance compared to the influence of the
chromatic adaptation conditions, both effects should initially be considered in the creation
of an updated memory-based color quality metric for the color rendition evaluation of white
light sources as described in the following chapter. A subsequent meta-correlation analysis
will then be conducted to examine the predictive performance of such a metric in terms of
visual appreciation of object colors rendered under various illuminations.
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Part 5
M E M O RY C O L O R S A N D T H E A S S E S S M E N T O F C O L O R
Q U A L I T Y
"The reflection is for the colors what
the echo is for the sound"
– Joseph Joubert [97]
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M E M O RY C O L O R S A N D T H E A S S E S S M E N T O F C O L O R Q U A L I T Y
Being based on the findings of the previous chapters, an updated memory-based color qual-
ity metric should be derived which evaluates the degree of similarity between the color
appearance of certain familiar test objects rendered by the test light source under inspection
and their respective memory color representations. Here, the degree of similarity will be
assessed by using a set of similarity distribution functions fitted to the results of the previ-
ously conducted color appearance rating experiments. A meta-correlation analysis should
subsequently be performed to investigate the predictive performance of the updated metric
for the color rendition evaluation of white light sources with respect to the color perception
attributes of visual appreciation and color preference.
5.1 definition of a memory color preference index
In order to assess the color quality of conventional and solid-state light sources with regard
to visual appreciation, several different color quality metrics have been proposed in the lit-
erature among which Smet et al.’s MCRI [23, 52–54] is the only one that is based on the
evaluation of memory colors. Apart from making use of an arguable test object selection
and color space (see Sec. 3.2.4), Smet et al. provided an excellent methodology and a very
intuitive approach. Consequently, their principal definitions should be adopted here with
some additional improvements regarding the set of familiar test objects, their representation
in a perceptually uniform color space, and the inclusion of further impact factors such as the
adapted white point and the cultural background of the observers.
For this purpose, the color appearance of a set of twelve familiar real objects was investi-
gated in a series of visual rating experiments whose results were reported in the previous
chapter. The familiar test objects were selected based on the outcome of an online survey
which was intended to find for each hue region the most frequently associated colored object
among all participants, which is supposed to be a good approximation of a typical memory
color according to the original definition of Hering [32]. The following twelve test objects
were eventually chosen: Asian skin, banana, blueberry, blue jeans, broccoli, butternut squash,
carrot, Caucasian skin, concrete flowerpot, green salad, red cabbage, red rose. Each of these
test objects was presented to a group of 15 German observers and, in a follow-up experi-
ment, to a group of 15 Chinese observers while being illuminated by a combination of a
four-channel LED light source setting the ambient adaptation conditions and an LCD projec-
tor used for shifting the color appearance of the respective object resulting in a total number
of approximately 65 color variations per test object. In addition, two different adaptation
conditions at 3200 K and 5600 K ambient illumination were examined so that for each test
object four different experimental runs were accomplished, i.e., German observers at 3200 K,
German observers at 5600 K, Chinese observers at 3200 K, and Chinese observers at 5600 K.
In each case, the observers were asked to rate the color appearance of the currently pre-
sented test object according to their preference of how they thought the respective object
should look like in reality on a semi-semantic five-level scale. The mean color appearance
ratings for each familiar test object i were subsequently modeled in CIECAM02-UCS chro-
maticity space by utilizing a bivariate Gaussian function defined in Eqs. 4.15 and 4.16. This
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Table 5.1 – Summary of the relevant fit parameters describing the similarity distribution functions of the
twelve familiar test objects assessed by the Chinese and German observers at 3200 K ambient illumination.
Parameters a3 and a4 give the locations of the centroids of the distribution functions which are defined to
be the most likely representations of the objects’ memory colors in CIECAM02-UCS chromaticity space. The
size, shape, and orientation of the similarity distribution functions are determined by the parameters a5 to
a7.
Chinese observers at 3200 K adapted white point German observers at 3200 K adapted white point
Test object a3 a4 a5 a6 a7 a3 a4 a5 a6 a7
Asian Skin 12.9180 10.1611 0.0778 0.0524 −0.0096 13.0361 10.0919 0.0870 0.0507 −0.0094
Banana 3.8769 28.2924 0.0199 0.0075 0.0043 5.0739 31.7735 0.0206 0.0054 0.0035
Blueberry −2.8453 −12.8145 0.0409 0.0127 −0.0032 −3.5445 −12.6203 0.0535 0.0166 −0.0044
Blue Jeans −7.6266 −17.1651 0.0357 0.0107 −0.0015 −8.1133 −19.7052 0.0455 0.0126 −0.0036
Broccoli −9.6176 14.3775 0.0093 0.0013 0.0005 −8.6225 9.2019 0.0131 0.0060 −0.0004
Butternut Squash 15.7546 20.6420 0.0160 0.0116 −0.0011 14.7260 20.4684 0.0265 0.0201 −0.0032
Carrot 27.4901 26.6343 0.0100 0.0149 −0.0003 25.0920 25.0149 0.0136 0.0127 −0.0009
Caucasian Skin 12.7231 9.4047 0.0788 0.0539 −0.0060 12.1936 9.2285 0.0879 0.0563 −0.0038
Concrete Flowerpot −0.8219 −3.5351 0.0200 0.0087 −0.0054 −0.8031 −3.3339 0.0369 0.0150 −0.0057
Green Salad −13.5223 23.1321 0.0313 0.0114 −0.0012 −13.5855 24.1868 0.0240 0.0193 0.0004
Red Cabbage 11.9059 −16.9319 0.0186 0.0092 −0.0061 12.8639 −13.6538 0.0360 0.0137 −0.0067
Red Rose 37.1120 13.2141 0.0440 0.0099 0.0043 36.6615 12.7504 0.0259 0.0278 −0.0064
model basically requires seven parameters ai,1 to ai,7. In contrast to the parameters ai,3 to
ai,7 which define the conceptually important similarity distribution function Si(xi) of the ith
test object, the parameters ai,1 and ai,2 are simply used to adjust the Gaussian to the applied
five-level rating scale. With these two parameters being therefore superfluous for the eval-
uation of the degree of similarity between the object’s color appearance and its respective
memory color representation, only the test objects’ similarity distribution functions should
be considered in the following. The functions’ centroids µi, giving the most likely represen-
tations of the test objects’ memory colors, are located at (ai,3, ai,4)
ᵀ, whereas the size, shape,
and orientation of the similarity distributions are determined by the inverse of the respective
covariance matrix Σi which is defined by the parameters ai,5 to ai,7. To get a better overview,
Tables 5.1 and 5.2 summarize these sets of relevant fitting parameters for all twelve familiar
test objects assessed by both cultural observer groups which were adapted to the ambient
illumination at 3200 K and 5600 K, respectively.
With the fitting parameters of the twelve familiar objects being known, the assessment of
the color quality of a certain test light source can eventually be based on the evaluation of the
degree of similarity between the color appearance of these objects rendered by the test light
source and their respective memory color representations. For this purpose, the CIECAM02-
UCS chromaticities xi =
(
a′M,i, b
′
M,i
)ᵀ
of each familiar test object i as perceived under the test
light source are calculated first by using the measured spectral reflectances of the test objects
exemplarily illustrated in Fig. 4.14 and the CIE standard 10° observer. The SPD of the test
light source must be known or measured by a spectroradiometer. Next, the function values
of the corresponding similarity distributions Si(xi) are determined, where
Si(xi) = exp
(
−1
2
(
(xi −µi)ᵀ Σ−1i (xi −µi)
))
= exp
(
−1
2
(
(xi −µi)ᵀ
(
ai,5 ai,7
ai,7 ai,6
)
(xi −µi)
)) (5.1)
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describes the degree of similarity with each object’s memory color, i.e., the closer the function
value is to one, the better the agreement. Rescaling these individual similarity indicators Si
to a 0–100 range gives the specific memory color preference indices RMCPI,i defined by
RMCPI,i = 100 · Si. (5.2)
Bearing in mind that for the visual appreciation of a perceived lighting scene certain colors
were shown to be more important than others [20, 195, 196], additional weighting factors
for the specific indices should be included here. Hence, the final general memory color pref-
erence index RMCPI is obtained by calculating the weighted geometric mean of the twelve
individual RMCPI,i values, which reads
RMCPI =
12
∏
i=1
(RMCPI,i)
pi , (5.3)
where pi with i = 1, ..., 12 denotes the individual weighting factors whose appropriate values
will be determined from meta-correlation analysis (see Sec. 5.2.3). According to Smet et al.
[23], the geometric mean should be preferred over the arithmetic mean in the current appli-
cation since as stated by these authors it is i) less susceptible to outliers, which in general
makes the color quality metric more robust, and ii) it better suits the exponential nature of
the function values of the similarity distributions.
So far, the calculation scheme of the new memory color preference index RMCPI is quite
similar to the one provided for Smet’s MCRI Rm [23, 52–54] – except for the additionally
introduced weighting factors. However, in order to account for the findings of the previous
chapter, some further modifications were necessary. First, a decision algorithm based on CCT
calculation was implemented to approximate the impact of the white point of the test light
source under investigation on the memory color assessments. If the corresponding CCT is
smaller than 4000 K, the test light source is considered to be rather warm white which implies
the selection of the parameters of Table 5.1 to define the test objects’ similarity distribution
Table 5.2 – Summary of the relevant fit parameters describing the similarity distribution functions of the
twelve familiar test objects assessed by the Chinese and German observers at 5600 K ambient illumination.
Parameters a3 and a4 give the locations of the centroids of the distribution functions which are defined to
be the most likely representations of the objects’ memory colors in CIECAM02-UCS chromaticity space. The
size, shape, and orientation of the similarity distribution functions are determined by the parameters a5 to
a7.
Chinese observers at 5600 K adapted white point German observers at 5600 K adapted white point
Test object a3 a4 a5 a6 a7 a3 a4 a5 a6 a7
Asian Skin 10.2878 10.8645 0.0615 0.0465 −0.0101 10.2923 10.3590 0.0627 0.0336 −0.0050
Banana 4.4418 30.8273 0.0195 0.0121 0.0029 5.0830 32.5946 0.0237 0.0126 0.0052
Blueberry −2.4215 −10.5405 0.0351 0.0153 −0.0046 −3.3163 −12.2902 0.0365 0.0161 −0.0044
Blue Jeans −7.1205 −14.7482 0.0294 0.0122 −0.0035 −7.7858 −17.3582 0.0486 0.0134 −0.0053
Broccoli −8.3038 16.1013 0.0419 0.0167 0.0025 −8.2703 15.3796 0.0367 0.0391 0.0043
Butternut Squash 14.1887 19.6973 0.0143 0.0138 −0.0018 15.3767 20.5664 0.0205 0.0180 −0.0033
Carrot 24.9891 24.6469 0.0230 0.0183 0.0022 25.6425 25.6319 0.0198 0.0154 −0.0034
Caucasian Skin 8.4641 8.2530 0.0481 0.0302 −0.0060 9.7097 8.7088 0.0620 0.0362 −0.0064
Concrete Flowerpot −0.4814 −1.3515 0.0289 0.0109 −0.0040 0.0840 −1.1743 0.0395 0.0162 −0.0048
Green Salad −9.5558 26.0556 0.0312 0.0257 0.0067 −10.4320 26.6978 0.0288 0.0262 0.0029
Red Cabbage 10.4067 −14.6458 0.0262 0.0128 −0.0057 10.5638 −14.0777 0.0262 0.0146 −0.0080
Red Rose 34.8656 11.2483 0.0724 0.0206 0.0066 34.6755 11.1227 0.0719 0.0353 −0.0049
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Table 5.3 – Summary of the relevant fit parameters describing the similarity distribution functions of the
twelve familiar test objects assessed by an assumed global average observer at both adaptation conditions.
Parameters a3 and a4 give the locations of the centroids of the distribution functions which are defined to
be the most likely representations of the objects’ memory colors in CIECAM02-UCS chromaticity space. The
size, shape, and orientation of the similarity distribution functions are determined by the parameters a5 to
a7.
Global observer at 3200 K adapted white point Global observer at 5600 K adapted white point
Test object a3 a4 a5 a6 a7 a3 a4 a5 a6 a7
Asian Skin 12.9776 10.1264 0.0822 0.0515 −0.0095 10.2899 10.6439 0.0621 0.0398 −0.0075
Banana 4.5023 29.7617 0.0197 0.0063 0.0038 4.8156 31.7194 0.0214 0.0120 0.0038
Blueberry −3.2205 −12.7014 0.0461 0.0144 −0.0037 −2.9071 −11.5154 0.0389 0.0171 −0.0052
Blue Jeans −7.8787 −18.4912 0.0404 0.0115 −0.0027 −7.7717 −15.6493 0.0360 0.0116 −0.0048
Broccoli −8.8949 10.8201 0.0124 0.0032 0.0000 −8.2913 15.6197 0.0406 0.0270 0.0037
Butternut Squash 15.1462 20.5524 0.0208 0.0153 −0.0018 14.8458 20.1952 0.0173 0.0157 −0.0025
Carrot 26.1198 25.9112 0.0113 0.0127 −0.0007 25.2292 25.0584 0.0211 0.0165 −0.0005
Caucasian Skin 12.4669 9.3178 0.0828 0.0551 −0.0052 9.0753 8.4607 0.0522 0.0320 −0.0062
Concrete Flowerpot −0.8350 −3.4252 0.0266 0.0115 −0.0056 −0.1393 −1.1642 0.0324 0.0130 −0.0043
Green Salad −13.5297 23.7977 0.0286 0.0148 −0.0004 −9.9728 26.3866 0.0305 0.0261 0.0052
Red Cabbage 12.5222 −14.9915 0.0261 0.0113 −0.0066 10.4791 −14.3666 0.0264 0.0138 −0.0069
Red Rose 36.9028 12.8961 0.0362 0.0174 0.0007 34.7823 11.1809 0.0717 0.0279 0.0008
functions. If, on the other hand, the calculated CCT is greater or equal 4000 K, the test light
source is assumed to be rather cool white and the parameters given in Table 5.2 are chosen.
Second, two different cultural-specific MCPIs should be created, one Chinese and one Ger-
man version, in order to account for the inter-cultural differences in the evaluation of the
color quality of light sources between these two cultural observer groups. Hence, by choos-
ing the appropriate fit parameters from Tables 5.1 and 5.2, i.e., the ones that are assigned to
either the Chinese or the German observer group for a specific adapted white point, both
the impact of the observers’ cultural background as well as the effect of different adaptation
conditions can be considered for the memory-based evaluation of color rendition.
Furthermore, a global average observer was defined by pooling and averaging for each
test object and adaptation condition the rating data of both cultural observer groups. The
obtained mean observer ratings were subsequently modeled by applying again a bivariate
Gaussian fitting, where the corresponding parameters are summarized in Table 5.3. Basically,
this global average observer should serve as a reference to investigate whether a more uni-
versally valid MCPI can be proposed or if the impact of the observed inter-cultural variations
on the color appearance ratings of familiar objects reported in Sec. 4.4.3 also has a significant
effect on the predictive performance of the MCPI metric. For this purpose, a meta-analysis
of the Spearman correlation coefficients [281, 282] between the metric predictions for various
light sources of several psychophysical studies and the corresponding observer ratings will
be performed in the following section.
5.2 performance validation based on meta-correlation analysis
In this section, the experimental data of several psychophysical studies providing a wide
range of different lighting scenarios were collected in order to eventually perform a meta-
correlation analysis to evaluate and compare the predictive power of the MCPI and various
other color quality metrics with respect to the concept of visual appreciation. The experimen-
tal data contain the SPDs of the investigated light sources together with the corresponding
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observer preference ratings. Based on their principle study design, two different kinds of
experiments should be considered: The first group made use of metameric lighting scenarios,
i.e., all tested light sources to be assessed and compared within a single experimental trial
showed the same CCT but different spectral characteristics. The second group, on the other
hand, applied multi-CCT scenarios, which means that not only the emitted spectra but also
the corresponding CCTs of the light sources are varied for the comparison performed by the
observers.
5.2.1 Overview of the Collected Studies
The subsequent paragraphs give an overview of the studies being used for running the meta-
correlation analysis. For further details, the interested reader is referred to the original publi-
cations. Please note that in most cases, only the average observer ratings as reported therein
were accessible, while the corresponding SPDs of the light sources – if not available other-
wise (e.g., from personal communication with the respective authors) – were digitized using
the powerful WebPlotDigitizer tool written by Ankit Rohatgi [283].
wei et al. [284] (metameric lighting , 2014) In this study, a side-by-side comparison
of two identically furnished rooms exhibiting the same colored objects and still life arrange-
ments should be performed. Each room was illuminated by a 3000 K light source giving an
illuminance level at the objects’ location of approximately 250 lx. In one of the rooms, the illu-
mination was realized by standard blue-pumped LED A19 lamps, whereas in the other room
similar LED lamps but with diminished yellow emission were used. A paired-comparison
experiment was conducted, where 87 participants compared and rated the color appearance
of the test objects under both illuminations according to their preference using a six-point
rating scale.
jost-boissard et al. [154 , 195] (metameric lighting , 2009 and 2014) In two se-
ries of visual experiments, several aspects of perceived color quality of LED light sources
were examined. In the first series, a total number of 40 subjects were invited to assess the
color rendering of four different arrangements of fruits and vegetables illuminated by LED
light sources in comparison to some reference illumination at two different CCTs of 3050 K
and 3950 K in terms of attractiveness, naturalness, and suitability. For this purpose, a viewing
cabinet with two identical compartments (actually three, but only two of them were used for
the experiment) was equipped with the reference illuminant in one of the compartments and
with six different LED clusters in the other one. For the experiments at 3050 K, a halogen
light source was used as the reference, whereas in case of the higher CCT a fluorescent light
source was chosen. The corresponding illuminance levels were 230 lx and 220 lx, respectively.
For each of these cases, the relative intensities of the LED clusters were adjusted to match
the illuminance level and white point of the reference light source resulting in six different
test spectra for each CCT with minimal differences regarding the white point of adaptation.
With the subsequently performed experiments adopting a forced-choice paired-comparison
method, the participants were asked to choose for each presented arrangement of test ob-
jects the appropriate lighting condition that best suited their subjective judgments. For the
following meta-correlation analysis, only the data regarding attractiveness will be used.
In the second series of experiments, a quite similar investigation using the same tripar-
tite viewing cabinet was conducted for various light sources exhibiting CCTs of 3000 K and
4000 K. The corresponding illuminance levels were 230 lx and 210 lx, respectively. This time,
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no fixed reference was given and the forced-choice paired-comparison was performed for
each possible combination of light sources with respect to the color quality aspects of natural-
ness, colorfulness, visual appreciation, and fidelity (color difference). At 3000 K, two conven-
tional (halogen and fluorescent) and seven LED light sources were assessed by 45 observers,
while one conventional (fluorescent) and seven LED light sources were assessed by 36 ob-
servers in the 4000 K case. For each CCT, two different scenarios were presented: i) a plate
of colored fruits and vegetables and ii) a Macbeth ColorChecker® chart. Only the data for
visual appreciation will be used in the following.
szabó et al. [285] (metameric lighting , 2016) Two different home lighting scenar-
ios, i.e., kitchen and living room, were investigated in terms of the perceived color quality
aspects pleasantness, vividness, and naturalness. A total number of 69 young and 28 elderly
observers were invited to participate in the experiments. For the kitchen and living room sce-
nario LED luminaires with CCTs of 4000 K and 3000 K were chosen, respectively. These LED
luminaires consisted of a mix of 20 colored and phosphor-converted LEDs ensuring high
flexibility in creating various light sources with different SPDs but the same CCT. Thus, for
each lighting scenario ten different SPDs were optimized, of which five showed a constant
and the other five an inconstant FCI value clustering the test light sources into two different
groups. In all cases, the illuminance level was set to 350 lx. For each scenario and light source
group, a paired-comparison experiment was conducted, in which the participants were asked
to assess the color quality of the presented scene on a five-level rating scale. In order to be
consistent with the other studies used in the meta-correlation analysis, only the rating data of
the young observers will be considered. In addition, the results for constant FCI are excluded
because these are special cases that would from the beginning adulterate the comparison of
the predictive performance of different metrics in color preference evaluation (i.e., zero cor-
relation would be found between the FCI values and the preference ratings).
smet et al. [23] (metameric lighting , 2010) A paired comparison experiment in
a bipartite viewing booth was performed to determine the perceived color quality of six
different 2700 K conventional and solid-state light sources. A total number of 92 observers
took part in the experiment. They were shown, in successive order, an arrangement of colored
objects illuminated by a pair of different light sources. For each possible pair, the observers
were asked to rate the difference in color quality on a seven-point rating scale regarding the
aspects of preference, fidelity, vividness, and attractiveness, where, in order to be consistent
with the other studies, only the results for the latter were extracted to be used in the meta-
analysis. In all cases, the illuminance level at the objects’ location was approximately 250 lx.
vanrie [286] (metameric lighting , 2009) A panel of 30 subjects took part in a vi-
sual experiment where the task was to rank a mixture of six different conventional and LED
light sources in the order of their perceived color quality with regard to the aspects of at-
tractiveness and naturalness. The six luminaires all showed a CCT of approximately 3000 K.
Identical arrangements of single colored objects (a red tomato, a green apple, and a yellow
lemon) were placed inside six different viewing cabinets and illuminated by one of the six
test light sources causing in each case an illuminance level of 310 lx measured at the position
of the objects. The six viewing cabinets were simultaneously presented to the observers. Dur-
ing the experiment, the order of the light sources was switched using a latin-square method
[287] in order to avoid possible bias effects. For each light source, the evaluation of the per-
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ceived color quality was given by the average observer rankings, of which only the results
for attractiveness will be considered in the following.
imai et al. [288 , 289] (metameric lighting , 2012 and 2013) In a series of two
similar experiments, Imai et al. investigated the relation between color preference evaluation
and the saturation of object colors for LED illumination. For both experiments, a specifically
designed experimental booth simulating a real room was used. A spectrally adjustable light-
ing system was mounted into the ceiling of the booth consisting of 1500 high-power LEDs of
eight different color channels. In the first experiment, various light spectra at three different
CCTs were examined. At 3000 K, 5000 K, and 6500 K data of eight, two, and six different SPDs
were available, respectively. Thirty subjects took part in the experiment and were asked to
evaluate for each lighting situation an arrangement of multicolored object samples, which
had been placed on a desk inside the experimental booth, according to their personal appre-
ciation adopting a bipolar seven-level rating scale.
In the second experiment, more or less the same setup and rating method were applied.
The only difference was that instead of assessing an arrangement of several colored objects,
the observers rated only one object at a time. Color Preference data of ten different SPDs
with a CCT of 5000 K were available for the test objects of red apple, orange, and cyan yarn.
Again, ratings of thirty subjects were collected. In both experiments, the illuminance level at
the test objects’ location was set to 700 lx.
jost et al. [290] (metameric lighting , 2013) An experiment was performed to inves-
tigate the perceived color rendering of face complexion and hair under LED and fluorescent
light sources. For this purpose, a viewing booth was designed that enabled the evaluation
of the subjects’ own appearance illuminated by 20 different light sources which all showed
a CCT of 2700 K. In order to provide a realistic lighting scenario as it could be imagined to
be present in the homes of the participants, the booth was equipped with a mirror which
was edged on his left and right hand side by the test light sources hidden under diffusing
plates. In such a way, an illuminance level of 220 lx could be achieve on the subjects’ face
when seated in front of the mirror inside the viewing booth. A total number of 63 observers
which differed in their skin and/or hair tones participated in the experiment. The 20 light
sources were presented in random order. For each of these settings, the observers were asked
to rate their visual appreciation of the color rendering on a categorical seven-point rating
scale. These ratings should be performed for their skin and hair (observed through the mir-
ror) as well as for a Macbeth ColorChecker® chart which was introduced as a third target.
All of these collected preference ratings will be considered in the following.
tsukitani [291 , 292] (metameric lighting , 2013 and 2016) Another series of
paired-comparison experiments was conducted to evaluate the color quality of various light
sources illuminating identical natural objects which were again placed side-by-side in a bi-
partite viewing cabinet. In the first experiment, a green plant as well as red and yellow
leaves were used as test objects. Two different CCTs at 2800 K and 3000 K were adopted. In
both cases, the illumination on the reference side of the viewing cabinet was realized by
commercially available LED lamps exhibiting the respective CCT. Regarding the evaluation
compartment of the viewing cabinet, a spectrally tunable multi-channel LED light source
was installed. Based on this device, a total number of 14 different SPDs with a CCT of 2800 K
and 15 different SPDs with a CCT of 3000 K were optimized. In all cases, the illuminance
at the test objects’ position was 150 lx, which equaled the value measured in the reference
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compartment. During the experiment, the test illuminants were compared with the reference
having the same CCT. For each case, observers were asked to rate the perceived color quality
in terms of their visual appreciation by two different methods. The first method was a magni-
tude estimation, i.e., observers should indicate by which factor the attractiveness of the scene
illuminated by the test light source increased in comparison to the reference illumination. For
the second method, the assessment of color quality and visual appreciation was performed
by five different bipolar word pairs marked on a corresponding seven-point rating scale. For
the subsequent meta-correlation analysis only data of the former method were accessible.
In the second experiment, a similar experimental setup was used. This time, various fruits,
vegetables, and other groceries as well as some flowers were used as test objects which
were individually presented to the observers and illuminated by ten different SPDs, five
showing a CCT of 3000 K and the other five a CCT of 5000 K, causing an illuminance level
of approximately 500 lx at the bottom of the viewing cabinet. In total, 70 observers took
part in the experiment whose task was to evaluate the color appearance of the presented
test object for each lighting condition in terms of vividness, naturalness, preference, and
deliciousness on a semi-semantic nine-level scale. For each test spectrum, this evaluation was
performed twice by adopting both a relative and an absolute rating method. While for the
latter no reference was given (only one compartment of the viewing cabinet was lit), the
former requires the observers to compare the test object’s color appearance under the test
light source with some reference illumination of the same CCT and illuminance provided
in the reference compartment. From the publication the mean ratings for the various color
quality aspects averaged over all test objects were available, of which only the ones related
to preference are used in the following. Furthermore, the relative rating results are neglected
for the meta-correlation analysis since a good memory-based color quality metric should
accurately predict the observer preference even in the absence of an explicit reference.
houser et al. [293] (metameric lighting and multi-cct, 2005) Eighteen expert
and twenty-three naïve observers were invited to participate in a pilot study to examine the
color quality of four different prototype fluorescent lamps in terms of preference, natural-
ness, and colorfulness. Two of these lamps had a CCT of 3500 K and the other two of 6500 K.
A forced-choice paired comparison experiment was conducted on two identically furnished
real-size office rooms presented side-by-side to the observers. All possible combinations were
shown and for each pair of light sources, creating both metameric and multi-CCT rating sce-
narios, observers had to answer 21 forced-choice questions. In all cases, the illuminance level
was set to 538 lx measured on the office desks. The key data of the questionnaire were sum-
marized by the authors regarding the above mentioned aspects of color quality. With expert
and naïve observers showing similar responses and the same general trend, the reported
data of these two observer groups were averaged, of which only the preference results will
be used for the meta-correlation analysis of the current work.
huang et al. [294] (multi-cct, 2017) In this work, a series of two different psychophys-
ical experiments was conducted. The first one was again performed using a viewing cabinet
consisting of a single compartment equipped with several commercially available and color-
tunable LED light bulbs. During the experiment, various test objects were examined, which
included four groups of fruit and vegetable arrangements similar to the work of Jost-Boissard
et al. [195], five traditionally Chinese calligraphies written on papers of different colors, four
pieces of artwork of different size and color properties, and a bunch of multicolored flowers.
Making use of the color-tunability feature of the light bulbs, several different SPDs with uni-
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formly sampled CCTs ranging from 2500 K to 6500 K exhibiting an illuminance level of 200 lx
at the test objects’ position were optimized. The number of observers assessing each lighting
scenario ranged from 36 to 60 which were asked to rate the light quality based on their per-
sonal preference using in most cases a seven-point rating scale – only for the evaluation of
the artwork scenarios a five-level rank ordering method was chosen.
In the second experiment, a wall-painting should be assessed. The experiment took place
in the museum where it is usually exhibited. For collecting observer preference data, the
same optimized SPDs were used as for the rating of the color appearance of the artworks
presented in the viewing cabinet, with the sole difference that the light source was dimmed
in such a way that the vertical illuminance measured in the center of the wall-painting was
50 lx for all CCTs. Twenty observers participated in the experiment with the color preference
rating being performed on the same seven-point rating scale as before.
narendran et al. [295] (multi-cct, 2002) Two different experiments were conducted
to investigate the color preference of human observers in the context of LED-based reading
lights. At first, a paired comparison experiment was conducted using a bipartite viewing cab-
inet where one side was equipped with two reference light sources (halogen and RGB LED
with low CRI) while the other housed six different test light sources. For all combinations of
reference and test light source, observers were asked to indicate in each case their preference
for the lighting in the left or right compartment. An equal preference rating was also possible.
In the second part of the experiment, only one of the compartments was lit with observers be-
ing invited to express their preference for the respective lighting on a seven-level rating scale.
In total, 30 subjects took part in the experiment. The light sources all showed approximately
the same illuminance level of 200 lx. With no significant differences being found between
both evaluation methods, only the data of the seven-level rating experiment are used for the
following meta-correlation analysis.
wang et al. [296] (multi-cct, 2017) Last but not least, the results of a questionnaire-
based forced-choice experiment performed by Wang et al., investigating the impact of differ-
ent combinations of CCT and illuminance on human preference and visual comfort ratings,
shall be considered for the subsequent meta-correlation analysis. During the experiment, a
printed photograph containing four typical images of natural objects (e.g., blue sky, green
grass, human skin, etc.) was placed inside a multi-channel LED lighting booth and illumi-
nated by specifically optimized SPDs exhibiting various CCTs and illuminance levels. In total,
twelve different CCTs ranging from 2000 K to 100 000 K at three different illuminance levels
(350 lx, 500 lx, and 1000 lx) were involved. For each combination, a preference and comfort
estimation was performed based on the forced-choice answers to the provided questionnaire
given by twelve different observers. The questions concerned the two possible scenarios of
working and relaxing, of which only the results of the latter were chosen to be used in the
following. As stated by Liu at al. [297], a working scenario would be more related to perfor-
mance rather than to color preference. Furthermore, with CCT values higher than 10 000 K
being very rare in usual lighting applications, the preference data for CCTs larger than that
were omitted for the current study. Please note that only results averaged over all three illu-
minance conditions were available from the original publication. However, as stated by the
authors, the preference estimations were quite consistent among the different illuminance
levels and, therefore, averaging the observer ratings is considered to be no problem for the
intended meta-correlation analysis.
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Finally, it should be noted that there are significantly more studies investigating metameric
lighting scenarios than those comparing multi-CCT conditions regarding the color prefer-
ence evaluation of human observers. Nevertheless, the corresponding four publications listed
above are considered to be sufficiently comprehensive to give a good indication for the gen-
eral predictive performance of color quality metrics being applied to such lighting scenarios.
5.2.2 Conceptional Design of the Meta-correlation Analysis
Based on the compilation of quite a large number of studies dealing with the color quality as-
pects of visual appreciation and preference presented in the previous section, a meta-analysis
of the Spearman correlation coefficients between the predictions of a certain color quality
metric for various light source and the corresponding observer preference ratings should
be performed. By definition, the calculation of a Spearman correlation does not make any
assumptions about the nature of the underlying data and, basically, provides a measure for
the metrics’ ability to correctly rank light sources regarding a specific color quality aspect.
The method for running a meta-correlation analysis adopted in this thesis was originally pro-
posed by Hunter and Schmidt [298]. Since then it has successfully been applied in various
fields of research when correlations should be analyzed over a wide range of various studies
being addressed to a similar topic but using quite different methods for data acquisition and
evaluation.
In principle, the method of Hunter-Schmidt (HS) tries to estimate the true correlation
between two variables by calculating a weighted average correlation corrected for additional
study artifacts which in general attenuate the actual correlation and typically lead to an
underestimation of the true variance. Here, the basic sampling error corrected, weighted
average correlation coefficient r is given by
r = ∑
k
i=1 Niri
∑ki=1 Ni
, (5.4)
where ri represents the individual Spearman correlation coefficient and Ni the respective
observer number of the ith lighting scenario with i = 1, ..., k, where k gives the total num-
ber of lighting scenarios extracted from the bunch of psychophysical studies discussed in the
previous section. This simple correction for sampling error is also referred to a so-called bare-
bones meta-correlation analysis. However, as stated in the textbook of Hunter and Schmidt
[298], additional artifacts and imperfections are present in every study design which basically
cause a non-negligible attenuation of the true correlation. Fortunately, they also provided a
couple of methods allowing for the correction of some of these artifacts. Based on the infor-
mation that could be extracted from the previous studies, the following errors and artifacts
can be corrected for: i) bare-bones sampling error, ii) heterogeneity between different studies,
iii) restriction or enhancement of range, iv) attenuation due to idiosyncrasy in the percep-
tion of the observers called halo (e.g., inter-observer variability), and v) statistical bias in the
sample correlation.
Since the basic sampling error due to variations in sample size between the different studies
is automatically corrected by applying Eq. 5.4, the following discussion should focus on the
remaining four artifacts. Regarding for example the correction of study heterogeneity, an
unbiased estimator rˆ of the true correlation can be obtained by adjusting the study weights
in Eq. 5.4 from Ni to the true or optimal weights given by [299]
Nopt.i =
1
τˆ2 + N−1i
, (5.5)
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where τˆ2 is the so-called heterogeneity estimator. Several different of such estimators can be
found in the literature [300, 301]. The one that should be adopted here was originally defined
by Hunter and Schmidt [298] and reads
τˆ2HS =
Q− k
∑ki=1 Ni
, (5.6)
where
Q =
k
∑
i=1
Ni (ri − r)2 , (5.7)
so that Eq. 5.4 changes to
rˆ =
∑ki=1 N
opt.
i ri
∑ki=1 N
opt.
i
. (5.8)
Please note that in cases where Q < k, the heterogeneity estimator τˆ2HS would be negative
and, therefore, must be truncated to zero.
The next source of attenuation that should be addressed is the range restriction due to
study design. As stated by Hunter and Schmidt [298], correlations across different studies are
only directly comparable if they are computed on samples from populations with the same
standard deviation on the independent variable which in the present case is the respective
metric score. Hence, in order to eliminate the effect of range variations between different
studies from the meta-correlation analysis, a range correction formula is used which projects
all correlations onto the same reference standard deviation σ0. This correction for restriction
in range for the ith lighting scenario is given by
r0,i =
Uxri√
(U2x − 1) r2i + 1
, (5.9)
where
Ux =
1
ux
=
σ0
σi
, (5.10)
is the inverse of the restriction parameter ux with σ0 being the standard deviation of the
pooled metric scores of all lighting scenarios and σi representing the standard deviation of
the range restricted metric scores of the ith lighting scenario. Thus, by applying the above
equations, the range restriction in the independent variable between the different studies
can easily be corrected and the overall comparison of the individual correlations becomes
feasible.
Another attenuation factor is induced by idiosyncrasy in the preference ratings of the
individual observers. According to Smet et al. [54], the reliability ryy,i in the observer ratings
and, therefore, the degree of the resulting attenuation √ryy,i of the true correlation of the ith
lighting scenario can be estimated from the respective inter-observer variability measured in
terms of STRESS by assuming that
ryy,i = 1− STRESSinter,i100 (5.11)
can be treated as a systematic measurement error so that the correction for inter-observer
idiosyncrasy giving a correlation value rcorr.i closer to the true correlation is simply obtained
by
rcorr.i =
ri√ryy,i . (5.12)
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Unfortunately, for most of the psychophysical studies summarized in the previous section,
the individual observer ratings and, consequently, the corresponding inter-observer variabil-
ity measures were not accessible. For this reason, a STRESSinter value of 35 is assumed here,
which is the typical value of inter-observer variability obtained in various color discrimina-
tion studies [219, 220] and, therefore, considered to be a good approximation to be applied
in the meta-correlation analysis.
Finally, the sample correlation ri of the ith lighting scenario should be corrected for sta-
tistical bias. With the sample correlation being a statistical estimator of the true population
correlation, the impact of the observed bias is systematic and can consequently be captured
to a good approximation by an attenuation multiplier. As proposed by Hunter and Schmdit
[298], the best attenuation multiplier in a meta-correlation analysis for absolute (estimated)
population correlations smaller than 0.7 is a linear attenuation factor given by
ai = 1− 12Ni − 1, (5.13)
which, as can be noticed, is independent of the population correlation. For absolute values
larger than 0.7 the more accurate, nonlinear attenuation factor
ai = 1− 1− r
2
i
2Ni − 1 (5.14)
should be used. Please note that in the above equation the actual population correlation was
replaced by its best estimator, i.e., the sample correlation ri. The final correction for statistical
bias is simply given by
rbiasi =
ri
ai
(5.15)
and should be the last artifact to be corrected for in a meta-correlation analysis (at least
for correlations >0.7) since the attenuation multiplier ai is directly related to the population
correlation estimator ri.
Applying all attenuation correction steps in consecutive order finally leads to the best esti-
mate rˆc of the true correlation between the metric’s predictions and the observers’ preference
ratings. Hence, the complete correction formula is given by
rˆc =
⎛⎝ k∑
i=1
Nopt.i
Uxri
a∗i ·
√
ryy,i
(
(U2x − 1) r2i + 1
)
⎞⎠( k∑
i=1
Nopt.i
)−1
=
(
k
∑
i=1
Nopt.i
r∗i
a∗i
)(
k
∑
i=1
Nopt.i
)−1
,
(5.16)
where
a∗i =
⎧⎪⎨⎪⎩
1− (2Ni − 1)−1 if |r∗i | < 0.7
1−
(
1− (r∗i )2
)
(2Ni − 1)−1 otherwise
(5.17)
is the modified version of Eqs. (5.13) and (5.14) with the statistical bias being the last attenua-
tion factor to be corrected for. Furthermore, the heterogeneity estimator for the calculation of
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Nopt.i must also be adjusted accordingly. The formula for the Q value consequently changes
to
Q =
k
∑
i=1
Ni
(
r∗i
a∗i
− r∗
)2
, (5.18)
with
r∗ =
(
k
∑
i=1
Ni
r∗i
a∗i
)(
k
∑
i=1
Ni
)−1
(5.19)
being the modification of Eq. (5.4) corrected for range restriction, idiosyncrasy, and statistical
bias artifacts, respectively. For more details on the mathematical concept adopted here, the
interested reader is referred to the textbook of Hunter and Schmidt [298], which provides
further insights and discussions on all aspects of meta-correlation analysis as a powerful tool
in various fields of statistics.
5.2.3 Results of the Meta-correlation Analysis and Cross-comparison of Metric Predictions
After having discussed the mathematical and conceptional design of the meta-correlation
analysis to be applied in this thesis, Table. 5.4 summarizes the finally obtained weighted
average artifact-corrected Spearman correlation coefficients providing a measure for the pre-
dictive performance of the various tabulated color quality metrics that should be compared
with each other. The results for both kinds of lighting scenarios (metameric vs. multi-CCT)
are presented separately. For the sake of completeness, the intermediate results of the sin-
gle artifact correction steps are also shown for each case indicated by a convenient labeling
given in the table’s first column. As can be seen, the individual artifact corrections gener-
ally had a de-attenuating effect. In some cases though, especially when correcting for study
heterogeneity only, a slight decrease in the correlation coefficients could be observed. How-
ever, the application of the complete correction formula given by Eq. (5.16), whose results are
tabulated in the rows labeled by "All", eventually lead to a significant improvement in the
correlations for all color quality metrics.
Table 5.4 – Comparison of the various predictive metric performances in terms of weighted average artifact-
corrected Spearman correlation coefficients obtained from meta-analysis. The correlation coefficients were
calculated for both metameric and multi-CCT lighting scenarios. The intermediate results of the subse-
quently applied artifact correction steps are also tabulated (top to bottom), where the term "bare-bones"
indicates the correction for sampling error only, while the numbers 2, 3, and 4 represent the application of
the correction formulae for study heterogeneity, range restriction, and observer idiosyncrasy, respectively.
Metameric lighting scenarios
Corrections Ra Rf GAI GAI/Ra Qa Qf Qp Qg R2012 FCI Rg Rp RCPI Rflatt. Rm MCPIGl. MCPIGer. MCPICh.
Bare-bones 0.02 0.10 0.63 0.40 0.25 0.01 0.82 0.71 0.28 0.67 0.73 −0.34 0.78 0.49 0.76 0.76 0.68 0.69
# 2 0.06 0.17 0.60 0.43 0.24 0.05 0.77 0.69 0.34 0.67 0.71 −0.32 0.76 0.51 0.75 0.75 0.68 0.73
# 2, 3 0.03 0.18 0.66 0.51 0.29 0.01 0.81 0.67 0.36 0.66 0.71 −0.36 0.77 0.59 0.79 0.91 0.81 0.79
# 2, 3, 4 0.05 0.23 0.72 0.61 0.35 0.03 0.81 0.74 0.44 0.72 0.79 −0.42 0.86 0.69 0.88 0.98 0.86 0.81
All 0.05 0.24 0.72 0.61 0.35 0.03 0.83 0.74 0.44 0.72 0.79 −0.42 0.86 0.69 0.88 0.98 0.86 0.83
Multi-CCT lighting scenarios
Corrections Ra Rf GAI GAI/Ra Qa Qf Qp Qg R2012 FCI Rg Rp RCPI Rflatt. Rm MCPIGl. MCPIGer. MCPICh.
Bare-bones −0.28 −0.28 0.40 0.70 −0.27 −0.27 −0.06 −0.35 0.18 −0.35 −0.34 0.54 0.68 0.68 −0.16 0.75 0.64 0.78
# 2 −0.27 −0.27 0.41 0.67 −0.26 −0.26 −0.05 −0.33 0.18 −0.34 −0.32 0.53 0.67 0.67 −0.14 0.73 0.62 0.75
# 2, 3 −0.48 −0.44 0.43 0.78 −0.42 −0.43 −0.07 −0.48 0.34 −0.43 −0.47 0.64 0.70 0.66 −0.21 0.93 0.90 0.90
# 2, 3, 4 −0.52 −0.50 0.50 0.82 −0.48 −0.49 −0.08 −0.53 0.36 −0.48 −0.51 0.72 0.77 0.74 −0.22 0.95 0.92 0.92
All −0.53 −0.51 0.51 0.82 −0.49 −0.50 −0.08 −0.54 0.36 −0.49 −0.52 0.72 0.78 0.76 −0.23 0.95 0.92 0.92
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In order to gain a better overview, the weighted average artifact-corrected Spearman cor-
relation coefficients for each of the two different kinds of lighting scenarios were plotted
in Fig. 5.1 together with their respective 95 % confidence intervals (CIs). By comparing the
extent and the range of the various CIs, it should be obvious that the different color qual-
ity metrics vary considerably in their predictive power. To determine which of them is best
suited for evaluating color rendering properties of white light sources with respect to visual
appreciation, the observed performance differences are examined for significance in a series
of cross-comparisons following the procedure described by Zou [302], who discussed the
principles of using CIs to directly compare such kind of correlations.
Let us for example consider two different artifact-corrected Spearman correlation coeffi-
cients rˆc,i and rˆc,j supposed to give the best estimate of the true correlation with the observers’
preference ratings for two different color quality metrics i and j which were arbitrarily cho-
sen from Table 5.4. By applying a Fisher’s z-transformation [303, 304], the corresponding
95 % CIs (li, ui) and
(
lj, uj
)
for each correlation coefficient are given by
li =
exp(2l∗i )− 1
exp(2l∗i ) + 1
,
ui =
exp(2u∗i )− 1
exp(2u∗i ) + 1
,
(5.20)
and
lj =
exp(2l∗j )− 1
exp(2l∗j ) + 1
,
uj =
exp(2u∗j )− 1
exp(2u∗j ) + 1
,
(5.21)
where
l∗i =
1
2
· ln
(
1+ rˆc,i
1− rˆc,i
)
− 1.96 ·
√
1
N − 3,
u∗i =
1
2
· ln
(
1+ rˆc,i
1− rˆc,i
)
+ 1.96 ·
√
1
N − 3,
(5.22)
and
l∗j =
1
2
· ln
(
1+ rˆc,j
1− rˆc,j
)
− 1.96 ·
√
1
N − 3,
u∗j =
1
2
· ln
(
1+ rˆc,j
1− rˆc,j
)
+ 1.96 ·
√
1
N − 3,
(5.23)
with N denoting the average observer number of all studies used to calculate the respective
correlation coefficients. Assuming independent correlations, it was shown by Zou [302] that
the 95 % CI (L, U) for the difference rˆc,i − rˆc,j between both correlations can be derived as
L = rˆc,i − rˆc,j −
√(
rˆc,i − li
)2
+
(
uj − rˆc,j
)2,
U = rˆc,i − rˆc,j +
√(
ui − rˆc,i
)2
+
(
rˆc,j − lj
)2, (5.24)
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Figure 5.1 – Comparison of the predictive performance of various color quality metrics expressed by artifact-
corrected Spearman correlation coefficients obtained from meta-correlation analysis which describe the in-
dividual metric’s ability of correctly ranking light sources in terms of visual appreciation based on human
observers’ preference ratings. The indicated errorbars represent corresponding 95 % confidence intervals.
Metameric as well as multi-CCT lighting scenarios have been analyzed separately.
which provides a direct method for hypothesis testing when comparing metric correlations:
If the CI of the correlation difference does not contain zero, the null hypothesis of equal
correlations, i.e., H0 : rˆc,i − rˆc,j = 0, must be rejected at a 5 % significance level. In Table. 5.5,
the CI bounds of the performed CI tests on the correlation differences of the cross-compared
color quality metrics are summarized for both kinds of lighting scenarios. Please note that
only the CI bounds closest to zero are shown. Bold numbers indicate statistically significant
differences.
metameric lighting scenarios : Considering first only the metameric lighting sce-
narios, it can be seen that the newly proposed MCPIGlobal metric offers the best predictive
performance among all color quality metrics. As mentioned before, the weighting factors
of Eq. (5.3) were determined directly from the meta-correlation analysis to account for the
varying degree of importance of the familiar test objects’ colors in the assessment of the vi-
sual appreciation and the general color preference for an arbitrary test illuminant. For this
purpose, a global search algorithm for nonlinear objective functions described by Ugray et al.
[305] was applied here in order to find a set of weighting factors that maximizes the corre-
sponding artifact corrected Spearman correlation coefficient. The results of this optimization
are summarized in Table 5.6.
With these optimized weighting factors, the overall artifact corrected correlation with the
observers’ color preference ratings was rˆc,Global = 0.976+0.011−0.021, which is the largest correlation
value among all compared color quality metrics. Furthermore, having a look at the lower
grey-shaded triangle of Table. 5.5, which summarizes the results of the CI hypothesis tests
for the metameric lighting scenarios, reveals that the MCPIGlobal metric performs significantly
better in predicting visual appreciation than any of the other color quality metrics including
Smet et al.’s MCRI which is also based on the evaluation of memory colors but, as discussed
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in the previous chapters, makes use of an arguable test object selection and a less sophisti-
cated color space neglecting the impact of different adaptation conditions on observers’ color
preference ratings.
However, it should be emphasized that even though significance could be confirmed,
the tabulated CI bound of −0.04 for the correlation difference between the MCRI with
rˆc,MCRI = 0.883+0.053−0.091 and the MCPIGlobal is quite small, which indicates that the difference
in performance between these two metrics is only little pronounced for metameric lighting
scenarios. Other metrics with slightly larger but still rather small CI bounds are Thornton’s
CPI with rˆc,CPI = 0.865+0.061−0.104, the Qp metric with rˆc,Qp = 0.829
+0.076
−0.127 as well as both cultural
specific MCPIs which were calculated using the same weighting factors as optimized for
MCPIGlobal giving rˆc,Chinese = 0.830+0.076−0.126 and rˆc,German = 0.865
+0.061
−0.104 for the Chinese and Ger-
man average observer, respectively. Hence, with each of the cultural specific MCPIs showing
comparably high correlations with barely significant differences to the global reference, it
can be concluded that the impact of the cultural background (at least for the two different ob-
server groups discussed in this thesis) on the metrics’ predictive performance is most likely
of no practical importance. This is basically in accordance to the findings of Sec. 4.4.3 where
the effect size of the inter-cultural variations in the color appearance ratings of Chinese and
German observers was reported to be quite small in general and much smaller than the im-
pact of the adapted white point. Moreover, no significant differences between the memory
color centers of Chinese and German observers could be found.
Therefore, indication is given that it would be sufficient to propose a single, universally
valid MCPI that is capable of well predicting the rank order of metameric light sources with
respect to their visual appreciation representing an average global observer. With the pre-
dictive performance of both cultural-specific MCPIs being comparable to the (slightly better)
performance of the global MCPI, the latter can be considered as a good approximation to
a globally valid color quality metric inducing only minor errors in the absolute level of the
predicted results compared to those obtained for the cultural-specific MCPIs, which however
are considered to be negligible in practice. Besides being applied to evaluate the color render-
ing properties of existing light sources, such a universally valid preference metric can also be
used for the spectral optimization of new light sources which are intended to achieve a high
user acceptability by providing excellent lighting quality for a globally oriented market. Even
though cultural-specific fine-tuning might be feasible for certain regions when adopting the
dedicated MCPI definitions, the small effect sizes of the inter-cultural variations reported for
the color appearance ratings of familiar objects as well as the observed barely significant dif-
ferences in the predictive performance of these metrics suggest that such a fine-tuning would
most likely be of no practical importance for lighting designers so that an optimization using
the globally valid approximation should be sufficient for most applications.
These findings are further emphasized when attempting to derive a new set of weighting
factors intended to maximize the correlations with the visual ratings for each of the cultural-
specific MCPIs separately. In both cases, the overall artifact-corrected correlations between
the metrics’ predictions and the observers’ preference ratings of metameric lighting scenar-
ios can be increased by applying the optimized cultural-specific weighting factors given in
Table 5.6. The new correlation values read 0.976+0.012−0.020 and 0.979
+0.010
−0.018 for the Chinese and
German average observer, respectively. Even though the CI test method reveals a statistically
significant improvement over the results obtained for the original weighting factors at a 5 %
significance level, the resulting lower CI bounds are still quite small so that the argumenta-
tion of the last paragraph also holds here leading to the conclusion that these slight improve-
ments basically would be of no practical value. Furthermore, no significant differences in the
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Table 5.5 – Overview of the results of the cross-comparison confidence interval test of Zou [302] intended to
examine the predictive performance of the various color quality metrics for significant differences adopting a
5 % significance level. The null hypothesis H0 : rˆc,i − rˆc,j = 0 tests whether or not the observed correlations
of two distinct metrics i and j are equal. The tabulated values are the confidence interval bounds of the
correlation differences closest to zero, where bold numbers indicate significant differences in case that zero
was not included within the confidence interval bounds. Results for the metrics’ correlation with observers’
preference ratings in metameric and multi-CCT lighting scenarios are shown in the lower and upper triangle
of the table, respectively.
Ra Rf GAI GAI/Ra Qa Qf Qp Qg R2012 FCI Rg Rp RCPI Rflatt. Rm MCPIGl. MCPIGer. MCPICh.
Ra 0.31 −0.66 −1.05 0.30 0.31 −0.04 −0.32 −0.49 0.30 0.32 −0.92 −0.99 −0.97 0.08 −1.20 −1.18 −1.17
Rf 0.24 −0.64 −1.03 0.32 0.33 −0.02 −0.30 −0.46 0.32 −0.33 −0.89 −0.97 −0.94 0.11 −1.18 −1.15 −1.14
GAI −0.32 −0.16 −0.07 0.61 0.62 0.17 0.67 −0.22 0.61 0.65 0.07 −0.01 0.02 0.32 −0.23 −0.20 −0.19
GAI/Ra −0.18 −0.02 −0.13 1.00 1.01 0.56 1.06 0.18 1.00 1.04 −0.08 −0.12 −0.11 0.70 −0.03 0.00 0.01
Qa 0.12 0.28 0.06 −0.08 −0.34 0.00 −0.29 −0.44 −0.35 −0.31 −0.87 −0.94 −0.91 0.13 −1.15 −1.12 −1.12
Qf −0.41 −0.23 0.34 0.20 −0.10 −0.01 −0.30 −0.45 0.34 −0.32 −0.88 −0.95 −0.93 0.12 −1.16 −1.14 −1.13
Qp −0.46 −0.30 0.07 −0.01 −0.20 −0.47 0.05 −0.00 −0.00 0.03 −0.43 −0.50 −0.47 −0.29 −0.70 −0.68 −0.67
Qg −0.34 −0.18 0.20 0.11 −0.09 −0.36 −0.08 −0.50 0.29 0.31 −0.93 −1.00 −0.98 0.07 −1.21 −1.19 −1.18
R2012 0.02 0.18 −0.00 −0.15 0.28 0.00 0.14 0.02 0.44 0.47 −0.05 −0.12 −0.09 0.15 −0.34 −0.31 −0.30
FCI −0.32 −0.16 −0.22 0.14 −0.06 −0.34 −0.07 −0.19 0.01 −0.31 −0.87 −0.95 −0.92 0.13 −1.15 −1.13 −1.12
Rg −0.41 −0.25 0.13 0.04 −0.15 −0.42 −0.12 0.14 −0.08 0.13 −0.91 −0.98 −0.95 0.09 −1.19 −1.16 −1.16
Rp 0.04 0.23 0.80 0.66 0.36 0.03 0.93 0.82 0.46 0.80 0.88 0.15 0.18 0.57 −0.09 −0.06 −0.05
RCPI −0.50 −0.34 0.02 −0.06 −0.25 −0.52 0.09 0.03 −0.18 0.02 0.06 −0.98 −0.17 0.65 −0.06 −0.03 −0.02
Rflatt. −0.28 −0.12 −0.19 0.18 −0.02 −0.29 −0.04 −0.17 0.05 −0.20 −0.10 −0.75 0.01 0.62 −0.07 −0.04 −0.03
Rm −0.52 −0.36 −0.01 −0.09 −0.27 −0.54 0.06 0.00 −0.21 −0.01 0.04 −1.00 0.09 −0.03 −0.85 −0.82 −0.82
MCPIGl. −0.63 −0.47 −0.13 −0.20 −0.38 −0.64 −0.07 −0.12 −0.32 −0.13 −0.09 −1.10 −0.05 −0.15 −0.04 −0.04 −0.03
MCPIGer. −0.50 −0.34 0.02 −0.06 −0.25 −0.52 0.09 0.03 −0.18 0.01 0.06 −0.98 0.12 −0.01 −0.09 0.05 −0.07
MCPICh. −0.46 −0.30 0.07 −0.01 −0.20 −0.47 0.15 0.08 −0.14 0.07 0.12 −0.93 −0.09 0.04 −0.06 0.07 −0.09
predictive power of the optimized cultural-specific MCPIs and the global reference could be
observed making them interchangeable for the cross-regional evaluation of the visual appre-
ciation of metameric lighting scenarios, which additionally confirms the postulate of using
the MCPIGlobal as an approximation to a single, universally valid memory-based color quality
metric.
As mentioned above, both Thornton’s CPI as well as Smet et al.’s MCRI exhibit a good-
to-excellent correlation with observers’ preference ratings for metameric lighting scenarios
approaching the correlation observed for the best performing metric (MCPIGlobal), which
indicates good but still significantly weaker predictive power for both metrics. In contrast,
Sanders’ Rp and Judd’s Rflatt., which are the remaining two memory- or preference-related
color quality metrics, only show poor-to-moderate (rˆc,Sanders = −0.417+0.288−0.223) and moderate-
to-good correlations (rˆc,Judd = 0.688+0.133−0.203), respectively. Whereas the latter at least succeeds
to predict a positive trend in the rank order so that a more preferred light source also tends
to result in a larger metric value, which from the author’s point of view should be a key
feature of any properly devised color quality metric, the former must be considered to fail
completely for metameric lighting scenarios. This is not just because of its generally poor
predictive performance in terms of visual appreciation but also because of its non-intuitive,
opposing light source ranking.
Possible explanations for the poor performance of Sanders’ Rp for these kind of lighting
scenarios are manifold: First of all, in the definition of his calculation scheme, Sanders made
use of the perceptually non-uniform CIE 1931 (x, y) chromaticity space adopting the CIE 2°
standard observer which is known to result in relatively large errors in the blue part of the
spectrum [306, 307] expected to cause considerable deviations from visual color matches for
many of the LED light sources used in the visual experiments reported in the compilation of
metameric studies of Sec. 5.2.1. Second, a critical mismatch between the sample set defined
by Sanders (only reddish to yellowish samples) and the experimental objects sets used in the
various studies on color preference can be identified. Hence, with Sanders’ Rp metric lacking
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Table 5.6 – Summary of the optimized weighting coefficients introduced in Eq. (5.3) for the definition of the
global and both cultural-specific MCPI color quality metrics. The individual pi values represent from left
to right the weighting coefficients for the test objects of Asian skin, banana, blueberry, blue jeans, broccoli,
butternut, carrot, Caucasian skin, concrete, green salad, red cabbage, and red rose. For each kind of lighting
scenario (metameric vs. multi-CCT) the appropriate set of weighting coefficients has been determined by
running a global search optimization algorithm on the meta-correlation analysis in order to maximize the
resulting correlations with the respective observers’ preference ratings.
Metameric lighting scenarios
Type p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12
Global 0.001 601 0.001 689 0.001 624 0.001 658 0.736 855 0.001 655 0.001 692 0.001 547 0.229 577 0.000 219 0.001 038 0.020 844
German 0.000 123 0.002 870 0.000 899 0.001 725 0.915 560 0.003 100 0.014 343 0.000 109 0.002 164 0.000 954 0.000 362 0.057 790
Chinese 0.002 971 0.007 384 0.006 925 0.006 015 0.726 700 0.006 835 0.005 173 0.002 482 0.215 285 0.002 584 0.003 707 0.013 939
Multi-CCT lighting scenarios
Type p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12
Global 0.246 416 0.003 331 0.023 070 0.025 772 0.231 410 0.078 222 0.179 669 0.041 295 0.019 311 0.091 012 0.048 690 0.011 802
German 0.200 039 0.014 890 0.065 191 0.011 156 0.128 922 0.009 938 0.313 526 0.021 616 0.073 243 0.089 176 0.072 061 0.000 243
Chinese 0.129 331 0.043 434 0.023 668 0.037 430 0.220 705 0.078 088 0.067 109 0.094 445 0.028 116 0.162 172 0.090 688 0.024 814
of full hue coverage, it is not surprising that such a bias would yield relatively poor results,
especially for metameric lighting scenarios where the white point of adaptation is kept fix
and changes in the color appearance of the presented test objects, which in most cases are not
well represented by Sanders’ limited set of samples, are the only criteria for rating a certain
light source lower or higher in preference. A third reason for the poor predictive performance
of Sanders’ Rp metric might be the use of an outdated chromatic adaptation transform of the
translational Judd-type (see Sec. 3.2.1). Although an update to the more sophisticated CAT02
adaptation transform (with D = 1) as described in Sec. 2.2.2 leads to an outstanding im-
provement in the artifact-corrected correlation result giving rˆ∗c,Sanders = 0.460+0.261−0.204, Sanders’
Rp still exhibits a rather poor-to-moderate predictive performance in terms of visual appre-
ciation for metameric lighting scenarios. This indicates that the remaining two drawbacks
discussed above are likely to be the more critical problems in the metric’s definition.
As mentioned previously, Judd’s flattery index Rflatt. and Thornton’s CPI both exhibit a
much better correlation with the observers’ color preference ratings for metameric visual
experiments than Sanders’ Rp metric, even though they all made use of the same outdated
translational chromatic adaptation transform. However, in contrast to the concept of Sanders’
Rp, a more perceptually uniform color space as well as a set of test samples well distributed
around the hue circle were adopted for the construction of the other two preference-based
color quality metrics. This basically confirms the findings of the preceding paragraph empha-
sizing the importance of full hue coverage and the use of an adequately chosen perceptually
uniform color space to achieve a good-to-excellent metric performance. Please note that in
the development of the newly proposed MCPI special care was taken to fulfill these require-
ments.
When comparing Judd’s flattery index Rflatt. and Thornton’s CPI, it can be further seen
from Table 5.5 and Fig. 5.1 that the latter performs somewhat better in terms of visual ap-
preciation for metameric lighting scenarios than the former. However, with the reported CI
bound of 0.01 being very close to zero, indication is given that the observed differences
between the predictive performance of both metrics are barely significant. As discussed in
Secs. 3.2.2 and 3.2.3, the major differences between both color quality metrics are i) the mag-
nitude of the preference shifts added to the chromaticities of the Munsell test samples as
perceived under reference illumination in order to obtain the preferred chromaticities and
ii) the weighting factors for the individual test samples only introduced by Judd. The rest
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of both concepts is more or less the same. Hence, by setting all weighting factors to unity
and, at the same time, using the full magnitude of the preferred chromaticity shifts for the
computation of Rflatt., the eventually resulting correlation increases to rˆ
∗
c,Judd = 0.879
+0.059
−0.099
which is even slightly higher than the correlation reported for Thornton’s CPI and, therefore,
also comparable to the predictive power of the best performing memory-based color quality
metrics – at least for metameric lighting scenarios. A conformable increase in correlation ob-
tained by adjusting Judd’s Rflatt. accordingly was also observed in a similar meta-correlation
analysis performed by Smet et al. [54] who concluded that the slightly higher correlation
value obtained for Judd’s Rflatt. when compared to Thornton’s CPI was most likely because
of the two extra color samples providing additional coverage of the hue circle.
Furthermore, as in the case of Sanders’ Rp, the replacement of the outdated translational
chromatic adaptation transform by the CAT02 may additionally increase the correlations of
both metrics. Doing so, one obtains correlations of rˆ′c,Judd = 0.907+0.049−0.087 and rˆ
′
c,CPI = 0.882
+0.054
−0.093
for Judd’s Rflatt. and Thornton’s CPI, respectively. As can be seen, the positive effect is not
as large as for Sanders’ Rp, which according to Smet et al. [54] can be explained by consider-
ing the magnitude of the adaptive shifts required in the metric calculations. Whereas for the
computation of Sanders’ Rp either CIE illluminant B or C is used requiring in general large
adaptive shifts when evaluating arbitrary test light sources with chromaticites that consider-
ably differ from these two possible references, the Rflatt. and CPI metrics, on the other hand,
make use of reference illuminants that exhibit the same CCT as the test light source so that
in these cases the adaptive shifts typically required and, therefore, the error introduced by
the outdated translational chromatic adaptation transform will be much smaller than in the
former case.
Coming back to Fig. 5.1, it is clear that the newly proposed MCPIGlobal outperforms not just
the other memory- and preference-based color quality metrics but also all of the remaining
measures. With respect to the predictive power of visual appreciation for metameric lighting
scenarios, the best performing color quality metrics that are not memory- or preference-
related are those that can be summarized as either gamut- (Qg, Rg, GAI, FCI, mixed GAI/Ra)
or chroma-enhancement-based (Qp) metrics. Both categories show correlation values com-
parable to those observed for the preference-based metrics and Smet et al.’s MCRI. This is
confirmed by the CI test where, as summarized in Table 5.5, cross-comparisons allow for
drawing the conclusion of no or only barely significant differences between the predictive
performances of all these metrics. Just the global MCPI performs significantly much better.
The overall lowest group performance for metameric lighting scenarios, on the other hand,
can be noticed for the fidelity (CRI Ra, Rf, Qf, CRI2012) and the fidelity-oriented (Qa) metrics,
all of which perform significantly worse than the memory-and preference-based approaches
(with the exception of Sanders’ Rp) and in most cases also worse than the gamut- and
chroma-enhancement-based alternatives. Obviously, color fidelity metrics are not intended
to measure color rendering properties of light sources in terms of visual appreciation. In-
deed, they were originally developed to evaluate how similar an arbitrary test light source
is to a certain reference standard of the same CCT and, therefore, should only be used for
this purpose. This is further emphasized when looking at Table 5.4 from which it can be no-
ticed that both the CIE Ra and the CQS Qf exhibit correlation values close to zero indicating
that both metrics completely fail to model the observers’ preference ratings properly. Conse-
quently, such metrics should not be used for the evaluation and optimization of light sources
and luminaires for achieving high user-acceptability and visual appreciation. Unfortunately,
the application of, in particular, the CIE Ra for such purposes is still common practice in the
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industry emphasizing the necessity of establishing a new and better standard in the near
future.
As reported by Smet et al. [54] and which can also be observed here, the predictive per-
formance for visual appreciation tends to increase the more weight a color quality metric
puts on chroma enhancement or gamut expansion which both are commonly considered to
increase preference up to a certain limit [19]. Regarding for example the role of chroma en-
hancement, a clear tendency can be derived from the four different CQS indices which show
a considerable gain in performance as the reward for chroma enhancement in the respective
calculation scheme increases. With Qf explicitly excluding the saturation factor originally in-
troduced in the Qa calculation for not penalizing moderate increases in chroma caused by
a test light source, it is not surprising that the former generally performs worse than the
latter in modeling visual appreciation for metameric lighting scenarios. A further improve-
ment is obtained when applying the Qp and Qg metrics which both additionally reward light
sources for increasing object chroma. As expected, this leads to a significantly better correla-
tion with the preference rating results than obtained for the other two more fidelity-oriented
CQS indices.
Here, it should be noted that the Qg index actually falls into the category of gamut-based
color quality metrics rather than offering pure chroma enhancement. As mentioned earlier,
comparably good predictive performance for metameric lighting scenarios can be found for
the related gamut-based alternatives Rg, GAI, and FCI. However, in contrast to Qp or the
preference- and memory-based approaches, the gamut expansion metrics discussed here do
not contain an upper limit for visually allowed chroma augmentation. It is commonly known
and has been proven in various studies [308–312] that the oversaturation of object colors be-
yond a certain degree has a negative impact on the perceived color quality and visual ap-
preciation. Hence, the fact that the above mentioned gamut expansion approaches lack the
possibility of setting a limit to the potential chroma enhancement caused by a test light source
might be an explanation for their on average slightly worse predictive performance observed
from Fig. 5.1 compared to the performance of the non-fidelity metrics that do include such
a limit, either by defining certain reference chromaticities with more or less fixed values of
increased saturation (Rp, Rflatt., CPI, MCRI Rm, MCPI) or by explicitly giving a limit for the
maximally allowed chroma enhancement (CQS Qp). A special case is the combined GAI/Ra
metric which basically tries to counterbalance too large increases in chroma by penalizing in-
duced deviations from the unsaturated reference chromaticities. As can be seen from Fig. 5.1,
this special concept leads to a predictive performance for metameric lighting scenarios rang-
ing between the performance of those color quality metrics that reward chroma enhancement
and of those that are only fidelity-based or -oriented.
multi-cct lighting scenarios : In contrast to the evaluation of the metameric visual
data where, with the exception of the fidelity-based approaches and Sanders’ Rp, most of the
color quality metrics performed quite well in properly ranking the test light sources in terms
of observers’ visual appreciation indicated by relatively large positive Spearman correlation
coefficients, the situation is completely different in case of considering multi-CCT lighting
scenarios. Similar to Sanders Rp in the metameric case, most of the investigated color quality
metrics confound the rank order of the light sources resulting in poor-to-moderate negative
correlations. With the exception of the FCI, which uses a constant reference illuminant (CIE
D65) for calculating the relative gamut area spanned by the apparent chromaticities of four
test samples, and Smet et al.’s MCRI, which uses reference chromaticities based on memory
colors, all of these poorly performing metrics adopt a reference illuminant of the same CCT
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as the test light source (CRI Ra, Rf, all four CQS indices, Rg). However, in a multi-CCT sce-
nario the values of such measures calculated for different CCTs are not really comparable
because by definition they are correlated to different reference light sources [294, 295] and,
therefore, completely fail to model the general trend of visual preference ratings of observers
assessing a series of multi-CCT illuminants. The only exception thereto is the CRI2012 metric
which still shows a very poor but at least non-negative correlation of rˆc,CRI2012 = 0.362+0.244−0.306.
This slightly better performance than the rest of the color quality metrics whose calcula-
tion schemes are based on a CCT-dependent reference illuminant might be explained by the
adoption of the CIECAM02-UCS including the application of the state-of-the-art CAT02 chro-
matic adaptation transform, the usage of the CIE 10° standard observer, and a sophisticated
test sample selection providing a much better hue coverage in the definition of the CRI2012
metric.
Compared to the color quality metrics discussed in the last paragraph, significantly bet-
ter results are in principle observed for the preference- and memory-based approaches as
well as for both variations of the GAI metric which, similar to the FCI approach, make use
of a fixed reference illuminant for the calculation of the relative gamut area. With correla-
tions of rˆc,GAI = 0.513+0.199−0.274 and rˆc,GAI/Ra = 0.822
+0.081
−0.136 obtained for the GAI and the GAI/Ra
metric, cross-comparison CI tests summarized in the upper triangle of Table 5.5 revealed no
or only barley significant differences in their predictive power for multi-CCT lighting sce-
narios when compared to the preference-based color quality metrics of Sanders, Thornton,
and Judd showing correlation coefficients of rˆ′c,Sanders = 0.720+0.123−0.194, rˆ
′
c,CPI = 0.778
+0.099
−0.163, and
rˆ′c,Judd = 0.755+0.108−0.175, respectively. Please note that for the computation of the indicated cor-
relation values the best performing version of each preference-based metric as reported for
the metameric lighting scenarios has been used here, denoted by the primed labeling, i.e., i)
in each case the outdated translational adaptation transform included in the original metric
definitions has again been replaced by the more sophisticated CAT02 formula and ii) for
Judd’s Rflatt. the weighting factors and the magnitudes of the preferred chromaticity shifts
have been adjusted accordingly to match those of Thornton’s CPI.
As can be seen from the reported Spearman correlation coefficients, all of the so-improved
preference-based color quality metrics exhibit moderate-to-good predictive performance in
terms of visual appreciation for multi-CCT lighting scenarios. Somewhat surprising is to ob-
tain such a good result even for Sanders Rp which despite using the more adequate chromatic
adaptation transform still performed rather poor in the metameric case. This significant per-
formance improvement might be due to the fact that the assessment of the color appearance
of certain test objects in a multi-CCT scenario always involves the adaptation to a changing
illumination white point. Even though observers of such studies are usually asked to wait
some time before giving their ratings in order to be fully adapted or to close their eyes during
the change of the light source to be assessed, there is still some cognitive effect caused by the
first glance a new lighting situation is perceived which, indisputably, has a non-negligible
impact on the observers’ preference ratings. Hence, with the impact of the perceived white
point increasing, the lack in hue coverage of Sanders’ test samples used for the Rp calcula-
tion is less severe for predicting visual appreciation in multi-CCT than in metameric lighting
scenarios.
Very poor performance, on the other hand, is observed for Smet et al.’s MCRI showing
a Spearman correlation coefficient of rˆc,MCRI = −0.227+0.319−0.277 which is comparable to those
of the worst performing color quality metrics for multi-CCT lighting scenarios. A possible
explanation might be that in cases where chromatic re-adaptation between two subsequent
ratings becomes necessary due to a change in the white point of the illumination, some
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additional cognitive process could be triggered which might cause a considerable shift in
the recalled chromaticities of the memory color centers when the familiar test objects used
for constructing the memory-based metric would be assessed under such a consecutively
changing illumination. This potentially induced error of chromatic adaptation becomes in-
creasingly more severe the larger the CCT of the test light source in a multi-CCT scenario
deviates from the reference illumination under which the memory color centers have origi-
nally been determined. For metameric lighting scenarios, on the other hand, these kind of
errors also exists, however, they can be assumed to be approximately constant among the dif-
ferent test light sources which have more or less the same white points so that despite those
errors of chromatic adaptation the MCRI metric is still capable of getting the rank order cor-
rectly leading to the observed good-to-excellent correlation for metameric light sources, even
though absolute deviations in terms of visual appreciation might also be expected for these
cases.
In order to get at least partly hold of this problem the newly proposed MCPI metric was
devised in such a way (see Sec. 5.1) that, similar to Sanders’ Rp, the impact of the adapted
white point on the assessment of memory colors is approximated by the implementation of
a decision algorithm which, dependent on the CCT of the test light source, chooses a more
appropriate set of similarity distribution functions being assumed to give a better estimate
for the test objects’ true memory color for that specific adaptation condition. In addition to
this conceptional improvement, a new set of weighting factors specifically designated for
multi-CCT lighting scenarios was also optimized with the resulting pi values being given in
Table 5.6. The intention here is to counterbalance the introduced errors of chromatic adapta-
tion discussed above, which are expected to be more severe for certain test colors than for
others, by some adequately chosen color weighting factors giving less weight to the colors
that exhibit larger errors.
As can be seen from Fig. 5.1, the eventually calculated MCPIs exhibit superior correlations
with the observers’ preference ratings giving correlation coefficients of rˆc,Global = 0.946+0.047−0.026,
rˆc,German = 0.922+0.066−0.036, and rˆc,Chinese = 0.916
+0.070
−0.039 for the global and the two cultural-specific
MCPIs, respectively. Furthermore, analyzing the results of the CI cross-comparisons of Ta-
ble 5.5 reveals that the MCPI metric offers significantly better predictive performance with
respect to observers’ preference than any of the other color quality metrics under inspection.
Only for the GAI/Ra which performs best among all these metrics a slightly larger overlap
is observed leading to non-significant differences in performance when compared to both
cultural-specific MCPIs. However, like in the case of metameric lighting scenarios, a notable
improvement in the correlations of the latter could be achieved by re-applying the global
search algorithm to find for each of these cultural-specific MCPIs a new set of optimized
weighting factors also given in Table 5.6. Hence, the updated correlation coefficients read
rˆ∗c,German = 0.945+0.047−0.027 and rˆ
∗
c,Chinese = 0.937
+0.062
−0.031, respectively, which ultimately is signifi-
cantly better than the performance of the GAI/Ra metric . Again, no significant differences
in the predictive performance between the global and the cultural-specific MCPIs can be
found neither before nor after the weighting factor optimization. Consequently, it can be con-
cluded that even for multi-CCT lighting scenarios the MCPIGlobal metric seems to be a pretty
good approximation to be used as a single, universally valid memory-based color quality
metric.
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5.3 summary (ii)
In this chapter, an updated and improved memory-based color quality metric for the evalu-
ation of the color rendering properties of white light sources in terms of visual appreciation
denoted as memory color preference index MCPI has been proposed. It is based on the eval-
uation of the degree of similarity between the color appearance of certain familiar test objects
rendered by an arbitrary test light source and their respective memory color representation.
The degree of similarity is assessed by using a set of similarity distribution functions fitted to
the results of previously conducted color appearance rating experiments of Chinese and Ger-
man observers. The key features of the newly proposed color quality metric are the adoption
of the perceptionally uniform CIECAM02-UCS as the working color space, the implementa-
tion of a CCT-based decision algorithm to choose a suitable set of similarity functions better
approximating the impact of the adapted white point on the memory color assessments, and
the introduction of some additional weighting factors allowing i) to model the varying impor-
tance of certain test colors in the evaluation of light sources with respect to color preference
and ii) to counterbalance the metric errors in the memory color assessments introduced by
chromatic adaptation.
Subsequently, a meta-correlation analysis considering the experimental data of a compre-
hensive selection of different visual studies investigating color preference ratings of human
observers in both metameric and multi-CCT lighting scenarios was performed on a represen-
tative variety of different color quality metrics. It could be shown that the newly proposed
MCPI metric significantly outperformed all alternative approaches showing a much better
performance in terms of predicting visual appreciation of light sources. Furthermore, no or
only barely significant differences between the global and the cultural-specific MCPI defini-
tions could be found with respect to their predictive performance indicating that the former
is a sufficiently good approximation to be used as a single, universally valid memory-based
color quality metric which performs significantly better than the alternatives considered in
this thesis.
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Part 6
C O N C L U S I O N A N D O U T L O O K
"What we observe as material bodies
and forces are nothing but shapes and
variations in the structure of space"
– Erwin Schrödinger [313]
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C O N C L U S I O N A N D O U T L O O K
With their inherent ability of serving as an internal reference, memory colors have proven
to provide a powerful concept for the evaluation of the color rendering properties of white
light sources in terms of predicting visual appreciation. However, as discussed in this thesis,
some major drawbacks could be identified in the principal design of existing memory-based
or memory-related color quality metrics, of which the most severe is most likely that none of
these metrics were devised under realistic adaptation and viewing conditions. For this reason,
the first of this thesis’ main goals was to establish a new experimental approach trying to
overcome the reported shortcomings of previous studies on the assessment of memory colors.
The most prominent feature of this new approach, besides considering real familiar test
objects, was the inclusion of realistic viewing and adaption conditions. Hence, an improved
color appearance rating experiment was conducted by the author intended to conceive the
characteristics of the memory colors of a set of familiar test objects by providing a more
realistic contextual scenery. The respective color appearance ratings were performed by two
different cultural observer groups (Chinese vs. German observers) which were exposed to
two different adaptation conditions (3200 K vs. 5600 K, both at 2000 lx) in order to investigate
both the impact of the adapted white point and the observers’ cultural background on the
memory color assessments, which was the second goal of this thesis. With the corresponding
dependencies being eventually known, the third goal was finally to derive an updated and
improved version of a memory-based color quality metric meant for giving a well-correlating
measure for the visual appreciation of a light source.
With respect to the first and second goal to be addressed by the present work, Chapter 4
did not just give a detailed overview of the improved experimental setup, it also provided
a thorough descriptive and statistical analysis of the color appearance ratings collected for
each combination of the adapted white point and the observers’ cultural background. In con-
trast to previous studies, the experiments, for the first time, were performed under realistic
viewing and adaptation conditions in a real-sized furnished room providing an immersive
and contextual viewing experience, which basically implied the possibility of drawing more
universally valid conclusions from the current experimental data than from the results of
previous experiments on the same topic. Besides making use of a better suited CIECAM02-
based color space for the evaluation of the color appearance rating data including the so-
phisticated CAT02 transform to properly model the observers’ state of chromatic adaptation,
the focus was on a less arbitrary and more comprehensible test object selection, which could
be achieved by a specifically designed online survey conducted in advance of preparing the
new experiments. Especially the lack of a well-founded object selection was considered as a
strong point of criticism of past studies. In Fig. 6.1, the corresponding CIECAM02-UCS chro-
maticities of the twelve test samples adopted in the current thesis are shown as perceived
under reference illuminant D56 and compared to the nine colored test samples used in the
experiments conducted by Smet et al. [40]. As can be seen, the newly selected test objects
additionally provide an improved hue coverage.
In particular, the reddish part of the hue circle, which was found to play a more important
role than other hues for modeling human preference [196], is much better represented by the
newly selected test objects even in the more saturated areas. Furthermore, with the exception
of orange and Smurf®, where the latter, as stated previously, must be considered as a very
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Figure 6.1 – Comparison of the CIECAM02-UCS chromaticities of the twelve MCPI test samples adopted in
the current thesis and the chromaticities of the nine colored test samples used by Smet et al. [40] to define
the MCRI. Reference illuminant D56 was assumed for the calculations.
arguable choice for this kind of experiments, all test objects adopted here for defining the
new memory-based color quality metric show considerably higher degrees of saturation. Fol-
lowing the argumentation given in Refs. [19, 194], this is basically considered to enhance the
metric’s predictive performance especially for peaked LED spectra and, therefore, represents
a very important feature of the new metric definition.
With all these improvements in the experimental design, it was of great interest whether or
not the general tendencies of memory colors derived from various other studies [25, 31, 33–
35, 37–41] could also be observed here. Based on the analysis of the color appearance rating
data for the set of familiar test objects assessed by the two different cultural observer groups
exposed to the two different adaptation conditions, it could clearly be justified by the ob-
tained results that, despite the new experimental setup, the corresponding memory colors in
comparison to their appearance under reference illumination still tend to be shifted towards
higher chroma as well as towards their typical hues, which basically is in accordance to the
findings reported in previous studies. With each combination of the cultural background of
the observers and the light situation they are adapted to showing more or less the same
tendencies regarding the memory-induced chromaticity shifts, the observed trends derived
from the present color appearance rating experiments were additionally concluded to be an
inherent feature of human color perception rather than being a matter of cultural peculiarity
or adapted white point.
Despite showing similar characteristics, a noteworthy statistical effect on the assessment
of memory colors had yet to be reported for both the changing adaptation conditions and
the inter-cultural variations between Chinese and German observers. In particular, it was
inferred from the outcome of the applied extra sum-of-squares F-tests that the variability
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in the color appearance ratings of the familiar test objects between the individual observers
of the same cultural background was slightly smaller than the variability observed for the
ratings between the different cultural observer groups so that, even though the average effect
size was quite small, the potential impact of the observers’ cultural background as well as the
more pronounced impact of the adaptation conditions, which showed a much larger effect
size, were both found to be non-negligible. From the analysis of the respective effect sizes,
an intrinsic hierarchy for the importance of these two different impact factors could further
be derived. On average, the effect size of the inter-cultural variations in the memory color
assessments were shown to be approximately 40 % smaller than the one corresponding to the
impact of the adapted white point. Nevertheless, as argued above, both impact factors were
concluded to be large enough for not being simply neglected for the intended creation of an
updated memory-based color quality metric.
The development of such a metric for the evaluation of the color rendering properties of
white light sources in terms of visual appreciation as the third goal of the current thesis
was mainly pursued in Chapter 5. This newly proposed color quality metric denoted as
memory color preference index MCPI was based on the evaluation of the degree of similarity
between the color appearance of certain familiar test objects rendered by an arbitrary test
light source and their respective memory color representations. The degree of similarity was
assessed by using a set of Gaussian similarity distribution functions fitted to the results of
the color appearance rating experiments of Chapter 4. The key features of this new proposal
were the adoption of the perceptionally uniform CIECAM02-UCS as the working color space,
the implementation of a CCT-based decision algorithm to choose a suitable set of similarity
functions better approximating the impact of the adapted white point on the memory color
assessments, and the introduction of some additional weighting factors allowing i) to model
the varying importance of certain test colors in the evaluation of light sources with respect to
color preference and ii) to counterbalance the metric errors in the memory color assessments
introduced by chromatic adaptation. Moreover, three separate MCPI versions, i.e., a Chinese,
a German, and a global one, where the latter was derived from the pooled Chinese and
German observer data, were constructed in order to account for the potential inter-cultural
differences in the evaluation of the perceived color quality of white light sources based on
memory colors.
In order to subsequently validate the superiority of this new proposal over existing meth-
ods, a meta-correlation analysis comprising the experimental data of a comprehensive selec-
tion of different visual studies investigating color preference ratings of human observers in
both metameric and multi-CCT lighting scenarios was performed on a representative variety
of different color quality metrics. Based on this analysis, it could be shown that the newly
proposed MCPI metric significantly outperformed all alternative approaches exhibiting a
much better performance in terms of predicting visual appreciation of light sources. In this
context, a thorough discussion for the reasons of the rather bad performance or even the fail-
ing of the alternatives was provided. Furthermore, no or only barely significant differences
between the global and the cultural-specific MCPI definitions could be found with respect
to their predictive properties indicating that the former is a sufficiently good approximation
to be used as a single, universally valid memory-based color quality metric which performs
significantly better than the alternatives considered in this work.
With the newly proposed MCPI offering excellent predictive performance, future research
intentions will focus on the application of this specific color quality metric for the optimiza-
tion of state-of-the-art LED light sources with the aim of achieving high user acceptability
and visual appreciation in a broad variety of different applications. In this regard, it should
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be investigated whether a variation in the visual context also demands an adjustment of the
MCPI weighting parameters. Similar to the observed differences when comparing metameric
and multi-CCT lighting scenarios, it cannot be precluded that due to context-induced cog-
nitive processes a different lighting environment (e.g., office vs. home lighting) would also
require a modified weighting of the individual memory color samples used for constructing
the MCPI metric. Hence, the goal of future research on this topic would be to define – if
required – for each possible field of application a context-specific version of the MCPI, which
provides a reliable and easy-to-implement optimization tool for the industry capable of fi-
nally replacing the CIE Ra metric in cases where visual appreciation and color preference are
more important than color fidelity.
A further research question, that has been ignored so far, concerns the comparison of the
distribution of the absolute color appearance ratings given by the individual observers for
a specific object chromaticity. When comparing for example the maximum values of the fit-
ted Gaussian similarity distribution functions for each test object assessed by the German
observer group at 5600 K and 3200 K ambient illumination (see Figs. 4.17 and 4.24, respec-
tively), it seems as if the latter adaptation condition yields a slightly smaller maximum rat-
ing than the former for some of the test objects indicating a somewhat stronger preference
of the observers for the most likely memory color of the familiar test objects when being
adapted to a more cool-white illumination. For the Chinese observers, a similar finding can
be reported. Hence, the question arises whether or not these differences in the observers’
absolute ratings between different adaptation conditions are significant and, if so, how one
can use this additional information to further enhance the performance of the MCPI metric.
It might for example be expected that especially for multi-CCT scenarios, where the change
in the white point of adaption evidently has a large impact on the observers’ color preference
ratings, an additional improvement could probably be achieved in case that the deviations
in the absolute color appearance ratings were adequately reflected in the MCPI definition.
Furthermore, one might ask if such an effect could also be observed between the ratings of
different cultural observer groups but for the same white point of the ambient illumination.
Last but not least and also with regard to the previous paragraph, an extension of the
experimental approach presented in this thesis to a greater selection of different adaptation
conditions and cultural observer groups would certainly be a great benefit for the refinement
of the MCPI color quality metric but would also allow for a more comprehensive analysis
of the characteristics of memory colors. If possible, future experiments should be conducted
entirely in the native environment of the respective cultural observer group in order to avoid
unwanted bias caused by an advancing familiarization with another culture. For the Chinese
observer group tested in the current thesis such an effect could not be precluded completely,
even though care was taken to invite only those Chinese to participate in the experiments
who had been living in Germany for only a quite short period of time so that their color
appearance ratings could still be assumed as "pure" Chinese. Of course, it would be better to
(re-)perform the experiments in a genuine setup in the observers’ country of origin, which
however might be very difficult to organize but should anyhow be in the focus of future
research on this topic.
Part A
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a.1 colorimetric data of mcpi test samples
For each of the 12 familiar test objects selected for performing the new experiments on the
assessment of memory colors, the corresponding colorimetric properties were calculated for
the two different reference illuminants, i.e., the Planckian radiator at 3200 K and the CIE D56
standardized daylight phase, adopted in this thesis. In Table A.1, the resulting CIECAM02-
UCS color coordinates J′, a′M, and b
′
M as well as the CIECAM02 correlates of chroma C and
hue h are summarized providing a better overview.
Table A.1 – Colorimetric data of the MCPI test samples as perceived under reference illumination repre-
sented by the 3200 K Planckian radiator and the CIE D56 standard, respectively.
3200 K Planckian radiator CIE D56 reference illuminant
Test Object J′ a′M b
′
M h in ° C J
′ a′M b
′
M h in ° C
Asian Skin 66.86 13.94 13.01 43.02 25.30 65.72 10.81 12.51 49.18 21.28
Banana 82.55 6.20 28.21 77.60 43.31 81.31 6.44 27.94 77.02 42.88
Blueberry 38.42 −1.36 −5.37 255.77 6.25 38.55 −2.16 −6.52 251.70 7.87
Blue Jeans 35.67 −7.54 −14.89 243.14 21.51 36.25 −7.71 −15.43 243.47 22.39
Broccoli 42.21 −4.98 12.40 111.88 16.55 42.28 −3.95 12.32 107.79 15.94
Butternut Squash 64.89 13.19 17.77 53.43 30.49 63.41 12.95 16.69 52.19 28.75
Carrot 67.90 23.69 21.66 42.44 50.12 65.23 23.52 20.08 40.50 47.59
Caucasian Skin 72.57 12.73 11.38 41.78 22.11 71.62 9.32 10.90 49.47 17.97
Concrete Flowerpot 71.81 1.50 4.15 70.13 4.92 71.72 0.52 3.19 80.82 3.56
Green Salad 55.95 −9.83 23.08 113.08 35.86 56.07 −7.50 23.58 107.64 35.22
Red Cabbage 34.06 15.33 −4.55 343.48 20.45 33.27 11.66 −7.30 327.93 17.12
Red Rose 31.63 35.70 12.42 19.18 63.53 28.55 33.27 10.11 16.91 56.22
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a.2 contour line plots of chinese vs . german observers
In order to draw valid conclusions about the effect size and the significance of the impact of
the observers’ cultural background on the color appearance ratings of familiar test objects,
further statistical analysis based on multivariate methods must be performed. Like for the
analysis of the impact of different adaptation conditions on the memory color assessments,
contour line representations of the fitted similarity distribution functions can be used to
visually compare the average ratings of the Chinese observers with those obtained for their
German counterparts and are illustrated in Figs. A.1 to A.4 on the following pages.
As can be seen, somewhat larger deviations in the ellipses’ shape, size, and orientation
between the similarity distributions of both cultural observer groups are found for the adap-
tation conditions at 3200 K than for those at 5600 K, which basically is in accordance to the
results of Box’s M-test reported in Table 4.25 of Sec. 4.4.3. As expected from the respective
contour line plots, significant differences in the covariance matrices of the similarity distri-
butions can be found for the test objects of broccoli, butternut, concrete, green salad, red
cabbage, and red rose for the 3200 K ambient illumination, whereas in case of the 5600 K
adaptation conditions significant differences are concluded only for the test objects of broc-
coli and red rose. On the other hand, regarding the for some test objects barely noticeable
shifts in the ellipses’ centroid locations, Hotelling’s t2-test revealed no significance at all so
that for both adaptation conditions the null hypothesis of equal sample mean vectors between
the modeled color appearance ratings of Chinese and German observers cannot be rejected.
Hence, as argued in this thesis, even though significant deviations are observed for the vari-
ous ellipse parameters, the inter-cultural effect on the assessment of memory colors must be
inferred to be quite small, which is reflected in the relatively small effect sizes calculated for
the outcome of Hotelling’s t2-test.
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Figure A.1 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
Chinese (green-to-yellow colormap, solid line) and German (dark-to-light-gray colormap, dashed line) ob-
servers for the test objects of a) asian skin, b) banana, c) blueberry, d) blue jeans, e) broccoli, and f) butternut
squash assessed under 3200 K ambient illumination.
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Figure A.2 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
Chinese (green-to-yellow colormap, solid line) and German (dark-to-light-gray colormap, dashed line) ob-
servers for the test objects of g) carrot, h) Caucasian skin, i) concrete flowerpot, j) green salad, k) red cabbage,
and l) red rose assessed under 3200 K ambient illumination.
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Figure A.3 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
Chinese (green-to-yellow colormap, solid line) and German (dark-to-light-gray colormap, dashed line) ob-
servers for the test objects of a) asian skin, b) banana, c) blueberry, d) blue jeans, e) broccoli, and f) butternut
squash assessed under 5600 K ambient illumination.
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Figure A.4 – Contour line plots of the fitted, normalized similarity distribution functions obtained for the
Chinese (green-to-yellow colormap, solid line) and German (dark-to-light-gray colormap, dashed line) ob-
servers for the test objects of g) carrot, h) Caucasian skin, i) concrete flowerpot, j) green salad, k) red cabbage,
and l) red rose assessed under 5600 K ambient illumination.
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