We present a new scaling approach for the maximum weight perfect matching problem in general graphs, with running time O((m + n log n) √ n log(nN )), where n, m, N denote the number of vertices, number of edges, and largest magnitude of integral costs. Comparing with the complicated long-standing algorithm by [Gabow and Tarjan 1991] of running time O(m √ n log n log(nN )), our algorithm not only has a better time bound when m = ω(n √ log n), but is also dramatically simpler to describe and analyze. Our algorithm also matches the time bound O(m √ n log(nN )) of maximum weight perfect matching for bipartite graphs [Gabow and Tarjan 1989] when m = Ω(n log n). * Graph matching is one of the most fundamental problems in combinatorial optimization. A matching M in a graph G is a set of edges without common vertices. A vertex associated with an edge in the matching is called matched, otherwise it is free. A matching in which all vertices are matched is called a perfect matching. In a weighted graph, the maximum weight matching (MWM) is a matching maximizing the sum of weights of matching edges, and the maximum weight perfect matching (MWPM) is a prefect matching with maximum weight, which is equivalent to the minimum cost perfect matching. The MWM and MWPM are reducible to each other.
Introduction
For large blossoms with more than √ n vertices, we need to bound their total z-value to linear in order to bound the running time after dissolving them directly, since dissolving one blossom B directly will lead a matching edge to have a z(B)/2 violation of the tightness condition. However, if in every scale we only run the dual adjustment step Ω( √ n) times and leaves O( √ n) vertices free, it is easy to the bound the total z-value of large blossoms to O(n). For every free vertex at the end of each scale, we can make it matched by adding an artificial edge and an artificial vertex. The artificial edges and vertices simplify our analysis as we can get a perfect matching after every scale. We can make them free again after the last scale by deleting artificial edges and vertices. Then we can run the Edmonds' search from these vertices to find the real maximum weight perfect matching.
Organization Section 2 introduces basic notations of matching and blossoms. Section 3 presents our main algorithm. In Section 3.1, we define the dual variables and relaxed complementary slackness, and in Section 3.2, we give the description of two versions of Edmonds' search. The main procedure will be described in Section 3.3, while we will prove its correctness in Section 3.4 and analyze its running time in Section 3.5.
Definitions and Basics
The input is a graph G = (V, E,ŵ) where |V | = n, |E| = m, andŵ is an integer in the range [0, · · · , N ]. A matching is a set of vertex-disjoint edges. A vertex is free if it is not adjacent to an M edge. An alternating path is a path whose edges alternate between M and E \ M . An altenating path P is augmenting if there is one more non-matching edges than matching edges in P , that is, both ends of P are free vertices. We define the weight of a matching M w.r.t. edge weights w to be w(M ) = e∈M w(e).
As in [15, 16] , we change the original graph weight tow wherew(e) = (n + 1)ŵ(e) for all edge e ∈ E. So all edge weightsw(e) are integer multiples of (n + 1), and we transform them to binary representation with log((n + 1)N ) bits. There are log((n + 1)N ) scales. If we have found a perfect matching M such thatw(M ) ≥w(M * ) − n for a maximum weight perfect matching M * , then M is also an MWPM w.r.t.w as well asŵ.
For simplicity, in each scale we initialize every y-value to be zero by changing edge weights, so we need the following lemma. Lemma 2.1. For any vertex u ∈ V , decreasing the weights of all edges (u, v) adjacent to u by the same amount will not change the MWPM.
Proof. Since the weights of all perfect matchings decrease by the same amount, the lemma holds.
Blossoms
Each scale of the algorithm maintains a dynamic set Ω of nested blossoms as in Edmond's algorithm [7, 8] . Blossoms are formed inductively as follows. If v ∈ V then the set {v} is a trivial blossom. An odd length sequence (A 0 , A 1 , . . . , A ) forms a nontrivial blossom B = i A i if the {A i } are blossoms and there is a sequence of edges e 0 , . . . , e where e i ∈ A i × A i+1 (modulo + 1) and e i ∈ M if and only if i is odd, that is, A 0 is incident to unmatched edges e 0 , e . The base of blossom B is the base of A 0 ; the base of a trivial blossom is its only vertex. The set of blossom edges E B are {e 0 , . . . , e } and those used in the formation of A 0 , . . . , A . The set E(B) = E ∩ (B × B) may, of course, include many non-blossom edges. A short proof by induction shows that |B| is odd and that the base of B is the only unmatched vertex in the subgraph induced by B. The vertex set V (B) is the set of vertices in blossom B and all of its descendants. We also let n(B) = |V (B)| and m(B) = |E(B)|.
The set Ω of active blossoms is represented by rooted trees in our algorithm, where leaves represent vertices and internal nodes represent nontrivial blossoms. A root blossom is one not contained in any other blossom. The children of an internal node representing a blossom B are ordered by the odd cycle that formed B, where the child containing the base of B is ordered first. It is often possible to treat blossoms as if they were single vertices. [8, 7] The contracted graph G/Ω is obtained by contracting all root blossoms and removing the edges in those blossoms. To dissolve a root blossom B means to delete its node in the blossom forest and, in the contracted graph, to replace B with individual vertices A 0 , . . . , A . In our algorithm, we may dissolve blossoms with positive z-values, so we need to increase 
Running time for Edmond's algorithm
The first polynomial algorithm for weighted matching is given by Edmonds [7] . The best implementation of Edmonds' algorithm takes O(n(m + n log n)) time [13] , where the time to find each augmenting path is O(m + n log n). When the weighted lengths of all augmenting paths are O(m), we can improve it to O(m). [16] 3 The Maximum Weight Perfect Matching Algorithm
Dual variables
We maintain two dual variables y : V → Z and z : Ω → N that satisfy Property 1 with respect to the current matching M . The next lemma shows that a perfect matching satisfying Property 1 will be a good approximation of the maximum weight perfect matching. Since the number of edges of any matching included in B is at most |B|/2 , so for the maximum weight perfect matching M * , we have:
We have w(M ) ≥ w(M * ) − n, thus proving the claim.
Edmonds' Search
Suppose in a graph G in which all edge weights are even, we have a matching M and y, z, Ω satisfying Property 1. If M is not perfect, we can run the Edmonds' search [7] on the set of eligible edges to augment M . Next, we will define two searching procedures SearchOne(F ) and SearchT wo(F ) as shown in Figure 1 , where F is a set of free vertices with the same y-value. The only difference of these two procedures is the definitions of eligible edges. (See Definitions 3.2 and 3.3.) Let E elig be the set of eligible edges and let G elig = (V, E elig )/Ω be the unweighted graph obtained by discarding ineligible edges and contracting root blossoms. 3. e ∈ M and yz(e) = w(e). Therefore, in SearchT wo, G elig ∪ Ω will keep growing until we find an augmenting path. The running time per every augmenting path is O(m + n log n) from [13] , where the n log n term comes from the priority queue used to find new eligible edges. However, in SearchOne, if we can bound the weighted length of augmenting paths to be O(m), the time for each iteration is O(m). [16] Here "one iteration" means one "Augmentation, Blossom Shrinking, Dual Adjustment" step. By Lemma 3.6, in SearchOne, only one "Augmentation and Blossom Shrinking" step is needed before Dual Adjustment. We conclude these to: The following two lemmas about the Edmonds' search come directly from [5] . They show the correctness of these procedures.
• Augmentation:
From F , find a maximal set Ψ of augmenting paths in G elig and set M ← M ⊕ ( P ∈Ψ P ). Update G elig .
• Blossom Shrinking: Lemma 3.6. In SearchOne, after the Augmentation and Blossom Shrinking steps G elig contains no augmenting path from free vertices in F , nor is there a path from a free vertex in F to a blossom.
Proof. Suppose there is an augmenting path P from F in G elig after augmenting along paths in Ψ. Since Ψ is maximal, P must intersect some P ∈ Ψ at a vertex v. However, after the Augmentation step every edge in P will become ineligible, so the matching edge (v, v ) ∈ M is no longer in G elig , contradicting the fact that P consists of eligible edges. Since Ω is maximal, there can be no blossom reachable from a free vertex of F in G elig after the Blossom Shrinking step. Proof. Property 1(1) is obviously maintained. Property 1(2) is also maintained since all the new root blossoms discovered in the Blossom Shrinking step are in V out and will have positive z-values after adjustment. Furthermore, each root blossom whose z-value drops to zero is removed. After the blossom is formed, we can see yz(e) for all blossom edges will not change until the blossom is dissolved, so each blossom edge e has yz(e) = w(e) or yz(e) = w(e) − 2. Thus, in SearchT wo, the eligible edges still have yz(e) = w(e) or yz(e) = w(e) − 2.
Since the Dual Adjustment is only from the free vertices with the same y-value, and w(e) is even for every e, the y-values of all vertices inV in ∪V out must have the same parity. Recall that an eligible edge e must have yz(e) = w(e) or w(e) − 2. Let e = (u, v) be an edge, and suppose first that both u, v are inV in ∪V out . If u, v ∈ B ∈ Ω then yz(e) is unchanged, perserving the property, so we can assume that u and v are in different root blossoms. If e / ∈ M is ineligible then, due to parity, yz(e) ≥ w(e) before adjustment and yz(e) ≥ w(e) − 2 afterward. If e / ∈ M is eligible then at least of one u, v is inV in (otherwise another blossom or augmenting path would have been formed), so yz(e) cannot be reduced. If e ∈ M then it must be eligible, so u ∈V in and v ∈V out and yz(e) is unchanged. Now suppose u, but not v, is inV in ∪V out . If e / ∈ M is eligible then u ∈V in and yz(e) will increase. If it is ineligible, yz(e) ≥ w(e) − 1 before adjustment and yz(e) ≥ w(e) − 2 afterward. If e ∈ M then it must be ineligible, so u ∈V in , yz(e) ≤ w(e) − 1 before adjustment and yz(e) ≤ w(e) afterward.
The main procedure
Now we are ready to describe the main procedure of our algorithm. The difficult part for scaling algorithms in general graphs is how to treat blossoms of previous scale. In this algorithm, we dissolve all blossoms immediately when coming to a new scale. However, we treat blossoms differently by their sizes. For "large" blossoms, we bound their z-values so the total violation of Property 1 is only O(n). For "small" blossoms, we can run the Edmonds' search inside them first. The large and small blossoms are defined as: Definition 3.8. We say a blossom B is "large" if its number of vertices n(B) > √ n, otherwise, it is "small".
To deal with the "remaining" free vertices after each scale, we make it matched by adding an artificial edge and an artificial vertex. Note that artificial edges and vertices cannot be in blossoms.
Let w , y , z , M , Ω be the edge weights, y-value,z-value, the matching and blossom set in the previous scale. In the first scale, w , y , z = 0 and M , Ω = ∅. We can see they satisfy Property 1. Note that z is a function both on Ω and Ω .
• For scales i = 1, · · · , log((n + 1)N ) , run the following steps.
-Initialization If i = 1, G 1 ← G with y = 0, otherwise G i ← G i−1 . Note that we will keep the artificial edges and vertices of G i−1 , so that we can use the perfect matching M in G -Perfection After Y reaches −2 √ n , for each free vertex u that are not artificial, we add an artificial vertex v with y(v) = 2 √ n and an artificial edge (u, v) with w(u, v) = 0 in the graph G i . Make the artificial edge a matching edge, and also delete all artificial free vertices with their edges in G i . Then we get a perfect matching in the current graph G i .
• Finalization After the final scale, we erase all the artificial vertices and edges in the final graph G log((n+1)N ) to return to the original graph G, then run SearchT wo({v}) for every free vertex v (vertex previously matched with an artificial edge) until we get a perfect matching.
Correctness
During From Property 1 in the previous scale, after Step 1 y-values are odd and z-values are multiples of 4, so y-values remains odd after Step 2. Since initially w(e) is even, w(e) remains even in the whole procedure.
We can also easily obtain the basic observation:
After the largest y-value of free vertices decreases to zero, all free vertices will have the same y-value Y .
Every call of SearchOne or SearchT wo maintains the properties that free vertices in F have the same y-value, and all edge weights are even. Thus Lemma 3.6 and Lemma 3.7 apply. Proof. After Finalization, by Lemma 2.1, we can change the weight function to w(e) = 2w(e), so a maximum weight perfect matching M * for w will also be a MWPM forw. By Lemma 3.1, w(M ) ≥ w(M * ) − n, sow(M ) ≥w(M * ) − n/2. Since thew(e) are all multiples of (n + 1), w(M ) =w(M * ).
Running time
Next, we analyze the running time. In the SearchT wo steps with Y > 0, we only need to consider the edges within small blossoms of previous scale since other edges have non-positive weights. For each such small root blossom B , n(B ) ≤ √ n. If we only consider the SearchT wo procedure inside B , by Lemma 3.5, each augmenting path will take O(m(B ) + n(B ) log n(B )) time. We may also need to restart SearchT wo(F ) when new free vertices with smaller initial y-values comes into F , but this will only happen O(n(B )) times within one blossom B . Thus the time needed for SearchT wo inside B will be O((m(B ) + n(B ) log n(B ))n(B )). Thus, the total time for Y > 0 is O((m + n log n) √ n).
Lemma 3.12. The sum of z-values of large blossoms at the end of a scale is less than 4n.
Theorem 3.14. The running time for this algorithm is O((m + n log n) √ n log(nN )).
Proof. By Lemma 3.11, the time needed for Y > 0 in each scale is O((m + n log n) √ n). After Y = 0, since Y will only change by O( √ n), the weights of augmenting paths relative to the yz-values of Y = 0 will be O( √ n). By Lemma 3.4, each iteration of SearchOne takes O(m) time, so the time needed after Y = 0 in each scale is O(m √ n). Thus, the time will be O((m + n log n) √ n) in each scale. For the Finalization step, by Lemma 3.13, at most 6 √ n log((n + 1)N ) free vertices emerge after we remove artificial edges. Since we have changed the scales of weights for many times, we cannot bound the weight length of augmenting paths to O(m), so we cannot use SearchOne. By Lemma 3.5, every augmenting path needs O(m + n log n) time in SearchT wo, so the time needed is O((m + n log n) √ n log(nN )).
