Abstract-This paper presents a design method of easily testable AND-EXOR networks. It is an improvement of Reddy and SalujaReddy's methods, and has the following features: 1) The network uses generalized Reed-Muller expressions (GRMs) instead of Positive Polarity Reed-Muller expressions (PPRMs). The average number of products for GRMs is less than half of that for PPRMs, and is less than that of sum-of-products expressions (SOPs). 2) The network consists of a literal part, an AND part, an EXOR part, and a check part.
INTRODUCTION
AND-EXOR based networks are easily testable [6] . Reddy showed that only four tests are required to test an EXOR cascade ( Fig. 1 ) [12] . He combined this idea with the positive polarity Reed-Muller expressions (PPRMs), and showed that only n + 4 tests are required to test AND-EXOR realizations, where n is the number of the input variables (Fig. 2) . Although these represent a small number of tests, networks based on his idea have the following problems: The first problem is that the network uses a cascade in the EXOR part. The propagation delay of the cascade tends to be large. In modern design, the speed of the network is vitally important, and cascades are unacceptable because of their slow speed. The second problem is an excessive amount of hardware. PPRMs usually require more products than other representations (see Tables 1  and 2 ). The third problem is that the tests cannot detect multiplefaults.
In this paper, we present an improved network that is easily testable. Its features are:
1) The network consists of a literal part, an AND part, an EXOR part, and a check part (Fig. 3 ).
2) The EXOR part can be a tree instead of a cascade. Thus, the network is faster.
3) The network uses generalized Reed-Muller expressions (GRMs) instead of Positive Polarity Reed-Muller expressions (PPRMs). The number of products for GRMs is, on the average, less than half of that for PPRMs, and is less than that of sum-of-products expressions (SOPs) (see Tables 1  and 2 ).
4) The test detects multiple stuck-at-faults under the assumption that the faults occur in at most one part, either the literal part, the AND part, the EXOR part, or the check part. 
and
where
, and f 2 = f 0 ≈ f 1 .
PPRM (Positive Polarity Reed-Muller Expression)
Equations (1), (2) , and (3) are called the Shannon expansion, the positive Davio expansion, and the negative Davio expansion, respectively. In particular, if we apply (2) recursively to a function f, then we can represent it as follows:
Equation (4) 
GRM (Generalized Reed-Muller Expression)
In (4), if we can freely choose the polarity for each literal, then we have a generalized Reed-Muller expression (GRM). A GRM is also called a canonical restricted mixed polarity form (CRMP) [1] . Note that some authors use GRMs to represent other classes of expressions [7] . There are 2 literal in (4), there are two ways to choose the polarity. For a given set of polarities of literals, there is a unique set of coefficients (a 0 , a 1 , º, a 12n ). Thus, a GRM is a canonical representation for a logic function. Recently, we have developed an exact minimization algorithm [20] and a simplification algorithm for GRMs [4] . The first one can minimize any functions up to five variables and some functions with six variables, and the second one quickly simplifies the GRM for the functions with more variables. Other algorithms have also been developed [1] .
ESOP (Exclusive or Sum-of-Products Expression)
Arbitrary product terms combined by EXORs is called an exclusive-or sum-of-products expression (ESOP). The ESOP is the most general AND-EXOR expression. EXMIN2 is a heuristic minimization algorithm for ESOPs, and obtains near minimal solutions in a reasonable computation time [18] . An exact minimization program is also available, but it is very time and memory consuming [19] . 
≈ is a FPRM, but not a PPRM (x 3 has negative literals). (Fig. 4) . Table 2 compares the number of functions requiring a given number of products in the minimum expressions for n = 4. Note that PPRMs require, on the average, 8.00 products to realize an arbitrary function, while GRMs require only 3.68 products. This table also shows that, on the average, GRMs require fewer products than SOPs. Table 1 shows the number of products to represent various functions. Table 3 shows the number of products to represent arithmetic functions [4] . GRMs efficiently realize arithmetic functions. Except for sym9, GRMs require fewer products than SOPs. ESOPs usually require fewer products than GRMs. 
Complexities of PPRMs, FPRMs, GRMs, and ESOPs

DEFINITION 4. The number of products in a minimum GRM for f is denoted by t (GRM : f). The largest number of products to realize function of n variables by a minimum GRM is denoted by t (GRM : n). The average number of products to realize n-variable functions by minimum GRMs is denoted by h (GRM : n). Similar notations are used for other classes of expressions.
LEMMA 3. The number of n-variable functions requiring t products in
PPRMs is 2
PROOF. An arbitrary function f can be represented as (4 PROOF. An arbitrary function of n variables can be written as (4) .
The average is # of functions requiring products
PROOF. An arbitrary n-variable function can be expanded as f = f 0 ≈ x n f 2 , where f 0 and f 2 are functions of (n -1) variables. Note that if F 0 and F 2 are GRMs, then
. Let ) n be the set of all the n-variable functions.
: :
: .
, when n ≥ 4.
PROOF. From Lemma 4, we have h(GRM
h(GRM : 4). From Table 2 , we have h(GRM : 4) = 3.68. Hence, the theorem. The above corollary shows that GRMs require, on the average, at most half of the products required for PPRMs.
EASILY TESTABLE REALIZATION FOR GRMS
Proposed Scheme
The proposed scheme consists of four parts: the literal part, the AND part, the EXOR part, and the check part, as shown in Fig. 3 . The literal part has a control input c. During the normal operation, the control input c is set to one, and the literal part produces the positive (x i ) and the negative ( ) x i literals. During the test for the AND part, c is set to zero, and all the literal lines produce positive literals. The AND part consists of AND gates. In order to make the argument simple, we will use an AND gate even if it has only one input. Such an AND gate can be deleted without changing the function. The check part consists of two AND gates and two OR gates with extra observable outputs. This part is used to test the literal part. The EXOR part realizes a parity function. We can use EXOR tree for high speed operation. We assume that "only permanent stuck-at-0 (s-a-0) or stuck-at-1 (s-a-1) faults occur in at most one part: either the literal part, the AND part, the EXOR part, or the check part. Multiple-faults may occur in each part."
Test for the EXOR Part
We will start with the test of the EXOR part, since this is the most important feature of the method. Although various test methods are known for the linear (EXOR only) networks [8] , [22] , most of them are inapplicable to our scheme. In this paper, we adopt Fujiwara's fault assumption [5] in the EXOR part: The faults change the function into a different linear function. This assumption is valid if the EXOR part is realized with EXOR gates, and only stuck-at-faults occur, in the inputs or the outputs. THEOREM 4 [5] . For an EXOR network realizing a parity function f = x 1 ≈ x 2 ≈ ≈ x s , {a 0 , a 1 , º, a s } is a test, where
. Although Fujiwara's method is simple, it is not directly applicable to our scheme. For example, consider the network shown in Fig. 5 . We cannot apply such inputs to the EXOR part, since AND gates exist between the input terminals and the EXOR part. From here, we will extend Fujiwara's result. Before going to the theorem, it is convenient to introduce the terminologies and properties of binary matrices by using simple examples. 
where I is a unit matrix and M 2 1 -is called the inverse of M 2 .
Here, multiplication is AND and addition is mod-2. A matrix A is nonsingular iff the row (column) vectors are linearly independent. The determinant of a nonsingular matrix A is nonzero iff A has the inverse. 
This implies that we can identify all the coefficients {c 1 , c 2 , º, c s } by the test {a 1 , a 2 , º, a s }.
Thus, the test for the EXOR part need not be the unit vectors. The set of s vectors that are linearly independent can be used for the test. The next problem is how to find such a set of vectors. Before showing the main theorem, we need to prove two lemmas. 
is nonsingular. K -that makes the equation
true. Let t k be the nonzero with maximum k. Thus,
Since k is the maximum, the kth bit in L(k) is one and the corresponding bits in L(1), L(2), º, and L(k -1) are all zeros. However, this contradicts (5). Thus, we can conclude that L(1), L(2), º, and L(2 n -1) are linearly independent.
EXAMPLE 4. For n = 3, the vectors L(k) (k = This is a triangular matrix whose diagonal elements are all ones. Thus, its determinant is 1, and A is nonsingular.
LEMMA 6. The matrix that is obtained by recursively deleting the kth row and kth column from the matrix A defined in Lemma 5 is nonsingular.
PROOF. As shown in Example 4, the matrix A defined in Lemma 5 is a triangular matrix. The matrix A 1 which can be obtained by deleting the kth row and kth column from A is also triangular and its diagonal elements are all ones. Thus, the determinant of A 1 is nonzero. Therefore, A 1 is nonsingular. 
THEOREM 6. In an AND-EXOR network realizing a PPRM of n variables, for each product p i
. 
Test for the AND Part
We will use Saluja-Reddy's theorem to test the AND part [13] . The proof can be found in [13] . In order to test the AND part, the control input is set to zero. This will make the network realize a PPRM instead of the given GRM. When the literal part and the EXOR part are fault free, we can test the AND part by using Theorem 7.
Test for the Literal Part
To test the literal part, we use two pairs of extra AND and OR gates, and four extra observable outputs, as shown in Fig. 3 
Test for the Check Part
To test the s-a-1 fault in an input line of the extra AND gates, set it to 0, and set other lines to 1. To test the s-a-0 fault in the AND gates, set all the inputs to 1. To test the s-a-0 fault in an input of the OR gates, set it to 1, and set other inputs to 0. To test the s-a-1 fault in the OR gates, set all the inputs to 0.
Size of the Test
In this part, we will consider the total number of the tests for Fig. 3 .
1) Test for the EXOR part:
s + 1, where s is the number of products in GRM. 2) Test for the AND part:
where r = Îlog 2 2t˚ , and t is the number of multiple faults to consider. 3) Test for the literal part: 3. 4) Test for the check part: 2n + 2.
Because n identical tests appear both in 2 and 4, one identical test appears in 1, 3, and 4, also in 2 and 4, and some of the other tests may be identical, the total number of tests is at most shown in Fig. 6 .
1) Test for the EXOR part.
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