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INTRODUCTION 
1. This paper deals with linear elliptic second-order partial 
differential equations with bounded real-valued measurable coefficients. 
We emphasize that we are concerned with equations in nondivergence 
form and that no smoothness assumptions are made on the coefficients. 
For the sake of simplicity we consider leading terms only. Thus, we 
are concerned with equations of the form 
where the uik are real-valued functions in L”(P), ailz = u,~~ and the 
ellipticity condition 
(where p., M = positive constants), is satisfied, i.e., the (symmetric) 
matrix 44 = h(%+=l,. . .,l,l has its eigenvalues in some compact 
subset of 10, +a[, which is independent of X. 
We are mainly interested in Dirichlet problems, i.e., in solutions 
of (1) which are defined on a given open set G C Rfrl and assume 
prescribed values on the boundary 3G. 
2. Very satisfactory results (on existence and uniqueness of 
solutions of Dirichlet and other boundary value problems, on local 
properties of solutions, on local or global regularization, etc.) are known 
for linear elliptic second-order equations with measurable coefficients 
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in two variables (m = 2), the theory of which probably began with 
the works of Bers and Nirenberg [7] and Nirenberg [46, 471. In [46], 
a tool was introduced, which seems to be the key to such equations: 
the so-called Bernstein inequality. Indeed, the most important and 
typical results (i.e., the strongest a priori estimates of solutions) for 
elliptic equations in two variables with nonsmooth coefficients have 
been deduced by many authors from this inequality. We mention, 
for example, the following result (see [63]). If f is square-integrable 
in a sufficiently smooth two-dimensional domain G, then there exists 
exactly one solution ZL of Eq. (1) (m = 2), vanishing on the boundary 
and belonging to the Sobolev space w%J(G). As is well known, W’:p(G) 
is the coilection of all functions ZL EL@(G), endowed with L]‘(G)- 
derivatives up to the order r. 
Contributions to linear elliptic equations in two variables with 
measurable coefficients are in [6, 9, 10, 18, 20, 27, 31, 37, 38, 51, 52, 
58, 63, 65, 661. See also [30, 441. 
Unfortunately, the situation for elliptic second-order equations with 
nonsmooth coefficients in more than two variables (m 3 3) is completely 
different. 
Some results valid for m = 2 have been extended to the case m > 3, 
but only for a very special class of equations introduced by Cordes 
[15]. An equation of the form (I) is of the Cordes type if the eigen- 
values of the matrix (aik) are not too dispersed; more precisely, if 
As is easy to see, every elliptic equation in two variables is of the Cordes 
type, while in m > 3 variables, the Cordes condition is a special one. 
Equations of the Cordes type have been studied in [12-14, 21, 25, 
28, 32, 61, 641. In [64], the following result is proved. Under the hy- 
potheses (2) and (3), f or every f eL2(G), the Dirichlet problem for 
(I) with homogeneous boundary conditions has exactly one solution 2~ 
in lW2(G), provided that the boundary of G (is sufficiently smooth 
and) has mean curvature of constant sign. 
Simple arguments, based on counterexamples (see [64]) and on the 
closed graph theorem, show that, if m 3 3 and if the Cordes hypothesis 
(3) is dropped, the Dirichlet problem for (1) does not necessarily have 
solutions in W232(G), even if the ellipticity condition (2) is retained and 
the right-hand side f is in L2(G), the domain G and the boundary data 
being arbitrarily smooth. 
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The Sobolev space W2$2 is not suitable, then, for our consideration 
of (1) with m > 3, provided we wish to impose only the ellipticity 
hypothesis (2) with no additional assumptions on the coefficients. 
On the other hand, the inadequacy of an L2-theory is consistent 
with a more general situation. Roughly speaking, if a priori estimates 
of solutions belonging to some Sobolev space W2*p hold in terms of 
only the Lp-norm of the right-side f, the ellipticity constants p, M (2), 
and a suitable norm of the boundary data, then the exponent p cannot 
leave a certain range, depending on the ellipticity constants. Useful 
tools in the study of (among other things) a priori estimates depending 
on ellipticity constants only, are the maximizing-minimizing operators 
introduced in [54] and also considered by Miller [40, 431 and Oddson 
[48]. Thus, in [54], it is shown that an inequality of the form 
II 4 Lptcj < (const depending on CL, M only) llfll,,,, , (4) 
where G is a ball and u is a C?(G)-solution of (1) vanishing on the 
boundary, is impossible if l/p 3 l/m + (1 - (l/m))(p/M). In the 
same paper, it is proved that if G is a ball and m/2 < p < m, the 
maximum of a W2$p(G)-solution of (I) vanishing on the boundary 
cannot be estimated by the Lp(G) -norm off (without some smoothness 
assumptions on the coefficients) if the ellipticity constant ,LL is too small, 
i.e., if (p/M) < ((m/p) - l)/(m - 1). 
Some results seem to indicate that the Sobolev space W2,*, with 
p = m (the number of dimensions), is a somewhat privileged class 
for solutions of elliptic second-order equations with nonsmooth coef- 
ficients. In fact, Aleksandrov [2-51 and Pucci [49] prove that the 
maximum of solutions (with m-integrable second derivatives on an m- 
dimensional domain and verifying homogeneous Dirichlet boundary 
conditions) of any elliptic second-order equation with bounded mea- 
surable coefficients can be estimated by the Lm-norm of the right-hand 
side. More precisely, given a solution u of (1) (or even of a more general 
equation, where lower-order terms are added), which is in the class 
W2~” on some open bounded set G C R” and continuous up to and 
vanishing on the boundary, then 
TEy I +)I < (con4 llfllLm~G~ , (5) 
where the constant depends only on the ellipticity constants CL, M and 
the geometry of G. 
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The a priori inequality (5) b o viously yields uniqueness of solutions 
of class W2p” of Dirichlet problems for elliptic equations with mea- 
surable coefficients. As pointed out in [49], (5) contains a strong form 
of the maximum principle for solutions in W2sm. 
Formula (5) 1 a so implies the existence of something that should 
be called a Green’s function. In fact, via the Riesz theorem on the 
representation of bounded linear functionals on Lebesgue spaces, we 
easily infer from (5) that there exists a map g (at least one) from G x G 
into the reals such that g(x, .) E Lm’(G) for every fixed x (m’ = m/m - 1) 
and 
44 = -s, g(x, Y) f(Y) dY3 
where u is the (unique) solution of (1) in the class IW”(G) and vanishing 
on the boundary. The existence of such a g was also remarked by 
Krylov [29]. If the coefficients of Eq. (1) are smooth, then the g above 
is exactly the classical Green’s function. If the coefficients of (1) are 
merely measurable, we could expect the properties of g to differ sub- 
stantially from those of Green’s functions for smooth equations. This 
feeling is suggested by the work of Miller [39] on the Poisson kernel 
and his papers [40, 411, and that of Landis [33] on regular boundary 
points. 
Incidentally, the boundary behavior of solutions with Holder-con- 
tinuous Dirichlet boundary data of nonsmooth elliptic second-order 
equations is settled in [40, 531. 
As is well known, a priori estimates provide the principal tools for 
proving existence of solutions of partial differential equations. In other 
words, inequalities estimating a priori the most significant norms of the 
relevant solutions in terms of the data are needed. For instance, if we 
want to prove the existence of a solution to Eq. (I), belonging to some 
Sobolev class W2yp on a domain G and verifying some boundary condi- 
tions (e.g., Dirichlet conditions), we need an a priori inequality of the 
form 
where the constant does not depend on u or the smoothness of the 
coefficients. From our point of view, the constant is permitted to depend 
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on the coefficients aik through the ellipticity constants p, M (2) only. 
Formula (7) holds with p = 2 if the Cordes condition (3) is verified; 
in particular, (7) holds with p = 2 for every elliptic equation if m, 
the number of dimensions, is 2 (see [13, 14, 63, 641). On the other 
hand, there exist elliptic equations with discontinuous coefficients for 
which (7) holds for any 9. For instance, the equations with piecewise 
constant coefficients considered by Lorenzi [34]. We refer to [35, 361 
for an interesting example of an elliptic equation with discontinuous 
coefficients, such that (7) holds only for special values of p depending 
on the values of the ellipticity constants. 
Roughly speaking, the estimate (7) does not hold in general if the 
number of dimensions exceeds 2; an exponent p, such that (7) holds 
for every elliptic equation in m 3 3 variables does not exist. In other 
words for every p (1 < p < + co) and every m > 3, there exists 
an elliptic equation of the form (1) and (2), such that (7) does not hold. 
If 1 < p < m, an instance of such an equation is the one described 
in [54] in the discussion of the inequality (4). If p > m, an ad hoc 
example has been constructed by Uralt’seva [67]. 
3. The concluding remarks of the previous paragraph show 
essentially that no Sobolev space W 2+ contains all solutions of elliptic 
second-order equations with nonsmooth coefficients. 
This fact suggests that it would be worthwhile to consider wider 
classes of solutions than Sobolev spaces W2,p, e.g., classes of solutions 
unendowed with derivatives, but verifying elliptic differential equations 
in a suitable generalized sense. 
One of the aims of this paper is a tentative definition of such 
generalized solutions. Section 2 is devoted to this matter. In Section 3, 
we prove a maximum principle for these solutions. 
Dirichlet problems are considered in Section 4. We show that solutions 
(generalized or not) of Dirichlet problems can be approximated by 
means of solutions of certain integral equations. These integral equations 
are suggested by our definition of generalized solutions; they simulate 
(in some sense) the differential equation and can be actually solved 
by iterative procedures. As pointed out in Section 5, this treatment 
of Dirichlet’s problems resembles the classical Monte Carlo method 
for the Laplace equation. 
Section 1 has an introductory character and contains no decisive 
results: We explain our ideas in the case of the simplest elliptic equation, 
i.e., the Laplace equation. 
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1. INTRODUCTORY REMARKS, THE EQUATION du - hu = f IN R'" 
1 .l . In this section we prepare the way by remarking on equations 
of the form 
(E - X)u = f, 0.1) 
where E is the strong derivative at t = 0 of a function 0 < t + A(t), 
with values in the ring of bounded linear operators on a Banach space X, 
X is a real number and f is a given element in the range of E - A. The 
derivative E is defined as 
Eu = strong limit as t J. 0 of (A(t)u - A(O)u)/t (1.2) 
and the domain of E consists of all vectors ZL E X for which this limit 
exists. 
We suppose that A(0) = 1 (the identity operator), A(t) is nonexpansive 
for every t > 0, i.e., 
h is positive. 
We want to show the convergence of a type of finite-difference method, 
namely, that any solution u of (1.1) is the limit (as t approaches zero) 
of a solution v(t) of the equation obtained from (1 .l) by replacing E 
with the differential quotient (A(t) - 1)/t. More precisely, we show: 
(i) For every t > 0, there exists a unique solution v(t) of the 
equation 
((@(t) - I)‘t) - A) v(t) =f, (1.4) 
(ii) The estimate: j[ v(t)11 < (l/A) I/f ]I holds. 
(iii) v(t) converges strongly as t 4 0 to any solution u of Eq. (1.1). 
Thus, in particular, the operator E - h is one-to-one and ll(E - A)-If [I < 
(I/X) ]I f ]I for every f in the range of E - A. This remark will be useful 
later. 
In fact, 
((-4(t) - 1)/t) - h = -((l - At),,t)[l - (1 7 At)-1 A(t)], 
where I](1 + k-l A(t)11 < l/(1 + At) = a number strictly less than 1, 
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the inequality being an obvious consequence of (1.3). Then, the Inverse 
operator of ((A(t) - 1)/t) - h can be expanded in a Neumann series 
[ A(t) - 1 _ x -l = t I - * z. (1 + wn 4v (1.5) 
absolutely convergent in the uniform operator topology, and 
I![ 
A(t) - 1 _ h -l < 
t 1 /I + E (1 + /\t>-n = f . (1.6) n--O 
Thus, we have proved (i) and (ii). To prove (iii), we note that, as 
follows clearly from (1. I) and (1.4), the difference v(t) - u is a solution 
of the equation 
(((A(t) - 1)/t) - A)@(t) - u) = Eu - ((A(+ - u)/t). 
Applying the estimate (1.6), we get 
II W - u II < UP) II Eu - ((A(+ - u)/t)ll, 
where the right side tends to zero as t 4 0 by the definition (1.2) of E. 
The previous arguments become more transparent if we suppose 
that the family (A(t)jl>,, is a strongly continuous semigroup of con- 
tractions, i.e., 
(i) A(s + t) = A(s) A(t), A(0) = I ; 
(ii) II 4t>ll < 1; 
(iii) 11 &I(+ - u I/ -+ 0, for every u if t 4 0. 
For under this hypothesis, E, the infinitesimal generator of the 
semigroup, is a densely defined closed operator whose spectrum lies 
in the west half-plane and the resolvent operator (a - E)-l coincides 
in the east half-plane with the Laplace transform of the semigroup. 
In other words, Eq. (I .I), with a positive X, has a unique solution u 
for every f in the whole space X and 
s 
+m u=- ecAtA(t)f dt. 
0 
(1.7) 
Here, the vector-valued function 0 6 t -+ A(t)f is a strongly continuous 
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bounded solution (a strongly differentiable bounded solution, if f lies 
in the domain of E) of the evolution differential equation 
(@i/Lit) - E)* = 0, 
with f as its value at the initial point t = 0. 
On the other hand, the previous property (iii), concerning the con- 
vergence of v(t) to the solution u of (l.l), follows at once from the fact 
that v(t) behaves for t 4 0 like 
-t +f e-nAtA(nt)f, 
t)=” 
which is a Riemann sum associated with the integral in (1.7). As a 
matter of fact, the Neuman series (I .5) can be written as 
( 
44 - 1 _ A -l = _ 
t 1 + $y (1 + wn A(nt), R-O 
by the semigroup property. Then: 
11 -t +cm e-nAtA(nt)f - (1 + At) w(t) /I 
ll=O 
c 1) t go (-eenAt + (1 + At)-“) A(nt)fn 
< t IIf +cm ((1 + xt)-n - e-nAt) 
7&=0 
= lifll (t + (l/A) - (t/(1 - e-9) < t Ilfll. 
1.2. In this section, we consider some operator-valued functions 
whose derivative at a point is the Laplace operator 
A = Pjax,2 + ... + a2/ax,2. 
Here, we consider A as an unbounded operator acting in Lp(R”), with 
domain = FW~(R”); p is any number such that 1 < p < + co. 
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We introduce a measurable real-valued function v of a scalar variable 
r > 0 such that 
s 
+a; o v(y)* m--l dr = l/q,, = 17n/2)/(2nn’~2), 
y2cp(r)rn’-l dr = C < co, 
and consider the convolutions 
9% *f, 
whose kernels are as follows: 
l&x) = t-mAp(t-li2 1 N I), t>O (1.9) 
Also, we assume for convenience that 
Young’s inequality gives 
Moreover, a standard theorem on convolutions guarantees 
Ii 9)t vf -f lILDtRpnj + 0 as t&O 
for every f EP(P); so that the convolution operators D(P) 3 f -+ 
v1 *f EL”(P) are contractions (or nonexpansive operators) and con- 
verge strongly to the identity operator as t 4 0. 
We claim: 
(i) II vt *f-f IhRm) < Ct II of lIL,p(Rm) , for everyf in W2W”). 
Here, C is the constant in (1.8). 
(ii) if f ELP(R”) . IS such that (l/t) // qI *f - f JIL1)++ is bounded 
as t 4 0, then f is of class W2~~(Rm). 
(iii) if f is in W2~p(P), then (I /t)(~~ *f - f) tends in Lp(R”) to 
C Of as t $0, where C is the constant in (1.8). 
Just for the sake of completeness, we state the estimate 
(iv) II yt *f-f IILP(Rq < t1’2(8mC)1’2 II I Df ! lh~) , if f is in 
WyRm). 
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Incidentally, (i)-(iv) imply that the kernel (1.9), considered as an 
approximation in U(P) of the Dirac mass, is saturated exactly at 
the order I (on saturation theory, see, e.g., [59]). In fact, 1) P)~ *f -f llLB(Rm) 
tends to zero as t approaches zero iff ELP(P); it is O(t1/2) iff EFPP(P); 
and it is O(t) iff E WQ(P). On the other hand, if Ij yt *f-f IILP(Rm) = 
o(t) as t 4 0 for some f ELP(P), then (ii)-(iii) show that f is harmonic; 
hence, f SE 0 (see 162, Theorem 4.11). 
The properties (i)-(iii) mean exactly that the map: 
t + the convolution operator vt * if t>O 
--+ the identity operator if t=O 
(1.10) 
is a function with values in the ring of bounded linear operators in LP(R”), 
whose derivative at t = 0 is CA, a numerical multiple of the Laplacian. 
We emphasize again that A must be understood here as an unbounded 
operator in LP(Rm) with domain = W2>p(Rm). 
Note in particular, that if we choose 
dr) = (477- nz/Z exp(--r2j4), (1.11) 
the function (1.10) becomes a strongly continuous semigroup of con- 
tractions on Lp(R”), having A as infinitesimal generator. In fact, with 
the choice (1.1 l), the convolution 
(yt *f)(x) = JR’/(y) exp(- i x - y  z2,!4t)(dy/(4z-t)m/2) (1.12) 
can be written 
(93 *fY (0 = exd--t I 5 I”) (0 
for every function f in some dense subset of Ln(Rm), f E COm(Rm) say; 
here, A denotes the Fourier transformation: 
and exp(--t / [ 1”) is the Fourier transform of the kernel yl(x) = 
(4rt)-m/2 exp(- j x 12/4t). The formula following (I .12) plainly shows 
the semigroup property: 
Yt * bs * f> = P’tts * f  (t, s > 0). (1.13) 
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On the other hand, it is easy to see that property (iii) holds here with 
C = 1. Of course, these last remarks rephrase nothing more than 
classical properties of the Poisson integral for the heat equation. 
Proof of(i) and (ii). These properties follow at once from the formula 
vt*f-f= c~~,*(m (1.14) 
where f is any function in W2~p(Rm), y1 is as before, C is the constant 
in (1.8), and 
y5t(X) = t-+yyt-l~2 1 x I), 
#(Y) = & s,ig y2-; I;-” v(s) s*-l ds. 
(1.15) 
Note that 
#(y) b 0, %z I 
+,= C)(Y) 7-l dr = 1; (1.16) 
0 
the latter being a consequence of the straightforward formula 
%I s 
+m (cl(~) y-l dr = (c42mC) L+m r2p(r) ym-l dr. 
0 
Incidentally, an easy inspection of (1.15) shows that Z/J(Y) is a solution 
of the differential equation 
-C((4y)2 + ((m - l),‘y)(d/dy)) G(y) + v(y) = 0, 
with the behavior at the singular point r = 0: 
cm - 2) wmY-Tt/(Y) -+ 1 
Equivalently, #(I x [) is a solution of 
-C’A#(~ x I) + ~(1 x I) = Dirac mass, 
as one also can deduce from (1.14) (taking Fourier transforms, for 
instance). 
To prove (1.14), we can suppose f E C,“(Rm). By Green’s formulas, 
s ,+f(4 fLd4 - ~wfYf(O) 
zZm-l 
I ,z,<r ((I x 12+ - y2-Wm - 2)) 4(4 dx, 
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where HmB1 is the (m - 1)-dimensional measure. Multiplying both 
members of the previous equation by t-m/2v(t-1/2r), then, integrating 
over Y and making a change of the order of integrations, we obtain 
j-+” t-7”‘zq(t-1/2~) dr j._,j(x) H,&dx) 
0 
-f(O) co, SDtrn t-m12q(t-l/2r) r”-l dr 
- JRn df(x) dx .$I; ’ ” ‘;c2y2-‘” t-“/24-1/+) ym--l dy. - 
This equality reads 
or also, 
s Rmf(~) t-ml”v(t-l/z ’ x 1) dx -f(O) 
= Ct 
I Af(x) ,-mj2#(t-1/2 / x 1) dx, Rm 
The last formula is obviously equivalent to (1.14). 
Proof of (ii). Let f ED(P) be such that 
=$llt) ‘1 vt *f -fi’L”,Rm) = A < Go 
and let fe = Jc *f, be the convolution of f with a mollifier (that is: 
JE(x) = E-~/~J(E-~/~x), J E Com(Rm), J > 0, J J(x) dx = 1). The func- 
tion fc is in C”(IP) and converges to f in L*(P) as E j, 0. Moreover, by 
Young’s inequality: 11 vt *fE -fe hP(Rm) = 11 JE * (?t *f-f h.P(Rm) < 
II R *f -flhRm) and so 
(lh) /I % *f6 -fC IIL’(Rm) < A for every t > 0. 
We let t 4 0 in this inequality and obtain in virtue of property (iii), 
since fc is smooth, 
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Such an estimate implies that 
it Welaxi axj lip.” < const independent of E. 
For one has 
a2ul&, 84 = -R,R?Au, (1.18a) 
as can be seen readily by using Fourier transforms, and 
I1 Ku IIL”(Rm) < (const depending on p only) II u lILD~R~,~~ , (1.18b) 
owing to a theorem of Calderon and Zygmund. Here, u is any smooth 
function and Ri are the Riesz operators (see [60]) 
R&x) = principal value of ,-(nz+r)/2 r (q-J-) lRrn , ;:;:,,+, f(Y) dY, 
that is, the singular integrals whose symbols are 
-(-1)“” &/I t I. 
By a theorem on Sobolev spaces, a function f, which is approximated 
in Lp(Rm) by a family of smooth functions fc such that all the second 
derivatives azf/axi axj are uniformly bounded in LP(Rm), is actually 
in W2~p(Rm). 
The proof of assertions (i)-(iii) is now complete. 
1.3. In this section, we describe a procedure for approximating 
a solution of the equation 
Au - Xu = f, (1.21) 
where X is a positive number and f is any given function in L*)(R"). 
Here, 1 < p < + co. 
This procedure is based on the results of the previous sections. 
We consider the solution u of (1.21) belonging to the Sobolev space 
W2,p(Rm). As is well known, this solution exists (and is unique) whenever 
f is in Lp(R") and the formula 
(1.22) 
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holds, where K is the fundamental solution of the operator A - A. 
K is defined by 
I?([) 7: -l/Q + I t ~“), (1.23) 
R being the Fourier transform of K; or 
where 
(1.24) 
(1.25) 
is the modified Bessel function of the second kind of order (m/2) - 1. 
The procedure we have in mind is explained in the following asser- 
tions, which result easily from the content of the previous subsections. 
(i) for every t > 0, there exists a unique solution u(t, .) ED(P) 
of the integral equation 
1 
-I Ct f-'n/zF(t-l!? I x - 3' 1) zft, y) dy - v(t, x)] - Xv(t, x) = f(x). (1.26) - p 
Here, q, R ,..., etc., are as in Section 1.2 (in particular, C is the value 
of the integral (w,,/2m) Jim ?~‘(r)v’+~ &). 
(ii) I/ 744 *)IILnw) < (l/h) IlfllL~~(Rm) for every t > 0. 
(iii) rft, .) converges strongly in L*‘(P) as t 4 0 to the solution 
u E Wz.p(Rm) of the equation AU - AU = f. In fact, we have 
! I  v(f, *) - u lIL’(R”‘) -< (l/X) ! I  Au - ((qt * u - u)/Ct)(lL~(R,,>) . 
Equation (1.26) is an integral equation of the convolution type. 
Thus, assertion (i) can also be deduced from theorems of harmonic 
analysis. In fact, as is well known and easy to see (via a “continuous 
version” of Wiener’s theorem on absolutely convergent Fourier series), 
the spectrum of the convolution D(P) 3 f -+ K *f EL”(P), where K 
is any kernel in Ll(R”), is exactly the closure of the set of the values 
of K; thus, the integral equation K :. PC’ - ~21 = f has a unique solution 
9 E IP(R”) for every f EL”(lP) f i and only if p is neither zero nor 
a value of R. In our case, 
K -= yt , p = 1 + Ct, I qw)l < ~ R Ip&.g dx = 1 ; 1 m 
so that u cannot be zero or a value of I?. 
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In agreement with Section 1.1, the solution v(t, 0) of the integral 
equation (1.26) has the expansion 
[f+*..+(l +Cxt)-~(,,*...*,,)*f+,..] (1.27) 
(where (yt * *a* c ?J are n factors) absolutely convergent in the metric 
of D(P). In the case where v has the Gaussian form (I .l l), C = I 
and the right side of (1.27) becomes 
-(t/(1 + w)[J+ .‘. + (1 + wn %lt *f + *..I 
by the semigroup property (1.13). Th en, assertion (iii) follows from 
the fact (already remarked) that the sum of such a series converges 
in D(P) as t 4 0 to the limit of 
-t(f + ... + e-Antp,t *f + ...). 
The latter limit clearly is the function 
- s +m edAt(vt *f)(x) dt 0 
=-.I 
+W 
e-At dt 
s (4~t)-‘+ exd-I x -y 12/4t)f(y) dy, 0 Rm 
i.e., the function 
i K(x -Y) f(Y) dY, 
Rm 
where K is the fundamental solution (1.24)-( 1.25). 
The assertion (iii) can be strengthened. Assume that the weight F 
has some smoothness and decays rapidly at infinity. (Assume, e.g., 
v E Co@w, +w and v(r) = 1 for every Y in a neighborhood of the 
origin, although a less crude assumption would suffice.) Then, 
= v(t, .) minus the first term in the Neumann expansion (1.27) be- 
longs to P(P) and converges to u in the metric of W2,p(R”) as 
t J 0. 
PARTIAL DIFFERENTIAL EQUATIONS 63 
As an easy consequence, if we refine slightly our procedure, replacing 
j in (1.26) with a mollified Jt * j, then the new v(t, a) is actually in 
Ccc(P) and does converge to u in W+“(P) as t 4 0. This follows 
essentially from the obvious fact that tJ1 *j goes to zero in IVQ(RnL) 
as t 4 0, whenever j is P(P). H ere, It(x) = t-“i/zJ(t-lk) and J is a 
nonnegative infinitely differential compactly supported function. 
For the proof of the above assertion, it is sufficient to show that 
w(t, .) = z’(f, .) + (Cq(1 ‘. Chf))f - pf -T. 21 (1.28) 
is in Ca(IPL) and that 
:/ dzu(f, &p) - 0 if t 4 0. (1.29) 
For, under the present hypotheses on the smoothness of y, the kernel 
yt is a mollifier, so v1 * u is in Cm(Rm) and converges to u in W*J’(P) 
if t 4 0, since u E W2~p(Am). On the other hand, the convergence in 
P(P) of dw(t, a) to zero implies the convergence to zero in D(P) 
of all the second derivatives of w(t, *) (see (1.18)). 
From Eqs. (1.26) and j = AZL - XU, we infer that w(t, .) verifies 
the integral equation 
ppf * zo(t, .) - w(t, .) = Ct$q *g(f, .), (1.30) 
where 
g(t, .) == Au - (l/Ct)(yJt :c IL - 21) + X(u(t, .) - u) 
-; (Cf/(l i CAt))(f i Xu(t, .)), 
+ ~1 Au - (1’Ct)(,, * u - U)IILP(R”‘) - 0 if f $0, (1.31) 
the inequality being a consequence of the estimates of F. 
The two terms ys J w(t, s), yt *g(t, e), appearing in (1.30), are in 
C”(P), since both w(t, .) and g(t, .) are in D(P) and y’t is a mollifier. 
Hence, w(t, .) E C”(W), for Eq. (1.30) expresses it as a difference of 
infinitely differentiable functions. 
Taking derivatives, we get from (I .30) 
Tf * dw(t, .) - dw(f, .) = Ct(LlyJ * g(t, .), 
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Hence, taking Fourier transforms: 
hu(t, .) = M, *g(t, .), (1.32) 
where I’M, is the distribution whose Fourier transform is the function 
*e(f) = (Ct I E I”/(1 -q+(5))) @t(O (1.33) 
We shall show that M, is a function of the form 
M,(x) = t-“‘i2M(rlk), where iv E L’(R”). 
With (1.34), we deduce, via Young’s inequality, that 
(1.34) 
~’ AZ, * g(t, ‘);&(,#)‘) :; (const independent of f) 1~ g(t, .)/~LPtR,,zj . 
Hence, we obtain (1.29), taking into account (1.31) and (1.32). 
Actually, M is a function belonging to the space Y of Schwarz, 
i.e., M is in C”(P) and decays at infinity together with all its derivatives 
faster then any power of 1 x /. 
In fact, :Qt(f) = C(t1i2 [ f :)” @(t1j2 1 [ i)/(l - @(tlia [ [ I)), or 
ifi = (C I 5 I”/(1 - @(I E I))) @(! E i), 
where @~(tl’~ j [ 1) is the Fourier transform of vl(x) = t-“‘/2y(t-1/2 j x I), 
namely, 
D(Y) :: (27~)““1~ i,+= (YS)~-~~~~~ Jtm,2j-1(~s) p(s) s-l ds, 
by Bochner’s formula on the Fourier transform of spherically sym- 
metric functions. From the inequality 
‘(~/2)-~ j,,(r)i < 1 lT(x T I) 
(X > -& 1’ real, the equality holds only if Y = 0) and condition (1.8), 
we get 
/ Q(Y)1 < (277 W;‘r(4)) .f+” ?(s) ~-1 ds = Q(O) = 1 if y > 0. 
0 
From the powers series expansion for Bessel functions and condition 
(1.8), again, we have 
s 
i-m 
s2n&) Sn~+l &. ,- . ., 
o 
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the series being convergent for every Y, since v has compact support. 
Thus, the ratio CY~@(Y)/(~ - Q(Y)) is an analytic even function every- 
where regular. Moreover, it decays at infinity together with all its 
derivatives faster than any power of Y, since @ has a similar property, 
due to the smoothness of ~JZJ. The proof is complete. 
2. GENERALIZED ELLIPTIC DIFFERENTIAL OPERATORS 
2.1. The subject of the present section is closely related to 
mean value theorems for solutions of partial differential equations. 
Here, we give a brief account of some of these theorems and we indicate 
the connection between them and a notion, to be developed in the 
following subsections, of generalized solution. 
As is well known, a harmonic function ~1 on a domain G C Rltl is a 
continuous function u such that: 
with center at x and radius I (2.1) 
for every x E G and every T < distance (x, iiG). If u is a twice con- 
tinuously differentiable function (not necessarily harmonic), the deviation 
of U(X) from the mean of u on a ball with center at x is an average on 
the same ball of the Laplacian du: This is a particular case of formula 
(1.14). A4s a consequence, we have the rule 
u(y) dj - zl(x)] --f (1 ;2(nz + 2)) Ju(s), if F j, 0. 
(2.2) 
Formula (2.2), which is a theorem for twice continuously differentiable 
functions, suggests a device for defining a generalized Laplacian of 
nondifferentiable functions. For instance, if u and f are merely con- 
tinuous functions, one can say that du is equal to f in a generalized 
sense if the quantity at the left of (2.2) tends tof(x)/2(m + 2) as I’ J 0. 
This is essentially the point of view of Sato [56, 571. We note that this 
definition has the advantage, among others, of preserving apparently 
the classical maximum principle for the Poisson equation. 
A characterization of solutions of constant coefficient partial dif- 
ferential equations with the help of mean value properties, generalizing 
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the aforesaid characterization of harmonic functions, was considered 
by Flatto [19] and Friedman and Littman [22], who proved the following. 
Let p be a nonnegative Bore1 measure with total mass = 1, such that 
K = spt p, the support of p, is contained in the unit sphere of Rm 
and not contained in any hyperplane. If zc is a continuous function 
on some open set G C Rm having the mean value property 
for every x E G and every positive r < distance (x, aG), then u is in 
C”(G) and satisfies the system 
c Aj,...i 
a’% =o m (n = 1, 2,...), 
i,f.. .+i,=n 
axi+ a.yim 
m  
where the coefficients are the moments 
A+., = J x2 ..* x> &ix). 
K 
Conversely, every infinitely differentiable solution of the last system 
of differential equations has the aforesaid mean value property. 
As far as elliptic equations of the second order with nonconstant 
coefficients are concerned, mean value theorems are known especially 
in the case of equations in divergence form (formally self-adjoint 
equations), a case out of the scope of this paper. For an elliptic operator 
of the form 
E = C aik(~) a2pXj ax,, 
i,L=l 
where the coefficients are supposed merely measurable and bounded 
and the matrix a(x) = (Q(X)) y s mmetric and positive definite, Fulks 
[23] proved 
Wm) .c,j=, 
u(x + Yu(x)""y) f&&y) - U(X) 
= (r2/2m) Eu(x) + o(u2), (2.4) 
u being any twice continuously differentiable function. Here, a(~)~/~ 
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denotes the positive square root of the matrix U(X) and Ht,L--l the 
(m - I)-dimensional measure. 
Formula (2.4) can be transformed into a more convenient one. 
Multiplying both sides of (2.4) by mrm--l and integrating with respect 
to r, we obtain (after an obvious change of variables in the m-fold 
repeated integral) 
(1 Weas 6(x, ~1) S,,, r) u(y) dy - U(X) = (42(m 7 2)) l%(x) + o(G), (2.5) 
where 8(x, Y) is the ellipsoid 
cf(x, Y) == {y E Rn’: (u(x-’ (y - x),-y - x) < Y”;, 
with center at x and axes on the eigenvectors of the matrix U(X) and 
meas &(x, Y) = (w,/m) rrjZ (det a(x))‘/‘. 
In the derivation of (2.9, we have used the rule 1 a(~)‘/~( I2 = (a(x)f, Q; 
where E is any vector in R”, a(~)l/~f is the product of the matrix u(x)l12 
by the vector E, (a(+, f) = CT,=l Q.(X) 4A ,... . 
Note that the boundaries 38(x, Y) of the ellipsoids (2.6) are the level 
surfaces of the Levi function 
L(x, y) = (l/(m - 2) w,)(det a(x))-‘/” (Q(X)-’ (y - x), y - .w)~~“‘~‘, 
the fundamental solution of the constant coefficient elliptic operator 
~~k=l~&) a2py, ay, * 
Clearly, formula (2.5), which (following Fulks) can be called an 
approximate mean value theorem, is a generalization of (2.2). We 
make the following observations on such a formula, which is a typical 
instance of a more general situation discussed in the sequel. 
(i) We have 
J%(X) = 2(” + 2) lf$(l/r”) [-U(X) + (l;meas d(~, Y)) J 
Bfx,r) 
44 do], (2.7) 
where E is the elliptic operator (2.3), 8(x, Y) is the set defined by (2.6). 
Equation (2.7) holds for twice continuously differentiable functions U, 
or even (as could be proved) for locally integrable functions u with 
locally integrable second derivatives. In the latter case, the limit in 
(2.7) must be taken in a suitable metric. The rule (2.7) gives a repre- 
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sentation of the differential operator E, which does not depend on the 
coordinate system in R”. 
(ii) We can define the action of the differential operator E on 
functions unendowed with second derivatives; i.e., we can define 
(without requiring any smoothness of the coefficients of E) a class of 
generalized solutions of the equation Eu = f. In other words, the rule 
(2.7) gives a method of introducing an extension of the formal dif- 
ferential expression (2.3): The domain of such an extension will be 
the collection of all functions u (belonging to some suitable ground 
space) for which the right-hand side of (2.7) exists (the limit being 
taken in the relevant metric); the value of E on every u lying in this 
domain will be given by (2.7). 
Notice that the procedure just described is not very different from 
the definition of generalized elliptic operators considered by Giraud 
(see [44, par. 251). G iraud uses in place of (2.7) the formula 
Eu(r) == lim nl IT;1 7~‘; [u(X + Y(hk(x))l12 ek(x)) I-10 y2 
I j u(s - Y(X~(*T))~I~ ek(x))] - u(x)!, 
which can be considered a discrete version of (2.7). Here, e,(x),..., e,),(x) 
is an orthonormal set of eigenvectors of the (symmetric) matrix a(~) 
and X,(X) is the (positive) eigenvalue associated with e,(x). 
2.2, Here, we describe a method of defining generalized solutions 
of elliptic second-order differential equations with measurable coef- 
ficients, following the ideas sketched in the previous subsection. 
Consider an elliptic operator of the form 
(2.10) 
We suppose that the coefficients are measurable and bounded and that 
the ellipticity condition 
p f Ei” < 
i=l 
i.gl Q.(X) titk < M 2 &” for every 3 and E, 
i=l 
0 < p = const < M = const. (2.11) 
holds. Let P be a measurable function defined in Rm x RnL, such that 
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(i) P(x, 5) > 0 for all x and 5. 
(ii) JRm P(x, 6) df = 1 for all x. 
(iii) The first moments vanish, i.e., JR,& P(x, 5) tr, d< = 0 for 
k = 1, 2,..., m and for every x. This condition is automatically verified 
if P is an even function of 5. 
(iv) A constant C exists such that JR,,’ P(x, f) tit,; dt = 2Cail,(x) 
(i, k = 1, 2 ,..., m). 
(v) JRqn (1 + / E i”)[ess supx:ER,n P(x, r)] dt < +co, a condition 
that guarantees the uniform convergence of the integrals appearing 
in (ii)-( 
In Section 2.3, we give several examples of kernels verifying (i)-(v). 
Let 0 < t + A(t) be the operator valued function defined by 
A(0) = the identity operator, and if t > 0, 
,4(t) u(x) = t-‘“1’ 
r 
P(x, (x - y):P’“) u(?‘) dy. (2.12) 
* R”” 
From (i) and (ii) we have 
[j A(+ I~LrcRmj < [, u I’LscR,T,J k= ess sup 1 24 i, (2.13) 
so that A(t) is a contraction on L”(P). 
On the other hand, it is easy to see that A(t) is a bounded operator 
in Ll(R”). In fact, 
where 
n(t) = ess sup t+/’ [ P(x, (x - v) ‘tl:?) &, (2.15a) 
?IER'" - R7" 
or what amounts to the same thing: 
n(t) = ess sup r PC? + tq, s$) ng. 
,,ER"~ "R"' 
Clearly, 
n(t) < [ [ess sup PC,, 41 d5 for all t > 0, 
'Rm XERm 
this estimate being a finite constant by virtue of (v). 
(2.1513) 
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By interpolation (or by an appropriate use of Holder’s inequality), 
A(t) is a bounded operator in D(P) (1 < p < + 00) and 
II A(t)u liLDcRznJ < n(YP 1: 24 lip(p) , (2.16) 
where n(t) is given by (2.15). 
Consider the derivative at t = 0 of the operator-valued function 
0 < t + A(t). Here, we think of A(t) as a bounded operator acting 
in D(P). We denote by C * E this derivative, C being the constant 
appearing in (iv); thus, E is defined in the following way. 
(i) The domain D(E) is the collection of all functions u in D(P) 
such that the differential quotient (A(t)u - u)/t has a limit in D(P) 
as t 4 0. 
(ii) For every u in D(E), Eu is the LP(IP)-limit of (A(t)u - u)/Ct 
for t j, 0. 
THEOREM 2.1. The operator E, dejined by (i) and (ii) above, is an 
extension of the diferential operator 
i,$l ai,i32j&i ax, : Lp(R*l) 3 W2-p(Rn’) -+ Lp(R”“). (2.18) 
In other words, D(E) I W2~n(RRm) and for every u E W2J’(Rm) Eu has the 
expression Eu = x$=, aik a2u18xi ax,< . 
The theorem holds for 1 < p < + a3. For us, W2*m(Rm) is the set 
of all bounded functions in C2(Rm) whose second derivatives are bounded 
and uniformly continuous. 
The proof is quite simple. Consider, for instance, the case 1 < 
p < + co and let u be any function in W2~P(Rm). 
From (2.12) we get, with an obvious change of variables, 
A(t) u(x) = JRrn P(x, 6) u(x - ,1&f) d(. 
On the other hand, Taylor’s formula reads 
4x + Y) = 44 + (W~,Y) + L2P2 U(X)Y,Y) + R(x,y)l Y 1’7 
s ! R(s, y)l TJ dx I bounded in y, R" +Oif [y I -+O. 
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We denote Du the gradient and D% the Hessian matrix of u, so that 
P44 Y> = 2 %&> Yi > uwX)Y~Y) = f %c&(4 YiYk ’ 
i=l i,E=1 
Hence, we obtain 
+ (@) f u,&x) s P(x, [) Ei6, d[ + (a remainder). 
i,h‘-1 Rm 
That is, recalling hypotheses (ii)- on the kernel P: 
A(t) U(X) - U(X) = Ct f CZ+(X) z+~(x) + (a remainder) 
i,k=l 
The remainder term is 
which can be estimated using the Holder inequality by 
t ( jRnL P@, 0 I t I2 d5)1-(1’p) (j
Rm 
f’(x, 5) I t I2 I R(x, t1’2t)lp d5)l” 
=t (I Rm 1 R(x, t1i2()lp x (some integrable function N(t)) df)l’ll 
(cf. condition (v) on P). Thus, 
/I the remainder IILD(RmI < t 
is II R(*, wll,qp) Rm 
N(5) dt)l” 
= 4th if t j, 0, 
by the dominated convergence theorem. The proof is complete. 
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Theorem 2.1 enables us to define a kind of generalized solution 
for elliptic equations. The question arises: Under what smoothness 
hypotheses on the coefficients will these generalized solutions actually 
be (in some sense) strong solutions ? The following theorem gives a 
simple answer. 
THEOREM 2.2. Suppose the coejicients ai,q(x) are twice continuously 
dzpeventiable with bounded umformly continuous second derivatives, the 
ellipticity condition (2.11) holding. Let us dejne the operator E as before; 
here the kernel P has to be choosen (as can be done; see Section 2.3) 
in such a way that 
(i) P(x, e) = Ofor all x if 1 f ( is large enough, 
(ii) the second derivatives of P with respect to x are uniformly 
continuous in Rm x R”. 
Then, D(E)(the domain of E) = FWp(R”); hence, E coincides with the 
differential operator (2.18). Here, I < p < + 00. 
A proof of this theorem is based on the following lemmas, the first 
of which is well known (see [44, par. 371). 
LEMMA 2.3. Suppose that the coeficients ail,.(x) aye unzformly con- 
tinuous and that the ellipticity condition (2.11) holds. Then, ;f 1 < 
p<+m: 
I! u II W2,nCRmj ,< (const independent of u) 
for every “test” function u. 
For a quick proof of this lemma see [ll]. 
LEMMA 2.4. Suppose that the matrix (a&x)) has nonnegative eigen- 
values, that aiIG E C2(Rm), and that 
f  a%,,(~)/a.~, a+ Z$ B = const. 
i,k=l 
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Then, if 1 < p < + a and X is any number greater than B/p, the 
inequalities 
L”(R’“) 
and 
hold fey every “test” function u. Here, p’ = p/( p - 1). 
The first inequality of Lemma 2.4 is easily proved in the case p 3 2 
by integrations by parts, the second can be proved by similar devices 
in the case 1 < p < 2; the proof in the other cases requires a duality 
argument. For the sake of brevity we omit the details. 
LEMMA 2.5. The hypotheses on the a&x) and on the kernel P are 
as in Theorem 2.2. Then, the function n(t) dejined in (2.15) is dz$terentiable 
at t = 0, n(0) = 1, and 
(2.19) 
Later, we give a proof of Lemma 2.5. Here we sketch a proof of 
Theorem 2.2. 
The key of the argument is the following. If we shift E into E - (B/p), 
where B is defined by (2.19), then C(E - (B/p)) is the derivative at 
t = 0 of an operator-valued function whose values are contractions on 
P(P). Such an operator-valued function is 0 < t + n(t)-l/P A(t), 
where n(t) is given by (2.15). T o see this, we have only to remember 
the definition of E, Lemma 2.5 and to look at (2.16). Consequently, 
we can claim: the operator E - X (from D(E) into D(P)) is one-to-one 
for every X > B/p. See Section 1.1 for a proof. 
Now, let u be any function in D(E) and let ZI be the (unique) solution of 
v E W2~*(R’rg), $, aikurizk - XV = Eu - Au, 
where h is any fixed constant >B/p. The solution v exists by virtue 
of Lemmas 2.3 and 2.4. 
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Put u = v + w. Then, from Theorem 2.1, we infer 
w E D(E), Ew - Aw = 0. 
As E - h is one-to-one, w must be zero, hence, u = v E W2yp(Rm). 
Thus, we have proved D(E) Z W2+(Rm). The conclusion follows 
from Theorem 2.1. 
Proof of Lemma 2.5. It is apparent from (2.15b) that n(O) = 1. 
Taylor’s expansion of the function h -+ JRm P(x + A.$, f) df gives 
+i-igs,.& (x, 5) [Jr d[ + (a remainder) 
and the hypotheses made on P yield 
s Rm z (x, 0E, @ =0, 1 a" ____ (XT 5) 5&k dt = 2C & (x), Rm axi ax, I k 
the remainder = o(t) for t 4 0 uniformly in x. Hence, 
1 
t (IRm P(x + tl”t, 5) dt - 1) - C j, & (x) -+ o, ‘P h 
for t 4 0 ufiz~orrnZ~ in x. Consequently, 
(4 - 0 for t 4 0. 
2,3, Here, we give some examples of kernels verifying conditions 
(i)-(v) listed at the beginning of the previous subsection. 
In what follows, F indicates any real-valued function of a scalar 
variable Y 3 0, such that 
I 
+m 
q(r) y-l dr = l/urn , 
0 
(2.25) 
(%n/24 SoLm +(r) P-1 dr = C < co. 
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EXAMPLE 1. This example is suggested by generalizations of 
formula (2.7). 
P(x, f) = ~(1 a(x)-l12 E i)(det a(~))+‘~. (2.26) 
In this formula (and in the following ones), U(X) is the (symmetric) 
matrix (uik(4)i.k=1, . . ..A a(x)-l/z is the positive square root of U(X)-’ 
(= the inverse of u(x)); u(~)-l/~f is th e action of a(~)-~/~ on the vector t; 
and 1 a(~)-~/~( / = ((a(~)-~[, 4))“” is its length. 
Properties (i)-(iii) of P are quite obvious. To prove (iv), we note that 
jRrn d E I) titk &-‘ = jo+w y2&) y"r-ldy J;,, 1 ~i&ffWlW) 
= (q&n) ai, j+* Y2&) P-1 dY = 2C6$, . 
0 
Hence, if U is any m x m matrix: 
s Rn ~(1 a(~)-‘/~ 5 /)(det a(~))-~/? (C;t, 5) dt 
zzz 
s ~(1 4 I)([~(~)“” WWl5, 0 d5 R’” 
= 2C . trace of a(x) Uu(x)‘i2 
= 2C . trace of u(x)-‘in [u(x)U] u(x)l/% 
= 2C . trace of u(x)U. 
To verify condition (v), we add to (2.25) a slightly more stringent 
hypothesis on y. It is easy to see that (v) holds if 
s 
+m (1 + r2) sup{&) : r < s < KY; rni--l dr < co, 
0 
(2.27) 
where k = M/p is the ratio between the ellipticity constants (2.11). 
Note that (2.27) follows from (2.25) if q is decreasing; the same 
is true if 9 has bounded variation and 
s .i 
-tir 
o y I v’(r)l P-l dr < co, r3 I p’(r)! c--l dr < ~13. 
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EXAMPLE 2. 
7-M qn + 1 + (m/2)) 
f+, 0 = q 1 + (m/2)) qn + l/2) 2n 54 E i) 
x / 5 1--2Th -f (hi(LY) - n +yi12) ,g ~Ti7z:(-g qn. (2.28) 
i=l 
Here, 0 < Ar(3c) < h,(x) < **. < A,,,(X) are the eigenvalues of the 
matrix 44 = (aili(X))i,~=l,...,,n and u(x) = (Uili(X))i,fi=l,....,,~ is a* 
orthogonal matrix such that 
i 
J44 0 
ud 
U(x) a(x) t’(x)* = 
(where * = transposed). We assume that the normalization condition 
Fl aii(x) = !l X,(x) = m. 
holds. The number n is any positive integer; we can freely choose 
n large enough so that P 3 0, i.e., 
(42)/(n + (m/2)) < the ellipticity constant CL. 
In other words, we see that for a kernel of the form (2.28) to be 
positive, the degree n of the polynomial in the direction cosines fIJ f 1 
must be sufficiently large, depending on the smallest ellipticity constant. 
If n is fixed in advance, there exist elliptic differential operators for 
which kernels of the form (2.28) do not have constant sign. This situation 
has an analog in [45]. These authors consider the problem of approxi- 
mating a given second-order linear elliptic differential operatorby means of 
difference operators with positive coefficients. They prove that the 
difference scheme must be chosen depending on the ellipticity of the 
differential operator; i.e., a difference scheme that works for every 
elliptic differential operator does not exist. 
Properties (iii) and (v) of the kernel are obvious; (ii) and (iv) follow 
from the formulas 
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The 1ast:two formulas imply 
s 
P(x, u(x)* 5) ng = 1, 
R”’ 
r 
qx, U(X)” 0 tisr; a = 0 if i # k, 
- Rni 
= 2CA,(x) if i = K. 
EXAMPLE 3. 
where G is the map from Rm x { y E R”: 0 < j y j < I> into the 
(nonnegative) reals defined by the following rule. For every x, G(x, *) 
is the infinitely differentiable solution of the (constant coefficient) 
Dirichlet problem: 
the Dirac mass at y = 0, 
G(s,y) = 0 if jyl=l. 
(2.36) 
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The Dirac mass in (2.36) is the effect of the constant coefficient 
operator C Q(X) az/;iri 2yYk on its fundamental solution: 
(l/(m - 2) w,,)(det a(~))-~/~ (a(~)-‘y,y)l-(~l~) (if 1n 2 3)) 
(1/2rr)(det a(~))-~/” ln(a(r)-l y, y)-lj5 (if m = 2). 
In other words, G(x, y) = (the fundamental solution) + z(x, y), where 
U(X, *) is a smooth solution of: 
c ~ik(4(~24~Y, 2Yk)(X, Y) = 0. 
Or, G(x, y) = K(x; y, O), where K(x; y, z) is the Green’s function in 
the unit ball for the aforesaid operator. Note that the right-hand side 
of (2.35), apart from the factor -q,& 5 I), is the conormal derivative 
(at the boundary point </I t 1) of the solution of (2.36). 
As in the previous example, we normalize the coefficients in the 
following way: 
Property (v) of P is easy to check. Properties (i)-(iv) follow from 
Stoke’s theorem, which gives 
40) = - J,,,=, “(A 5 %kb) Yi g (x, y) H,&y) 
i,k=l 
where u is any smooth function. Then, (2.39), coupled with the maximum 
principle, easily shows (i), that is, the positiveness of P. In (2.39), 
replace 4~) by ~YY), multiply both members by q&r)F-r, and then 
integrate over Y. One obtains 
- %I Joie ‘dy) dy iv,<? $, a&> & (Y) G (~3 +) dy. (2.40) z 
Clearly, substituting U(Y) = 1 or u(y) = y% into (2.39), we obtain 
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properties (ii) and (iii). Substituting u(y) = yi yx: , into (2.40), we see 
that 
= 2Caik(x) 2~12 j<I G(x, y) dy, 
On the other hand, the choice U(Y) = 1 - ! y I’2 in (2.39) gives 
I ,!,,< 1 G&y) dy = 1,/2f Q(X) = l/&n, i=l 
by the normalization (2.38). Thus, property (iv) also is proved. 
As far as an explicit representation formula for G is concerned, 
we can make the following remarks. Simple changes of coordinates 
show that G can be computed by means of the Green’s function for 
the Laplace operator in an ellipsoid, namely, 
G(x, y) = K( U(x) a(~)-~/~ y; (X,(X))+‘~,..., (A,,l(x))-““), 
where U(X) is an orthogonal matrix such that U(X) U(X) U(X)* is diagonal 
and the &.(x) are the eigenvalues of u(x). K(x; y1 ,..., Y,,,) is the solution u 
of 
E1 (a2u/i?.~,~) = the Dirac mass at the origin (;n the ellipsoid f x1;‘3,‘~;’ < I), 
7r=l 
,IL 
u = 0, on the boundary c xk2/rk2 = 1 
k=l 
In two dimensions (m = 2), the expression of K can be deduced easily 
from Ghizzetti’s result [24]. The formula is 
where q = j(rl - Y~)/(Y~ + ya)ll/z and yei is related to x = x1 + ix, 
by the conformal map: 2x = (rl + y2) rei” + (yl - 1~~) e@/r. 
EXAMPLE 4. The kernels of the previous examples are of the form: 
(A radial function depending on the length 1 5 j only) x (a function 
607/19/r-6 
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depending on x and on the direction .$/I [ j only). All kernels of this 
form can be written as p)(] [ I) ;< ( an expansion in spherical harmonics 
evaluated at [/I t I). It 1s easy to see that the beginning of such expansion 
is determined uniquely by conditions (ii)-( while the remainder has 
the sole task of assuring positiveness. 
To be precise, the example we have in mind is: 
17 ,V(k,?d 
+ & ,gl bkj(x) @I E I) y!dt/i E 1)~ (2.45) 
where 9) is as before. We suppose again that the coefficients are 
normalized in the following way: 
g1 u&) = m. (2.46) 
The sequence { I’,j}j=l, ,,,,N(,L,,,,) is a complete orthonormal set of 
spherical harmonics of degree K; N(K, m) is the number of linearly 
independent spherical harmonics of degree k in m dimensions. We 
emphasize that the series in (2.45) starts with k = 3. Note that by 
virtue of (2.46) the second term in the right-hand side of (2.45) 
is a harmonic quadratic polynomial in [. 
The b,cj are real-valued measurable functions such that 
According to the well-known formula 
(2.47) 
(2.47) guarantees property (v). Note that we can choose b,, = 0 if 
and only if the beginning of the right-hand side of (2.45) is positive, 
a case that occurs if and only if the ellipticity constant TV > m/(m + 2). 
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Properties (ii)- f 11 o ow at once from the orthogonality between 
spherical harmonics of different degree; from the equation 
5itk = [tifk - (sik/m)(t12 + .” + twL2)1 + (6ik’vz) 
= a harmonic polynomial + a constant 
on the unit sphere E,” + ... + tn12 = I, 
and from the formulas 
Note that if P has the form (2.31), the operator A(t) (2.12) can be 
spht into the sum 
A(t) = [the convolution t-n’/“~(t-112 ;. I)*] + B(t) + R(t), 
where the first term is the operator associated with the Laplacian 
(see Section I .2) and 
Consequently, if 21 is a function in some W2~~(Rf1~), we can write 
(1 jCt)(A(t)u - zf) = (1 ;Cf)(t-“‘Rp(f-l/2 . I) :: If - Zf) -L (1 ,Ct) B(t)u 
and Theorem 2.1 shows that, as t 4 0, 
(i) the first term tends to Au in D(F), 
(ii) (1 /Ct) B(t) u + Ci,k=l t% - h) K+q. > 
(iii) (1 /Ct) I?(+, th e remainder containing the “arbitrary part” 
of P, tends to 0 in Lp(Rm). 
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3. ON THE MAXIMUM PRINCIPLE 
3.1. The maximum principle (in one of its forms) states that 
no real-valued nonconstant solution u of an uniformly elliptic equation 
of the form Eu =z C$=, Q.(X) z+.. = 0 has local extrema. 
This fact was proved a long time ago by E. Hopf (see [44]) in the 
case of twice continuously differentiable solutions. 
The maximum principle for solutions belonging to Sobolev spaces 
W2$” was proved by Aleksandrov [l] and in [49, 501 in the case p = m 
(= number of dimensions) and by Bony [S] in the case p > m. 
In this section, we prove the maximum principle for a class of solu- 
tions, related to the generalized solutions introduced in the previous 
section. 
The solutions we have in mind are in the class of the continuous 
functions u, defined on open sets G 2 Rm, such that Eu E L&,(G). 
In addition, they have to verify the following: 
(i) Assume u is differentiable (in the usual sense) at every point 
of G. Moreover, Du (the gradient of U, a map of G into Rm) has the 
following property, somewhat related to absolute continuity: DU maps 
subsets of G of Lebesgue measure zero into subsets of R” of measure 
zero. 
For a sufficiently smooth (locally integrable for instance, or even 
continuous) function u on an open set G, we write Eu E L:,,(G) to 
mean: Eu is actually a function in L&,(G), which is related to u by a 
special procedure. The latter point is essential, of course. More precisely, 
we mean: u can be related to some function in L&,.(G), which we call 
Eu, by the rule 
s 1 Eu(x) - (l/Ct)(A(t) U(X) - U(X))1 d.Y 4 0 0 4 0) 
K 
for every compact set KC G. 
Here, the average A(t) and its kernel P(x, f) are defined as in Sec- 
tion 2.1 and in addition, 
support of P(x, ) C some compact set independent of X, (3.2) 
a condition guaranteeing that for every compact set KC G, the average 
A(t) U(X) is well defined at almost every point x E K for any sufficiently 
small t. 
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The condition on Du stated in (i) is reported by Radb and 
Reichelderfer [55, Section IV. 1.41 as condition (N), in connection with 
continuous mappings of R” into itself. Note that (i) is certainly true 
if u is in W2gp(G) for some p > m. For, u E W2,p(G) and p > m imply 
that u is continuously differentiable (perhaps after a correction on 
a set of measure zero; as a matter of a fact u has Holder continuous 
first derivatives). On the other hand, det D%(x), the Hessian deter- 
minant (= the Jacobian of Du) is absolutely integrable on sets M C G 
of finite measure and the formula 
IM 1 det D2u(x)I dx = 1 card{x E M : Du(x) = y} dy > meas Du(M). 
- Du(M) 
holds. For another proof, see [8]. 
Assumption (i) can be relaxed. Indeed, we can assume in place 
of (i) the following. 
(ii) For every set MC G such that meas M = 0, the sets 
,‘;‘, {h E Rm : 6% _ 1’ - x) f u(x) > u(y) for every y E Gj 
and 
zg {h E RI” : (I, I ~3 - x) + u(x) < u(y) for every y E G) 
have measure zero. 
It is quite clear that (i) implies (ii). Aleksandrov [I, V] proved that 
(ii) is true if u E W2s”(G). 
THEOREM 3.1. Let u be a real-valued continuous function, which is a 
solution of a homogeneous uniformly elliptic equation Eu = 0, with leading 
terms only and bounded measurable coeficients. Here, Eu is to be taken 
in the sense (3.1) pl ex ained before. Suppose further, that u has one of 
the previous properties (i) or (ii). Then, u has no local strict extrema, 
unless u is constant. 
We sketch the idea of the proof. To avoid technical difficulties, 
let us refer to the simpler hypothesis (i), since the proof under the 
more sophisticated hypothesis (ii) goes almost along the same lines. 
Suppose, if possible, that u reaches a strict maximum at a point 
a E G. Then, the function v(x) = U(X) + h : x - a j2 has a strict 
maximum at some point b E G near to a, if X is positive and small 
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enough. A direct computation (remember (iv) in Section 2.2) shows 
that EV = EU + 2X Cy=i ai{ = 2h CLr aii 3 constant > 0 a.e. 
Henceforth, the situation is the following. We have a function v, 
verifying (i), such that Ev is a strictly positive L:,,(G)-function. More- 
over, v attains a strict maximum at a point b E G. 
Let M be the set of all points of concavity for v, i.e., 
M = {x E G : v(x) + (Do(x), y - x) > 7;‘(y) for everyy in a neighborhood of x}. 
The key to the proof is the following. 
Claim. meas M > 0. 
We shall prove this later by showing that the image h(M) has 
positive measure. Indeed, in consequence of hypothesis (i), we cannot 
have meas M = 0 if meas h(M) > 0. 
Assuming the claim, we immediately achieve a contradiction. In 
fact, if x E M, keeping in mind (3.2), we have for every sufficiently 
small t: 
A(t) v(x) - V(X) 
< t--nlP s P(x, (x - y)/tqv(s) + (Dv(x), y - x)] dy - u(x) = 0, G 
the equality being a consequence of properties (ii) and (iii) (see Sec- 
tion 2.2) of P. Then, taking account of the definition of Ev (cf. (3.1)) 
we must have Ev(x) < 0 for almost all x E M. This is impossible, 
since we know that Ev is a.e. strictly positive and meas M > 0. 
Now, to prove that meas h(M) > 0, we show that h(M) contains 
a ball. 
Let B be an open ball with center at b (= the extremal point of v) 
and radius Y < distance(b, 8G) such that 
We state that 
Dv(M) 2 {h E R”” : 1 h / < (1 ir)(v(b) - lm& v(x))}. (3.3) 
In fact, consider the function 
w(x) = V(X) - (h, x - b). 
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so w attains its maximum value in B at an interior point, provided 
(3.4) 
Let x be such a point; from the definition of w, we get 
Z(X) + (h, y - X) 3 v(?‘) for every y E B (= a neighborhood of x). 
As v is differentiable at the point X, this inequality implies Dv(x) = h; 
hence, x E M. 
Thus, we have proved that for every h E RI”, verifying (3.4), there 
exists x E M such that DE(X) = h; so (3.3) is true. The proof is complete. 
Remark. We mention here a version of the maximum principle 
for functions that are solutions in a generalized pointwise sense of 
linear homogeneous elliptic equations. 
Let II be a real-valued continuous function on an open connected 
set G C Ii”. Suppose that at every point x E G, we have 
l$ inf( 1: t)(.-l(t) U(.v) - U(X)) < 0 < 1:: sup( ljt)(A(t) U(X) - u(X)), 
where A(t) is as in Section 2.1 with a kernel verifying (3.2). Then, 
ZL has no local strict extrema, unless u is constant. The proof is straight- 
forward and will be omitted. 
4. THE DIRICHLET PROBLEM 
4.1. In this section, we present our main results on the approxi- 
mation of generalized solutions of elliptic second-order Dirichlet 
problems by means of solutions of certain integral equations. 
The basic ingredients are: a uniformly elliptic differential operator 
of the form 
an open bounded set G C R”, and a continuous map of the boundary 
aG of G into the reals (Dirichlet data). For convenience, we assume 
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that the Dirichlet data are extended to a continuous map from the 
whole of Rm into the reals and we call v such an extension. In (4.1), 
h is a nonnegative constant parameter. In the case h = 0 (the most 
interesting case, of course), the boundedness of the domain G is an 
essential restriction for our purposes, while such a restriction may 
be dropped in the case h > 0. The ellipticity of (4.1) means that the 
matrix of the coefficients U(X) = (a&~))~,,=,,...,, is restricted to having 
its eigenvalues in some compact subset of IO, +a[ independent of x; 
compare with (2.11). We emphasize that, except in Theorem 4.3, 
no smoothness assumptions are made on the coefficients uik . They 
are supposed to be merely measurable and bounded functions (defined 
in the whole of R"). 
We consider solutions of the Dirichlet problem: 
(4 Eu -Au = f, 
(b) u - q~ /aG, the restriction of u - v to %G, = 0, 
(4.2) 
which are real-valued functions with the properties 
(i) u is continuous on the closure G of G; 
(ii) EU ELP(G) for some p (I < p < + co), in a generalized 
sense. 
To explain condition (ii), we choose a kernel P(x, 5) having the 
properties (i)-(v) of Section 2.2 and in addition, the following one: 
spt P(x;) = the support of Rm 3 f - P(x, -3 CC!EJ@: 16 I < 11, (4.3) 
which guarantees that the average, 
*-97’ 12 
s 
P(.r, (x - y)/t”“) u(y) dy, 
Rm 
(4.4) 
of a function u (locally integrable in the domain G) is well defined for 
every x having distance >tliz from the exterior of G, i.e., the average 
is a function on the set 
G(t) = (x E G : distance(x, L3G) > tli2). (4.5) 
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Perhaps the simplest example of such a kernel is the following 
(compare with Example 1, Section 2.3). 
P(x, ..f) = (m/wm)(det a(~))-‘/~ 
= 0 
if (a(x)-’ 6, C) < 1 
if (a(~)-’ 5, 5) 
(4.6) 
> 1, 
which verifies (4.3) under a suitable normalization of the matrix a(~) 
(i.e., the largest eigenvalue of U(X) = 1). In the case (4.6), the average 
(4.4) is simply 
the arithmetic mean on the ellipsoid 
8(x, t) = {y E R”” : (a(x)-’ (y - x), y - x) < t}. (4.7b) 
For a function u locahy integrable in G, we say Eu ELP(G) if there 
exists a function belonging to ,9(G), to be called Eu, such that 
s I G(t) Eu(~)-~(~-"'!'~~P(~,~)~(y)dy-u(~))~~d~-)O(~J.O), 
(4.8) 
where the integral is taken on the set (4.5) and C is the constant related 
to P and to the coefficients uik by (iv), Section 2.2. The usual modifica- 
tion must be performed in (4.8) when p = 00. 
We want to show that any solution u of the Dirichlet problem (4.2), 
verifying conditions (i) and (ii) with p = a (if any such solution 
exists), can be approximated in the metric of L”( G) by means of solutions 
(which exist and are unique, as will be proved) of certain integral 
equations, to be described presently. As a corollary, we obtain uniqueness 
for the quoted solutions of the Dirichlet problem (4.2). 
It should be mentioned that our method is similar to the argument 
of Wasow and Forsythe [68, Sections 23.2-23.41. 
To motivate the integral equations we have in mind, we start from 
the differential equation (4.2a), Eu(x) - AU(X) =f(x), and we replace 
Eu(x) at any point x of the set (4.5) with the differential quotient 
(l/et> (,-“+ Jbm p(x, (.x - ~)/t”~) u( y)dy - u(x)). 
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Afterward, we extend the boundary condition (4.2b) to the whole 
of G\G(t). In this way, we obtain the pair of equations 
= (1 + CAt) u(t, X) + Ctf(X) if x E G(t), 
(4.10) 
(b) 4t, 4 = v(x) if x E G\G(t), 
where v(t, X) is the new unknown. Then, we split the integral in (4.lOa) 
into the sum 
s C(t) ... dy +!-&.. dy 
and we insert (4.10b) into the second term. Therefore, the final form 
of our integral equation is 
t-ml2 s CM P(x,  -y)W2) v(t, y)dy 
= (1 + C/it) v(t, x) 
_ t-m/z s P(x,  -y) P/2) q(y) dy + Ctf(x) G\G(t) if x E G(t) 
z(t, x) = y(x) if x E G\G(t). 
(4.11) 
Note that (4.11 a) refers exclusively to the restriction of v(t, .) to the 
set G(t), while the values of v(t, .) on the remaining part of G are given 
directly by (4.11 b). 
As will be clear from proofs, the above conditions on P (i.e., the 
(i)-(v) of Section 2.2 and (4.3)) are enough for a discussion of the integral 
equation (4.11a) in the case h > 0. More sophisticated hypotheses, 
concerning supports, occur in the case h = 0. 
First, we suppose, besides (4.3), that the support of P(x, ) contains 
a ball, say: 
spt P(x, .) 2 {[ E Rm : 5 ~ < r> (0 < r ,( 1). (4.12) 
Second, we assume that for every pair of open sets A, B such that 
B C {x E R*’ : 0 < meas .4 n spt P(.Y, (X - .),‘t1’2)}, (4.13a) 
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the function 
x + .c t--m/z qx, (x - y)/t’l”) dy A 
(which is obviously positive at every point of B, by the definition of A 
and B) is uniformly positive on B, i.e.: 
eTzE$f 
J 
t-‘“i2 P(x, (x - y)/t”“) dy > 0. (4.13b) 
A 
As a matter of a fact, a somewhat weaker condition than (4.13) will 
suffice. That is, we can replace (4.13a) by the less demanding condition 
B compact C {x E R”’ : distance(x, A) < rt1i2j, (4.14) 
where Y is the number appearing in (4.12). 
Clearly, the kernel (4.6) verifies (4.12) with Y = the ellipticity 
constant p. The same kernel verifies also (4.13) (at least in its weaker 
form). For 
P(x, (x - y)/tlie) > (a positive constant) ~((x - y)/ptlin), 
where y is the characteristic function of the unit ball and 
is a continuous function, positive at any point of B (here A and B are 
as in (4.14)). 
It is easy to check that all the kernels of Section 2.3 verify conditions 
(4.3), (4.12), and (4.13) (with a suitable choice of y). 
THEOREM 4.1. For every f EL”(G) and every t > 0, there exists 
exactly one solution v(t, .) ELM of the system (4.11). Moreover, such 
a solution can be estimated as follows: 
ess sup ! c(t, Lx); 
stG 
< I$gt, 1 d4 + ( const independent of t,f, y) e;zGs;p 1 f(x)i. (4.15) 
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THEOREM 4.2. Let f~ L”(G) and let u be a solution of the Dirichlet 
problem (4.2) such that u is continuous in G, Eu E L”(G). Conclusion: 
ess sup j U(X) - v(t, %)I + 0 as t J 0, 
XEG 
where v(t, *) is the L”(G)-solution of (4.11). 
COROLLARY. The Dirichlet problem (4.2) has at most, one solution u, 
continuous in G and such that Eu E L”(G). 
The corollary follows trivially from Theorem 4.2 and the uniqueness 
statement of Theorem 4.1. 
Proof of Theorem 4.2. The difference u(t, x) - u(x) is a solution 
of the system 
t-w s G(t) PC,, (x - W’Wt, Y) - WI dr 
= (1 + CAt)[a(t, x) - u(x)] 
+ Ct [Eu(x) - & (t-mi2 j-m P (x, 3) u(y) dy - u(x))] 
- ternia jo,F(IJ P (x7 3) MY) - U(Y)] dy if x E G(t), 
u(t, x) - u(x) = c&x!) - u(x) if x E G\G(t). 
By applying to this system the estimate (4.15) we get 
from which the desired result follows. 
THEOREM 4.3. Assume that the coefficients aik are twice continuously 
PARTIAL DIFFERENTIAL EQUATIONS 91 
daflerentiable with second derivatives bounded and uniformly continuous. 
Assume that f E Lp( G) for some p (1 < p < 00) and that 
Then, fey every su.cientZy small t, the integral equation (4.11) has exactly 
one soZution v(t, .) beZonging to Lp(G), and such a solution can be estimated 
as follows : 
1 
+ x - (B/p) - E (j-,,) I fW q, 
where E is any a priori given number such that 0 < E < X - (B/p). 
It is understood that the kernel P must be choosen in such a way that 
the second derivatives of P with respect to x are untformly continuous 
in Rm x R”. 
Moreover, let u be a solution of the Dirichlet problem (4.2) such that 
u is continuous in %, Eu E Lp(G). Then: 
4.2. Proof of Theorem 4.1. The integral equation (4.1 la) can be 
written 
where 
w(t, *) = (1 + CXt)-1 K(t) w(t, .) + 1 $, 46 .), (4.20) I 
is the restriction of the unknown v(t, *) to the set G(t), z is given by 
x(t, x) = -f(x) + (t, rm” JGiGctj P (.y, 3) V(Y) dy, (4.21) 
and K(t) is the operator 
K(t) u(x) = t-m’2 J-(I) P(x, (x - y) Cl”) u(y) dy. (4.22) 
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Keeping in mind the situation 
qx, t) b 0, t-m/2 s P(x, (x - y)/t”“) dy = 1, R" 
we see that z(t, *) is a bounded function 
(4.23) 
and that K(t) is a contraction on L”(G(t)) 
The proof will be accomplished in two steps: (i) existence and 
uniqueness of the solution w(t, .) EL~(G(~)) of the integral Eq. (4.20) 
for every fixed t > 0; (ii) estimates of such a solution. The results 
concerning w, together with (4.1 lb), will give the desired properties 
of Z’. 
Step (i) must be covered in two ways, according to whether h > 0 
or X = 0. 
If h > 0, the operator (1 + C&-r K(t) appearing in (4.20) is such 
that 
J(l + CAt)-1 K(t)11 < l/(1 + Cht) = a number strictly less than 1, (4.25) 
where /j 11 is the norm in the algebra of bounded linear operators in 
L”(G(t)). Formula (4.25) is an obvious consequence of (4.24). The 
conclusion follows at once from (4.23) and (4.25). Note that the 
boundedness of the domain G does not occur here. 
If X = 0, we achieve the result from the following basic lemma, 
whose proof we defer until later. 
LEMMA 4.4. The operator K(t) is strictly contractive on L”(G(t)) 
( i.e., has norm (1) if the diameter of G is su.ciently small. I f  G is any 
bounded domain, a power K(t)” ofR(t) (with a sufficiently large n, depending 
on t and on the diameter of G) is strictly contractive on L”(G(t)). 
Continuing with the proof of Theorem 4.1, we next discuss step (ii): 
estimation of the solution w. 
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From our previous work, we infer the representation of w in a 
Neuman series: 
w(t, .) = (Ct/(l + CAt)) F (1 + at)-” K(f)‘” z(t, a) (4.26) 
,l -0 
which is absolutely convergent in the metric of L”(G(t)). The powers 
K(t)” (fl = 1, 2, 3,...) are integral operators 
k’(t)” 44 = r,,,) k,,(f; 2, y) U(Y) 4?J, (4.27) 
whose kernels are 
k,(t; N, y) = t-n’:2 
s -y 
p (5 T), 
UC x, y) = JG(f) k,-,(t; .r, t) t-)‘2’e P (t, $gy d[, 
k(c x, y) 3 0, 
11 K(ty 11 = ess sup 
s k,(t; x, y) dy, EC(~) G(t) 
(4.28) 
(4.29) 
(4.30) 
where Ij 11 is, as before, the norm of the bounded linear operators in 
L”(G(t)). 
From (4.24), or Lemma 4.4 and Eq. (4.30), it follows that the series 
converges to a kernel k(t; x, y) 2 0 such that 
ess sup s qt; .Y, y) dy < ‘X) ,IFG(f) G(t) 
the convergence being of the type 
(4.3 1 a) 
(4.31b) 
1 t (I -t CAt)-‘l k,(t; x,y) - k(t; x,-y) ) dy 4 0, 
n -1 
if -W - I-co. (4.31c) 
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Incidentally, the recurrence relation (4.28), coupled with (4.30), implies 
that the convergence of (4.31) is uniform in G(t) x G(t), if P is bounded. 
Thus, formula (4.26) can be written, using (4.21), as 
- (CW +C4) [m + jG(,) w;~,Y>f(Y) dr]. 
We emphasize that 
&; X,Y> 3 0. 
Now, we estimate 
(4.32) 
(4.34) 
I G\G(t) 
&; x, Y) 4, (4.35) 
(2 E G(t)), 
(CW + CY) [ 1 + s,,, k(c x, Y> dy]. (4.36) 
To do this, we remark that if f(x) = --h and p)(x) = 1, the solution 
of (4.20) is w(t, x) = 1. This is very easy to check. Thus, from (4.32), 
we have 
1 = h x the function (4.36) + the function (4.35). 
Hence, as both terms are nonnegative: 
s k(t; .v,Y) dr ,< 1 
(=l if X = 0). 
G\G(t) 
(4.37) 
Also, we obtain the function (4.36) <l/X (only if X > 0). 
If X may be zero, we must proceed differently in order to estimate (4.36). 
Choosing q(x) = K - j x j2 and f(x) = -2 zy=“=, qi(x) - h(k - j x 1”) 
(where k is a constant and aii are coefficients of the differential operator 
E), the solution of (4.20) is w(t, 2) = K - 1 x j2. This is easy to check 
using the properties (i)-(iv), Section 2.2, of the kernel P. Fix K so large 
that k - / x j2 > 0 at any point x E G and insert in (4.32) the q~, f, w 
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snecified above. Bv trivial considerations. one obtains the function 
(i.36) x 2 inf C& hii < k, that is, ’ 
Ct 
1 + Cht [I + J”,,, k(t; s, Y) 4j 
< (const depending on the diameter of G only), (the ellipticity 
Putting together (4.32), (4.34), (4.37) and (4.38), we obtain 
const p). 
(4.38) 
e;s;;jp i w(t, )I < mas 
stG\G(t) 
j y(x)1 + (const) =p;c;~ : f(x)‘, 
where the constant can be estimated by l/X if X > 0, or by the right 
side of (4.38) if h = 0. The proof is complete. 
Proof of Lemma 4.4. Denoting jj j/ as the norm of the bounded 
linear operators in L”(G(t)), we have, as noted above (see (4.30)), 
/I W)ll = =z$P J,.,,, t-“‘wyx, (AT - y),t’l’) dy. (4.40) r 
Since 
we have 
I 
t-“W(S, (a” - y)/t’l’) dy = 1) 
Rm 
:I Wll = 1 - y&g/ t-m12P(x, (x - y),W”) dy. (4.41) 
Rm\C(t, 
Let the diameter d of G be so small that 
d < rt112, 
where Y is the number appearing in (4.12). We claim 
(4.42a) 
ess inf 
.CERW i Rm\G(t) 
t-“wyx, (x - y):‘t-I/“) dy > 0. 
In fact, if d < rt1/2, we also have diam G(t) < rt1i2. Hence, 
G(t) C B(x, r(t”“)), for every m E G(t), 
Wv4~-7 
(4.42b) 
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where B(x, r) is the open ball with center at x and radius Y. By the 
hypothesis (4.12), we have 
spt P(x, (x - *)/t’l”) >_ B(x, rt’l”). (4.43) 
Consequently, 
[R”\G(t)] n spt P(x, (x - .)/t’:“) 
’ trivially open nonvoid if x $ G(t) 
3 [R”‘\G(t)] n B(x, rtli”) 
i = B(x, rt’l”)\G(t), if x E G(t) 
= an open nonvoid set for every x E Rf12. 
Thus, (4.42) follows from the hypothesis (4.13). Hence, we have 
proved 11 K(t)11 < 1 if the diameter of G verifies (4.42a). 
Now, let d be arbitrarily large and let n be any integer such that 
din < rW, (4.44a) 
Y having the same meaning as before. We shall prove that 
II K(t)” Ii < 1. (4.44b) 
To do this, consider the kernels a,(t; x, y) of the powers A(t)” of 
the operator A(t) (2.12). Such kernels are defined by the recurrence 
relations 
a,(t; x, y) = tP/2P(x, (x - y)/t”“), 
%(C 3, Y) = J a,-,(t, x; f) r+P(5, (5 - y/w) d(. 
Rm 
(4.45) 
If we call K,(t; x, y) the kernel of K(t)n, an easy inspection of (4.28) 
and (4.45) shows that 
k,(c .t’, y) < %(C x, Y). (4.46) 
Thus, (4.30) implies that 
II k-(t)” I! G e;s;;p J‘,c,, a& x3 Y) dy. (4.47) 
Since 
r a,(t; x, y) dy = I (n = 1, Z,...), 
‘Rm 
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we have the formula 
I/ K(tp 11 < 1 - ess inf 
XEGW 
(4.49) 
Let {U,) be any sequence of open sets such that 
li,, = the empty set, diam U, < rt’!“. 
We suppose that the sequence increases, 
Un-l c LTn , 
(4.50a) 
but not too fast, in the sense that 
c:,-, I) {x E U,: distance(x, P”\UJ 2 r.tli”}. 
We claim that 
(4.50b) 
ess inf 
1 
u,(t; .Y, 1’) c& > 0 (72 = 1, 2,...). (4.5Oc) 
XERm R”‘\ u,L 
Obviously, (4.49) and (4.50) imply (4.44). 
To prove (4.50) let us call p, the left side of (4.50~). Since 
p1 = ess inf 
ZERm 
and diam U, < rt1/3, we have p, > 0 as in the proof of (4.42). 
Analogously, (4.43), (4.50b), and the hypothesis (4.13) yield 
On the other hand, the recurrence relations (4.45) give 
pn = ess inf 
XERm s 
t-“‘W([, (( - y)/W) dJ 
R” 
> ess inf 
J 
... &$ v ess inf ... . 
ER”L Rm\U,-I PE.QVJ,-1 
That is, 
Pn 3 SLPn-1 (n = 2, 3, 4...). 
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Hence, 
Ptl 3 4nPn-1 .'. %2Pl = 4n4n-1 ... 4291 > 0. 
The proof is complete. 
Proof of Theorem 4.3 (sketched only). The solution v of (4.11) 
can be split into the sum v = uI + vz, where v1 is the solution of a 
system like (4.11) with f replaced by zero and v2 is the solution of an 
analogous system with 9 replaced by zero. The analysis of vI is covered 
by Theorem 4.1. The restriction w(t, .) of v,(t, .) to the set G(t) is 
determined by the integral equation 
zu(t, .) = (1 + CAt)-vqt) zu(t, .) - (a/(1 + Cht))f, 
where K(t) is the operator (4.22). Th e arguments of Section 2.2 easily 
yield 
!I K(f)u I~LD(G(f)) G “(V /I 24 llLn(G(t)) t 
where n(t) is given by (2.15); so: 
I(1 + cwqt)ll (= the norm of .** in the ring 
of linear bounded operators in Lp(G(t))) 
Ct 
<l--- 
1 + Cht i 
h _ fl’(O) 
cp- 1 
= l- Ct (A--$- cj 
1 + Cht 
(if E > 0 and t is small enough). Use has been made of Lemma 2.5. 
Then, if h > (B/p) + E, (I + C&)-l K(t) is strictly contractive in 
P(G(t)) and th e norm of the resolvent operator [ 1 + (1 + Cht)-1 K(t)]-1 
does not exceed (1 + Cht)/Ct(h - (B/p) - E), etc. 
4.3. Remarks on the Green’s Function 
For the sake of simplicity, we suppose that the Dirichlet datum y 
is zero and we confine ourselves to the case h = 0. 
The solution v(t, x) of the integral equation (4.11) can be written 
v(f, .r) = -ww Q m(4 - Jo& x,r)f(r) dY, (4.53) 
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where Qctl) is the characteristic function of the set G(t), 
g(t; 9, y) = 0 if x E G\G(t), OS y E G\G(t) 
(4.54) 
= ctqt; s, y) if x E G(t), and -v E G(t), 
and k(t; ~,y) is the sum of the series (4.31a). 
From the proof of Theorem 4.1 (see (4.34) and (4.38)), we infer that 
g(c s, y) >, 0, 
s 
g(t; ,T, y) + < constant independent of t and X. 
G 
(4.45) 
Formulas (4.55) h ave some consequences via Alaoglu’s theorem 
(on the weak-6 compactness of closed balls of adjoint Banach spaces, 
see, e.g., [16, Theorem V 4.21) and the Riesz theorem on the repre- 
sentation of bounded linear functionals on spaces of continuous func- 
tions. In fact, there exists a sequence t,, 4 0 such that 
for every f~ Co(G) and every x E G, where ,u(x, *) is some Radon 
measure on Bore1 subsets of G. 
If the coefficients uik of our differential operator E (4.1) are Lipschitz- 
continuous and the boundary of the domain G is sufficiently smooth, 
we can prove that the full family of kernels g(t; x, y) converges (as t 
approaches zero) to the Green’s function g(x, y) of the differential 
operator, associated with the domain G. This remark is the main result 
of the present section. The above convergence must be understood in 
the following sense: 
uniformly in x as t 4 0, for every Lipschitz-continuous function f. 
Of course, uniform convergence means here convergence in L”(G). 
In the present context, we may give a very simple definition of the 
Green’s function. To do this, we remark that in the present hypotheses, 
the Dirichlet problem 
Eu(x) = f(x), if NE G, 
U(X) = 0, if x E tiG, 
(4.57) 
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has exactly one twice continuously differentiable solution u for every 
Lipschitz-continuous f (a corollary of the classical Schauder-Caccioppoli 
results; see [&I]). On the other hand, such a solution u can be estimated 
P-5, 491, by 
max j u j < (const independent off) ilflj,,,, 
Thus, the evaluation at a point x E G of the P(G)-solution u of 
(4.57) is a functional of the right-hand side f, densely defined and 
bounded in L”(G). Hence, via the representation theorem on linear 
functionals on Lebesgue spaces, there exists exactly one function g 
on G x G, such that 
g(x, .) &P’(G), 
44 = - jp Y) f(Y) dY 
(4.58) 
for every x E e, 
where m’ = m/(m - l), f is any Lipschitz-continuous function, and u 
is the P(G)-solution of (4.57). The g is the Green’s function. We 
mention that this procedure can also be found in [29]. 
Formulas (4.53)-(4.58) and Theorems 2.1, 4.2, give the desired 
result (4.56). 
5. RELATIONS WITH MONTE CARLO METHODS 
As is well known (see, e.g., [26]), the classical Monte Carlo method 
in elliptic boundary value problems consists essentially of the following 
two steps: (i) discretization of the problem (i.e,, to find finite-difference 
problems whose solutions converge in some sense to those of the given 
differential problem); (ii) solution of the discretized problems by means 
of random walks. 
The treatment of Dirichlet problems, described in Section 4, some- 
what resembles Monte Carlo methods. For the sake of simplicity, we 
consider the Dirichlet problem 
Eu = 0 in G, 
(5.1) 
lL=Cp on the boundary of G, 
where E, G, q~ are as in Section 4. 
First, Theorem 4.2 shows that the solution u of (5.1) (provided 
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that this solution exists and belongs to a suitable functional class) is 
approximated in the topology of the uniform convergence 
essEs$p 1 u(.x) - v(t, s)I ---f 0, (t J 0) (5.2) 
by the (bounded) solutions a(t, .) of certain integral equations, i.e., 
Eqs. (4.10) or (4.11) (with h = 0 and f replaced by zero). ,4s pointed 
out in the previous section, such integral equations simulate, in some 
sense, the differential problem (5.1). 
Second, we can show that v(t, x), the value of a(t, *) at any point 
x of G having distance >tlJz from the boundary 8G, has an unbiased 
estimator that is related to a set of random walks starting at 3~“. 
The probabilistic interpretation of the solutions z(t, .) is quite simple 
if the kernel P, appearing in the relevant integral equations, has the 
form (4.6). Let us restrict ourselves to this case. 
According to the proof of Theorem 4.1, (cf. (4.32)), the formula 
for every .T E G(t). (5.3) 
holds. Here, G(t) is the set (4.5), 
G\G(t) = {X E G: distance(x, 8G) .< W}, 
k(t; x, y) is the sum of the series (4.31) (with h = 0), i.e., 
k(t; s, y) = “cr k,(t; .y, Y), (5.4) 
?I=1 
where k,(t; X, y) are the iterated kernels (4.28). 
Consider random walks w = (x0 , sr ,..., x,,), such that 
(i) the starting point x0 is any given point x in the set G(t); 
(ii) every point x, (k = 1, 2,..., KI) is chosen randomly, with 
uniform probability distribution, in the ellipsoid 
(for the definition of such ellipsoid cf. (4.7b)); 
(iii) none of the points x1 ,..., x,-r can leave the set G(t); 
(iv) the terminating point x, is in G\G(t). 
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Define a random variable X on the relevant sample space by the 
formula 
X(w) = the value of v at the terminating point of CO. 
Formula (5.4) shows plainly that 
. 
i G\G(t) w x9 Y) V’(Y) dY 
is the mean value of X. Thus, by formula (5.3), the random variable X 
is an unbiased estimator of u(t, x). Q.E.D. 
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