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Abstract
For a semisimple Lie algebra g, the orbit method attempts to assign representations of g to
(coadjoint) orbits in g∗. Orbital varieties are particular Lagrangian subvarieties of such orbits leading
to highest weight representations of g. In sln orbital varieties are described by Young tableaux. In
this paper we consider so-called Richardson orbital varieties in sln. A Richardson orbital variety is
an orbital variety whose closure is a standard nilradical. We show that in sln a Richardson orbital
variety closure is a union of orbital varieties. We give a complete combinatorial description of such
closures in terms of Young tableaux. This is the second paper in the series of three papers devoted to
a combinatorial description of orbital variety closures in sln in terms of Young tableaux.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
1.1. This is a continuation of Part I [3], whose notation we retain. Our main goal in
this series of papers is to give a description of an orbital variety closure in sln. In this
paper, we give a complete description of the closure of a so-called Richardson orbital
variety.
For the convenience of the reader, we repeat necessary notation and results from Part I
which formulation is short. If the formulation is too long, as for example, in the case of
Robinson–Schensted procedure, we provide the exact reference to the subsection of Part I.
✩ This work was partially supported by the EEC program TMR-grant ERB FMRX-C T97-0100.
E-mail addresses: anna@wisdom.weizmann.ac.il, melnikov@math.haifa.ac.il.0021-8693/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2003.09.013
A. Melnikov / Journal of Algebra 271 (2004) 698–724 6991.2. Let G be a connected semisimple finite-dimensional complex algebraic group. Let
g be its Lie algebra. Fix some triangular decomposition g = n ⊕ h ⊕ n−. Take some
x ∈ n and consider O = Ox , a nilpotent orbit of g under the adjoint action of G (that
is, O =Gx = {gxg−1 | g ∈G}). Since g is semisimple, we can identify g∗ with g through
the Killing form. This identification gives an adjoint orbit a simplectic structure. By the
results of R. Steinberg, N. Spaltenstein, and A. Joseph (cf. [1]), O ∩ n, is equidimensional
and Lagrangian. Its irreducible components are called orbital varieties associated to O.
Given an orbital variety V , we denote by OV the orbit V is associated to.
1.3. Let R ⊂ h∗ denote the set of non-zero roots, R+ the set of positive roots
corresponding to n, and Π ⊂ R+ the resulting set of simple roots. Let Xα := Cxα denote
the root subspace corresponding to α ∈ R. Then n=⊕α∈R+Xα . Set
n∩w n :=
⊕
α∈R+∩wR+
Xα.
Let B be the standard Borel subgroup of G, i.e., such that Lie(B) = b = h ⊕ n. B acts
by conjugation on n and its subsets. Let W be the Weyl group for the pair (g,h). By
Steinberg’s construction, there exists a surjection from W onto the set of orbital varieties
defined by w→ B(n∩w n)=: Vw (cf. Part I, 2.1.2, 2.1.3).
Note that there exists the unique nilpotent orbit Ow such that Ow = G(n∩w n).
Obviously, one has Ow =OVw .
1.4. Take I ⊂Π ; let PI denote the unique standard parabolic subgroup of G generated
by the standard parabolic subgroups Pα , α ∈ I . Let MI be the unipotent radical of PI and
mI = Lie(MI) be the corresponding nilradical in n.
Let WI := {sα | α ∈ I} be the corresponding parabolic subgroup of W . Let wI be the
unique longest element of WI , that is, such that
wI(α) ∈
{
R− if α ∈ I,
R+ if α ∈R+\∑β∈I N · β. (∗)
Note that n∩wI n=mI . Thus, VwI = B(n∩wI n)=mI . Just to simplify the notation, we
denote VI := VwI .
Set OI :=OVI . One calls VI a Richardson orbital variety (associated to OI ) defined
by I .
1.5. From now on, we consider only the case of g = sln. Every nilpotent orbit in g is
defined by its Jordan form, which in turn is completely defined by the set of lengths of its
Jordan blocks. So we get a bijection ϕ from the set of partitions of n onto the set of nilpotent
orbits in g. We write a partition in non-increasing order, that is, λ= (λ1, λ2, . . . , λk) where∑k
i=1 λi = n and λ1  λ2  · · · lk > 0. We set Oλ := ϕ(λ).
Define a partial order on partitions of n as follows. Let λ = (λ1, . . . , λk) and µ =
(µ1, . . . ,µj ) be partitions of n. If j = k, expand the shorter partition with additional
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i∑
m=1
λm 
i∑
m=1
µm for each i, 1 i max(j, k).
Then by the result of Gerstenhaber (cf. Part I, 2.3.2),
Oλ =
∐
µλ
Oµ.
We define a partial order on nilpotent orbits by O  O′ if O′ ⊂ O. We say that O′,
O′ O, is a descendant of O if, for any O′′ such that O O′′ O′, one has O′′ =O or
O′′ =O′.
1.6. Recall the notation and the conventions of Part I, 2.2.1. In particular, recall
that in our case Π = {αi}n−1i=1 . Recall from Part I, 2.4.5 and 2.4.6, the combinatorial
characterization of orbital varieties in g in terms of Young tableaux. It is constructed as
follows. As we explained in 1.3, by Steinberg construction one has a surjection from Weyl
group W onto the set of orbital varieties. Set CV := {w ∈W | V = Vw}. We get a partition
of Weyl group into so-called geometric cells. We also define Cw := CVw .
Identify Weyl group of sln with symmetric group Sn (cf. Part I, 2.2.2). Robinson–
Schensted procedure (cf. Part I, 2.4.6) gives a surjection w → T (w) from Sn onto Tn, the
set of standard Young tableaux with n entries. By R. Steinberg (cf. Part I, 2.4.6), one has
y ∈ Cw if and only if T (y)= T (w). In such a way, we get a bijection φ(T (w)) := Vw from
the set of standard Young tableaux onto the set of orbital varieties. Given a standard Young
tableau T , set VT := φ(T ). Respectively, given an orbital variety V , set TV := φ−1(V).
Given a Young tableau T , let sh(T )= λ be the partition of n from which T was built;
that is, λ= (λ1, . . . , λk) where λi is the length of the ith row of T . Then VT is associated
to Oλ so that the characterization of orbital varieties by Young tableaux is compatible with
the characterization of nilpotent orbits by partitions.
1.7. We give a combinatorial description of a Richardson orbital variety closure in terms
of Young tableaux in the spirit of Gerstenhaber’s construction.
Given a standard Young tableau T ∈ Tn and a natural number u, 1  u n, let rT (u)
denote the number of the row of T to which u belongs. Recall from Part I, 2.4.14, that
τ (T )= {αi | rT (i + 1) > rT (i)}. Recall also from there that τ (VT )= τ (T ).
We show in 2.3 that
VI =
⋃
τ (V)⊇I
V . (∗∗)
This formula resembles Gerstenhaber’s result in its simplicity and clearness.
1.8. We define a partial order on the set of orbital varieties by V GW ifW ⊂ V . We call
it the geometric order. This order is compatible with the order on nilpotent orbits defined
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orbital variety V in sln and any nilpotent orbit O such that O >OV , there exists an orbital
variety W associated to O such that V G<W .
We say that W , (W G> V), is a geometric descendant of V if for any Y such that
V G Y GW one has Y = V or Y =W .
The description of the set of descendants of a nilpotent orbit is obtained as an easy
corollary of Gerstenhaber’s formula (cf. Part I, 2.3.3). However, the description of the set
of geometric descendants of a Richardson orbital variety cannot be easily obtained from
1.7(∗∗). Yet the result is very clear-cut. This is the main result of the paper. Its formulation
demands some additional combinatorial notation, so we refer the reader to 2.8 for the exact
statement of the result.
1.9. By [5], n∩O is a union of orbital varieties associated to O. Moreover, by [4],
n∩O = n∩O.
As we show in 2.3 for any O ⊂OI , one has that mI ∩O is a union of all orbital varieties
(associated to O) whose τ -invariant contains I . A natural question is whether for such O
one has as well that
mI ∩O =mI ∩O. (∗∗∗)
Theorem 2.8 provides in particular that V being a descendant of VI does not necessarily
imply that OV is a descendant of OI . Using this fact, we show in 4.1 that equality (∗∗∗)
does not hold in general.
1.10. In [2], the construction of the ideals of definition of an orbital variety closure of
codimension 1 in some nilradical was given as well as strong quantization of such an orbital
variety. The description of the set of geometric descendants of a Richardson orbital variety
is central for the generalization of the results of [2] to orbital varieties of codimension
greater than 1 in a nilradical.
1.11. A natural and interesting problem is to determine which orbital variety closures
are complete intersections. This is very important, in particular, for strong quantization
of an orbital variety. It is more or less obvious that the most of orbital varieties are
not complete intersections. Concentrating on the descendants of a Richardson orbital
variety, one can see at once that all the descendants of codimension 1 in mI are complete
intersections just by Krull theorem. What can be said about descendants of a Richardson
orbital variety VI of codimension greater than 1 in mI? It is very easy to check that in sln
for n 5 all the descendants of a Richardson orbital variety are complete intersections. We
will give an example in sl6 of VI and its descendant W such that
(i) codimmI W = 2;
(ii) OW is a descendant of OI ;
(iii) W is not a complete intersection.
702 A. Melnikov / Journal of Algebra 271 (2004) 698–724We construct the ideal for definition of this W .
This example shows that even among the descendants of a Richardson orbital variety
the majority of those of codimension greater than 1 in mI are not complete intersections.
1.12. The body of the paper consists of three sections.
In Section 2 we develop the combinatoric notation essential to state the main theorem
(formulated in 2.8).
Section 3 is devoted to the proof of Theorem 2.8. Here we develop the combinatorics
connected to the non-trivial involution ψ of the Dynkin diagram of sln. This involution
induces involution on Weyl groupW . Given w ∈W in word form, we give in 3.8 a formula
for ψ(w) in a word form. The involution ψ induces as well an order preserving involution
on the set of Young tableaux. In general, there is no straightforward formula determin-
ing ψ(T ). However, we develop such formulas for the tableaux considered in the paper
and use them as one of the central tools in our proof.
Finally, in Section 4 we discuss in detail 1.9 and 1.11.
In the end, one can find the index of symbols appearing frequently in the text.
2. A Richardson orbital variety closure and its descendants
2.1. Let us recall the notation and the results concerning Weyl group and, in particular,
Sn from Part I that we will use in this section.
For w ∈ W , set S(w) := R+ ∩w R−. The map w → S(w) is injective, so we define
a partial order relation on W by taking y Dw if S(y)⊆ S(w). It is called the Duflo order.
Recall notation Xα from 1.3. Since n ∩w n =⊕α∈R+∩wR+ Xα , one has y D w if and
only if n∩w n⊆ n∩y n. In particular, if y Dw then Vw G Vy .
Set τ (w) := S(w) ∩Π . Recall notion of the standard Borel subalgebra b from 1.3. For
α ∈ Π , let Pα be the standard parabolic subgroup such that Lie(Pα) = b ⊕ X−α . Given
an orbital variety V , set Pα(V) := {gXg−1 | X ∈ V, g ∈ Pα} and let τ (V) := {α ∈ Π |
Pα(V)= V}.
Let us consider g= sln. In this case, Π = {αi}n−1i=1 and any α ∈ R+ is αi,j =
∑j−1
k=i αk
for some i, j , 1  i < j  n. As well in this case, W is identified with Sn (cf. Part I,
2.2.1, 2.2.2). We write w ∈ Sn in a word form as w = [a1, . . . , an] where ai = w(i). Put
pw(i)= j if i = aj , that is, pw(i) is its place (index) in word w. By Part I, 2.2.4, one has
αi,j ∈ S(w) iff pw(i) > pw(j).
Recall τ (T ) from 1.7. By Part I, 2.1.7, 2.4.14, τ (w)= τ (Vw)= τ (T (w)).
We also need the following notation from Part I, 2.2.5. Given a word w = [a1, . . . , an],
let 〈w〉 := {ai}ni=1 be the set of its entries.
(i) Set w := [an, . . . , a1] to be the word with order opposite to the order of w.
(ii) Given words x = [a1, . . . , ak], y = [b1, . . . , bm] such that 〈x〉 ∩ 〈y〉 = ∅, set [x, y] =
[a1, . . . , ak, b1, . . . , bm] to be a colligation.
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w such that the set of its entries 〈w〉 =E.
2.2. We need to recall as well some notation concerning Young tableaux. Given a Young
tableau T , recall from Part I, 2.4.2, that T ij is the entry on the intersection of the ith row
and the j th column and ωi(T ) is the last entry of row i of T ; Tj is the j th column of T ;
T i is the ith row of T ; T i,j denotes subtableau of T containing all the rows from the ith
to the j th row, and finally, T i,∞ is the subtableau of T containing all the rows from the ith
one and down. Put |Tj | (respectively |T i |) to be the length of the j th column (respectively
ith row) of T .
For example, if
T =
1 2 4 8 9
3 5 6
7
10
then T 22 = 5, T 14 = 8; ω1(T )= 9, ω2(T )= 6, ω3(T )= 7, ω4(T )= 10, and
T3 = 4
6
, T 2 = 3 5 6 , T 2,3 = 3 5 6
7
,
T 2,∞ =
3 5 6
7
10
.
Given a tableau T , let 〈T 〉 denote the set of its entries. Given a fixed set E of n distinct
positive integers, let Tn or TE be the set of Young tableaux T such that 〈T 〉 =E.
Recall from Part I, 2.4.3, the definition of a tableau (T ,S) where 〈T 〉 ∩ 〈S〉 = ∅. Note
that if for every row i , 1 i min(|S1|, |T1|), one has ωi(T ) < Si1 then (T ,S) is obtained
by shifting cells of S to the left.
Recall also from Part I, 2.4.2, that given a tableau T , we set T † to be the transposed
tableau. For example, if T is the tableau above then
T † =
1 3 7 10
2 5
4 6
8
9
.
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[2, 2.13]. We provide it just for completeness.
Theorem. For any I ⊂Π , one has
VI =
⋃
τ (V)⊇I
V .
Proof. First of all note that, for any w ∈ W , one has w D wI if and only if τ (w) ⊇ I .
Thus,
VI ⊇
⋃
τ (V)⊇I
V .
Moreover, since B(n∩wI n) = n ∩wI n, one has V G VI if and only if V D VI . Hence
V G VI if and only if τ (V)⊇ I .
On the other hand,
VI =mI =
∐
OOI
O ∩mI.
So, to complete the proof, we must show that for any O >OI any irreducible component
of mI∩O is an orbital variety. By [6, p. 456, last corollary],mI∩O is equidimensional. By
Part I, 4.1.8, it contains at least one orbital variety; and so for every irreducible component
V of O ∩ mI one has dimV = (dimO)/2. Yet V ⊂ O ∩ n, which also has dimension
(dimO)/2. Hence, V is an orbital variety associated to O. ✷
2.4. Given a tableau T , recall from 1.7 that rT (u) denotes the number of the row that u
belongs to.
Given I ⊂Π . Set TI := TVI . Since TI is the minimal (both in the geometric and the
Duflo orders) tableau such that τ (T )= I , one has
rTI (i)=
{
1, if i = 1 or αi−1 /∈ I,
rTI (i − 1)+ 1, if αi−1 ∈ I.
A useful way to present TI is provided in [2, 2.12]. Partition {1,2, . . . , n} into connected
subsets Cj := {bj , bj + 1, . . . , bj+1 − 1} by choosing a strictly increasing sequence
1 = b1 < b2 < · · · < bl+1 = n + 1. Setting I = {αi | i, i + 1 belong to some Cj } defines
a bijection between the set of all such partitions and the set of subsets of Π . Given
I ⊂Π , let {CIi | i = 1,2, . . . , l} be the corresponding connected subsets which we view
as columns. (Sometimes we may omit the I superscript.) Then, in the notation of 2.2, we
have TI = (CI1 ,CI2 , . . . ,CIl ). Of course, this involves some sliding of boxes to the left.
However, there are some advantages in this presentation. For example, TI − 1 is obtained
by simply replacing CI1 by C
I
1 − 1 and TI − n is obtained by simply replacing CIl by
CI − n.l
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Set ci := |Ci | and σi := Ccii which is the largest entry in Ci .
For example, consider I = {α1, α4, α5, α6, α9} in sl10. Then
TI =
1 3 4 8 9
2 5 10
6
7
or, in chain form, TI = (C1,C2,C3,C4,C5) where C1 = {1,2}, C2 = {3}, C3 =
{4,5,6,7}, C4 = {8}, and C5 = {9,10}. Here one has c1 = c5 = 2, c2 = c4 = 1, c3 = 4,
and σ1 = 2, σ2 = 3, σ3 = 7, σ4 = 8, σ5 = 10.
2.5. Recall the notion wI from 1.4. By 2.1, one has αi ∈ τ (wI) if and only if
pwI (i) > pwI (i + 1), and by 1.4(∗), we get αi ∈ τ (wI) if and only if αi ∈ I . Thus,
pwI (i) > pwI (i + 1) if and only if αi ∈ I , which can be formulated as
Proposition [2, 2.12]. For all I ⊂Π , the word form of wI is given by
wI =
[
CI1 ,C
I
2 , . . . , C
I
l
]
.
2.6. For s, t , 1 s < t  l, set T̂s,t := (Cs,Cs+1, . . . ,Ct ).
For i , 2  i  l, and for some j , 1  j  ci , set C1,j−1i := (C1i ,C2i , . . . ,Cj−1i ) and
Ci(j) := (Cji , . . . ,Ccii ). We call Ci(j) the j -tail of the chain Ci . If there exists s < i such
that cs  j then set
T ′ =
(
(T̂1,i−1)1,cs ,C1,j−1i
(T̂1,i−1)cs+1,∞,Ci(j)
)
and TI
(
cs↙Ci(j)
)= (T ′, T̂i+1,l). (∗)
Note that T ′ is obtained from T̂1,i just by moving the j -tail of the last chain down to the
part (T̂1,i−1)cs+1,∞. Since |(T̂1,i−1)cs+1| < |(T̂1,i−1)cs |, we get that T ′ and respectively
TI(cs↙Ci(j)) are Young tableaux.
For example, let I = {α1, α3, α4, α5, α7, α8} ⊂Π1,10; that is,
TI =
1 3 7 10
2 4 8
5 9
6
.
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(
2↙C2(2)
)=
1 3 7 10
2 8
4 9
5
6
, TI
(
2↙C3(2)
)=
1 3 7 10
2 4
5 8
6 9
,
TI
(
3↙C4(1)
)=
1 3 7
2 4 8
5 9
6 10
.
2.7. Consider T̂1,i−1; that is, look to the left of the chain Ci . Set
next l(i) :=
{
min{cj | j < i, cj  ci}, if there exists j < i such that cj  ci,
0, otherwise,
prevl(i) :=
{
max{cj | j < i, cj  ci}, if there exists j < i such that cj  ci,
n, otherwise,
sprevl(i) :=
{
max{cj | j < i, cj < ci}, if there exists j < i such that cj < ci,
n, otherwise.
Consider T̂i+1,l ; that is, look to the right of the chain Ci . Set
snextr (i) :=
{
min{cj | j > i, cj > ci}, if there exists j > i such that cj > ci,
n, otherwise,
sprevr (i) :=
{
max{cj | j > i, cj < ci}, if there exists j > i such that cj < ci,
0, otherwise.
We use the nomenclature “sprev” (respectively “snext”) to emphasize that this is the strictly
previous (respectively the strictly next) number.
Set
TI(i,next) :=
{
TI
(
next l (i)↙Ci(ci)
)
, if next l (i) = 0,
∅, otherwise.
That is, consider T̂1,i and move the box with σi which is the largest number of T̂1,i , down
to the first possible row (if such a row exists), then add T̂i+1,l to the new tableau.
Set
TI(i,prev)=
{
TI
(
sprevl (i)↙Ci(sprevl (i))
)
, if prevl (i)= sprevl (i) = n,∅, otherwise.
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(if this is possible), then add T̂i+1,l to the new tableau.
Set TI(i) := {TI(i,next), TI(i,prev)}.
For example, consider TI from 2.6. Then
TI(2)=


1 3 7 10
2 8
4 9
5
6


, TI(3)=


1 3 7 10
2 4 8
5
6
9
,
1 3 7 10
2 4
5 8
6 9


,
TI(4)=


1 3 7
2 4 8
5 9 10
6


.
Remark 1. For i > 1, one has TI(i) = ∅.
Remark 2. Define
T̂I(i,prev) :=
{
TI
(
i,prevl (i),prevl (i)
)
, if prevl (i) = n,
∅, otherwise.
Then
T̂I(i,prev) :=
{
TI(i,next), if prevl (i)= ci,
TI(i,prev), otherwise.
That is why we define TI(i,prev) with the help of sprevl (i) and not of prevl (i).
2.8. Let DG(T ) denote the set of geometric descendants of T . Now we can formulate
the main theorem of this paper.
Theorem. For a tableau TI , the set of descendants is defined by
DG(TI)=
{
TI(i,next)
∣∣next l (i)= ci or 〈next l (i) > ci and snext r (i) > next l (i)〉}
∪ {TI(i,prev)∣∣ sprevl (i) < n and sprevr (i) < sprevl (i)}.
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DG(TI)=


1 3 7 10
2 4 8
5
6
9
,
1 3 7 10
2 4
5 8
6 9
,
1 3 7
2 4 8
5 9 10
6


.
Consider i , 2 i  l. Note that for any T ∈ TI(i) one has τ (T )⊃ I , thus T G> TI .
The proof of the theorem consists of the following steps:
(i) We show that
DG(TI)⊂
l⋃
i=2
TI(i).
(ii) We show that T ∈ TI(l) is always in DG(TI).
(iii) Finally, we consider T ∈ TI(i) for i , 1 < i < l. Note that if next l (i) = ci then
TI(i) = {TI(i,next)} and codimmI VTI(i,next) = 1, thus TI(i,next) ∈ DG(TI) just
by the dimension consideration. We must consider only T ∈ TI(i) such that
codimmI VT > 1, that is, TI(i,next) when next l (i) > ci and TI(i,prev) if it exists.
To deal with these cases, we use an order preserving involution ψ on Tn induced by
the non-trivial involution of the Dynkin diagram of sln. With the help of ψ , we first
show that in case next l (i) > ci one has TI(i,next) ∈DG(TI) iff snext r (i) > next l (i).
Then we use ψ again to show that TI(i,prev) ∈DG(TI) iff sprevr (i) < sprevl (i).
3. Proof of the theorem on descendants
3.1. For 1 i < j  n, set 〈i, j 〉 := {k}jk=i . Recall the notion of projection πi,j : Tn →
T〈i,j〉 obtained through jeu de taquin applied to entries of T ∈ Tn not lying in 〈i, j 〉 as it is
defined in Part I, 2.4.16.
3.2. Let us consider the projections πi,j of T ∈ TI(i). As noted in 2.4, the tableau
π1,n−1(TI) is obtained from TI by eliminating n from Cl . It corresponds to the subset
In := I∩Π1,n−1 with CIni = CIi , i < l, andCInl = CIl −n. Similarly, π2,n(TI) is obtained
from TI by eliminating 1 from C1 and corresponds to the subset I1 := I ∩ Π2,n with
C
I1
i = CIi , i > 1, and CI11 = CI1 − 1.
If TI(i,next) = ∅, set p(i,next) :=max{s | s < i, cs = next l (i)}. If TI(i,prev) = ∅, set
p(i,prev) :=max{s | s < i, cs = sprevl (i)}.
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p(T )=
{
p(i,next), if T = TI(i,next),
p(i,prev), otherwise.
Then
(i) π1,n−1(T ) ∈ TIn(i), if i < l;
(ii) if TI(l,next) = ∅ then π1,n−1(TI(l,next))= TIn;
(iii) π1,n−1(TI(l,prev)) ∈ TIn(l);
(iv) π2,n(T ) ∈ TI1(i), if p(T ) > 1 or p(T )= 1 and c1 > ci;
(v) π2,n(T )= TI1 , if p(T )= 1 and c1  ci .
Proof. (i) is an immediate consequence of σi < n, for i < l.
(ii) is an immediate consequence of the definition of TI(l,next) (which is defined by
moving the box containing n down) and of π1,n−1(T ) (which is defined by eliminating box
containing n from T ).
(iii) is an immediate consequence of Csprev(l)l < n.
To prove (iv), note that TI1 is obtained by replacing C1 by C1 − 1. If p(T ) > 1 then the
operation of moving the tail commutes with this replacing. If p(T )= 1 and c1 > ci then
T = TI(i,next) and σi goes from the ci th row to the (c1 +1)th row in forming TI(i,next),
but then goes to the c1th row in forming π2,n(TI(i,next)). However, if c1 > ci , this is
exactly what happens in forming TI1(i,next) from TI1 . Hence (iv).
Finally, if ci > c1 > cj ∀j , 1 < j < i , that is under hypothesis of (v) for TI(i,prev),
one has T c12 = Cc1i and it is pushed back to the c1th row in forming π2,n(T ) which is
hence TI1 . ✷
3.3. Recall notation pw(i) from 2.1. In what follows we need the following simple
lemma.
Lemma. Given x, z ∈ Sn such that
(i) π1,s(x)= π1,s(z);
(ii) px(n) < px(n− 1) < · · ·<px(s + 1), pz(n) < pz(n− 1) < · · ·<pz(s + 1);
(iii) px(j) pz(j) ∀j , s + 1 j  n.
Then n∩x n⊂ n∩z n.
Proof. Recall from 2.1 that αi,j ∈ S(w) if and only if pw(i) > pw(j). Applying this
proposition to all three hypotheses, we obtain:
(i) implies that for any i, j , i < j  s, one has αi,j ∈ S(x) iff αi,j ∈ S(z); (ii) implies
that for any i, j , s + 1  i < j , one has αi,j ∈ S(x) and αi,j ∈ S(z); (iii) implies that for
any i, j , i  s, j  s + 1, one has αi,j ∈ S(z) implies αi,j ∈ S(x).
Thus, S(z)⊂ S(x), which is equivalent to n∩x n⊂ n∩z n. ✷
710 A. Melnikov / Journal of Algebra 271 (2004) 698–7243.4. Given tableaux P,Q such that 〈P 〉 ∩ 〈Q〉 = ∅, recall the notation (P,Q) from 2.2
or Part I, 2.4.3 and set
(
P
Q
) := (P,Q)†.
In what follows, we need the lemma which is a kind of variation of Part I, 3.2.3(v), (vi).
Lemma. Given tableaux P and Q such that for any p ∈ 〈P 〉 and any q ∈ 〈Q〉 one has
p < q . For any x ∈ CP and y ∈ CQ, one has:
(i) Set w = [x, y]. Then T (w)= (P,Q).
(ii) Set w = [y, x]. Then T (w)= (P
Q
)
.
Proof. To show (i), it is enough to show that for any row i of P , for any p ∈ P i , one
has rT (w)(p) = i , and for any row i of Q, for any q ∈ Qi , one has rT (w)(q) = i . Let
x = [x1, . . . , xk] and y = [y1, . . . , ym].
Recall notation of RS procedure from Part I, 2.4.6. One has kT (w)= T (x)= P , so that
r
kT (w)
(p) = i . For any yj , one has yj > p, thus RS insertion does not knock down p, so
that rT (w)(p)= i . On the other hand, again, since any yj does not knock down any xj ′ , one
has that it knocks down exactly the same Qij as in T (y). Thus, if q ∈Qi then rT (w)(q)= i .
To show (ii), we use Schensted–Schützenberger theorem (cf. Part I, 2.4.15) claiming
T (w)= (T (w))†. First of all, this theorem together with part (i) gives us that T ([x, y])=
(P †,Q†). Applying the theorem again, we get
T
([y, x])= T ([x, y] )= (P †,Q†)† = (P
Q
)
. ✷
3.5. Now we are ready to show that DG(T )⊂ {TI(i)}li=2. Let T G> TI and let m be the
minimal integer such that rT (m) > rTI (m). Let i be the number of the chain that m belongs
to, that is, m ∈ 〈CIi 〉. If TI(i) contains only one element, let TI [m] denote this element. If
TI(i)= {TI(i,next), TI(i,prev)} then
TI[m] =
{
TI(i,prev), if m C
sprevl (i)
i ,
TI(i,next), otherwise.
Proposition. Let VT  mI and let m be the minimal integer such that rT (m) > rTI (m).
Then VT ⊂ VTI [m]. In particular, DG(T )⊂ {TI(i)}li=2.
Proof. This is trivially true for sl3. Assume this is true for n− 1 and show this for n.
Assume i < l. Consider π1,n−1(TI[m]). By 3.2(i), in that case πi,n−1(TI[m])= TIn[m].
By Part I, 4.1.2, one has π1,n−1(VT ) ⊂ mIn . Since m < n in that case, one also has
rπ1,n−1(T )(m)= rT (m) > rTIn (m). Thus, by induction assumption, Vπ1,n−1(T ) ⊂ VTIn [m].
On the other hand, we can write mI as a Cartesian product:
mI =mIn ×
σl−1∑
Xαj,n .j=1
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VT ⊂ Vπ1,n−1(T ) ×
σl−1∑
j=1
Xαj,n .
For any i , 1 < i < l, consider w = wr(π1,σl−1(TI [m])) and x = Cl . By 3.4(i), one has
Q([w,x])= TI[m].
By Part I, 2.2.4, one has αj,n ∈ S([w,x]) if and only if j ∈Cl . Thus,
VTI [m] = VTIn [m] ×
σl−1∑
j=1
Xαj,n .
Hence, if i < l then
VT ⊂ Vπ1,n−1(T ) ×
σl−1∑
j=1
Xαj,n ⊂ VTIn [m] ×
σl−1∑
j=1
Xαj,n = VTI [m].
If i = l, let us show that there exists y , T (y) = T , and z, T (z) = TI [m], such that
n∩y n⊂ n∩z n. Indeed, let y =wr(T ) and z=wr(TI [m]). Note that
(i) π1,m−1(T )= π1,m−1(TI[m]); therefore π1,m−1(y)= π1,m−1(z).
(ii) rT (n) > rT (n − 1) > · · · > rT (m) and rTI [m](n) > rTI [m](n − 1) > · · · > rTI [m](m);
therefore py(n) < py(n− 1) < · · ·<py(m) and pz(n) < pz(n− 1) < · · ·<pz(m).
(iii) (a) If m Csprevl (l)l then for any s m one has
rTI [m](s)=
{
rTI (s), if s < C
sprevl (l)
l ,
rTI (s)+ 1, otherwise.
On the other hand, for any s m one has rT (s) rTI (s)+ 1 just by {αs}n−1s=m ⊂
τ (TI)⊂ τ (T ) and by condition rT (m) rTI (m)+ 1. Thus, py(s) pz(s).
(b) If m>Csprevl (l)l then
rTI [m](s)=
{
rTI (s), if s < n,
snext l (l)+ 1, if s = n.
On the other hand, since |T sprevl (l)+1I | = · · · = |T clI | and |T cl+1I | = · · · =
|T snext l (l)I | = |T clI | − 1, one has that rT (m)  snext l (l)+ 1 and, for any s m,
one has rT (s) snext l (l)+ 1+ (s −m) exactly by the same reasoning as in (a).
Thus again py(s) pz(s).
In both cases we get the hypothesis (iii) of 3.3. Therefore, by 3.3 we get the result. ✷
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x =
{
[Ci+1, . . . ,Cl] if i < l,
∅, if i = l;
then by 3.4(i) one has Q[w,x] = TI [m], and the same proof shows that
n∩wr (T ) n⊂ n∩[w,x] n,
that is, T D> TI [m]. In particular, this means that T G> TI[m] if and only if T D> TI[m]. The
interesting question is whether this is true for any T ∈ {TI(i)}li=2; that is, whether for any
T ∈ {TI(i)}li=2 one has S G> T if and only if S D> T .
3.6. We have completed step (i) of the proof. Now we will prove step (ii).
Proposition. Given TI = (C1, . . . ,Cl).
(i) If TI(l,next) = ∅ then TI(l,next) ∈D(TI).
(ii) If TI(l,prev) = ∅ then TI(l,prev) ∈D(TI).
Proof. Set sh(TI)= λ= (λ1, λ2, . . . , λk).
(i) Assume that TI(l,next) = ∅ and put T := TI(l,next), l′ := p(l,next), and sh(T ) :=
µ= (µ1, . . . ,µk). (If the number of rows in T is greater by 1 than the number of rows in
TI , we suppose that indeed λ= (λ1, λ2, . . . , λk−1) and add λk = 0 to λ to obtain the same
length.) One has
µj =


λj , if j = cl, cl′ + 1,
λcl − 1, if j = cl,
λcl′+1 + 1, if j = cl′ + 1.
If cl′ = cl then Oµ is a descendant of Oλ by Part I, 2.3.3. Thus, VT is a descendant of VI .
If for any j = l′ one has cj = cl′ then λcl+1 = · · · = λcl′ = λcl − 1 and λcl′ +1 = λcl − 2, so
that againOµ is a descendant ofOλ by Part I, 2.3.3. Thus, again VT is a descendant of VI .
Assume that cl′ > cl and there exists j = l′ such that cj = cl′ . Then there exists the
unique orbit Oν such that Oµ Oν Oλ where ν = (ν1, . . . , νk) is defined by
νj =


λj , if j = cl′, cl′ + 1,
λcl′ − 1, if j = cl′,
λcl′+1 + 1, if j = cl′ + 1.
Assume that there exists T ′ such that VT  VT ′  VI . Then sh(T ′)= ν. Consider π1,n−1
of the three orbital variety closures. We get Vπ1,n−1(T ) ⊂ Vπ1,n−1(T ′) ⊂ Vπ1,n−1(I). Since
π1,n−1(T ) = π1,n−1(TI), one has π1,n−1(T ′) = π1,n−1(TI), which is impossible since
|(π1,n−1(TI))cl′ | = λc ′ and |(π1,n−1(T ′))cl′ | νc ′ = λc ′ − 1.l l l
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and put T = TI(l,prev), l′ := p(l,prev), and sh(T ) := µ = (µ1, . . . ,µk). (Again if the
number of rows in T is greater by 1 than the number of rows in TI , we again add λk = 0
to λ to get the same length.) One has
µj =


λj , if j = cl′, cl + 1,
λcl′ − 1, if j = cl′,
λcl+1 + 1, if j = cl + 1.
Note that by definition of TI(l,prev) we obtain
λcl′+1 = · · · = λcl and λcl+1 = λcl − 1. (∗)
The claim is trivially true for n = 3, so assume that in Tn−1 one has that TI(l,prev) is
a descendant of TI .
Again, if for any j = l′ one has cj = cl′ then Oµ is a descendant of Oλ by Part I, 2.3.3,
thus VT is a descendant of VI .
Again, assume that cl′ < cl and there exists j = l′ such that cj = cl′ . Note that in that
case
αn−1 ∈ I. (∗∗)
By (∗) in that case there exists the unique orbit Oν such that Oµ  Oν  Oλ where
ν = (ν1, . . . , νk) is defined by
νj =


λj , if j = cl′, cl′ + 1,
λcl′ − 1, if j = cl′,
λcl′+1 + 1, if j = cl′ + 1.
Assume that there exists T ′ such that VT  VT ′  VI ; then sh(T ′) = ν. Consider
π1,n−1 of the three orbital variety closures. We get Vπ1,n−1(T ) ⊂ Vπ1,n−1(T ′) ⊂ VIn . By
the induction assumption, π1,n−1(T ′) = π1,n−1(T ) or π1,n−1(T ′) = TIn . The second
situation is impossible since |T cl′In | = λcl′ and |(π1,n−1(T ′))cl′ |  νcl′ = λcl′ − 1. Thus,
π1,n−1(T ′)= π1,n−1(T ). Set µ′ = sh(π1,n−1(T ))= sh(π1,n−1(T ′)). Then
µ′j =
{
λj , if j = cl′
λcl′ − 1, if j = cl′
}
=
{
νj , if j = cl′ + 1,
νcl′ +1 − 1, if j = cl′ + 1.
Thus, rT ′(n) = cl′ + 1  rT (n − 1) = cl . Since π1,n−1(T ′) = π1,n−1(T ), we get that
rT (n− 1)= rT ′(n− 1) so that αn−1 /∈ τ (T ′) which contradicts to (∗∗). ✷
3.7. Note that 3.6(i) can be easily generalized to any Young tableau T .
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λm < λi − 1}. Then S obtained from T by moving the box with n from row i to row j , or
formally
S :=


T 1,i−1
T i − n
T i+1,j−1
T j + n
T j+1,∞

 is a geometric descendant of T .
The proof is exactly the same as the proof of 3.6(i). In particular, 3.6 and 3.7 show that
VS being a geometric descendant of VT does not necessarily imply thatOS is a descendant
of OT .
3.8. As it is formulated in Theorem 2.8, it may happen that for some i , where i < l,
TI(i,next) or TI(i,prev) is not a geometric descendant of TI . This is a difficult point.
To understand it, we need the non-trivial involution ψ of the Dynkin diagram of sln
defined by ψ(αi ) = αn−i . This involution induces the involution ψ of sln obtained by
ψ(Xαi,j )=Xαn+1−j,n+1−i and of its Weyl groupW = Sn defined byψ(sαi )= sαn−i . One has
ψ(w)(ψ(αi,j ))=ψ(w(αi,j )). The involution has a nice description by word presentations.
Set ψn : {i}ni=1 →{i}ni=1 by ψn(i) := n+ 1− i .
Lemma. Let w = [a1, a2, . . . , an] be a word presentation. Then
ψ(w)= [ψn(an),ψn(an−1), . . . ,ψn(a1)].
Proof. First of all, let us show the assertion for si = [1,2, . . . , i− 1, i+ 1, i, i+ 2, . . . , n]:
ψ(si)= sn−i = [1,2, . . . , n− i − 1, n− i + 1, n− i, . . . , n]
= [ψn(n), . . . ,ψn(i + 2),ψn(i),ψn(i + 1),ψn(i − 1), . . . ,ψn(1)].
Recall from Part I, 1.9, the notion of 3(w)—that is the minimal length of w as an element of
Weyl group written as a product of sα , α ∈Π . Assume that the assertion is true for anyw of
length 3(w) p − 1 and show this for w = si1 · · · sip . Let w′ = si1 · · · sip−1 = [a1, . . . , an]
in word presentation. Then w =w′sip = [b1, . . . , bn] where
bj =


aj , if j = ip, ip + 1,
aip+1, if j = ip,
aip , if j = ip + 1.
One has
ψ(w)=ψ(w′)sn−ip
= [ψn(an), . . . ,ψn(aip ),ψn(aip+1), . . . ,ψn(a1)]sn−ip (by ind. assumption)
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In what follows, we use the following notation. For w = [a1, . . . , am] such that 〈w〉 ⊂
{i}ni=1, put
ψ(w) := [ψn(am),ψn(am−1), . . . ,ψn(a1)].
3.9. The involution ψ on W induces the (geometric and Duflo) order preserving
involution on Tn obtained by ψ(T (w)) := T (ψ(w)). Indeed, since this is an involution
on sln and on B and ψ(n ∩w n)= n∩ψ(w) n, we obtain
n∩w n⊆ B(n∩y n) iff n∩ψ(w) n⊆ B(n∩ψ(y) n).
In general, there is no simple straightforward description of ψ(T ) for a given T . But
for T = (P,Q) such that ∀p ∈ 〈P 〉, ∀q ∈ 〈Q〉 one has p < q , the result is very simple.
Lemma. Given tableaux P and Q such that ∀p ∈ 〈P 〉, ∀q ∈ 〈Q〉 one has p < q;
then ψ(P,Q) = (ψ(Q),ψ(P )). In particular, for TI = (C1, . . . ,Cl) one has ψ(TI) =
(ψ(Cl), . . . ,ψ(C1)).
Proof. This is straightforward from 3.4 and 3.8. Let P = T (x), Q= T (y). Note that for
any a ∈ψ(y) and any b ∈ ψ(x) one has a < b. Now by 3.4, (P,Q)= T ([x, y]) and
ψ(P,Q)= T (ψ([x, y]))= T ([ψ(y),ψ(x)]) (by 3.8)
= (ψ(Q),ψ(P )) (by 3.4). ✷
Note that ψ(TI) = (ψ(Cl), . . . ,ψ(C1))= Tψ(I) can be also obtained as a straightfor-
ward corollary of the involution ψ of Dynkin diagram.
3.10. We can also describe explicitly ψ(TI(i,next)) and ψ(TI(i,prev)). This requires
more subtle consideration of RS insertion. Recall the notation p(i,next) and p(i,prev)
from 3.2. Recall the definition TI(cs↙Ci(j)) from 2.6.
Proposition. Let TI = (C1,C2, . . . ,Cl).
(i) If TI(i,next) = ∅ then ψ(TI(i,next))= Tψ(I)(ci↙ψ(Cp(i,next))(ci)).
(ii) If TI(i,prev) = ∅ then ψ(TI(i,prev))= Tψ(I)(ci↙ψ(Cp(i,prev))(cp(i,prev))).
Proof. Let us first show (i). Set T := TI(i,next). Note that
sh(T )= sh(Tψ(I)(ci↙ψ(Cp(i,next))(ci))).
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I for any i one has that |T i | is the number of chains of length greater or equal than i . In
particular, by our assumption for j > 1, if cj > cl then cj > c1. Thus, |T cl+1I | = |T cl+2I | =
· · · |T c1I | =: s and |T clI | = s + 1, |T c1+1I | = s − 1. Recall that T is obtained from TI by
moving n from row cl to row c1 + 1 so that |T cl | = |T cl+1| = · · · = |T c1 | = |T c1+1| = s.
Let {C1,Ci2 , . . . ,Cis } be the chains of length greater than cl .
Just for the simplicity of further notation, note that C1 = (1,2, . . . , c1), ψ(C1) =
(n+ 1− c1, . . . , n), and (ψ(C1))cl+t = n− c1 + cl + t for any t , 0 t  c1 − cl .
Recall C1,ji from 2.6. If ci  j then let C
1,j
i = Ci . Set
x =
[
C
1,c1
1 ,C
1,c1
2 , . . . ,C
1,c1
l−1 ,Cl − n
]
, y = [T c1+1], and z=wr(T c1+2,∞).
Thus, by Part I, 3.2.3(v) one has T ([z, y, x])= T .
Now consider S := ψ(T ) = T (ψ([z, y, x])). By 3.8, one has ψ([y, x,w]) = [ψ(x),
ψ(y),ψ(z)].
(1) Put S′ = T ([ψ(x)]); then by 3.9 one has
S′ = (ψ(Cl − n),ψ(C1,c1l−1 ), . . . ,ψ(C1,c11 ))
and, in particular,
{(
n+ 1− T c1s
)
<
(
n+ 1− T c1s−1
)
< · · ·< (n+ 1− T c11 )}⊂ 〈(S′)1〉 and
(S′)cl = ((n+ 1−Cc1+1−clis ), . . . , (n+ 1−Cc1+1−cli2 ), n− c1 + cl).
(2) ψ(y) = [1, n+ 1 − T c1+1s−1 , . . . , n + 1 − T c1+11 ] =: [y1, . . . , ys]. Note that y1 < y2 <
· · ·< ys and yj < (n+ 1− T c1s+1−j ) for any j , 1 j  s.
(3) Set S′′ = T ([ψ(x),ψ(y)]). Then by RS procedure and by (1) and (2), one has
(S′′)cl+1 = (S′)cl . In particular, rS′′(n− c1 + cl)= cl + 1.
By RS procedure for any p ∈ S′′, one has rS(p) rS′′(p).
In particular, rS(n− c1 + cl) cl + 1. Since S G> Tψ(I), we get just by τ -invariant that
rS(n− c1 + cl + t) cl + 1+ t for any t, 0 t  c1 − cl. (∗)
As well one has sh(S) = sh(T ). The only tableau greater (in geometric order) than Tψ(I)
fulfilling (∗) and the shape condition is
S = Tψ(I)
(
cl↙ψ(C1)(cl)
)
. (∗∗)
Now assume that i < l or j := p(i,next) > 1. Then T = (P,S,Q) where
P = (C1, . . . ,Cj−1), S = Tπ (I)(i − j,next), Q= (Ci+1, . . . ,Cl).σj−1+1,σi
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ψ(S)= Tψ(πσj−1+1,σi (I))
(
ci↙ψ(Cj )(ci)
)
.
Thus, ψ(T )= Tψ(I)(ci↙ψ(Cj )(ci)). To show (ii), we set T := TI(i,prev) and again begin
with the case i = l and p(l,prev)= 1. In that case T = TI(c1↙Cl(c1)). Note that this case
is dual to (i), that is, T is S from (∗∗). Thus, since ψ is involution, we get
ψ(T )= Tψ(I)(l,next)= Tψ(I)
(
cl↙ψ(C1)(c1)
)
.
We proceed as in part (ii) to obtain the result for any i and p(i,prev). ✷
3.11. As we have mentioned already in 2.8, if next l (i) = ci then sh(TI(i,next))
is obtained from sh(TI) by moving a box from row ci to row ci + 1 so that
codimmI (VTI(i,next)) = 1. Thus, in this case TI(i,next) is a (geometric) descendant of
TI just by dimension consideration.
To complete the proof of the theorem, it remains to show the following.
Proposition.
(i) If next l (i) > ci then TI(i,next) ∈D(TI) iff snext r (i) > next l (i).
(ii) If prevl(i)= sprevl (i) = n then TI(i,prev) ∈D(TI) iff sprevr (i) < sprevl (i).
Proof. We begin with (i). If TI(i,next) is not a descendant, that is, if there exists T , TI G>
T
G
> TI(i,next), then by 3.5, T ∈ TI(j) for some j . Moreover, by 3.6(i), j > i . Indeed,
consider π1,Ccii (T ),π1,C
ci
i
(TI(i,next)). Since π1,Ccii (T ) = π1,Ccii (TI(i,next)), one has by
3.6(i) that π1,Ccii (T )= π1,Ccii (TI). Thus, j > i .
Set sh(TI) := λ= (λ1, . . . , λk); then sh(TI(i,next))= µ where
µs =


λs, if s = ci, cp(i,next) + 1,
λci − 1, if s = ci,
λcp(i,next)+1 + 1, if s = cp(i,next) + 1.
Let us first show that if snext r (i) > next l(i) then TI(i,next) ∈ D(TI). Assume that
snext r (i) > next l (i). That means that ∀j , j > i , one has cj  ci or cj > cp(i,next). Then
for any j > i if TI(j,next) is defined then sh(TI(j,next))= ν where
νs =


λs, if s = cj , cp(j,next) + 1,
λcj − 1, if s = cj ,
λcp(j,next)+1 + 1, if s = cp(j,next) + 1.
(1) If cj < ci or cj > cp(i,next) then ν <µ.
(2) If cj = ci put s = C1i , t = σj and consider πs,t . Using consequently 3.2, we get
πs,t
(
TI(i,next)
)= Tπs,t (I), πs,t(TI(j,next))= Tπs,t (I)(j − i + 1,next).
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Again, for any j > i , if TI(j,prev) is defined then sh(TI(j,prev))= ν where
νs =


λs, if s = cj + 1, cp(j,prev),
λcp(j,prev) − 1, if s = cp(j,prev),
λcj+1 + 1, if s = cj + 1
and we are left with the only cases when cj = ci (if cj = ci then TI(j,prev)= ∅), so that
ν <µ.
To complete (i), we must show that if snext r (i)  next l (i) then TI(i,next) /∈ D(TI).
We use the involution ψ . Consider Tψ(I). Since ψ is order preserving, one has that
TI(i,next) ∈ D(TI) iff ψ(TI(i,next)) ∈ D(Tψ(I)). Let us show that the last assertion is
not true in our case. Indeed, by 3.10,
ψ
(
TI(i,next)
)= Tψ(I)(ci↙ψ(Cp(i,next))(ci)).
By 3.5,
Tψ(I)
(
ci↙ψ(Cp(i,next))(ci)
) G Tψ(I)[m],
where m= ψn+1(Ccip(i,next)). Note the number of chains ψ(Cp(i,next)) in Tψ(I) is l + 1 −
p(i,next). Since snext r (i) next l (i), we get that prevl (l + 1− p(i,next)) > ci in Tψ(I).
One has
Tψ(I)[m] = Tψ(I)
(
l + 1− p(i,next),prev) = Tψ(I)(ci↙ψ(Cp(i,next))(ci)).
Thus, by 3.5,
Tψ(I)
(
ci↙ψ(Cp(i,next))(ci)
) G
> Tψ(I)[m],
which implies
Tψ(I)
(
l + 1− p(i,next), ci, ci
)
/∈D(Tψ(I)).
(ii) can be obtained in the same manner as (i) or by applying ψ to (i). We will use the
second way which shows as well that TI(i,next) ∈D(TI) if and only if
Tψ(I)
(
l + 1− p(i,next),prev) ∈D(Tψ(I)).
Put ψ(TI) := (C′1, . . . ,C′l ). Note that ψ(Cs) = C′l+1−s and |C′l+1−s | = cs for any s,
1 s  l. Put s′ := l + 1− s so that ψ(Cs)= C′s ′ . Now set
snext l (s) :=
{
min{cj | j < s, cj > cs}, if there exists j < s such that cj  cs,
n, otherwise,
nextr (s) :=
{
min{cj | j > s, cj  cs}, if there exists j > s such that cj > cs,
0, otherwise.
A. Melnikov / Journal of Algebra 271 (2004) 698–724 719Note that for any s, 1 s  l,
(a) snext r (s′)|ψ(I) = snext l (s)|I and next l (s′)|ψ(I) = next r (s)|I .
(b) Assume that s is such that next l (s′)|ψ(I) = cs,0. Set p′ := p(s′,next)|ψ(I). Respec-
tively we get p = l + 1− p′.
(b1) If sprevl(p′)|ψ(I) = n then we have sprevl (p′)|ψ(I) = sprevr (p)|I and
sprevl(p′)|ψ(I) < cs (otherwise next l (s′)|ψ(I) < cp). If sprevl (p′)|ψ(I) = n then
sprevr (p)|I = 0. In both cases, we get sprevr (p)|I < cs .
(b2) One has prevl (p)|I = sprevl (p)|I = cs iff snext l (s)|I > nextr (s)|I .
Consider TI(i,prev) = ∅. Set j = p(i,prev).
First assume that TI(i,prev) ∈D(TI). In that case, one has ψ(TI(i,prev)) ∈D(Tψ(I)).
By 3.10(ii), one has
ψ
(
TI(i,prev)
)= Tψ(I)(ci↙C′j ′(cj )).
By our assumption, one necessarily has by 3.5 that ψ(TI(i,prev))= Tψ(I)(C′j ′ ,next) and
that next l(j ′)|ψ(I) = ci > cj . Hence, the assumptions of (b) are satisfied for s = j . Note
that p(j ′,next)ψ(I) = i ′ (otherwise prevl (i)|I = cj ). Using (b1) to s = j and p = i , we
get that
sprevr (i)|I < cj . (∗)
By (i), one has Tψ(I)(C′j ′ ,next) ∈ D(Tψ(I)) iff snext r (j ′)|ψ(I) > next l (j ′)|ψ(I). By (a),
this is equivalent to snext l (j )|I > next r (j)|I . By (b2), this provides sprevl(i)|I = cj .
Comparing this to (∗), we get sprevr (i)|I < sprevl (i)|I .
Now assume that sprevr (i)|I < sprevl (i)|I . Recall that j = p(i,prev)|I ; that is,
cj = sprevl (i)|I and for any k, j < k < i , one has that ck > ci or ck < cj . From our
assumption, one has next r (j)|I = snext r (j)|I = ci and snext l (j )|I > ci . Thus, one has
p(j ′,next)|ψ(I) = i ′ and next l(j ′)|ψ(I) < snext r (j ′)|ψ(I). Thus, by (i), Tψ(I)(j ′,next) ∈
D(Tψ(I)). Applying ψ , we get ψ(Tψ(I)(j ′,next)) ∈D(TI). On the other hand, by 3.10,
ψ
(
Tψ(I)(j ′,next)
)= TI(cj↙Ci(cj ))= TI(Ci,prev).
Hence, TI(Ci,prev) ∈D(TI). ✷
4. On geometry of descendants of a Richardson orbital variety
4.1. As it was shown in [4], one has n∩O = n∩O for any O. The question is whether
considering mI instead of n gives the same equality. Of course, the first restriction is
O  OI since if O < OI then mI ∩O = ∅ and mI ∩ O = mI , so the equality trivially
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Recall that
mI ∩O=
∐
O′O
mI ∩O′.
Now take I ⊂ Π for which there exists V ∈ DG(VI) such that OV is not a descendant
of OI . Let O be an intermediate orbit, that is, OI < O < OV . Obviously, V ⊂ mI ∩O.
On the other hand, one has by 2.3 that
mI ∩O =
⋃
Vi ,
where Vi are orbital varieties. Thus, mI ∩O=⋃V i . Now by 2.8, one has V ⊂ V i for any
i thus V ⊂⋃V i just by irreducibility of V .
The first example occurs in sl4. Let
TI = 1 3 4
2
, S = 1 3
2 4
, and T =
1 4
2
3
.
Take λ= (2,2). One has VT ⊂mI ∩Oλ and VT ⊂mI ∩Oλ = VS .
On the other hand, note that by 2.3 and the definition of DG(TI), one has
mI ∩
( ⋃
T ∈DG(TI)
OshT
)
=mI ∩
( ⋃
T ∈DG(TI )
OshT
)
.
In particular, if |T 1I | = 2 or |T 1I | = |T 2I | = · · · = |T kI |, that is, in the cases when all
T ∈DG(TI) are of the same shape, call it λ, one has mI ∩Oλ =mI ∩Oλ.
4.2. As we have explained in 1.11, all the descendants of codimension 1 of VI
are complete intersections. According to 2.8, some of the descendants of VI are of
codimension greater than 1 in it. The question is whether a descendant of codimension
greater than 1 of VI is necessarily a complete intersection. In 4.4 we give an example in
sl6 of VI and its descendant of codimension 2 which is not a complete intersection.
First of all note that for sln where n  5 all the descendants of a Richardson orbital
variety are complete intersections. Indeed, as it is noted in [7, p.16], all the orbital varieties
for n  4 are complete intersections and the only orbital variety in sl5 which is not a
complete intersection is VT where
T =
1 2
3 4
5
.
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4.3. Before considering the example in sl6, let us introduce the notation needed in what
follows.
Let ei,j be the matrix having 1 in the ij th entry and 0 elsewhere. Let xj,i denote the
coordinate function on g= sln defined by
xj,i (er,s)=
{−1, if (r, s)= (i, j),
0, otherwise.
Then the Poisson bracket { , } defined on S(g∗) through the Lie bracket on g satisfies
{xi,j , xr,s} = δj,rxi,s − δs,ixr,j , (∗)
where δi,j is the Kronecker delta. Let m− be the opposed algebra of m. Setting xi,j = ei,j
for i > j identifies m− with m∗. Set A := S(m−), a symmetric algebra of m−.
4.4. Consider sl6. Set I = {α1, α2, α5}. One has
TI =
1 4 5
2 6
3
.
Consider V := VT where
T =
1 4 5
2
3
6
.
Note that T ∈ DG(TI) and, moreover, sh(T ) = (3,1,1,1) is a descendant of sh(TI) =
(3,2,1). One has codimmI (V)= 2.
Let I (V) denote the ideal for definition of V in A. Let us show that I (V)=√I where
I := 〈f1, f2, f3, f4〉 for
f1 =
∣∣∣∣∣
x4,2 x4,3 0
x5,2 x5,3 x5,4
x6,2 x6,3 x6,4
∣∣∣∣∣= x4,2x5,3x6,4 + x4,3x5,4x6,2 − x4,2x5,4x6,3 − x4,3x5,2x6,4,
f2 =
∣∣∣∣∣
x4,1 x4,3 0
x5,1 x5,3 x5,4
x6,1 x6,3 x6,4
∣∣∣∣∣= x4,1x5,3x6,4 + x4,3x5,4x6,1 − x4,1x5,4x6,3 − x4,3x5,1x6,4,
f3 =
∣∣∣∣∣
x4,1 x4,2 0
x5,1 x5,2 x5,4
∣∣∣∣∣= x4,1x5,2x6,4 + x4,2x5,4x6,1 − x4,1x5,4x6,2 − x4,2x5,1x6,4,
x6,1 x6,2 x6,4
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∣∣∣∣∣
x4,1 x4,2 x4,3
x5,1 x5,2 x5,3
x6,1 x6,2 x6,3
∣∣∣∣∣= x4,1x5,2x6,3 + x4,2x5,3x6,1 + x4,3x5,1x6,2
− x4,1x5,3x6,2 − x4,2x5,1x6,3 − x4,3x5,2x6,1.
Let us show first of all that all four polynomials are irreducible. Recall the definition of
mlI from [2, 2.19]. Note that, f1 = mlI′ where mI′ = π2,6(mI). Thus, f1 is irreducible
by [2]. Now f2 = −{x2,1, f1} and f3 = {x3,1, f1}, so they are irreducible. Finally,
f4 = ml′′I where I ′′ = {α1, α2, α4, α5} and again is irreducible by [2]. Further note that
f1 /∈ 〈f2, f3, f4〉 since f2|x4,1=x5,1=x6,1=0 = f3|x4,1=x5,1=x6,1=0 = f4|x4,1=x5,1=x6,1=0 = 0
and f1|x4,1=x5,1=x6,1=0 = 0. Exactly in the same way we show that f2 /∈ 〈f1, f3, f4〉,
f3 /∈ 〈f1, f2, f4〉, and f4 /∈ 〈f1, f2, f3〉. Thus, I is generated by 4 polynomials. One can
see at once that I is stable under Poison bracket action.
Let V(I) denote variety of I . It consists of all the matrices in mI of rank less or equal to
2, that is, V(I)=m ∩ (Oλ1 ∪Oλ2 ∪Oλ3 ∪Oλ4) where λ1 = (3,1,1,1), λ2 = (2,2,1,1),
λ3 = (2,1,1,1,1), λ4 = (1,1,1,1,1,1). In particular, VT ⊂ V(I). By 2.3, one has
mI ∩Oλ1 = VT , mI ∩Oλ2 = VP ∪ VQ, mI ∩Oλ3 = VS ∪ VU,
mI ∩Oλ4 = VY ,
where
P =
1 4
2 5
3
6
, Q=
1 5
2 6
3
4
, S =
1 4
2
3
5
6
, U =
1 5
2
3
4
6
, and Y =
1
2
3
4
5
6
.
By Part I, 3.3.3, one can see that P,Q,S,U,Y D> T . Thus, V(I)⊂ VT . We get V(I)= VT .
To show that VT is not a complete intersection, we must show that
√
I is generated by
at least three polynomials. We will show that it is generated by at least four polynomials.
Let
√
I = 〈pi〉ki=1. Let us write pi =
∑
p
j
i where p
j
i is a component of pi whose
monomials contain j different variables.
First, let us show that pji = 0 for j  2.
(i) It is obvious that p0i = 0 since there exists ti such that ptii ∈ I .
(ii) Note that A has 11 variables xi,j . Note that for any specialization x of {xi,j } taking
10 variables to 0, one has fi |x = 0 for i = 1,2,3,4. Thus, I |x = 0. On the other hand,
pi |x = p1i |x and ptii |x = (p1i )ti |x ∈ I |x . Thus, p1i |x = 0 for any such specialization
which provides p1i = 0.
(iii) Now note that for any specialization x of {xi,j } taking 9 variables to 0, one has
fi |x = 0 for i = 1,2,3,4. Thus, exactly in the same way as in (ii), we get that p2 = 0.i
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pˆi =∑j4 pi,j . Since f1, f2, f3, f4 ∈√I , we get by degree considerations
fj =
∑
i
B
j
i pi =
∑
i
b
j
i pi,3,
where Bji are some polynomials and b
j
i ∈ C. Consider a linear affine space V = Cr with
the basis {xi,j xp,qxs,t} where (i, j), (p, q), (s, t) are pairwise different and r =
(11
3
)
. Since
f1, . . . , f4 are linearly independent in V , one has that the number of pi must be at least 4.
Moreover, using more subtle analysis, one can show that for any i , 1  i  k and
any j  3, one has pi,j ∈
√
I and then, using the specializations which take
√
I onto
Ii = 〈fi〉 (all simple ideals) and some further specializations, one can show that
√
I =
〈f1, f2, f3, f4〉.
Index of notation
1.2. O, V, OV
1.3. R, R+, Π, Xα, B, b, Vw, Ow
1.4. I, PI, MI , mI , WI , wI, VI, OI
1.5. λ, Oλ, λ µ, OO′
1.6. CV , Cw, Sn, T (w), Tn, VT , TV , sh(T )
1.7. rT (u), τ (T ), τ (V)
1.8. V GW
2.1. S(w), y Dw, τ(w), Pα, αi,j , pw(i), 〈w〉, w, [x, y], Sn, SE
2.2. T ij , ω
i(T ), Tj , T
i, T i,j , T i,∞, |(Tj )|, |(T i)|, 〈T 〉, Tn, TE, (T ,S), T †
2.4. TI, CIi , ci, σi
2.6. T̂s,t , C1,j−1i , Ci(j), TI(cs↙Ci(j))
2.7. next l (i), prevl (i), sprevl (i), snext r (i), sprevr (i), TI(i,next), TI(i,prev), TI(i)
2.8. DG(T )
3.1. 〈i, j 〉, πi,j
3.2. In, I1, p(i,next), p(i,prev)
3.4.
(
P
Q
)
4.3. xi,j , m−, A
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