An important issue commonly encountered in the analysis of microarray data is to decide which and how many genes should be selected for further studies. For discriminant microarray data analyses based on statistical models, such as the logistic regression model, this gene selection can be accomplished by a comparison of the maximum likelihood of the model given the real data,L(D|M ), and the expected maximum likelihood of the model given an ensemble of surrogate data,L(D0|M ). Typically, the computational burden for obtainingL(D0|M ) is immense, often exceeding the limits of available resources by orders of magnitude. Here, we propose an approach that circumvents such heavy computations by mapping the simulation problem to an extreme value problem, which can be easily solved by numerical simulation. We choose three classification problems from two publicly available microarray datasets to illustrate that approach.
INTRODUCTION
Discriminant microarray data analysis can be understood as a comparison and classification of the expression levels of samples from one group versus another group, such as diseased tissues versus normal tissues, or one subtype of cancer versus another subtype. Discriminant analysis or classification can be carried out on a whole set of genes or on individual genes, and it has become increasingly clear that, for many classification tasks based on microarray data, it is not necessary to consider many genes simultaneously. In many cases it has been shown that a few genes are sufficient for classifying two groups of samples [1, 6, 21, 24, 27, 28, 30, 32, 39] , and in some cases as few as one or two genes are sufficient for a perfect classification [24, 35, 39] . Based on this understanding, a simple approach is to examine one gene at a time, rank them according to their classification ability, and select only the top ranking genes for further studies, including new confirmation experiments [36, 33] .
Two single-gene discriminant methods that were first applied to the analysis of microarray data are the fold-change method (see, e.g., [5] ) and the t-test. As repeatedly pointed out [4, 7, 10, 20, 29, 31, 37] , the fold-change method is not rigorous from the statistical point of view, because it consider neither the variances nor the sample sizes of the data. For example, a two-fold increase obtained from narrowly distributed data with 1000 samples is statistically much more significant than the same increase obtained from broadly distributed data with 10 samples. The t-test overcomes this shortcoming by including the variance and sample size information in making a statistical conclusion. However, the t distribution is obtained by assuming that the random variables are sampled from a normal (gaussian) distribution. The assumption of normally distributed random variables is usually satisfied by using the logarithm of the spot intensity in a microarray experiment as a measure of the expression level (see, e.g., [13] ).
There are alternative discriminant methods that do not require normal distributions. Out of the four linear discriminant analysis methods -Fisher's linear discriminant analysis, logistic regression (LR), Rosenblatt's perceptron, and support vector machine (SVM)-LR and SVM do not rely on the assumption of normally distributed random variables [19] , and hence they are more robust when the actual data are not normally distributed, including the presence of outliers. Another difference between t-tests and LRs is that t-tests compare two group averages, whereas LRs check each individual sample for consistent differential expressions [23] . In the following we focus on LR, which has already been used in discriminant microarray data analyses [12, 24, 25, 30, 34, 38] .
Two different schemes in the LR framework to decide whether the discriminant ability of a gene is significant are (i) cross-validation and (ii) resampling. In cross-validation, the set of samples is divided into two parts, where the first part is used for fitting the model parameters, and the second part is used for assessing the classification performance [1, 11] . The shortcoming of this method is that not all samples are used in the learning process, which is not optimal for datasets with a small number of samples. Often, the number of samples is small in microarray datasets, partly due to the fact that microarray chips are expensive. In resampling, the sample labels are randomly permuted, and the entire analysis is re-run for the shuffled dataset, multiple times. Comparing likelihoods of single-gene LRs of the real data with those of the shuffled data provides a way to select top-ranking genes [25] . One problem of the resampling scheme is that the calculation of the LR likelihoods for tenthousands of genes is computationally intensive, and that repeating that calculation for, say, 10 4 sets of shuffled data is prohibitive.
Here we propose an alternative gene selection criterion that circumvents such heavy computations by performing some of the calculations analytically. Our approach is based on the recognition that we are only interested in the extreme values in the following sense: in order to define a threshold for gene selection, we compare the maximum likelihood of genes in the real data with the maximum likelihood of the top-ranking gene in the surrogate data. Whereas traditional approaches require the calculation of all single-gene likelihoods in the surrogate data for each of the surrogate datasets, we propose to compute (the expected value of) the likelihood of the top-ranking gene from the null data directly. We note in passing that the well known extreme value distributions, such as the Gumbel, Fréchet, or Weibull distributions [18] , do not provide a solution to our problem, because these generic distributions are the limiting distributions for infinitely large sample sizes, whereas we are interested in the extreme value distribution for a finite sample size given by a finite number of genes.
METHODS

Logistic regression of microarray data
First, we introduce the following notation. Let the samples be indexed by i, and let the genes be indexed by j. Denote the total number of samples by N , the total number of genes by p, the expression level by x, e.g., x = log(spot intensity), and the sample label value by y, e.g., y = 0 or y = 1 for a binary classification problem. Then, the singlegene LR model Mj of gene j is defined by the conditional probabilities of the sample label yi given the expression levels xij: 1, 2, . . . , N and j = 1, 2, . . . , p. Here, aj and bj are parameters to be estimated from all samples i = 1, 2, . . . , N. The data-fitting performance of Mj is measured by the maximum likelihood
where D denotes the data, and M denotes the LR model in Eq. (1).
Maximum likelihood for the shuffled-label data
Denote by D0 a dataset with shuffled sample labels, and byLj (D0|M ) the maximum likelihood under the single-gene LR model Mj . For a particular realization of the shuffled data, we define by
the maximum value of the maximum likelihoods among all genes. Note the two maximizations: the first is over the parameter values for a given gene j, and the second is over all genes j. When D0 is repeatedly generated, those maximum values l vary from realization to realization, and our goal is to characterize the distribution of l, e.g. by computing the expected value, the median, or the standard deviation of l. Toward the calculation of the expected value of l, we use the fact that, under the assumption that the null model M0 is the true model of the data, the asymptotic distribution of the (logarithm, and multipled by a factor of 2) ratio of two maximum likelihoods is a χ 2 distribution with df degrees of freedom, where
is the difference of the number of parameters in models M and M0 [8] , i.e.,
where t(χ 2 df ) denotes a random variable sampled from a χ 2 distribution with df degrees of freedom.
Denote by M0 the model that is the same for all genes, i.e., P (yi = 1|xij ) = c for all j = 1, 2, . . . , p. The maximum likelihood estimate of c is the percentage of samples that are labeled as 1, i.e.,ĉ ≡ N1/N . The maximum likelihood under M0 isL
and its logarithm is related to the entropy
by logL(D0|M0) = −NH. Note thatL(D|M0) =L(D0|M0), because the percentage N1/N of samples with sample label y = 1 is the same in D and D0. Applying the LR model to the shuffled-label surrogate data, we obtain for the best single-gene maximum (log) likelihood
where t1, t2, . . . , tp are p random variables sampled from a χ 2 distribution with df degrees of freedom. In this example, the single-gene LR model contains two parameters, and M0 contains one parameter, so df = 2 − 1 = 1.
Extreme value distribution
Define Tp ≡ max(t1, t2, . . . , tp), where t1, t2, . . . , tp are statistically independent and identically distributed (i.i.d.) random variables. Then, the cumulative distribution function of Tp, P (Tp < x), is related to the cumulative distribution function of t, Q(t < x), by
where q(t) denotes the probability density function of t. 
Gene selection by the extreme value distribution
The gene selection criterion can be set by requiring the maximum likelihood of gene j (maximized over the parameter values in the LR model) to be greater than the average of the greatest maximum likelihood from the shuffled data. Here, "the average of the greatest" means that for each shuffled dataset we choose the greatest maximum likelihood among the maximum likelihoods of all genes j, and then we take the average over many shuffled datasets. Then, one may select all genes k that satisfy
(9) If a more stringent criterion is required, one may add one standard deviation to the r.h.s. of Eq. (9), i.e., one may select all genes k that satisfy
Eq. (10) is an arbitrary way to modify criterion (9), and we note in passing that there are other arbitrary options to tighten or relax the criterion, such as using the second greatest, the third greatest, or the n-th greatest likelihood instead of the greatest, using a multiple of 
RESULTS
Numerical simulation of the extreme value distribution
We perform numerical simulations in order to obtain the expected
5 we cannot predict whether the logarithmic trend continues asymptotically, but the extrapolation to these ranges of p is irrelevant for our problem, because in typical applications we need to analyze less than 10 5 genes. For the range of 10 3 < p < 1.5 × 10 5 we obtain the regression line E[Tp] ≈ −1.14 + 1.89 log p.
From Fig. 1 we also find that, for all studied values of p, the median is smaller than the average, but that the difference between the two is small. The fact that M [Tp] < E [Tp] indicates that the distribution of Tp is asymmetric with a longer right tail. We also find from Fig. 1 
Application to microarray datasets
We use two microarray datasets to illustrate the proposed criterion for deciding how many top-ranking genes should be selected: (i) the leukemia subtype data from the Whitehead Institute [16] , and (ii) the colon cancer data from Princeton University [2] . Fig. 2(A) shows the rank-ordered distribution of the maximum likelihoods for all single-gene LR models for the discrimination of acute lymphoblastic leukemia (ALL) from acute myeloid leukemia (AML). The sample size is 72, which combines both the training and testing sets, as designated in Ref. [16] . The ALL-AML classification problem is thoroughly discussed in [26] , and it is well known to be an easy classification problem [24, 27, 30, 35] . We find that there are 405 genes in the ALL-AML dataset with a max-loglikelihood that exceeds (the expected value of) the greatest of the maximum likelihood in the shuffled datasets, based on the extreme value calculation presented in Eq. (9). (10) , then the number of genes is reduced to 310. We note in passing that these two numbers, 405 and 310, are substantially smaller than 1100, which is the number of genes that are "more highly correlated with the AML-ALL class distinction than would be expected by chance," as reported by [16] using the "neighborhood analysis".
As pointed out in Ref. [17] , the ALL samples of the leukemia datasets are still a heterogeneous dataset, with sources from B-cells and T-cells being different from each other. Fig. 2(B) shows the rank-ordered distribution of the maximum likelihoods using single-gene LR models for the B-cell versus Tcell classification, with a reduced sample size of 47. The criterion of Eq. (9) selects 114 genes, and adding one standard deviation, according to Eq. (10), leads to 89 genes. These findings are in agreement with the observation in Ref. [17] that there are differentially expressed genes in B-cells and Tcells, and with a similar observation in [22] based on cluster analysis. Fig. 2(C) shows the rank-ordered distribution of the maximum likelihoods using single-gene LR models for the colon cancer versus normal tissue dataset [2] . This dataset consists of 47 samples, and only the data for 2000 genes that have the "highest minimal intensity across the samples" are available [2] . In contrast to the two examples presented above, we find in this example that only 49 and 27 genes are selected by criteria Eq. (9) and Eq. (10), respectively. One possible explanation why these numbers are so small is that the pre-processing methods applied to limit the number of genes to 2000 might have removed some differentially expressed genes. Another possible explanation is that the colon cancer versus normal samples in this dataset are just harder to classify.
CONCLUSIONS
One ubiquitous question arising in discriminant analyses of microarray data is to choose an appropriate number of genes to be selected for further studies. While a too conservative estimate of the number of relevant genes causes some loss of information, a too liberal estimate of the number of relevant genes causes the increase of noise in the resulting dataset. Finding the optimal number of genes, which maximizes the signal to noise ratio in subsequent studies, is a difficult goal, and many approaches have been proposed to accomplish that goal.
Some of the most successful approaches are based on resampling schemes, but the price for their reliable output is an enormous computational cost. Often, that cost exceeds by far the available resources, i.e., the available computing power is not sufficient for solving the computational problem in a practical time frame. In order to avoid that computational burden, we propose an approach that compares the maximum likelihoods of all single-gene LR models given the real data with the top-ranking maximum likelihoods of all single-gene LR models given the ensemble of surrogate data where the sample labels are randomly permuted [25] .
A naive implementation of that approach would still require a huge load of computations, because the LR param- eters would have to be recomputed for each gene and for each simulation run. To be specific, let us consider the example of analyzing a single dataset with N = 50 samples and p = 25, 000 genes. Computing the LR parameters and maximum likelihoods for such a dataset takes of the order of a few CPU hours. The naive implementation of the resampling scheme would require of the order of 10 5 CPU hours for computing the LR parameters and maximum likelihoods for 10 4 surrogate data sets with randomly permuted labels, which corresponds to a running time of the order of a half year on a 100-CPU cluster. One way of circumventing those extensive computations is to compute the expected value of the top-ranking maximum likelihood of all singlegene LR models directly from the null model. We show that this shortcut can be accomplished by two simple steps: (i) use a theoretical expression for the top-ranking maximum likelihood of the shuffled data, and (ii) use simple and computationally inexpensive numerical simulations to compute the mean value and standard deviation of the resulting extreme value distribution. Further studies are needed to test the accuracy of the approximation solution provided in this paper.
For illustrative purposes we applied the proposed approach to estimate the number of relevant genes in two publicly available microarray datasets, and we found that-at least in case of the leukemia subtype data from the Whitehead Institute-the number of differentially expressed genes estimated by Eq. (9) or Eq. (10) is substantially smaller than the corresponding estimates from Ref. [16] . This finding suggests that the proposed gene selection criterion is more conservative and hence more focused on potentially useful genes than traditional approaches.
