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Strongly robust interval matrices over (max,min)-algebra (fuzzy matrices) are studied
and strong robustness properties are proved, similar to those of classical fuzzy matrices.
It is shown that a strong robustness of an interval fuzzy matrix is well-defined using the
definition of classical strong robustness. Characterization of strong robustness of interval
fuzzy matrices is presented and an O(n3) algorithm for checking the strong robustness of
interval fuzzy matrices is described.
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1. Introduction
Fuzzy matrix operations, in which the addition and the multiplication of vectors and matrices are formally replaced
by operations of maximum and minimum, are useful for expressing applications of fuzzy discrete dynamic systems,
graph theory, scheduling, knowledge engineering, cluster analysis, fuzzy systems and for describing diagnosis of technical
devices [20,21], medical diagnosis [17,18] or fuzzy logic programs [9]. The problem studied in [17] leads to the problem of
finding the greatest invariants of the fuzzy system (the greatest eigenvector of the fuzzy matrix).
The eigenproblemof fuzzymatrices and its connection to paths in digraphswere investigated in [2,8]. The interpretations
of fuzzy eigenproblem of a matrix in cluster analysis and the generalized results on the problem can be found in [8].
In practice, the values of matrix inputs are not exact numbers and often they are rather contained in some intervals.
Considering matrices with interval coefficients is therefore of great practical importance; see [4,5,7,10,11,16,19]. The aim of
this paper is to describe matrices with inexact data (interval matrices) for which the greatest eigenvectors are reached with
any starting vector x. These kinds of interval matrices are called interval strongly robust.
2. Background of the problem
The fuzzy algebra B is a triple (B,⊕,⊗), where (B,≤) is a bounded linearly ordered set with the binary operations of
maximum andminimum, denoted by⊕, ⊗.
Matrix operations over B are defined with respect to⊕ and⊗, formally in the same manner as matrix operations over
any field. The least element in Bwill be denoted by O, the greatest one by I . By N+, we denote the set of all positive natural
numbers. The greatest common divisor of a set S ⊆ N+ is denoted by gcdS. For a given natural n ∈ N+, we use the
notationN = {1, 2, . . . , n}, and the notation B(n) (B(n, n)) for the set of all n-dimensional column vectors (squarematrices)
overB.
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Let x = (x1, . . . , xn)T ∈ B(n) and y = (y1, . . . , yn)T ∈ B(n) be vectors. We write x ≤ y (x < y) if xi ≤ yi (xi < yi) holds
for each i ∈ N .
For A ∈ B(n, n), As stands for the iterated product A⊗ · · · ⊗ A in which the symbol A appears s times.
An ordered pair G = (N, E) is called a digraph if N is a non-empty set (of nodes) and E ⊆ N × N (the set of arcs). A
path in a digraph G = (N, E) is a sequence of nodes p = (i1, . . . , ik) such that (ij, ij+1) ∈ E for j = 1, . . . , k − 1. A path is
elementary, if all its nodes are mutually distinct, it is a cycle, if i1 = ik, its length is k− 1 and is denoted by ℓ( p). A digraph
G = (N, E) that does not contain any cycle is called acyclic.
The symbol G(A) = (N, E) stands for the complete, arc-weighted digraph associated with the matrix A. The node set of
G(A) is N , and the capacity of any arc (i, j) is aij.
The capacity c( p) of a path p = (i1, . . . , ik) in the digraph G(A) = (N, E) is equal to c( p) =k−1j=1 aijij+1 .
By strongly connected componentK of G(A) = (N, E)wemean a subgraphK generated by a non-empty subset K ⊆ N
such that any two distinct nodes u, v ∈ K are contained in a common cycle and K is a maximal subset with this property. A
strongly connected componentK of a digraph is called non-trivial, if there is a cycle of positive length inK .
For any strongly connected componentK , the period perK is defined as gcd of the lengths of all cycles inK .
There is a well-known connection between the entries in powers of matrices and paths in associated digraphs: (i, j)-th
entry akij in A
k is equal to the maximum capacity of a path from P kG(A)(i, j), where P
k
G(A)(i, j) is the set of all paths in G(A) of
length k beginning at node i and ending at node j. If PG(A)(i, j) denotes the set of all paths from i to j, then a∗ij =

k≥1 a
k
ij is
the maximum capacity of a path from PG(A)(i, j) and a∗jj is the maximum capacity of a cycle containing node j.
For a given A ∈ B(n, n), h ∈ B, the threshold digraphs G(A, h) and G(A, h+) are the digraphs with the node set N and
with the arc sets E = {(i, j); i, j ∈ N, aij ≥ h} and E = {(i, j); i, j ∈ N, aij > h}, respectively.
For a given matrix A ∈ B(n, n), λ ∈ B and an n-tuple x ∈ B(n) are called an eigenvalue of A and an eigenvector of A,
respectively, if
A⊗ x = λ⊗ x.
In that case λ is the associated eigenvalue.
The result that we shall formulate for λ = I , as well as themethod used to prove it, can be generalized for arbitrary λ ∈ B.
The eigenspace V (A) is defined as the set of all eigenvectors of Awith associated eigenvalue I , i.e.
V (A) = {x ∈ B(n); A⊗ x = I ⊗ x = x}.
Similarly to [5–7,12,13], we define interval matrix Awith bounds A, A ∈ B(n, n) as follows
A = [A, A] =  A ∈ B(n, n); A ≤ A ≤ A  .
3. Interval strongly robust matrices
We assume in this section that an interval matrix A = [A, A] is fixed. The interval strong robustness for A consists in
recognizing whether A is strongly robust for some A ∈ A or for each A ∈ A.
Let A = (aij) ∈ B(n, n) and x ∈ B(n). The orbit O(A, x) of a matrix Awith starting vector x = x(0) is the sequence
x(0), x(1), x(2), . . . , x(n), . . . ,
where x(r) = Ar ⊗ x for r = 1, 2, . . . .
Let a matrix A = (aij) ∈ B(n, n). Let us define the greatest eigenvector x∗(A) corresponding to a matrix A and the
eigenvalue I as
x∗(A) =

x∈V (A)
x.
In [2] it was stated that the greatest eigenvector x∗(A) exists for every matrix A, its entries are given by the formula
x∗i (A) =

j a
∗
ij ⊗ a∗jj and x∗(A) can be computed by the iterative procedure (see [2,3]).
For every matrix A ∈ B(n, n) denote
ci(A) =

j∈N
aij, c(A) =

i∈N
ci(A)
c∗(A) = (c(A), . . . , c(A))T ∈ B(n) and c+(A) = min
i,j∈N{aij; aij > c(A)}.
We assume that the minimum of the empty set is equal to I .
Let
T ∗(A) = {x ∈ B(n); x∗(A) ∈ O(A, x)}.
The set T ∗(A) allows us to describe matrices for which the greatest eigenvector is reached with any starting vector. It is
easily seen that x∗(A) ≥ c∗(A) holds and x∗(A) cannot be reached with a vector x ∈ B(n), x < c∗(A).
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Let us denote the following set byM(A) = {x ∈ B(n); x < c∗(A)}.
Definition 3.1. Let A ∈ B(n, n). A matrix A is called strongly robust if
T ∗(A) = B(n) \M(A).
We recall the main results of the paper [14] adapted for λ = I as follows.
Theorem 3.1 ([14]). Let A ∈ B(n, n). Then x∗(A) = c∗(A) if and only if G(A, c+(A)) is an acyclic digraph.
Theorem 3.2 ([14]). Let A ∈ B(n, n). Then A is a strongly robust matrix if and only if G(A, c+(A)) is acyclic and G(A, c(A)) is a
strongly connected digraph with the period equal to 1.
Definition 3.2. Let A be an interval matrix. A is called
• possibly strongly robust if there exists A ∈ A such that A is strongly robust
• universally strongly robust if each A ∈ A is strongly robust.
4. Possible strong robustness
Let A be an interval matrix. Define the value h˜ and the matrix A˜ = (a˜uv) as follows:
h˜ = min{h ∈ {aij; i, j ∈ N};G(A, h+) is an acyclic digraph}
and
a˜uv =

auv, if au,v < h˜,
auv, if au,v > h˜,
h˜, if au,v ≤ h˜ ≤ auv.
It follows from the definition of A˜ that A˜ ∈ A and c(A) ≤ c(A˜) ≤ c(A).
Lemma 4.1. If c(A) ≤ h˜ ≤ c(A) then c(A˜) = h˜.
Proof. Let us suppose that A is an interval matrix, c(A) ≤ h˜ ≤ c(A) and for a contrary assume that either c(A˜) < h˜ or
c(A˜) > h˜. If c(A˜) < h˜ then there exists an index i ∈ N such thatj a˜ij < h˜. The equivalences
j
a˜ij < h˜ ⇔ (∀j ∈ N)[a˜ij < h˜] ⇔ (∀j ∈ N)[aij < h˜] ⇔

j
aij < h˜
imply the inequalities c(A) ≤j aij < h˜which contradicts the inequality h˜ ≤ c(A).
Let us now assume that c(A˜) > h˜. We have evidently
h˜ < c(A˜)⇔ (∀i ∈ N)

h˜ <

j∈N
a˜ij

⇔ (∀i ∈ N)(∃j ∈ N)[h˜ < a˜ij] ⇔ (∀i ∈ N)(∃j ∈ N)[h˜ < aij].
The last part of the equivalence (∀i ∈ N)(∃j ∈ N)[h˜ < aij] implies (∀i ∈ N)[h˜ <

j∈N aij] and hence we get h˜ <

i∈N
j∈N aij = c(A), a contradiction with c(A) ≤ h˜. 
Theorem 4.1. Let A be an interval matrix. Then A is possibly strongly robust if and only if the matrix A˜ is strongly robust.
Proof. Let us suppose that A is possibly strongly robust, i.e. there exists a matrix A ∈ A such that A is strongly robust. Then
by Theorem 3.2 the digraph G(A, c(A)) is strongly connected with the period equal to 1 and G(A, c+(A)) is acyclic. Since the
inclusion G(A, c+(A)) ⊆ G(A, c+(A)) holds true, the acyclicity of G(A, c+(A)) evidently implies the inequality h˜ ≤ c(A). 
CLAIM. If G(A, c+(A)) is acyclic then c(A) ≤ h˜.
Proof of the CLAIM. If h˜ < c(A) then h˜ < c(A) ≤ ci(A) for each i ∈ N and in each row of the matrix A at least one element
is greater then h˜. Then there exists at least one cycle in G(A, c(A)), a contradiction with the definition of h˜.
In view of the CLAIM and in view of Lemma 4.1, we have c(A˜) = h˜.
Now, we will prove that G(A, c(A)) ⊆ G(A˜, h˜). Let us now consider the edge (i, j) from the digraph G(A, c(A)), i.e.
aij ≥ c(A). If the inequality aij ≥ c(A) holds true then aij ≥ aij ≥ c(A) ≥ h˜ and from the definition of the matrix A˜ we
get that a˜ij ≥ h˜ and hence the edge (i, j) is from the digraph G(A˜, h˜).
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We have showed that G(A, c(A)) ⊆ G(A˜, h˜) and the digraph G(A, c(A)) is strongly connected with the period equal
to 1 then G(A˜, h˜) is strongly connected with the period equal to 1 too. Let us remark that G(A˜, h˜+) is acyclic because
G(A, h˜+) = G(A˜, h˜+) (the inclusion G(A, h˜+) ⊆ G(A˜, h˜+) trivially holds true, the inequality aij ≤ h˜ implies a˜ij ≤ h˜ by
the definition of A˜ and hence the second inclusion G(A˜, h˜+) ⊆ G(A, h˜+) is fulfilled) and G(A, h˜+) is always acyclic from the
definition of h˜.
The reverse implication is trivial. 
Theorem 4.2. Let A be an interval matrix. Then there exists an algorithm which correctly decides whether a matrix A is possibly
strongly robust in O(n2 ln n) arithmetic operations.
Proof. The complexity of an algorithm is based on O(n2 ln n) procedure for computing the element h˜ (by binary search) and
constructing the matrix A˜. Then we use the known O(n2) algorithms for checking the strong connectivity and acyclicity of
the digraph and the O(n2) algorithm described by Balcer and Veinott in [1] for computing the period perG(A˜, c(A˜)). The
number of operations for the checking of strong connectivity, acyclicity and computing the period is 3×O(n2) = O(n2). 
5. Universal strong robustness
In this section, we start by considering the case c(A) = c(A) for universally strongly robust matrices.
Theorem 5.1. Let A be an interval matrix and c(A) = c(A). Then A is universally strongly robust if and only if matrices A and A
are strongly robust.
Proof. Let us suppose that G(A, c(A)) and G(A, c(A)) are strongly connected with period equal to 1 and G(A, c+(A)) and
G(A, c+(A)) are acyclic. Since we have assumed that c(A) = c(A) then for arbitrarymatrix A ∈ Awe get c(A) = c(A) = c(A).
Moreover, the inclusions G(A, c(A)) ⊆ G(A, c(A)) and G(A, c+(A)) ⊆ G(A, c+(A)) hold for each matrix A ∈ A. We will prove
this fact in what follows.
If aij ≥ c(A) then we have aij ≥ aij ≥ c(A) and if aij > c(A) then the inequality aij ≥ aij > c(A) holds true.
Therefore, the digraph G(A, c(A)) is strongly connected with period equal to 1 and G(A, c+(A)) is acyclic.
The converse implication is trivial. 
Lemma 5.1. Let A be an interval universally strongly robust matrix and c(A) < c(A). Then
(i) (∃k ∈ N)[ck(A) < c(A)],
(ii) if ck(A) < c(A) then k is lying in all cycles of G(A, c(A)).
Proof. Let us assume that A is an interval universally strongly robust matrix.
(i) For a contrary suppose that for each k ∈ N the inequality ck(A) ≥ c(A) holds true. Then c(A) ≥ c(A), a contradiction
with the assumption c(A) < c(A).
(ii) Let us suppose now that ck(A) < c(A) and k is not lying in all cycles of G(A, c(A)). Since G(A, c(A)) is strongly connected
it is easily seen that G(A, c(A)) has to contain at least one cycle, say c and let k ∉ c . Define the matrix A˜ = (a˜uv) as
follows:
a˜uv =

auv, if (u, v) ∈ c,
auv, otherwise.
Let us note that cu(A˜) ≥ c(A) for each node u from the cycle c and c(A˜) ≤ ck(A˜) = ck(A) < c(A). Therefore, the digraph
G(A˜, c+(A˜)) contains the cycle c and the matrix A˜ is not strongly robust, a contradiction with the assumption. 
Definition 5.1. Let A be an interval matrix and A ∈ A. The node k ∈ N of the digraph G(A, c(A)) is called critical if
ck(A) < c(A) and k is lying in all cycles of G(A, c(A)).
Denote the set of all critical nodes of the given digraph G(A, c(A)) by Nc(A) and the set {l ∈ N; akl > ck(A)} by Nck (A) for
k ∈ Nc(A).
From the last lemma the next corollary follows.
Corollary 5.1. If A is a universally strongly robust matrix, c(A) < c(A) and i ∉ Nc(A) then ci(A) ≥ c(A).
Lemma 5.2. Let A be an interval matrix. If A is a universally strongly robust matrix, c(A) < c(A) and k ∈ Nc(A) then
|Nck (A)| = 1.
Proof. Let us suppose that A is a universally strongly robust matrix, c(A) < c(A), k ∈ Nc(A) and |Nck (A)| = |{l ∈ N; akl >
ck(A)}| = p ≥ 2. Then we get that k is lying in p cycles of the digraph G(A, c(A)), say ci = (k, k1i , . . . , klii ) and akk1i > ck(A)
for i ∈ {1, . . . , p}.
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In the first part of the proof we suppose that akk1i ≥ c(A) > ck(A) for each i ∈ {1, . . . , p} and for i ∈ {1, . . . , p} define
matrices A˜i = (a˜iuv), as follows
a˜iuv =

auv, if u = k, v ∈ {k11, . . . , k1i−1, k1i+1, . . . , k1p},
auv, otherwise.
It is clear that c(A˜i) = c(A) and the strong robustness of the matrix A˜i implies the strong connectivity of the digraph
G(A˜i, c(A˜i)). Since the edge (k, k12) is not from the digraph G(A˜
1, c(A˜1)) then there exists a path p1 = (k, k11, . . . , k12), and
similarly, since the edge (k, k11) is not from the digraph G(A˜
2, c(A˜2)) there exists a path p2 = (k, k12, . . . , k11).
Nowwe shall construct the cycle (k11, . . . , k
1
2) using paths p1, p2 which does not contain node k, a contradiction with the
assumption that k is lying in all cycles of G(A, c(A)).
The case when p = 2, c1 = (k) and c2 = (k, k12, . . . , kl22 ) trivially contradicts the strong connectivity of the digraph
G(A˜2, c(A˜2)).
For the second part of the proof let us suppose that ck(A) <
p
i=1 akk1i < c(A) and define the matrix A˜ = (a˜ij) as follows
a˜uv =

p
i=1
akk1i , if u = k, v ∈ {1, . . . , p},
auv, otherwise.
The interval matrix A˜ = [A, A˜] ⊆ A is universally strongly robust, ck(A) < c(A˜) ≤ a˜kl for all l ∈ N and k ∈ Nc(A˜). Now the
first part of the proof can be adapted for the interval matrix A˜ and the assertion follows. 
Define the matrices Ai = (aikl) and Ai = (aikl) for each i ∈ Nc(A) as follows
aikl =

ci(A), if k ∈ Nc(A) ∧ akl = ck(A) ≤ ci(A),
akl, otherwise,
aikl =

ci(A), if k = i ∧ akl ≥ ci(A),
akl, otherwise
and the interval matrix
Ai = {A ∈ A; Ai ≤ A ≤ Ai}.
The equalities ci(A) = c(Ai) = c(Ai) and Theorem 5.1 imply the following assertion.
Corollary 5.2. Let i ∈ Nc(A) be a critical node. Then an interval matrix Ai is universally strongly robust if and only if the matrices
Ai, Ai are strongly robust.
Denote the set {(i, j) ∈ G(A, c(A)); i ∈ Nc(A) ∧ j ∈ Nci (A)} by EcG(A,c(A)).
The following theorem formulates themain result of the paper, namely the equivalent conditions for the universal strong
robustness.
Theorem 5.2. Let A be an interval matrix, c(A) < c(A). Then A is universally strongly robust if and only if Nc(A) ≠ ∅,
|Nci (A)| = 1 and A, Ai, Ai are strongly robust for each i ∈ Nc(A), and G(A, c(A))

Ec
G(A,c(A))
is a strongly connected digraph
with the period equal to 1.
Proof. Let us assume that Nc(A) ≠ ∅, |Nci (A)| = 1 and A, Ai, Ai are strongly robust for each i ∈ Nc(A), and
G(A, c(A))

Ec
G(A,c(A))
is a strongly connected digraphwith the period equal to 1.Moreover, assume that A ∈ A is an arbitrary
but fixed matrix.
If there exists i ∈ Nc(A) such that A ∈ Ai then A is trivially strongly robust by Corollary 5.2.
Now we shall consider the case when A ∉ Ai for each i ∈ Nc(A) and c(A) < c(A) ≤ c(A).
It is clear that (i, j) ∈ G(A, c(A)) implies the inequality c(A) ≤ aij. Thenwe have c(A) ≤ c(A) ≤ aij ≤ aij and the inclusion
G(A, c(A)) ⊆ G(A, c(A)) is fulfilled for each matrix A ∈ A.
To prove the inclusion Ec
G(A,c(A))
⊆ G(A, c(A)) suppose that (i, j) ∈ Ec
G(A,c(A))
(⇔ aij > ci(A)∧ (∀k ≠ j)[aik ≤ aik ≤ ci(A)]).
Then the inequality aij ≥ aij = ci(A) ≥ c(A) holds true and the inclusion follows.
We have obtained that the inclusion G(A, c(A))

Ec
G(A,c(A))
⊆ G(A, c(A)) holds for each matrix A ∈ A. As we have
assumed thatG(A, c(A))

Ec
G(A,c(A))
is a strongly connected digraphwith the period equal to 1 thenwe have that the digraph
G(A, c(A)) is strongly connected with the period equal to 1 too.
Now, we shall prove that the digraph G(A, c+(A)) is acyclic. If c(A) = c(A) then G(A, c+(A)) is a subdigraph of the acyclic
digraph G(A, c+(A)) (if aij > c(A) then aij ≥ aij > c(A)) and the acyclicity of G(A, c+(A)) is trivially fulfilled.
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Suppose that c(A) < c(A). As it was proved thatG(A, c(A))

Ec
G(A,c(A))
is a strongly connected digraph then for each i ∈ N
there exists j ∈ N such that (i, j) ∈ G(A, c(A)) or (i, j) ∈ Ec
G(A,c(A))
. In the case that (i, j) ∈ G(A, c(A)) we get aij ≥ c(A) and
hence ci(A) ≥ aij ≥ aij ≥ c(A) > c(A). Then there exists an edge (k, l) ∈ EcG(A,c(A)) such that ck(A) = akl = c(A) > ck(A). In
this case, the digraph G(A, c+(A)) does not contain the edge (k, l) lying in all cycles of G(A, c(A)) and the digraph G(A, c+(A))
is acyclic. The same argument is possible to use for the case when (i, j) ∈ Ec
G(A,c(A))
.
For the converse implication, let us suppose that A is universally strongly robust. The first part of the assertion is trivially
fulfilled by Lemmas 5.1 and 5.2.
For the contrary we suppose that G(A, c(A))

Ec
G(A,c(A))
is not strongly connected or the period is not equal to 1.
Let us construct the matrix A˜ = (a˜ij) ∈ A as follows:
a˜ij =

aij, if (i, j) ∈ G(A, c(A))

EcG(A,c(A)),
aij, otherwise.
By Corollary 5.1, we have that ci(A) ≥ c(A) for i ∉ Nc(A). It is easy to see that c(A) = c(A˜).
The digraph G(A˜, c(A˜)) is equal to the digraph G(A, c(A))

Ec
G(A,c(A))
which is not strongly connected or the period is not
equal to 1, a contradiction with the robustness of A˜. 
We describe an algorithm for checking that a given interval matrix A is universally strongly robust in a formal way.
Algorithm Universal Strong Robustness
Input. A.
Output. ‘yes’ in variable sr if A is universally strongly robust; ‘no’ in sr otherwise.
begin
for i ∈ N do ci(A) := max
j∈N
aij, ci(A) := maxj∈N aij
enddo
c(A) := min
i∈N ci(A); c(A) := mini∈N ci(A), N
c(A) := ∅
for k ∈ N do
if ck(A) < c(A) and |{j; akj > ck(A)}| = 1 and
G(A, c(A)) \ (k, j) is acyclic then Nc(A) := Nc(A) ∪ {k}
{G(A, c(A)) \ (k, j) arose from G(A, c(A)) by deleting (k, j) edge}
endif
enddo
for j ∈ Nc(A) do compute Aj, Aj and
if G(Aj, c(Aj)),G(Aj, c(Aj)) are strongly connected then
compute perG(Aj, c(Aj)), perG(Aj, c(Aj))
else
perG(Aj, c(Aj)) := 0, perG(Aj, c(Aj)) := 0
endif
enddo
Compute the set Ec
G(A,c(A))
if G(A, c(A)), G(A, c(A))

Ec
G(A,c(A))
are strongly connected then
compute perG(A, c(A)), perG(A, c(A))

Ec
G(A,c(A))
else
perG(A, c(A)) := 0, perG(A, c(A)) Ec
G(A,c(A))
:= 0
endif
if perG(Aℓ, c(Aℓ)) = 1, perG(Aℓ, c(Aℓ)) = 1,G(Aℓ, c+(Aℓ)), G(Aℓ, c+(Aℓ))
are acyclic for all ℓ ∈ Nc(A) and perG(A, c(A)) Ec
G(A,c(A))
= 1,
perG(A, c(A)) = 1 and G(A, c+(A)) is acyclic
then sr := ‘yes’ else sr := ‘no’
endif
end
Theorem 5.3. Let A be an interval matrix. The algorithm UniversalStrongRobustness correctly decides whether a matrix A is
universally strongly robust in O(n3) arithmetic operations.
Proof. To determine the complexity of the algorithm, recall first that we use the well-known O(n2) algorithms for checking
the strong connectivity and acyclicity of the digraph. If we know that the digraph is strongly connected, then we use the
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O(n2) algorithm described by Balcer and Veinott in [1] for computing the periods perG(A, c(A)), perG(A, c(A))

Ec
G(A,c(A))
and perG(Ai, c(Ai)), perG(Ai, c(Ai)) for each i ∈ Nc(A). The number of operations for the checking of strong connectivity,
acyclicity and computing the periods is O(|Nc(A)|.n2) ≤ O(n3). Thus, the complexity of the whole algorithm is O(n3). 
Remark 5.1. The paper [15] deals with the problem of computing the maximal multiple web users preferences. The solving
of the problem is based on the results of this paper and papers [14,17].
Consider the system S which supports web users buying objects o1, . . . , on. Let R = (rij) denote the binary relation,
where entry rij describes the level of preference of the object oi to object oj (note that preference itself is a binary relation,
while rij are real numbers expressing levels).
The question is: What are the maximum levels of interest for the objects which are not influenced byR?
The question is studied for one web user (fuzzy matrix) and great number of web users (interval fuzzy matrix) and leads
to the problem of finding the maximum level of interest of objects (greatest eigenvector of the (interval) fuzzy matrix) with
entries corresponding to the fuzzy relationR.
The above theory is illustrated by a small numerical example.
Example 5.1. Let B = [0, 10], n = 6, the interval matrix A is given by the matrices A, A in the following form.
A =

2 6 3 3 4 0
2 3 5 1 0 1
0 1 3 7 2 8
3 1 0 0 7 2
7 1 1 5 3 0
7 0 1 2 7 2
 A =

4 8 3 4 4 5
3 4 9 2 3 4
5 3 4 7 2 9
3 5 5 2 8 4
8 2 3 5 4 5
7 5 3 4 7 5

Nc(A) = {1, 2}, EcG(A,c(A)) = {(1, 2), (2, 3)},
c1(A) = 6, c(A) = c2(A) = 5, c(A) = 7
A1 =

2 6 3 3 4 0
2 3 6 1 0 1
0 1 3 7 2 8
3 1 0 0 7 2
7 1 1 5 3 0
7 0 1 2 7 2
 A1 =

4 6 3 4 4 5
3 4 9 2 3 4
5 3 4 7 2 9
3 5 5 2 8 4
8 2 3 5 4 5
7 5 3 4 7 5

c(A1) = c(A1) = 6
A2 =

2 6 3 3 4 0
2 3 5 1 0 1
0 1 3 7 2 8
3 1 0 0 7 2
7 1 1 5 3 0
7 0 1 2 7 2
 A2 =

4 8 3 4 4 5
3 4 5 2 3 4
5 3 4 7 2 9
3 5 5 2 8 4
8 2 3 5 4 5
7 5 3 4 7 5

c(A2) = c(A2) = 5.
The matrices A, A1, A1, A2, A2 are strongly robust, G(A, c(A))

Ec
G(A,c(A))
is a strongly connected digraph with the period
equal to 1. Finally, the interval matrix A is universally strongly robust.
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