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Abstract
Based on the principle of sliding mode control and the property of Nussbaum-type functions, an adaptive neural 
control scheme is proposed for a class of MIMO nonlinear time delay systems with unknown function control gains. 
By utilizing the integral-type Lyapunov function and Young’s inequality, the restriction of the control gains and the 
assumption of time-varying delay uncertainties are relaxed. By choosing appropriate Lyapunov–Krasovskii 
functionals, unknown time-varying delay uncertainties are compensated for. By theoretical analysis, the closed-loop 
control system is proved to be semi-globally uniformly ultimately bounded.  
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1. Introduction 
By utilizing universal approximators, many adaptive control schemes were proposed for a class of 
nonlinear systems [1-4]. Recently, research on nonlinear time-delay systems aroused a lot of interest of 
control circle. Time-delays are often encountered in real engineering systems. The existence of 
time-delays may degrade the control performance of systems and cause singularity problems of 
controllers. One important tool in stability analysis of time-delay systems is Lyapunov-Krasovskii (L-K) 
functional [6]. Using appropriate L-K functional in [6] to compensate for the uncertainties of unknown 
time-delays, many control method were proposed in [3,4,7-10].  
In this paper, based on the principle of sliding mode control and the property of Nussbaum functions, 
an adaptive neural control scheme is proposed for a class of time-varying delay systems. Compared with 
the existing results [3,4,9], the assumption of time-varying delays and the restriction of control gains are 
relaxed by utilizing Young’s inequality and the integral-type Lyapunov function. Obviously, the system 
considered here is more general. Moreover, using the technique in [8], the number of adaptive parameters 
is greatly reduced. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization Committee.
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2. Problem Formulation and Preliminaries  
2.1  Problem Formulation 
Consider a class of uncertain MIMO nonlinear time-varying delay systems in the following form: 
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where 1 2[ , , , ]
T T T T n
mx x x x R= ∈…  is the state vector, 1[ , , ]i Ti i inx x x= … , 1, ,i m= … , 1
m
iin n== ∑ ; iu R∈ and
iy R∈ are the i th system input and output, respectively. Let 1 2[ , , , ]T T T Ti ix x x x= … , 1 , 1[ , , ]i Ti i i nx x x+ −= … ,
1,2, ,i m= … ; T1 1 2 2[ ( ( )), ( ( )), , ( ( ))]T T Tm mx x t t x t t x t tτ τ τ τ= − − −… , where, ( )i tτ , 1,2, ,i m= … are 
unknown time-varying delays. ( )ih xτ , 1 1( , , , ), 1,2, ,i if x u u i m− =… …  are unknown continuous 
functions, 1( , , , )i i i mb x x x
+ +
+ … , 1, 2, ,i m= …  are unknown differentiable control gains, ( , )id x t denotes the 
external disturbance. For max[ ,0]t τ∈ − , ( ) ( )x t tω= , ( )tω is a known continuous initial state vector 
function. maxτ as will be defined later is a known positive constant.  
The control objective is to design control iu for system (1) such that the output iy follows the desired 
trajectory , 1, 2, ,idy i m= � .
Define idx , ie and is as follows 
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where 11 , 1,2, , 1, 0ii
j n j
ij i i inc j nC λ λ− −−= = − >… , 1, 2, ,i m= �  are positive constants, specified by the 
designer. 
Assumption 1 The desired trajectory vectors are continuous and available, and 
( ) 1[ , ]i in nT Tid id id idx x y R
+= ∈Ω ⊂ , with idΩ  being a known compact, 1,2, ,i m= … .
Assumption 2 There exist known positive continuous functions ( ( ))ik kx tρ and unknown positive 
constants iκ such as 
1
( ) ( ( ( )))
m
i i ik k k
k
h x x t tτ κ ρ τ
=
≤ −∑ , 1, 2, ,i m= … .
Assumption 3 The unknown state time-varying delays ( )i tτ satisfy 
max0 ( ) ,i tτ τ≤ ≤ max( ) 1, 1,2, ,i t i mτ τ≤ < =� … , with the known constants maxτ and maxτ .
Assumption 4 Smooth function 1( , , , )i i i mb x x x
+ +
+ … and their signs are unknown, and there exist constants 
0ib  and 1ib  such that 0 1 10 ( , , , )i i i i m ib b x x x b
+ +
+< ≤ ≤… , 1,2 ,i m∀ = … .
Assumption 5 For 1,2, ,i m= … , There exists unknown positive function ( )im x  such 
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that ( , ) ( )i id x t m x≤ .
2.2 Radial Basis Function Neural Networks  
In this paper, we will employ radial basis function (RBF) neural network to approximate unknown 
smooth function ( )h Z : qR R→  as 
*( ) ( ) ( )Th Z W S Z Zδ= +                   (3) 
where 1 2( ) [ ( ), ( ), , ( )]
T l
lS Z s Z s Z s Z R= ∈…  is the basis function vector, choose 
2( ) ( ) /( ) , 1,2 ,
T
i i iZ Z k
is Z e i l
μ μ− − −= = … .        
where 1 2[ , , , ]
T
i i i iqμ μ μ μ= …  is the center of the receptive ﬁeld and ik  is the width of the Gaussian 
function. *W is an unknown ideal constant weight vector. It is defined as  
* : arg min sup{| ( ) ( ) |}
l
Z
T
W R Z
W W S Z h Z
∈ ∈Ω
− , where ( )Zδ is the approximation error, 
satisfying | ( ) |Zδ ε≤ with ε being an unknown positive constant.  
Choose
2* *
i iWλ = rather than *iW as the estimative parameter. iˆλ is the estimation of the unknown 
constants *iλ , and the estimation error satisfies * ˆi i iλ λ λ= −� .
2.3 Nussbaum Function Properties  
In order to deal with the unknown control gain sign, the Nussbaum gain technique is employed in this 
paper. A function ( )N ς is called Nussbaum-type function if it has the following properties:[5] 
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0
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In this paper, 
2
( ) cos( / 2)N eςς πς=  is used. 
Lemma 1[10]: Let ( )V ⋅ , ( )ς ⋅ be smooth functions defined on[0, )ft with ( ) 0, [0, )fV t t t≥ ∀ ∈ and ( )N ⋅ be
an even smooth Nussbaum-type function. If the following inequality holds: 
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where 0c represents some suitable constant, 1c is a positive constant, and ( ( ))g x τ is a time-varying 
parameter which takes values in the unknown closed intervals 1 1: [ , ],I l l− +=  with 0 I∉ , then 
( ), ( )V t tς and ( ( )) ( )  
t
g x N dτ ς ς τ∫ �
0
must be bounded on[0, )ft .
3. Control System Design and Stability Analysis  
Consider the i th subsystem, we obtain 
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where 1 ( ), 11
i in n
i ij i j idj c e yγ
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Define a smooth scalar function as following 
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Substituting (5) into (7) and using i iβ γ= −� , we obtain 
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Applying Young’s inequality, assumption 2 and 5, we obtain 
1
2 2
2
2
1 11
   ( )
| ( , , , ) |
1 1 ( ( ( )))
2 2( , , , )
i
i
i i i m
m m
i i
ik k k
k ki i i m
s
h x
b x x x
s
x t t
b x x x
τ
κ ρ τ
+ +
+
+ +
= =+
≤ + −∑ ∑
…
…
     (9) 
Qiuqin Zhu and Tianping Zhang / Physics Procedia 24 (2012) 1807 – 1814 1811
Author name / Physics Procedia 00 (2011) 000–000 
11
1 1
1 ,0
211
2 1 1
1 1 ,0
1
2
1 1
| ( , , , , , ) |
   ( )
( , , , , , )1 ( )
2
1   ( ( ( )))
2
i
j
i
j
si
i i i i i m
j
j j n
si m
i i i i i m
j
j k j n
i m
jk k k
j k
b x x x x
h x d
x
b x x x x
d
x
x t t
τ
σ βσ σ
σ βκ σ σ
ρ τ
− + + +−
− +
=
− + + +−
− +
= =
−
= =
∂ +
∂
∂ +≤ ∂
+ −
∑ ∫
∑∑ ∫
∑∑
…
…  (10) 
2 2 2
2 2
1 1
( )1( , )
2 2| ( , , , ) | ( , , , )
i i i ii
i
i i i m ii i i i m
s s m x a
d x t
b x x x a b x x x+ + + ++ +
≤ +… … (11) 
11
1 1
1 ,0
2 211 1
21 1
2
1 1,0
| ( , , , , , ) |   ( , )
( ) ( , , , , , )( )  
22
i
j
i
j
si
i i i i i m
j
j j n
si i
j iji i i i i m
j jj nij
b x x x x d x t d
x
m x ab x x x x d
xa
σ βσ σ
σ βσ σ
− + + +−
− +
=
− + + +− −
− +
= =
∂ +
∂
∂ +≤ +∂
∑∫
∑ ∑∫
…
…
 (12) 
where ija are positive constants. Substituting (9)-(12) into (8) yields 
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To overcome the design difficulties from the unknown time delay in (13), consider the following L-K 
functional
2
1 1max ( )
1 ( ( ))
2(1 )i
k
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Differentiating (15) with respect to t and using (13), we have  
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Using RBF neural network in (3) to approximate the unknown 
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Consider the following control law 
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where 3ik  is a positive constant, specified by the designer. 
The adaptation law is given by 
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Consider the following Lyapunov function candidate 
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i
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Differentiating (22) with respect to t and using (20), it yields 
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Substituting (18)-(20) into (23) and utilizing the inequality 2 *2ˆ
2 2
i i i
i i i i
i i i
σ σ σλ λ λ λω ω ω≤ − +
� � , yields 
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Define a compact set as: { }| | , ,
iic i i i id id
x s c xΩ = ≤ ∈Ω  1, 2 ,i m= … , where ic  is a positive 
constants.
Theorem 1: Consider the closed-loop system consisting of the plant (1) under Assumptions 1-5, and 
the adaptive control given by (18)-(20). For bounded initial conditions, all the signals in the closed-loop 
system are semi-globally uniformly ultimately bounded. 
Proof:  The proof includes the following three cases. 
Case 1: | |k ks c≤ , 1, 2, ,k m∀ = … .
Because of | | , 1, 2, ,k ks c k m≤ ∀ = … and ( ( ))jk kx tρ are continuous functions, we can 
let 2,max
1 1
max ( ( ))
k kck
i m
i jk kxj k
x tρ ρ
∈Ω= =
=∑∑
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According to Lemma 1, we have ( )iV t , ( )i tς and
0
( ) ( )
t
i i ig N dτ ς ς τ∫ � are bounded on [0, ]ft .
Therefore, is and iλ�   are bounded on [0, ]ft . Let iCς is the upper bound of 
0
0
( ( ) ( ) 1)i
t
t
i i ie g N d
λ τ ς ς τ− +∫ � on[0, ]+∞ , 0 ii iC C= + ςμ , then 2 2i i iλ μ ω≤� and 2 12i i is b μ≤ .
Case 2: | |i is c> . From (24), we obtain 
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1 3 0
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2 2i
i
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�� � � (28) 
where
22 2
*2
0
12 2 2 2
i
iji i i
i i
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Similarly, we have ( )i iV t μ≤ , 2 2i i iλ μ ω≤� and 2 12i i is b μ≤ .
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Case 3: Let { :  | | , 1, , }I i ii s c i mΣ = ≤ = … and { :  J jΣ = | | , 1, , }j js c j m> = … . From case 2, 
for Jj∈Σ , we have 1| | 2j j js b μ≤ , and let 
2 1
2 2
,max
1 1
max ( ( )) max ( ( ))
k kc k k bk k kI J
i i
i jk k jk kx xj k j k
x t x t
μ
ρ ρ ρ
∈Ω ∈Ω= ∈Σ = ∈Σ
= +∑∑ ∑∑ (29) 
From (24) and (28), we obtain (25). Thus, similarly, as discussed in case 1, we can conclude that 
Theorem 1 holds.  
4. Conclusion 
In this paper, we have studied the adaptive control problem for a class of MIMO time-varying systems 
with unknown disturbances and control gain signs. The restrictions of the control gains and the 
assumptions of time-varying delay uncertainties are relaxed by utilizing the integral-type Lyapunov 
function and Young’s inequality. Based on Lyapunov theory, the closed-loop system are proved to be 
semi-globally uniformly ultimately bounded. 
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