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Abstract
Development of a self-consistent theoretical model is of fundamental impor-
tance to the study of the solar wind. Such a model is necessary to understand
the origin of the solar wind as well as observational and theoretical aspects.
For instance, a complete description of the acceleration of solar wind particles,
intrinsic velocity and magnetic field components, role of magnetic field in the
solar wind’s angular momentum loss, and so on has not yet been achieved. This
thesis presents two data-driven solar wind models to provide more detailed pic-
tures of the solar wind in the equatorial plane, to extract the solar wind plasma
quantities from the direct observations at 1 AU, and to describe the underlying
physics. It also provides a comprehensive comparison between analytic predic-
tions, observations, and advanced MHD (magnetohydrodynamics) simulation
outputs.
Chapter 1 provides a short literature review and a brief introduction for
the thesis. Chapter 2 develops an analytic, self-consistent, theoretical model
for the solar wind that includes conservation of angular momentum, frozen-in
magnetic fields, and radial (r) and azimuthal (φ) components of velocity and
magnetic field from the source surface/inner boundary to 1 AU. The solar wind
model enforces corotation at the source surface (rs), assumes a constant radial
speed at all heliolongitude, and applies near the equatorial plane. This model
generalises previous models and reproduces the previous models in the appro-
priate limits. The model calculates the Alfve´nic critical radius (ra) using the
radial Alfve´nic Mach number at 1 AU, and the predicted values agree with
some recent observations. The predicted azimuthal velocity, which is only due
to corotation is in the sense of corotation, but varies with, heliolongitudes (φ).
Observations of the azimuthal velocity at 1 AU are usually much larger than
predictions and not always in the corotation direction. These azimuthal veloc-
ities can not be explained by conservation of angular momentum alone. The
standard interpretation involving stream-stream interactions and dynamical
behaviour seems reasonable.
Chapter 3 develops an accelerating solar wind model that includes the fol-
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lowing: conservation of angular momentum, deviations from corotation, and
non-radial velocity and magnetic field components from an inner boundary (or
source surface) to beyond 1AU. The model includes an accelerating solar wind
profile using a solution of the time-steady isothermal equation of motion and
predicts locations ra for the Alfve´nic critical point which agree with recent ob-
servations. This model allows the flow velocity v to not always be parallel to
magnetic field B in the corotating frame with the Sun, which results an electric
field (E′) in the corotation frame. The resulting E′ ×B drift may lead to en-
hanced scattering/heating of sufficiently energetic particles. The model demon-
strates the existence of non-zero deviations δvφ from corotation at the source
surface. These deviations of corotation are analogous to the transverse veloci-
ties caused by granulation and supergranulation motions. The abrupt changes
in δvφ(rs, φs) are interpreted in terms of converging and diverging flows at the
granulation cell boundaries and centers, respectively. Large range of variations
of the angular momentum predicted and then are interpreted in terms of an
intrinsic source in the solar wind of vorticity and turbulence from near the Sun
towards 1AU and beyond.
Chapter 4 presents a comprehensive comparison where the accelerating solar
wind model’s predictions, observations are compared qualitatively and quanti-
tatively with Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme (BATS-R-
US) simulation’s outputs for the solar rotation period from November 21 to
December 17, 2013. The chapter compares simulation outputs in the ecliptic
plane with the analytic model results in the equatorial plane. Comparisons be-
tween simulated plasma quantities for long run time and short run time demon-
strate that the initial solar wind plasma is entirely swept out by the simulated
wind. It appears that high order grid refinement helps the simulation to reach a
steady-state MHD system. The current version of the BATS-R-US simulation
code treats the solar corona (SC) and the inner heliosphere (IH) separately and
discontinuities in simulation outputs remain in the intersection of two modules.
Overall, the simulated magnetic fields agree quite well with model predictions,
much better than the density, velocity, and temperature. Radial profiles of
plasma quantities have some qualitative agreement along a plasma flux tube,
but quantitative differences are apparent. Chapter 5 summarizes the results in
this thesis and discusses future avenues for research.
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Chapter 1
Introduction and Literature re-
view
In this chapter we present an overview of the solar wind and introduce existing
theories for the solar wind. Sec. 1.1 provides a brief history of the study of
the solar wind. We describe briefly in Sec. 1.2 the solar atmosphere and the
properties of its different layers. In Sec. 1.3 we review the solar wind properties
at 1 AU. We introduce the equations of magnetohydrodynamics (MHD) in
Section 1.4. In Sec. 1.5, we discuss Parker’s isothermal hydrodynamic model
for the accelerating solar wind. Later, in Sec. 1.6 and Sec. 1.7 we will briefly
describe the MHD solar wind models of Parker [1958] and Weber and Davis
[1967], respectively. In Sec. 1.8, we describe various solar wind spacecraft
missions. We then briefly introduce recent issues regarding the development
of solar wind models in Sec. 1.9, which motivate much of the research in this
thesis, and provide a derivation of the MHD angular momentum equation from
the Boltzmann equation in Sec. 1.10. Finally, we provide a overview of the
following chapters in Sec. 1.11.
1.1 Brief History of the Solar Wind’s Discov-
ery
The expanding outer atmosphere of the Sun, which fills interplanetary space
with heated ions and electrons, is referred to as the solar wind. The solar
wind is variable spatially and temporally, and naturally meets and interacts
with the Earth and the other planets and objects in the solar system. The
solar wind originates from an effective hypothetical surface often known as the
“source surface” or the inner boundary of the solar wind. The source surface
is assumed to be at an heliocentric distance r = rs.
1
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The propagation of something other than light from the Sun towards Earth
was recognized quite recently. The first hint was seen by the British astronomer
Richard Carrington in 1859 during a solar flare observation which was followed
twelve hours later by a geomagnetic storm with an auroral display. In the
early twentieth century, a Norwegian scientist Kristian Birkeland proposed that
magnetic storms and auroral displays occur due to beams of electrons emitted
from the Sun during solar flares. The ejection of plasma from the Sun with
equal number of electrons and protons was first proposed by Biermann in 1951
during observations of cometary ions. The term “solar wind” was coined by
Eugene Parker [Parker , 1958]. Actual measurement of the solar wind was first
made in 1961 by the particle detectors on Explorer 10, and the following year
Mariner 2 clearly established the solar wind as a continuous medium [Snyder
et al., 1963].
Figure 1.1: Radial variations of radial speeds of the solar wind using observa-
tions from Kohl et al. [2006], Cranmer et al. [2007], Cranmer et al. [2008], and
Sheeley and et al. [1997]. Kohl et al. [2006] used the UVCS Doppler dimming
method for protons (red band) whereas Cranmer et al. [2008] used the same
method for O+5 (green dots) in polar coronal holes. The black curve shows the
theoretical predictions for the equatorial and polar solar wind at solar mini-
mum [Cranmer et al., 2007]. The black open circles show the speeds of plasma
blobs above the equatorial streamers [Sheeley and et al., 1997].
2
The solar wind carries the coronal plasma and accelerates due to the pres-
sure difference between the corona and the intersteller medium. Recent ob-
servations of Kohl et al. [2006]; Cranmer et al. [2007, 2008] reveal the exis-
tence of the acceleration of the solar wind. Figure 1.1 [Cranmer , 2009] shows
observations of the accelerating radial wind speed vr(r) using the Ultraviolet
Coronagraph Spectrometer (UVCS) Doppler dimming diagnostic method [Noci
et al., 1987]. Note that UVCS Doppler dimming technique constrains the bulk
wind flow speed along the direction of magnetic field lines and also the parallel
temperature of the solar wind [Noci et al., 1987]. The red band shows the obser-
vations for protons and green dots show observed vr(r) for O
+5 ions [Cranmer
et al., 2008] Figure 1.1 also compares observations with vr(r) predicted using
the model of Cranmer et al. [2007] at solar minimum. Black open circles show
flow speed of the slow solar wind above equatorial helmet streamers at solar
minimum [Cranmer , 2009].
Development of analytic and computational models is important to pro-
vide more detailed picture of the solar wind and to understand the underlying
physics. The primary aims of this thesis are to develop a generalized solar wind
model to predict plasma quantities from the source surface (rs) to 1 AU using
direct observations at 1 AU, to provide a description of the solar wind that
quantitatively and qualitatively agrees with the observations, and to compare
analytic predictions with the observations and simulation outputs.
A brief background in the solar atmosphere and the solar wind along with
descriptions of the governing equations are given below which may help readers
to understand this thesis.
1.2 Description of the Solar Atmosphere
The part of the Sun from which photons can directly escape into space is the
solar atmosphere. The solar atmosphere is divided by solar physicists and
astronomers into four distinct regions based on different physical properties
like the density, temperature, and so on. These are named the Photosphere,
the Chromosphere, the Transition Layer and the Corona.
1.2.1 The Photosphere
The photosphere is the visible surface of the Sun and the source of the great
majority of the solar luminosity [Cravens , 1997; Priest , 2014]. This thin layer
(about 100 km) of the Sun emits most of the visible light (5000 A˚) that we see
3
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and has an effective temperature of 5800 K. The photosphere contains a gas
of neutral atoms with a small fraction of it in the ionized form. The hotter
and brighter regions of the Sun can be seen when we look straight towards the
center of the Sun. The limb or edge of the solar disk looks dimmer and cooler
as the light has taken a slanting path. The darkening of the solar disk near the
limb is known as ‘limb darkening.’
A simple telescope with a good filter (to reduce the intensity of the Sunlight
in an observable level) can be used to observe the photospheric features of the
Sun, e.g. the sunspots, the faculae, and the granules. These observations can
also identify some other photospheric features, like convective cell motions,
large scale flows, the waves and the oscillations.
Sun’s rotation period is about 27 days. The solar rotation period is calcu-
lated by observing the sunspots’ motion on the photosphere. The angle between
the solar rotation axis and the Earth’s orbit is about 7.25◦. Therefore, the solar
north pole is more observable from the Earth in September whereas the south
pole is more visible in March.
The Sun does not have a rigid rotation like the planets as it is basically
a giant gas ball. It has different rotations at different latitudes; the equator
moves faster (24 days) than the polar regions (30 days). This is known as the
differential rotation of the Sun which is also related to the solar dynamo.
The photosphere has several types of convective motions depending on their
life-span, size of the cell, and so on. The three basic convection cell motions
are the granulation, the supergranulation, and the mesogranulations. In our
analytic model for the solar wind (Chapter 2 and 3) we explain that the
intrinsic non-radial velocities and magnetic fields observed in the solar wind
are due to the granulation and super-granulation cell motions.
Granulation
The photosphere contains several million irregularly shaped granules which
cover the whole surface of the Sun. Figure 1.2 shows photospheric granules
observed taken by ImaX (Imaging Magnetograph eXperiment) onboard SUN-
RISE [Solanki et al., 2010]. Granules are basically the upper part of small sized
convective cells which continuously form and disappear in a turbulent manner.
The center of the granules are bright whereas the boundaries are dark. The
center of the granules contains the hot, rising, and horizontally outflowing so-
lar plasma, and the edges of the granules are relatively cool, dark, and contain
falling plasma material.
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Figure 1.2: The granulation in the Sun’s photosphere. The image was taken by
ImaX (Imaging Magnetograph eXperiment) of the Sunrise observatory [Solanki
et al., 2010]. The relatively cool plasma sinks down in the dark regions whereas
the hot plasma flows to the surface in the bright regions.
The diameter of granules are usually within a range of 0.3 to 2 Mm with
an average of 1 Mm. The turnover-time of 1 Mm sized granules with a speed
of 1 km s−1 is of the order of ≈ 20 minutes. Granules have life times in a
range from 1 to 20 minutes with an average of 5 to 10 minutes [Hirzberger
et al., 2010]. The largest granules have the longest lives and the smallest
horizontal velocities. The surrounding environment has a strong influence on
the granules, especially the surrounding magnetic field and its location within
other convective cells [Kobel et al., 2002].
Granules moves with the supergranules and mesogranules. Some granules
are brighter than others and expand like rings with horizontal flows of 1.5 to 2.0
km s−1, and these are named exploding granules [Title et al., 1998]. Merging
of two granules or the splitting of large-size granules (e.g. exploding granules)
produce new granules. The time and distance scales of granulation correspond
to azimuthal speeds of the order of vφ gran ≃ 3 km s
−1 [Jokipii and Parker , 1968;
Jokipii and Ko´ta, 1998].
5
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Figure 1.3: Mesogranular cells are outlined using Cork distribution [Cattaneo
et al., 2001; Chaouche et al., 2011]. The distribution of passive tracers for three
chosen times (t = 0.0023, t = 0.008, and t = 0.05) are shown in three panels
where the times correspond to the one-fifth, four-fifth, and six turnover times.
The left panel shows the temperature distribution on the corks, middle and
right panels show the coarse-grained (horizontal) divergence.
Mesogranulation
Mesogranulation occurs when a convection cell has a size in between granulation
and supergranulation. There is some controversy about the existence of the
mesogranulation cells as they are hard to observe [November et al., 1981; Shine
et al., 2000]. These convective cells form near the centers of supergranulations
and are advected towards the boundaries. The life-time of the mesogranules is
of the order of 3 to 6 hours. The regions of positive divergence of the horizontal
flow contains the exploding granules.
The observations and simulations show that the power spectrum is continu-
ous between the domains for granules and supergranules, so that mesogranules
do not show any peaks, where the from controversy. Mesogranular patterns
are usually outlined using corks or Lagrange tracers [Chaouche et al., 2002].
Note that a “cork” is a marker that floats on the solar surface and moves
with the horizontal fluid velocity. The observations show mesogranules con-
centrate magnetic fields at the boundaries [Bonet et al., 2010; Chaouche et al.,
2011] and there are calm areas in the mesogranules’ interior. The instanta-
neous horizontal velocity advect the corks, and the distribution of cork shows
the relationship between cork lanes and the magnetic field line concentrations
[de Wijn et al., 2005]. Figure 1.3 shows mesogranular cells which are outlined
6
using the distribution of corks.
Supergranulation
Supergranulations are observed from local correlation tracking of granules near
the Sun’s center or from Doppler measurements near the limb as a pattern
of horizontal motions. Hart [1956] discovered supergranulations from the first
Doppler images of the Sun, and later Leighton et al. [1962] studied their prop-
erties. The supergranules are of the size of order 20 to 70 Mm [Rieutord and
Rincon, 2010] with an average of 30 Mm. The measurement of average size
of the supergranules depends on the method used, e.g. an autocorreletion
method [Rieutord and Rincon, 2010] measures the mean size as 32 Mm, a
“base-finding” algorithm measures 13–18 Mm [Hagenaar et al., 1997], a granule
tracking method [Rieutord et al., 2008] measures it as 36 Mm, and Doppler-
grams [Hirzberger et al., 2008] measure it as 27 Mm.
The center of the supergranules contains plasma which rises at a speed of
30ms−1, moves outwards with a horizontal speed of 350 km s−1 and then falls
downwards at the boundaries [Hathaway et al., 2002; Rieutord and Rincon,
2010]. These cells have lifetime of about 1 to 2 days with a mean of 1.6 days
which is approximately the same as the turnover-time [Hirzberger et al., 2008].
Supergranulation cells have azimuthal speeds vφ supergran ≃ 0.2 km s
−1 [Jokipii
and Parker , 1968; Jokipii and Ko´ta, 1998] using the time and distance scales
of supergranulation cells. The top-left of Figure 1.4 shows a supergranulation
network which consists of a large number of individual cells of size 20 to 70
Mm [Giacalone et al., 1999]. The top-right of Figure 1.4 shows a cartoon of
the random walk of the magnetic footpoints influenced by fluid motions due
to photospheric supergranulation motions [Jokipii and Parker , 1968], and the
solar wind carries the magnetic field variations associated with the magnetic
footpoints’ random walk. Later, the Ulysses spacecraft observed large-scale
magnetic field fluctuations in the solar wind associated with the supergran-
ulation motions [Zhang et al., 2003]. In Chapter 3, we explain the intrinsic
non-radial magnetic fields at the source surface in terms of the magnetic field
variations associated with the supergranulation cell motions. The bottom plot
of Figure 1.4 shows a relation between the solar energetic particles’ flux varia-
tions and the supergranulation cell motions which is consistent with the recent
observations of ACE/ULEIS [Mazur et al., 2000].
Supergranules form either from the fragmentation or splitting of an existing
supergranule or from merging existing cells. These cells are irregular in shape
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Figure 1.4: Supergranulations (top-left) and the random fluid motions (top-
right) due to the supergranulation motion [Jokipii and Parker , 1968]. These
motions may influence the magnetic field which can then be carried by the
solar wind. Note that Ulysses observations showed the existence of large-scale
variations magnetic fields in the solar wind [Neugebauer et al., 1997a; Zhang
et al., 2003]. Supergranulation motions on the photosphere (bottom panel)
may be indirectly related to the observed spatial and temporal variations of
solar energetic particles (SEPs) [Giacalone et al., 1999].
and they expand at a speed of 100ms−1 by developing strongly diverging areas.
The cell center has slightly higher temperature than the boundary by 1 to 2
K [Meunier et al., 2008]. The magnetic flux is concentrated and spicules are
generated from the cell boundaries in the chromosphere. Note that in Chapter 2
and 3 we interpret the intrinsic azimuthal velocities and magnetic fields of the
solar wind by means of granulation and supergranulation motions.
A Description for the Photospheric Magnetic Fields
The photospheric magnetic fields have a wide range of strengths [Solanki , 2003].
Only less than 5 per cent of the solar surface is covered by the strong vertical
photospheric magnetic fields (order of kilogauss), and these fields are basically
found in a network of supergranule boundaries [Lagg et al., 2010a]. Relatively
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weaker and more horizontal magnetic fields make up most of the interior of a
supergranule cell which are of the size of 100 to 300 Gauss [Khomenko et al.,
2003; Gonz´ılez et al., 2008]. The explanation for the existence of strong and
weak-field forms is not yet clear, but the majority of the flux in the quiet Sun
is weak in strength [Lagg et al., 2010b].
Active regions on the Sun are the areas with especially strong magnetic
fields of 100 to 500 G [Priest , 2014]. Most of the solar flares and coronal mass
ejections (CMEs) forms from the active regions. The active regions are mostly
visible for the Sunspots, but all of them do not produce a sunspot. Usually,
sunspots are surrounded by the faculae where a facula is an area of relatively
weak magnetic disturbance in comparison with sunspots. Although some active
regions do not have sunspots. The magnetic fluxes in the active regions are
independent of supergranules and modify the convection pattern when they
appear.
Magnetic flux emerges from the photosphere across a wide range of scales.
Tiny magnetic loops emerge from the granules with a flux as small as 1016Mx
which are known as the granular magnetic loops. From the interior of the su-
pergranules emerges relatively stronger magnetic flux (1019Mx) in ephemeral
regions whereas the active regions originate from the strongest regions of mag-
netic fluxes of the order of 1023Mx [Priest , 2014]. The flux from the coronal
holes are 5 to 10 G on average and the magnetic flux reaches the corona in
the quiet Sun, however these values are much higher in the photosphere. The
existence of much higher magnetic flux in the photosphere is due to the fact
that most of the small-scale magnetic flux in inner regions of supergranules or
internetwork magnetic flux closes down below the corona.
1.2.2 The Chromosphere
The “Chromosphere” is a quiet and non-magnetic layer of the solar atmosphere
which lies above the photosphere and has a thickness of about 2000–3000 km.
It is named the chromosphere because of its colourful appearance just before
and after a total eclipse. The chromospheric gas is transparent for most of the
visible spectrum, but it is opaque for certain narrow atomic transition spectral
lines [Cravens , 1997], e.g. Hα lines, some ultraviolet lines with wavelengths in
between 0.1 and 0.3 µm, and so on.
The chromosphere is much hotter than the photosphere and the tempera-
ture increases with altitude. Specifically, the temperature at the bottom of the
chromosphere is about 4300K, gradually rising to 104K at the top [Cravens ,
9
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Figure 1.5: The temperature profile of the solar atmosphere from the chromo-
sphere to corona [Golub and Pasachoff , 1997].
1997; Golub and Pasachoff , 1997]. Figure 1.5 shows the nominal solar atmo-
spheric temperature profile [Golub and Pasachoff , 1997]. The temperature of
chromosphere increases with increasing height . One mechanism to explain this
is that downward conductive heat flow from the corona increases the tempera-
ture of the chromosphere to a certain extent, but this layer also requires a local
heating to fully explain the temperature as energy is also transferring from a
relatively cooler region below (the photosphere) to a hotter region above.
Spicules are the numerous fine jets of material at the limb which are often
observed to move through the chromosphere into the transition layer and the
lower corona. The path and shape of individual spicules are believed to show
the B field lines. Spicules are a major source of plasma in the chromosphere
and provide a plausible explanation for the heating mechanism. They have
relatively small diameters (500 km or less) and very short lifetimes of about 5
minutes. They move with a speed of about 20 km s−1 and have a temperature
of about 5000− 20000K. An estimate for the number of simultaneously active
spicules is about 105, since they are seen across the whole Sun [Priest , 2014],
i.e. near sunspots, active regions, and coronal holes.
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1.2.3 The Transition Layer
The transition layer lies above the chromosphere and extends about 15000 km
above the photosphere. The temperature is about 104K at the bottom of the
layer and about 106K at the top (Figure 1.5), which is the base of the corona.
The layer is called the ‘transition layer’ as this layer exists in between the rela-
tively cool chromosphere and the million-degree corona [Cravens , 1997; Golub
and Pasachoff , 1997]. Moreover, there are very sharp transitions in the plasma
quantities, especially abrupt changes in density and temperature. Extreme Ul-
traViolet (EUV) images provide indirect evidence for a thin transition region
[Reale, 2014], but the chromospheric height is highly variable.
1.2.4 The Corona
The corona is a layer of diffusive, hot plasma that is dominated by the magnetic
field [Cravens , 1997; Golub and Pasachoff , 1997]. The electron number density
at the base of the corona is about 1015m−3 and the temperature is about
2× 106K (Figure 1.5). The corona extends more than a solar radius above the
solar surface, and eventually it merges with the solar wind. The corona can be
seen in visible light only during total solar eclipses. It has an intensity which is
about 10−6 of the solar disk, roughly the brightness of the full moon. Total solar
eclipses occur on average twice every three years, so they are rarely available
to study. Therefore, an instrument called a ‘coronameter’ or a ‘coronagraph’
is used to study the properties of corona by occluding the disk of the Sun and
measuring the intensity and linear polarisation of white light from the corona.
The polarisation is due to the Thomson scattering of the photons off coronal
electrons.
Coronameters are widely used to study the corona, the inner solar wind, and
coronal mass ejections (CMEs), the latter being dynamic events in which large
volume of plasma and associated magnetic field lines depart from the Sun at
high speed. These solar events have large impact on space weather. Note that
space weather is defined as an assembly of physical processes which begins at the
Sun, affects the Earth magnetosphere, thermosphere and ionosphere, destroys
the functioning of ground-based and spacebourne communication systems, and
ultimately endangers human activities and property on the Earth.[Schwenn,
2006].
The corona is well observed in the X-ray and extreme ultraviolet regions of
the spectrum. However, Earth’s atmosphere blocks most of the spectrum at
11
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shorter wavelengths.
The heating mechanism in the corona is still one of the major unsolved
problems in solar physics. Mechanisms proposed to heat the corona include
the following [Priest , 2014; Cravens , 1997]. Firstly, magnetic reconnection,
defined to be the process by which the magnetic field topology is reorganized
and the associated magnetic energy is transformed to thermal energy, kinetic
energy, and the particle acceleration. Secondly, magnetetohydrodynamic waves
that originate in the convective zone of the Sun and damp ad they propagate
outwards, releasing their energy to heat up the corona [Priest , 2014; Cravens ,
1997].
Figure 1.6: A coronal hole on the Sun observed in this 193◦ Extreme Ul-
traViolet (EUV) image from Atmospheric Imaging Assembly (AIA) on board
SDO. Amusingly this coronal hole has a remarkable resemblance to the ‘Sesame
Street’ character ‘Big Bird’. Credit: NASA/SDO.
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1.2.5 Coronal Holes
Extended regions of open magnetic field lines that are less dense and cooler than
the nearby corona are known as coronal holes [Zirker , 2008; Cranmer , 2009].
Waldmeier [1956] first named and studied the coronal holes in the green line
near 5303 A˚ using a coronagraph. Later, Skylab (1973-74) and other missions
took images of them which were later used to study coronal holes in detail. An
image of a huge coronal hole observed by the Atmospheric Imaging Assembly
(AIA) on board the Solar Dynamics Observatory (SDO) is shown in Figure 1.6.
The UV coronagraph spectrometers on SOHO or UVCS quantitatively mea-
sured the temperature and flow speed from in the Corona and inner solar wind
[Kohl et al., 2006]. Observations also show that coronal holes are the origin of
the fast solar wind. Coronal holes are one of the longest-lived solar features
and they last for about 7 to 8 years near solar minimun.
The north and south polar caps are covered by large coronal holes with
opposite magnetic field polarity near solar minimum. The polar holes become
small in size for 2 years before solar maximum, and they almost disappear for
1 to 2 years around solar maximum. Although coronal holes can persist at all
solar latitudes near solar minimum, they sometimes last for only a few months
[Priest , 2014]. Low latitude holes can join with the polar holes of the same
polarity and are mostly observed near complex active regions.
The effects of global magnetic evolution by flux emergence, footpoint mo-
tion, and large-scale reconnection continually change the coronal hole bound-
aries. Typically, coronal holes contain an open diverging magnetic field and
they have larger flux imbalances than the surroundings. The magnetic flux is
usually 1015Wb(1023Mx) [Priest , 2014] for polar holes with an average field
strength of about 5 to 10 G.
Coronal holes above a unipolar region are not clearly visible [Hagenaar
et al., 2008]. However, they tend to depend on the magnetic flux of the unipolar
region and the nature of the environment. Regions of the photosphere and the
chromosphere corresponding to coronal holes are mostly indistinguishable from
the surrounding areas.
1.3 Properties of the Solar Wind at 1 AU
The solar wind plasma mostly originates in thin intense flux tubes from the
boundaries of the granules and supergranules [Hassler et al., 1999; Marsch
et al., 2008]. Table 1.1 shows basic properties of the solar wind at 1 AU. The
13
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Properties Maximum Minimum Average
Velocity (km s−1) 900 200 400
Density (m−3) 108 6.5× 106 4× 105
Electron temperature (K) 106 5× 103 2× 105
Proton temperature (K) 106 3× 103 5× 104
Magnetic field (G) 8× 10−4 2× 10−6 6× 10−5
Alfve´n speed (km s−1) 150 30 60
Table 1.1: Solar wind properties at 1 AU [Priest , 2014].
solar wind at 1 AU is observed to be in two different states [Cranmer , 2005].
These states are known as the fast and the slow solar wind. The solar wind is
supersonic at 1 AU, with a speed of about 300 to 400 km s−1 for the slow solar
wind and of 700 to 800 km s−1 for the fast solar wind.
The fast solar wind appears to primarily originate from polar coronal holes,
accelerating abruptly at low altitudes and reaching half of its terminal speed
at heights of 2 to 4 R⊙ [Kohl et al., 2006] (e.g. Figure 1.1). On the other hand,
the slow solar wind wind originates from helmet streamer in the equatorial
streamer belt [McComas et al., 2000; Wilcox and Ness , 1967], with the wind
composed of a continual release of faint plasma blobs. The slow solar wind
accelerates to 300 to 400 km s−1 by the height of 30R⊙ and has been observed
by SOHO/LASCO [Kohl et al., 2006].
Speed Electron density Mass loss Ram pressure
km s−1 m−3 kgs−1 Pa
Fast 750 2.5× 106 109 2.6× 10−9
Slow 400 7× 106 1.5× 109 2.1× 10−9
Table 1.2: Comparison of typical fast and slow wind properties at 1 AU [Priest ,
2014]
Table 1.2 presents a comparison between the average properties of the fast
and slow solar wind at 1 AU. The bulk properties of the slow solar wind are
more variable than the fast solar wind.
The fast solar wind is relatively steady in comparison with the slow wind.
The fast wind tends to reoccur every 27 days, often being correlated with the
recurrence of geomagnetic storms [Priest , 2014]. The oxygen freeze-in temper-
ature of the fast wind is 1.6 MK. It occupies the polar regions during the solar
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minimum whereas it occurs at a narrow region during the solar maximum.
The fast solar wind has higher proton temperature than the slow solar wind,
but both the fast and slow solar wind have the same electron temperature.
In detail, heavy ions in the fast solar wind have much higher temperatures
(Tion ≫ Tp > Te) than the other solar wind particles. In situ measurements
show that the proton velocity distribution is highly anisotropic within 0.3 to
1 AU [Marsch et al., 1982], and this anisotropy causes a proton temperature
anisptropy (T⊥ > T‖).
The transient solar wind is a high speed solar wind associated with coronal
mass ejections (CMEs). It is highly time dependent and originates in coronal
streamers. Due to its transient solar wind varies with the solar cycle, and
about 16 per cent of the total mass flux comes from this wind during the solar
maximum.
1.4 Basic Equations of Magnetohydrodynam-
ics (MHD)
The plasma is assumed to be an electrically conducting fluid in MHD, with a
self consistent set of equations that relate the magnetic field (B), mass density
(ρ), velocity of the plasma (v), and the thermal pressure (P) of the fluid plasma.
These equations include Maxwell’s equations: an Ohm’s Law, an equation of
state, an equation of motion, an energy equation, and a mass conservation
equation.
Apart from Maxwell’s equations, these equations can be derived by tak-
ing moments of Boltzmann equations for electrons and protons and making
a closure hypothesis [Choudhuri , 1998; Boyd and Sanderson, 2003; Goedboed
et al., 2004]. The electromagnetic fields in the Maxwell’s equation and Ohm’s
Law are then either eliminated or reduced to a core MHD equation which is
known as the induction equation. The following subsections discuss briefly the
conservation of mass, freezing of the magnetic field, conservation of magnetic
flux, magnetic field lines and topology, equation of motion, and conservation
of angular momentum. Along with Maxwell’s equations, these equations are
used below to develop new theoretical models for the solar wind.
We assume ion and electron fluids are combined into a simple fluid in
the MHD system with: (i) the flow velocity of the fluid is v = (nimivi +
nemeve)/(nimi + neme), (ii) the charge density is σ ≡ e(ni − ne), (iii) the cur-
rent density is J = e(nivi − neve), (iii) the mass density is ρ = mene +mini,
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(iv) the temperature is Tplasma ≡ (neTe + niTi)/(ne + ni), and the pressure of
the plasma is P = Pi +Pe.
1.4.1 Equation of Motion
The equation of motion, under the condition of electrical neutrality (∇·E = 0),
can be written as
ρ
dv
dt
= −∇p+ σ(E+ v ×B) + F, (1.1)
where σ is the electrical conductivity, p is the plasma pressure (assumed scalar),
and F = Fg+Fv. Here Fg and Fv are the gravitational force and viscous force,
respectively.
1.4.2 Conservation of Mass
The equation of mass conservation is written
dρ
dt
+ ρ∇ · v = 0, (1.2)
where ρ is the mass density. Here the motion is defined as the total derivative
or material derivative of time d/dt ≡ ∂/∂t + v · ∇ where ∂/∂t is the partial
time derivative, and v · ∇ is the convective derivative. The material derivative
is also written as D/Dt which is different from the ordinary derivative of a
function of t only. If the mass flows in [∇ · (ρv) < 0], then the density of a
point increases (∂ρ/∂t > 0) whereas the density at a point decreases if the mass
flows out.
1.4.3 Frozen-in Magnetic Field
We start from Faraday’s Law.
∂B
∂t
= −∇× E. (1.3)
In order to derive the frozen-in magnetic field equation, we use the generalized
Ohm’s Law to give E,
E = −v×B+
1
nee
J×B+
1
nee
∇pe+ηJ+
me
nee2
[∂J
∂t
+∂∇· (Jv+vJ)
]
, (1.4)
where J is the current density, (1/(nee))J×B is the Hall term, (1/(nee))∇pe is
the ambipolar polarization term, ηJ is the Ohmic term, and (me/(nee
2))[∂J/∂t+
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∇·(Jv+vJ)] is the electron inertial term. We ignore the electron inertial term.
Even if the Hall and pressure gradient terms are not small and so can be ne-
glected in the magnetic induction equation obtained below, usually the curl of
these terms are very small. Therefore, we assume that the electron inertial, the
Hall, and the pressure gradient terms lead to negligible effects. We then have
E = −v ×B+ ηJ. (1.5)
We combine (1.3) and (1.5) to obtain the following equation
∂B
∂t
= ∇× (v ×B)−∇× (ηJ). (1.6)
We eliminate the current density using Ampe´re’s law (∇·B = µ0J+(1/c
2)∂E/∂t)
and then we obtain the magnetic convection-diffusion equation when the deriva-
tive ∂E/∂t is neglected:
∂B
∂t
= ∇× (v ×B)−∇× (DB∇×B), (1.7)
where ∇ × (v × B) is the magnetic convective term, ∇ × (DB∇×B) is the
magnetic diffusion term, and the magnetic diffusion coefficient is
DB =
η
µ0
=
meve
µ0nee2
. (1.8)
We use a vector calculus identity
∇×∇×B = ∇(∇ ·B)− (∇ · ∇)B. (1.9)
and Maxwell’s equation ∇ ·B = 0, to get the following form of equation (1.7)
∂B
∂t
= ∇× (v ×B) +DB∇
2B. (1.10)
The magnetic Reynolds number RM is the ratio between the convective
term and diffusion terms in (1.10). In space plasmas RM ≫ 1, i. e. the plasma
is highly conductive and the convective term dominates the diffusion term. The
limit RM ≫ 1 is often referred to as the perfectly conducting limit or infinite
conductivity limit; however, the term ‘large length-scale’ limit is more proper.
This limit makes the electrical conductivity stronger in comparison with the
relatively weak magnetic diffusion in astrophysical plasmas. Therefore, (1.10)
can be written as
∂B
∂t
= ∇× (v ×B), (1.11)
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and Ohm’s law (1.5) reduces to
E+ v ×B = 0. (1.12)
The Alfve´n frozen-flux theorem states that the magnetic flux is conserved when
the plasma has a large Reynolds number and the magnetic field moves with the
plasma as described by (1.11) and (1.12). This theorem is proven in Subsec-
tion 1.4.4. When the Alfve´n’s frozen-flux theorem holds such “ideal” plasma
flows conserve the magnetic flux, the magnetic field lines, and the magnetic
topology.
1.4.4 Conservation of Magnetic Flux
The Alfve´n frozen-flux theorem can be proven as follows. We assume that a
curve C bounds a surface S and moves with the plasma. If an element dl of
the curve C sweeps out an arc v×dldt in a time dt, then the rate of change of
magnetic flux through the curve C is
d
dt
∫ ∫
S
B · dS =
∫ ∫
S
∂B
∂t
· dS+
∮
C
B · v × dl. (1.13)
The flux changes with the movement of C because the boundary moves in space
and the magnetic field changes with time. We set B · v× dl = −v×B · dl and
apply Stoke’s theorem to the secend term on the right of (1.13) to obtain
d
dt
∫ ∫
S
B · dS =
∫ ∫
S
(∂B
∂t
−∇× (v ×B)
)
· dS. (1.14)
In the ideal limit, (1.14) becomes zero if (1.12) applies. Therefore, the total
magnetic flux which is bounded by the curve C remains constant as it moves
with the plasma. Put another way, the plasma particles form a flux tube and
remain in that moving flux tube at later times. Note that (1.12) known as the
frozen-in flux condition.
1.4.5 Conservation of Magnetic Topology
The properties of a magnetic field, e.g. the magnetic linkage, the magnetic
knottedness, and so on, that are preserved by an ideal MHD displacement of
plasma are often known as the magnetic topology [Priest , 2014]. This concept
is useful because while the structure of the magnetic field may be changed
(stretched or deformed), its topology remain the same. This is a statement of
the conservation of magnetic topology.
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The plasma particles can move along the field lines as if the field lines are
frozen into the plasma [Priest , 2014]. The field lines either push the plasma or
the magnetic field lines are either dragged with the plasma.
The velocity of the magnetic field line is equal to the bulk plasma velocity
perpendicular to the magnetic field when the B fields frozen-in to the plasma,
i.e.
w⊥ = v⊥ =
E×B
B2
, (1.15)
where w⊥ and v⊥ are the components of perpendicular velocity of the magnetic
flux and the plasma velocity. Equivalently, when these two velocities are equal
to each other, the magnetic field lines move with the plasma.
Figure 1.7: Radial solutions for an isothermal spherical solar wind wind [Hund-
hausen, 1972].
1.5 The Parker Accelerating Solar Wind Pro-
file
Parker considered a simple solution for a spherically symmetric corona which
is in steady motion. He assumed a time-stationary (∂/∂t→ 0) and isothermal
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expanding solar wind plasma with charge density σ = 0. Now, the equation of
motion (1.1) yields [Parker , 1958]
(v2r − c
2
s )
vr
dvr
dr
=
2c2s
r
−
GM⊙
r2
, (1.16)
where cs is the sound speed, and the final term describes gravitational effects.
Note that (1.16) neglects the influence of the magnetic field on the acceleration
of the solar wind. Assuming the plasma is approximately isothermal [Parker ,
1958], the transonic solution has vr = cs at the sonic radius
rso =
GM⊙
2c2s
, (1.17)
where rso is the sonic point radius. Then, (1.16) reduces to
(v −
c2s
v
)
dv
dr
= 2
c2s
r2
(r − rso). (1.18)
Integrating (1.18) yields the Bernoulli integral for an isothermal wind [Parker ,
1958]:
v2r
c2s
− ln
(v2r
c2s
)
= 4 ln
r
rso
+ 4
rso
r
+ C1, (1.19)
where C1 is the integration constant. This equation defines the wind velocity
vr as a function of r. Figure 1.7 shows four classes of solution which are
labelled as class 1 to 4, depending on whether vr(rso) is smaller or larger than
cs (cs is the sonic speed and rso is the sonic critical radius). The solutions
have different behaviour at small and large r. To get an accelerating radial
speed profile, the solar wind needs to be at a low speed at small r (close to
the photosphere where r ≈ R⊙) and to accelerate to a high speed at large
r. Moreover, the mass conservation equation for an isothermal system follows
ρvrr
2 = constant with a pressure P ∝ ρ. Therefore, the solar wind also requires
small pressure to get high speed at large r [Chapman and Ferraro, 1930]. A
consistent solution (vr(r)) for the accelerating solar wind thus requires a low
speed (high pressure) close to the photosphere (r = R⊙) and high speed (but
low pressure) at a large heliocentric distance. Both Class 1 and Class 2 solutions
provide low speed near the Sun, but only Class 2 provides large vr at large r
(small pressure). Therefore, only the class 2 solution satisfies both the above
mentioned requirements. This solution corresponds to the integration constant
C1 = −3 using the boundary condition of vr = cs at r = rso.
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Figure 1.8: The locations of observed inbound features of the streamer belt
[DeForest et al., 2014] placed a lower limit (15R⊙) for the super-Alfe´nic (more
properly the super-fast mode) solar wind.
In this thesis, we will discuss three different critical points through which
the solar wind passes. In a MHD system there are three possible critical points
associated with three different mode of MHD waves. Firstly, the sonic critical
point for slow magnetosonic waves. The sonic critical point (when c2s < V
2
a )
otherwise called the slow mode critical point is defined as the point where
vr = cs and the sonic Mach number Ms = vr/cs = 1. Equation (1.16) shows
an apparent singularity at r = rso. Parker [1958] assumed vr = cs at r = rso
to solve the equation whereas rso is defined as the sonic critical point. Note
that the solar wind is supersonic above rso. For the case when c
2
s < V
2
a , slow
mode waves propagate along the magnetic field lines B at the sound speed and
the sonic critical point reduces to the slow mode critical point [Kivelson and
Russell , 1995]. However, when c2s > V
2
a , slow mode waves propagate with a
speed close to the Alfve´n speed while fast mode waves move near the sound
speed [Priest , 2014].
Secondly, the Alfve´nic critical point associated with the Alfve´n model is
defined as the point where vr = Va ≡
√
(B2r/µ0ρ) where Va is the radial Alfve´n
speed, i.e. the radial Alfve´nic critical Mach number MAr ≡ vr/Va = 1.
Thirdly, the fast mode critical point corresponds to the fast magnetosonic
mode and is defined as the point where vr = Vfast, where VFast is the fast mode.
Figure 1.8 shows the recent observations of DeForest et al. [2014], in which
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some bright and easily distinguishable inbound features are present. DeForest
et al. [2014] used coronagraph images from STEREO-A/COR2 to observe the
Alfve´n surface. If the radial speed is much higher than VA (the Alfve´nic speed),
the no inbound Alfve´nic or slow model features will be seen. Put another way,
these features can only exist below the Alfve´nic critical surface. The inbound
features in Figure 1.8 have speed within the range of 40 to 100 kms−1. These
are particularly detectable after a CME passage, propagation of plasma blobs,
and so on, especially when the coronal equilibrium has been changed by solar
activity. The inbound features in the Figure 1.8 is visible below 15R⊙, which
determines a lower limit of 15R⊙ for the super-Alfe´nic (more properly the fast
mode) solar wind.
Alfve´n waves do not show any variation with density, so they are not visible
for the coronagraph. Therefore DeForest et al. [2014] actually observed the fast-
mode critical point, but vA ≈ Vfast. DeForest et al. [2014] also observed that
the lower limit for the Alfve´nic critical point (more precisely the fast mode
critical surface) is 12R⊙ in coronal holes.
1.6 The Parker Spiral Model for the Magnetic
Field of the Solar Wind
Parker [1958] first explained the spiral nature of the average IMF (interplane-
tary magnetic field). The spiral structure of the magnetic field can be pictured
as a parcel of solar wind plasma radially flowing outward while it carries a
‘piece’ of magnetic field line. The field lines are attached to the source surface
which rotates with the Sun. Thus, a field line in the outward flowing plasma
forms a spiral structure instead of being radially directed. This spiral structure
is often called the Parker spiral (Figure 1.9).
In more detail, the solar wind plasma has high electrical conductivity and
the field lines are frozen-in to the plasma (see 1.4.3). That is, the solar wind
carries the frozen-in magnetic field from the source surface outward when it
travels through interplanetary space. The combination of the wind velocity
and the rotation of the Sun cause the spiral structure of the solar wind. The
wind is assumed to have purely radial velocity and any the nonradial velocity
is only due to corotation of the Sun. The corotating velocity then has the
following components in a spherical coordinate system:
vr = v, vφ = −Ω⊙r sin θ, vθ = 0, (1.20)
22
where Ω⊙ = 2pi/T⊙ = 2.7× 10
−6 rads−1 is the angular frequency and T⊙ is the
rotation period of the Sun. Since a magnetic field line follows the path of a
velocity streamline in a corotating frame when the plasma is frozen-in and the
electric field E′ = −v′ ×B′ = 0 [Parker , 1958], the ratio of the components of
velocity and magnetic field must be equal. Therefore,
v′φ
v′r
=
Ωsin θ(R⊙ − r)
vsw
=
Bφ
Br
, (1.21)
where v′r = vr = vsw and vφ = Ωsin θ(R⊙ − r) and the magnetic field compo-
nents remain the same in any reference frame for a nonrelativistic system.
Figure 1.9: Parker spiral interplanetary magnetic field lines in the equatorial
plane where the solar wind plasma has a constant radial speed of 300 km s−1
[Parker , 1963].
Equation (1.21) shows that the magnetic field lines form an Archimedean
23
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Figure 1.10: Time variations of the calculated phase angle φ = arctanBφ/Br
using observations (black lines) from the Wind spacecraft and predicted using
Parker [1963]’s model (red lines).
spiral (Parker spiral) and assuming r >> R⊙ equation (1.21) can be written as
r sin θdφ
dr
=
Bφ
Br
= −
Ωr sin θ
vsw
, (1.22)
with
dφ
dr
= −
Ω
vsw
. (1.23)
Integrating (1.23) over r and assuming r >> R⊙, yields
φ(r) = φs −
Ω
vsw
(r −R⊙), (1.24)
where φs represents the azimuthal angle of the magnetic field lines on the source
surface.
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Figure 1.9 shows some field lines using (1.24) which have a the spiral shape.
Although long time averages of the observations [Smith, 1979; Thomas and
Smith, 1980; Forsyth et al., 1996] agree well with the Parker spiral structure,
deviations are very common in the observations for different spatial and tem-
poral scales [Forsyth et al., 1996; Borovsky , 2010]. Figure 1.10 shows deviations
from Parker’s spiral angle (φp = −Ω(r − rs)/vs(1AU)) for two solar rotation
periods: 1-27 August, 2010 and 1-27 July, 2002. Here φp is the Parker’s spiral
angle and φB = arctan(Bφ/Br) at 1AU is calculated φ from the observations.
Using nominal parameters at 1 AU, φp ≈ −45
◦ and 135◦. The differences be-
twen φp and φB are interpretable in terms of intrinsic azimuthal fields at the
source surface [Schulte in den Ba¨umen et al., 2011, 2012; Tasnim and Cairns ,
2016].
1.7 The Weber and Davis Model of the Solar
Wind
Weber and Davis [1967] first proposed a solar wind model that generalises
Parker’s model to address the angular momentum conservation. The model
also includes an intrinsic non-radial velocity, but assumes there is no intrinsic
non-radial magnetic field at the source surface.
Weber and Davis [1967] assumed the solar wind is a perfectly conducting
fluid with v||B in the corotating frame. The Frozen-in field condition yields
r(vrBφ − vφBr) = −Ωr
2Br = constant, (1.25)
The solar wind plasma obeys mass conservation and flux conservations.
Integration over the equation of motion then results in
rvφ −
Br
µ0ρvr
rBφ = constant = L, (1.26)
where L is the total angular momentum per unit mass which is the summation
of the standard linear angular momentum term (∝ rvφ) and the torque associ-
ated with the magnetic stresses (∝ BrBφ). Weber and Davis [1967] then used
the Alfve´nic Mach number to combine (1.25) and (1.26) into
vφ = Ωr
(M2ALr
−2Ω−1 − 1)
M2A − 1
, (1.27)
where a singularity aries at the Alfve´nic critical point MA = 1. To avoid the
singularity at the Alfve´nic critical point, they assumed that L = Ωr2a so as to
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Figure 1.11: Predicted azimuthal velocity vφ(r) from the Weber and Davis
[1967] model.
cause the denominator and numerator to vanish at that point. Figure 1.11 and
1.12 show the quantities vφ and L for the solar wind predicted using (1.27)
and (1.26), respectively. Weber and Davis [1967] also discussed the radial wind
speed, critical points, and so on.
1.8 Observations from Different Spacecraft
Solar wind properties have been observed by multiple different spacecraft over
the past few decades, including a number of spacecraft, namely STEREO,
SOHO, SDO, Ulysses, Hinode, IRIS, Wind, and ACE. Observations from these
spacecraft show the existence of acceleration [Hakamada and Kojima, 1994;
Coles , 1995; Kohl et al., 1997; Cranmer , 2002a,b; Tu et al., 2005] of the solar
wind, non-Parker magnetic fields and associated deviations from the Parker spi-
ral [Forsyth et al., 1996; Borovsky , 2010], and nonradial velocities [Richardson
et al., 1996] of the solar wind, which are the primary interests of this thesis. The
data driven models derived below use the 1 AU data from the Wind spacecraft.
A short description of the Wind spacecraft is given below.
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Figure 1.12: Predicted angular momentum per unit mass L from the Weber
and Davis [1967] model.
1.8.1 The Wind Spacecraft
The first spacecraft of the Global Geospace Science (GGS) mission of NASA
is Wind [Ogilvie et. al., 1995; Bougeret et al., 1995]. The Wind spacecraft was
launched in November 1, 1994. It is a spin stabilized spacecraft that was placed
in a halo orbit (more than 200 Earth’s radius) around the Lagrange point L1.
The Wind spacecraft is orbiting the Sun at an approximate distance 1AU from
the Sun. The spacecraft was designed to observe the unperturbed solar wind
which is about to impact the Earth’s magnetosphere.
The Wind mission has the following science objectives. Firstly, to provide
a complete picture of the solar wind plasma, high energy particles, and the
details of the solar wind. Secondly, to investigate different plasma processes
which are occurring in the solar wind near the Earth. Finally, to provide the
1 AU observational data as a baseline for outer and inner heliospheric space
mission in the ecliptic plane.
The theory developed in Chapters 2 and 3 use the Wind spacecraft data in
GSE (Geocentric Earth Ecliptic) coordinates. However, the data-driven models
assume a cylindrical disk centred on the Sun’s equatorial plane. It is therefore
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necessary to convert spacecraft measurements and locations, often in GSE co-
ordinates, into heliocentric solar equatorial (or HS) coordinates. Appendix A
presents the coordinate transformation using rotations in Hapgood [1992] and
Fra¨nz and Harper [2002].
Some space missions have been planned by different space agencies and
space organizations to send spacecraft very close to the Sun and to do close-up
observations of the solar atmosphere, so as to provide details of the origin and
evolution of the solar wind, to investigate the innermost planet Mercury, etc.
Brief descriptions of a few planned missions that will possibly give us a chance
to test the analytic predictions derived below with direct observations are next.
1.8.2 Planned Space Missions
Solar Probe Plus (SPP) will launch on July 30–August 18, 2018 with a
window time of 20 days [Guillemant et al., 2012; Fox et. al , 2015]. It will
gradually shrink its oval-shaped orbit around the Sun using gravity assists
at Venus. The spacecraft will take nearly seven years to reach its nearest
distance (3.7 million miles) from the Sun, with an inclination of 3.4 degrees
from the ecliptic plane. Solar Probe Plus will thus reach approximately six
times closer (≈ 10R⊙) to the Sun than any other spacecraft before. This
mission’s primary goals are to understand the solar corona’s heating process
and the solar wind acceleration, and to obtain more detailed knowledge about
the origin and evolution of the solar wind. The spacecraft will achieve its
primary goal by employing in situ measurements and imaging. Observations
from Solar Probe Plus will give us great scope to test the outputs from the new
analytic models developed in this thesis.
Solar Orbiter will launch in October, 2018 and will perform close-up, high-
resolution, studies of our Sun and the inner heliosphere [Mu¨ller et al., 2013].
Solar Orbiter will carry its telescopes to just one-fifth of Earth’s distance from
the Sun. The solar will do some in-situ measurements and it will also use
remote-sensing instruments. It will use gravity assists from Venus and the
Earth. The spacecraft will start its mission from a 168-day-long orbit after the
swing-bys created by gravity assists. It will approach a distance of about 60
solar radii (0.28 AU) from the Sun and it will reach its nearest distance every
five months. The inclination of the Solar Orbiter will increase using gravity
assist manoeuvres and eventually the spacecraft will be able to see the polar
region of the solar atmosphere.
The Indian Space Agency (ISRO) will launch a spacecraft named Aditya
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(which means ‘Sun’) to study the magnetic field structures of the Sun and
coronal mass ejections [Singh et. al., 2011]. The spacecraft will be launched
around 2019-2020, and will be placed in a halo orbit around the Lagrangian
point L1 of the Sun-Earth system whereas L1 is 1.5 million kilometers from the
Earth.
Another future space mission which will go close to the Sun (approximately
0.3 AU from the Sun) is BepiColombo [Benkhoff et al., 2010]. However, the
main goals of BepiColombo are to study and understand the composition, geo-
physics, atmosphere, magnetosphere, and the history of Mercury. It has two
individual orbiters; Mercury Planetary Orbiter (MPO) will map the planet
named and Mercury Magnetospheric Orbiter (MMO) will investigate its mag-
netosphere. The spacecrat is scheduled to launch in April 2018.
1.9 Issues with Understanding the Solar Wind
Observations by TRACE (Transition Regions And Coronal Explorer) and SOHO
(Solar and Heliospheric Observatory) reveal evidence of acceleration of the solar
wind close to the Sun (from 2 to 10 solar radii) [Hakamada and Kojima, 1994;
Coles , 1995; Kohl et al., 1997; Cranmer , 2002a,b; Tu et al., 2005]. Quantitative
data on the velocity profiles are measured by means of ‘in situ’ spacecraft detec-
tion and ‘remote sensing’ of coronal photons from the above-mentioned space
missions. Analyses of the observed data from the Ultraviolate Coronagraph
Spectrometer (UVCS) [Kohl et al., 1997] and SUMER [Cranmer , 2002a,b] in-
struments on the SOHO spacecraft show the increase of the solar wind’s velocity
with the radial distance from the Sun. Furthermore, these data show that the
wind originates from both polar coronal holes and streamers. Observations
from spacecraft like TRACE and SOHO shed some light on the enigmatic is-
sues of coronal holes and the acceleration of the high speed solar wind in them.
However, a theoretical explanation of why and how this acceleration occurs
is still an open problem. The origin of fast wind streams in coronal holes was
confirmed by in situ measurements of the Ulysses [McComas et al., 2003, 2008].
Figure 1.1 shows observations of the acceleration profile vr(r) using UVCS data
Kohl et al. [2006]; Cranmer et al. [2007, 2008]; Cranmer [2009].
Analyses of plasma data from Pioneer Venus Orbiter (PVO), IMP 8, Wind,
and Voyager 2 show evidence of non-radial solar wind flow velocities along the
corotation direction for a wide range of heliodistances from 0.7AU to 45AU
[Richardson et al., 1996]. Figure 1.13 shows the standard deviations of the
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Figure 1.13: Variations of the standard deviation of the east-west flow angle
(top) and the north-south flow angle (bottom) with the radial distance for the
observations from the Voyager 2 spacecraft with the standard deviations of
radial velocity (dotted line) [Richardson et al., 1996].
radial velocity, which suggest that the radial velocity gradients drive the az-
imuthal flow [Richardson et al., 1996]. Observed non-radial solar wind veloci-
ties are interpreted in several different physical ways. Firstly, as the azimuthal
velocity associated with angular momentum conservation which is caused by
assuming corotation at the source surface and which decreases with the radial
distance [Weber and Davis , 1967]. Secondly, intrinsic non-radial velocity com-
ponents at the source surface/inner boundary [Fisk , 1996]. Thirdly, azimuthal
velocities due to the dynamical effects, e.g. stream-stream interactions at the
corotation interaction regions (CIRs) [Whang , 1991; Hu, 1993; Odstrˇcil , 1994;
Richardson et al., 1996]. Fourthly, non-radial velocities due to contributions of
the non-radial thermal and magnetic pressure gradients in the angular momen-
tum conservation equation [Tasnim and Cairns , 2016],and so on. Remember
that the “source surface” is an effective region at a heliocentric distance (r = rs)
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from where solar wind originates.
Figure 1.14: Radial profiles of the solar wind velocity for an isothermal hydro-
dynamic model for different temperature.[Parker , 1958].
Parker [1958] first attempted to explain the acceleration of the solar wind
by developing an isothermal hydrodynamic model where he initially ignored
the magnetic field (Figure 1.14), and later assumed a constant radial outflow
to propose the spiral structure of the interplanetary magnetic field. Parker’s
idealized model for the heliospheric magnetic field (HMF) is in reasonably good
agreement with the observation when averaged over many rotations [Smith,
1979; Thomas and Smith, 1980; Forsyth et al., 1996]. However, deviations
from the Parker’s spiral orientation at spatial and temporal scales are present
in most observations of TRACE, STEREO, SDO, Wind, and some other recent
space missions; especially on time scales shorter than one solar rotation [Forsyth
et al., 1996; Borovsky , 2010] and close to the Sun.
The existence of non-Parker magnetic field components is demonstrated
through several different sets of observational data. Figure 1.10 demostrates
deviations of the Parker’s spiral from the Wind spacecraft data. Most of the
available theoretical explanations are related to deviations from the simple
assumptions which are made in the Parker spiral model. Firstly, existence of
accelerating solar wind [Hakamada and Kojima, 1994; Coles , 1995; Kohl et al.,
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1997; Cranmer , 2002a,b; Tu et al., 2005] and a deviation from the Parker spiral
associated with the declining radial speeds are proposed [Neugebauer et al.,
1997b; Jones et al., 1998; Gosling and Skoug , 2002; Riley and Gosling , 2007],
i.e. the violation of the assumption of constant radial wind speed in the Parker
spiral model. Secondly, the existence of non-zero intrinsic magnetic field [Petrie
and Patrikeeva, 2010; De Pontieu et al., 2011; Florens et al., 2007; Schulte
in den Ba¨umen et al., 2011, 2012] and velocities [Fisk , 1996] at the source
surface, again violating the standard Parker assumptions. Thirdly, the motion
of magnetic foot points [Zurbuchen et al., 1998; Fisk and Schwadron, 2001]
associated with the non-radial velocity is proposed to be a cause of formation of
the non-Parker magnetic fields at large heliolatitudes in Ulysses data. Fourthly,
transient solar wind phenomena can produce non-Parker magnetic fields; e.g.
magnetic legs of CMEs [Neugebauer et al., 1997b], influence of stream-stream
interaction in the CIR regions [Owens , 2013], underwinding of interplanetary
magnetic fields in the corotating rarefaction regions (CRRs), discontinuities
due to the MHD shocks, MHD turbulence [Owens , 2013], and so on.
These observational results and their physical interpretations necessitate the
consideration of a more realistic theoretical model that can explain non-Parker
magnetic fields that can arise naturally due to the combined effects of an accel-
erating speed profile vr(r) and a non-zero intrinsic vφ(rs, φs) andBφ(rs, φs) com-
ponents at the source surface. Previously, the assumption of intrinsic vφ(r, φ) at
the source surface allows a deviation from corotation (δvφ(φs)), so that vφ(r, φ)
need not be due only to corotation (vφ(rs) = rsΩ). This δvφ(φs) can result from
the magnetic footpoints’ motion due to the random movement of granulation
and supergranulation cells [Jokipii and Parker , 1968; Jokipii and Ko´ta, 1998].
Below it is shown (Chapter 3) that the assumptions of intrinsic non-radial ve-
locity and magnetic field allow a deviation from the widely used assumption of
zero electric field in the corotating frame (E′ = 0) [Parker , 1958; Weber and
Davis , 1967]. The implications of intrinsic non-zero velocities and magnetic
fields thus lead us to consider a deviation from the assumption (v′ ||B).
Weber and Davis [1967] developed a theoretical model that introduced an
intrinsic azimuthal flow velocity above rs so as to consider conservation of an-
gular momentum and to provide an explanation for angular momentum that
is carried away from the Sun. Their results agree well with Helios observations
[Lazarus and Goldstein, 1971; Pizzo et al., 1983; Marsch and Richter , 1984].
However, they assumed a constant radial speed, imposed strong corotation con-
ditions and assumed purely radial velocities and magnetic fields at the source
surface. Later, solar wind models by Keppens and Goedbloed [1999] and Hu
32
et al. [2003] improved the Weber and Davis [1967] model by developing ax-
isymmetric (about the rotation axis, this symmetric in φ) solar wind models.
These two dimensional solar wind models included θ components of the veloc-
ity and the magnetic field, but both of these models demonstrated that the
azimuthal velocity and magnetic field components are negligible in comparson
with the radial and polar theta components.
More recently, several data-driven models were developed to extrapolate
1AU data towards the source surface and to explain the intrinsic solar wind
plasma properties. For instance, Schulte in den Ba¨umen et al. [2011, 2012]
included non-zero Bφ(rs, φs), but retained a constant vr and vφ(rs, φs) = 0 and
ignored the effects of angular momentum conservation.
Although predictions from the preceding data-driven analytic models ex-
plain some of the observations, more general and analytic data-driven models
are needed to include angular momentum conservation, the acceleration of solar
wind, and the effects of intrinsic non-radial velocities and magnetic fields, and
a deviation from corotation at the source surface. Such models will provide
more complete description of the solar wind and a better understanding of the
solar wind properties. The model will also test global MHD the simulation
results, exploring the physical mechanisms underlying them and offering bet-
ter ways to initialize the simulations. Moreover, while more realistic coronal
descriptions are given by some fully three dimensional numerical models and
global simulations [Usmanov , 1993; Suess et al., 1999; Wu et al., 1999; Linker
et al., 1999; Riley et al., 1999; Usmanov et al., 2000; Gorth et al., 2000; Roussev
et al., 2003; Mikic´ et al., 1999; Roussev et al., 2004; Cohen et al., 2007, 2008;
Downs et al., 2010; van der Holst et al., 2010; Oran et al., 2013; Cohen, 2015],
the in numerical results have not yet been compared with analytic theoretical
models.
The above mentioned issues for the theory of the solar wind lead us to
develop generalized analytic and self consistent theories of the solar wind that
will better describe the solar wind and allow us to understand the physics.
However, before overviewing research Chapters 2–5 of this thesis, we provide
a detailed derivation of kinetic and MHD equations for the development and
evolution of angular momentum. We start with the derivation of the angular
momentum of the solar wind using the appropriate moment of the Boltzmann
equation what we will later use in Chapters 2 and 3.
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1.10 Angular Momentum of the Solar Wind
Angular momentum loss is an important topic in space physics and astro-
physics. One reason is that large and diffusive objects (e.g. interstellar gas
clouds) can collapse to create small and compact objects (e.g. stars and proto-
stars) only by losing angular momentum [Larson, 2003]. Magnetic fields have
significant effects for losing angular momentum. This can be seen as follows.
First, the estimated life-time of the Sun is almost 6, 000 times shorter than
it would take for significant mass loss of the Sun, so we can easily assume
the mass loss is almost negligible. Second, the solar wind carries angular mo-
mentum from the source surface to outwards. Third, Weber and Davis [1967]
estimated the angular momentum as L = r2aΩ where the magnetic fields of
the solar wind enforce co-rotation with the Sun out to the Alfve´n radius (ra).
Fourth, the time-scale of angular momentum loss is shorter than the time-scale
for the mass loss by a factor of 2500, which then makes the angular momentum
loss shorter than but comparable to the Sun’s lifetime.
In this section we derive the MHD equation for angular momentum conser-
vation, which we later use in the Chapters 2 and 3 to develop a generalized
equatorial model for the solar wind. The equation is derived by taking the
following moment of the Boltzmann equation,
∫ +∞
−∞
Q(v)[Boltzmann equation]d3v, (1.28)
whereQ(v) = m(r×v),m is the mass of particles in plasma, r is the heliocentric
radius, and v is the flow velocity. The Boltzmann equation for the distribution
function fβ(r,v) for species β is written
∂fβ
∂t
+ v.∇fβ + a.∇vfβ =
(δfβ
δt
)
collision
, (1.29)
where a is the acceleration of the species β (β = i for ions and β = e for
electrons), x is the position, and v is the velocity . The distribution function
is defined in the usual way, so that the number densities are
nβ(x, t) =
∫
d3vfβ(v,x, t). (1.30)
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The i-th component of (1.28) and (1.29) is now rewritten in tensor form as∑
β
mβεijkrj
[ ∫ +∞
−∞
vβk
∂fβ
∂t
d3v +
∂
∂rd
∫ +∞
−∞
vβkvβdfβd
3v +
∫ +∞
−∞
vβkad
∂fβ
∂vβd
d3v
]
=
∑
β
mβεijkrj
∫ +∞
−∞
vβk
(∂fβ
∂t
)
coll.
d3v, (1.31)
where the Levi-Civita εijk symbol is used to express the cross product of the
two vectors, and s runs from 1 to 3 for the x, y, and z components, respectively.
The right hand side of (1.31) represents the change in the angular momen-
tum density due to collisions between electrons and ions within the plasma,
and we assume this is zero. Since rj, vβk and t are independent variables, the
first moment of the time-derivative term (1st term) of (1.31) is rewritten as∑
β
mβεijkrj
(∫ +∞
−∞
vβk
∂fβ
∂t
)
d3v =
∑
β
mβεijkrj
∂(nβuβk)
∂t
,
=
∑
β
εijkrj
∂(ρβuβk)
∂t
,
=
∑
β
∂(εijkrjρβuβk)
∂t
,
=
∑
β
∂Lβi
∂t
, (1.32)
where ρβ, uβ = 〈vβ〉, and Lβ are the mass density, fluid velocity, and angular
momentum of the species β, respectively. Here, the order of the time derivative
and integral over velocity were switched as t and v are independent variables.
Next, we use v = u + w, where u =
∫
d3v vf(v) is the bulk velocity and
w is the deviation of v from u in the first moment of the advection term in
(1.31). This becomes∑
β
mβεijkrj
∂
∂rd
∫ +∞
−∞
vβkvβdfβd
3v
=
∑
β
mβεijkrj
∂
∂rd
∫ +∞
−∞
(wβk + uβk)(wβd + uβd)fβd
3v,
=
∑
β
mβεijkrj
∂
∂rd
(∫ +∞
−∞
wβkwβdfβd
3v +
∫ +∞
−∞
wβkuβdfβd
3v,
+
∫ +∞
−∞
uβkwβdfβd
3v +
∫ +∞
−∞
uβkuβdfβd
3v
)
. (1.33)
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Using the definition of the pressure tensor P˜β, the first term in (1.33) can be
written∫ ∞
−∞
wβkwβdd
3v = nβ〈wβkwβd〉 = (
1
mβ
)P˜β. (1.34)
We assume that Pβ is symmetric here, i.e. Pks = Psk. The 2nd and 3rd terms
in (1.33) are zero because uβd (or uβk) is independent of v, and the average of
wβk or wβd is zero by definition. Then the 4th term reduces to∫ ∞
−∞
uβkuβdfβd
3v = nβuβkuβd. (1.35)
Thus, the 2nd term of (1.31) is
mβεijkrj
∂
∂rd
∫ +∞
−∞
vβkvβdfβd
3v = mβεijkrj
( 1
mβ
∂
∂rd
Pβ,kd+nβuβkuβd
)
. (1.36)
The first moment of the third term on the left-hand side (1.31) (the accel-
eration term) is written in terms of the Lorentz and gravitational forces as
εijkrjqβ
∫ +∞
−∞
d3v
[
vβk
{
Ed + (u×B)d +
mβgd
qβ
} ∂fβ
∂vβd
]
. (1.37)
The first term of (1.37) reduces to
εijkrjqβEd
∫ +∞
−∞
d3vvβk
∂fβ
∂vβd
= εijkrjqβEd
∫ +∞
−∞
d3v
{∂(fβvβk)
∂vβd
− fβ
∂vβk
∂vβd
}
,
= εikjrjqβEd
{∫ +∞
−∞
d2v
[
fβvβk
]vβd=+∞
vβd=−∞
−
∫ +∞
−∞
d3vfβδdk
}
. (1.38)
Since fβ(vβs = ±∞) = 0 and δsk =
{0, if s 6=k
1, if s=k
, this term yields
εijkrjqαEs
∫ +∞
−∞
d3vvβk
∂fβ
∂vβs
= −qβnβεijkrjEk. (1.39)
Similarly the second term in (1.31) is
εijkrjqβ
∫ +∞
−∞
d3vvβkεslpvβlBp
∂fβ
∂vβs
= εijkrjqβεslpBp
∫ +∞
−∞
d3vvβkvβl
∂fβ
∂vβs
= εijkrjqβεslpBp
[ ∫ +∞
−∞
d3v
{ ∂
∂vβs
(vβkvβlfβ)− vβkfβδls − vβlfβδks
}]
,
= −εijkrjqβεklpBpnβuβl, (1.40)
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where 〈vβl〉 = uβl is the average velocity of a particle of species β. The third
term in (1.37) reduces to
εijkrjmβ
∫ +∞
−∞
d3vvβkgs
∂fβ
∂vβs
= εijkrjmβgs
{∫ +∞
−∞
d3v
∂
∂vβs
(vβkfβ)−
∫ +∞
−∞
d3vfβδsk
}
= −εijkrjmβnβgk
= 0, (1.41)
since the gravitational acceleration g has only an r dependence and is radially
symmetric, r× g = 0. Consequently, (1.31) yields
∑
β
{∂Liβ
∂t
+ εijkrj
∂
∂rs
(Pβks+ρβuβkuβs)− qβnβεijkrj(Ek+ εklpuβlBp)
}
= 0,
(1.42)
where ρβ = nβmβ is the mass density of plasma species β and (uβ × B)k =∑
klp uβlBp. Using the definition for current density and Ampe´re’s Law
J =
∑
nβqβuβ =
1
µ0
(∇×B)±
1
µ0c2
∂E
∂t
. (1.43)
Hence
J×B =
1
µ0
(∇×B)×B±
1
µ0c2
∂E
∂t
×B = −∇
( B2
2µ0
)
+
1
µ0
(B.∇)B±
1
τ 2
∂E
∂t
×B.
(1.44)
The displacement current in (1.44) is neglected for long time scales τ such that
τ−1 ≪ ωp (plasma frequency). From (1.42) and (1.44) we have
∑
β
∂Lβk
∂t
+ εijkrj
∑
β
∂
∂rd
(Pβkd + ρβuβkuβd)
= εijkrj
∑
β
nβqβEk + εijkrj
{
−∇
B2
2µ0
+
1
µ0
(B.∇)B
}
k
. (1.45)
Magnetohydrodynamic theory is a special case of a fluid theory, in which
the proton and electron fluids are assumed to possess a common flow velocity
u = ue = ui and mass density ρ = ρi = ρe. Consequently, the MHD equation
for conservation of angular momentum is
∂Li
∂t
+εijkrj
∂
∂rs
(Pks+ρukus) = εijk
[
rjσEk+rj
{
−∇
B2
2µ0
+
1
µ0
(B.∇)B
}
k
]
. (1.46)
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Using Li =
∑
β Lβ, ρ =
∑
β=i,e
mβnβ ≃ mini (as mini ≫ mene), σ =
∑
β=i,e
nβqβ,
and Pks = Ppks+Peks, we assume now that the distribution of particle velocities
is sufficiently random such that the pressure tensor may be approximated by
a scalar, with Pks = Pδks and assume the charge neutrality condition σ =∑
β=i,e
nβqβ = 0. Then (1.46) yields
∂Li
∂t
+ εijkrj
∂
∂rs
(Pδks + ρukus) = εijkrj
{
−∇
B2
2µ0
+
1
µ0
(B.∇)B
}
k
. (1.47)
In vector form, the MHD equation for conservation of angular momentum is
then
∂L⋆
∂t
+ r×∇.
(
P+
B2
2µ0
I
)
+ ρr× (u.∇)u =
1
µ0
r× (B.∇)B, (1.48)
where L⋆ = ρr×u and I is a unit vector. The quantity (B
2/2µ0) is the magnetic
pressure. Assuming that both the thermal and magnetic pressures only have
radial components, (1.48) gives
∂L⋆
∂t
+ ρr× (u.∇)u =
1
µ0
r× (B.∇)B. (1.49)
For convenience, we assume a cylindrical equatorial plane model. Specifi-
cally, u and B have cylindrical symmetry, i.e. components ur, vφ, Br, and Bφ.
The definition of the convective operator in cylindrical coordinates for A is
(A.∇)A = (Ar
∂Ar
∂r
+
Aφ
r
∂Ar
∂φ
+ Az
∂Ar
∂z
−
AφAφ
r
)rˆ + (Ar
∂Aφ
∂r
+
Aφ
r
∂Aφ
∂φ
+Az
∂Aφ
∂z
+
AφAr
r
)φˆ+ (Ar
∂Az
∂r
+
Aφ
r
∂Az
∂φ
+ Az
∂Az
∂z
)zˆ, (1.50)
The radial component of (1.49) must be zero due to the cross product with
the radial vector. Moreover, the φ component is also to zero as there are no
z-components of u and B. However, the z-th component of (1.49) is useful,
becoming
∂L⋆z
∂t
+ ρr
[
(ur
∂
∂r
+
vφ
r
∂
∂φ
)vφ +
vφur
r
]
=
1
µ0
r[(Br
∂
∂r
+
Bφ
r
∂
∂φ
)Bφ +
BφBr
r
]
.
(1.51)
This becomes
∂L⋆z
∂t
+ ρ(u.∇)
(
rvφ
)
=
1
µ0
(B.∇)
(
rBφ
)
. (1.52)
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When vφ and Bφ are constant either for all φ or else in domains of φ, so that,
∂Bφ/∂φ and ∂vφ/∂φ can be neglected. Under these conditions (1.52) reduces
to
∂L⋆z
∂t
+ ρur
∂
∂r
(
rvφ
)
=
1
µ0
Br
∂
∂r
(
rBφ
)
. (1.53)
Under steady state conditions ∂L⋆z/∂t = 0. Then, after integration over r,
(1.53) is reduced to a simple form as like (1.26) [Weber and Davis , 1967]
rvφ(r)−
rBr(r, φ)Bφ(r, φ)
µ0ρur(r)
= constant = L, (1.54)
with ∂L/∂r = 0. The first term of (1.54) is the usual unmagnetized fluid
angular momentum per unit mass, and the second term is the magnetic field
term. The sum of these terms must be constant (L), equalling the total angular
momentum carried away from the Sun per unit mass. It is emphasized that
(1.54) requires the sum of the thermal and magnetic pressures to be radially
symmetric, time-stationarity, and for vφ and Bφ to be constant either for all φ
or else in domains of φ.
1.11 Overview of Chapters 2 to 4
An equatorial solar wind model is developed in Chapter 2 that predicts the
radial and azimuthal magnetic fields and velocities from the source surface to
1AU using 1AU data from the Wind spacecraft. This model generalizes the
previous solar wind models to include the angular momentum conservation
and non-radial v and B at the source surface. The analytic model assumes a
constant radial wind above the Alfve´nic critical point and predicts (ra) which
reasonably agrees well with the recent observation of DeForest et al. [2014].
In Chapter 3, an accelerating solar wind model is developed that includes
non-zero intrinsic nonradial velocities and magnetic fields at the source surface,
allows deviation from corotation, and combines an isothermal time-steady ra-
dial wind profile with angular momentum conservation and the frozen-in field
condition. The model predicts a non-zero electric field in the corotating frame
as a result of the model’s assumption of that velocity v′ is not necessarily
parallel to the magnetic field B′. The resulting E′ × B, ∇B, and curvature
drift may enhance heating or scattering of the energetic particles. Applying
the model to data, the model also shows that deviation from corotation (δvφ)
can be explained naturally in terms of the photospheric convective cell motions
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(granulation and supergranulation cell motions), with the abrupt changes in
δvφ interpreted as due to converging and diverging flows. In addition, the large
scale variations in angular momentum as a function of helio latitude provide a
natural source of turbulence from near the Sun towards 1 AU.
A detailed comparison between analytic predictions, observations, and sim-
ulation outputs is provided in Chapter 4. The Block-Adaptive-Tree-Solarwind-
Roe-Upwind-Scheme (BATS-R-US) MHD simulation code is used to simulate
the solar wind. Although the analytic data-driven model predictions have more
detailed structures, the simulated magnetic field structures agree reasonably
well with the predicted magnetic fields (radial and azimuthal components).
Plasma quantities like density, velocities, temperature show poor agreements,
but they have some qualitative similarities. Although, long time run and high
order grid refinement help us to achieve the steady-state MHD system, the
simulated wind entirely sweeps out the initial solar wind plasma. This result
demonstrates that the BATS-R-US simulation code requires better initializa-
tion. Inclusion of polar components in the analytic model will provide more
appropriate initialization.
A brief discussion and concluding remarks of this thesis are provided in
Chapter 5. We also briefly discuss about the magnetic field line mapping and
future endeavors.
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Chapter 2
An Equatorial Solar Wind Model
with Angular Momentum Conser-
vation and Non-radial Magnetic
Fields and Flow Velocities at an
Inner Boundary
[Published as S. Tasnim and Iver H. Cairns, J. Geophys. Res.
Space Phys. 121, 4966–4984 (2016)]
2.1 Abstract
An analytic, self-consistent, theoretical model for the solar wind is developed
that generalizes previous models to include all of the following: conservation
of angular momentum, frozen-in magnetic fields, both radial (r) and azimuthal
(φ) components of the magnetic field (Br and Bφ) and velocity (vr and vφ)
from the inner boundary rs to 1 AU, and the detailed tracing back of obser-
vations at 1 AU to the inner boundary and all intervening (r, φ). The new
model applies near the solar equatorial plane, assumes constant radial wind
speed at each heliolongitude, and enforces corotation at the inner boundary.
It is shown that the new theoretical model can be reduced to the previous
models in the appropriate limits. We apply the model to two solar rotations
of Wind spacecraft data, one near solar minimum (1-27 August 2010) and one
near solar maximum (1-27 July 2002). The model analytically predicts the
Alfve´nic critical radius ra from the radial Alfve´nic Mach number observed at
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1AU . Typically the values are less than fifteen solar radii, in agreement with
some recent observations, and vary with longitude. Values of vφ(r, φ) are pre-
dicted from the model, being always in the sense of corotation but varying in
magnitude with r and φ. Reasonable and self-consistent results are found for
Br(r, φ), Bφ(r, φ), vφ(r, φ) and n(r, φ) from rs to 1 AU. Both the azimuthal and
radial magnetic fields at rs vary with time by more than an order of magnitude
and usually |Br(rs, φs)| ≥ |Bφ(rs, φs)|. Typically, though not always, mag-
netic contributions to the total angular momentum are small. Interestingly,
however, the azimuthal flow velocities observed at 1 AU are not always in the
corotation direction and usually have much larger magnitudes than predicted
by the model. Conservation of angular momentum alone cannot explain these
azimuthal velocities and the standard interpretation involving stream-stream
interactions and dynamical behaviour seems reasonable. Issues regarding the
model’s applicability appear to be due to the assumptions of corotation and
constant wind speed breaking down below the Alfve´n critical radius.
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2.2 Introduction
The continuously expanding outer atmosphere of the Sun, which becomes the
supersonic and superalfve´nic outflow of heated ions and electrons known as the
solar wind, is an essential topic of study in space physics and astrophysics. The
solar wind originates from an effective region located at a heliocentric distance
r = rs, and then flows out from that “inner boundary” (sometimes called the
“source surface”) into interplanetary space in all directions.
The existence of gas outflows from the Sun with velocities ranging from 500
to 1500 kms−1 was first suggested by Biermann [1951] to explain observed mo-
tions of comet tails. The term “solar wind” was introduced by Parker [1958],
who developed the first isothermal hydrodynamic theory for the supersonic so-
lar wind. The magnetic field B was ignored in the first part (sections I-IV)
of that paper, but in section V Parker derived the spiral structure of the av-
erage interplanetary magnetic field (IMF) assuming a constant outward radial
velocity (in the frame of reference rotating with the Sun) and a purely radial
magnetic field at the inner boundary. This “Parker spiral model” predicts that
the magnetic field in the solar equatorial plane has an azimuthal (φ) compo-
nent for large r (r > rs). It is observed that Parker’s spiral field model agrees
with the long-term averages of magnetic field data over a wide range of so-
lar wind speed [Smith, 1979; Thomas and Smith, 1980; Forsyth et al., 1996].
However, considerable variations in direction are observed about the Parker
spiral direction [Forsyth et al., 1996; Borovsky , 2010] and several theoretical
analyses [Fisk , 1996; Fisk and Schwadron, 2001; Schulte in den Ba¨umen et al.,
2011, 2012] suggest that these variations are associated with violations of the
assumptions used in the Parker spiral model.
Direct evidence of non-radial B [Petrie and Patrikeeva, 2010; De Pontieu
et al., 2011] from the solar photosphere into the corona is present in most ob-
servations of TRACE (Transition Regions And Coronal Explorer), STEREO
(Solar TErrestrial RElations Observatory), SDO (Solar Dynamics Observa-
tory), and other recent space missions. Furthermore, in situ observations show
that the angle φB = arctan(Bφ/Br), where Bφ and Br are the azimuthal and
radial magnetic field, respectively, can strongly deviate from the Parker spiral
direction [Forsyth et al., 1996; Neugebauer et al., 1997b; Smith, 2008; Borovsky ,
2010], with B often being nearly radial or azimuthal. Periods in the solar wind
of near-radial magnetic field (defined as the ratio |Br/B| of the radial compo-
nent and the total magnetic field strength exceeding 0.9 or the angle ψ between
B and the radial direction being less than 25◦), observed in association with
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declining speed profiles, are also deviations from the direction of the ‘Parker
spiral’ [Neugebauer et al., 1997b; Jones et al., 1998; Gosling and Skoug , 2002;
Riley and Gosling , 2007].
There are at least 3 sets of observations that imply either non-radial v or
variations in the magnitude of v in the solar wind. First, direct analyses of
Pioneer Venus Orbiter (PVO), IMP 8, Wind, and Voyager 2 plasma velocity
data from 0.7 AU over 45 AU show a non-radial component of solar wind flow
in the direction of solar rotation [Richardson et al., 1996]. Second, the existence
of non-radial velocities (i.e. non-zero vφ) due to the motion of magnetic foot
points has been proposed to explain non-Parker magnetic fields [Zurbuchen
et al., 1998; Fisk and Schwadron, 2001] at large heliolatitudes in Ulysses data.
Third, data from the TRACE, SOHO (Solar and Heliospheric Observatory)
spacecraft show evidence for solar wind acceleration at distances ≃ 2 − 10Rs
from the Sun [Kohl et al., 1997; Coles , 1995; Hakamada and Kojima, 1994;
Cranmer , 2002b; Tu et al., 2005].
The Alfve´n surface is the locus of Alfve´nic critical points (defined to be
where the flow speed equals the Alfve´n speed VA and so the Alfve´n Mach num-
ber MA = vsw/VA equals unity) at all heliolatitudes and helioaltitudes. Several
works suggest a broad range of possible radial distances for the Alfve´n surface,
from 10R⊙ to 30R⊙ [Wang et al., 1999; Sheeley and Wang , 2001; Sheeley Jr.
et al., 2004; Schwadron et al., 2010; Zhao and Hoeksema, 2010; Smith et al.,
2013; Goelzer et al., 2014]. Recently, based on the observed properties of in-
bound density disturbances DeForest et al. [2014] have argued that the Alfve´n
surface is at least 15R⊙ from the Sun in the steamer belt and 12R⊙ over the
polar coronal holes. We note in passing that Alfve´n waves do not have density
perturbations except at second order, so that the DeForest et al. [2014] con-
straint is more correctly on the fast mode surface (where the wind speed equals
the fast mode speed) and not the Alfve´n surface.
The foregoing observational and theoretical evidence for non-radial mag-
netic fields and velocities imply that it is more reasonable to assume that
Bφ(rs) 6= 0 and vφ(rs) 6= 0 rather than Bφ(rs) = vφ(rs) = 0. The associated
generalizations of the Parker spiral model are still ongoing. Weber and Davis
[1967] generalized Parker’s radial solution by considering the rotation of the
Sun and the conservation of angular momentum, so as to explain the angular
momentum that is carried away from the Sun by the expanding corona and the
solar wind. Accordingly, they introduced an intrinsic azimuthal flow velocity
for the solar wind at all r > rs (see also Jokipii and Ko´ta [1998]), where r = rs
is the inner boundary for the wind. However, they assumed purely radial flow
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velocities and magnetic fields at r = rs in the rotating frame. Direct com-
parisons with Helios observations suggests that the Weber and Davis [1967]
theory adequately describes angular momentum loss in the solar wind [Lazarus
and Goldstein, 1971; Pizzo et al., 1983; Marsch and Richter , 1984]. Recently,
Schulte in den Ba¨umen et al. [2012] generalized these solar wind theories to
include nonzero azimuthal magnetic fields (Bφ) at the source surface, but re-
tained a radial solar wind speed there and neglected conservation of angular
momentum.
Fully three-dimensional [Roussev et al., 2003] and global numerical [Mikic´
et al., 1999; Roussev et al., 2004; Cohen et al., 2007, 2008; Downs et al., 2010;
van der Holst et al., 2010; Oran et al., 2013; Cohen, 2015] magnetohydrody-
namic (MHD) simulations with more realistic coronal conditions and energy
inputs have been undertaken to understand and describe the corona and the
solar wind. Usmanov [1993], Mikic´ et al. [1999], Suess et al. [1999], and Gorth
et al. [2000] used an empirical heating source term in the energy equation to ob-
tain the radial and latitudinal profiles of the solar wind. Usmanov et al. [2000]
and Usmanov and Goldstein [2003] developed an axisymmetric MHD model
of solar wind by using Alfve´n wave turbulence in the WKB approximation to
heat and accelerate the solar wind flow. Wu et al. [1999] and Roussev et al.
[2003] modelled the acceleration of the solar wind by assuming changes in the
polytropic index. Linker et al. [1999], Riley et al. [1999], and Roussev et al.
[2003, 2004] used solar magnetogram data to model magnetic structures in the
corona and beyond. Although these simulations are often three dimensional
(with r, θ, and φ components for B and v), they have not yet been compared
with analytic models in order to actually understand the physics and provide
support for the simulation results. One reason is that currently there is no
general analytic model for the solar wind that includes both non-zero intrinsic
Bφ and vφ from an inner boundary outwards, constrains the location of the ef-
fective inner boundary of the solar wind domain with approximately constant
radial speed, and can explain both the Parker-like and non-Parker-like phases
of the solar wind.
The main aim of this paper is to construct and discuss the required new
self-consistent theoretical model for the solar wind in the solar equatorial plane.
It generalizes the solar wind models of Parker [1958], Weber and Davis [1967],
Jokipii and Ko´ta [1998], and Schulte in den Ba¨umen et al. [2011, 2012] to in-
clude conservation of angular momentum and both radial and azimuthal com-
ponents of the magnetic field and velocity from rs to 1 AU. The model assumes
a constant super-Alfve´nic radial component of the solar wind velocity above
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the inner boundary at r ≈ rs, corotation for r . rs, and has constant radial
magnetic flux and constant mass flux for r & rs. The paper presents two more
new contributions. One is the prediction of the Alfve´n critical radius analyt-
ically from plasma and magnetic field data observed at 1AU . The other is
prediction of the plasma and magnetic field variables between 1AU and the
inner boundary, based on fitting the observations at 1AU to the new analytic
theory. These are the first such predictions that allow for non-zero azimuthal
magnetic fields and velocity at the inner boundary and conserve angular mo-
mentum. Crucially, application of the model shows that non-zero azimuthal
magnetic fields and flow velocities are essentially always present at the inner
boundary.
This data-driven model thus generalizes the existing theoretical models to
remove substantial defects. It will also enable testing and better initialisation
of simulation results. First, the model’s predictions provide more realistic and
consistent plasma and magnetic profiles for r & rs to use when initiating future
3-D MHD simulations (cf. van der Holst et al. [2010], Oran et al. [2013], and
Feng et al. [2015]) that include intrinsic non-radial magnetic fields and flow
velocities at the inner boundary, rather than using the simple Parker spiral.
These profiles would need to be merged with those from PFSS (Potential Field
Source Surface) and other models at r . rs, or extended directly to r = R⊙ in a
simpler and more approximate treatment. Second, the model’s predictions test
the simulation results and also, separately, can be tested by the simulations.
Third, a possible future application of this model will be to recent observa-
tions of the Alfve´n surface [DeForest et al., 2014]. Fourth, comparisons with
observations from the planned Solar Probe Plus (SPP) and Solar Orbiter (SO)
missions will provide a strong test of the theory and a way to identify and
characterize heating and acceleration effects between SPP, SO, and 1AU .
The new theoretical model is derived in Section 2.3. We show that the new
theoretical model can be reduced to previous models in the appropriate limits
(Section 2.4) but can also be used to predict the Alfve´n critical radius from ob-
servational data (Section 2.5). Then, by applying the model to Wind spacecraft
data with the restriction of constant radial speed, we demonstrate the existence
and extraction of reasonable values for the Alfve´nic critical radius ra, vφ(1AU),
Bφ(rs), as well as for vφ(r), Bφ(r), and Br(r) from the inner boundary rs to 1
AU and beyond (Section 2.6). The paper’s results are discussed in Section 2.7,
especially the fact that the observed values of vφ at 1AU greatly exceed the
predictions and so must be explained in other ways (as has been long been
argued [Whang , 1991; Hu and Habbal , 1992; Hu, 1993; Odstrˇcil , 1994]). The
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conclusions are given in Section 2.8.
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Figure 2.1: One-hour averages of vs(1AU), Ti(1AU), ni(1AU), B(1AU),
Br(1AU), Bφ(1AU), Bθ(1AU), and the associated prediction (2.23), observed
at 1 AU for the period 1-27 July 2002. The data are Wind spacecraft data ac-
cessed from CDAWeb with the magnetic components in HS coordinates. Times
when CMEs are present are indicated above the top panel with blue, black and
red bars.
2.3 Model Formulation
A two dimensional equatorial (r, φ) model for the magnetized solar wind is
constructed in this section. Here the magnetic field B and fluid velocity v are
assumed to have cylindrical components only; i.e. vr, vφ, Br, and Bφ. The
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Figure 2.2: One-hour averages of vs(1AU), Ti(1AU), ni(1AU), B(1AU),
Br(1AU), Bφ(1AU), Bθ(1AU), and the associated prediction (2.23), observed
at 1 AU for the period 1-27 August 2010, in the same format as Figure 2.1.
model is derived by combining the magnetohydrodynamic (MHD) equations
[Priest , 2014] for conservation of angular momentum, conservation of mass,
and the frozen-in approximation with Faraday’s Law ∇×E = −∂B/∂t (where
E is the electric field and B is the magnetic field) and Gauss’s Law for mag-
netism ∇.B = 0 . Corotation is imposed at the inner boundary. The model
is developed initially with vr = vr(r) and only later is the approximation of
constant vr = vs imposed.
We start with the MHD equation for conservation of mass in an approx-
imately radial flow with radial speed vr(r, φ), which constrains the number
density (nβ) of each plasma species β with particle mass mβ. This requires
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that the mass density ρβ(r, φ) = mβnβ(r, φ) and vr(r, φ) obey
ρβ(r, φ)r
2vr(r, φ) = mβnβ(r, φ)r
2vr(r, φ) = constant. (2.1)
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Figure 2.3: Time variations of the azimuthal magnetic field angles φ =
arctan(Bφ/Br) predicted by Parker’s spiral model (φp, red line), and the ob-
served (φB) by the Wind spacecraft (φB, black line), both in HS coordinates.
Gauss’s Law ∇.B = 0 for conservation of magnetic flux in the solar wind,
with the assumptions that Bθ = 0 and that ∂Bφ/∂φ = 0 in continuous domains
of φ, reduces to 1/r2d(r2Br)/dr = 0 in spherical polar coordinates (r, φ, θ).
After integrating over r, this yields (ignoring θ)
r2Br(r, φ) = constant. (2.2)
Accordingly, the flux conservation equation for a magnetized wind can be writ-
ten as
r2Br(r, φ) = rs
2Br(rs, φs). (2.3)
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Figure 2.4: Variations of ra with time, predicted using (2.23) and the 11-hour
smoothed Wind spacecraft data in Figures 2.1 and 2.2, for rob = 1 AU for the
periods 1-27 July 2002 (top) and 1-27 August 2010 (bottom). Green lines show
the lower limit for the Alfve´n surface (more properly the fast mode surface) in
the steamer belt identified recently by DeForest et al. [2014]. Vertical dashed
lines mark sector crossings in the observed radial magnetic field.
Here Br(rs, φs) is the radial magnetic field component at the inner boundary,
where r = rs and φs is the associated longitude.
The next equation for a magnetized wind is provided by the frozen-in field
condition E′ = −v′×B′ and the assumption of time-stationarity in a frame of
reference corotating with the Sun. Working in this frame, Faraday’s Law for
a time stationary magnetic field (∂B/∂t = 0) implies ∇ × E′ = 0. Here B is
assumed time stationary over a solar rotation. So, applying the frozen-in field
condition to the condition ∇× E′ = 0 implies
∇× (v′ ×B′) = 0, (2.4)
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where v′ and B′ are in the rotating frame. Now B = B′ in the nonrelativistic
regime, v′ = vrer+vφeφ−Ωreφ (θ = 90
◦), Ω = 2pi/T , and the Sun rotates with
the period T (assumed here to be 27 days). Therefore, the z-th component of
(2.4) gives
1
r
∂
∂r
[
r{vrBφ(r, φ)− (vφ − Ωr)Br(r, φ)}
]
= 0. (2.5)
On integrating over r, (2.5) gives
[
r{vr(r)Bφ(r, φ)− (vφ(r)− Ωr)Br(r, φ)}
]
= C, (2.6)
where C is an integration constant.
The equation for conservation of angular momentum is derived in the Ap-
pendix. After assuming radially symmetric thermal and magnetic pressures,
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Figure 2.6: Logarithmic plots of the predicted radial variations of |Bφ(r, φ)|
for several φob during the period 1-27 August 2010. Here time is converted to
the longitude φob using (2.27), (2.28), and the average wind speed for the solar
rotation.
the angular momentum conservation equation for a MHD fluid is
∂L⋆
∂t
+ ρr× (v .∇)v =
1
µ0
r× (B .∇)B . (2.7)
Here L⋆(r, φ) = ρr× v is the angular momentum density. We assume ∂L⋆/∂t =
0, a cylindrical planar model (or spherical model at θ = 0◦) with vφ and Bφ
constant either for all φ or else in connected domains of φ (so that derivatives
∂/∂φ can be negelected), Bz = 0, and vz = 0. After integrating over r, the z
component of (2.7) gives
rvφ(r)−
rBr(r, φ)Bφ(r, φ)
µ0ρvr(r)
= constant = L. (2.8)
The first term of (2.8) is the standard unmagnetized fluid angular momen-
tum per unit mass density, and the second term is the magnetic field contri-
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Figure 2.7: Extracted Bφ(rs, φs) for the Schulte in den Ba¨umen et al. [2012]
model (red) and Bφ(rs, φs) from our model (blue) for two solar rotation periods
with 11-hour boxcar smoothing, obtained by applying the data-driven solar
wind models to Wind spacecraft data for rs = 30R⊙. The vertical scale is
−δlog10|Bi|, with the field Bi(i = φ or r) measured in tesla and δ = +1 for
Bi > 0 and δ = −1 for Bi < 0.
bution. The sum L = L(r, φ) of these terms must be constant and equal the
total out-of-plane angular momentum carried away from the Sun per unit mass
density.
The integration constants of (2.6) and (2.8) are found by considering coro-
tating boundary conditions at the r = rs, which are B(rs, φs) = Br(rs, φs)er +
Bφ(rs, φs)eφ and v
′(rs) = vr(rs)er for the magnetic field and flow velocity, re-
spectively. This expression for v′(rs) assumes that the plasma moves radially
outward with a speed v′r(rs) = vr(rs) and has a φ component corresponding to
locations on the inner boundary corotating with the Sun but no other intrinsic
φ component, i.e. v(rs) = vr(rs)er+Ωrseφ. Then, at the inner boundary (2.6)
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Figure 2.8: Time variations of vφ(1AU) observed by the Wind spacecraft for
the period 1-27 July 2002, with unsmoothed 1-hour averages (black) and 1-
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predicted (red) by the new solar wind model using independent vr(t), B(t),
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and (2.8) yield
L = rs
2Ω−
rsBr(rs, φs)Bφ(rs, φs)
µ0ρsvr(rs, φs)
, (2.9)
and
C = rsvr(rs, φs)Bφ(rs, φs). (2.10)
We now make the assumption that the radial wind speed is constant, with
vr(r) = vs at all r ≥ rs. Then, by using (2.1), (2.3), (2.8), and (2.9), we have
Bφ(r, φ) =
µ0ρvs
rBr(r, φ)
(rvφ − rs
2Ω) +
rsBφ(rs, φs)
r
. (2.11)
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Figure 2.9: Time variations of vφ(1AU) observed by the Wind spacecraft for
the period 1-27 August 2010, with unsmoothed 1-hour averages (black) and
1-hour averages smoothed over centred 11-hour intervals (blue), and the values
predicted (red) by the new solar wind model using Wind spacecraft data for
independent vr(t), B(t), and n(t).
On the other hand, (2.1), (2.3), (2.6), and (2.10) give us
Bφ(r, φ) =
vφ
vs
Br(r, φ)−
ΩrBr(r, φ)
vs
+
rsBφ(rs, φs)
r
. (2.12)
2.4 Reduction to the Previous Models
This new model can be reduced to the previous solar wind models of Parker
[1958], Weber and Davis [1967], Jokipii and Ko´ta [1998], and Schulte in den
Ba¨umen et al. [2011, 2012] for their boundary conditions. We show these
reductions in turn.
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Figure 2.10: Time variations of vφ(1AU) predicted for the periods 1-27 July
2002 and 1-27 August 2010 by our model using Wind spacecraft data. Here we
assume rs = 30R⊙, which removes all singularities associated with rs for the
period 1-27 August 2010 and most singularities for the period 1-27 July 2002.
Red dots correspond to singularities where ra ≥ 30R⊙.
First, if we neglect the conservation of angular momentum, and assume a
purely radial flow (vφ → 0), and a radial intrinsic field at the inner boundary
[Bφ(rs, φs) → 0], then (2.12) reduces to the standard Parker solution (when
θ = 90o),
Bφ(r, φ) =
−rΩBr(r, φ)
vs
. (2.13)
Second, our new model can be reduced to the Weber and Davis [1967]
model. Weber and Davis [1967] included conservation of angular momentum
and assumed non-radial flow at the source and all r. They assumed Bφ(rs, φs) =
0 and a constant radial speed at the inner boundary. Then (2.12) and (2.8)
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Figure 2.11: Radial variations of vφ(r) predicted using (2.19) for several φob in
the period 1-27 August, 2010, where time is converted into longitude φob as for
Figure 2.6.
become
Bφ(r, φ) =
Br(r, φ)vφ
vs
−
rΩBr(r, φ)
vs
, (2.14)
and
rvφ −
rBr(r, φ)Bφ(r, φ)
µ0ρvs
= L, (2.15)
respectively. By substituting (2.14) into (2.15), we obtain
vφ(r, φ) = Ωr
MA
2Lr−2Ω−1 − 1
(MA
2 − 1)
. (2.16)
This expression for vφ(r, φ) leads to the solar wind model of Weber and Davis
[1967]. Equation (2.16) has singularities where MA(r, φ) = 1 unless the numer-
ator also tends to 0 at this location (the Alfve´n critical point r = ra), as used by
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Weber and Davis [1967] to find L. The analytic approach of Weber and Davis
[1967] (assuming the numerator and denominator vanish at the same point)
defines the total angular momentum per unit mass as LWD = Ωr
2
a.
Third, the considerations of Bφ(rs, φs) → 0 and conservation of angular
momentum in the unmagnetized limit allow us to write vφ(r) = Ωr
2
s/r − Ωr
[Jokipii and Ko´ta, 1998]. Then our generalized model leads to
Bφ(r, φ) = −Br(r, φ)
Ωs(r − r
2
s/r)
vs
. (2.17)
This result agrees with the model of Jokipii and Ko´ta [1998].
Fourth, if we neglect the conservation of angular momentum, and assume
that the inner boundary occurs at the photosphere (r = R⊙) and the flow is
radial and corotates with the Sun at the inner boundary, then (2.12) reduces
to
Bφ(r, φ) =
Bφ(R⊙, φs)R⊙
r
−Br(r, φ)
(r −R⊙)Ω
vs
, (2.18)
as found in Schulte in den Ba¨umen et al. [2011, 2012].
2.5 Analytic Constraints on ra and vφ(r)
This paper focuses on the special case where the radial speed is constant (with
vr = vs) from the inner boundary (r = rs) and outwards, with a non-radial
velocity and non-radial magnetic field at the inner boundary. It starts by
combining equations (2.11) and (2.12), for angular momentum conservation
and frozen-in flow, respectively, to obtain analytic expressions for vφ(r, φ) and
Bφ(r, φ). This results in
vφ(r, φ) =
rΩ
(MAr
2 − 1)
(r2s
r2
MAr
2 − 1
)
, (2.19)
Bφ(r, φ) =
MAr
2
(MAr
2 − 1)
×
Br(r, φ)
vs
[r2sΩ
r
− Ωr +
rsvsBφ(rs, φs)
rBr(r, φ)
]
−
1
(MAr
2 − 1)
[rsBφ(rs, φs)
r
]
, (2.20)
where the radial Alfve´n Mach number is
MAr(r, φ) =
√
µ0ρv2s
B2r (r, φ)
. (2.21)
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It is clear from (2.19) and (2.20) that a singularity problem arises in vφ(r, φ)
and Bφ(r, φ) at ra, similar to that found by Weber and Davis [1967].
Proceeding now from (2.1) and (2.2), n(r) ∝ r−2 and Br(r, φ) ∝ r
−2 for
constant vr = vs. Therefore, from the definition (2.21) for a constant radial
speed solar wind, it is straightforward to show that
M2Ar(r, φ) = r
2/ra
2 . (2.22)
Here ra = ra(rs, φs) = r
2
sB
2
r (rs, φs)/µ0ρsv
2
s is the Alfve´nic critical radius where
MAr(ra, φa) = 1.
A direct estimate of ra follows from the result (2.22) and definitionMAr(ra, φa) =
1. Specifically, from (2.22)
ra(rob, φob) =
rob(φob)
MAr(rob, φob)
. (2.23)
Thus observations of MAr at some r = rob(φob) and φob yield ra = ra(rob, φob).
Since the solar wind starts from the inner boundary in our model we can re-
move this singularity by assuming rs > ra. Therefore, the region with constant
radial speed solar wind starts beyond the Alfve´n critical point, where
MAr(rs, φs) ≥ 1. (2.24)
Now, taking (2.22) for both r = rob(φob) and r = rs(φob) for a specific φob,
and then taking the ratio results in
M2Ar(rob, φob)
r2s(φob)
r2ob(φob)
=M2Ar(rs, φs). (2.25)
Then, since M2Ar(rs, φs) ≥ 1, because the inner boundary is above the critical
point by construction [note the constant speed vs(φ)], (2.25) yields
rs(φob) ≥
rob(φob)
MAr(rob, φob)
. (2.26)
Thus, lower limits on rs and ra can be obtained from observations of MAr at
some r = rob and φ = φob for instance at 1 AU. These limits depend on φob.
The relations between the quantities rob, φob, φs (at rs), the observation
time t, and the start time t0 of the interval [t0, t0 + 27 days] are
φs = Ω(t− t0)−
(1AU − rs)Ω
vs
, (2.27)
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and
φob = φs +
(rob − rs)Ω
vs
, (2.28)
where the longitudinal meridian φs faces Earth.
Constraints on vφ(r, φ) involve angular momentum. We start by noting that
Pioneer Venus Orbiter and IMP-8 data at 0.7 − 1 AU yield typical values of
vφ = 1 − 5 km s
−1 [Richardson et al., 1996]. If we assume (as shown below
in Section 2.6) that the unmagnetized fluid angular momentum term in (2.23)
dominates the magnetic field term, then (2.23) implies
vφ(rob, φob) ≈
L(φob)
rob
. (2.29)
Since we assume L(φob) is a constant, vφ(rob) ∝ (1/rob). Thus,
vφ(rs, φs) ≈ vφ(1AU)×
1AU
rs(φs)
. (2.30)
Accordingly, since rs(φs)≪ 1 AU, we expect vφ(rs, φs)≫ vφ(1AU), subject to
(2.23) and (2.30). A concern quantified in the next section is that vφ(rs, φs)
remains small compared with the radial speed vr = vs ≃ 400 km s
−1, since the
solar wind is presumed to be radially outwards and not in the φ direction.
2.6 Applications
Here we demonstrate the application of the generalized model to two solar
rotation periods: from 1 to 27 July 2002, near solar maximum, and from 1 to
27 August 2010, near solar minimum. We find vφ(rob, φob), ra(rob, φob), n(rs),
Br(rs, φs), and Bφ(rs, φs) by combining our model’s equations (2.19), (2.23),
(2.1), (2.3), and (2.12) with observations of n(rob), Br(rob, φob), Bφ(rob, φob), and
vr(rob) = vs at a specific rob and φob. Sign changes in the radial components
Br(r, φ), and Br(rs, φs) imply flips from outward to inward direction relative
to the Sun or vice-versa. Similarly, sign changes of the azimuthal components
vφ(r, φ), Bφ(r, φ), vφ(rs, φs), and Bφ(rs, φs) correspond to changes from the T
(transverse) direction to the -T (anti-transverse) direction or vice-versa in the
Sun’s equatorial plane.
We predict vφ(rob, φob) for any observational point rob(φob) using (2.19), as
vφ(rob, φob) =
Ωrob(φob)
[MAr
2(rob, φob)− 1]
[ r2s(φs)
r2ob(φob)
M2Ar(rob, φob)− 1
]
. (2.31)
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We find the magnetic fields at rs, using observations of B(r) at specific r = rob
and φ = φob and then (2.3) and (2.12) yield
Br(rs, φs) =
r2ob
r2s
Br(rob, φob), (2.32)
Bφ(rs, φs) =
rob
rs
[
Bφ(rob, φob)−
vφ(rob)
vs
Br(rob, φob) +
ΩrobBr(rob, φob)
vs
]
,
(2.33)
respectively. Here φs is defined via (2.27) and (2.28). From (2.1)
n(rs, φs) = n(rob, φob)
r2s
r2ob
. (2.34)
The theory developed in Sections 2.3 and 2.4 is for a cylindrical disk with
a height h → 0 which is equivalent to a sphere with the polar angle θ = 90◦
centred on the Sun’s equatorial plane. It is therefore necessary to convert space-
craft measurements and locations, often in GSE coordinates, into heliocentric
solar equatorial (or HS) coordinates. This is done here using the rotations in
Hapgood [1992] and Fra¨nz and Harper [2002].
Figures 2.1 and 2.2 show the observations of wind flow speed vs, ion tem-
perature Ti, ion density ni, B and the r, θ, and φ components of B at 1 AU
for the two specified solar rotations. Since the solar rotation 1-27 July 2002
is near solar maximum, enhanced interplanetary activity in this period is not
unexpected. The abrupt changes in vs, ni, Ti, and B for several time periods
in Figure 2.1 (e.g., near hours 400, 450, and 590 hr) are clear evidence for
shocks. These may be due to CME events identified in the list “Interplanetary
Coronal Mass Ejections (ICMEs) from Wind and ACE Data during 1995-2009”
compiled by Jian [2010]. Complicated density, speed, magnetic field, and tem-
perature structures abound in this interval. Figure 2.2 shows a CME near hour
72 which is in the CME list “Near-Earth Interplanetary Coronal Mass Ejections
Since January 1996” compiled by Richardson and Cane [2015].
Figure 2.3 shows how the observations at 1AU depart from the Parker
spiral angle (φp = −Ω(r − rs)/vs(1AU)) for the two solar rotations. Red lines
on both panels of Figure 2.3 represent φp while black lines exhibit the observed
azimuthal angle φB = arctan(Bφ/Br) at 1AU . As can be seen in Figure 2.3,
the observed values of φB deviate strongly from the Parker spiral direction.
The values of ra(φob) predicted using (2.23) and the observations of ni(1AU),
Br(1AU), and vr(1AU) = vs with rob =1 AU are shown in Figure 2.4 for our
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two solar rotation periods. The values of ra(φob) vary within the range 1−70R⊙
during 1 to 27 July 2002 and within the range 1− 30R⊙ for the period 1 to 27
August 2010. However, for both of these periods most of the values are below
20R⊙, with the averages being 14R⊙ and 8R⊙, respectively.
It is reasonable that ra(φob) varies with φob and time as found in Figure 2.4
due to intrinsic differences in coronal parameters at the inner boundary, on both
short and long scales, as is obvious from most solar images. Note that very
small values of ra ≤ 5Rs correspond to small values of Br(1AU), as expected
from (2.23) since ra ∝M
−2
Ar (1AU) ∝ B
−2
r (1AU), and so small ra. Specifically,
red lines in Figure 2.4 represent sector crossings in Br(1AU), where Br(1AU)
changes sign, and demonstrate that sector crossings mostly result in the small
values of ra found. However, some of the abrupt changes in ra(φob) for the
periods in Figures 2.1 and 2.2 are more likely due to transient disturbances in
the solar wind. For instance, the large values of ra(φob) predicted in Figure 2.4’s
top panel from hours 400 to 500 and 590 to 620 correspond in time to the
multiple CME events and related structures evident in Figures 2.1 and 2.2’s
data, for which this paper’s solar wind theory is not expected to apply, rather
than to periods of undisturbed solar wind.
We now compare our results for ra(φob) with the recent observations of
DeForest et al. [2014], who used the observed properties of inbound features
to determine a lower limit of 15R⊙ for the super-Alfe´nic (more properly the
super-fast mode) solar wind in the streamer belt and R⊙ in coronal holes. Fig-
ure 2.4 shows that our results are broadly consistent with these limits, at least
within a factor of 2. However, Alfve´n waves themselves include no variation
of the density (except at second order), they are unlikely to lead to brightness
variations visible in coronagraph images. In contrast, fast mode waves have
density variations and should therefore be visible in coronagraph images, prop-
agating at the speed VFast > VA. Therefore, the results of DeForest et al. [2014]
more likely correspond to the fast mode critical surface rather than the Alfve´n
critical surface.
The model’s predictions for the magnetic field components at the inner
boundary during the two intervals are shown in Figure 2.5 for rs = 30R⊙
finding that Br(rs, φs) lies in the range 10 − 10
3 nT whereas Bφ(rs, φs) lies in
the range 1 − 102 nT. The magnitudes of the magnetic field components are
shown in Figure 2.5, with colours representing directions. Both the azimuthal
and radial magnetic fields at the inner boundary vary with time by more than an
order of magnitude, typically with |Bφ(rs, φs)| ≤ |Br(rs, φs)|. Figures 2.5 shows
variations of the field components at the inner boundary that are typically
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smooth on periods of the order of days, separated by more abrupt changes in
direction. These results provide strong evidence for intrinsic and realistic non-
radial magnetic field components at the inner boundary, as argued previously
using a simpler model [Schulte in den Ba¨umen et al., 2011, 2012].
Figure 2.6 shows that |Bφ(r, φ)| ∝ r
−1 for large r, as expected from (15),
(18), and (19), while at small r, depending on the relative values of ra(φob) and
rs = 30R⊙, either a slower variation of Bφ(r, φob) occurs [when rs ≫ ra(φob)]
or else a deep minimum [when rs ≈ ra(φob)]. Put another way, at small r
the radial variation of Bφ(r, φ) depends on the relative locations of the inner
boundary rs and the appropriate Alfve´n critical point ra. Specifically, for the
values of φob corresponding to times t = 175 hr and t = 340 hr ra(φob) is
very close to rs = 30R⊙, |Bφ(r, φ)| and so |Bφ(r, φ)| decreases sharply with
increasing r, before increasing to large values and then obeying the expected
r−1 fall-off at large r. However, for t = 300 hr and t = 1 hr, rs > ra(φob) and
so |Bφ(r, φ)| decreases but does not reach its global minimum before the curves
stop at r = rs. It is evident that the value of rs relative to ra(φob) is important
to know, since an appropriate choice of rs allows us to avoid singularities of the
system.
Figure 2.7 compares our predictions for Bφ(rs, φs) with those of Schulte
in den Ba¨umen et al. [2012]. It is clear that the magnitudes of Bφ(rs, φs)
are usually similar for the two models. However, sometimes the numerical
signs and so detailed structure of the predictions are different (e.g. near times
t = 100 hr, 150 hr, 640 hr, etc for both panels). The assumptions of angular
momentum conservation and spatially-varying (not constant) vφ(r, φ) are the
only differences in the governing equations for the two models. Accordingly,
the differences in Figure 2.7 demonstrate that angular momentum conservation
and the detailed vφ(r, φ) profile have important quantitative implications.
Time variations of vφ(1AU) observed by the Wind spacecraft and predicted
by the theory using independent Br, Bφ, and n data from Wind using (2.19),
(2.21), and (2.26) are shown in Figures 2.8 and 2.9 for the periods 1 to 27
July, 2002 and 1 to 27 August, 2010, respectively. The inner boundary used to
predict vφ(rob, φob), is assumed to be at 30R⊙ in order to avoid singularities.
It is clear from Figure 2.8 and 2.9 that the predictions are always positive
(aligned with the corotation direction) but that the observed values of vφ(1AU)
are sometimes positive and sometimes negative. Moreover, the magnitudes of
the observed values are too large to be explained by the 1/r fall-off imposed by
angular momentum conservation assuming corotation at the inner boundary.
However, not all observations show such large azimuthal speeds: the analyses
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of Richardson et al. [1996] for Faraday cups on multiple spacecrafts are also in
the corotation direction and have similar values to these predicted.
Centred boxcar smoothing of the 1 hour data over 11 hours in Figures 2.8
and 2.9 clearly reduces the variability of the observations, but leads to well-
defined variations that are clearly non-zero and have large magnitude compared
with the predicted values. While turbulence on timescales less than about
10 hours may therefore have a role, the large values of vφ(1AU) observed in
Figures 2.8 and 2.9 and most data analyses [Whang , 1991; Hu and Habbal ,
1992; Hu, 1993; Odstrˇcil , 1994; Richardson et al., 1996] either must be due to
intrinsic vφ variations at the inner boundary that have large magnitude (speeds
> 430-860 kms−1 via (2.29) but certainly greater than the observed maxima ≃
60-120 kms−1 at 1 AU), or to the vφ variations being generated in the solar wind
as it propagates and evolves from the corona to 1 AU, or to 3D and non-isotropic
effects not considered in the theory. The standard interpretation is that the
large values of vφ observed here and by many previous workers are due to
dynamical effects such as stream-stream interactions at corotation interaction
regions (CIRs) [Whang , 1991; Hu and Habbal , 1992; Hu, 1993; Odstrˇcil , 1994;
Richardson et al., 1996]. Another alternative not considered explicitly before
in analytic models is that non-radial gradients in the thermal and magnetic
pressures lead to new contributions in the angular momentum conservation
equations (2.7) and (2.8), as shown in the Appendix, and should be considered
further.
Figure 2.10 examines in more detail the predicted values of vφ(1AU, t) for
rs = 30R⊙ for our two periods. Red dots in the figure’s top panel correspond
to singularities associated with ra exceeding the assumed value of rs. (We
could remove these singularities, which occur during some CME periods, by
assuming rs > 70R⊙, but the assumption of corotation out to such large rs
is then unrealistic.) Figure 2.10 shows that the predicted values of vφ(1AU, t)
for the two periods are mostly within the range 1 − 8 km s−1. Moreover, the
average values of vφ(1AU, t) are 5.3 km s
−1 for the period 1 to 27 July, 2002
and 7.1 km s−1 for 1 to 27 August, 2010. These values agree well with the
observations of Richardson et al. [1996]. It is observed that the model predicts
only vφ > 0 (except sometimes during the CME periods), inconsistent with the
observations. Note that the averages of the vφ components observed at 1 AU
are −4.5 km s−1 and +7.1 km s−1 for the 2002 and 2010 intervals, respectively,
neither being consistent with zero. Clearly the large values of vφ(1 AU, φob)
observed, the observation that vφ(1 AU, φob) is frequently in the anti-corotation
direction, and the considerable differences between the model predictions and
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the observations of Richardson et al. [1996] should be of considerable interest.
This topic is revisited in the Discussion.
Radial variations of vφ(r, φob) are plotted in Figure 2.11 for various φob
during the period 1 to 27 August, 2010. Clearly for r & 60R⊙, vφ(r, φob)
closely obeys the r−1 fall-off predicted by (30) for unmagnetized conservation
of angular momentum. Only at smaller r are deviations from the r−1 fall-off
seen, being most evident for φob with ra close to rs = 30R⊙ (e.g., t ≈ 175 and
300 hr, as seen in Figure 2.6’s bottom panel).
Time variations of the predicted fluid angular momentum and total angular
momentum (for rs = 30R⊙) are shown in Figure 2.12 for a solar rotation. It is
found that the predicted magnetic field contribution at 1 AU is typically (but
not always) smaller by a factor of 2 and so may be considered negligible. This
finding justifies a posteori the assumption underlying (30) that, at large r, L is
primarily due to the fluid angular momentum. The figure shows that typically
the total angular momentum varies slowly with time (e.g., is nearly constant)
and is positive. Variations due to CMEs and CME-driven shocks are observed;
however, while negative values of the total angular momentum are sometimes
predicted for these periods, these negative values are found to be due to the
assumed value of rs being smaller than ra(φob) for these times.
2.7 Discussion
The applications of the theoretical model to observational data establish that
the assumptions of intrinsic azimuthal fields Bφ(rs, φs) 6= 0 and flows vφ(rs) 6= 0
at the inner boundary rs, conservation of angular momentum and mass, steady-
state frozen-in flow, Maxwell’s equations, and constant (but azimuthally vary-
ing) radial speed yield a reasonable and self-consistent description of the solar
wind. Specifically, applying the model yields results for the radial and az-
imuthal magnetic field components and the azimuthal flow speed from the
inner boundary [rs(φs)] to 1 AU that are reasonable, and constrains the loca-
tion of the constant radial speed wind’s inner boundary. The model predicts
values of the Alfve´n critical radius which appear reasonable and are consistent
with the recent observations of DeForest et al. [2014] within a factor of about 2.
The boundary conditions assumed at the inner boundary, specifically allowing
non-zero azimuthal components of both B and v, are more general and plau-
sible than for previous models. Moreover, these intrinsic azimuthal magnetic
field components allow the model to account for the non-Parker magnetic field
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directions frequently observed in the inner heliosphere, as shown previously by
Schulte in den Ba¨umen et al. [2011, 2012].
The radial variations of Bφ(r, φ) in Figure 2.6 show that at large r (r ≫
rs, ra), Bφ(r, φ) ∝ r
−1 as expected from (12) and (13) and previous work
[Parker , 1958; Jokipii and Ko´ta, 1998; Fisk , 1996; Schulte in den Ba¨umen
et al., 2011, 2012]. However, more complicated variations not close to r−1
occur when r is close to ra or rs, and vφ(rs, φs) and Bφ(rs, φs) 6= 0.
We comment now on the ubiquity of the results and the effects of turbu-
lence, CMEs and their driven shocks. First, we have only applied the model
to only two solar rotation periods, one near solar maximum and one near solar
minimum. These are the same intervals studied by Schulte in den Ba¨umen
et al. [2011, 2012], so as to allow comparisons with the previous work, which
were themselves selected at random. So, the results of the model’s two applica-
tions are expected to be relatively typical. Coming to turbulence effects, these
are reduced out by using 1-hour-averaged data and by smoothing using cen-
tered 11-hour boxcar averaging. Finally, since the model assumes that the solar
wind sources are constant over a solar rotation, the effects of CMEs and their
shocks are not properly analyzed. Specifically, the model results and extracted
parameters should not be trusted for the times when CMEs and their shocks
are present (shown in Figure 2.1 and 2.2, since CMEs and their shocks cause
major large-scale and transient reorganizations of the plasma and magnetic
field in the corona and solar wind.
A potentially important puzzle is the observation of large, time-variable,
azimuthal flow speeds, sometimes in the corotation direction and sometimes
in the anti-corotation direction. The model, which assumes corotation at the
inner boundary and conservation of angular momentum, predicts flows with
much smaller magnitudes and only in the corotation direction. The observa-
tions of Richardson et al. [1996] are in the corotation direction and have mag-
nitudes broadly consistent with the model predictions. Possible interpretations
include the vφ variations being generated in the solar wind as it propagates and
evolves from the corona to 1 AU, intrinsic vφ variations at the inner boundary
that have large magnitude and are not solely due to corotation, and 3D and
non-isotropic effects not considered in the theory. The first interpretation, dy-
namic variations between the source surface and 1 AU, has been quantified by
others [Whang , 1991; Hu and Habbal , 1992; Hu, 1993; Odstrˇcil , 1994] and is the
standard interpretation for vφ variations near 1 AU. The second interpretation,
intrinsic variations in vφ at the source surface or below, is plausible in that such
variations undoubtedly exist but seems unlikely by itself since r−1 variation of
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the observed values of vφ(r, φ) would then imply values near rs of order a factor
(1AU/rs) > 10 larger than observed at 1 AU. The third interpretation, also
new, involves non-radial dependences of gradients in the summed thermal and
magnetic pressure, which are neglected in the derivation of the final form of
the angular momentum equation (compare equations (A21) and (A22) in the
Appendix), seems likely too but requires quantification.
Our model is a relatively simple generalized model which addresses non-
radial intrinsic magnetic field and velocity components from rs to any r, the
location of the inner boundary and Alfve´n critical surface, and angular momen-
tum conservation. The model has several important limitations, including the
assumptions of constant radial solar wind speed, corotation of the solar wind
at the inner boundary (which is above the Alfve´n critical point), and constancy
of the solar wind during a solar rotation. We now address these limitations.
In both our theory and the Parker spiral model, the magnetic field is pre-
dicted by the radial flux and frozen-in equations, which are independent of
density except through vr(r) effects. Accelerating winds have ni(r) deviat-
ing from an r−2 profile and therefore non-constant vr(r). Using an acceler-
ating versus constant vr(r) profile will change Bφ(r, φ) quantitatively, but the
Bφ(r, φ) ∝ −[rΩBr(r, φ)]/vr(r)+C/(rvr(r)) proportionality from Parker [1958]
still holds. Parker [1958] and Mestel and Spruit [1987] assume Bφ(rs, φs) = 0
when C = 0 and vr effects change the pitch of the spiral as a function of r but
cannot change Bφ(r) to be essentially ⊥ to the normal Parker spiral, as often
observed, since Bφ(r, φ) ∝ Br(r, φ).
The date-specific data-driven model developed in this paper allows extrac-
tion of the solar wind parameters at any r above rs, e.g. the Alfve´nic critical
point location and the inner-boundary for the constant radial wind plus the
densities, velocities, magnetic fields, and so on. Multiple 3D global simula-
tion codes predict the corona and solar wind [Roussev et al., 2004; van der
Holst et al., 2010; Oran et al., 2013; Feng et al., 2015; Schmidt et al., 2014a;
Cohen, 2015]. Although, these simulation codes improve previous solar wind
models in various aspects, they assume purely radial magnetic fields at the
inner-boundary of the solar wind. Therefore, one possible application for our
data-driven model and its extracted plasma and field profiles is to provide bet-
ter trial solutions at r & rs and to combine them with the profiles from PFSS
and other models at r . rs for future 3-D MHD simulation codes. The model
predictions can also be used to test the simulation outputs and explain them
in terms of the physics.
The model’s assumption of corotation above the Alfve´nic critical point may
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not be a good assumption at larger distances (r ≫ R⊙) as corotation of the
solar wind plasma with the field becomes difficult to enforce. In addition, the
assumption of a constant wind speed may have implications for the inferred
vφ and Bφ components, due to radial derivatives of vr neglected in the model
equations. At least, assumption of a constant vr may lead to errors in the
model’s longitude-time conversions. Nevertheless, acceleration of the solar wind
is believed to mostly occur below 10R⊙ [Kohl et al., 1997; Cranmer , 2002a],
and it is not inconsistent to assume a constant radial speed solar wind above the
Alfve´nic critical point (which is predicted to be above 10R⊙). Consequently, it
is important to note that the term “constant speed solar wind inner boundary”
may be more appropriate in this paper than “solar wind inner boundary”, but
we point out that our model is only applicable above the Alfve´n critical point
anyway.
Finally, the model assumes that the solar wind is constant over a specific
solar rotation period. This assumption is conventional but not very realistic,
ignoring time variations in the solar wind’s coronal sources. Moreover, the
model’s longitude-time conversion uses the average solar wind speed for the
period, so that phase space characteristics for parcels of solar wind do not
cross. While necessary, this assumption may lead to significant errors in the
(r, φ) positions of specific solar wind streams.
The planned satellites Solar Probe Plus (SPP) and the Solar Orbiter (SO)
will perform close-up studies of the Sun to observe the corona and the solar
wind at smaller heliocentric distances than ever before. SPP and SO data will
be a very good opportunity to test the new model’s theoretical predictions and
constrain the physics. Note that the proposed SPP trajectory is nearly elliptical
(3.4◦ from the ecliptic plane and has perigee near 8.5R⊙): SPP observations
will test the new model’s predictions (note that it applies formally at the solar
equator) for the location of the Alfve´n surface and the azimuthal velocity.
Despite the expectation that the magnetic fields are closely radial at the small
distance r ≃ 10R⊙, our model will allow prediction of solar wind quantities at
the location of SPP and SO from 1AU data and then testing the predictions
with SPP and SO observations.
2.8 Conclusions
We have presented a new analytic, self-consistent, theoretical model for the
solar wind near the solar equatorial plane that includes a constant radial speed
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and intrinsic non-zero azimuthal magnetic field Bφ and flow speed vφ (as well
as radial magnetic field Br) at the inner boundary and that conserves angular
momentum, radial magnetic flux, and mass, and obeys the frozen-in magnetic
field condition. Azimuthal and polar derivatives are neglected in the derivation.
The model provides a new way to constrain the location of the Alfve´n critical
radius ra and the inner boundary rs, by using an analytic constraint and the
solar wind plasma and magnetic field data observed at 1 AU. This analysis
generalizes the solar wind models of Parker [1958], Weber and Davis [1967],
Jokipii and Ko´ta [1998], and Schulte in den Ba¨umen et al. [2011, 2012]. We
have shown that our generalized model can be reduced to these previous models
in the appropriate limits.
The extracted values of Bφ(rs, φs) and Br(rs, φs) are usually but not always
consistent semi-quantitatively with previous predictions for the same periods
for a simpler model (without conservation of angular momentum) [Schulte in
den Ba¨umen et al., 2011, 2012]. This means that angular momentum conserva-
tion and non-radial vφ(rs, φs) do have quantitative effects on the magnetic field
evolution. In addition, non-Parker magnetic field directions can be explained
naturally using our model. Besides, implementation of this model’s predictions
for the radial and azimuthal profiles of the MHD variables driven by 1AU data
for specific periods offers a new way to initiate global coronal and solar wind
simulations. Results from such simulations also offer a natural way to test the
model predictions.
Our model predicts the Alfve´n surface to vary with angular position about
the Sun (specifically longitude). The extracted values of ra for the two periods
are in the range 1− 30 R⊙ and 1− 70 R⊙. However, most of them are within
the range 5 − 15 R⊙. Such values for ra agree reasonably well with recent
observational results for the maximum radial distance of Sunward propagating
density perturbations in STEREO-A COR2 coronagraph data [DeForest et al.,
2014]. This boundary was interpretated previously as the Alfve´n surface (ra);
however, it is more likely the fast mode critical surface since Alfve´n waves are
typically incompressive. Future work will address the acceleration of the solar
wind, non-corotation at the inner boundary, and an inner boundary well below
the Alfve´n and other critical points for the solar wind.
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Figure 2.12: Absolute values of the predicted non-magnetic fluid angular mo-
mentum per unit mass carried away from the Sun (blue) and the total angular
momentum per unit mass (red) with magnetic field contributions for the pe-
riod 1-27 July 2002. The required quantities are obtained by applying solar
wind model to the Wind spacecraft data for the period. Solid lines represent
positive values and dots negative values of L. Here negative values of angular
momentum correspond to the singularities where ra ≥ 30R⊙.
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Chapter 3
A Generalized Equatorial Model
for the Accelerating Solar Wind
[Submitted by S. Tasnim, I. H. Cairns, and M. S. Wheatland,
J. Geophys. Res. Space Phys. (2016)]
3.1 Abstract
A new theoretical model for the solar wind is developed that includes the
wind’s acceleration, conservation of angular momentum, deviations from coro-
tation, and non-radial velocity and magnetic field components from an inner
boundary (or source surface) to beyond 1AU. The model uses a solution of
the time-steady isothermal equation of motion to describe the acceleration.
We analytically predict the Alfve´nic critical point ra from the intersections of
the radial variations of the predicted radial profiles of the Alfve´n speed and
radial wind speed. Typically the predicted values of ra are less than 15R⊙,
in agreement with some recent observations. We apply the conservation of
angular momentum and the frozen-in magnetic field condition to derive both
the radial and azimuthal components of the magnetic field B = (Br, Bφ) and
velocity v = (vr, vφ) from the inner boundary outwards. We fit the model to
near-Earth observations of the Wind spacecraft during the solar rotation period
of 1-27 August 2010 which is close to a solar minimum. The resulting data-
driven model demonstrates the existence of non-corotating, non-radial flows
and fields from the inner boundary (rs, φs) outwards, and predicts Br(r, φ),
Bφ(r, φ), vr(r, φ), vφ(r, φ), and density n(r, φ), which vary with heliocentric
distance (r) and heliolatitude (φ). It is shown that in general the velocity v′
and field B′ in the corotating frame are not parallel. This results in an electric
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field E′ along the z-axis in the corotating frame. The resulting E′ ×B drift lies
in the equatorial plane while the ∇B and curvature drifts are out of the plane.
Together these may lead to enhanced scattering/heating of sufficiently ener-
getic particles. The model predicts that deviations δvφ from corotation at the
inner boundary (rs, φs) are common, with δvφ(rs, φs) comparable to the trans-
verse velocities due to granulation and supergranulation motions. The abrupt
changes in δvφ(rs, φs) are interpreted in terms of converging and diverging flows
at the cell boundaries and centers, respectively. This model also predicts that
it it possible to have δvφ = −rsΩ, in which case the velocity is purely radial in
the inertial frame. Large scale variations in the predicted angular momentum
demonstrate that the solar wind can drive vorticity and turbulence near the
Sun towards 1AU and beyond.
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3.2 Introduction
The outflow of heated ions and electrons from the expanding outer atmosphere
of the Sun is referred to as the solar wind. The solar wind originates from an
effective “source surface” or “inner boundary,” with properties that vary with
heliolatitude and heliolongitude but are often assumed to be constant over a
solar rotation period. This causes the wind to rotate as a spatially-varying
but time-constant pattern across an observer as the Sun rotates. The solar
wind plasma is highly conducting and the magnetic field is frozen-in to the
plasma. Rotation of the Sun then leads naturally to spiral-like magnetic field
lines [Parker , 1958]. Recent work shows, though, that the usual Parker spiral
is often not a good approximation [Forsyth et al., 1996; Borovsky , 2010; Schulte
in den Ba¨umen et al., 2011, 2012; Li et al., 2016a,b].
Over the past few decades, a great effort has been made to better understand
the physical processes responsible for solar wind properties, along with their
qualitative and quantitative interpretations. Important solar wind characteris-
tics that have gained the most interest include: (1) the acceleration and heating
of the solar wind close to the Sun (from 2 to 10 solar radii) [Hakamada and Ko-
jima, 1994; Coles , 1995; Kohl et al., 1997; Cranmer , 2002a,b; Tu et al., 2005],
(2) deviations from the Parker spiral orientation at different spatial and tem-
poral scales in most observations [Forsyth et al., 1996; Borovsky , 2010; Schulte
in den Ba¨umen et al., 2011, 2012; Tasnim and Cairns , 2016], even though the
Parker spiral agrees well with observations when averaged over many rotations
[Smith, 1979; Thomas and Smith, 1980; Forsyth et al., 1996], (3) the existence
of non-radial intrinsic magnetic fields [Petrie and Patrikeeva, 2010; De Pontieu
et al., 2011] and velocities [Weber and Davis , 1967; Richardson et al., 1996;
Fisk , 1996; Tasnim and Cairns , 2016] at the inner bounday, (4) MHD tur-
bulence in the corona and solar wind [Goldstein and Roberts , 1995; Zank and
Matthaeus , 1991, 1992, 1993; Usmanov et al., 2000; Usmanov and Goldstein,
2003; Bruno and Carbone, 2005], and (5) the location of the Alfve´nic critical
surface [DeForest et al., 2014; Tasnim and Cairns , 2016], where the solar wind
speed equals the Alfve´n speed.
Research on three-dimensional numerical models and global magnetohydro-
dynamic (MHD) simulations increasingly provides more realistic coronal and
solar wind descriptions. These simulations enable us to address space weather
conditions in a sophisticated way [Usmanov , 1993; Suess et al., 1999;Wu et al.,
1999; Linker et al., 1999; Riley et al., 1999; Usmanov et al., 2000; Gorth et al.,
2000; Roussev et al., 2003; Mikic´ et al., 1999; Roussev et al., 2004; Cohen et al.,
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2007, 2008; Downs et al., 2010; van der Holst et al., 2010; Oran et al., 2013;
Cohen, 2015]. Some of these simulations are fully three dimensional and suc-
cessfully describe various solar wind, coronal, and space weather phenomena
by including increasingly complex coronal and solar wind physics. Examples
include an empirical heating source term [Usmanov , 1993; Mikic´ et al., 1999;
Suess et al., 1999; Gorth et al., 2000], Alfve´n wave turbulence in the WKB
approximation [Usmanov et al., 2000; Usmanov and Goldstein, 2003], solar
magnetogram data [Linker et al., 1999; Riley et al., 1999; Roussev et al., 2003,
2004] to model the solar wind’s magnetic structures, and energy gains due to
changes in polytropic index [Roussev et al., 2003] to describe the acceleration
and heating of the solar wind. However, many of these numerical simulation
results have not yet been supported using analytic models. Additionally, de-
velopment of analytic predictions will help to explain the underlying physics of
numerical results and also provide more accurate and physical ways to initialize
the codes.
This paper develops a new equatorial, data-driven analytic model that gen-
eralizes the previous works of Parker [1958], Weber and Davis [1967], Jokipii
and Ko´ta [1998], Schulte in den Ba¨umen et al. [2011, 2012], and Tasnim and
Cairns [2016] by including the radial acceleration of the wind, conservation of
angular momentum, intrinsic non-zero azimuthal velocities and magnetic fields
from the inner bounday outwards, and a deviation from corotation at the in-
ner bounday. This deviation δvφ(rs, φs) can be due to motions associated with
granulation and supergranulation cells [Jokipii and Parker , 1968; Jokipii and
Ko´ta, 1998; Schulte in den Ba¨umen et al., 2011, 2012], where rs is the radius
of the inner bounday and φs is the corresponding phase angle. We find that
the predicted deviations are sometimes strong enough to cancel the corotation
effects or to change the flow patterns. The model also predicts the Alfve´nic
critical radius ra(φa), where ra(φa) is defined as the locus of the Alfve´nic critical
points as a function of phase angle φa. The model fits show that the velocity v
′
is not always parallel to the magnetic field B′ in the corotating frame, leading
to non-zero predicted electric fields E′ in the corotating frame at all r, and so
effects on energetic particle motion are predicted.
The new data-driven analytic model provides a more complete description
of the solar wind and should enable a better understanding of solar wind prop-
erties via theory-data and simulation-data comparisons. This model is the first
analytic theoretical attempt to simultaneously treat the acceleration of the so-
lar wind, permit a deviation from corotation and include intrinsic non-radial
velocity and magnetic field from the inner bounday (rs) to 1AU and beyond,
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and enforce conservation of angular momentum. It generalizes the existing
theoretical solar wind models [Parker , 1958; Weber and Davis , 1967; Jokipii
and Ko´ta, 1998; Schulte in den Ba¨umen et al., 2011, 2012; Tasnim and Cairns ,
2016] by relaxing the assumptions of constant radial speed, strong corotation,
zero electric field in the corotating frame, and so on. Therefore, this model
improves the preceding models, specifically, their assumptions of purely radial
magnetic field [Parker , 1958; Weber and Davis , 1967; Jokipii and Ko´ta, 1998]
and velocity [Parker , 1958; Jokipii and Ko´ta, 1998; Schulte in den Ba¨umen
et al., 2011, 2012] at the inner bounday, constant radial speed [Weber and
Davis , 1967; Jokipii and Ko´ta, 1998; Schulte in den Ba¨umen et al., 2011, 2012;
Tasnim and Cairns , 2016], E′ = 0 [Parker , 1958; Weber and Davis , 1967],
neglect of conservation of angular momentum [Parker , 1958; Schulte in den
Ba¨umen et al., 2011, 2012], and an azimuthal flow which is only due to coro-
tation of the solar wind [Tasnim and Cairns , 2016]. The model’s predictions
are relatively insensitive to different choices of rs from the photosphere R⊙ to
any reasonable r. Therefore, the extracted accelerating radial wind speed, in-
trinsic non-radial velocities and magnetic fields should provide more realistic
initial boundary conditions at R⊙ for future simulations, cf. van der Holst et al.
[2010], Oran et al. [2013], and Feng et al. [2015]. Moreover, the model will test
the simulation results and explore the physical mechanisms underlying them.
Finally, the upcoming Solar Probe Plus (SPP) and Solar Orbiter (SO) will
provide a great opportunity to test the accelerating wind model’s predictions
with direct observations.
The paper is structured as follows. Section 3.3 discusses basic assumptions
of the accelerating solar wind model. Section 2.3 develops the new theoretical
model by applying Parker’s accelerating wind solution in a MHD description
that conserves angular momentum and satisfies the frozen-in field condition.
Section 2.4 solves the equations for the new solar wind model to find the analytic
and numerical solutions of the plasma and field quantities from rs to all r.
Section 2.5 fits the model to a solar rotation period of 1AU data in order
to investigate the predictions for ra(φa), the electric field in the corotating
frame (E′), the intrinsic vφ(rs, φs) and Bφ(rs, φs), and the variations of radial
and longitudinal velocity and magnetic field. Subsection 4.1 shows that the
predictions for ra agree well with the observations of DeForest et al. [2014]
and are semi-quantitatively consistent with Tasnim and Cairns [2016]’s model.
Subsection 4.2 shows that deviations δvφ(rs, φs) from corotation are generally
present and have significant implications. It is also shows that the predictions
for Bφ(rs, φs) are different from but semi-quantitatively consistent with the
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predictions from previous solar wind models [Schulte in den Ba¨umen et al.,
2011, 2012; Tasnim and Cairns , 2016]. It also demonstrates that sometimes the
predicted values of δvφ(rs, φs) cancel out the azimuthal speed due to corotation.
The sudden changes in δvφ are interpreted in terms of converging and diverging
flows associated with granulation and supergranulation cells. Subsection 4.3
describes the radial profiles of vφ(r, φ) and Bφ(r, φ). Subsection 4.4 predicts
that the angular momentum per unit mass L varies with greatly with longitude
but agrees semiquantitively with the predictions ofWeber and Davis [1967] and
can act as a source of turbulence. Subsection 4.5 demonstrates that the model
predicts non-zero E′ in general, in contrast to the widely used assumption of
E′ = 0. This means that magnetic field lines are not velocity streamlines
in general. Subsection 4.6 calculates the power-law index γ(φ) for a selected
solar rotation period, fitting a mean value very close to the standard empirical
value, showing the differences from the constant speed solar wind model and
the longitudinal variations in E′, L, Bφ, ni, vr(r), and Ti(r). Subsection 4.7
illustrates the global plasma and field environment. Section 2.6 discusses the
results and concludes the paper.
3.3 Assumptions for the Accelerating Solar Wind
Model
Synoptic magnetograms change slowly from one solar rotation to the next
[Neugebauer et al., 2002], so we assume that the sources of the solar wind
are constant over a solar rotation, i.e. the solar wind is modelled as a constant
spatial pattern that rotates over a fixed observer over during one solar rota-
tion. This assumption of time stationarity (∂/∂t → 0) over a solar rotation
simplifies Faraday’s Law of magnetic flux and the connected field and angular
momentum equations, as detailed below.
In the present data-driven solar wind model, we extrapolate the spacecraft
data at 1 AU observed at time tob towards the inner boundary (rs) at the time
ts when the plasma left the Sun, which is given by time ts = tob − (1AU −
rs)/vav. Here vav is the rotation-averaged radial speed. Moreover, we assume
that the solar wind has a constant spatial pattern over a solar rotation, where
the pattern rotates with the Sun and the (observation) time is a function of
longitude.
The solar wind quantities at the inner boundary rs at phase angle φs are
related to the observation distance rob, longitude φob, and the start time t0 of
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the interval [t0, t0 + 27 days] by
φs = Ω(t− t0)−
(1AU− rs)Ω
vav
, (3.1)
and at any other r from rs to 1AU:
φ = φs +
(r − rs)Ω
vav
. (3.2)
We assume that the longitude meridian φs = 0 faces the Earth at time t = 0.
Note that we use the rotation-averaged radial speed vav rather than vr(rs, φs)
to prevent the streamlines from crossing. Figure 3.1 (a) illustrates magnetic
field lines in the equatorial plane where that start at the inner boundary and
end at 1AU. The figure also illustrates the relation between the longitude (φ)
and the start time (t = 0 when φ = 0). Figure 3.1 (b) shows the Sun-Earth
orientation in the solar equatorial plane. Note that time (φ) variations in this
accelerating solar wind model correspond to longitudinal variations of spatial
patterns of plasma quantities that rotate over a fixed observer over a synodic
rotation period (27 days) and (r, φ) presents the location of points in these
spatial patterns. The magnetic field lines in Figure 3.1 (a) have azimuthal
asymmetries; these are allowed by the model.
Starting from a spherical coordinate system in which r, φ, and θ represent
radial, azimuthal (longitudinal), and polar (latitudinal) components, respec-
tively, we restrict attention to the equatorial plane (r, φ). Assuming that θ
components are negligible in the (r, φ) plane, the fluid motion v and magnetic
field B only have non-zero components vr, vφ, Br, and Bφ all of which depend
on r and φ in general. This neglect may not be always justified, e.g. the Bθ
or north-south component of B is known to be important for space weather
and is often large in CME events. Similarly, vθ is comparable to vφ during
CME (coronal mass ejection) and CIR (corotating interaction region) events.
However, neglecting Bθ and vθ in the equatorial or ecliptic plane is typical in
analytic solar wind models [Parker , 1958; Weber and Davis , 1967; Schulte in
den Ba¨umen et al., 2011, 2012; Tasnim and Cairns , 2016]. Hence we assume
the forms:
v = vr(r, φ)er + vφ(r, φ)eφ, (3.3)
B = Br(r, φ)er + Bφ(r, φ)eφ, (3.4)
We further assume that the azimuthal velocity and magnetic field compo-
nents are constant either in connected domains of φ or else for all φ, i.e. ∂Bφ/∂φ
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Figure 3.1: Illustration of the physical model for the solar wind over one solar
rotation, showing magnetic field lines in the solar equatorial plane from the
inner boundary (rs, φs) to the observation locations (rob, φob) and the location
corresponding to the origins in time (t). Panel (a) shows the view from above
the north pole of the Sun, emphasizing that azimuthal symmetry is not as-
sumed, while (b) shows the relative positions of the Sun, the Earth and the
solar equatorial disk (with a height h→ 0).
and ∂vφ/∂φ can be neglected [Schulte in den Ba¨umen et al., 2011, 2012; Tas-
nim and Cairns , 2016]. This assumption simplifies Gauss’s law and the angular
momentum and frozen-in field equations in Section 3.4. We also assume that
the sum of the thermal and magnetic pressures is radially symmetric.
3.4 Accelerating Solar Wind Model
In this section we develop the solar wind model. The model combines an ac-
celerating vr(r) profile for an isothermal wind with the magnetohydrodynamic
(MHD) equations for conservation of mass and angular momentum, frozen-in
magnetic fields, Gauss’s Law for magnetism ∇ ·B = 0, and Faraday’s Law
∇×E = −∂B/∂t = 0 in a frame rotating with the Sun, where E is the electric
field. A deviation from corotation (δvφ) is allowed at the inner boundary (rs).
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At first, we assume a three dimensional (spherical or cylindrical) coordinate
system to write Faraday’s Law and the frozen-in field condition in general forms.
This assumption provides us the flexibility to compare results of the new 2D
accelerating solar wind developed here with the existing 2D or 2.5 dimensional
solar wind models. Then, we simplify these equations to 2D-equatorial forms.
The frozen-in field condition in the rotating frame is
E′ = −v′ ×B′. (3.5)
Assuming B = B′ in the nonrelativistic regime, v′ = v − vrot, and vrot =
Ωr sin θeφ = Ωreφ for θ = 90
◦, (3.5) reduces to
E′ = −(v ×B) + (vrot ×B),
= −vp ×Bφeφ − (vφ − Ωr)eφ ×Bp − vp ×Bp, (3.6)
where vp = vrer + vθeθ (in spherical coordinate) and vp = vrer + vzez (in
cylindrical coordinate) is the poloidal component of the flow stream and Bp =
Brer + Bθeθ = Brer + Bzez is the poloidal magnetic field. Here, eφ, er, eφ,
and ez denote unit vectors in the relevant directions, and Ω = 2pi/T denotes
the Sun’s rotation frequency where T is the Sun’s synodic rotation period (we
assume T = 27 days). Again, assuming Bθ = 0 and vθ = 0 in the solar
equatorial plane (θ = 0), and the solar equatorial plane as a cylindrical disk
with h → 0 (where h represents the height of a cylinder), the frozen-in field
condition for the magnetized wind reduces to
E′z = −vrBφez + (vφ − Ωr)Brez, (3.7)
where the variables vr, vφ, Br, and Bφ from the inertial frame are substituted
in the final expression and v′ = vrer + vφeφ − Ωreφ.
The assumption that the wind and associated coronal plasma sources are
time-stationary and the wind rotates as a constant spatial pattern with the
Sun for a solar rotation, implies ∂B′/∂t = ∂B/∂t = 0 where the prime denotes
that B′ in a frame of reference corotating with the Sun. Faraday’s Law then
reduces to ∇× E′ = 0. Integrating Faraday’s Law ∇ × E′ = 0 over r, the z
component gives
r {vr(r, φ)Bφ(r, φ)− [vφ(r, φ)− Ωr]Br(r, φ)} = C2, (3.8)
where C2 is an integration constant.
The assumptions Bθ = 0 and vθ = 0 in the solar equatorial plane (θ = 0),
coupled with the assumption ∂Bφ/∂φ = 0 [Tasnim and Cairns , 2016], allow us
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to reduce Gauss’s Law ∇ ·B = 0 to the form 1/r2d(r2Br)/dr = 0. Integrating
Gauss’s Law over r yields
r2Br(r, φ) = constant. (3.9)
Mass conservation for approximately radial flow with radial speed vr(r, φ)
requires that the mass density ρ = mn(r, φ), wherem is the mean particle mass,
and n is the number density, and the radial component of the flow vr(r, φ) obey
ρ r2vr(r, φ) = mn(r, φ) r
2 vr(r, φ) = constant, (3.10)
for r ≫ rs.
The time-independent equation of motion chosen for the fluid [Parker , 1958]
is
(v2r − c
2
s )
vr
dvr
dr
=
2c2s
r
−
GM⊙
r2
, (3.11)
where cs is the sound speed, and the final term describes gravitational effects.
Note that (3.11) assumes magnetic terms are unimportant for acceleration of
the solar wind. Assuming the plasma is approximately isothermal [Parker ,
1958], the transonic solution has vr = cs at the sonic radius
rso =
GM⊙
2c2s
. (3.12)
Integrating (3.11) yields the Bernoulli integral for an isothermal wind [Parker ,
1958]:
v2r
c2s
− ln
(v2r
c2s
)
= 4 ln
r
rso
+ 4
rso
r
+ C1, (3.13)
where C1 is the integration constant. This equation defines the wind velocity
vr as a function of r.
The MHD equation for conservation of angular momentum, assuming radi-
ally symmetric thermal and magnetic pressures [Tasnim and Cairns , 2016 ], is
∂L⋆
∂t
+ ρr× (v · ∇)v =
1
µ0
r× (B · ∇)B (3.14)
where L⋆(r, φ) = ρr× v is the fluid angular momentum density. This as-
sumption simplifies the form of the angular momentum equation [Tasnim and
Cairns , 2016]. We assume ∂L⋆/∂t = 0, a cylindrical planar model (or a spher-
ical model with θ = 0◦) with vφ and Bφ constant either for all φ or else in
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connected domains of φ (so that derivatives ∂/∂φ can be neglected), Bz = 0,
and vz = 0. After integrating over r, the z component of (3.14) gives
rvφ(r, φ)−
rBr(r, φ)Bφ(r, φ)
µ0ρ(r, φ)vr(r, φ)
= constant = Lz. (3.15)
The first term of (3.15) represents the standard unmagnetized fluid angular mo-
mentum per unit mass density, while the second term represents the magnetic
field contribution. The sum of these terms must be a constant and equal to the
total out-of-plane angular momentum (L = Lz = Lz(r, φ)) carried away from
the Sun per unit mass density. Note that the φ component of L is analogous to
(3.15), where Lφ(r, θ) depends on vθ and the product BrBθ. However, vθ and
Bθ are zero by assumption, so that Lφ(r, θ) = 0. Likewise the r component of
L yields nothing useful.
The integration constants in (3.8), (3.9), (3.10), and (3.15) are found by
applying boundary conditions at the inner boundary (rs, φs) of the solar wind,
where the magnetic field components are Br(rs, φs) and Bφ(rs, φs) and the ve-
locity components are vr(rs, φs) and vφ(rs, φs). The total azimuthal velocity
at the inner boundary is written as vφ(rs, φs) = rsΩ + δvφ(rs, φs), where rsΩ
corresponds to corotation at the inner boundary and δvφ(rs, φs) represents a
deviation from corotation. Equations (3.8), (3.9), (3.10), and (3.15) then be-
come
r2Br(r, φ) = rs
2Br(rs, φs), (3.16)
ρ(r, φ)r2vr(r, φ) = ρ(rs, φs)r
2
s vr(rs, φs), (3.17)
rvφ(r, φ)−
rBr(r, φ)Bφ(r, φ)
µ0ρ(r, φ)vr(r, φ)
= rs[rsΩ
+δvφ(rs, φs)]−
rsBr(rs, φs)Bφ(rs, φs)
µ0ρ(rs, φs)vr(rs, φs)
, (3.18)
and
r
[
vr(r, φ)Bφ(r, φ)− (vφ(r, φ)− Ωr)Br(r, φ)
]
= rs
[
vr(rs, φs)Bφ(rs, φs)− δvφ(rs, φs)Br(rs, φs)
]
. (3.19)
An expression for vφ(r, φ) is found by solving (3.18) and (3.19) simultaneously:
vφ(r, φ) =
d1
[1−M2A(r, φ)]
×
[
1−M2A(r, φ)
d2
d1
]
, (3.20)
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where M2A(r, φ) = µ0ρ(r, φ)v
2
r(r, φ)/B
2
r (r, φ) = vr(r, φ)r
2/[va(rA)r
2
A(φa)], and
d1 = rΩ−
rsvr(rs, φs)Bφ(rs, φs)
rBr(r, φ)
+
rsδvφ(φs)Br(rs, φs)
rBr(r, φ)
,
d2 =
r2sΩ
r
+
rsδvφ(φs)
r
−
rsBr(rs, φs)Bφ(rs, φs)
µ0ρs(φs)vr(rs, φs)r
.
In Section 3.5 below, we use this expression for vφ(r, φ) to derive Bφ(r, φ) as a
function of r.
A singularity problem arises in (3.20) at the Alfve´nic critical point where
the radial Alfve´nic Mach numberMA(rA, φa) = 1. To remove the singularity at
the Alfve´nic critical point (rA, φa) the denominator and numerator must both
vanish at r = rA and φ = φa [Weber and Davis , 1967], requiring
r2sΩ
rA(φa)
+
rsδvφ(rs, φs)
rA(φs)
−
rsBr(rs, φs)Bφ(rs, φs)
µ0ρ(rs, φs)vr(rs, φs)rA(φa)
= rA(φa)Ω−
rs
rA(φa)Br(rA, φa)
[
vr(rs, φs)Bφ(rs, φs)− δvφ(rs, φs)
]
. (3.21)
3.5 Analytic Results
This section presents analytic solutions to the equations in Section 2.3 that
are amenable to fitting with spacecraft data. We start with predictions for the
inner bounday, then proceed to the radial profile vr(r), and then present results
for all (r, φ).
3.5.1 Extraction of the Intrinsic Bφ(rs, φs) and vφ(rs, φs)
We allow intrinsic magnetic field components Br(rs, φs) and Bφ(rs, φs) at the
inner boundary (rs, φs). Simultaneous use of (3.16)-(3.19) with the application
of observations at specific r = rob and φ = φob, allow us to derive the following
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expressions for Br(rs, φs), vφ(rs, φs), δvφ(rs, φs), and Bφ(rs, φs):
Br(rs, φs) =
r2ob
r2s
Br(rob, φob), (3.22)
δvφ(rs, φs) =
[
rsΩ−
r2a(φa)Ω
rs
][ 1
MA
2(rs, φs)− 1
]−1
+d3
[rvr(rob, φob)Bφ(rob, φob)
rsvr(rs, φs)
−
r(vφ(rob, φob)− Ωrob)Br(rob, φob)
rsvr(rs, φs)
]
, (3.23)
vφ(rs, φs) = rsΩ + δvφ(rs, φs), (3.24)
Bφ(rs, φs) =
rvr(rob, φob)Bφ(rob, φob)
rsvr(rs, φs)
−
r(vφ(rob, φob)− Ωrob)Br(rob, φob)
rsvr(rs, φs)
+
δvφ(rs, φs)Br(rs, φs)
vr(rs, φs)
, (3.25)
where
d3 =
vr(rs, φs)ra(φa)
rsBr(rs, φs)
[
1−
r2s
MA
2(rs, φs)r2a(φa)
][ rsB2r (rs, φs)
ra(φa)M2A(rs,φs)
−
rs
ra(φa)
]−1
,
and
MA(rs, φs) =
µ0ρ(rs, φs)v
2
r(rs, φs)
B2r (rs, φs)
. (3.26)
The corresponding prediction for vφ(rob, φob) from (3.20) is
vφ(rob, φob) =
[ r2ob
r2a(φa)
−1
]−1[ r2ob
M2A(rob, φob)r
2
a(φa)
−1
][ vr(rob, φob)
Br(rob, φob)
]
Bφ(r, φ).
(3.27)
where
MA(rob, φob) =
µ0ρ(rob, φob)v
2
r(rob, φob)
B2r (rob, φob)
. (3.28)
The standard assumption that the wind sources are constant over one solar
rotation period allows us to relate the spacecraft observations at rob = 1AU as
a function of time to the solar wind quantities at the inner bounday, located
at a heliocentric distance rs and phase angle φs. The relations between the
quantities rob, φob, φs (at rs), the observation time tob, and the start time t0 of
the interval [t0, t0 + 27 days] are
φs = Ω(t− t0)−
(1AU − rs)Ω
vav
, (3.29)
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and at any other φ from rs to 1AU,
φ = φs +
(r − rs)Ω
vav
. (3.30)
Here the longitude meridian φs = 0 faces the Earth. Since the θ component
of the velocity along with the other θ dependences are neglected, we use the
rotation-averaged radial speed vav rather than vr(rs, φs) to prevent the stream-
lines from crossing.
3.5.2 Solution for vr(r)
We solve Parker’s isothermal wind model using an implicit method. The bound-
ary restriction vr = cs at r = rso yields the appropriate integration constant of
(3.13) as C1 = −3. We assume a reasonable value for the sonic critical radius,
rso = 5R⊙, where the radial flow speed vr(rso) = cs. An isothermal wind of
ionized hydrogen has constant sound speed,
cs =
[(2KBTiso)
mi
]1/2
, (3.31)
alternatively
Tiso =
c2smi
2KB
. (3.32)
Figure 3.2 (black line) shows the radial variations of vr(r) where the right
hand axis represents vr(r)/cs. The heliocentric distance 1AU can be written
as r ≈ 215R⊙ ≈ 43rso. Figure 3.2 shows that the predicted radial solar wind
speed at 1AU is then
vr(1AU) = 3.8516 cs. (3.33)
Thus, below we fit the predicted solution (3.33) to the observed vr(1AU) data
from the Wind spacecraft and so obtain cs and Tiso as a function φ for the
period 1 to 27 August, 2010.
3.5.3 Radial Profiles of n(r, φ), Br(r, φ), vφ(r, φ), and Bφ(r, φ)
The mass conservation equation yields
n(r, φ) =
n(rob, φob)vr(rob, φob)r
2
ob
r2vr(r, φ)
. (3.34)
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Figure 3.2: Radial velocity vr(r) solution for an isothermal accelerating solar
wind (black), and radial variation of the radial Alfve´n speed VAr(r) (red). The
left y-axis shows these speeds in kms−1, obtained using 1AU data for a given
phase angle φ [φob = φob(tob = 1hr)] and corresponding vr(1AU). The curves
intersect at the Alfve´n critical point (ra). The right y-axis represents vr(r)/cs
as a function of r/R⊙.
Similarly, the flux conservation equation gives
Br(r, φ) =
rob
2Br(rob, φob)
r2
. (3.35)
We obtain an analytic expression for vφ(r, φ) as a function of r by combining
(3.16)-(3.18), yielding
vφ(r, φ) =
q1
[1−M2A(r, φ)]
[
1−M2A(r, φ)×
q2
q1
]
, (3.36)
where
q1 = rΩ−
rrs
r2obBr(rob, φob)
[
vr(rs, φs)Bφ(rs, φs)− δvφ(rs, φs)Br(rs, φs)
]
,
q2 =
r2sΩ
r
+
rsδvφ(rs, φs)
r
−
rsBr(rs, φs)Bφ(rs, φs)
µ0ρ(rs, φs)vr(rs, φs)r
,
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By using (3.16), (3.17), (3.19), and the results from (3.36), we obtain the radial
variation of Bφ(r, φ):
Bφ(r, φ) =
rsvr(rs, φs)Bφ(rs, φs)
rvr(r, φ)
−
rsδvφ(rs, φs)Br(rs, φs)
rvr(r, φ)
+
(vφ(r, φ)− Ωr)r
2
obBr(rob, φob)
r3vr(r, φ)
. (3.37)
3.6 Applications of the Data-Driven model
We demonstrate the new accelerating solar wind model for the solar rotation
from 1 to 27 August, 2010. The corresponding hourly data from the Wind
spacecraft [Farrell et al., 1995; Lepping et. al , 1995; Leinweber et al., 2008] are
shown in Appendix A (Figure 3.18) for the period of interest —more details
are provided in Tasnim and Cairns [2016]. We combine these 1AU data from
the Wind spacecraft for Br(rob, φob), Bφ(rob, φob), vr(rob, φob), ni(rob, φob), and
Ti(rob, φob) at each specific (rob, φob) with the radial solution for vr(r, φ) and
(3.22)-(3.27) to find cs, ra(φa), Br(rs, φs), δvφ(rs, φs), vφ(rs, φs), Bφ(rs, φs), and
vφ(1AU), as described in Section 2.4. Then we apply (3.34), (3.35), (3.36), and
(3.37) to predict the radial profiles of vφ(r, φ) and Bφ(r, φ). Subsequently, we
predict L, E′, and the power-law index γ from the 1AU data. We reduce the
variabilities in the observations using a centered boxcar average of the 1-hour
data over 11 hours. Since most of the turbulence is usually on time scales
of less than 10 hours, the 11-hour averaging smooths out turbulence in the
observations.
3.6.1 Alfve´nic Radius ra and the Alfve´n Surface
The radial Alfve´n speed VAr is defined as a function of r and φ by
VAr(r, φ) =
rBr(r, φ)
√
vr(r, φ)
rob
√
µ0ρ(rob, φob)vr(rob, φob)
, (3.38)
calculated using the previous equations (3.34) and (3.35), the observed values
of Br(rob, φob), vr(rob, φob), and ρ(rob, φob), the assumed sonic radius rso, and
the corresponding acoustic speed cs(φso) at rso for a solar period. Figure 3.2
shows solutions for vr(r, φob) and VAr(r, φob). The intersection of the radial
profiles yields ra for a given phase angle φob. Consequently, predictions for
ra(φa) are made from the intersections of VAr(r, φ) and vr(r, φ) for the full solar
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Figure 3.3: Time variations of ra for the period 1-27 August, 2010. The red line
shows ra for the accelerating wind model (rs = R⊙) whereas the blue line is for
the constant speed model [Tasnim and Cairns , 2016]. Green solid lines show
the lower limits for the Alfve´n surface (more properly the fast mode surface):
15R⊙ over the steamer belt and 12R⊙ over the coronal hole [DeForest et al.,
2014]. The broken red line shows the statistical mean of ra predicted using the
accelerating wind model.
period (Figure 3.3) of 1 to 27 August, 2010. Figure 3.3 (red line) shows that
the predicted values of ra(φa) for the accelerating wind model vary between
5R⊙ and 35R⊙ with an average of ≈ 12R⊙. This average value is very close to
the estimated values of ra above coronal holes [DeForest et al., 2014].
Strong time (φ = φ(t)) variations in ra are evident in Figure 3.3. These
variations are driven by the solar wind data at 1AU and so are due physi-
cally to intrinsic changes in the coronal parameters at the source surface/inner
boundary on both short and long scales. These intrinsic differences are obvi-
ous from most solar images. Figure 3.3 also shows that very small values of
ra ≤ 5R⊙ typically correspond to sector crossings at 1AU (vertical black lines)
where Br(rob, φob) has very small magnitudes. The new predictions for ra(φa)
are very similar to the values of ra(φa) predicted for the constant vr wind model
(blue line) of Tasnim and Cairns [2016], being displaced outwards to larger r
by an approximately constant amount of & R⊙. This is consistent with ra(φa)
being driven primarily by the values of Br and n at 1AU and not vr. The
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obvious interpretation is that the accelerating solar wind is slow at small r and
so has to travel further out than to meet the condition that vr(r, φ) = VAr(r, φ)
than if the wind speed were constant at all r.
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Figure 3.4: Variation of δvφ(rs, φs) with time t = t(φs) for the period 1-27
August, 2010 for rs = R⊙. Positive δvφ means the deviation from corotation is
in the corotation direction, while negative δvφ means a direction opposite to
corotation. Changes from positive to negative δvφ represent converging flows,
whereas changes from negative to positive represent diverging flows. Here green
lines show the thresholds (±1 kms−1) used to identify changes in the flow
pattern.
3.6.2 Intrinsic Bφ(rs, φs) and vφ(rs, φs) Extraction
The new model allows a deviation δvφ from corotation in the azimuthal velocity
vφ(rs, φs) at the inner boundary. Figure 3.4 shows the predictions for δvφ(rs, φs)
for the period studied.
The predicted values of δvφ(rs, φs) typically vary between −20 kms
−1 and
20 kms−1 with a statistical mean of −0.8 kms−1 for rs = R⊙. Figure 3.4 shows
that very large values of |δvφ(rs, φs)| (& 20 kms
−1) are mostly apparent at the
sector crossings of Br(1AU, φob), where Br(1AU, φob) is very small in magni-
tude. Note that sector crossings are shown by the vertical black lines. The
analytic expression (3.23) also shows that small values of Br(rob, φob) lead
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δvφ(rs, φs) to being large. We consider now times when |δvφ(rs, φs)| ≤ 20 kms
−1,
so as to avoid very large values of δvφ(rs, φs) corresponding to the sector cross-
ings of Br(1AU, φob).
Sign changes of δvφ(rs, φs) are quite obvious at the sector crossings of
Br(1AU, φob). Positive δvφ(rs, φs) corresponds to the corotation direction, with
negative δvφ(rs, φs) values directed oppositely. Inspecting the data, δvφ(rs, φs)
changes sign on average of every 10 hours, with a maximum timescale of 40
hours and minimum timescale of 1 hour. Pairs of inward-directed arrows in
Figure 3.4 represent two azimuthal flows heading towards each other. Ideally,
these converging flows will compress the plasma and so increase the local plasma
density. On the other hand, pairs of outward-directed arrows show where the
azimuthal flows are departing from each other, forming a diverging flow region
and so. These diverging flows ideally from a rarefaction in the plasma and a
decrease in the local plasma density. Turbulence can affect the interpretation.
So we define threshold velocity of ±1 kms−1 to robustly identify flow patterns.
The bottom panel of Figure 3.4 shows such regions.
Granulation and supergranulation convection cells naturally have converg-
ing and diverging flow patterns in the azimuthal and polar directions. Therefore
we interpret the model predictions for converging and diverging flow patterns in
δvφ(rs, φs) in terms of the boundaries and centers, respectively, of these convec-
tive cells. These flows then should do have the spatiotemporal characteristics
of the convection cells [Jokipii and Parker , 1968] and also connect the magnetic
field lines [Jokipii and Ko´ta, 1998].
Figure 3.5 shows another aspect of the vφ(rs, φs) predictions, focusing on
where the deviation from corotation is strong enough to overcome the coro-
tation and lead to a very closely radial outflow from the inner boundary, i.e.
vφ(rs, φs) ≃ 0. The red (o) markers denote the points when δvφ(rs, φs) ≃ −rsΩ.
Therefore, the intrinsic non-radial velocity δvφ(rs, φs) is significant relative to
the corotation velocity, and can even dominate corotation. Put another way,
the predicted deviations δvφ from corotation are significant.
Figure 3.6 displays how the predicted values of vφ(rs, φs) change for different
choices of rs. Clearly the variations with φ are similar for the different rs, with
only the magnitude changing: the magnitudes rise from rs = R⊙ to 5R⊙ but
then decrease to much lower values at 1AU. For rs = R⊙ the mean value
vφ(rs, φs) is very close to the corotation speed, but at 5R⊙ the mean of vφ is
well below the corotation speed, decreasing even more at large r. Thus, the
model fits show that the assumption of mean corotation is viable only if rs is
close to R⊙.
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Figure 3.5: Variation of vφ(rs, φs) with time t = t(φs) for the period 1-27
August, 2010 when rs = R⊙. Red (o) markers display the points where
vφ(rs, φs) ≃ 0. The values of vφ(rs, φs) have two contributions: one due to
the corotation (rsΩ) and the other due to the deviation from corotation (δvφ).
Green lines show the limits (±0.5 kms−1) within which vφ(rs, φs) is considered
small enough to be approximately zero in comparison with the radial speed.
Values vφ(rs, φs) ≃ 0 occur when the effects of corotation (rsΩ) are cancelled
by the effects of δvφ, i.e. where δvφ ≃ −rsΩ.
The large values of vφ(rs, φs) in Figure 3.6 tend to occur at sector cross-
ings (vertical black lines) where Br(rob, φob) is very small. The analytic ex-
pression (3.24) shows that for each assumed rs, the value of vφ(rs, φs) varies
with δvφ(rs, φs). Since δvφ(rs, φs) has very large magnitudes compared with
the corotation velocity at the sector crossings, small values of Br(rob, φob) lead
vφ(rs, φs) to become large. Small values of Br(rob, φob) also significantly change
other predicted quantities near sector crossings, e.g. ra(φa), δvφ(rs, φs), and
Bφ(rs, φs). These abrupt changes in the predicted solar wind quantities near
sector boundaries in Br also correspond to where the model breaks down, since
∂/∂φ variations should not be neglected in (3.9), (3.8), and (3.15).
The bottom panel of Figure 3.6 displays the predicted variations in vφ at
1AU when rs = R⊙. The statistical mean is ≃ 0.5 kms
−1 which is much smaller
than the predicted mean of vφ(1AU) ≃ 7.1 kms
−1 from the Tasnim and Cairns
[2016] model, and the new predicted values of vφ(1AU) are sometimes anti-
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Figure 3.6: Time (φ) variations of predictions for vφ(rs, φs) with (a) rs = R⊙
and rs = 5R⊙ and (c) the predictions for vφ(1AU, φob) with rs = R⊙. Hor-
izontal green lines show the corotation speed rsΩ whereas red lines show
the statistical mean of the new model’s predictions (excluding samples with
|vφ(rs, φs)| > 20 kms
−1). Vertical black lines represent the sector crossings of
Br(1AU, φAU). Note that positive values correspond to vφ being directed in
the corotation direction and negative values correspond to vφ being oppositely
directed.
parallel to corotation, not only in the corotation direction. These differences
at the inner boundary are primarily due to the new model permitting a devia-
tion from corotation at the inner boundary, clearly a quantitatively important
generalisation.
Figure 3.7 compares the azimuthal field predicted at (rs, φs) for this paper’s
model, |Bφ1(rs, φs)| with the field Bφ2(rs, φs) predicted for the constant wind
speed model [Schulte in den Ba¨umen et al., 2011, 2012]. Quantitatively im-
portant differences are evident. The intrinsic Bφ1(rs, φs) for the accelerating
wind model is in the range 10−7T − 10−5T whereas the values of Bφ2(rs, φs)
for the constant wind model lie in the range 10−8T− 10−6T. The averages of
the ratio between the intrinsic azimuthal field components for the two models
are 〈Bφ1/Bφ2〉 ≃ −3.6 and 〈|Bφ1/Bφ2|〉 ≃ 42.5. Note that Bφ(rs, φs) from the
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Figure 3.7: Variations of the predicted fields |Bφ1(rs, φs)| and |Bφ2(rs, φs)| with
time (φ) for the period 1-27 August 2010, obtained from the new data-driven
accelerating solar wind model and the constant vr solar wind model of Schulte
in den Ba¨umen et al. [2011, 2012], respectively. (a) Red (blue) and black
(green) dots show the magnitudes of Bφ1(rs, φs) and Bφ2(rs, φs) in the direc-
tion parallel (anti-parallel) to the corotation direction, respectively. (b) Time
variation of the ratio |Bφ1(rs, φs)/Bφ2(rs, φs)| using red (blue) dots to show the
components parallel (anti-parallel) to the corotation direction. The average
values of the ratios of the results from the two models are 〈|Bφ1/Bφ2|〉 ≃ 42.5
and 〈Bφ1/Bφ2〉 ≃ −3.6.
Schulte in den Ba¨umen et al. [2011, 2012] model is
Bφ(rs, φs) =
[
Bφ(rob, φob) + Br(rob, φob)
(rob − rs)Ωs sin θob
vs
]rob
rs
, (3.39)
where vs is the constant radial wind speed. An interpretation for Bφ1 typically
exceeding Bφ2 in magnitude involves vr(r) being in the denominator for both
models, as in (3.25) and (3.39), but with vr(r) increasing with r in the acceler-
ating wind model to the 1AU value used in the constant speed model. Thus,
at small r where vr(r) is small, |Bφ1| should be larger than |Bφ2|. Indeed, as
thus expected, typically |Bφ1| ≥ |Bφ2| although both Bφ1 and Bφ2 vary with
time by more than an order of magnitude.
In the constant vr model of Schulte in den Ba¨umen et al. [2011, 2012], the
intrinsic Bφ(rs, φs) are interpreted in terms of granulation and supergranula-
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Figure 3.8: Extracted values of Bφ(rs, φs) for the constant (black) and accel-
erating (red) solar wind models for 1-27 August, 2010 with 11-hour boxcar
smoothing, obtained by applying the data-driven solar wind models to Wind
spacecraft data for rs = R⊙. We use the Schulte in den Ba¨umen et al. [2012]
model for the constant solar wind. The vertical scale is −δlog10|Bφ|, with the
field Bφ measured in tesla and δ = +1 for Bφ > 0 and δ = −1 for Bφ < 0.
tion cells moving the field lines despite assuming δvφ(rs, φs) = 0. Now, the
new accelerating solar wind model explains the predicted values of both the
intrinsic δvφ(rs, φs) and the intrinsic Bφ(rs, φs) in terms of the granulation and
supergranulation cells predicting both the azimuthal flow and field components
at the inner boundary.
Figure 3.8 compares the structural changes in Bφ(rs, φs) for the accelerating
wind model with the results of Schulte in den Ba¨umen et al. [2011, 2012],
which assumed constant solar wind speed and did not conserve the angular
momentum. It shows that predictions not only differ in magnitude but also in
direction. Accordingly, the differences in Figure 3.8 demonstrate that angular
momentum conservation, the accelerating wind profile vφ(r, φ), and allowing a
deviation δvφ(rs, φs) from corotation have important quantitative implications.
Figure 3.9 shows that changing the inner boundary distance rs in the accel-
erating wind model does not cause structural changes in the predicted values
of |Bφ(rs, φs)|, only magnitude changes. Therefore, the model is quite flexible
with respect to reasonable choices of rs. As expected from (3.37), the predicted
93
Ch. 3 ACCELERATING SOLAR WIND MODEL
Time (hours)
0 100 200 300 400 500 600 700
±
 
δ
 
lo
g[
 B
φ
(r s
,φ
s
) / 
T]
-15
-10
-5
0
5
10
15
rs = R⊙
rs = 4.6R⊙
rs = 33R⊙
rs = 70R⊙
Figure 3.9: Extracted Bφ(rs, φs) variations with time (φ) for different values
of rs by applying the new data-driven accelerating solar wind model for the
period 1-27 August, 2010.
magnitudes change with rs since Bφ(r, φ) ∝ r
−1. There is no consensus yet for
the location of the inner boundary. Importantly, though, the new accelerating
solar wind model is more flexible and viable for predicting the wind’s properties
than other models (e.g., Schulte in den Ba¨umen et al. [2011, 2012] and Tasnim
and Cairns [2016]) which constrain rs to a certain distance. Note that Schulte
in den Ba¨umen et al. [2011, 2012]’s models assumed rs > R⊙ whereas Tasnim
and Cairns [2016]’s model considered rs > ra.
3.6.3 Analytic Radial Variations of Bφ(r, φ) and vφ(r, φ)
The expressions (3.36) and (3.37) for vφ(r, φ) and Bφ(r, φ) show that they are
interrelated. In addition, vφ(r, φ) and Bφ(r, φ) depend on Br(r, φ) and on the
intrinsic quantities Bφ(rs, φs), Br(rs, φs), and vφ(rs, φs). Figure 3.10 shows the
radial variations of vφ(r, φob) and Bφ(r, φob) for various values of φob during
the period 1 to 27 August, 2010, predicted using (3.36) and (3.37). Significant
changes in both vφ(r, φob) and Bφ(r, φob) occur for radii less than ra(φob), with
φob parametrised by time, while both vφ(r, φob) and Bφ(r, φob) fall off as r
−1 at
large r (r ≫ ra(φob)). Note that the gaps in curves in Figures 3.10 and 3.11
correspond to the singularities at ra(φob) expected from (3.36) and (3.37).
Although vφ(r, φob) and Bφ(r, φob) tend to depend on each other, (3.37)
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Figure 3.10: Radial variations of (a) Bφ(r, φ) and (b) vφ(r, φ) using (3.37),
(3.36), and 1AU data for different phase angles φ(t) for the new accelerating
solar wind model. Panels (c) and (d) show the variations of log |Bφ(r, φ)| and
(d) log |Bφ(r, φ)| with log[r/R⊙] for the same phase angles.
shows that Bφ(r, φob) can be oppositely directed to vφ(r, φob) depending on the
directions of Bφ(rs, φs), δvφ(rs, φs), or Br(rs, φs). Figure 3.11 (a) shows several
φob = φob(t) when vφ and Bφ are in the same direction whereas Figure 3.11 (b)
shows cases when vφ and Bφ are oppositely directed to each other. As found
by Weber and Davis [1967], vφ(r, φ) increases from vφ(rs, φs) to a peak in the
range 5R⊙− 20R⊙ before decreasing at the large r, always retaining the same
sign at all r for a given φob.
3.6.4 Angular Momentum Per Unit Mass Variation with
t(φ)
Figure 3.12 shows that the time variations of the angular momentum per unit
mass (L) predicted from (3.14) vary in the wide range of 1012m2s−1 to 1015
m2s−1. The average magnitude of L is 〈L〉 ≃ 5×1014 m2s−1 which is larger than
Weber and Davis [1967]’s prediction of LWD = Ωr
2
a ≃ 1.5 × 10
14m2s−1. Note
that Weber and Davis [1967] predicted LWD = Ωr
2
a using ra = 10R⊙ whereas
the new model predicts 〈ra〉 ≃ 12R⊙. Importantly, using the expression L =
Ωr2a with the new model’s prediction for ra(φa) yields values of L that are
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Figure 3.11: Variations of the predicted values of Bφ(r, φ) with vφ(r, φ) for
the new accelerating solar wind model for certain times during the period 1-27
August, 2010. (a) Chosen phase angles [φob = φob(t)] when Bφ(r, φ) and vφ(r, φ)
are in the same direction and (b) some chosen phase angles when Bφ(r, φ) and
vφ(r, φ) are oppositely directed.
typically of very similar magnitudes to the new model’s predictions, varying
in the same range (1012 m2s−1 to 1015 m2s−1) with the same average as the
accelerating solar wind, but sometimes with structural changes in longitude.
This implies that the magnitude of L mainly depends on ra(φa), and that larger
ra provides the larger values of L, and vice versa. Notably, changes in sign of
L are also evident driven primarily by the changes in sign of vφ(rs, φs) in (3.14)
for the new model.
An important quantitative result of Figure 3.12 is that L varies significantly
in magnitude and direction with time/longitude. Physically, these significant
variations should drive waves and turbulence in the solar wind, starting near the
Sun but extending to 1AU and beyond. Note that MHD waves and turbulent
motions are known to be present from the low solar atmosphere out into the
solar wind at 1AU and beyond [Tu and Marsch, 1995; Cranmer , 2005]. In
other words, the wind properties at the inner boundary predicted by the new
accelerating wind model are highly variable and the large scale variations in
L(φob) predicted by them should drive solar wind variability and turbulence
from the Sun to 1AU. This turbulence driver does not appear to be included
96
0 100 200 300 400 500 60010
11
12
13
14
15
16
Time (hours)
lo
g[
 |L
| /m
2 s
−
1  
]
 
 
for accelerating vr(r) model
mean |L| (predicted for vr(r))
Ωr2
a
(using predicted ra)
mean Ωr2
a
for Weber and Devis model (when ra = 10R⊙)
Figure 3.12: Predicted angular momentum per unit mass L carried away from
the Sun for the period 1-27 August, 2010 from the new accelerating solar wind
model (black solid line). The black broken line shows the statistical mean of
L. Weber and Davis [1967] predicted L = r2aΩ where ra = 10R⊙ (green line).
The red line shows the expression L = r2aΩ using the new model’s prediction
for ra(φob), and the red broken line shows the corresponding mean.
in most turbulence models. Similarly, the predicted variability in L is not
included in estimates of angular momentum loss from the Sun.
3.6.5 Electric Field in the Corotating Frame, E′
The new model allows intrinsic non-radial velocity and magnetic field com-
ponents at the inner boundary, does not require zero electric field E′z in the
corotating frame, and also relaxes the assumption of corotation at the inner
boundary. Noting that B = B′ in the nonrelativistic regime, the model yields
v′ and B′ and so E′z via (3.7). Fitting the model to the 1AU data therefore
allows us to test whether E′z = 0 and so v
′ ‖ B′ (B′ = B). Note that the
standard theoretical assumption (e.g. Parker [1958]; Weber and Davis [1967])
is that E′ = 0.
Before fitting the new model to data, we revisit the alignment condition and
the fields E′ in the models of Parker [1958], Weber and Davis [1967], Keppens
and Goedbloed [1999], and Hu et al. [2003]. We assume first that E ′φeφ+E
′
p 6= 0,
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by using (3.7) and the Wind spacecraft’s 1AU data for six values of t = t(φ).
c.f. (3.6). In the frozen-in approximation, the φ component yields
E ′φeφ = vp ×Bp = 0. (3.40)
Equation (3.40) demonstrates that the toroidal or azimuthal electric field van-
ishes in the corotating frame when vp and Bp are aligned, and vice versa. Thus
the assumption of Keppens and Goedbloed [1999] and Hu et al. [2003] that the
flow streamlines and magnetic field lines are aligned in the meridional plane
requires E′φ = 0. Note that in the present paper’s model vθ = Bθ = 0, so that
E ′φ = 0.
Rearranging (3.6)
E′p = −vp ×Bφeφ − (vφ − Ωr)eφ ×Bp = 0. (3.41)
Taking magnitudes and assuming vp ·Bp > 0, (3.41) reduces to
Bφvp = vφBp − ΩrBp = 0, (3.42)
and we can then rearrange (3.42) in terms of the function Ω related to the
electric field in Keppens and Goedbloed [1999]’s model, with
Ω = (vφ −
Bφvp
Bp
)/r. (3.43)
The logic can also be reversed. Thus (3.43) requires the assumption E′p =
0. Therefore, the combination of (3.41) and (3.43) assumed by Keppens and
Goedbloed [1999] are equivalent to the assumption E′ = E′p + E
′
φ = 0.
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Figure 3.14: Time variation of E′(rs, φs) for rs = R⊙ in the corotating frame
for the period 1-27 August, 2010. Here + symbols show values of E′ parallel
to the z-axis while - symbols show values of E′ anti-parallel to the z-axis.
Now, we can also rewrite (3.41) as
E′p = E
′
rer + E
′
θeθ = (vφ − Ωr)Breθ − vrBφeθ − (vφ − Ωr)Bθer + vθBφer,
(3.44)
where er × eφ = eθ, eφ × eθ = er, and eθ × er = eφ. The θ and r components
of (3.41) and (3.44) can be written as
E′θ = E
′
θeθ =
[
− vrBφ + (vφ − Ωr sin θ)Br
]
eθ, (3.45)
and
E′r = E
′
rer =
[
vrBφ − (vφ − Ωr sin θ)Br
]
er, (3.46)
respectively. The assumption E′θ = 0 allows us to rewrite (3.45) as
vφ − vrBφ/Br = Ωr sin θ. (3.47)
Equation (3.47) enforces the requirement that the θ component of the elec-
tric field in the corotating frame is zero. Hu et al. [2003] obtained (3.47) by
analysing angular momentum conservation and implemented (3.47) in their
analysis. Thus, Hu et al. [2003]’s analysis requires E ′θ = 0. However, quation
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Figure 3.15: Time variations of the (a) sonic point temperature and (b) power-
law index γ predicted using (3.32) and (3.50), respectively, for the period 1-27
August, 2010. In (b) the dashed green line shows that the statistical mean of
γ (0.64) is very close to the independent empirical value of 0.67 [Maksimovic
et al., 1997b; Richardson and Paularena, 1997; Robinson and Cairns , 1998].
(3.46) suggests that a nonzero electric field component (E′r) can still exist in
the corotating frame in the Hu et al. [2003] model.
Figure 3.13 shows the radial variation of E′z predicted by (3.7) for several
φob, with E
′
z along the ±z axes. Clearly, E
′
z is high close to the Sun, decreasing
with increasing r as |E′z| ∝ r
−1. It is clear that E′z 6= 0 at any r for this model;
put another way, v′ and B are not aligned in the corotating frame, contrary
to the standard theoretical assumption [e.g. Parker [1958], Weber and Davis
[1967], Jokipii and Ko´ta [1998], and Keppens and Goedbloed [1999]] or the
assumption E′θ = 0 (this includes z axis component E
′
z = 0 for our setup) of
Hu et al. [2003].
The model’s predictions for E′z at the inner boundary (rs = R⊙) are shown
in Figure 3.14 for the period 1-27 August, 2010. The figure shows that E′z is
often large at the inner boundary, with magnitudes that vary between 10−3 and
0.5V. The consequences of high electric fields are explored in Section 2.6.
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3.6.6 Power-Law Index, γ
In the model developed analytically in Sections 2.3 and 2.4, an isothermal sys-
tem is assumed so as to predict the accelerating wind profile vr(r, φ). However,
in reality the ion temperature close to the Sun is of the order of 1 × 106K −
2× 106K, much higher than the temperature order of 2− 20× 104K observed
near 1AU. We also assumed a sonic point radius at 5R⊙, which is very close to
the corona. Importantly, numerical solutions of (3.11) for power-law temper-
ature profiles Ti(r) show relatively small changes in vr(r) from the isothermal
predictions (not shown).
Accordingly, for the purposes of better modelling the plasma, we now con-
sider a power-law model for Ti(r) but retain the isothermal approximation for
vr(r). The power law model allows us to write the ion temperature as a function
of r and φ as
Ti(r, φ) = Ti(rob, φob)
(rob
r
)γ
. (3.48)
We can then find the power-law index γ using the observed ion temperature
at 1AU, Ti(rob, φob) = Tiob and the prediction Ti(rso, φso) = Tiso at the sonic
point rso obtained from (3.33) using the observed values of vr(rob, φob), via
Tiob
Tiso
=
( rso
rob
)γ
, (3.49)
γ =
log
[
Tiob
Tiso
]
log
[
rso
rob
] . (3.50)
Figure 3.15 shows the variations with phase angle φob = φob(t) predicted
for variations of the predicted (a) Tiso and (b) γ by fitting the model to the
observed 1AU data, using (3.32)-(3.50). The predicted values of Tiso are of
the order of 0.5 × 106K − 2 × 106K, as expected for coronal temperatures.
Moreover, the predicted values γ vary between 0.25 and 1.25 with a statistical
mean of 0.64. This mean is very close to the empirical power-law index γ ∼ 0.67
obtained using independent analyses of observational data [Maksimovic et al.,
1997b; Richardson and Paularena, 1997; Robinson and Cairns , 1998].
3.6.7 Illustration of Global Plasma and Field Quantities
Predictions for solar wind quantities as functions of r and φ for both the accel-
erating and constant [Schulte in den Ba¨umen et al., 2012] solar wind models
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in the equatorial plane are shown in Figure 3.16 for the period 1 to 27 August,
2010. Subplots (a), (e), (i), and (m) of Figure 3.16 show how the extracted
vr, ni, Ti, Bφ(r, φ) vary with r and φ for the accelerating solar wind model
from the Sun to 1AU while panels (c), (g), (k), and (o) zoom in the color plots
for the preceding quantities to bring out the changes close to Sun. Subplots
(b) vr, (f) ni, (j) Ti(r), and (n) Bφ(r, φ) are predicted using Schulte in den
Ba¨umen et al. [2011, 2012]’s model with a constant vr, and panels (d), (h), (l),
and (p) are zooms of the above quantities close to the Sun. Figure 3.16 shows
clear evidence for the existence of CIR-like structures in the plasma quantities.
For instance, in zones with high speeds (& 550 kms−1), densities (& 108m−3),
and temperatures (& 0.5× 106K) are clearly visible near (X, Y ) ≃ (1, 0), and
(X, Y ) ≃ (0.8, 0.6). Comparing panels (c), (g), (k), (o), with panels (d), (h),
(l), (p) shows that the differences between the two models are significant near
the inner boundary (rs = R⊙) where the solar wind is accelerating. Subplots
(o) and (p) show that the predictions for Bφ(rs, φs) from the two models not
only have different magnitudes but also have slightly different magnetic sec-
tor changes (different sector structures are clearly visible in Figure 3.8 when
r = rs).
Figure 3.17 displays the predicted (a) vφ(r, φ), (b) L(r, φ), and (c) E
′(r, φ)
for the new model, which allows a deviation from corotation. Figure 3.17
(a) shows that vφ(r, φ) has notable variations with r and φ, and that the
new model’s predictions for vφ(r, φ) have significantly different structures than
Bφ(r, φ). These structural variations between the azimuthal flows and magnetic
fields are manifestations of the existence of intrinsic, non-zero quantities δvφ
and Bφ(rs, φs) at the inner boundary. Figure 3.17 (b) shows that the predicted
angular momentum is constant along a streamline but with strong variabilities
with φ = φ(t) that provide a driver for solar wind turbulence, waves, and other
disturbances from the inner boundary to 1AU and beyond. Figure 3.17 (c)
shows the presence of E′(r, φ) 6= 0 at all r and φ in the corotating frame and
that the predictions for E′ vary strongly with r and φ = φ(t). Note that the
predicted E′ field is along the ±z axes, i.e. perpendicular to the solar equatorial
plane.
3.7 Discussion and Conclusions
In the new model, the velocity v′ in the corotating frame is allowed to have
a component perpendicular to B′, so that E′z = v
′ ×B′ 6= 0 in general, but
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∇× E′ = 0 is required (dashed variables are in the frame corotating with the
Sun). However, the standard assumption [Weber and Davis , 1967] is that v′
and B′ are aligned, so that E′z = 0. Similarly, as described in Section 3.6.5,
the solar wind model of Keppens and Goedbloed [1999] assumes E′ = 0 in the
rotating frame, since they assume (3.43). However, the model of Hu et al. [2003]
has a nonzero E′r component in the rotating frame [as in equation (3.46)]. It is
appropriate to emphasize that the assumption E′ = 0 is stronger than the new
model’s assumption ∇× E′ = 0. A result of fitting the new model to data is
that E′z 6= 0 in general (Figures 3.13, 3.14, and 3.17), instead being significant
at all r and φ. Combination of E′ and other drifts has consequences for particle
energisation and scattering. Moreover, E′ and E lead to lead to E × B drifts
in the equatorial plane, as shown below.
Clearly, Figures 3.7 – 3.9 and 3.16 show strong r and φ variations of B, so
that non-zero gradients ∇B and curvatures of field lines exist. Thus significant
∇B and curvature drifts are expected for particles with sufficient v⊥ and v‖,
respectively. Crucially, these drifts are out of the plane and so either parallel
or anti-parallel to E′z in the present 2D model. The drifting particles will then
gain or lose energy due to the E′z field (as they will for the standard assumed
field E = −vsw ×B), with the gain/loss depending on the value of v⊥ and v‖
for the particles.
The changes in energy associated with these drifts can be large, depending
on the directions of E′z (and Ez), the drift distance (vector), v⊥, and v‖. For
instance, with |E′z| ≃ 0.1 V/m near rs in Figure 3.14, if the ∇B or curvature
drift moves the particle a distance d along E′z then the energy charge qE
′d is of
order of 1MeV for d = 107 ≃ 0.01R⊙ ≃ 10
−5AU. Such distances and energy
changes appear not unreasonable, with both smaller and larger values also
viable. However, noting that E′z, B, and ∇B vary significantly with φ and r
(Figures 3.13, 3.14, and 3.17 (c)), this effect may manifest itself mostly as
heating and scattering processes due to particles having multiple episodes of
energy gain and loss and of different drift velocities.
The new model assumes a constant spatial pattern of the solar wind for
one solar rotation. If a spacecraft travels a distance ∆S1AU along the Earth’s
orbit, forming an arc of angle ∆θ at the center of the Sun, then ∆θ = ∆S⊙/R⊙
= ∆S1AU/(1AU). A spacecraft with an orbital speed equal to the Earth’s
(VEarth = 3× 10
4ms−1) moves a distance, ∆S1AU = VEarth∆t. Thus, we can
write ∆S⊙ = VEarth∆tR⊙/1AU = 3×10
4ms−1∆thr×3600×6.9× 10
8/1.5× 1011
≃ 5× 105∆thr,1AUm at the Sun. The average timescale of δvφ’s sign changing
is 10 hours, which corresponds to a displacement of ∆S⊙ ∼ 5× 10
6m ≃ 5Mm.
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This displacement is comparable to the characteristic size of granules. The
minimum timescale for the sign changing is 1 hour, which results in a displace-
ment of 0.5Mm, and the maximum timescale is 40 hours, which corresponds to
a displacement of 20Mm. These displacements for the maximum and minimum
sign changing timescales are analogous to the cell sizes of supergranulation and
granulation cells, respectively.
Note that granulation cells have a characteristic cell size of Sgran ≃ 2Mm
with a life-time of the order of Tgran ≃ 8 − 10 minutes, and supergranulation
cells have a cell size of Ssupergran ≃ 30Mm with a life-time of Tsupergran ≃ 1− 2
days. The time and distance scales of granulation correspond to azimuthal
speeds of the order of vφ gran ≃ Sgran/Tgran ≃ 3 kms
−1 [Jokipii and Parker , 1968;
Jokipii and Ko´ta, 1998], whereas supergranulation cells have azimuthal speed
vφ supergran ≃ Ssupergran/Tsupergran ≃ 0.2 kms
−1. The values of vφ(rs, φs) predicted
by fitting data to the accelerating solar wind model are thus analogous to the
azimuthal velocities due to the granulation and supergranulation motions.
The effect of deviations from corotation at inner boundary can be quantified
using 〈|∆vφdev(1AU)|〉 = 〈|vφ(1AU)− vφTC(1AU)|〉. This is the average of the
differences in azimuthal velocity at 1AU between the new model, which allows
a deviation from corotation and includes an accelerating wind profile, and a
modified version of Tasnim and Cairns [2016] model which assumes corotation
at the inner boundary (but now with an accelerating wind). For the period
1-27 August, 2010, 〈|∆vφ dev(1AU)|〉 ≃ 1.6 kms
−1 with a standard deviation of
1.6 kms−1. Another quantity to consider is the difference at 1AU between the
predicted vφ(1AU) and the angular velocity r
2
sΩ/1,AU predicted for r = 1AU
assuming corotation at the inner boundary and conservation of fluid angular
momentum [Jokipii and Ko´ta, 1998; Schulte in den Ba¨umen et al., 2011, 2012].
For this period 〈|vφ,L(1AU)|〉 = 〈|vφ(1AU) − r
2
sΩ/1AU|〉 ≃ 0.7 kms
−1 with
a standard deviation of 0.5 kms−1. The quantity 〈|vφ,L(1AU)|〉 ignores the
peaking of vφ(r) at r = rA, cf. Weber and Davis [1967] and Figures 3.10
(b) and 3.10 (d). The results for 〈∆vφ,dev(1AU)〉 6= 0 and 〈∆vφ,L(1AU)〉 6=
0 support the interpretation that deviations from corotation are important,
with observable consequences at 1AU, although their statistical significance is
relatively weak. They are also inconsistent with the usual approximation of
corotation at small r (e.g. Parker [1958]; Weber and Davis [1967]; Schulte in
den Ba¨umen et al. [2011, 2012]; Tasnim and Cairns [2016]).
The average absolute deviation of the observed azimuthal magnetic field at
1AU from the Parker spiral is 〈|∆Bφdev(1AU)|〉 = 〈|Bφ(1AU)+Br(1AU)(1AU−
rs)Ω/vr(1AU)|〉 ≃ 1.5 nT ≃ 〈|Br(1AU)|〉 for the period 1-27 August, 2010.
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This result shows that the azimuthal deviation from the Parker spiral is sub-
stantial at 1AU and has the same magnitude as the radial magnetic field.
Interestingly, the average absolute deviation of the observed Bφ acc(r, φ) us-
ing (3.37) at 1AU from the Parker spiral, 〈|∆Bφ(1AU)|〉 ≃ 〈|Bφ acc(r, φ) +
Br(1AU)(1AU − rs)Ω/vr(1AU)|〉 ≃ 1.4 nT ≃ 〈|∆Bφ div(1AU)|〉. Note that
(3.37) shows that ∆Bφ(1AU) at 1AU is mainly due to the intrinsic veloc-
ities and that the magnetic fields at the inner boundary, and magnitude of
∆Bφ(1AU) at 1AU also depends on the the accelerating radial speed profile.
Thus, it is not inconsistent to infer that the intrinsic non-radial magnetic fields
and velocities at the inner boundary should lead to non-radial magnetic fields
at 1AU. A related inference is that Bφ(rs, φs) has significant effects on the
azimuthal magnetic field of the solar wind at any r. In other words, the new
accelerating solar wind model relaxes the most widely used assumptions of
〈∆δvφ(rs, φs)〉 ≃ 0 [Parker , 1958; Schulte in den Ba¨umen et al., 2011, 2012;
Tasnim and Cairns , 2016], and 〈∆Bφ(rs, φs)〉 ≃ 0 [Parker , 1958; Weber and
Davis , 1967], and finds important effects due to the intrinsic azimuthal field
and flow velocity.
The extracted vφ(rs, φs) values vary significantly with r and φ (Figures 3.4,
3.5, 3.6, 3.10 (b), and 3.17). They demonstrate that a significant deviation
from corotation is present. These deviations are close to zero when averaged
over a solar rotation but have sufficient magnitude to sometimes cause the solar
wind net azimuthal velocity to be directed opposite to the corotation direction.
Put another way, the deviations from corotation significantly change the flow
pattern and often prevent the solar wind from corotating.
Another result of this model is that Lz changes with φ(t). The major
variability in Lz with φ, both in magnitude (a factor of 100) and direction
suggest that the solar wind drives turbulence from near the Sun to 1AU. Put
another way, variabilities in photospheric and coronal sources of the solar wind
should act like a source of vorticity and turbulence from the inner boundary
outwards.
In this new model, we assume the most plausible and general boundary
conditions at the inner boundary, including acceleration of the solar wind,
non-zero intrinsic azimuthal components of velocity and magnetic field, and a
deviation from corotation. However, this remains a two dimensional equatorial
model (so it does not account for the latitudinal (θ) variations of the solar
wind). The proposed Solar Probe Plus (SPP) trajectory is nearly elliptical,
only 3.4◦ from the ecliptic plane, and will approach to a perihelion distance of
8.5R⊙. Observations from Solar Probe Plus will thus be well suited to testing
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the model’s predictions at the SPP’s location, driven by 1AU data. Similarly,
observations from Solar Orbiter, Messenger, and BepiColombo can be used to
test the model when near the equatorial plane.
Several three dimensional global and numerical simulations [Roussev et al.,
2004; van der Holst et al., 2010; Oran et al., 2013; Feng et al., 2015; Schmidt
et al., 2014a; Cohen, 2015] provide detailed models and predictions for the
corona and the solar wind. However, these simulations assume purely radial
solar wind at the inner boundary to initiate the simulations. One possible
application of this paper’s new data-driven accelerating solar wind model is
to provide more realistic non-radial boundary values for the plasma velocity
and magnetic field to initiate MHD simulations. Furthermore, the new model’s
predictions will enable us to test simulation results against theory, and vice
versa.
In conclusion, a new accelerating solar wind model is presented that consid-
ers non-radial intrinsic velocities and magnetic fields from the inner boundary
outwards, relaxes the strong assumptions of corotation and zero electric field
in the corotating frame, and assumes angular momentum conservation. Fitting
the model to solar wind data for the period 1− 27 August 2010 from the Wind
spacecraft, we demonstrate that the new model predicts reasonable and con-
sistent values of the Alfve´nic critical radius (rA), and shows global radial and
longitudinal phase angle variations of the plasma and magnetic field quantities
in the equatorial plane. The results depart significantly from the predictions
of constant radial speed models [Schulte in den Ba¨umen et al., 2011, 2012;
Tasnim and Cairns , 2016]. This demonstrates that the accelerating profile for
vr(r), and the non-zero intrinsic δvφ(rs, φs) do have quantitative and qualitative
effects on solar wind properties, especially close to the Sun. The new model
predicts that the wind typically does not corotate at the inner boundary (or
above), the electric field in the corotating frame has significant magnitudes at
all r, and the field and angular momentum both vary, in sign and magnitude,
with longitude. However, the new accelerating solar wind model contrains the
magnetic field and velocity in the equatorial plane, since it ignores the θ com-
ponents of velocity and magnetic field. Since the magnetic field lines at 1 AU
are often connected to the polar coronal holes, this neglect may not always be
justified. Specifically, the north-south Bθ component is important to predict
space weather whereas the polar velocity vθ is significant during the CME and
CIR events.
Future work will compare the new model’s predictions with MHD simulation
results for the equatorial plane. Future improvements of the model will include
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address latitudinal variation of the wind, to provide a more complete three-
dimensional picture of the solar wind, and to enable detailed comparison with
3D simulation results.
3.8 Observations from the Wind Spacecraft
Figure 3.18 displays the observations of wind flow speed vr, ion temperature
Ti, ion number density ni, B, and the r, θ, and φ components of B at 1AU for
the solar period of 1-27 August, 2010 from the Wind spacecraft [Tasnim and
Cairns , 2016]. Note that the CME list “Near-Earth Interplanetary Coronal
Mass Ejections since January 1996” compiled by Richardson and Cane [2015]
shows a CME near hour 72.
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Figure 3.16: Predictions of the new model with an accelerating solar wind and
the constant speed model of Schulte in den Ba¨umen et al. [2012]. Panels (a)
and (c) show vr(r), (e) and (g) show ni(r), and (m) and (o) show Bφ(rs, φs) for
the accelerating solar wind model whereas (b) and (d) display vr(r), (f) and
(h) display ni(r), (j) and (l) display Ti(r), and (n) and (p) display Bφ(r, φ)
for the constant speed solar wind using Schulte in den Ba¨umen et al. [2011,
2012]’s model. The two left hand columns are for the domain r = 1R⊙ to
1AU whereas the remaining columns are for |X| ≤ 0.1AU and |Y | ≤ 0.1AU.
The solar wind models are driven by Wind spacecraft data for the period 1-27
August, 2010. The Sun is at (X, Y ) = (r cosφ, r sinφ) = (0, 0) and the Earth
is at r = 1AU.
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Figure 3.17: Predictions of the data-driven two dimensional solar wind model
for the period 1-27 August, 2010: (a) vφ(r, φ), (b) L(r, φ), and (c) E
′(r, φ),
obtained using (3.36), (3.15), (3.7), respectively, and using the Wind spacecraft
data. The Sun is at (X, Y ) = (r cosφ, r sinφ) = (0, 0), and the Earth is at
r = 1AU. Note that positive values of (a), (b), and (c) correspond to vφ(r, φ),
L(r, φ), and E′(r, φ), respectively, being directed in the corotation direction,
and negative values correspond to the preceding quantities being oppositely
directed.
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Figure 3.18: Appendix A: One-hour averages of vr(1AU), Ti(1AU), ni(1AU),
B(1AU), Br(1AU), Bφ(1AU), and Bθ(1AU), observed at 1 AU for the period
1-27 August, 2010. The data are Wind spacecraft data accessed from CDAWeb
with the magnetic components in HS (Heliocentric Solar) coordinates. The red
bar above the top panel indicates the time when a CME is present.
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Chapter 4
A Detailed Comparison of Simu-
lation Outputs with Observations
and Analytic Predictions for an
Accelerating Solar Wind
[To be submitted by S. Tasnim, Iver H. Cairns, and J. M. Schmidt]
4.1 Abstract
We present a detailed comparison between Chapter 3’s new accelerating so-
lar wind model, observational data, and outputs of the Block-Adaptive-Tree-
Solarwind-Roe-Upwind-Scheme (BATS-R-US) simulation code in the solar equa-
torial plane for the solar rotation period from November 21 to December 17,
2013. The analytic model’s predictions are driven using Wind spacecraft data.
Long run time and higher order initial grid refinement help the simulation to
achieve a relaxed condition for the solar wind variables with better agreement
between observations and data-driven predictions. The current version of the
BATS-R-US simulation code includes two different numerical models, treating
the solar corona (SC) and the inner heliosphere (IH) separately. Simulated
variables from the IH module agree rather well with analytic predictions in
comparison with SC module’s outputs. Overall, analytic predictions for ra-
dial and azimuthal magnetic field components (Br and Bφ) have much better
agreement with the simulated plasma quantities than the number density (ni),
velocities (vr and vφ), and temperature (Ti). The simulation outputs do show
the existence of spiral structures in the magnetohydrodynamical variables, but
the analytic results predict more structures than exist in the simulation re-
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sults. The data-driven solar wind model interprets the non-radial intrinsic
velocities and magnetic fields in term of convective cell motions on the photo-
sphere whereas the simulation does not include convective cells in the numerical
model. Radial profiles of the plasma quantities along a plasma fluxtube show
gross agreement with the analytic radial profiles.
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4.2 Introduction
Research on the global three dimensional (3D) structure of the solar wind and
interplanetary space is becoming increasingly important as multiple groups
now require realistic, time-specific descriptions of the solar wind and the solar
corona. This information is needed in its own right but also as the descrip-
tion of the medium through which transients like CMEs, shocks, and fast and
slow solar wind streams develop and evolve. These transients lead to Space
Weather in the vicinity of Earth and in interplanetary space, the monitoring
and prediction of which are also topics of growing interest.
Magnetohydrodynamic (MHD) three-dimensional and global numerical sim-
ulations [Mikic´ et al., 1999; Roussev et al., 2003, 2004; Cohen et al., 2007, 2008;
Downs et al., 2010; van der Holst et al., 2010; Oran et al., 2013; Cohen, 2015]
offer an important way to study the solar corona and interplanetary space.
These simulations complement observations as well as data driven models like
those in Chapter 2 and 3.
Different numerical models focus on various aspects of the corona and so-
lar wind. An empirical heating term was included in the energy equation
[Usmanov , 1993; Mikic´ et al., 1999; Suess et al., 1999; Gorth et al., 2000] to
provide more realistic radial and longitudinal profiles of the solar wind. Wu
et al. [1999] modeled the solar wind’s radial acceleration by including a spa-
tially varying polytropic index. Usmanov et al. [2000]; Usmanov and Goldstein
[2003] included Alfve´n wave turbulence in the WKB approximation to heat and
accelerate the solar wind flow. Solar magnetogram data and PFSSM (poten-
tial field source surface model) have been used to better model the magnetic
structures from the corona to 1 AU, and even beyond [Altschuler and Newkirk ,
1969; Altschuler et al., 1977; Cohen, 2015].
Magnetohydrodynamic simulations are often used to investigate the prop-
erties and evolution of coronal mass ejections (CMEs) [Manchester IV et al.,
2008; Riley et al., 2008; Jin et al., 2013], the origin of CMEs [Roussev et al.,
2003, 2004], CME-driven shocks and type II solar radio bursts [Schmidt et al.,
2013; Schmidt and Cairns , 2014; Schmidt et al., 2014b; Schmidt and Cairns ,
2016], and so on. The most widely used 3D MHD simulation code is the
University of Michigan’s Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme
(BATS-R-US) [Powell et al., 1999; Roussev et al., 2003, 2004; G. Toˆth, 2012].
For instance, recent work [Cohen et al., 2007, 2008; Downs et al., 2010; van der
Holst et al., 2010; Oran et al., 2013; Schmidt et al., 2013; Schmidt and Cairns ,
2014; Schmidt et al., 2014b; Cohen, 2015; Schmidt and Cairns , 2016] has initial-
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ized the BATS-R-US simulation code using photospheric magnetic field data
from the Wilcox observatory, coronagraph images from the SOHO/LASCO in-
strument, and observed density data by the ACE spacecraft at 1 AU to develop
more realistic models for the solar wind plasma and magnetic fields for specific
CMEs to move through. The simulation code also predicts properties and evo-
lution of CME-driven shocks. However, its primary purpose in this chapter is
the prediction of the spatially varying corona and the solar wind.
The simulation outputs have not yet been compared with analytic predic-
tions in order to test the simulated plasma quantities. This comparison also
should help us to understand the physics and provide support for the simulation
results. Additionally, development of analytic models will help to explain the
underlying physics of numerical results and provide more accurate and physical
ways to initialize the codes.
We run the BATS-R-US simulation for a solar month which starts on
November 21 and ends on December 17 of 2013. We choose this month since a
CME eruption was observed on November 29, 2013 [Gopalswamy and Howard ,
2009] and the BATS-R-US code has been used to predict the type-II solar ra-
dio burst, the propagation of the CME and the radio emission [Schmidt et al.,
2013], as well as a comparison with the CME and radio observations for this
particular event. The simulated plasma properties agreed quite well for the
CME event [Schmidt et al., 2013].
In order to compare the simulation model with analytic predictions, we use
the new Tasnim et al., [2016] model which is presented in the Chapter 3. This
data-driven model includes an accelerating solar wind profile and non-radial
intrinsic velocity and magnetic field components, considers angular momen-
tum conservation, and allows a deviation from corotation. Intrinsic non-radial
velocities and magnetic field components are interpreted in terms of the granu-
lation and supergranulation motions. The assumptions of non-radial velocities
and magnetic fields allow an electric field component along the z axis in the
corotating frame. The data-driven model uses Wind spacecraft data and ex-
trapolates 1 AU data towards the source surface. The accelerating model thus
provides a new and more complete description of the solar wind which allows
us to compare analytic predictions with simulation outputs.
The current analytic model is confined to the equatorial plane. For simplic-
ity, we assume that the simulation outputs in the ecliptic plane are comparable
with the analytic model’s output in the equatorial plane. We use Wind space-
craft data for the solar month November 21 to December 17 of 2013 to compare
analytic predictions with simulated quantities for all heliolongitudes.
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The chapter is structured as follows. In Sec. 4.3, we outline the MHD
model in the BATS-R-US setup. We present a review of the accelerating solar
wind model in Sec. 4.4 with a brief discussion about the basic assumptions. In
Sec. 4.5 and Sec. 4.6, we describe the importance of the runtime for the sim-
ulation initialization and the necessity of higher order initial grid refinement.
Sec. 4.7 provides qualitative aspects of the BATS-R-US outputs vs analytic
predictions. We quantitatively compare simulated variables with analytic pre-
dictions for the IH (Inner Heliosphere) module in Sec. 4.8 and for the SC (Solar
Corona) module in Sec. 4.9. We briefly discuss predictions for the angular mo-
mentum and electric fields using the simulation outputs and analytic results
in Sec. 4.10. Finally, in Sec. 4.11, we discuss the findings and conclude the
chapter.
4.3 MHD model and Setup of BATS-R-US
We describe the three-dimensional MHD model [Cohen et al., 2007, 2008;
Downs et al., 2010; van der Holst et al., 2010; Oran et al., 2013; Cohen, 2015]
for the time-stationary solar wind which is solved in the BATS-R-US set-up.
4.3.1 MHD Model for the Radial Velocity, Density, and
Temperature
The initialisation of the BATS-R-US code uses a refined version of the Wang-
Sheeley-Arge (WSA) solar wind model [Arge and Pizzo, 2000; Arge et al., 2004],
combining this with the 1 AU density data from the ACE spacecraft for a high
level initialisation either refinement run or average parameters for a low level
initial refiment run to model the solar wind properties for a solar rotation pe-
riod. The BATS-R-US setup also includes empirical heating terms and spatially
varying polytropic indices to address the nonadiabatic expansion and heating
of the corona and the solar wind plasmas. The radial wind speed, using the
above, reduces to
vsw = 265 +
1
(1 + fs)1/3
[5.9− 1.5e[1−(θb/7)
5/2]]7/2 kms−1, (4.1)
where fs = (rs/R⊙)
2[B(rs)/B(R⊙)] [Wang and Sheeley , 1990] is the magnetic
flux tube expansion, R⊙ is the solar radius, rs ∼ 2.5Rs is the radius of the
source surface of solar magnetic field measurements, B is the magnetic field
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strength, and θb is the minimum angular separation in degrees of open flux
tubes from the boundary of coronal holes.
The MHDmodel assumes the total energy is dominated by the energy due to
the plasma bulk motion, with the thermal and gravitational energy negligible.
The bulk kinetic energy at the base of the solar corona is also assumed to be
negligible (≈ 0). The polytropic index at the coronal base or at the footpoint
of the open field line is predicted using the observed data or average values for
the solar wind speed (vsw) plus a the Bernoulli integral and the assumption
that the temperature at the source surface is T⊙ = 10
6K [Cohen et al., 2007,
2008; Schmidt et al., 2013; Schmidt and Cairns , 2014; Schmidt et al., 2014b;
Cohen, 2015; Schmidt and Cairns , 2016]. The Bernoulli equation relates the
two ends of the magnetic field lines by
vsw(θ, φ)
2
=
γs(θs, φs)
[γs(θs, φs)− 1]
ps(θs, φs)
ρs(θs, φs)
−
GM⊙
R⊙
, (4.2)
where γs, ps, and ρs are the polytropic index, pressure, and mass density,
respectively. Here G is the gravitational constant, and M⊙ and R⊙ are the
mass and radius of the Sun, respectively. The point (θs, φs) represent the
location of the footpoint of the magnetic streamline. In this MHD setup, the
polytropic indices are linearly interpolated from its photospheric value γs at the
heliocentric distance r = R⊙ to a spherically uniform value 1.1 at the source
surface at r = 2.5R⊙ [Cohen et al., 2007, 2008]. Then γ increases linearly with
distance from 1.1 to 1.5, and becomes uniform for r > 12.5R⊙. The polytropic
indices have an average value of 1.46 which is smaller than 5/3 which was
observed with HELIOS 1 [Totten et al., 1995].
The density and temperature at the solar corona are scaled as a function
of the expansion factor. The number density is assumed to be proportional to
1/v2sw where the number density is lower in open field region than the closed
field regions. The solar wind speed is assumed to be zero at the photosphere
[Cohen et al., 2007, 2008].
4.3.2 MHD model for the Magnetic Field
The potential magnetic field for the BATS-R-US code is calculated usingWilcox
magnetogram data where the source surface is assumed to be at an heliocen-
tric distance rs = 2.5R⊙ (R⊙ is the photospheric radius) [Cohen et al., 2007,
2008; Schmidt et al., 2014b; Schmidt and Cairns , 2016]. This magnetic field
distribution is considered as an initial condition for the subsequent relaxation.
116
The 3D solar coronal magnetic field is reconstructed using an initial setup by
a photospheric magnetogram data of a particular Carrington rotation (2144)
of the Sun. The steady state solar wind solution addresses a hot corona and
fully constructed solar wind [Pneuman and Kopp, 1971]. The solar wind then
stretches the initial magnetic field into the helmet-streamer topology. This
resembles the coronal structure observed during the solar eclipses.
Cohen et al. [2007, 2008] first applied Bernoulilli integrals to relate the
plasma and magnetic field measurements from the corona down to the solar
photosphere, using the spatially varying polytropic indices from (4.2) to explain
the nonadiabatic expansion of the solar wind. The simulation uses Cohen et al.
[2007, 2008]’s model to obtain the steady state condition for the solar corona
and the inner heliosphere modules.
4.3.3 IH and SC Modules of BATS-R-US
The BATS-R-US simulation code is fully parallelized and uses adaptive mesh
refinement [Powell et al., 1999]. Its current version (March 2015) includes two
numerical modules to simulate separately the solar corona (SC) and the inner
heliosphere (IH) modules [Cohen et al., 2007, 2008]. The SC and IH modules
are combined to describe the solar wind from the photosphere to 1 AU, and
beyond (240R⊙). The code employs the boundary values from the SC module
to initiate the IH module. However, the simulation data for both modules are
not extracted together. Currently, we have to run the code for the two modules
separately.
In an ideal BATS-R-US setup condition, the solar wind becomes super-
Alfve´nic at the boundary of SC and IH modules, and the information from
the SC naturally propagates outward to the IH module. In our BATS-R-US
simulation run the inner boundary for the IH module is set at 13R⊙. The SC
module has an outer boundary at a heliocentric distance r = 24R⊙ and an
inner boundary at 2.5R⊙. In the current BATS-R-US run, outputs from the
SC and IH modules combine at 13R⊙. When both of the modules start to
run simultaneously, the IH module drives the SC module’s outputs at its inner
boundary 13R⊙, while the SC module constrains the IH module’s outputs at
24R⊙. Therefore, the stand-alone run for the SC need not to give the same
output as the combined SC-IH run. Moreover, the IH module is turned on
after getting a steady state in the SC module. Then the SC module needs to
be turned off until the IH module reaches its steady state. Hence, the current
version of code (different from that used by [Schmidt et al., 2013; Schmidt and
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Cairns , 2014; Schmidt et al., 2014b]) does not run the solar corona and inner
heliospheric modules simultaneously and fully self-consistently. Instead, while
the combined simulation runs both the inner heliospheric and solar coronal
modules, the inner domain (the solar corona) does not allow us to retrieve any
information. Accordingly, to obtain data below 13R⊙, we run the SC module
without the IH module until a steady state condition in the BATS-R-US code
is achieved.
The simulation combines the magnetic field for two modules from the Sun
to 1 AU in the time-stationary sate with all terms in the MHD equations set
to ∂/∂t→ 0. In principle, the initial temporal variation is different from MHD
and nonrelevent. The initial conditions need not fully satisfy MHD equation.
Accordingly, the simulation code is run to get an MHD stationary state for
the whole domain. Then the code is run with time variations including solar
rotation switched on for 168 hours of physical time. We use either two or six
levels of grid refinement to initiate the simulation whereas the BATS-R-US
simulation allows nine levels of initial grid refinement. We use either two or
six levels of refinement as higher levels of simulation are computationally very
expensive. The simulation refines the grid throughout the whole simulation
using the criteria of field line reversal [Cohen et al., 2008].
The initial setup uses Wilcox Solar Observatory data for the Carrington
rotation (2143-2144). Note that the simulation setup has a CME (correspond-
ing to the CME event on November 29, 2013) which is not released. The
BATS-R-US simulation was initialised using data for the following time inter-
val: Carrington rotation (CT) 2043, 2044,
Beginning: 2013/11/21 - 01:26:43.
End time: 2013/12/17 - 22:57:35.
The central time was 2013/12/04 - 16:44:54.
4.4 Review of the Accelerating Solar WindModel
We predict the MHD properties of the solar wind for the period of interest
using the accelerating solar wind model of Chapter 3 [Tasnim et al., [2016]’s
model], which assumes the fluid velocity and magnetic fields have cylindrical
symmetry. The solar wind’s velocity and magnetic field then have non-zero
radial and azimuthal components from the source surface to any heliocentric
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Figure 4.1: 11-hour averages (blue lines) of Br(1AU), Bφ(1AU), vr(1AU),
ni(1AU), and Ti(1AU) observed at 1 AU. These are Wind spacecraft data for
the period November 21, 2013 to December 17, 2013 accessed from CDAWeb
with the magnetic components in the Heliocentric Solar (HS) coordinates. Red
lines are the BATS-R-US simulation outputs at 1 AU (for sixth order initial
grid refinement). The blue solid sections show when CMEs are present.
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distance, the z-components of all parameters along the cylindrical axis z (or the
θ components in spherical coordinate) are assumed to be zero. The model com-
bines an accelerating vr(r) profile for the isothermal hydrodynamic solar wind
with angular momentum conservation, the frozen-in field condition, Faraday’s
Law, and mass conservation. The model allows a deviation from the corotation
δvφ at the source surface (rs).
The analytic model is developed based on the following assumptions. (i)
The solar wind and the magnetic field structure are stationary over a solar
rotation (∂B/∂t = 0). (ii) The solar wind does not have any polar components
(i.e. vθ = 0 and Bθ = 0). (iii) The angular momentum conservation equation
assumes radially symmetric thermal and magnetic pressures, but this is not
enforced in the other equations. (iv) A non-relativistic system where B = B′
and v′ = vrer+vφeφ+Ωreφ in a reference frame corotating with the Sun (primed
variables). Here vr and vφ are the radial and azimuthal velocities and er and
eφ are the unit vectors. (iv) Non-corotating boundary conditions are allowed
at the source surface, with velocity components vφ(rs) = rsΩ + δvφ and v
′
r =
vr(rs) = vs and magnetic field components are Br(rs, φs) and Bφ(rs, φs). (v) Bφ
is constant either for all φ or else in connected domains of φ, i.e. ∂Bφ/∂φ = 0.
Finally, (vi) the magnetic terms are unimportant for the accelerating radial
wind speed profile.
A standard assumption for the solar wind is that the source surface is con-
stant over a solar rotation period. This assumption allows us to relate the the
solar wind quantities at the source surface as a function of time, radial dis-
tance rs, phase angles φs with the spacecraft observations at 1 AU. The model
relates observations rob, φob, φs, time tob, with the start time t0 of the interval
[t0, t0 + 27 days] by
φs = Ω(t− t0)−
(1AU − rs)Ω
vav
, (4.3)
and at any other φ(r) from rs to 1 AU,
φ(r) = φs +
(r − rs)Ω
vav
, (4.4)
where the longitude meridian φs = 0 faces the Earth. We use average radial
speed vsw instead of vr(rs, φs) to prevent streamlines crossing.
Simultaneous use of (3.16)-(3.19) from Chapter 3 and the application of
the observations at 1 AU from the Wind spacecraft then allow us to derive
(3.22)-(3.27) as like the Chapter 3, and to extract the solar wind quantities, cs,
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Figure 4.2: Evolution of spirals in the simulated magnetic field components (Br
and Bφ) from a low simulation run time (RT) towards higher simulation run
times. Panels (a) and (b) show simulated Br(r, φ) and Bφ(r, φ) after physical
run time RT = 10 hours, (c) and (d) are after RT = 50 hours, and (e) and (f)
show the simulated magnetic fields after RT =100 hours.
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Br(rs, φs), δvφ(rs, φs), vφ(rs, φs), Bφ(rs, φs), and vφ(1AU). We also use (3.34)
and (3.37) to get the expressions for the radial profiles of the plasma quantities
ni(r, φ), Br(r, φ), vφ(r, φ), and Bφ(r, φ). The model also predicts the angular
momentum per unit mass L, the electric field in the corotating frame E′, and
the power-law index γp from the 1 AU data. We use the Wind spacecraft data
for the period November 21, 2013 to December 17, 2013 to predict the plasma
quantities and to compare them with the simulation outputs.
Figure. 4.1 shows the Wind spacecraft data for the period November 21 to
December 17 of 2013, overplotted with the simulation outputs at 1 AU for a
simulation run using sixth level Adaptive Mesh Refinement (AMR). Red lines
represent the simulated data whereas the blue lines show the 11-hour averages
of the Wind spacecraft data. We rotate the simulation 2D (r, φ) data by 22.5◦
to keep the Earth in the same position (X, Y ) = (1, 0) as the data-driven
model to have consistency in the comparison. Note that blue solid sections on
Figure. 4.1 show two CMEs from Richardson and Cane [2015]’s CME list: one
between 252th hour to 288th hour and the other between 593th hour to 606th
hour. However, the CME is not released during the simulation. A description
of Figure. 4.1 is given in Section 4.6.
4.5 Importance of Runtime for Self-consistent
Initial Conditions
The BATS-R-US code used in Figure. 4.2 solves the full resistive MHD equa-
tions in the 3D system with a block-adaptive Riemann-solver [Powell et al.,
1999] on a Cartesian grid with about 106 initial cells in the simulation box
around the Sun. The simulation box has sides with length 240R⊙ on each side
of the Sun where the Sun is at the center of the simulation box and the ecliptic
plane passes through the Sun and the center of the Sun. We take the 2D output
in the ecliptic plane of the simulation box.
Figure. 4.2 shows simulated data for the magnetic field components for
different run times (RT) when the initial conditions are set using second level
AMR. This figure shows the evolution of the spiral in the simulated magnetic
fields as a function of runtime (RT). Panels (a) and (b) are the BATS-R-US
outputs after 10 hours run time, in which the contour plots do not show any
spirals. Panels (c) and (d) are the outputs after 50 hours of simulation run
time, in which the spirals are formed out to about 0.4AU. In this case the
solar wind has traveled only to about 0.4AU within 50 hours. Panels (e) and
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(f) show the existence of the spirals after 100 hours of run. Spirals shapes are
completely formed out to 1 AU.
An important point is that the simulated outputs for higher run times do
not keep the initialised structure of the solar wind during its propagation from
the Sun towards 1 AU, since the initial solar wind does not show any spiral. If
we assume an average vr = vav = 400 kms
−1, then the wind travels a distance
∆s = vav × ∆t ≃ 0.1AU within RT = 10 hours, travels 0.5 AU within RT =
50 hours, and finally reaches 1 AU within approximately 100 hours. Since the
solar wind has lower speeds near the Sun, it travels a distance < 0.1AU within
10 hours. The solar wind magnetic fields in the panels (a) and (b) are basically
the initial inputs for the simulation. Panels (c) and (d) show the development
of spirals within 0.5AU as the simulated solar wind travels that distance within
50 hours and panels (e) and (f) show the existence of full spirals as the solar
wind can now reach 1 AU within 100 hours.
Figure 4.2 demonstrates that there remains an inconsistency between the
initialisation and the simulated outputs since the initial solar wind plasma is
entirely swept out by the simulated solar wind and the resulting steady-state
MHD system is clearly not close to the initial conditions. Put another way,
Figure. 4.2 shows that the initial conditions from the Sun to 1 AU are not
self-consistent, as evidenced by the initial wind structures disappearing as the
new wind leaves the Sun and reaches 1 AU. This strongly suggests that a better
way is needed to initialise the solar wind in the BATS-R-US code.
4.6 Low vs High Resolution Run
Figure. 4.3 shows the fields output for two different levels of initial grid refine-
ments. Panels (a) and (b) show Br(r, φ) and Bφ(r, φ) after 100 hours of run
time for an initially low resolution run (LRR), where we use two levels of grid
refinement for the initial data. Panels (c) and (d) show the outputs after 168
hours of physical time for an initially high resolution (HRR) where the initial
data uses six levels of grid refinement. We use cylindrical grids of 64800 initial
cells in the simulation, with the simulation box has 100 radial cells from the
Sun and to 1 AU and 648 cells in φ.
The LRR simulation run produces plasma data that does not show much
agreement with the observations. Note that the LRR simulation does not
reach a relaxed system. Again, in this unrelaxed system, where the solar wind
is mostly radial, the φ component of the wind is zero. The number density
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Figure 4.3: Reconstructed magnetic field components Br(r, φ) and Bφ(r, φ)
using two different levels of grid refinement. Panels (a) and (b) show simulated
Br(r, φ) and Bφ(r, φ) after two levels of initial grid refinement with RT = 100
hours. Panels (c) and (d) show simulated magnetic fields after six levels of
initial grid refinement with RT = 168 hours.
corresponds to the constant and average value 109 cm−3 which was chosen for
the coronal base of the solar wind.
The panels for Br(r, φ) and Bφ(r, φ) in Figure 4.3 have qualitative similar-
ities for the LRR and HRR runs, but they are quantitatively very different as
shown by comparing Figures 4.1 and Figure. 4.5. Specifically, Figure 4.1 shows
rather good agreement between the HRR predictions for Br and Bφ and the
observations, showing clear agreement in magnitude sign on time scales greater
than ∼ 10 hours. However, the LRR predictions for Br and Bφ agree poorly
with the data, showing few of the observed time variations.
We also show the radial and azimuthal velocities, temperature, and density
for the LRR in Figure 4.4 and HRR in Figures 4.7 and 4.8. The LRR and
HRR predictions in Figures 4.1 and 4.4, respectively, are quantitatively and
qualitatively different. Panel (a) shows that vr(r, φ) only varies within a very
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Figure 4.4: Simulated (a) vr(r, φ), (b) vφ(r, φ), (c) Ti(r, φ) and (d) ni(r, φ) in
the ecliptic plane using two levels of initial grid refinement with RT = 100
hours.
small range (≈ 400 − 480 kms−1), much smaller than those observed or those
predicted in the HRR run, which agree much better.
Figures 4.1 and 4.5 show ni is approximately a factor of 30 more than the
observed values and the HRR predictions.
Figures 4.1, 4.3, and 4.5 show that higher order initial grid refinement is
important to achieve a relaxed system which allows us to obtain more consistent
and reasonable results compared with the observations.
The simulated vφ(r, φ) values in 4.4 (b) for LRR are not physical; these
values are due to the truncation errors in the simulation box. Moreover, the
vφ(r, φ) values in Figure 4.4 (b) appear quite different by eye from values of the
high resolution run Figure 4.7. Panels 4.4 (c) and 4.4 (d) also show significantly
different structures than HRR outputs and predicted values in Figure 4.8. Fur-
ther work should quantify these differences.
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Figure 4.5: Wind spacecraft data at 1 AU (blue lines) overplotted with simu-
lation outputs at 1 AU for the low resolution run (RT = 100 hours) and the
low level (second level) of initial grid refined.
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Figure 4.6: Radial and azimuthal magnetic field components in the ecliptic
plane using the BATS-R-US simulation code (HRR run) and predictions of
the accelerating solar wind model using the Tasnim et al., [2016] model for
the period November 21 to December 17 of 2013. Panels (a) and (c) show
the simulated Br(r, φ) and Bφ(r, φ) whereas (b) and (d) show the data driven
accelerating model’s predictions.
4.7 Qualitative Aspects
The data-driven model extrapolates 1 AU data back down to the source sur-
face to predict solar wind plasma quantities. This model directly relates the
source surface quantities to the 1 AU data using equations (4.3), (4.4), and the
assumption that the source surface of the solar wind remains constant over a
solar rotation period. On the other hand, BATS-R-US code reconstructs the
magnetic field using the Wilcox photospheric magnetogram data of a specific
Carrington rotation (2144) and initialises the plasma quantities using a refined
version of the WSA empirical solar wind model and either 1 AU density data
(HRR) or average solar wind parameters (LRR) to initiate the 3D simulation.
TheWind spacecraft data 11-hour averages forBr(1AU), Bφ(1AU), vr(1AU),
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Figure 4.7: (a) and (b) vr(r, φ) and (c) and (d) vφ(r, φ) in the ecliptic plane
using the BATS-R-US HRR simulation run and the accelerating solar wind
model of Tasnim et al., [2016] for the same period as Figures 4.1 and 4.6.
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ni(1AU), and Ti(1AU) for the period November 21 to December 17 of 2013 are
shown in Figure. 4.1 (blue lines). Simulation outputs at 1 AU are overplotted
with red lines represent the simulated data and blue lines show the observa-
tional data. Figure 4.1’s panels (a) and (b) show that the simulated radial and
azimuthal magnetic fields agree well with the observations if time variations on
timescales less than about 50 hours are averaged out.
Panels (c), (d), and (e) of Figure 4.1 show poorer agreement with the ob-
servations in comparison with the magnetic field components., The observed
vr varies in the wide range ≈ 250 − 650 kms
−1 while the simulated vr varies
within a small range ≈ 350− 450 kms−1. Although the simulated radial speed
shows longitudinal variations of vr, it does not show explicitly the existence of
the observed slow and fast streams wind at 1 AU. Panel (d) shows that the
simulated number density agrees within a factor of ≈ 2 with the observations,
without showing most of the observed time variations. Panel (e) shows that
the predicted and observed temperatures agree poorly, being up to a factor of
4 different and missing most of the observed time variations.
Figures 4.6, 4.7, and 4.8 show outputs from the IH module overplotted
with the SC coronal data for the HRR run with six levels of initial grid re-
finement. Figure 4.6 shows the radial and azimuthal magnetic fields in the
equatorial plane from the simulation and the analytic model. The magnetic
field structures show large scale similarities both in magnitude and direction
over long-time averages. However, the model predicts more detailed structures
in Br(r, φ) and Bφ(r, φ) than the simulation.
Figure 4.7 compares that the radial and azimuthal velocity components pre-
dicted by the data-driven model and the BATS-R-US HRR run. The model
predictions for vr(r, φ) widely in magnitude and explicitly show the existence
of slow and fast solar wind streams. The simulated vr(r, φ) contours 2 large
(compared with 3) shows spirals at smaller longitudes. Thus, the simulated
spiral streams have some gross similarities with the 2D model’s results about
with 2 of the fast streams combined into 1. The simulated azimuthal veloc-
ities are very different from the model predictions. However, the simulation
outputs for vφ(r, φ) are primarily due to truncation errors (note the log scale),
with predicted values of vφ(r, φ) very small comparing to the model predic-
tions. Note that the model vφ results are interpreted in terms of granula-
tion/supergranulation cells and deviations from corotation at the source surface
(photosphere), neither included in BATS-R-US.
Figure 4.8 shows the simulated two dimensional (2D) (a) ni(r, φ) and (c)
Ti(r, φ) in the ecliptic plane, and the analytic 2D predictions for (b) ni(r, φ)
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Figure 4.8: BATS-R-US simulations of the density and temperature in the
ecliptic plane and predictions of the accelerating solar wind model using Tasnim
et al., [2016] model for the period November 21 to December 17 of 2013. Panels
(a) and (c) show simulation outputs for ni(r, φ) and Ti(r, φ) whereas (b) and (d)
show the data driven accelerating model’s predictions for ni(r, φ) and Ti(r, φ).
and (d) Ti(r, φ) in the equatorial plane. Simulated density and temperature
outputs do have spiral shapes as found in the model predictions, but the data-
driven model’s predictions show more detailed structures. Put another way, the
simulated plasma quantities and the data-driven model predictions are grossly
similar when averaged in longitude (or time) but on small scales they have
significant differences.
Note that the plasma quantities extracted from the SC module and IH
module are discontinuious at their boundary. These discontinuities are clearly
visible by the abrupt changes in colour near 0.1AU in Figure 4.8.
4.8 Large r Comparisons
Quantitative comparisons between the simulations and model can be performed
as functions of r along chosen spirals or plasma streamlines. Figure 4.9 shows
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Figure 4.9: Chosen spirals (black and red lines) using (4.4) along the plasma
quantities for simulated vr(r, φ) and predicted vr(r, φ).
simulated and predicted vr(r, φ) for chosen spirals. In a spiral the phase angle
changes with r. To predict φ along the spiral, we use (4.4) to find φ for each
r. Figures 4.3–4.8 show that the simulated spirals bend more than the model
predictions. This is due to the different values of < vr(r, φ) > in the model and
simulations which causes different pitches for the spirals via (4.3) and (4.4).
Since we do not have a better analytic method to find the spirals, we use
the same expression for the analytic predictions and simulated data to locate
the spirals. Figure 4.9 shows that the chosen spiral does not match perfectly
with the original spiral in the simulated plasma quantities. We now compare
the radial variation of the plasma quantities along the chosen spirals. We use
the average simulated radial speed for the simulated spiral whereas we use
the average predicted vr for the analytic spiral. The spirals start at the same
point (rs, φs) for the model predictions and simulation outputs. However the
simulated spiral ends at (r, φ) = (1.1,−0.2) whereas the analytic one ends at
(r, φ) = (1.1,−0.1).
Figure 4.10 shows the radial variations of predicted vr(r) and the simulated
vr(r) along the chosen spirals. The radial variations are quite different from
each other at small r: specifically, the predicted vr(r) profile shows the primary
acceleration occurs at smaller r than in the simulations. These differences
are due to the fact that the simulation and analytic predictions correspond
to different acceleration physics. The data-driven analytic model solves an
isothermal hydrodynamic model to predict the radial speed profile using a
power law temperature profile with a constant value of γ determined by fitting
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Figure 4.10: Radial variations of vr(r, φob) along the chosen spirals (Figure 4.9)
for the simulation data and model predictions.
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Figure 4.11: Radial variations of Br(r, φob) along the spirals (Figure 4.9) for
the simulation data and model predictions.
the 1 AU temperature data. On the other hand, the simulation code uses
a nonuniform spatial distribution of γ in order to achieve the heating and
acceleration of the solar wind. Figure 4.10 shows a sharp transition to high
speeds in the simulated vr(r). This sharp transition between the slow speed
at small to the fast speeds at larger r is because of the spatial variations in γ.
Note that we initiate the simulation with a value of with a γ at the photosphere
which is then spherically interpolated to a value of 1.1 on the source surface.
The source surface value increases linearly to a value of 1.5 to 13R⊙ and then
remains constant in the outer domain. Since the accelerating vr(r) profile
depends on γ, it thus increases sharply below 13R⊙.
Figure 4.11 shows the radial variation of Br(r, φob) along the chosen spirals.
The model predicts that radial profile of Br(r, φob) falls off as r
−2 at large r
(r ≥ 13R⊙). The simulated Br(r, φob) profile falls off approximately as r
−2,
especially for 1.5 ≤ log(r/R⊙) ≤ 1.9 and 2.2 ≤ log(r/R⊙) ≤ 2.3, but a signif-
icant deviation is present. This deviation may be due to the two spirals not
being the same. A rapid fall after 1 AU is apparent in the simulated profile as
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Figure 4.12: Radial variations of Bφ(r, φob) along the spirals (Figure 4.9) for
the simulation data and model predictions.
the solar wind becomes slow there, presumably due to the self-consistent wind
only just reaching 1 AU when the simulation was stopped. The model’s values
are approximately 3 to 15 times larger than the simulated values.
Figure 4.12 shows that the model azimuthal magnetic field profile Bφ(r, φ)
falls off as r−1. The simulated values show an approximately r−1 fall within
∼ 50R⊙ to ∼ 215R⊙, but significant deviations are apparent at both smaller
and larger r, especially after 1 AU. Most of the predicted values are ∼ 3 times
bigger than the observed values.
Figure 4.13 shows the expected r−2 fall off for both the simulated and model
profiles ni(r, φob), but with deviations are beyond 1 AU for the simulated ni.
The simulated ni values are on average ∼ 3 times smaller than the model
values.
Notable differences are present in the temperature profiles in Figure 4.14
which is not constant. We use a power law temperature profile for the analytic
model with an index obtained by fitting 1 AU observations with the model.
In contrast, the BATS-R-US code uses an adiabatic temperature Law with a
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Figure 4.13: Radial variations of ni(r, φob) along the spirals (Figure 4.9) for the
simulation data and model predictions.
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Figure 4.14: Radial variations of Ti(r, φob) along the spirals (Figure 4.9) for the
simulation data and model predictions.
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Figure 4.15: vr(r, φ), vφ(r, φ), Br(r, φ), and Bφ(r, φ) in the ecliptic plane for
(top) the BATS-R-US simulation and (bottom) predictions for the accelerating
solar wind model, within a heliocentric distance of 24R⊙. The simulation run
is for inner domain (SC module) only.
polytropic index that is spatially nonuniform. Additionally, deviations beyond
1 AU due to limited simulation run time are present.
4.9 Small r Comparisons
Figures 4.15 and 4.16 show the simulation and model predictions of the high
resolution run (HRR) of the Solar Corona (SC) module in the domain (r .
24R⊙). The model plasma quantities are notably different from the simulated
quantities as a whole in this domain.
Figures 4.15 (c), (d), (g), and (h) display absolute values of the magnetic
field components for the inner domain, where the deep blue curves are basically
the simulated sector crossings. The simulated magnetic field components show
helmet-streamer structures extending from near the photosphere. Note the
MHD flow in BATS-R-US stretches the initial magnetic field in to the helmet-
streamer topology. Panels (a) and (e) show that the simulated radial speed is
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Figure 4.16: ni(r, φ) and Ti(r, φ) variations within the inner domain (r ≤ R⊙)
using (top) BATS-R-US data and (bottom) model predictions. Panels (a) and
(c) show the simulated and predicted ni whereas (b) and (d) show the simulated
and predicted temperature, respectively. These show very limited agreement.
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Figure 4.17: Radial variations of vr(r), ni, Br(r), and Bφ(r) after BATS-R-US’s
SC module run (red dots). Here black dots represent the analytic predictions.
lower than the model/predictions for most of the (r, φ) locations. The simulated
radial speed vr(r, φ) profile also does not show the formation of slow and fast
solar wind streams. The azimuthal velocities predicted by the simulation code
in panel (b) do not match well the model results. One reason for this is that
the simulated vφ values appear to be due to truncation errors.
Figure 4.16 shows that the data-driven model predicts densities 10 to 100
times lower than the simulation at large r. The simulated temperatures are,
however, typically lower than the model predictions. Possible explanations
include different velocity profiles (for ni especially) and the different heating
physics. The simulated ni do not show any spirals, although the Ti outputs
so show weak evidence for spirals. This suggests that the SC module does not
reach time-steady state and the simulated quantities will thus not agree well
with the IH module data.
Figure 4.17 shows that simulation outputs for the SC module have some
qualitative agreement with the analytic predictions, but they are quantitatively
quite different. Specially, ni(r), Br(r), and Bφ(r) are notably different after
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∼ 7R⊙.
4.10 Predicted Electric Field and Angular Mo-
mentum
We employ expressions for the angular momentum (L) and electric field in the
corotation frame (E′) from Chapter 3. The angular momentum per unit mass
is written as
L = rvφ(r, φ)−
rBr(r, φ)Bφ(r, φ)
µ0ρ(r, φ)vr(r, φ)
, (4.5)
while the electric field in corotating frame is
E′ = −v′ ×B′ = −vrBφez + (vφ − Ωr)Brez, (4.6)
and electric field in the inertial frame is
E = E′ + rΩBrez. (4.7)
We predict L, E′, and E for both the analytic model and the simulation outputs
for the solar rotation period November 21 to December 17, 2013.
Panels (a) and (d) of Figure 4.18 show angular momenta calculated from
the simulation outputs and analytic model predictions, respectively. Similarly,
panels (b) and (e) show electric fields in the inertial frame whereas (c) and
(f) show present the electric fields in the corotation frame for the BATS-R-US
outputs and model results. Since the azimuthal velocity in the BATS-R-US
results does not appear to be physical but instead due to truncation errors, the
angular momentum also carries these errors (see Sec. 4.7). Thus, panels (a)
and (d) are quite different from each other.
The accelerating solar wind model allows v′ in the corotating frame to have
a component which is not parallel to the magnetic field (B = B′). Therefore,
in general E′ = v′ ×B′ 6= 0, but ∇× E′ = 0 is required (dashed variables are
in the frame corotating with the Sun). The angular momentum depends on
vφ(r, φ), as do E and E
′. The predicted electric fields in the corotating (panels
(c) and (f)) and solar inertial (panels (b) and (d)) frames show qualitative
similarities over large scales. However, the model predictions show more fine
structures in heliolongitude, as found for the other plasma quantities.
Figure 4.19 shows the predictions of the analytic model and simulation
outputs for E′(r), showing that E′(r) decreases with increasing r approximately
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Figure 4.18: Predicted L(r, φ), E(r, φ), and E′(r, φ) for the (bottom) analytic
model and (top) simulation outputs. Panels (a), (b), and (c) show the analytic
predictions whereas panels (d), (e), and (f) represent the predictions using
simulated plasma quantities and (4.5), (4.6) and (4.7).
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Figure 4.19: Radial variations of the predicted electric fields in an inertial frame
using simulation outputs and the analytic model.
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as E ′ ∝ r−1. It is clear that E ′ is neither zero for the analytic model, nor for
simulations. Note that E ′ for simulation results is calculated using vφ(r, φ),
but the simulated vφ(r, φ) values are not physical.
4.11 Discussion and Conclusions
The simulated solar wind deviates substantially from the observations at 1 AU.
Specifically, the velocity, temperature, and number density are quite different
in magnitude, but the simulated Br and Bφ are close to the observational data,
when . 10 hour time variations are ignored.
The BATS-R-US code reconstructs a solar wind extrapolated photospheric
magnetic fields, with the reconstruction staring at the solar surface and propa-
gating outward. In addition, the initial speed profiles on the modelled B field.
Therefore, in the BATS-R-US outputs, all the plasma quantities depend on the
magnetic fields, and so the quality of the solar wind reconstruction is closely
related to the quality of the magnetic field measurements at the Sun and to
the assumed models corotating the plasma quantities and B(r). On the other
hand, the analytic model is driven by direct observations at 1 AU and treats
the field and plasma quantities in an even-handed way.
The initial plasma in the BATS-R-US code has an acceleration away from
the Sun which agrees reasonably well with the accelerating model at small r.
However, a sharp transition is visible near ∼ 20R⊙ in the simulated vr profile
where it constant above that distance, while the analytic model still has vr(r)
increasing with r. As summarised earlier the simulation models are not fully
self-consistent and use different physics than the analytic model. The analytic
model uses an isothermal hydrodynamic model for predicting the vr profile
whereas BATS-R-US uses a nonuniform spatial distribution of γ to introduce
acceleration and heating in to the MHD system. BATS-R-US’s assumptions
are more advanced than the analytic assumption, but is not necessary accu-
rate either (An isothermal temperature is assumed in the analytic model for
analytic progress). However, a more advanced vr(r) profile could be included
relatively easily. A notable point is that the analytic model reconstructs the vr
profile with more detailed structures including the clear existence of slow and
high speed solar wind streams as observed. Note that the power-law temper-
ature profile included in the analytic model involves fitting the observational
temperature data to the model.
The BATS-R-US code couples two modules (IH and SC) at their transition
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Figure 4.20: Cohen et al. [2007]’s Comparison of BATS-R-US simulation out-
puts with 1 AU data from the ACE spacecraft. Here blue lines represent
simulation outputs whereas black lines show the observations.
zone. The current version of BATS-R-US does not allow us to retrieve simu-
lation data for two domains simultaneously. Thus, when the time-stationary
condition is reached in the inner domain, we have to stop the SC module to
run the IH module. Although simulation outputs from the inner domain (SC)
become initial conditions for the outer domain (IH), it is not possible to access
data from the SC module when the IH module is run. Instead, we have to
run the SC module in an isolated mode with the same initialization method
but different boundary conditions to find an MHD stable initial state and then
implementing time variations, different than when the IH module in run. Ac-
cordingly, it is not currently possible to know how the two modules couple
together and enforce self-consistency. Therefore, discrepancies in the simulated
outputs of the two modules are not unexpected. Unfortunately, these have
been found.
Another issue regarding the simulation time is the lack of consistency be-
tween the initial MHD state and the simulated wind resulting after long time
144
run to swept out. The initialised solar wind is swept out by the simulated wind
and the results show that the solar wind structure totally disappears as the
simulated wind reaches 1 AU. This means that there is clearly an inconsistency
between the initial plasma state and the simulation end state. This difference
can lead the simulation to deviate from observations as some observational data
are included in the initial conditions. This suggests that a better initialization
process will improve the simulation results and will help it to produce a so-
lar wind environment closer to observations. We suggest that the accelerating
wind model of Chapter 3 is plausibly a better way to initialise BATS-R-US
from the corona to 1 AU.
A possible issue with the current analysis is that the simulation was not
run with the highest levels of grid refinement (only up to sixth level) whereas
BATS-R-US allows nine levels of grid refinements. However, higher resolution
BATS-R-US simulation runs are computationally expensive. One possible ex-
planation for the discrepancies between the simulation and model outputs is
not using higher levels of adaptive mesh refinement (AMR). Put another way,
it is possible that the detailed structures in the plasma and magnetic quantities
may be resolved using higher AMR levels, so that a run with nine refinement
levels might predict the solar wind quantities which agree better with the an-
alytic predictions. Consistent with this idea this chapter shows that the sixth
level grid refinement run provides better results than the second level run.
MHD simulations are often three dimensional (with r, θ, and φ components
for B and v) [Mikic´ et al., 1999; Roussev et al., 2003, 2004; Cohen et al.,
2007, 2008; Downs et al., 2010; van der Holst et al., 2010; Oran et al., 2013;
Cohen, 2015], and provide more complete picture of the solar wind and the
interplanetary space.
However, the present analytic models (Chapters 2 and 3) are only applicable
to the equatorial plane. We have therefore compared the simulation output for
the ecliptic plane with the analytic results to the equatorial plane. Although,
the angular separation between these two planes are 7.25◦ only, this can lead
to a slight difference between the predictions and simulated values. Latitude
effects thus need to be investigated.
Cohen et al. [2007] claimed that the simulated data and ACE spacecraft ob-
servations in Figure 4.20 have good agreement. This chapter’s comparisons for
a different interval also show similar differences in magnitude. Therefore, it is
not inconsistent to say that the analytic predictions have reasonable agreement
with simulated quantities as well as the observations.
Generalising these models to 3D is thus very important. An important
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extension of the data-driven model by addressing θ (polar/latitudinal) com-
ponents of velocity and magnetic field will provide a more complete three-
dimensional picture of the solar wind. These improvements of the model will
enable us to provide more appropriate boundary conditions to initiate future
MHD simulations.
146
Chapter 5
Discussion and Concluding Remarks
In this thesis we have presented two analytic data-driven solar wind models
and a comparison with simulation outputs. The solar wind model developed
in Chapter 2 is driven by 1 AU data and demonstrates that the inclusion
of an intrinsic azimuthal magnetic field and an azimuthal velocity at the in-
ner boundary, and the conservation of angular momentum leads a reasonable
and self-consistent description of the solar wind from the source surface/inner
boundary to 1 AU, and beyond.
The above model constrains the inner boundary of the constant speed solar
wind above the Alfe´nic critical radius (ra), and predicts that ra is less than
15 R⊙ on average and should vary with heliolongitude. These results appear
to be reasonable and consistent with the recent observations of DeForest et al.
[2014] within a factor of about 2. This model’s prediction that the constant
solar wind originates above the Alfe´nic critical surface is quite reasonable as
observations show that the solar wind is accelerating below the Alfe´nic critical
point. Allowing non-zero azimuthal components of both B and v in the solar
wind model is more general and plausible assumption than in previous models.
The accelerating solar wind model developed in Chapter 3 relaxes the strong
assumption of corotation, includes intrinsic non-radial velocity and magnetic
fields at the source surface, and allows an non-zero electric field in the corotating
frame. It also includes a model for acceleration of the solar wind. The model
predicts global radial and longitudinal phase angle variations of the plasma and
magnetic field quantities in the equatorial plane.
A comparison between predictions of constant radial speed models [Schulte
in den Ba¨umen et al., 2011, 2012; Tasnim and Cairns , 2016] and results from
the accelerating solar wind model shows that the acceleration of the wind and
intrinsic non-zero δvφ(rs, φs) do have deviations from the corotation at the
source surface, both quantitative and important qualitative effects on solar
wind properties. Specifically, differences are more visible near the Sun.
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A comparison between the timescales and phenomenology of the model pre-
dictions for intrinsic non-radial velocities of the solar wind with the horizontal
velocities and sizes of convective cells (e.g. granulation and supergranulation
cells) at the photosphere suggests that they are correlated, and that these mo-
tions also influence the intrinsic azimuthal magnetic field lines motions at the
source surface. The large variations in magnitude and direction of the model
predictions for the angular momentum provides an intrinsic source of vorticity
and turbulence from close to Sun to 1 AU.
An extension of Chapters 2 and 3 is that these models can be used to
map magnetic field lines of the solar wind using the predicted magnetic fields
and corresponding field vectors where the magnetic field includes intrinsic non-
radial magnetic field at the source surface. We use Tasnim et al., [2016] ’s
model which is developed in Chapter 3 to discuss the effect of acceleration of
solar wind. An extension of Chapters 2 and 3 is that these can be used to
magnetic field lines.
The magnetic mapping approach of Li et al. [2016b,a] assumes a starting
point r0 = (x0, y0) between the Sun and the Earth in the solar equatorial
plane. The algorithm maps each single magnetic field line in two steps. Firstly,
starting from r0 the map proceeds towards a new point r = (x, y) along the
direction of local magnetic field line. The new r = (x, y) is defined as
x = x0 + dx, (5.1)
y = y0 + dy, (5.2)
where dx and dy are defined as
dx =
1
4
4∑
i=1
Bxi
Bi
dl, (5.3)
dy =
1
4
4∑
i=1
Byi
Bi
dl. (5.4)
Here Bxi and Byi are the x and y components of the magnetic field, Bi(ri) =
(Bxi, Byi) (i=1,2,3, and 4) represent four magnetic field vectors at four specific
grid points ri. These four points are the nearest four points to r0 and form a
two dimensional cell that encloses the starting point r0. This process continues
until the chosen final heliocentric distance r is reached.
Secondly, the mapping approach again starts at r0, but maps in the opposite
direction to the local magnetic field towards a new point located at r′ = (x′, y′).
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Figure 5.1: A map of magnetic field lines predicted using the accelerating solar
wind model [Chapter 3 and Tasnim et al.], [2016] in the equatorial plane for
the solar rotation period 1-27 August, 2010. The map keeps the Sun at the
center while the Earth moves around the Sun in the clockwise direction with
increasing time. Here the green diamond markers show Earth’s longitudinal
locations every day at the universal time 0000. We use colour magnetic field
lines red and blue alternatively to aid visualization. Inward arrows represent
the inward field line whereas outward arrows represent the opposite.
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Figure 5.2: A map of magnetic field lines predicted using Schulte in den Ba¨umen
et al. [2011, 2012]’s constant speed solar wind model in the equatorial plane for
the solar rotation period 1-27 August, 2010. The Sun is at the center of the
map and the Earth moves around the Sun in the clockwise direction. Here the
green diamond markers represents Earth’s longitudinal positions every day at
the universal time 0000. The colours of the lines and arrows are the same as
Figure 5.1.
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Here x′ and y′ are written as
x′ = x0 − dx
′, (5.5)
y′ = y0 − dy
′, (5.6)
and the incremental components are given by changing dx and dy in (5.3)
and (5.4) to dx′ and dy′. This approach continues until the chosen end point
reaches.
The mapping algorithm repeats the above two steps between all starting
and chosen end points to map the magnetic field lines in the the equatorial
plane. We now use two equatorial solar wind models to map the magnetic
field lines. Firstly, the Tasnim et al., [2016] accelerating solar wind model
(described in Chapter 3) and secondly, the Schulte in den Ba¨umen et al. [2011,
2012] constant speed solar wind model.
Figure 5.1 shows the magnetic field line map for the equatorial solar wind
for the solar rotation period 1-27 August, 2010 using the Tasnim et al., [2016]
model whereas Figure 5.2 shows the map for the same period using Schulte
in den Ba¨umen et al. [2011, 2012] model. The two maps are evidently very
similar. However, close observations of these maps show that the magnetic
field lines for the constant radial speed model (Figure 5.2) move further out
than the accelerating wind (Figure 5.1). See for instance, the almost horizontal
field lies near 1 AU at the top of each map. The obvious interpretation is that
the accelerating solar wind is slower at small r and so travels less far outward
than the constant speed solar wind.
The primary importance of this, apart from generalising the analyses of
Li et al. [2016b,a] to a new solar wind model, is that the very similar results
in Figures 5.1 and 5.2 suggests that the comprehensive testing of Li et al.
[2016b,a] against observational data will apply with minimal changes to use of
the accelerating wind model. Thus, further work or mapping lines in the solar
wind can confidently use Chapter 3’s new accelerating wind model instead of
the simpler Schulte in den Ba¨umen et al. [2011, 2012] model used by Li et al.
[2016b,a].
It is true that Figure 5.1 shows few magnetic loops with r = 0.2AU which
are not apparent in Figure 5.2. This difference may be due to fact that the
accelerating solar wind allows a deviation from corotation at the source surface
which provides a different intrinsic azimuthal velocity than in the constant solar
wind model of Schulte in den Ba¨umen et al. [2011, 2012].
The comparison in Chapter 4 show that simulation outputs show are quali-
tatively similar to but often different from 1 AU observations and the analytic
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predictions. Specifically, the magnetic fields agree quite well with the model
and observations. However, better initialization procedures and/or more rea-
sonable initial boundary conditions will improve the BATS-R-US to more real-
istically simulate the solar wind. We suggest the accelerating solar wind model
of Chapter 3 to provide initial boundary condition.
One future endeavor of this thesis is to include polar components and lat-
itudinal variations in the solar wind model. This extension of the data-driven
model will provide a more complete three-dimensional picture of the solar wind.
It will also give us the scope to to provide better initial solar wind plasma con-
dition for the future simulation code as well as to develop a more reasonable
and more self-consistent data-driven model.
In conclusion, the thesis presents two new data-driven solar wind models
and detailed comparisons between these analytic predictions, observations, and
simulation outputs. Analytic models developed in Chapters 2 and 3 of the
thesis demonstrate some observational and theoretical aspects of the solar wind
which are key features to understand the evolution and basic characteristics
of the solar wind, and its variations in between the Sun and the Earth, and
beyond. The above models not only include non-radial intrinsic velocities and
magnetic fields from the source surface outwards in the solar wind models, they
also demonstrate deviations from corotation at the source surface and a non-
zero electric field in the corotating frame. The analytic results give us scope to
test the simulation outputs with theoretical predictions and demonstrates that
BATS-R-US simulation’s initialization needs to be modified. Overall, the thesis
incorporates into the theory the fundamental aspects of angular momentum
loss, the accelerating radial speed, the location of the Alfve´nic critical surface,
the source of turbulence at 1 AU, non-corotation of the solar wind, and intrinsic
non-radial magnetic fields and velocities in the solar wind from the source
surface to any distance. It also has provided an opportunity to 3D MHD
simulation results against analytic theory and observations finding reasonable
quantitative agreement but a clear need to improve the initialization of the
simulations, arguably by using the accelerating solar wind model developed in
the thesis.
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Coordinate Transformations
The analytic models are developed for the equatorial plane where the Sun is
at the center of a cylindrical disk. We use the Wind spacecraft data while
the measurements and the location of the spacecraft are in Geocentric Solar
Ecliptic (GSE) coordinates with the Earth is at center of ecliptic plane. We
need to transform such data in GSE coordinates to the heliocentric solar (HS)
coordinates to use in the equatorial models. Note that HS coordinates are also
known as HEEQ coordinates.
We use Hapgood [1992] and Fra¨nz and Harper [2002]’s rotations to do the
conversion between GSE to HEEQ coordinates.
Coordinate system XY-plane Definitions of the axes
Geocentric Solar Ecliptic Earth mean ecliptic X = Earth-Sun line
(GSE) of date Z = Ecliptic North Pole
Heliocentric Earth Ecliptic Earth mean ecliptic X = Sun-Earth line
(HEE) of date Z = Ecliptic North Pole
Heliocentric Aries Ecliptic Earth mean ecliptic X = First point of Aries
(HAE) of date Z = Ecliptic North Pole
Heliocentric Earth Equatorial Solar equator X = Intersection between
(HEEQ/HS) of date solar equator and
solar central meridian
Table A.1: Descriptions of the coordinate systems [Hapgood , 1992; Fra¨nz and
Harper , 2002] used in the conversion.
Transformation from GSE to HS coordinates are performed by the following
three steps:
• First, GSE coordinates are transformed to the HEE coordinates by a
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simple rotation matrix [Hapgood , 1992],
SHEE = R+ 〈180
◦, Z〉SGSE, (A.1)
where SHEE and SGSE are the vectors in HEE and GSE coordinates.
This coordinate transformation sift the origin to a new position and the
column matrix R represents the shift where
R =

RES0
0

 (A.2)
where RES is the distance between the Earth and the Sun. The Earth-
Sun distance is calculated by using the following expression [Hapgood ,
1992],
RES =
r0(1− e
2)
1 + e cos ν
, (A.3)
and
r0 = 1.5× 10
8 km, (A.4)
e = 0.016709− 0.0000418T0, (A.5)
ω¯ = 282.94 + 1.72T0, (A.6)
ν = λ⊙ − ω¯. (A.7)
(A.8)
We assume the spacecraft location in GSE coordinate is
SGSE =

xy
z

 (A.9)
Therefore, (A.1), (A.2), and (A.10) yield
SHEE = R+ 〈180
◦, Z〉 ∗

xy
z

 =

RES − x−y
z

 (A.10)
• Second, HEE coordinates are reduced to HAE coordinates by a rotation
from the First point of Aries to the Sun-Earth direction within the ecliptic
plane. The rotation matrix for the conversion is
SHAE = 〈λ⊙ + 180
◦, Z〉 ∗ SHEE. (A.11)
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where λ⊙ is the Sun’s ecliptic longitude. λ⊙ is determined by the following
relation [Hapgood , 1992]
λ⊙ = Λ + (1.915− 0.0048T0) sinM + 0.020 sin 2M, (A.12)
Λ = 280.460 + 36000.772T0 + 0.04107UT, (A.13)
M = 357.528 + 35999.050T0 + 0.04107UT, (A.14)
T0 =
MJD − 51544.5
36525.0
, (A.15)
where MJD is the modified Julian date. MJD is counted in days from
00.00 UT (Universal Time) on November 17, 1858 and T0 is the Julian
date from 12.00 UT on January 1, 2000 to the previous midnight.
We assume, HAE coordinates in the ecliptic plane are
SHAE =

x′y′
z′

 = 〈λ⊙ + 180◦, Z〉 ∗

RES − x−y
z

 . (A.16)
The Z axis rotation 〈−(λ0 + 180
◦), Z〉 of the HEE coordinates yields
x′ = −(RES − x) cosλ0 − y sinλ0, (A.17)
y′ = −(RES − x) sinλ0 + y cosλ0, (A.18)
z′ = z. (A.19)
• Third, conversion of the HAE coordinates to HEEQ/HS coordinates by
the products of three rotation matrices.
SHS = 〈θ0, Z〉 ∗ 〈i0, X〉 ∗ 〈Ω0, Z〉 ∗ SHAE. (A.20)
We use the Eulerian transformation matrix [Madelung , 1964] to do the
rotations.
E(Ω0, i0, θ0) = 〈θ0, Z〉 ∗ 〈i0, X〉 ∗ 〈Ω0, Z〉. (A.21)
or 
x′′y′′
z′′

 = E(Ω0, i0, θ0)

x′′′y′′′
z′′′

 , (A.22)
155
Ch. A Appendix A
where
E(Ω0, i0, θ0) =

cos θ0 cosΩ0 − sin θ0 sinΩ0 cos i0 cos θ0 sinΩ0 + sin θ0 cosΩ0 cos i0− sin θ cos θ 0
0 0 1

 .
(a) The rotation matrix 〈Ω, Z〉 of (A.14) is along ecliptic plane from
the first point of Aries to the ascending node of the solar equator. The Z
axis rotation 〈Ω, Z〉 in the plane of ecliptic yields
x′′ = x′ cosΩ− y′ sinΩ,
= −(RES − x) cosλ0 cosΩ + y sinλ0 cosΩ
−(RES − x) sinλ0 sinΩ− y cosλ0 sinΩ, (A.23)
y′′ = x′ sinΩ + y′ cosΩ,
= −(RES − x) cosλ0 sinΩ + y sinλ0 sinΩ
+(RES − x) sinλ0 cosΩ + y cosλ0 cosΩ, (A.24)
z′′ = z′,
= z. (A.25)
(b) The rotation matrix 〈l, X〉 represents the rotation from the plane
of ecliptic to the plane of the equator, and the rotation yields
x′′′ = −(RES − x) cosλ0 cosΩ + y sinλ0 cosΩ
−(RES − x) sinλ0 sinΩ− y cosλ0 sinΩ, (A.26)
y′′′ = −(RES − x) cosλ0 sinΩ cos l + y sinλ0 sinΩ cos l
+(RES − x) sinλ0 cosΩ cos l + y cosλ0 cosΩ cos l − z sin l,(A.27)
z′′′ = −(RES − x) cosλ0 sinΩ sin l + y sinλ0 sinΩ sin l
+(RES − x) sinλ0 cosΩ sin l
+y cosλ0 cosΩ sin l + z cos l (A.28)
(c) The rotation matrix 〈θ, Z〉 represents the rotation in the equatorial
plane of the Sun from the ascending node to the central meridian, and
the rotation matrix yields
x′′′′y′′′′
z′′′′

 =

 cos θ sin θ 0− sin θ cos θ 0
0 0 1



x′′′y′′′
z′′′

 , (A.29)
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and finally, we obtain HEEQ coordinates as below:
x′′′′ = −(RES − x) cosλ0 cosΩ cos θ − y sinλ0 cosΩ cos θ
−(RES − x) sinλ0 sinΩ cos θ − y cosλ0 sinΩ cos θ
+(RES − x) cosλ0 sinΩ cos l sin θ + y sinλ0 sinΩ cos l sin θ
−(RES − x) sinλ0 cosΩ cos l sin θ
+y cosλ0 cosΩ cos l sin θ + z sin l sin θ, (A.30)
= y′′′′ = −(RES − x) cosλ0 cosΩ sin θ + y sinλ0 cosΩ sin θ
−(RES − x) sinλ0 sinΩ sin θ − y cosλ0 sinΩ sin θ
−(RES − x) cosλ0 sinΩ cos l cos θ + y sinλ0 sinΩ cos l cos θ
+(RES − x) sinλ0 cosΩ cos l cos θ
+y cosλ0 cosΩ cos l cos θ − z sin l cos θ, (A.31)
z′′′′ = −(RES − x) cosλ0 sinΩ sin l − y sinλ0 sinΩ sin l
+(RES − x) sinλ0 cosΩ sin l
−y cosλ0 cosΩ sin l + z cos l. (A.32)
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