Abstract. This paper presents a new characterizations of bipartite permutation graphs and a structure theorem for (0,1)-matrices with a special consecutive 1's property. These results lead to a linear time algorithm for the minimum bu er size problem when restricted to bipartite permutation graphs; this problem arises in relational database systems and is NP-hard for a general graph.
Introduction
Let G = (U; V; E) be a bipartite graph, where U is the left node set and V the right node set. A subset S U (or V ) is called a segment if its elements are consecutive in U (or in V ). For any node x in G, let x denote the set of all nodes that are adjacent to x; i.e., x = fy : (x; y) 2 Eg. A labeling of the nodes of V has the convex property if for each node u in U, u is a segment in the labeling of V . A labeling with the convex property is a convex labeling. G is said to be convex on V if there exists a convex labeling for V . The term convex on U is similarly de ned. A convex graph is a bipartite graph that is convex on at least one node set. A biconvex graph is one that is convex on both node sets.
Booth and Lueker 1] described an algorithm that determines whether a given bipartite graph G = (U; V; E) is convex on U (or V ) and if so, generates a convex labeling for the node set. Applying the algorithm twice, on U and V respectively, one can test whether a bipartite graph is biconvex, and if it is, obtain a biconvex labeling for the graph. Booth and Lueker's algorithm has a time complexity of O(jUj + jV j + jEj).
A subclass of biconvex graphs is the class of bipartite permutation graphs. A graph is a permutation graph if there is some pair of labelings of the nodes such that an edge This work was supported in part by National Science Foundation under Grant CCR-9010589. exists between nodes x and y if and only if x precedes y in one of the labelings while y precedes x in the other 3, 8] . The fact that bipartite permutation graphs are biconvex is a direct result from a Characterization Theorem 8] Let G = (U; V; E) be a bipartite graph, and let the nodes be labeled as U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g. If V is convex, then a condition stronger than the enclosure property is the forward property: for every pair of nodes u i ; u j in U, if i < j then u i u j , where \ " is a partial ordering de ned as below. For any segment S = fx a ; x a+1 ; : : : ; x b g in U or V , de ne first(S) and last(S) respectively to be the index of the rst element in S and that of the last element in S (i.e., first(S) = a and last(S) = b). For two segments A and B in the same node set (both in U or both in V ), de ne A B if and only if first(A) first(B) and last(A) last(B).
De nition 1 A bipartite graph G = (U; V; E) is forward-convex if there exists a labeling of U V such that V is convex and the labeling has the forward property. Such a labeling is called a forward-convex labeling. Figure 1 shows an example forward-convex graph and its adjacency matrix; the labeling in the gure is a forward-convex labeling. Recently, while studying database systems, we observed 11] that those bipartite graphs (called page connectivity graphs in 2, 6, 5]) which are used to model certain join operations in relational database systems are often forward-convex. This motivated our interests in studying forward-convex graphs.
It turns out that forward-convex graphs and bipartite permutation graphs are the same class of graphs. Thus, forward-convex is another characteristic property of permutation graphs. In this paper we report two results concerning forward-convex graphs (bipartite permutation graphs). First, we establish another characteristic property for bipartite permutation graphs. This yields an algorithm that determines whether a bipartite graph is forward-convex, and if it is, generates a forward-convex labeling for the graph. When translated into the language of (0,1)-matrices, the new characteristic property becomes a structure theorem for forward-convex matrices, which may be regarded as a variant of Tucker's structure theorem for the consecutive 1's property. Second, we show that an NP-hard problem | the Minimum Bu er Size Problem | that has applications in relational database systems can be e ciently solved when restricted to bipartite permutation graphs.
Our recognition algorithm has the same time complexity as the recognition algorithm of 8]. These two algorithms are di erent in approach, and they generate di erent labelings. If the graph in question is a bipartite permutation graph, the Spinrad et al. algorithm will generate a labeling with convex and enclosure properties, while our algorithm will generate a forward-convex labeling. A forward-convex labeling de nitely has convex and enclosure properties. The reverse is in general not true. Our algorithm for the minimum bu er size problem needs a forward-convex labeling.
Forward-Convex and Bipartite Permutation Graphs
This section presents two results: 1) forward-convex graphs and bipartite permutation graphs are equivalent, and 2) a biconvex graph is forward-convex if and only if it does not contain an induced subgraph that is isomorphic to either of the two graphs in Fig. 2 . The latter result leads to a linear time algorithm that recognizes a bipartite permutation graph and generates a forward-convex labeling.
A subgraph G 0 = (V 0 ; E 0 ) of a graph G = (V; E) is said to be an induced subgraph if it is induced by the node set V 0 , i.e., if E 0 = f(u; v) 2 E : u; v 2 V 0 g. Throughout this paper, let G 1 and G 2 be the two graphs depicted in Fig. 2 . Neither of them is forward-convex.
The main result of this section is the following theorem that characterizes the If G is forward-convex, then every induced subgraph of G is forward-convex.
Neither G 1 nor G 2 is forward-convex.
(c) ) (b): The proof is constructive. We develop an algorithm that generates a forward-convex labeling for any given graph satisfying condition (c). The algorithm is described in the Section 4.
2
Corollary 1 Let G be a bipartite permutation graph without isolated nodes. A labeling of G has the forward-convex property if and only if it has the strong ordering property.
Since the strong property is symmetric between U and V , it follows from this corollary that a labeling is forward-convex on U if and only if it is forward-convex on V . Fig. 1(b) for illustration.) Similarly, M is said to have the forward-convex property for columns if the rows and/or columns of M can be permuted so that the 1's in each column are consecutive and, in addition, the columns of 1's, when examined from left to right, shift gradually from top to bottom. It is clear that a matrix has the forward-convex property for rows if and only if it has the forward-convex property for columns. It is also clear that the following lemma is true.
Lemma 1 A bipartite graph G = (U; V; E) is forward-convex if and only if its adjacency matrix is forward-convex (for rows and columns).
Tucker 10] proved a structure theorem for (0,1)-matrices with the consecutive 1's property: a (0,1)-matrix M has the consecutive 1's property for columns if and only if no submatrix of M is a member of ve speci c con gurations. A similar theorem for matrices with the consecutive 1's property for rows and columns was also proved in the same paper. We desire to obtain a similar structure theorem for forward-convex matrices. The \(b) , (c)" part of Theorem 1 is equivalent to the the following structure theorem for forward-convex matrices. The former theorem is expressed in terms of graphs, while the latter is in terms of (0,1)-matrices. 
Recognizing Forward-Convex graphs and Forward-Convex Matrices
Since there is a one-one correspondence between bipartite graphs and (0,1)-matrices, we will not distinguish between these two notions. In particular, we will not distinguish between Theorem 2 and the \(b) , (c)" part of Theorem 1.
Given a biconvex graph containing no induced subgraph isomorphic to G 1 or G 2 ,
we want to generate a forward-convex labeling for the graph. If the given graph is not biconvex and/or has G 1 or G 2 as an induced subgraph, we want to detect this fact, too.
Let G = (U; V; E) be the given bipartite graph. Applying twice Booth and Lueker's algorithm to a bipartite graph, we can either produce a biconvex labeling for the graph or conclude that it is not biconvex (and thus not forward-convex). Suppose that G is biconvex, and the labeling U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g has the convex property on both U and V . Furthermore, since a graph is forward-convex (resp. satis es condition (c) of Theorem 1) if and only if each of its connected components is forwardconvex (or satis es condition (c)), we further assume that G is connected.
For convenience, we will represent a row of consecutive 1's by a line segment. For instance, the matrix in Fig. 4(a) is represented by the diagram in Fig. 4 (b).
Properties of Biconvex Graphs
Let G = (U; V; E) be a connected biconvex graph, and let U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g be a biconvex labeling. Relative to this labeling, let M be the adjacency matrix of G.
The following lemma shows the relationship among the rows of consecutive 1's in M: when examined from top to bottom, these rows rst expand, then move to the right (or to the left), and nally shrink (see Fig. 4 
Proof. Let In other words, we assume that the rows of consecutive 1's in the matrix rst expand, then move to the right (rather than the left), and nally shrink. There may be more than one pair of (p; q) satisfying Eq. 2. By rst choosing p to be as large as possible and then choosing q to be as small as possible (under the condition that p q), we may further assume the following:
(4) and if p < q then u q?1 6 = u q : (5) Let G = (U; V; E) be a given connected biconvex graph satisfying Eqs. 2, 4 and 5.
De ne p 0 > p to be the smallest index such that u p 0 6 = u p . Similarly, de ne q 0 < q to be the largest index such that u q 0 6 = u q . By Eqs. 4 and 5, we have (1) p 0 = p + 1, and (2) q 0 = q ? 1 if p < q. When p = q, q 0 could be smaller than q ? 1.
Let A be the set of segments (rows of consecutive 1's) in the top p segments that have overlaps with u p 0 ; that is, A = f u i : 1 i p; u i \ u p 0 6 = ;g: (6) Similarly, de ne B = f u j : q j m; u j \ u q 0 6 = ;g: 
The segments in A 0 (B 0 , resp.) have no overlaps with u p 0 ( u q 0 , resp.).
A set of segments S = fs 1 ; : : : ; s k g is said to be left-aligned if first(s 1 ) = = first(s k ). Similarly, S is right-aligned if last(s 1 ) = = last(s k ). For convenience, de ne an empty set to be both left-and right-aligned. If S is both left-and rightaligned, then all segments in S are equal.
If each \ " in Eq. 2 can be changed to \ " by relabeling the nodes, then the graph is forward-convex. The following lemma shows a case in which \ " can be easily converted to \ ". In this lemma, u k is the rst element of A and u l is the last element of B; i.e., A = f u k ; : : : ; u p g and B = f u q ; : : : ; u l g: (10) Lemma 4 If A is left-aligned, then the nodes from v 1 up to the last node of u k?1 can be relabeled so that u 1 u p ; the relabeling does not a ect the \ " or \ " relationships among u p ; : : : ; u m . (See Fig. 5 for illustration.) Similarly, if B is rightaligned, then the nodes from the rst node of u l+1 down to the last node of V can be relabeled in a way that makes u q u m and that does not a ect the \ " or \ " relationships among u 1 ; : : : ; u q .
Proof. Assume A to be left-aligned. Also, assume A 0 6 = ; (or we immediately have u 1 : : : u p ). Then, first( u p ) < first( u p 0 ). Let k be such that A 0 = f u 1 ; : : : ; u k?1 g and A = f u k ; : : : ; u p g. Since u 1 : : : u k , the nodes from v 1 to the last node of u k?1 can be relabeled so that f u 1 ; : : : ; u k g becomes left-aligned (see Fig. 6 So, assume that none of the three conditions (a), (b), (c) is satis ed, and consider all possible cases. Case 1. A is neither left-nor right-aligned. In this case A contains more than one element. Let A = f u k ; : : : ; u p g. Then, f u k ; u p g is neither left-nor right-aligned. Since (a) is not true, there exist a pair (i; j), i < p < j, such that u i 6 u j and u i 6 u j .
Without loss of generality, we may assume first( u i ) first( u j ) (the other case is similar). Then, first( u i ) < first( u j ) and last( u i ) < last( u j ). However, u i and u j may or may not have intersection. If they do have intersection, then u i and u p 0 also have intersection and, consequently, k i < p. Consider four possible cases. Subcase 1: u i \ u j 6 = ; and f u i ; u p g is not left-aligned. In this case, f u i ; u p g is not right-aligned either, as otherwise it would lead to a contradiction that u i u j . Partitioning u p into ve subsets as shown in Fig. 7(a) 
that is isomorphic to M 2 .
Subcase 2: u i \ u j 6 = ; and f u j ; u p g is not right-aligned (Fig. 7(b) illustrates this case). Again, from the gure (particularly, columns 2, 3, 4, 5) one readily sees the existence of a submatrix isomorphic to M 2 .
Subcase 3: u i \ u j 6 = ;, f u i ; u p g is left-aligned and f u j ; u p g is right-aligned. In this case, f u p ; u p 0 g is also right-aligned since u p u p 0 u j (recall that p 0 = p + 1 = q + 1). (Fig. 8(a) ), then the nodes of U can be relabeled (a1) A is left-aligned.
(a2) A is right-aligned, A = f u 1 ; : : : ; u p g, and first( u 1 ) first( u p 00 ).
(b1) B is right-aligned.
(b2) B is left-aligned, B = f u q ; : : : ; u m g, and last( u m ) last( u q 00 ).
Proof. (1 ) 2): This has been proved in Section 2. Fig. 7(a) . Hence, M contains a submatrix isomorphic to M 2 .
Subcase 2: f u p ; u p 0 g is right-aligned and first( u p 0 ) first( u k ) < first( u p 00 ). Consider the case first( u p 00 ) last( u k ). Fig. 9(a) illustrates the case. Obviously, M contains a submatrix isomorphic to M 2 .
On the other hand, assume that first( u p 00 ) > last( u k ). Fig. 9(b) illustrates the case. It can be checked that M contains a submatrix isomorphic to M 1 .
Subcase 3: f u p ; u p 0 g is right-aligned and first( u p 0 ) first( u p 00 ) first( u k ). Since u p 6 = u p 0 , first( u p ) < first( u p 0 ). Out of the three segments u k , u p , u p 00 (see Fig. 9(c) for illustration), a submatrix isomorphic to M 1 can be easily constructed.
Subcase 4: f u p ; u p 0 g is not right-aligned. Fig. 9(d) illustrates the relationship among the three segments u k , u p and u p 0 . One readily sees that M contains a submatrix isomorphic to M 1 .
Case 2: A 6 = f u 1 ; : : : ; u p g (i.e., 1 < k < p). Assume A is right-aligned (or case 1 applies). The four segments u 1 , u k , u p and u p 00 have the same relationships as the four segments u k , u p 0 , u p and u p 00 in Fig. 9(b) . Therefore, a submatrix isomorphic to M 1 can be obtained.
Case 3: first( u 1 ) > first( u p 00 ). Assume A is right-aligned and A = f u 1 ; : : : ; u p g (or we have case 1 or 2). The three segments u 1 , u p , and u p 00 , as illustrated in Fig. 9(e) , indicates the existence of a submatrix isomorphic to M 1 . Fig. 11(a)-(b) ), it is easy to relabel u 1 ; : : : ; u p 00 ?1 as well as u q 00 +1 ; : : : ; u m to make the graph forward-convex. If p 00 > q 00 (see Fig. 11(c) ), then the segments u q 00 +1 ; : : : ; u p 00 ?1 are both left-and right-aligned. It is possible to relabel the nodes u 1 ; : : : ; u q 00 and the nodes u p 00 ; : : : ; u m to make G forward-convex. 2 
The Algorithm and Its Complexity
Lemmas 5 and 6 together prove the \(c) ) (b)" part of Theorem 1. The proofs of these lemmas also provide an algorithm for recognizing forward-convex graphs and generating forward-convex labelings. For clarity, we summarize the algorithm in the following.
Algorithm Recognizing and Labeling Forward-Convex Graphs
Input: A connected bipartite graph G = (U; V; E) with labeling U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g.
Output: A forward-convex labeling for G if it is forward-convex. If not, relabel the nodes of U in reversed order so that the condition holds.
3. Choose the p in Eq. 2 to be as large as possible, and choose q to be as small as possible.
4. Let p 0 > p be the smallest index such that u p 0 6 = u p , and let q 0 < q be the largest index such that u q 0 6 = u q . if p 00 q 00 (as illustrated in Fig. 11(a)-(b) else /* p 00 > q 00 as illustrated in Fig. 11 Consider a join operation of two relations in a relational database system. Each relation is a collection of tuples and is stored in the disk as a number of pages. The page connectivity graph of a join operation is a graph in which each node represents a data page and there is an edge between two nodes if and only if their corresponding data pages possibly contain tuples that need to be joined 2, 6, 5]. Only those pages (nodes) with at least an edge in the graph need to be accessed, and two data pages need to be in the main memory simultaneously if they are connected by an edge. Given a page connectivity graph G, the minimum bu er size problem is to determine the minimum amount of bu er required to perform the join operation represented by G. This problem is NP-hard if G is an arbitrary graph 2]. As was mentioned in the introduction, the page connectivity graphs for many join operations are forward-convex 11]. This motivates us to look for an e cient algorithm for the minimum bu er size problem with problem instances restricted to forward-convex graphs. We report a linear time algorithm here. Several other NP-complete problems are known to be polynomially solvable for bipartite permutation graphs 8].
We start our discussion by formally formulating the problem. Let G = (U; V; E) be the page connectivity graph of a join operation. Without loss of generality, assume that G contains no isolated nodes as such nodes can be deleted. A retrieved-once sequence S of G is a permutation of U V , in which each node appears exactly once. In order to perform the join operation, suppose that the pages of the relations are fetched, in the order of S, to a bu er in main memory. Once a page is fetched, it is retained in the bu er until it is no longer needed. Thus, each page is retrieved exactly once. The are retrieved and the join among these pages performed, the pages in Rem(S i ) must remain in the bu er as they still need to join with some pages in S i which are yet to be fetched. Note that Rem(S 0 ) = ;. De ne Mem(S i ) = Rem(S i?1 ) fw i g for 1 i m + n. Thus, Mem(S i ) is the set of nodes (pages) residing in the bu er at the time page w i is just read into the bu er. With these notations, the minimum bu er size problem can be formally de ned as follows.
Problem De nition. Let G = (U; V; E) be a bipartite graph, where m = jUj and n = jV j. The minimum bu er size problem is to sort the nodes in U V into a sequence S = (w 1 ; : : : ; w m+n ) so as to minimize Cost(S) = maxfjMem(S i )j : 1 i m + ng:
As remarked earlier, this problem is NP-hard if G is an arbitrary graph 2]. It can be solved e ciently if the page connectivity graph is forward-convex, which is the main result of this section.
We shall assume that the given page connectivity graph is not only forward-convex but also connected. This assumption does not lose any generality because the connected components of a forward-convex graph are each forward-convex; individually generating a least-cost retrieved-once sequence for each connected component and then putting them together, one after another, immediately yields a least-cost retrieved-once sequence for the whole graph. Thus, we focus on connected forward-convex graphs.
Algorithm
Let G = (U; V; E) be a connected forward-convex graph, with forward-convex labeling U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g, and adjacency matrix M(1::m; 1::n). Let S = (w 1 ; w 2 ; : : : ; w m+n ) be a retrieved-once sequence.
De nition 2 A retrieved-once sequence S = (w 1 ; : : : ; w m+n ) is said to be regular if the following three conditions are satis ed:
1. S starts with u 1 and v 1 ; i.e., (w 1 ; w 2 ) = (u 1 ; v 1 ).
2. The nodes of U appear in S in ascending order, and so do the nodes of V ; i.e., (u 1 ; u 2 ; : : : ; u m ) and (v 1 ; v 2 ; : : : ; v n ) are each a subsequence of S.
3. For each i, 1 < i m + n, there is at least one edge between w i and S i?1 . (Thus, after page w i is read into the bu er, it is immediately used to join with some other pages already in the bu er.)
The importance of regular sequences is that in search for a least-cost retrieved-once sequence, we can con ne ourselves to regular sequences, due to the following theorem, which we choose to prove later in Section 5.2 in order not to interrupt the development of the algorithm. A path from (x; y) to (m; n) on M is said to be a regular sub-path if it is a subpath of a regular path. The cost of a regular sub-path P is de ned as Cost(P) = 1 + maxfR(p) : p a point on Pg. This de nition is consistent with Eq. 11. For any entry (x; y) such that M(x; y) = 1, let mcost(x; y) denote the cost of a minimum regular sub-path from (x; y) to (m; n), whose cost is minimum among all regular sub-path from (x; y) to (m; n). Note 2. Compute R(x; y) for all (x; y) such that (u x ; v y ) 2 E, using Eq. 12. End.
The given graph may be represented by an adjacency matrix or by adjacency lists.
In both cases, the time complexity of this algorithm is O(jEj), where jEj is the number of edges in the graph (or the number of 1's in M). This is obtained as follows. In step 1 there is no need to search the entire matrix should G be represented by its adjacency matrix; starting with entry (1,1), it su ces to visit the 1's in the matrix and the 0's that are adjacent to at least a 1; this takes O(jEj) time.
Step 2 evidently needs no more than O(jEj) time as each computation of Eq. 12 takes only O(1) time.
Step 3 requires O(jUj + jV j + jEj) = O(jEj) time, since jUj jEj and jV j jEj.
Step 4 obviously can be done in O(jEj) time. So the overall time complexity is O(jEj).
The above algorithm always produces optimal solutions for forward-convex graphs. In 2] there are two heuristic algorithms that produce near-optimal solutions for forwardconvex as well non-forward-convex graphs.
Proof of Theorem 2
We now prove Theorem 3, which was stated and used in Section 5.1. To this aim, we establish some properties of forward-convex graphs and retrieved-once sequences.
De nition 4 A bipartite graph G 0 = (U 0 ; V 0 ; E 0 ) is said to be complete if (u; v) 2 E 0 for all u 2 U 0 and v 2 V 0 .
In the following lemmas, G = (U; V; E) is a connected forward-convex graph with forward-convex labeling U = fu 1 ; : : : ; u m g and V = fv 1 ; : : : ; v n g. Lemma 8 If S is a regular sequence, then for each i, 1 i jUj + jV j, the subgraph induced byŜ i is connected and forward-convex; furthermore, the induced labeling onŜ i has the forward-convex property.
Proof. Since the labeling of G has the forward-convex property and since S retrieves the nodes of U (V ) in ascending order, it is not hard to see that the nodes of U (V ) are released from the bu er also in ascending order. Thus, for each i,Ŝ i = fu j ; : : : ; u m g fv k ; : : : ; v n g for some j and k. The subgraph induced by these nodes is evidently connected and forward-convex. Proof. Since S is a retrieved-once sequence, each retrieved node (page) cannot be released from the bu er until all of its adjacent nodes have been accessed. Let x be the rst node in U 0 V 0 to be released from the bu er. Case 1. x 2 U 0 . Since G 0 = (U 0 ; V 0 ; E 0 ) is complete and x is the rst-released node in U 0 V 0 , there exists an i, 0 < i jUj + jV j, such that fxg V 0 Mem(S i ). After that, no node in V 0 can be released until every other node in U 0 has been retrieved. Proof. Assume U 00 v S and V 00 v S, where U 00 U 0 and V 00 V 0 . Let U 00 Mem(S i ) and V 00 Mem(S j ). Assume i 6 = j, or U 00 V 00 Mem(S i ) and the lemma is proved.
Without lose of generality, we further assume i < j. Since G 0 is complete and S is retrieved-once, it must be that U 00 Rem(S j ). Hence, U 00 V 00 Mem(S j ) v S. 2
We are now ready to prove the theorem. Proof. Let S be any retrieved-once sequence. We shall construct a regular sequence R such that Cost(R) Cost(S). Starting with R 0 = (u 1 ; v 1 ), we shall extend it to R 1 , R 2 , and so on, until all nodes are included. The resulting sequence, say R k , will be our R. Now we show by induction that R i , as de ned above, is meaningful whenever jR i?1 j < m + n. R 0 is obviously well-de ned, and it is a regular subsequence (i.e., a pre x of some regular sequence). Suppose that R i?1 has been well-de ned and is a regular subsequence with jR i?1 j < m + n. Assume that the above procedure yields R 0 R 1 R k . Write R k as R. As a regular subsequence containing m + n elements, R is a regular sequence.
Next, we show by induction that for each pre x R 0 of R, jMem(R 0 )j Cost(S), from which it follows that Cost(R) Cost(S).
It's evident that Mem(R 0 ) v S, and each pre x R 0 of R 0 satis es jMem(R 0 )j Cost(S). As the induction hypothesis, assume Mem(R i?1 ) v S and each of its pre x R 0 satis es jMem(R 0 )j Cost(S). We have to show that Mem(R i ) v S and each of its pre x R 0 satis es jMem(R 0 )j Cost(S). 
6 Conclusion
We have de ned the class of forward-convex graphs and showed it to be identical to the class of bipartite permutation graphs. We also developed an algorithm that tests whether a bipartite graph is forward-convex and, if so, generates a forward-convex labeling for the graph. Forward-convex graphs are interesting to us because the page connectivity graphs of many frequently encountered join operations are forward-convex. A number of NP-complete problems can be solved in polynomial time when the input instances are restricted to forward-convex graphs. We have reported one such result here. Other results of this type can be found in 4, 7, 8, 9] .
