In this paper we study the asymptotic behavior of a class of linear dissipative integral differential equations u tt (t)+Au(t)−
Introduction
Let (H, ·, · , · ) be a Hilbert space. Let A be a positive self-adjoint operator with domain D(A) ⊂ H with compact embeddings in H. Let α ∈ [0, 1) and g be a nonnegative absolutely continuous nonincreasing function on [0, +∞). We introduce a class of second-order abstract models
satisfying the initial conditions u(−t) = u 0 (t), t ≥ 0, u t (0) = u 1 , where the initial data u 0 and u 1 belong to suitable spaces we will define later. Here, the subscript · t denotes the time derivative. If α = 0, this differential problem rules the evolution of the electromagnetic field in the ionosphere, whereas, if α ∈ (0, 1), it may arise in the case of a generalized Kirchhoff viscoelastic beam, where a bending moment relation with memory is considered (see, for more details, [1, 2] if α = 0, and [3] if α ∈ (0, 1)). Following the approach of Dafermos [4] , we consider η = η t (s), the relative history of u, defined as
(1) turns into the system
where the subscript · s denotes the distributional derivative with respect to the internal variable s. Accordingly, the initial conditions become
of the energy E (t) has been already studied in [1, 2] when α = 0, and in [3] when α ∈ [0, 1). There, the authors proved that the system is not exponentially stable but there exists a polynomial decay rate. The aim of this paper is to complete the analysis studying the optimal energy rate decay for problem (2)-(3) (see Theorem 3.1). The method we use is based on the necessary condition given in [5, Theorem 4.2].
Preliminaries, abstract formulation and semigroup of solutions
As a departure for obtaining the proofs of well-posedness and of stability, we will consider the system (2)-(3) as an abstract evolution equation in a certain Hilbert space, for which we introduce the following definitions, notations and assumptions.
For r ∈ R, we consider the scale of Hilbert spaces D(A r/2 ), endowed with the usual inner products
where k 1 is a positive constant and the coefficient µ 0 will be assumed positive (see (h.1)). We suppose
This hypothesis allows us to introduce the weighted L 2 -space with respect to the measure g(s) ds,
endowed with the usual inner product. To give an accurate formulation of the evolution problem we introduce the product
Moreover, to study the asymptotic behavior of the solution for our evolution problem, we suppose that the kernel g decays exponentially to zero, as t → +∞, namely
Then, considering the notations and the assumptions introduced above, setting v = u t and
it is possible to apply the Lumer-Phillips Theorem (see, e.g., [6] ), so to obtain
Theorem 2.1. Assume that the memory kernel g satisfies condition (h.1). The linear operator L is the infinitesimal generator of a C 0 -semigroup S(t) = e
Lt of contractions on Z.
Remark 2.2. For any initial data z 0 ∈ Z, the solution z is given by z(t) = S(t) z 0 . The energy E (t) associated with (2)-(3) assumes in this new context the simpler form E
(t) = 1 2 S(t)z 0 2 Z .
Polynomial stability and optimal rate decay
In the next theorem, we first show that, when α ∈ [0, 1), the associated energy to problem (2)-(3) is polynomially stable, and subsequently we find the optimal rate of decay. For the sake of simplicity, throughout the section, we will employ the same symbols C , depending only on the structural parameters of the system under consideration (unless otherwise specified), for different positive constants, even in the same formula. Also, we shall often make use without explicit mention of the Young and the Hölder inequalities. 
Moreover, the rate of decay is optimal in the sense that the rate 1/t
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The first part of the proof is based on [7, Theorem 2.1]. Moreover, in order to show the optimality of the decay rate we need the result given in [5, Theorem 4.2].
Proof. We split the proof into two parts.
Polynomial stability. Let
Taking inner product with z in Z we get iβ z 2 Z − Lz, z Z = F , z Z . By using relation (5) and considering the real part, it
Multiplying Eq. 
and then, we find
Using interpolation 
On the other hand, multiplying (6) 2 by u and recalling (6) 1 , we get
and then, we obtain
Finally, from previous inequalities we can estimate 
