The \lambda method" is a well-known method for using integer linear-programming methods to model separable piecewise-linear functions in the context of optimization formulations. We extend the lambda method to the nonseparable case, and use polyhedral methods to strengthen the formulation.
Introduction
Our context is the class of optimization problems of the form min f 0 (x) (1) s.t. f i (x) 0; for i = 1; 2; : : :; m; (2) x 2 D; (3) where the functions f i : R d 7 ! R, for i = 0; 1; : : :; m, are continuous, and the domain D is the union of a nite number of polytopes. Generally, for such problems, it is quite di cult to nd even reasonable heuristic methods, since the feasible region need not be convex or even connected.
The function f i is separable if it has the form f i (x) = P d j=1 f j i (x j ), where f j i : R 7 ! R. We let D j denote the projection of D onto fx j 2 Rg. In practice, we can let D j be any nite union of closed intervals containing this projection | for example, we can take D j to be a single closed interval.
For simplicity of notation, we assume that D j is the single interval D j := fx j : a j x j b j g. ? l 0; for l = 0; 1; : : :; n;
n X l=0 l = 1;
At most two of the l may be positive, and if there are two, (6) they must correspond to adjacent breakpoints. The adjacency condition is enforced by incorporating additional binary variables y l (l = 1; 2; : : :; n), corresponding to the intervals between adjacent breakpoints, and requiring that they satisfy the constraints: After this reformulation, solution methods of integer linear-programming may be applied. This wellknown \lambda method" is a standard technique for approximating continuous separable functions (see GN72] , pg. 12-13, and NW88], pg. 11).
The lambda method is sometimes useful for nonseparable functions in such situations where separability can be induced through a transformation of variables (see BHM77]). For example, consider the function f(x 1 ; x 2 ) := x x 2 1 de ned on the domain x 1 1 + , x 2 1 + . The function f(x 1 ; x 2 ) can be replaced with a new variable x 3 . Then we simply incorporate the constraint ln ln x 3 = ln x 2 + ln ln x 1 , which is a separable equation that ensures that x 3 = x x 2 1 . On the other hand, this method would break down if the domain of f were x 1 , x 2 , but perhaps we could be more clever with our transformations that induce separability.
Unfortunately, there are nonseparable functions for which separability can not be induced. For example, we might have a function of a few variables for which we do not have a closed form expression. Values of the function might be obtained through computation. In such cases, the function might be reasonably approximated by a nonseparable piecewise-linear function; for example, we can triangulate the domain (see Figure 1) , compute the value of the function at the vertices of the triangulation (see Figure 2) , and then linearly interpolate the function on each simplex of the triangulation using the function values at its vertices (see Figure 3) .
In Section 1, we generalize the lambda method to nonseparable functions. In Section 2, we determine the dimension of (i) the convex hull of feasible solutions, and (ii) the linear relaxation of the formulation. In Section 3, we characterize the vertices of (i) and (ii). In Section 4, we demonstrate that (ii) has the Trubin property with respect to (i) (see Pad89]). In Section 5, we establish a description of (i) via linear inequalities. In Section 6, we provide an e cient separation algorithm for the facet-describing inequalities.
Another popular method for modeling separable piecewise-linear functions is the so-called \delta method" (see BHM77], pg. 379-382) In a companion paper ( LW98]), we present results concerning a generalization of the delta method for nonseparable functions (also see Wil98]).
Formulation
Again, our context is the class of optimization problems of the form (1-3), where the functions f i : R d 7 ! R, for i = 0; 1; : : :; m, are continuous, and the domain D is the union of a nite number of polytopes. A function f i may be \partially separable" in that it is of the form f i (
where L is a partition of f1; 2; : : :; dg, f L i : R jLj 7 ! R, and x L 2 R jLj has coordinates indexed by L.
The separable case corresponds to the case in which every L 2 L has just one element. Although we allow L to be any partition of f1; 2; : : :; dg, our methods become impractical if any sets L 2 L have a large number of elements. We focus our attention on a xed function index i and a xed set of variable indices L 2 L. We let x = x L and f = f L i . Finally, we let D = D L be the projection Figure 5 for a triangulation of the domain of Figure 4 ; in the gure, the relative boundaries of the simplices are darkened). As is usual for triangulations, the intersection of any two simplices is a proper face of each. We do not assume that all simplices have the same dimension, but, since we assume that no component of D is a single point, we have that all simplices of the triangulation have positive dimension. Finally, we let V (T) be the vertices of T 2 T . We approximate the function f(x) by 
9 T 2 T such that fv 2 V(T ) : v > 0g T:
The adjacency condition (13) is enforced by incorporating additional variables y T (T 2 T ), and requiring that they satisfy the constraints:
v ?
y T 2 f0; 1g; 8 T 2 T :
When D is an interval, this reduces to the standard \lambda method" described in the Introduction.
Let P(T ) be the convex hull of the solutions to (11,12,14,15,16). We also consider the formulation where we relax (16) to ?y T 0; 8 T 2 T :
Let R(T ) be the polytope of solutions to the inequalities (11,12,14,15,17).
Dimension
Typically, we will denote solution points by x = (y; ) 2 R T R V(T ) , where y 2 R T and 2 R V(T ) . For T 2 T , we de ne y(T) 2 R T to be the characteristic vector of T. For W V(T ), we de ne (W) 2 R V(T ) to be the characteristic vector of W. 
Since these (D) + 1 equations are linearly independent (note that (14) is the sum of (12) and the (D) equations (18)), we will have established the proposition. Let
be an arbitrary linear equation satis ed by all points in P(T ). In view of our goal, we can assume that c = 0 since we can subtract c times (12) from (19).
For an arbitrary T 2 T and v 2 T, plugging x(T; v) into (19) yields a T = ?b v .
Next, consider distinct simplices T and U of T that intersect. Let v be an element of V (T) \ V (U). Plugging x(T; v) and x(U; w) into (19) and subtracting the two resulting equations gives a T = a U . We can conclude from this that a T = a U for all simplices T and U in the same component of the domain D.
Therefore, (19) is a linear combination of (12) and (18). The result follows. 2
Proposition 2 dim(R(T )) = jV(T )j + jT j ? 2.
Proof: We will show that every linear equation satis ed by all points in R(T ) is a linear combination of the linearly-independent equations (14) and (12). As in the proof of Proposition 1, we consider an arbitrary linear equation ( 
Finally, adding the three equations (20,21,22) together, we can conclude that a T = a U . Therefore, (19) is a linear combination of the equations (14) and (12). The result follows. 2 So the polytopes P(T ) and R(T ) have the same dimension precisely when D is connected.
Extreme Points
The extreme points of P(T ) have an especially simple form.
Proposition 3
Proof: Let x = (y; ) be an extreme point of P(T ). The constraints (14,16) imply that for some T 0 2 T , we have y T = 1; if T = T 0 ; 0; if T 2 T n fT 0 g. Plugging this y into the \remaining system" (11,12,15), we get a system in that is equivalent to First, we demonstrate that X ext(R(T )). Suppose that x 2 X. Thus, x = 1 jWj x(U; W) + jWj ? 1 jWj x(S; ;), for some U; S 2 T and W V(T ), W 6 = ;, W V (U), and W \ V (S) = ;. It is easy to check that x 2 R(T ) and that x satis es (12), (14), and jT j ? 2 equations of the form (30).
By the structure of x, (29) is satis ed for each vertex v 6 2 W. Next, we demonstrate that ext(R(T )) X. Suppose that x is an extreme point of R(T ). Then, x must satisfy jV(T )j + jT j linearly-independent equations of the forms (12, 14, 28, 29, 30).
We will assume that two of these are (12) and (14).
Let E y be the set of linearly-independent equations of the form (30) satis ed by x: Extend E y to a set E of jT j + jV(T )j ? 2 linearly-independent equations from (28) and (29) satis ed by x. Let E = EnE y : For each v 2 V(T ), E can include at most one of the two equations of the form (28) and (29) 4 Edges A consequence of the characterization of the vertices of R(T ) is that each extreme point (i.e., 0-dimensional face) of P(T ) is also an extreme point of R(T ). In this section, we establish that each edge (i.e., 1-dimensional face) of P(T ) is also an edge of R(T ). In other words, we establish that the pair P(T ) R(T ) have the Trubin property (see Pad89]). Thus, in this limited combinatorial sense, R(T ) is close to P(T ).
As a rst step, we characterize the edges of P(T ).
Proposition 6 
Corollary 7 Each edge of P(T ) is an edge of R(T ).
Proof: The proof follows from the previous proof. Two adjacent extreme points of P(T ) satisfy jV(T )j + jT j ? 1 linearly-independent equations from (12, 14, 29, 30, 28). Since these are derived from the facet-describing inequalities of R(T ); the two extreme points are also adjacent in R(T ): 2 It is easy to check that the closeness of P(T ) and R(T ) does not persist for all higherdimensional faces. In particular, triangulating a line segment into three intervals yields an example where P(T ) has a 2-dimensional face that is not a 2-dimensional face of R(T ).
Facets
Consider an arbitrary linear inequality 
This equation is linearly independent of the equations v = 0, (12), and (18). Therefore, the inequality ? v 0 does not describe a facet of P(T ). Suppose, instead, that T has no cut vertex. Consider an arbitrary linear inequality (33) that describes F. Without loss of generality, we can assume that (33) is in canonical form.
Consider distinct simplices T and U that intersect but do not contain v. Choose w 2 V (T) \ V (U). The points x(T; fwg) and x(U; fwg) are in X, so they each satisfy (33) as an equation. From this, we can infer that a T = a U . Next, consider any simplex T that meets v. Suppose that the component containing v contains more than one simplex. Since v is not a cut vertex, there is a simplex U that intersects T on vertex w that is di erent from v. As above, we can infer that a T = a U . We have enough to conclude that a T = a U for all simplices T; U in the same component of D. But, since (33) is in canonical form, we can conclude that a T = 0 for all T 2 T .
Next, choose any w 2 V n fvg, and choose any simplex T 2 T that contains w. The point x(T; fwg) is in X, so it satis es (33) as an equation. From this, we can conclude that b w = 0, for all w 2 V n fvg. 
In conjunction with (11,12,14,16), the inequalities (35) say that if a simplex in B is selected (by setting y T = 1 for a simplex T 2 B) then the vertices used to interpolate must all be in simplices from B.
Also, we can see the validity of (35) through one application of Chv atal-Gomory rounding applied to the inequalities describing R(T ). 
Finally, rounding down the right-hand side of (38), we obtain (35). 2 Next, we establish which inequalities of the form (35) 
Moreover, these (D) + 2 equations are linearly-independent. The result follows. 2
A family of examples in dimension 2, where the number of distinct facets described by (35) grows exponentially in jT j, arises from triangulating a square. Consider the triangulation T in Figure 7 given by using an n n grid of triangles. Any \increasing lattice path" | a path that only uses horizontal and vertical edges and only moves right and up | in T from (a 0 ; b 0 ) to (a n ; b n ) will correspond to a 1-breaking set B by letting B be the set of triangles that have all three vertices on or below the lattice path. Since the lattice path naturally breaks the triangulation into two components, B will be a 1-breaking set. Since the number of increasing lattice paths is ? n 2 the number of facets will be exponential in jT j.
It is interesting to note that already in dimension 1, the inequalities (15) do not describe facets of P(T ) (i.e., (8,9,10) do not describe facets). In particular, using the notation of the introduction, of Figure 6 , the given point satis es (11,12,14), but it violates the inequality (36) (which is of the form(35)) .
We de ne a bipartite graph G(T ) having vertex bipartition (V(T ); T ). The graph G(T ) has an edge between v 2 V(T ) and T 2 T if v 2 V (T). Note that there is a natural association between the edge (v; T) of G(T ) and the extreme point x(T; fvg) of P(T ).
Recalling the characterization of the extreme points of P(T ) from Section 3, the point e x = (e y; e ) is in P(T ) precisely when there is a solution z to 
where A is the vertex-edge incidence matrix of the graph G(T ). Since each column of A has two ones and the remaining entries zero, equations (12) and (14) imply that the equation (44) is redundant. The remaining equations can be interpreted as the feasibility system for a transportation problem (with prohibited routes) on G(T ) for which y T is the demand at node T 2 T and v is the supply at node v 2 V(T ). The transportation problem is \balanced" by virtue of (12) Generally, if the transportation problem is infeasible with respect to x = (y; ) it is easy to nd a violated inequality of the form (35) using e cient combinatorial network-ow or linearprogramming methods.
Finally, we note that as an alternative to the cutting-plane approach for implicitly incorporating the constraints (35) into a model, we could explicitly use the variables z and use the constraints (43) and (45). Of course, this increases the number of variables by the number of edges of G(T ). This may be undesirable since the number of edges of G(T ) is jT j(k + 1), where k is the average dimension of the simplices in T . 
