Abstract. We report Very Large Telescope (VLT) observations of the quasar PKS 2145+067. We obtained high-resolution (R ≈ 100 000 or 3 km s −1 ) optical spectra with the UV-Visual Echelle Spectrograph (UVES) at the VLT UT2 telescope. The emission redshift measured from [O ] is z em = 1.0003. In our spectra, the well-known intervening metal-rich absorption system at z abs = 0.79089 shows Mg  absorption lines resolved into 15 velocity components with a total spread of about 206 km s −1 . This absorption is consistent with a line of sight passing through the extended gaseous halo of a disk galaxy. The derived Doppler line broadening parameters are in the range b = 2 to 5 km s −1 . We also detected absorption lines of Mg , Fe , and Ca  in the same system. The ionization state of the absorbing gas is analyzed and compared with previous studies of PKS 2145+067. Finally, we discuss the implications of high-resolution data for proposed cosmological variations of the fine-structure constant.
Introduction
Quasar spectroscopy has developed into a powerful multipurpose tool with the advent of 8−10 m telescopes equipped with sensitive spectrographs and the first release of the Sloan Digital Sky Survey (SDSS) data (Abazajian et al. 2003; Schneider et al. 2003) . It allows the study of matter seen through emission and absorption lines of atoms and molecules up to redshifts z ≈ 6 . Emission and intrinsic absorption lines probe the structure and physical properties of the emission region in Active Galactic Nuclei (Osterbrock & Mathews 1986; Sulentic et al. 2000; Véron-Cetty & Véron 2000) . Intervening absorption lines are used to study the kinematics, chemical composition, and ionization state of gas associated with galaxies at intermediate redshift (e.g. Steidel & Sargent 1992; Churchill & Vogt 2001; Churchill et al. 2003; Ding et al. 2003) . Galactic absorption lines seen in quasar spectra offer unbiased lines of sight through the Galactic interstellar medium in contrast to traditional studies using OB-type stars as background sources; OB stars are concentrated in the Galactic plane and associated directly with interstellar matter, whereas quasars reside far outside the Milky Way with no physical connection to the absorbing material. Quasar background sources offer opportunities for complementary spectroscopy in the Based on observations collected at the European Southern Observatory, Paranal, Chile (ESO Programmes 67.C-0157 and 70.C-0239).
radio, mm, and X-ray domains for the same line of sight. Finally, fine-structure splittings observed in quasar emission and absorption lines are used to constrain the possible space/time-variation of the fine-structure constant α (Bahcall et al. 2004; Murphy et al. 2003a) .
We have studied a sample of 9 flat-spectrum quasars with the VLT/UVES (Very Large Telescope; UV-Visual Echelle Spectrograph) at high resolution (R ≈ 100 000 or 3 km s −1 on the brighter, R ≈ 50 000 on the fainter sources). We selected the quasars according to the following criteria: bright enough for high-resolution spectroscopy with UVES (visual magnitude brighter than 18.5 mag); nearly featureless continuum with strong mm-wavelength and X-ray fluxes; low Galactic latitude and/or known Galactic absorption at mm-wavelengths. Background sources with such properties allow the measurement of Galactic interstellar absorption across the electromagnetic spectrum from mm to X-ray wavelengths for the same line of sight. This is one of the main rationales in our project.
Here, we focus on the well studied quasar PKS 2145+067: its emission and continuum properties are measured (Steidel & Sargent 1991) ; Hubble Space Telescope Faint Object Spectrograph (HST/FOS) spectra have been obtained within the HST quasar absorption line key project (Bahcall et al. 1993; Bergeron et al. 1994) ; its intervening Mg  absorption system at z abs = 0.79 has been studied at a resolution of R ≈ 45 000 (Churchill & Vogt 2001) ; and the associated host galaxy at z = 0.79 was identified by Bergeron & Boissé (1991) .
In this paper, we study redshifted emission and absorption in PKS 2145+067 at previously unequaled resolution. Highresolution is required to identify the individual components in complex absorption profiles, and to study the kinematics and the ionization state of the absorber in detail. We show that a factor-of-two improvement in resolution over previous work reveals new structure in Mg  lines, which can lead to an improved analysis of the z abs = 0.79 absorbing system. We will present the Galactic absorption lines, redshifted Mg  absorption systems, and quasar emission lines for the complete sample of quasars elsewhere (Tappe & Black 2004, in preparation) . In Sect. 2, we describe the observations and address the data reduction and analysis techniques. We present our results in Sect. 3, and discuss the kinematics, abundances, and ionization state of the intervening Mg  absorber in Sect. 4. Our conclusions and a comparison with previous work are given in Sect. 5. The UVES instrument was used in standard grating settings DIC2 390+860 and RED 520, with slit widths of 0. 4 in the blue and 0. 3 in the red. This combination of settings yields an almost complete wavelength coverage from 3300−10 400 Å with nominal resolutions of about 4.3 km s −1 in the blue arm of the spectrograph, 3300−4500 Å, and 2.7 km s −1 at longer wavelengths (see Table 1 for a more detailed list). Two exposures of 2400 s duration were made in each setting.
Observations and data analysis

VLT observations
Observations of the type presented here are ideally suited for VLT service-mode operations: the spectrograph configurations can be planned fully in advance, and the measurements can be executed when the conditions of seeing and target accessibility are satisfied. Because UVES has proven to be extremely stable, standard calibrations are adequate for this work.
Data reduction
The VLT pipeline processes the raw images into calibrated, one-dimensional spectra as described in the VLT White Book 1 . Table 1 shows a list of the UVES settings and the obtained spectra for PKS 2145+067. The intensity scale of the spectra is a relative flux that cannot be calibrated accurately to an absolute scale because the slit widths were smaller than the atmospheric seeing-disks of the sources. The wavelength scales were established with reference to Th-Ar comparison spectra, and refer to the topocentric standard of rest in standard air in the pipeline-processed spectra.
We performed a preliminary inspection of the pipeline reduced spectra with "Spectool", a spectrum examination and 1 The VLT White book is accessible via the Paranal Observatory homepage, http://www.eso.org/paranal/ analysis tool with graphical user interface within the IRAF 2 software system. At this stage, we converted the spectra to the heliocentric standard of rest with the IRAF "rvcorrect" and "dopcor" tasks, and combined the two exposures of each wavelength region for the identification of absorption features (see Sect. 2.3) . Note that the radial velocity corrections in the original data headers were incorrect.
For further detailed analysis, we selected small wavelength intervals from each exposure, rebinned them to the same wavelength scale with the IRAF "dispcor" task using a 5th order polynomial, and then combined the rebinned intervals with the IRAF "scombine" task. In combining data of different resolution, the spectrum of higher resolution was convolved to the resolution of the coarser spectrum. Separate pieces of data were weighted by the signal-to-noise ratio. In order to enhance further the signal-to-noise for the detection of weak transitions, in particular Fe , we combined several spectral intervals covering different transitions of the same ion on a common scale of velocity. In this case, each spectral interval was weighted by 1/λ i f i according to the following formula for the column density N in the weak-line limit for a combined spectrum,
or
where n is the total number of combined spectra of common resolution and sampling, W i is the equivalent width of the ith spectrum in velocity units, and λ i f i is the product of transition wavelength and oscillator strength.
Data analysis
We identified absorption features in the combined spectra (cf. Sect. 2.2) with a finding list based on atomic data compiled by Morton (1991) , complemented by several transitions of molecular species. In addition, we constructed linelists for known redshifted systems from the NASA Extragalactic Database 3 and from a reanalysis of HST/FOS data by Bechtold et al. (2002) . We also searched for weak absorption lines with redshifts close to the emission redshift of PKS 2145+067. "Spectool" allows to mark the line positions of several color-coded linelists in the spectra. It can also display the original uncombined exposures as well as error and stellar reference spectra simultaneously, which aids greatly in the identification of spectral features. In order to identify telluric lines, we used a stellar reference spectrum of HDE 312980, which we obtained with identical spectrograph settings. Furthermore, we made use 2 IRAF (Image Reduction and Analysis Facility) and "Spectool" are maintained by the IRAF programming group at the National Optical Astronomy Observatory (NOAO) in Tucson, Arizona.
3 The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the USA National Aeronautics and Space Administration. of the HITRAN2000 4 database to create independent linelists for the identification of telluric water and oxygen lines.
Determination of absorption properties
The apparent line-shape of an observed absorption line is formally given by the convolution of the intrinsic line-shape and the instrumental function Φ(λ),
where I obs (λ) is the observed intensity, I 0 (λ) is the continuum intensity, and τ(λ) is the optical depth. The wavelength dependence of the optical depth in Eq. (3) can be described by a Voigt function, a convolution of a Lorentzian and a Gaussian. Voigt profile fitting provides a useful method for parameterizing the absorption properties of individual components in blended absorption features given sufficient spectral resolution (cf. Churchill et al. 2003) . The measured redshifts/velocities, Doppler parameters, and column densities, can be interpreted in terms of the physical nature of the absorbing gas.
The Gaussian component has a half-width at halfmaximum
where b is the Doppler broadening parameter for a gas of temperature T and an ion of mass m ion . If the gas motions are microscopic thermal motions, then T is the kinetic temperature, T k . If there are other gas motions, such as turbulence, then the Doppler parameter can be expressed as a sum of thermal and turbulent parts, b = b therm + b turb = (2kT /m ion ) 1/2 + b turb , and T is an upper limit on the kinetic temperature.
We used the program  (Carswell et al., see http://www.ast.cam.ac.uk/∼rfc/vpfit.html ; Webb 1987; Cooke 1994 ) to fit Voigt line-shape functions to the absorption lines (see Eq. (3)). We selected the sections of the spectrum containing absorption features (cf. Sect. 2.2), and fitted a low-order Legendre polynomial to the continuum using "Spectool". Any strong absorption or emission in these sections was disregarded for the continuum fitting through setting a proper threshold.
Furthermore, we used the program  5 to set up initial guesses for the Voigt profile parameters, i.e. redshift, b-parameter, and column density.  then applies an iterative χ 2 -minimization routine to optimize the parameters of the initial guess. After converging, it generates a list of output parameters together with their fitting errors. These errors may or may not be meaningful, depending mainly on the 1σ error array that comes with the observed spectra, the way the spectra are processed, the intrinsic non-uniqueness of the Voigt fit, and the amount of saturation and blending in the fitted lines. These factors were dealt with as well as possible, in particular by providing  with the proper ratio of the mean error to the measured root mean square (RMS) noise in that part of the spectrum (cf. the online manual of  about error estimates).
For the final data analysis, we referred to the latest revision of atomic data for resonance lines by Morton (2003) . All redshifts quoted here refer to a vacuum heliocentric wavelength scale. Parts of the data were analyzed with an independent profile-fitting program and continuum-fitting procedure: derived line parameters were the same within the estimated uncertainties.
Results
We identified several emission and absorption features in the high resolution spectrum of PKS 2145+067. Table 2 .
[Ne ] 3427 is blended with a strong instrumental artifact and therefore not included here. The emission lines are extremely broad compared to the narrow absorption features, with full-width at half-maximum (FWHM) between ∆V obs FWHM = 600 and 6000 km s −1 . The emission redshifts obtained from a onecomponent Gaussian fit have an average of z em = 1.001, which is in good agreement with previous measurements (Steidel & Sargent 1991) .
Analysis of quasar emission lines can provide valuable information on the structure and physical properties of the emission region, but to perform such an analysis is beyond the scope of this work. We note here that the equivalent widths of the C ] and Mg  emission lines differ by more than a factor of two from the values found by Steidel & Sargent (1991) . We measured a ratio of W(C iii])/W(Mg ii) = 1.48, which differs from the ratio W(C iii])/W(Mg ii) = 0.65 seen by Steidel & Sargent (1991) . This difference comes mainly from a much smaller Mg  equivalent width in our spectra. Steidel & Sargent (1991) see a narrow Mg  component with ∆V obs FWHM = 6000 km s −1 and a broad component with ∆V obs FWHM = 22 400 km s −1 , with the broad component dominating the total Mg  equivalent width. In our spectra, Mg  is well fitted by a single Gaussian component of similar equivalent width but a factor of 2 smaller FWHM compared to the narrow component seen by Steidel & Sargent (1991) . We do not see any sign of a broad Mg  component. Note that C ] can be decomposed into a narrow and a broad component (see Table 2 ). Here, the overall FWHM is similar to the value observed by Steidel & Sargent (1991) , but the equivalent width is smaller by a factor of 1.5. We do not see any signs of blending with Si ] 1892, and Al  1857 would lie outside our fitted C ] line if appearing at similar redshift. The observed differences might be caused by the optical variability of PKS 2145+067, i.e. the intrinsic Baldwin effect (Baldwin 1977; Pogge & Peterson 1992; Osmer & Shields 1999) , but unfortunately we do not have a reliable flux calibration for our spectra to quantify this effect (cf. Sect. 2.2).
Here, we focus on the intervening Mg  absorption system at z abs = 0.79089. No other absorption systems toward PKS 2145+067 could be confirmed by our data. We will present the Galactic absorption lines, redshifted absorption systems, and quasar emission lines for the complete sample of quasars in two companion papers (Tappe & Black 2004, in preparation) .
Intervening absorption:
The z abs = 0 .79089 system Figure 1 shows the UVES data for the detected absorption lines. Spectra are plotted in histogram style superposed with the fitted line profile. The 1-sigma error spectra appear close to the dashed zero level. Ticks above the spectra stand for the Voigt profile centroids of each fitted velocity component. The velocity scale is for the rest-frame relative to the absorption redshift z abs = 0.79089. We defined the absorption redshift as the average redshift of all velocity component pairs of the Mg  doublet (see Table 3 ).
The z abs = 0.79089 system in PKS 2145+067 shows a rich Mg  absorption complex with 15 fitted velocity components spanning a range of about 206 km s −1 . It shows three groups of absorption lines with 3, 7, and 5 components respectively, at velocities of about −130 to −95 km s −1 , −43 to 41 km s −1 , and 45 to 93 km s −1 . Note that "group" is not defined rigorously here; groups are simply separated by one or more resolution elements with a continuum flux consistent to one. Ten of the separations between adjacent features are 10 km s −1 or less. Moreover, all of the derived Doppler parameters are less than 6 km s −1 . Thus it is evident that spectra with resolution coarser than 10 km s −1 are incapable of providing an adequate description of this Mg  absorption system.
The velocity structure of the strongest Mg  components appears also in several Fe  transitions. In addition, we detected weak features of Mg  and Ca  at the velocity of the strongest Mg  component at −104 km s −1 . We list the measured line properties in Table 3 . 
Discussion of the absorbing system
Kinematics
The ultimate aim of studying quasar absorption line systems at various redshifts is to understand the structure and evolution of the absorbing clouds and their associated galaxies. The measured velocities, line-widths, and column densities can be interpreted in terms of a model of the absorbing system. Primarily, it is the nature of the absorbing clouds, their macroscopic and internal motions as well as their chemical and physical conditions that determine the observed line characteristics. In turn, the cloud properties are connected to their spatial positions within the galaxy through the stellar and extragalactic background radiation field (ionization conditions) and the overall galaxy structure and kinematics.
Here, we consider the case of a galaxy at a certain cosmological redshift, z cos , absorbing light from a continuum background source. The observed redshifts inferred from the wavelengths of the absorption lines, z line , are the combination of the cosmological redshift due to the expansion of space in an expanding universe and the Doppler shift due to the physical motion of the absorbing gas. The physical motions are commonly called kinematics of the absorbing system, but it is actually not clear how to separate them from the cosmological redshift. Physical motions in this context often denote large-scale motions dominated by gravity, for example orbital motions of galaxies in a galaxy cluster, but they also include the gas dynamics of the absorbing gas. The redshift due to physical motion relative to a chosen standard of rest can be described by the special-relativistic Doppler formula for a locally flat spacetime.
In practice, since the distance to the galaxy is unknown a priori, the cosmological redshift must be fixed by definition, for example through averaging the redshifts of all observed absorption lines. Even when the true cosmological redshift is known, it is not clear how to distinguish the local gas motions from the motion of the galaxy as a whole. However, the velocity differences between the individual velocity components stay the same regardless of the cosmological redshift and the galaxy motion. More accurately, the observed velocity spread is a lower limit of the true velocity spread in the absorbing system, because the observed relativistic Doppler shift is strongly dependent on the angle at which we see the moving source. Without independent information about transverse motion, we measure only the radial component of motion; therefore, the range of speeds in the absorbing system may be much higher.
The observed kinematics show a dominant, saturated group of absorption lines accompanied by weaker groups of larger kinematic spread. The first group of absorption lines contains about 50 percent of the total Mg  column density and has the smallest velocity spread of about 16 km s −1 . Furthermore, it is notable that all fitted components for all detected ions agree in velocity within the error limits (about 1 km s −1 ), although no constraints were used for the fitting. Since the ions have different ionization potentials lying above (Mg , Fe ) and below (Mg , Fe , Ca ) the hydrogen edge of 13.6 eV, their lines would appear at different velocities if the clouds had an internal velocity and ionization structure. Stratified ionization structure would normally require that the cloud be optically thick in the H continuum, i.e. N(H i) ≥ 2 × 10 17 cm −2 . Although we do not attempt to produce a detailed model of the kinematics for PKS 2145+067, we find it difficult to explain the large observed kinematic spread of the Mg  absorption complex. For PKS 2145+067, the projected impact parameter of the quasar sight line to the absorbing galaxy derived from the observed angular separation between the identified absorber galaxy and the quasar on the sky is 29h −1 kpc (Bergeron & Boissé 1991, cf. Sect. 4 .2, Eq. (7)). A simple model with a corotating, spherically symmetric halo (geometry described by Weisheit 1978) with an assumed radius of 180h −1 kpc (cf. Chen et al. 2001) can only reproduce the observed spread of 206 km s −1 by assuming large constant rotation velocities > ∼ 300 km s −1 and/or small inclination angles. For a more realistic kinematic model of the absorber geometry, high spatial resolution imaging is needed to measure the rotation curve and the orientation of the absorber host galaxy (cf. Steidel et al. 2002) .
Line broadening
The line-widths or b-parameters provide an upper limit on the kinetic gas temperature (cf. Sect. 2.3.1). We derive T ≤ 25 600 K from an average b ≤ 4.2 km s −1 for all fitted Mg  components with fractional errors smaller than unity. The strongest component of Mg  has the narrowest well measured line width, b = 2.73±0.33, which corresponds to T ≤ 13 500 K. Mg  has a smaller b-parameter, b = 1.02 ± 1.65, although the error is large. The upper temperature limit derived from Mg  is T ≤ 6500 K, or if the maximum error is added to the measured b-parameter, T ≤ 10 500 K.
We also tested for turbulent broadening by comparing the ratio of b-parameters, b Mg ii /b Fe ii , with the inverse ratio of the square root of the ion masses (cf. Sect. 2.3.1, Eq. (4)). For example, the ratio b Mg ii(2) /b Fe ii(2) = 2.48 ± 1.31 for velocity component 2 is consistent with the thermal ratio (24.305/55.847) −0.5 = 1.52, i.e. consistent with no turbulent broadening. Checking the ratios of components 3, 6, and 7, and doing the same calculation with the ratio b Mg ii /b Ca ii for component 3 confirmed the previous result. The ratio b Mg ii(3) /b Fe ii(3) = 1.22±0.24 is marginally inconsistent with the thermal ratio, but this inconsistency is removed by assuming an error slightly larger than the formal value for the b-parameter of the strongly saturated Mg (3) component.
Abundances and ionization state
The detection of both Mg  and Mg  suggests the study of the ionization state of the absorber for the velocity component where the absorption arises. Although additional atoms and ions including H , C , Si , and O , have been observed in low-resolution HST/FOS spectra, their abundances cannot be determined with high accuracy (Bergeron et al. 1994 ). Other published ionization analyses have been applied statistically to samples of Mg  absorbers ; as a result, some interesting details of the analysis are obscured.
We developed a compact photoionization model to evaluate the rates of processes that govern the ionization balance of magnesium. Our model takes a given radiation field and an observed value of N(Mg + )/N(H), and returns the value of the N(Mg + )/N(Mg) ratio for a grid of electron temperatures T e and total hydrogen densities n H . It particularly takes into account charge transfer (Allan et al. 1988) , dielectronic recombination (Nussbaumer & Storey 1986) , and electron impact ionization (Lotz 1967) . The classical-empirical formula of Lotz (1967) agrees within a factor of two with the rates derived from recent measurements of the Mg electron-impact ionization cross sections (Boivin & Srivastava 1998) . Rate coefficients of radiative recombination have been re-computed to incorporate new cross sections of photoionization from low-lying states of neutral Mg (Mendoza & Zeippen 1987) .
In particular, we consider the constraints provided by the Mg  and Mg  lines and the neutral hydrogen column density from a reanalysis of archived low-resolution HST/FOS spectra. From our high-resolution data, we derive a ratio of column densities in component 3 of N(Mg + )/N(Mg) = 203 ± 74. Our analysis of the HST/FOS spectra using the observed velocity distribution of Mg  yields an upper limit for the total neutral hydrogen column density of N(H) ≤ 1 × 10 18 cm −2 , which is consistent with a previous analysis by Bergeron et al. (1994) . If the neutral hydrogen is indeed distributed in velocity like the observed Mg + , then the column density of H in component 3 would be N(H) ≈ 3.6 × 10 17 cm −2 . This column density is low enough that the optical depth to ionizing photons at the Lyman limit is only of the order of unity, and we can treat the ionization of both magnesium and hydrogen in the optically thin limit to a good approximation.
The shape and intensity of the radiation field at the physical object is one of the major uncertainties in photoionization calculations. In the case of PKS 2145+067, Bergeron & Boissé (1991) We fitted a power-law with slope 0.8 to the observed spectrum, and estimated a flux density of J z=0 λ (1633 Å) ≈ 1 × 10 −18 erg s −1 cm −2 Å −1 at 1633 Å by extrapolating the fit and taking into account Galactic extinction. The Lyman limit flux density at the position of the absorber, J z abs =0.79 λ (912 Å), can then be calculated as follows:
with
and
where L λ (912 Å) is the flux of the galaxy at the Lyman limit, z abs is the redshift of the absorber and the galaxy, D L and D A are the cosmological luminosity and angular distances, r abs is the distance from the absorber to the galaxy, and θ abs is the observed angular separation between the galaxy and the absorber on the sky in radians. Note that we used r abs instead of D L in Eq. (5) to excellent approximation because the distance between absorber and galaxy is very small in terms of redshift. We calculated D A = 1544.6 Mpc with the routines provided by Kayser et al. (1997) for a given cosmological 
Using Eqs. (5)- (7) and the observed angular separation of 5. 5 (Bergeron & Boissé 1991), we estimate a Lyman limit flux density at the Mg  absorber of J z abs =0.79 λ (912 Å) ≈ 2.6 × 10 −8 erg s −1 cm −2 Å −1 , which corresponds to 5.7 × 10 −22 erg s −1 cm −2 Hz −1 sr −1 in frequency units per steradian. This value is prone to some uncertainty due to the extrapolation, however, it is about a factor of five larger than the estimated contribution to the UV background from all star-forming galaxies at z ≈ 0.5 and with an escape fraction of 1 (Scott et al. 2002) . On the other hand, it is about five times smaller than the flux of a typical z ≈ 0.01 starburst galaxy (Buat et al. 2002) placed at the same distance to the absorber. Haardt & Madau (1996) calculated spectra of the UV background as a function of redshift due to QSO emission alone. We estimate a flux density of J z=0.79 ν (912 Å) ≈ 1.1 × 10 −22 erg s −1 cm −2 Hz −1 sr −1 at z = 0.79 at the hydrogen Lyman limit by interpolating their data given for redshifts of 0, 0.5, 1, and 1.5, with a low-order polynomial. Again, this value is about a factor of five smaller than the estimated flux from the galaxy associated with the z = 0.79 Mg  absorber toward PKS 2145+067. Hence, the photoionization of that absorber, in particular the photoionization of neutral magnesium at wavelengths smaller than 1621 Å, is probably dominated by the UV flux from the associated galaxy.
We adopt a simple composite power-law model for the radiation field in our photoionization model (see Table 4 ). In the important wavelength range of 912−1621 Å (Ly limit -Mg first ionization potential), we take the slope and intensity from the spectrum of the local galaxy derived above plus the contribution from the Haardt & Madau (1996) pure quasar background at z = 0.79. Below the Lyman limit, we adopt the Haardt & Madau (1996) spectrum approximated by a joined set of power laws together with a 10 percent contribution from the local galaxy, i.e. we assumed a 10 percent escape fraction below the Lyman limit. The fine spectral details of the original Haardt & Madau (1996) data that are lost due to the power-law approximation are only of minor importance for our photoionization model. 
Photoionization model results
The ratio of Mg + /Mg densities in steady-state is given by:
where γ Mg is the photoionization rate of Mg, n e is the electron density, q Mg+e is the rate coefficient of Mg electron impact ionization, q Mg+H + is the rate coefficient of Mg + H + charge transfer, and α Mg + +e is the total dielectronic and radiative rate coefficient of Mg + recombination. We ignored the reverse charge transfer process Mg + + H, which is too slow to compete with recombination in the conditions of interest.
We present the results from our photoionization model for the z = 0.79 Mg  absorber toward PKS 2145+067 in Fig. 3 . The solid lines represent the ratio of Mg + /Mg for a grid of electron temperatures and total hydrogen densities, with the thick line representing the observed Mg + /Mg column density ratio. Our model shows that there are basically two types of solutions: a low-density solution with densities smaller than about 0.05 cm −3 and temperatures in the range of 1000−10 000 K, and a high-density solution where the temperature is nearly constant at ≈11 000 K and the density is free to vary between 0.1 and 1000 cm −3 . The Mg + /Mg ratio in Fig. 3 is governed by the rates in Eq. (8), which are displayed in Figs. 4-5 for a low-and a high-density case. It is illustrative to look at these details of atomic physics to gain a deeper understanding of the processes at work in the Mg  absorber. Since the hydrogen is partly ionized by the extragalactic background radiation, most of the free Fig. 4 . Rates that govern the Mg ionization balance in our photoionization model as functions of electron temperature for a constant density of log n H = −1.5 cm −3 . Rates of collisional processes, i.e. products of rate coefficients and electron density, are depicted as dashed lines, the thick solid grey line is the constant photoionization rate, and ionic/atomic ratios are given as solid lines. See Sect. 4.2.1 for a discussion.
electrons probably come from ionization of H. As long as the temperature of the absorbing gas exceeds a few thousand K, the rate of charge-transfer, H + + Mg → H + Mg + , is high enough (Allan et al. 1988 ) that this process may be a more important source of Mg + than photoionization of Mg in the extragalactic background. In that case, the Mg + /Mg ratio is mainly a function of temperature when the total hydrogen density exceeds 0.1 cm −3 (see Fig. 3 ). The dashed line in the figure marks the points where the charge transfer rate, that is the product of rate coefficient and electron density, becomes equal to the photoionization rate. Note that the temperature-dependence of the total recombination rate is similar to that of charge transfer at temperatures above ≈5000 K, and thus the Mg + /Mg ratio remains constant when controlled solely by collisional processes.
Two changes become evident when comparing the lowdensity case in Fig. 4 with the high-density case in Fig. 5 . For higher densities, all collisional processes gain importance relative to the constant photoionization rate due to the higher electron density. Thus the Mg + /Mg ratio drops drastically at low temperatures compared to the low-density case due to the dominance of radiative recombination. At higher temperatures the Mg + /Mg ratios are similar in both density cases, which is the collision dominated situation described above. Furthermore, it is interesting to note the change at temperatures of about 13 000 K, where the electron impact ionization of atomic hydrogen becomes an important source of electrons. However, this leaves the Mg + /Mg ratio unaffected since the increase in electron density affects recombination and charge transfer/electron impact ionization alike (cf. Eq. (8)). In contrast, the Mg ++ /Mg + ratio is affected, since photoionization is the dominant source of Mg ++ . The increasing electron density causes a higher radiative recombination rate, which decreases the Mg ++ /Mg + ratio (note also that dielectronic recombination is not of importance for Mg ++ ). 
Fig. 5.
Rates that govern the Mg ionization balance in our photoionization model as functions of electron temperature for a constant density of log n H = 1.5 cm −3 . Rates of collisional processes, i.e. products of rate coefficients and electron density, are depicted as dashed lines, the thick solid grey line is the constant photoionization rate, and ionic/atomic ratios are given as solid lines. See Sect. 4.2.1 for a discussion.
Finally, what conclusions can be drawn regarding the situation for the z = 0.79 Mg  absorber toward PKS 2145+067? From Fig. 3 it becomes clear that a constraint on the temperature and/or the total hydrogen density is needed to give a unique solution. This is generally hard to achieve for Mg  absorbers, but we can put loose bounds on the temperature by the following arguments.
First, we can use a constraint on the Mg abundance in the absorber. The abundance constraint allows us to obtain a lower limit on the cloud size, L min , from Eq. (9):
We can calculate the size L of the absorber from the model results and the measured total H column density, with the assumption that the absorber is uniform and the neutral H is distributed in velocity like Mg . The size then becomes L = N(H)(1 + [H + /H]) n H , which ranges from about 10 −4 pc at 11 000 K and 1000 cm −3 to 4600 pc at 1000 K and 0.003 cm −3 (following the thick solid line in Fig. 3 ). Comparing both derived sizes L and L min using a Galactic ISM Mg abundance of [Mg/H] Galactic ISM = 1.1 × 10 −6 , we find that L becomes consistent with L min for sizes L > ∼ 100 pc or temperatures less than about 10 000 K.
If the absorber connected to the galaxy at z = 0.79 is less evolved than present-day galaxies, i.e. having a smaller metallicity than found for the Sun and the Galactic interstellar medium, it is reasonable to adopt a lower abundance: [Mg/H] = 0.8 × 10 −6 would shift the point where L becomes larger than L min to a lower temperature of about 8500 K in Fig. 3, corresponding , would shift the point where L becomes larger than L min to a higher temperature of about 11 000 K in Fig. 3 , corresponding to a cloud size of about 0.2 pc or larger.
Another independent constraint on the temperature comes from the energy balance of a photoionized gas. The temperature at which the gas equilibrates is determined by the intersection of the heating and cooling curves (Ferland 2003) . These curves depend on a number of factors, including the incident radiation field, the total abundances of the elements, and the gas-to-dust ratio. The last two factors are difficult to determine for the present case of the z = 0.79 Mg  absorber, but we can make some estimates owing to the fact that photoionized gas tends to equilibrate at distinct temperature regimes. For a lower metallicity Z/Z Sun < 1, the equilibrium temperatures tend to be higher due to the less efficient cooling. From hydrogen cooling alone, we estimate an equilibrium temperature of the order of 10 4 K for the z = 0.79 Mg  absorber toward PKS 2145+067. It is hard to put a more stringent upper limit to the temperature since the abundances of metals that serve as efficient coolants are difficult to determine (Sect. 5). High-resolution data of good quality that cover higher ionization species are needed.
Taking all these considerations together, we argue that the temperature is most likely of the order of 10 000 K or below, which implies total hydrogen densities smaller than about 0.04 cm −3 and absorber sizes larger than 100 pc according to our photoionization model.
Implications for QSO absorption line studies of a possible fine-structure constant variation
Recently, evidence for cosmological space/time-variations of the fine-structure constant α has been based on quasar absorption lines from many different multiplets in different ions ("Many-Multiplet method": Dzuba et al. 1999a,b; Murphy et al. 2001a Murphy et al. ,b, 2003a Webb et al. 2001 Webb et al. , 2003 . The variation is ∆α/α = (α z − α 0 )/α 0 = (−0.543 ± 0.116) × 10 −5 from three independent Keck/HIRES samples with a total of 128 absorption systems over the range 0.2 < z abs < 3.7 (Murphy et al. 2003a ). This result stands in contrast to a recent study by Bahcall et al. (2004) , who do not see any evidence for a variation in α. The latter used strong [O ] 4960/5008 emission lines to put a robust upper limit on the change of α, and find ∆α/α = (1.2 ± 0.7) × 10 −4 from 165 quasars with z em < 0.8 selected from the Sloan Digital Sky Survey (SDSS) first data release (DR1, Schneider et al. 2003) . Bahcall et al. (2004) compared the [O ] method and results of previous absorption line studies critically with the Many-Multiplet method, and pointed out the possible influence of velocity structure and undiscovered velocity components. The Many-Multiplet method explicitly assumes that the velocity structure seen in one ion corresponds exactly to that seen in any other ion (Murphy et al. 2001b) . Bahcall et al. (2004) point out that differences in relative velocity as small as 0.2 km s −1 could give rise to apparent shifts ∆α/α in individual systems that are of the order of the average ∆α/α observed with the Many-Multiplet method. They suggest high-resolution absorption-line spectroscopy (resolution R = 10 5 or better) to test the Many-Multiplet assumptions on velocity structure directly. Murphy et al. (2001a Murphy et al. ( , 2003a argue, however, that these kinematic shifts in ∆α/α are random, and only increase the scatter of ∆α/α in a large sample of absorbers. They remark that future analyses of independent spectra from different telescopes and spectrographs will provide a crucial check to the Keck/HIRES results. Such a test has been recently performed with VLT/UVES by Chand et al. (2004) and Quast et al. (2004) , who did not find evidence for the variability of α. However, Quast et al. have only studied a single Fe  absorption system at a resolution of R ≈ 55 000.
VLT/UVES data of the type presented in this work, with a resolution of R ≈ 10 5 , are ideally suited to provide further independent tests of the Keck/HIRES results. The large spectral coverage of VLT/UVES allows the simultaneous measurement of [O ] quasar emission and intervening Mg /Fe  absorption up to a redshift z = 1, and individual Mg  or Fe  absorption up to z = 2.5. For the individual example of PKS 2145+067, we find that the Many-Multiplet assumption on coinciding velocity structure for all ions is correct within our measurement errors, which are 0.3 km s −1 in the best case for the strongest Mg  and Fe  components (cf . Table 3 ). Still, we emphasize that Murphy et al. (2003a) have missed about half the velocity components that we find in our data in their analysis for PKS 2145+067. Undiscovered, blended velocity components can be a potential problem for the Many-Multiplet method, especially for the low-z Mg /Fe  systems in their sample, considering that observed Mg  absorber kinematics are not random but follow characteristic statistical patterns (cf. Sect. 4.1; Churchill & Vogt 2001; Churchill et al. 2003) . The prevalent observed patterns, i.e. a dominant group of closely spaced absorption lines accompanied by weaker features of larger kinematic spread, are commonly interpreted as a result of the absorber geometry, a rotating disk and/or halo (cf. Sect. 4.1). The velocity structure of individual groups of absorption lines is then determined by the small-scale structure and kinematics of the absorbing material.
A larger number of velocity components detected through high resolution would improve the limit on ∆α/α determined with the Many-Multiplet method in two ways: (1) reduction of potential systematic errors due to blended, unresolved velocity structure that shows systematic patterns over a large sample; even if the unresolved components are randomly distributed, high-resolution would result in much smaller error bars and a tighter limit on ∆α/α; (2) a larger number of detected components, including improved sensitivity for weak, narrow velocity components, resulting in better statistics. This is most important at redshifts z < ∼ 1.5, where most of the measured Mg  absorbers reside, and where cosmological theories with varying α and a positive cosmological constant predict a smaller change of α than at higher redshifts (e.g., Barrow et al. 2002a,b; Sandvik et al. 2002) .
Conclusions
We obtained a high-resolution, R ≈ 10 5 or 3 km s −1 , optical spectrum of the quasar PKS 2145+067 with VLT/UVES (Sect. 2.1). Our data analysis (Sect. 2.3) reveals several emission lines from the quasar itself as well as intervening Mg  absorption at z abs = 0.79089. We also detected lines of Mg , Fe , and Ca  in the same absorber. We refer to a companion paper for the presentation of the Galactic absorption lines (Tappe & Black 2004) .
The observed broad quasar emission lines show substantial differences in FWHM and equivalent width compared to previous measurements by Steidel & Sargent (1991) . This might be interpreted as the intrinsic Baldwin effect (Baldwin 1977; Pogge & Peterson 1992; Osmer & Shields 1999) due to the optical variability of PKS 2145+067 (Sect. 3).
The z abs = 0.79089 absorption system shows 15 Mg  velocity components spanning a range of about 206 km s −1 . We derive slightly higher total column densities for Mg  and Fe  than Churchill & Vogt (2001) , who found 6 Mg  velocity components in Keck/HIRES spectra of R ≈ 45 000 or 6.6 km s −1 . Our observations reveal considerably more structure in narrower lines than in the previous work (see Fig. 2 and Table 3 ). In addition, we detected previously unreported Mg  and Ca  at the same velocity as the strongest Mg  component, and put a strong upper limit on Fe  (Table 3) . High-resolution data of the type presented in this work are ideally suited to provide independent tests of proposed cosmological space/time-variations of the fine-structure constant α (Murphy et al. 2003a ): detection of a larger number of velocity components, and improved analysis of blended velocity structure (cf. Sect. 4.3).
We developed a compact photoionization model to evaluate the rates of processes that govern the ionization balance of magnesium, in particular the Mg + /Mg ratio (Sect. 4.2.1, Eq. (8)). From our photoionization model, we find the following physical conditions for the Mg  absorber toward PKS 2145+067: a temperature of the order of 10 4 K or below, a total hydrogen density n H < ∼ 0.04 cm −3 , and an absorber size L > ∼ 100 pc. This implies a magnesium abundance in the absorber of 7.5 × 10 −7 < ∼ [Mg/H] abs < ∼ 10 −6 , which is about 0.02−0.03 Z , taking [Mg/H] Sun = 3.8 × 10 −5 (Sect. 4.2.1). The temperature is consistent with an upper limit derived from the b-parameter of the strongest Mg  line, T ≤ 13 500 K. We note that the narrow Mg  velocity component gives an upper temperature limit of T ≤ 6500 K, or with a more conservative error interpretation, T ≤ 10 500 K (Sect. 4.1.1). Bergeron et al. (1994) presented a detailed two-phase photoionization model for the z abs = 0.79 absorber toward PKS 2145+067. They used low resolution HST/FOS data covering several higher ionization lines of Si, C, and O, and data of higher resolution for Mg  (˙R ≈ 10 4 , three detected Mg  components: Petitjean & Bergeron 1990) . No measured Mg  and only an upper limit on Fe  were available. Bergeron et al. (1994) applied a power-law radiation field with J z abs =0.79 ν 0 = 1.3 × 10 −22 erg s −1 cm −2 Hz −1 sr −1 , a power-law index β = −0.5, and a break at 54.4 eV of a factor of 5 (Madau 1992) . They also investigated a possible contribution by the absorbing galaxy to the UV flux, but with no significant change for the model results. Bergeron et al. (1994) find a surprisingly high Mg abundance [Mg/H] ≈ 1.2 × 10 −5 , together with a temperature T e = 12 450 K and a total hydrogen density n H = 5.7×10
−3 cm −3 in the low-ionization phase of 6.7 kpc extent. The determined Mg + /Mg ratio is 165. The calculated Fe  column density of N = 3.1 × 10 11 cm −2 is more than an order of magnitude lower than our measured value (cf. Table 3 ). The differences between our model and the model by Bergeron et al. (1994) have two main causes: radiation fields and atomic physics. Our radiation field is of roughly similar intensity and slope in the range 400−912 Å, but steeper and about an order of magnitude more intense above 912 Å, and of much lower intensity below 400 Å (cf. Table 4 ). Secondly, Bergeron et al. (1994) have used the rate coefficients adopted by Petitjean et al. (1992) , who did not consider the Mg + H + charge-transfer. We conclude here that the contribution of the absorbing galaxy to the UV flux at the absorber and Mg + H + charge-transfer play significant roles in photoionization models of Mg  absorbers. The effects of significant host galaxy UV flux might partly explain inconsistencies in representations of Mg  absorbers spread over redshifts 0.4 < ∼ z abs < ∼ 1.2, which are based on photoionization models with a common radiation field for all absorbers: models seem not to reproduce the observed Mg  to Mg  column density ratios in many cases . To resolve this issue, Ding et al. (2003) inferred the existence of a separate Mg  phase on the basis of a photoionization model for a strong Mg  absorber toward PG 1634+706. They propose that this phase gives rise to the bulk of the Mg  absorption in the form of very narrow components (b < 1 km s −1 ). At the resolution of their Keck/HIRES spectra, R ≈ 45 000 or 6.6 km s −1 , they could not obtain a unique Voigt profile fit to the weak, blended Mg  profile. In the case of PKS 2145+067, there seems to be only a single, unblended Mg  component (cf. Fig. 2) . At a resolution of R ≈ 100 000 or 3 km s −1 , we measure a small Doppler parameter for Mg  of b ≈ 1 km s −1 . However, the Mg  Doppler parameter is not significantly smaller than typical bvalues of 3−4 km s −1 seen for Mg , especially considering the measurement uncertainty (cf. Table 3 ). Without a more detailed model, on the basis of the narrow observed line width alone, we cannot draw a reliable conclusion here.
For detailed photoionization models of both low-and highionization phases, HST/STIS observations of higher ionization species in combination with high-resolution data for Mg , Mg , Fe , and other ions are desirable (see e.g., Charlton et al. 2000; Ding et al. 2003) . In the case of PKS 2145+067, HST/STIS observations of the quasar and the absorber host galaxy would be a valuable complement to our high-resolution data: measurement of the UV flux escaping from the host galaxy and analysis of the higher ionization species with higher resolution and better accuracy.
