In this work, we address the image geolocation issue that is present in the imagery of EPIC/DSCOVR (Earth Polychromatic Imaging Camera/Deep Space Climate Observatory) Level 1B version 2. To solve it, we develop an algorithm that automatically computes a registration correction consisting of a motion (translation plus rotation) and a radial distortion. The correction parameters are retrieved for every image by means of a regularised non-linear optimisation process, in which the spatial distances between the theoretical and actual locations of chosen features are minimised. The actual features are found along the coastlines automatically by using computer vision techniques. The retrieved correction parameters show a behaviour that is related to the period of DSCOVR orbiting around the Lagrangian point L 1 . With this procedure, the EPIC coastlines are collocated with an accuracy of about 1.5 pixels, thus significantly improving the original registration of about 5 pixels from the imagery of EPIC/DSCOVR Level 1B version 2.
Introduction
The spacecraft DSCOVR (Deep Space Climate Observatory) provides a unique view of the Earth from its Lissajous orbit around the Earth-Sun Lagrangian point L 1 , at a distance of 1.5 million kilometres from the Earth. DSCOVR carries a range of sensors on board, including EPIC (Earth Polychromatic Imaging Camera) for climate science applications [1] .
EPIC consists of a CCD (Charge-Coupled Device) camera that monitors the sunlit half of the Earth in 10 spectral channels ranging in the ultraviolet, visible and near infrared-approximately from 317 to 780 nm. Every two hours, EPIC measures its 10 channel images with a shape of 2048 × 2048 detector pixels, and a varying ground pixel size of approximately 12 × 12 km 2 at the center of the images. These available channels make EPIC a suitable candidate for several applications, such as monitoring the vegetation condition [2] , the synoptic ozone [3] , the sulphur dioxide content from volcanic eruptions [4, 5] , the aerosol layer height and optical depth [6, 7] , and different cloud properties [8] . Extensive work has been performed to estimate the cloud information content in the EPIC oxygen bands [9, 10] , as well as its sensitivity to liquid-phase cloud microphysical parameters [11] .
Standard techniques for retrieval of atmospheric properties, such as the layer height and the optical depth of clouds and aerosols, are non-linear least squares fitting [12] and Tikhonov regularisation [13] , which match the results of forward simulations (i.e., synthetic spectra) with the actual measurements (i.e., real spectra). The forward simulations are performed on the base of radiative transfer models. Due to the particular viewing geometry of EPIC, with scattering angles ranging between 168 and 176 degrees, the radiative transfer modelling faces challenges in terms of computational efficiency and accuracy [14, 15] , which can be solved by using various acceleration techniques [16] [17] [18] . Furthermore, this approach needs to assume that the surface properties required as input for the radiative transfer model, e.g., the surface altitude and the spectral surface albedo, are already known from external sources. The assignment of surface altitude and surface albedos must be performed for every image pixel based on their corresponding latitude and longitude values allocated in the EPIC Level 1B (L1B) arrays of Earth coordinates, which are provided together with the measurement arrays.
Since the evaluation of these surface properties for each image pixel is based on its geolocation information, any incorrect registration of the images can lead into an invalid assignment of these surface properties and, thus, an erroneous retrieval of the atmospheric properties. In the case of EPIC, the geolocation arrays, including the latitude and longitude locations as well as the Sun and instrument viewing angles, are computed by means of a complete navigation algorithm. Essentially, it determines the spacecraft location and orientation and maps the 3D-model coordinates into the 2D image coordinates [19] . This mapping includes an optical correction modelled as a small barrel distortion. Although this navigation algorithm provides a good first estimate for the image geolocation, the imagery from EPIC L1B version 2 presents a misregistration that is especially noticeable when inspecting the expected and actual locations of the land bodies ( Figure 1 ). A similar problem was already mentioned and briefly described for the previous release L1B version 1 [20] .
In this article, we develop an automatic registration algorithm for EPIC that relies on the expected location of the Earth land bodies. Assuming that the geolocation error is smaller than 10 detector pixels, we state that it is enough to apply a transformation on the measurement pixel indices, consisting of a motion (translation plus rotation of the Earth's disk) together with a small optical correction, in order to improve the registration of the EPIC imagery. The optimal transformation parameters must be computed for every EPIC L1B dataset with the help of reference pixels taken from the expected and actual locations of the land bodies, which can be determined by using conventional pattern recognition techniques that are of common use in computer vision. On the right side, we zoom into two regions where the misregistration is noticeable.
Methodology
In this section, we present a mathematical model that describes the misregistration of the EPIC L1B images, and we also describe the procedure to estimate the optimal transformation parameters that improve their registration quality. The original EPIC L1B images are accessible through NASA Earth Data portal [21] . In the following, we use the word image to refer to false-RGB images containing the reflectance values from the EPIC channels of 779.5, 551.0 and 443.0 nm, with the northern polar region of the Earth's disk located at the top of the image (as the example shown in Figure 1 ). The original counts per second measured by EPIC can be converted into reflectance by using the calibration factors estimated by Geogdzhayev and Marshak [22] and dividing then by the solar zenith-directional cosine. Although the transformation parameters were obtained for these false-RGB images, they can be used for all the EPIC L1B channels.
Mathematical Description
Given an original image pixel located at indices [x d , y d ] (hereinafter the superscript stands for "transpose") which is not aligned with the proper pixels from the arrays of Earth coordinates, we model its transformation into a registered pixel at indices [x r , y r ] by the following expression:
where [x s , y s ] is the shift vector, θ is the rotation angle around the center of rotation [x 0 , y 0 ] , and [x u , y u ] are the pixel indices after radial distortion correction by means of the single-parameter Fitzgibbon division model [23, 24] :
where λ is the first radial distortion coefficient, [x c , y c ] is the center of distortion and r is the distance from the distorted point to the center of distortion:
The alignment transformation (Equation (1)) depends on eight different parameters which are unknown and need to be estimated. Before proceeding further, and based on empirical observations, we need to apply two restrictions in order to reduce the complexity of the problem:
1.
The center of distortion and the center of rotation are assumed identical, i.e., x 0 = x c and y 0 = y c .
2.
The center of distortion/rotation is assumed to be known and located at the center of the image.
Under these assumptions, the transformation (Equation (1)) from [x d , y d ] to [x r , y r ] can be simplified into:
which depends on four parameters (i.e., x s , y s , θ, and λ), as the point [x c , y c ] is fixed now. To compute the optimal transformation parameters, we adapt Equation (4) for n > 2 known pairs of distorted and
rewritten in compact form as z r = f (z d , z c , p) (6) where f denotes the transformation of the distorted data vector z d = [x d1 , y d1 , . . . , x dn , y dn ] into the registered data vector z r = [x r1 , y r1 , . . . , x rn , y rn ] by means of a known center of distortion/rotation z c = [x c , y c ] and an unknown state vector p = [x s , y s , θ, λ] . The state vector p α that optimally transforms z d into z r can be computed by least squares minimisation of the Tikhonov function T (p) defined as
where α is the regularisation parameter, L is the regularisation matrix, and p a is the a priori state vector. The procedure to minimise T (p) is iterative; starting from an initial guess p (0) , the kth iteration consists of four steps [25]:
1.
Compute the vector y (k) at iteration k as
where J (k) denotes the Jacobian matrix of f with respect to the state vector p at iteration k:
2.
Compute the regularised generalised inverse J † at iteration k by means of generalised singular value decomposition:
3.
Compute the state vector p for the next iteration k + 1:
4.
Check the convergence criteria. If any is passed, set p α = p (k+1) and exit; otherwise, go to Step 1 for iteration k + 1. We use the following convergence criteria:
where ε is a predefined tolerance value and
Our fitting problem is much more sensitive to the parameters [θ, λ] , i.e., small perturbations in these parameters cause large transformations, especially for points far from the center of distortion/rotation [x c , y c ] . For this reason, the computation of the optimal state vector p α is performed in two steps:
1.
Define an a priori state vector p a0 = [0, 0, θ a , λ a ] with no shift, and compute the optimal state vector p α0 by applying Tikhonov least squares minimisation with θ = θ a and λ = λ a as fixed parameters.
2.
Use p α0 from the previous step as the new a priori state vector p a = p α0 , and compute the optimal state vector p α by applying Tikhonov least squares minimisation with no fixed parameters.
The configuration for the second-step Tikhonov least squares minimisation is summarised as follows:
1.
The analysis of the Jacobian matrices at the first iteration by means of the generalised singular value decomposition shows that α ≈ 100 is an appropriate value for the regularisation parameter.
2.
The regularisation matrix L is defined as a diagonal matrix,
where, for every parameter, we denote by ε its expected dispersion, and we denote by w ∈ [0, +∞) a weighting factor that determines its freedom in the retrieval, so that w → 0 + implies total freedom and w → +∞ fixes the parameter to the a priori solution [25] . Based on the expected dispersions of the state vector components, which are set as
the optimal weights have to be found empirically by performing a set of retrievals with synthetic data, ensuring that the state vector components stay within the valid ranges around the a priori solution. For our case, the following optimal values are found:
thereby implying total freedom for [x s , y s ] and reduced freedom for [θ, λ] .
3.
The first a priori state vector p a0 is set with the following initial guesses for the rotation angle and the radial distortion parameter:
The workflow for the complete non-linear optimisation process is summarised in Figure 2a .
Detection of Matching Coastline Features
The registration of an image by means of the model described in Section 2.1 assumes that the data vectors z d and z r are known. In our case, they can be built with a sufficient number of pairs of incorrect points [x d , y d ] and correct points [x r , y r ] within the image. The coastline that is visible in this kind of images is a source of these points of interest, as the correct coastline can be determined with the arrays of Earth coordinates, which are available. With this consideration, we compute the required pairs of incorrect and correct points as follows (see Figure 2b ):
1.
Create a mask with the theoretical coastline, i.e., that inferred from the arrays of Earth coordinates.
2.
Create a mask with the radiometric coastline, i.e., that inferred from the actual image.
3.
Find pairs of common features from both coastline masks by using computer vision techniques.
Computation of the Theoretical Coastline
The computation of the theoretical coastline, i.e., the coastline that is assumed to be correct, can be divided into three steps:
1.
Create the theoretical land mask by checking for every image pixel if its (latitude, longitude) pair is contained inside a land polygon from the low-resolution GSHHG (Global Self-consistent, Hierarchical, High-resolution Geography database) [26] .
2.
Apply one morphological binary erosion to the theoretical land mask with a flat diamond shaped structuring element of dimensions 3 × 3 [27] .
3.
Compute the theoretical coastline mask as the result of the bitwise operator XOR on the original and eroded theoretical land masks. 
Computation of the Radiometric Coastline
The computation of the radiometric coastline, i.e., the coastline that is visible in the image, is a common edge detection problem in image analysis, and can be performed as follows:
1.
Convert the image channel with the highest contrast between land and water into 8-bit form (i.e., the false-red channel, which corresponds to the 779.5 nm EPIC channel).
2.
Compute the median value v from the Earth pixels of this 8-bit image.
3.
Compute the radiometric coastline mask by applying the Canny edge detection algorithm [28] on the previous 8-bit image with hysteresis thresholding parameters given by
where σ ≥ 0 is an argument that controls the separation between both thresholds [29] and its value is found empirically: if σ is small, only the strong borders are preserved; if σ is big, both strong and weak borders are kept. For our purpose, we found that σ = 0.33 is a good compromise.
With this procedure, the radiometric coastline will be polluted in general with other edges also present in the image, e.g., cloud edges (see Figure 3 ). However, they do not need to be filtered as long as the detected matching features are restricted to the neighbourhood of the theoretical coastline. Figure 1 . The radiometric coastline is partially polluted with other type of borders detected by the Canny algorithm (e.g., clouds or interfaces between two different land covers).
Matching of Coastline Features
Once the theoretical and radiometric coastline masks are computed, it is possible to find features that are common to both masks, as long as the misalignment and distortion of the radiometric coastline is not severe. Such image matching problem is one of the fundamental research topics in computer vision [30] ; the procedure to find common features between two images consists of three steps:
1.
Detect keypoints (e.g., edges, corners, and regions of interest) in the compared images.
2.
Describe every keypoint by a descriptor vector with information from its neighbourhood.
3.
Match keypoint pairs based on the similarity of their descriptor vectors.
Examples of successful detectors and descriptors are SIFT (Scale-Invariant Feature Transform) [31] , SURF (Speeded-Up Robust Features) [32] and ORB (Oriented FAST and Rotated BRIEF) [33] . OpenCV [34] already provides a complete interface to these algorithms. For our purpose, we use ORB because it is not patented, its time performance is better, and the amount of detected keypoints is enough. ORB consists of two routines:
1.
The ORB detector is a modified version of the keypoint detector FAST (Features from Accelerated Segment Test) [35] . In addition to the original FAST, it also computes the orientation angle of the detected keypoints.
2.
The ORB descriptor is a modified version of the descriptor BRIEF (Binary Robust Independent Elementary Features) [36] . The binary descriptor vector generated by the original BRIEF shows problems when identifying matching keypoints under rotation conditions; ORB fixes the issue taking into consideration the orientation computed by the ORB detector.
The keypoints detected and described with ORB for both the theoretical and radiometric coastline masks are matched by using a brute-force matcher with Hamming distance as measurement (see [37] for further details). Given a set of theoretical keypoints {z 1k 1 } n 1 k 1 =1 with descriptor vectors {d 1k 1 } n 1 k 1 =1 and a set of radiometric keypoints {z 2k 2 } n 2 k 2 =1 with descriptor vectors {d 2k 2 } n 2 k 2 =1 , the matching algorithm proceeds for every theoretical keypoint z 1i , 1 ≤ i ≤ n 1 , as follows:
1.
Compute the Hamming distance (i.e., the number of positions at which the corresponding values of arrays are different [38] ) h ik 2 from z 1i to every radiometric keypoint z 2k 2 , 1 ≤ k 2 ≤ n 2 , as
where n bits is the length of the binary descriptor vectors, ⊕ is the XOR operator, and (d 1i ) m and (d 2k 2 ) m denote the mth components of the descriptor vectors d 1i and d 2k 2 , respectively.
2.
Select the radiometric keypoint z 2j with minimum Hamming distance to z 1i as the matching candidate for the theoretical keypoint z 1i , where
3. For the given radiometric keypoint z 2j , compute its Hamming distance h k 1 j to every theoretical keypoint z 1k 1 , 1 ≤ k 1 ≤ n 1 , as
4.
The pair (z 1i , z 2j ) is a valid matching pair only if z 1i is the theoretical keypoint with minimum Hamming distance to z 2j , otherwise the pair is discarded, i.e., it is valid only if
The previous procedure ensures that all the valid pairs of matching keypoints hold the minimum Hamming distance criterion reciprocally. Note that this criterion, however, does not consider any spatial restriction, but only the similarity between the descriptor vectors. Due to the spatial constraints of our problem, the valid pairs need to be filtered based on two additional spatial criteria (Figure 4 ):
1.
The spatial distance between a theoretical keypoint z 1i and the theoretical coastline.
2.
The spatial distance between the keypoints of a matching pair (z 1i , z 2j ). If any of these spatial distances is greater than a threshold (e.g., 10 pixels), the pair is discarded. After the application of this filter, the remaining pairs are used to build the registered data vector z r with the theoretical keypoints and the distorted data vector z d with the radiometric keypoints. Alternatively, an approach based on RANSAC (RANdom SAmple Consensus) [39] could be added afterwards in the retrieval procedure to generate z r and z d . We do not use it in this article because the improvement in our registration problem was small and it increased the computation time in excess.
Results
We performed the estimation of the optimal transformation parameters for all the datasets from EPIC L1B version 2 within the time period from 13 June 2015 to 31 July 2018. The parameters were computed with an Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz processor using a single thread, and it required approximately 15 s of computation time for every image (i.e., roughly between 18 and 36 h for every year of datasets, assuming 12-24 available datasets per day). To assess the behaviour of the obtained results, we analysed the following aspects:
1.
The performance of the non-linearised fitting procedure in reducing the spatial distance between the image coordinates from matching theoretical and radiometric features.
2.
The global impact of this correction procedure on the image registration quality.
3.
The behaviour of the retrieved transformation parameters as a function of time.
In Figure 5 , we show the result of computing the spatial distances between the points of every matching pair before and after applying the registration procedure described in the previous section. The histograms were calculated for all the matching pairs that were found in all the EPIC L1B images within the complete time period under study. In Figure 5a , we can observe a normal distribution of spatial distances spread within the interval of [0, 10] pixels, with a higher density of occurrences in the subinterval of [3, 7] pixels. We can find 50% of the values in the range of [0, 5] pixels. The histogram is cut for values higher than 10 pixels due to the spatial constraints defined in Section 2.2.3. In Figure 5b , we see that the distribution of spatial distances is turned into a Gamma distribution whose mode is found in the bin of [1.25, 1.50] pixels, and where approximately 50% of the values are located within the range of [0, 1.75] pixels. The distribution also shows a long decreasing tail on its right side, meaning that a small percentage of values are now greater than 5 pixels. Histograms of spatial distances (in pixels) between the points of matching pairs: (a) before applying registration, i.e., as they are originally located; and (b) after applying registration, i.e., after transforming the distorted points into registered points with the model described in Section 2.
The histograms were computed for all the matching pairs found in three years of EPIC L1B images.
From these histograms, we conclude that the transformation significantly reduces the spatial distance between pairs of matching points. As long as these matching pairs are representative of the distortion that the original images suffer, this fact translates into an improvement in the registration of the images. The existence of the right tail in the histogram in Figure 5b also suggests that some matching pairs do not reduce its spatial distance after the transformation, or they might even increase it. Indeed, this means that there are matching pairs whose points do not correspond to the same feature, but they could still pass the quality filters applied in our procedure. As the amount of wrong matching pairs is not substantial, they do not significantly influence in the retrieval of the transformation parameters, and for every wrong matching pair the points are moved to their new positions determined by the optimal transformation parameters. The location of the histogram mode in Figure 5b is above one pixel due to the necessary discretisation of the coastline together with the actual ground pixel size. The theoretical coastlines were always computed as the last contour of land pixels for every land body based on the GSHHG database. The radiometric coastlines were obtained by finding intensity borders within the false-RGB images, which coincide in general with the actual land borders (see Figure 6 ), but in some cases they can be found one pixel inside land (because the land-ocean interface pixels are a mixture of land and ocean information) or one pixel outside land (due to water turbidity). In Figure 7 , we show the application of the registration procedure to four examples of EPIC L1B image regions. On the left side, we observe the original L1B images with the corresponding theoretical coastline shape vector superposed. On the right side, the image pixels are relocated by means of our registration model with the transformation parameters automatically retrieved for every image. It can be observed that there is an improvement in the collocation of the radiometric coastline and the theoretical coastline with respect to their original situation. Because the features were detected along the coastlines, the density of matching features is sensitive to the percentage of land that is visible on every image. As a consequence, the procedure may fail for those images in which the majority of the Earth's disk corresponds to the Pacific Ocean due to the absence of matching features with enough quality. For these situations, we must rely on the retrieved parameters from other images that are close in time.
In Figure 8 , we show the time evolution of the transformation parameters for the complete time period under study. The time series was computed for the daily mean values of each parameter. We observed that the horizontal shift x s has an oscillatory behaviour around its mean value of 2.5 pixels, while the vertical shift y s also presents a periodic response around its mean value of −0.2 pixels. The rotation angle θ and the distortion parameter λ present noisier time series, and their values remain closer to the mean values of 0.498 deg and −4.958 × 10 −9 , respectively. Indeed, this means that these two parameters tend to stay close to their a priori solutions-an expected result based on the selection of the regularisation matrix L. The negative sign of λ indicates that the original EPIC L1B images still suffer from a slight barrel distortion. The time series in Figure 8 can be also interpreted as noisy signals with unevenly sampled data due to the days where there are not enough images to be processed. To estimate the dominant frequencies for every time series, we computed their periodograms by means of the Lomb-Scargle method [40] [41] [42] . Before this computation, the signals need to be adapted to have zero mean (subtracting their mean values) and standard deviation of unity (dividing by their standard deviations). In Figure 9 , we show the resulting normalised periodogram amplitudes for every transformation parameter as a function of the time period. It can be noticed that three parameters (x s , y s , and λ) share one common frequency whose period T 1 is located in the interval of [173, 180] days, and two parameters (y s and λ) share a second frequency whose period T 2 is located in the interval of [363, 366] days. The first period T 1 corresponds to the 180-day orbit period of DSCOVR's spacecraft around the Lagrangian point L 1 [43] . The rotation angle θ shows different dominant frequencies; however, we do not consider them relevant because the behaviour of its time series is indeed flat around a constant value. 
Conclusions
In this study, we addressed the geolocation issue that is present in the imagery from EPIC L1B version 2, and to solve it we developed a fast automatic image registration scheme consisting of a motion plus a radial distortion correction. The optimal transformation parameters were computed through Tikhonov least squares minimisation, in which the reference pairs of distorted and registered pixel coordinates were determined automatically by matching features from the theoretical and radiometric coastlines.
We showed that the shift parameters [x s , y s ] present an oscillatory behaviour whose period is close to the period of DSCOVR's Lissajous orbit, while the rotation angle θ and the distortion parameter λ were found to be more stable and close to the a priori solution that we provided. After the proposed registration, the spatial distances between the common features found in the theoretical and radiometric coastlines are concentrated around the interval of [1.25, 1.50] pixels, a considerable improvement compared to the interval of [3, 7] pixels from the original L1B images. Therefore, we conclude that this procedure enhances the registration of the images from EPIC L1B version 2 with their corresponding arrays of Earth coordinates. This enhancement will have a positive impact in climate science applications from EPIC measurements, as it will reduce the errors in the retrieval of atmospheric properties due to the inappropriate selection of the surface properties of every pixel. The algorithm developed in this work could be adapted for improving the registration of the future geostationary UVN (Ultraviolet-Visible-Near-infrared) sensors Sentinel-4, GEMS and TEMPO.
This study was based on the OpenCV library, which contains other matching algorithms apart from the brute-force matching of corresponding keypoints, including template matching (e.g., Chamfer matching [44] ). In principle, it is interesting to compare their efficiencies for solving the registration problem considered in this article. In addition, the effect of using different robust estimators (e.g., RANSAC) can be analysed in more detail. These topics will be investigated in our future research. 
