Abstract. In this paper, we introduce two iterative schemes for finding a common element of the set of a common fixed points of a countable family of nonexpansive mappings and the set of solutions of the variational inequality problem for a monotone, Lipschitz-continuous mapping in a Hilbert space by using the hybrid projection methods in the mathematical programming. Then we prove strong convergence theorems by the hybrid projection methods for a monotone, Lipschitz-continuous mapping and a countable family of nonexpansive mappings. Moreover, we apply our result to the problem for finding a common fixed point of two mappings, such that one of these mappings is nonexpansive and the other is taken from the more general class of Lipschitz pseudocontractive mappings. Our results extend and improve the results of Nadezhkina
H onto C. A mapping S : C → C is said to be nonexpansive if
for all x, y ∈ C. We denote by F (S) the set of fixed points of S. A mapping A of C into H is called monotone if
for all u, v ∈ C. A is called α-inverse-strongly-monotone if there exists a positive real number α such that
for all u, v ∈ C. A is called k-Lipschitz-continuous if there exists a positive constant k such that for all u, v ∈ C Au − Av ≤ k u − v .
Obviously, it is easy to see that every α-inverse-strongly-monotone mapping A is monotone and Lipschitz continuous. The classical variational inequality problem is to find u ∈ C such that v − u, Au ≥ 0 for all v ∈ C. We denote by VI(A, C) the set of solutions of this variational inequality problem. The variational inequality has been extensively studied in the literature. See, e.g. [17, 18] and the references therein.
Construction of fixed points of nonexpansive mapping is an important subject in the theory of nonexpansive mappings. However, the sequence {S n x} ∞ n=0 of iterates of the mapping S at a point x ∈ C may not converge even in weak topology. More precisely, Mann's iterated procedure is a sequence {x n } which is generated in the following recursive way:
x n+1 = α n x n + (1 − α n )Sx n , n ≥ 0,
where the initial guess x 0 ∈ C is chosen arbitrary. However, we note that Mann's iterations have only weak convergence even in a Hilbert space [9] . For finding an element of F (S) ∩ VI(C, A) under the assumption that a set C ⊂ H is closed and convex, a mapping S of C into itself is nonexpansive, and a mapping A of C into H is α-inverse-strongly-monotone, Takahashi and Toyoda [16] introduced the following iterative scheme:
for every n ≥ 0 where {α n } is a sequence in (0, 1) and {λ n } is a sequence in (0, 2α). They proved that if F (S) ∩ VI(C, A) = ∅, then the sequence {x n } generated by (6) converges weakly to some z ∈ F (S) ∩ VI(C, A). In 2006, motivated by the idea of Korpelevich's extragradient method [8] , Nadezhkina and Takahashi [11] introduced an iterative scheme for finding an element of F (S) ∩ VI(C, A). They proved the following weak convergence result. Theorem 1.1 ([11, Theorem 3.1]). Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be a monotone and k-Lipschitz-continuous mapping of C into H.
Let S be a nonexpansive mappings from C into itself such that F (S) ∩ VI(C, A) = ∅. Let {x n } and {y n } be sequences in C defined as follows:
where {λ n } ⊂ [a, b] for some a, b ∈ (0, 1/k) and {α n } ⊂ (c, d) for some c, d ∈ (0, 1). Then the sequences {x n } and {y n } converge weakly to the same point z ∈ F (S) ∩ VI(C, A),
Recently, Zeng and Yao [20] proved the following strong convergence theorem:
where {λ n } and {α n } satisfy the following conditions:
α n = ∞, lim n→∞ α n = 0. They proved that the sequences {x n } and {y n } converge strongly to the same point
On the other hand, motivated by the idea of Nakajo and Takahashi [12] , Nadezhkina and Takahashi [10] introduced the following iterative scheme for finding an element of F (S)∩VI(C, A) and proved the following strong convergence theorem by using the CQ hybrid method. Recently, Takahashi, Takeuchi and Kubota [15] proved the following strong convergence theorem by using the new hybrid method in mathematical programming. . Let H be a Hilbert space and let C be a nonempty closed convex subset of H. Let {T n } be a sequence of nonexpansive mappings from C into itself such that ∞ n=1 F (T n ) = ∅ and let x 0 ∈ H. For C 1 = C and x 1 = P C1 x 0 , define a sequence as follows:
where 0 ≤ α n < α < 1 for all n ≥ 1. Let T be a mapping of C into itself such that
Suppose that for each bounded sequence {z n } ⊂ C, lim n→∞ z n+1 − T n z n = 0 implies that lim n→∞ z n − T m z n = 0 for each m ∈ N. Then {x n } converges strongly to z 0 = P F (T ) x 0 .
Inspired and motivated by the previously mentioned results, the purpose of this paper is to improve and generalize the processes (7) and (8) to the new general processes for finding a common element of the set of common fixed points of a countable family of nonexpansive mappings and the set of solutions of the variational inequality problem for a monotone Lipschitz-continuous mapping. Let C be nonempty closed convex subset of a Hilbert space H, A be a monotone and k-Lipschitz-continuous mapping of C into H and {S n } be a sequence of nonexpansive mappings from C into itself such that
Define {x n } in two ways:
where 0 ≤ α n < c < 1 and 0 < a < λ n < b < 1 k for all n = 1, 2, 3 . . .. We shall prove that both iterations (9) and (10) converge strongly to a point z in
Our results extend and improve the corresponding ones announced by Nadezhkina and Takahashi [10] and Zeng and Yao [20] .
Preliminaries.
Let H be a real Hilbert space. Then
and
for all x, y ∈ H and λ ∈ [0, 1]. It is also known that H satisfies the Opial condition [13] , that is, for any sequence {x n } with x n x, the inequality lim inf
holds for every y ∈ H with y = x. Let C be a closed convex subset of H. For every point x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
P C is called the metric projection of H onto C. It is well known that P C is a nonexpansive mapping of H onto C and satisfies
for every x, y ∈ H. Moreover, P C x is characterized by the following properties:
for all x ∈ H, y ∈ C.
In the context of the variational inequality problem, this implies that
A set valued mapping T : H → 2 H is called monotone if for all x, y ∈ H, f ∈ T x and g ∈ T y imply x − y, f − g ≥ 0. A monotone mapping T : H → 2 H is maximal if the graph G(T ) of T is not properly contained in the graph of any other monotone mapping. It known that a monotone mapping T is maximal if and only if for (x, f ) ∈ H × H, x − y, f − h ≥ 0 for every (y, g) ∈ G(T ) implies f ∈ T x. Let A be an inverse-strongly monotone mapping of C into H and let N C v be the normal cone to C at v ∈ C, i.e.,
and define
Then T is maximal monotone and 0 ∈ T v if and only if v ∈ VI(C, A); see [14] .
The following lemma will be useful for proving the convergence result of this paper.
Lemma 2.1 (Browder [2] ). Let C be a non-empty closed convex subset of a uniformly convex Banach space E, and suppose S : C → E is nonexpansive. Then the mapping I − S is demiclosed at zero, i.e.,
. Let C be a nonempty closed subset of a Banach space and let {T n } be a sequence of nonexpansive mappings of C into itself. Suppose that ∞ n=1 sup{ T n+1 z − T n z : z ∈ C} < ∞. Then, for each y ∈ C, {T n y} converges strongly to some point of C. Moreover, let T be a mapping of C into itself defined by
Then lim n→∞ sup{ T n z − T z : z ∈ C} = 0.
3. Main theorems. In this section, we prove strong convergence theorems by hybrid methods for finding a common fixed points of k-Lipschitz-continuous monotone mappings and a family of nonexpansive mappings in Hilbert spaces.
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be monotone and k-Lipschitz-continuous mapping of C into H. Let {S n } be a sequence of nonexpansive mappings from C into itself such that
Let {x n }, {y n } and {z n } be sequences in C defined as follows:
where 0 ≤ α n < c < 1 and 0 < a < λ n < b < 1 k for all n = 1, 2, 3 . . .. Let ∞ n=1 sup{ S n+1 z − S n z : z ∈ B} < ∞ for any bounded subset B of C and S be a mapping of C into itself defined by Sz = lim n→∞ S n z for all z ∈ C and suppose that F (S) = ∞ n=1 F (S n ). Then {x n }, {y n } and {z n } converge strongly to P F (S)∩VI(C,A) x 0 .
Proof. We divide the proof into four steps.
Step 1. We claim that C n and Q n are closed and convex for all n ≥ 0, and F (S) ∩ VI(C, A) ⊂ C n ∩ Q n , for all n ≥ 0. From the definition of C n and Q n , it is obvious that C n is closed and Q n is closed and convex for all n ≥ 0. Since C n = {z ∈ C : y n − x n 2 + 2 y n − x n , x n − z ≤ 0}, we deduce that C n is convex for all n ≥ 0.
Next, we show that
Put
From (16) and the monotonicity of A, we have
Since y n = P C (x n − λ n Ax n ) and A is k-Lipschitz-continuous, it follows that
So, we obtain
Therefore, from (21), z n = α n x n − (1 − α n )S n v n and u = S n u, we have
for all n ≥ 0 and hence u ∈ C n . So F (S) ∩ VI(C, A) ⊂ C n , for all n ≥ 0. Next, we show that
We prove this by induction. For n = 0, we have
and there exists a unique element x n+1 ∈ C n ∩ Q n such that x n+1 = P Cn∩Qn x 0 . Then
for each z ∈ C n ∩ Q n . In particular,
This implies that {x n } is well-defined.
Step 2. We claim that the following statements hold:
It follows from the definition of Q n that x n = P Qn x 0 . Therefore
for all z ∈ Q n and all n ≥ 0.
Let z ∈ F (S) ∩ VI(C, A). Then
On the other hand, from x n+1 = P Cn∩Qn x 0 ∈ Q n , we have
Therefore { x n − x 0 } is nondecreasing and bounded. So lim n→∞ x n − x 0 exists. This implies that {x n } is bounded. From (21) and (22), we also obtain that {z n } and {v n } are bounded. Since x n+1 = P Cn∩Qn x 0 ∈ Q n , we have x n − x n+1 , x 0 − x n ≥ 0. It follows from (11) that
for all n = 0, 1, 2 . . .. This implies that
Step 3. We claim that the following statements hold:
1. lim n→∞ x n − z n = 0 and lim n→∞ x n − y n = 0; 2. lim n→∞ Sx n − x n = 0 and lim n→∞ S n x n − x n = 0.
Since x n+1 ∈ C n , we have z n − x n+1 ≤ x n + x n+1 . This implies that
for all n ≥ 0. From (24) and 0 ≤ α n < c < 1, we get
Since
For each u ∈ F (S) ∩ VI(C, A), from (22), we obtain
Thus, we have
Since x n −z n → 0 and the sequences {x n }, {z n } are bounded, we obtain x n −y n → 0. As A is k-Lipschitz-continuous, we have
This implies that lim
Moreover, we note that
From (25), (26) and (27), we obtain
Since ∞ n=1 sup{ Sz − S n z : z ∈ {x n }} < ∞, and
Step 4. We claim that {x n } converge strongly to z 0 , where z 0 = P F (S)∩VI(C,A) x 0 . Since {x n } is bounded, there exists a subsequence {x n k } of {x n } which converges weakly to z. By [11, , we can show that z ∈ VI(C, A). Next, we show that z ∈ F (S). Let {x n k } be another subsequence of {x n } which converges weakly to z. Since I − S is demiclosed, it follows by Lemma 2.1 that z ∈ F (S). Hence z ∈ F (S) ∩ VI(C, A). Since x n = P Qn x 0 and z 0 ∈ F (S) ∩ VI(C, A) ⊂ Q n , we have
It follows from z 0 = P F (S)∩VI(C,A) x 0 and the lower semicontinuity of the norm that
Thus, we obtain that lim k→∞
Using the Kadec-Klee property of H, we obtain that
Since {x n k } is an arbitrary subsequence of {x n }, we can conclude that {x n } converges strongly to z 0 , where z 0 = P F (S)∩VI(C,A) x 0 . So, from x n − y n → 0 and x n − z n → 0, we infer that both {y n } and {z n } converge to z 0 ∈ P F (T )∩VI(C,A) x 0 .
Setting S n ≡ S in Theorem 3.1, we have the following result. . Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be monotone and k-Lipschitzcontinuous mapping of C into H. Let S be a nonexpansive mapping from C into itself such that F (S) ∩ VI(C, A) = ∅. Let {x n }, {y n } and {z n } be sequences in C defined as follows:
where 0 ≤ α n < c < 1 and 0 < a < λ n < b < 1 k for all n = 1, 2, 3 . . .. Then {x n }, {y n } and {z n } converge strongly to P F (S)∩VI(C,A) x 0 .
Setting P C (I − λ n A) = I in Theorem 3.2, we have the following theorem. Theorem 3.3 (Nakajo and Takahashi [12] ). Let C be a nonempty closed convex subset of a real Hilbert space H and let S be a nonexpansive mapping from C into itself such that F (S) ∩ A −1 0 = ∅. Suppose x 1 = x ∈ C and {x n } is given by
where 0 ≤ α n < c < 1. Then {x n } converges strongly to P F (S) x.
Theorem 3.4. Let C be a nonempty closed convex subset of a real Hilbert space H. Let A be monotone and k-Lipschitz-continuous mapping of C into H. Let {S n } be a sequence of nonexpansive mappings from C into itself such that ∞ n=1 F (S n ) ∩ VI(C, A) = ∅ and let x 0 ∈ H. For C 1 = C and x 1 = P C1 x 0 , define a sequence {x n } of C as follows:
where 0 ≤ α n < c < 1 and 0 < a < λ n < b < 2α for all n = 1, 2, 3 . . .. Let ∞ n=1 sup{ S n+1 z − S n z : z ∈ B} < ∞ for any bounded subset B of C and S be a mapping of C into itself defined by Sz = lim n→∞ S n z for all z ∈ C and suppose that F (S) = ∞ n=1 F (S n ). Then {x n } converges strongly to w = P F (S)∩VI(C,A) x 0 .
Proof. We first show by induction that F (S) ∩ VI(C, A) ⊂ C n for all n = 1, 2, 3 . . .. It is obvious that
Putting v n = P C (x n − λ n Ay n ) for all n ≥ 0, as in the proof of Theorem 3.1, we can show that
for all n ≥ 0. Thus u ∈ C n , n ≥ 0 and hence F (S) ∩ VI(C, A) ⊂ C n , for all n ≥ 0. Next, we prove that C n is closed and convex for all n = 1, 2, 3 . . .. It is obvious that C 1 = C is closed and convex. Suppose that C k is closed and convex for some k = 1, 2, 3 . . .. For z ∈ C k , we know that z k − z ≤ x k − z is equivalent to
So, C k+1 is closed and convex. Then, for any n = 1, 2, 3 . . ., C n is closed and convex. This implies that {x n } is well-defined. From x n = P Cn x 0 , we have
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for each y ∈ C n . Using F (S) ∩ VI(C, A) ⊂ C n , we also have
This implies that
By the same as in the proof of [15, Theorem 3.3] , we can show that x 0 −x n , x n −x n+1 ≥ 0 and hence lim n→∞ x n+1 − x n = 0. On the other hand, from x n+1 ∈ C n+1 ⊂ C, we have
Further, we have
As in the proof of Theorem 3.1 (Step 3), we obtain lim n→∞ x n − S n v n = 0 and lim
since {x n } is bounded. Let {x ni } be a subsequence of {x n } such that x ni z 0 . By the same argument as in the proof of [6, Theorem 3.1, pp. 346-347], we can show that z 0 ∈ VI(C, A). Since I − S is demiclosed, it follows by Lemma 2.1 that z 0 ∈ F (S). Hence z 0 ∈ F (S) ∩ VI(C, A).
Finally, we show that x n → w, where w = P F (S)∩VI(C,A) x 0 . Since {x n } is bounded, there exists a subsequence {x n k } of {x n } such that x n k w . Since {x n k } ⊂ C and C is closed and convex, we obtain w ∈ C.
Since x n = P Cn x 0 and w ∈ F (S) ∩ VI(C, A) ⊂ C n , we have
It follows from w = P F (S)∩VI(C,A) x 0 and the lower semicontinuity of the norm that
Thus, we obtain that lim k→∞ x n k − x 0 = w − x 0 = w − x 0 . Using the Kadec-Klee property of H, we obtain that lim k→∞ x n k = w = w.
Therefore {x n } converges strongly to w, where w = P F (T )∩VI(C,A) x 0 .
Setting S n ≡ S in Theorem 3.4, we have the following result. . Hence we get
Next, we prove (ii). By the assumption for {r n }, we know that r n → r for some r > 0. Since J r z − J rn z ≤ |r−rn| r z − J r z , we obtain that lim n→∞ J rn z = J r z for all z ∈ H. Then J r x = lim n→∞ J rn x for all x ∈ C and hence F (J r ) = ∞ n=1 F (J rn ) = T −1 0.
By Lemmas 4.2 and Theorem 3.1, we have the following theorem.
Theorem 4.3. Let C be a nonempty closed convex subset of a real Hilbert space H. Let T ⊂ H × H be a maximal monotone operator such that T −1 0 = ∅ and D(T ) ⊂ C ⊂ r>0 R(I + rT ) and let J r be the resolvent of T . Let α > 0 and let A be an α-inverse-strongly monotone mapping of C into H. Let {x n } be a sequence in C defined as follows:
x 0 ∈ C is arbitrary,
where 0 ≤ α n < a < 1 for all n = 1, 2, 3 . . . , {λ n } ⊂ (a, b) ⊂ (0, 2α) and {r n } is a sequence in (0, ∞). If inf{r n : n = 1, 2, 3 . . .} > 0 and ∞ n=1 |r n+1 − r n | < ∞, then {x n } converges strongly to z, where z = P T −1 0∩VI(C,A) x 0 .
Proof. Since H is a Hilbert space, C = D(T ) is closed and convex and F (J r ) = T −1 0 for all r > 0. By Lemma 4.2, we have the following
We note that F (T ) = VI(A, C). Therefore, by Theorem 3.1, we obtain {x n } converges strongly to z = P T −1 0∩VI(C,A) x 0 .
Strictly pseudocontractive mappings.
A mapping T : C → C is called strictly pseudocontractive on C if there exists k with 0 ≤ k < 1 such that T x − T y 2 ≤ x − y 2 + k (I − T )x + (I − T )y 2 , for all x, y ∈ C.
If k = 0, then T is nonexpansive. Put A = I − T , where T : C → C is a strictly pseudocontractive mapping with k. We know that A is 1−k 2 -inverse strongly monotone and A −1 0 = F (T ) (see [6] and [19] ).
Using Theorem 3.1, we have the following theorem.
Theorem 4.4. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {S n } be a sequence of nonexpansive mappings from C into itself. Let T be a strictly pseudocontractive mapping with constant k of C into itself and let {x n } be a sequence generated by
x 0 ∈ C is arbitrary, y n = α n x n + (1 − α n )S n P C ((1 − λ n )x n + λ n T (x n − λ n Ax n )), C n = {z ∈ C : y n − z ≤ x n − z }, Q n = {z ∈ C : x n − z, x 0 − x n ≥ 0}, x n+1 = P Cn∩Qn x 0 , n = 0, 1, 2 . . . ,
where 0 ≤ α n < a < 1 for all n = 1, 2, 3 . . . and {λ n } ⊂ (a, b) ⊂ (0, 2α). Let ∞ n=1 sup{ S n+1 z − S n z : z ∈ B} < ∞ for any bounded subset B of C and S be a mapping of C into itself defined by Sz = lim n→∞ S n z for all z ∈ C and suppose that F (S) = ∞ n=1 F (S n ). Then {x n } converges strongly to P F (S)∩F (T ) x 0 . Proof. Put A = I − T . Then A is 1−k 2 -inverse-strongly monotone. We have that F (T ) is the solution set of VI(A, C) i.e., F (T ) = VI(A, C) and P C (x n − λ n A(x n − λ n Ax n )) = (1 − λ n )x n + λ n T (x n − λ n Ax n ).
Therefore, by Theorem 3.2, {x n } converges strongly to z = P F (S)∩F (T ) x 0 .
