Abstract. We present a new approach to convexification of the Tikhonov regularization using a continuation method strategy. We embed the original minimization problem into a one-parameter family of minimization problems. Both the penalty term and the minimizer of the Tikhonov functional become dependent on a continuation parameter.
Introduction
In this paper we propose and study a continuation-based approach for the Tikhonov regularization of ill-posed problems.
We consider ill-posed problems that can be written in the form of an operator equation
where F : D(F ) ⊆ U → V is a (in general non-linear) forward operator, mapping between Banach spaces U and V . By v we understand certain exact measurements projected on V . We assume that only noisy data v δ are available, such that v − v δ V ≤ δ, where δ is the level of noise. Let us introduce a suitable regularization R : U → [0, +∞] with the domain D(R) := {u ∈ U | R(u) = +∞}. It is a proper and convex functional. The general convention is to consider only those solutions u to ill-posed operator equation (1), where R(u) is sufficiently small. An element u † is called an R−minimizing solution (e.g. [1] ) if
We follow the classical Tikhonov idea [2, 3] and consider minimizers of functional
for a suitable regularization parameter α > 0, which depends on both noise level and data, i.e. α(δ, v δ ). The first term in (3) is called the fidelity functional (term). It ensures that minima of the Tikhonov functional are approximate solutions of the operator equation (1) , i.e. the problem which we want to solve in the first place. The regularization term R(u) stabilizes the ill-posed problem with respect to the noise and represent a priori assumptions or expectations that we have about a desired solution. It practically always enforces the membership of u in a certain U. As usual, we denote a minimizer of (3) as 
It is a well known fact that under certain reasonable assumptions u δ α are stable approximations of an R−minimizing solution to (1) , also in a rather general Banach space setting [1] . The resulting problem of regularization can be roughly stated as follows: The main goal of this paper is to construct a sequence converging to the global minimizer u δ α . The biggest challenge is how to avoid the convergence of a numerical minimization method to a local minimum of (3), which is a common problem for standard gradient-based minimization methods (GBMM).
The possible reasons for the existence of local minima of (3) are triadic: the forward operator F itself, the noise in the measurements and the penalty term R(u).
The forward operator is case-specific and the noise is inherent to ill-posed problems. We have however full freedom of choice of regularization.
When a GBMM is applied to (3), the whole resulting minimizing sequence belongs to U . This is enforced by the regularization R(u). However the underlying direct problem (1) generally requires a far less regularity of a solution than it is asked by R(u). Even if we expect our final solution to belong to U , it is not necessary to consider only minimizing sequences from U. This restriction is often the reason that a GBMM converges to a local minimum.
Let us recall that the purpose of adding the regularization is to stabilize the illposed problem and to ensure the desired properties of the solution. The main idea of the article is to provide these two roles of the regularization term gradually.
Continuation immersion approach
Let us consider a Banach space W, such that U is a proper subset of W and the problem (1) is well defined in W , i.e. U W and D(F ) ∩ W = ∅. We can introduce a new Tikhonov functional analogical to (3)
with a regularization term R W : W → [0, +∞] and regularization parameter β > 0. It is again a convex and proper functional with the domain D(R W ) := {w ∈ W | R W (w) = +∞}. The main idea is to continuously transform the relaxed functional T β to the original T α together with the corresponding minimization problems by making use of the continuation method [4] . We will stabilize the problem (1) using W -based regularization, i.e. in a "broader" sense. Since the Tikhonov regularization (5) in W is a "less" constrained problem than (3), it will be easier solvable. It will provide a very good starting point for minimization in U. The extra desired properties will be progressively imposed on the solution via continuation-based projection a posteriori. We consider a one-parameter family of the Tikhonov functionals
where λ ∈ [0, 1] and
The regularization term R U stands for the original regularization in (3). The regularizations parameters α and β are in general functions of δ, v δ . The forward problem F corresponding to (6) can be understood as acting on the parametrized family z ∈ W. The regularization part
is better to be understood as a function on U × W.
We consequently deal with a one-parameter family of minimization problems ‡. For λ ∈ (0, 1) we look for a couple from U × W , which minimizes the functional (6) , that is
T α,β (u, w, λ). ‡ If α ≡ β, the above formulas might bring the augmented Lagrangian method to mind. Among the differences between these two method, we stress that we minimize here in the two independent variables u and v. This turns out very convenient, mainly from the numerical point of view, as we will show later.
For λ = 1 we get the original minimization problem of T α and for λ = 0 the the problem reduces to the minimization of (5) . By abuse of notation we sometimes write that (u, w) is a minimizer of T α,β for any λ ∈ [0, 1] to denote a minimizing couple (u, w) ∈ U × W if λ ∈ (0, 1) and also to denote a minimizing element w ∈ W if λ = 0 or u ∈ U if λ = 1.
Analogically to the notion of the R-minimizing solution (2), let us define for each
The article is organized as follows. In Section 2 we analyze the continuation approach in general. In Section 3 we deal with piecewise-constant parameter identification problems (PCPIPs), which have been our motivation to study continuation methods in the context of Tikhonov regularization. We review the relevant state of the art in PCPIPs.
Then, we introduce topology-to-shape continuation method (TSCM). In Section 4 we apply the TSCM to magnetic induction tomography (MIT), which has many applications, e.g. in biomedical imaging and nondestructive testing of materials. Section 4.4 contains the implementation of the TSCM and several numerical experiments for MIT are presented in 4.5.
Continuation approach for Tikhonov regularization
This section deals with theoretical aspects of the continuation approach for Tikhonov regularization. The functional T α,β defined by (6) is always minimized with respect to the variables (u, w) and the variable λ ∈ [0, 1] is taken as a fixed parameter 
The map F is strongly continuous, i.e.
It holds that R W (0) = 0, R W (0) = 0 and the second derivative R W satisfies the condition
for any u ∈ U , R U (0) = 0, R U (0) = 0 and the second derivative R U satisfies the condition
for any u, h ∈ U , where C is a positive constant.
Under the assumption (A1) and (A2) the strongly continuous operator F is moreover completely continuous, i.e. compact and continuous. This makes the problem (1) ill-posed (compare with [2, Theorem 10.1]). The assumptions (A3) and (A4) imply that the regularizations R U and R W are convex proper functionals.
The assertion below provides a classical result about the existence of a minimizer of (6) and its characterization.
Lemma 2.1 (well-posedness). Assume (A1)-(A4). Let λ ∈ [0, 1] be arbitrary. Then there exists a minimizer of T α,β for any α ≥ 0, β ≥ 0, which moreover satisfies the necessary condition
If α and β are large enough, then a critical point of T α,β is a local minimizer, i.e. the condition (11) is sufficient for a local minimum.
Proof. The proof is a straightforward application of the variational calculus. Let λ ∈ (0, 1). Since F is strongly continuous, the fidelity term is weakly lower semicontinuous. So are the regularizations R W and R U by the continuity and convexity argument. The functional T α,β is their conical sum and hence it is weakly lower semicontinuous as well. Now, Taylor's theorem shows for the regularization R W that
and so from the assumption (A3) we conclude
Analogously, it follows from the assumption (A4) that
This shows that the functional T α,β is also weakly coercive, i.e.
Both properties of T α,β together imply that the functional T α,β attains its minimum (cf. [5, Theorem 25 .D]). As T α,β is differentiable, a minimizer solves the equation (11) . The case when λ = 0 and λ = 1 follows the same lines. The second derivative of T α,β with respect to u and w is positive for some sufficiently large α and β which implies that every solution of (11) is a local minimizer.
Expanding the condition (11) 
and thus
We use the above formula to establish the so-called Ritz projection from the space W to its subspace U , which will turn out useful. Lemma 2.2 (Ritz projection). Assume (A1), (A3) and (A4). Let u ∈ U be the solution of the problem
where w ∈ W and α, β > 0 are fixed. Then, (i) the map P : W → U such that w → P(w) = u is well-defined,
(ii) the map P is continuously differentiable with P = [R U (P(w))]
Proof. (i) It is sufficient to prove the unique solvability of the problem (14) . Since U ⊂ W , it follows that W * ⊂ U * , and hence R W (w) ∈ U * . The assumption (A4) implies that the operator
U , which shows that R U is strongly monotone and a fortiori coercive. The theory of monotone operators (see [5, Theorem 26 .A]) then guarantees that for any w ∈ W there exists a unique u = P(w) such that
and that [R U (u)] −1 is Lipschitz continuous. (ii) We can now apply the local inverse function theorem [6, Theorem 4 .F], because the derivative R U (P(w)) ∈ L(U, U * ) is bijective on account of (A4) and the linear operator theory. It is furthermore a global inverse map, because R U is proper, i.e. the preimage R U (M ) of any compact set M is also compact (e.g. [6, Chapter 4] ). Consequently, the differentiation of (15) yields
(iii) We put h = u in (14) to estimate that
which concludes the proof.
Remark 2.1. The direct consequence of the above considerations is that the system (11) is for λ ∈ (0, 1) equivalent to the system
and for λ = 0 we can still define "the minimizer" u The following theorem provides the main result of this section. It establishes a continuous dependence of the minimizer of T α,β on the parameter λ. The main idea of the proof lies in realizing that the problem is a saddle point one. We minimize in U × W and maximize in λ. Further, the proof follows the standard lines (compare with [2] ). 
The theorem has an important corollary, which establishes local correctness of the continuation extension at λ = 1 :
Proof. We begin the proof of Theorem 2.1 with a few estimates for T α,β , which will help us later. It is evident that
for any u ∈ U, w ∈ W and λ ∈ [0, 1] . Conversely, the assumption (A4) and the convexity of R W imply
which leads to the estimate
for any (u, w) ∈ D × D(F ) and z = λu + (1 − λ)w. By the mean value theorem we obtain for the fidelity term
where the set S is the line segment
By the definition it holds true of minimizer that
As we have mentioned, if λ = 0 and λ = 1, we consider just w δ α,β (0) and u δ α,β (1), respectively.
for any (u, w) ∈ D × D(F ). We can moreover bound the minimum of T α,β uniformly for any λ ∈ [0, 1] with the estimates (16) and (18) 
where (u, w) ∈ D × D(F ). This implies combining with (12) and (13) that
Therefore, the sequences {u k } and {w k } are bounded in W , unless λ k → 0 and λ k → 1, where the estimate (19) is inapplicable for {u k } and {w k }, respectively. If λ k → 0, we can however use Lemma 2.2 to find
and consequently
The estimates (17) and (12) on the other hand force
which together with (19) ensures that the sequence {z k } is always uniformly bounded in W
Bounded sequences in reflexive spaces are weakly compact and so we can choose weakly convergent subsequences
The above estimates moreover establish that
We then consecutively deduce by the weak lower semicontinuity of T α,β and the definition of minimizer that
. This shows that (u, w) is minimizer of (9) and that
As a consequence of (22), we obtain
which is in contradiction with weak lower semicontinuity of the norm. Since the minimizer (u, w) is unique for any λ ∈ [0, 1], the above considerations demonstrate that every sequence {(u k , w k )} contains a subsequence strongly converging towards (u, w), and therefore, the functions u Theorem 2.2 (stability). Assume (A1)-(A4), α > 0, β > 0 and v δ ∈ V . Let λ ∈ [0, 1] be fixed and let {v k } and {(u k , w k )} be sequences such that v k → v δ and (u k , w k ) is a minimizer of (6) with v δ replaced by v k . Then there exists a convergent subsequence of {(u k , w k )} and the limit of every convergent subsequence is a minimizer of (6).
) is the solution of (9), has a convergent subsequence. The limit of every convergent subsequence is an R U,Wminimizing solution. If in addition, the
The last result about the existence of an R U,W -minimizing solution is essentially due to [1] . Proof. Let v δ = v in (6) and consider the case when λ ∈ (0, 1). Suppose for the sake of contradiction that there does not exist an R U,W -minimizing solution in D × D(F ). Then there exists a sequence {(u k , w k )} of solutions of (1) 
For a sufficiently large k, it follows that T α,β (u k , w k , λ) = R U,W (u k , w k , λ) < 2c, and so we see by (13) and (12) that
One can thus extract a weakly convergent subsequence, again denoted by {(u k , w k )}, with the limit (u, w). The weak lower semicontinuity of R U,W implies that
However, the map F is strongly continuous and hence the equality F (λu k + (1 − λ)w k ) = v forces F (λu + (1 − λ)w) = v, which is the contradiction to (23) .
The case when λ = 0 and λ = 1 goes along the same lines. One has to consider only R W and R U functionals with corresponding R W -minimizing solution and R Uminimizing solution, respectively.
Piecewise-constant parameter identification problems
Our motivation to study minimizers of (6) comes from piecewise-constant parameter identification problems (PIPs). We analyze partial differential equation (PDE) constrained problems with the unknown parameter being a coefficient of the PDEconstraint.
For illustration purposes we consider merely a double-valued piecewise-constant parameter
where the domain Ω is an open bounded set, on which the PDE-constrained problem is defined. The symbols χ D and χ Ω/D stand for the characteristic function of subset D ⊂ Ω and its complement, respectively. The goal is to find the subdomain D and the unknown numbers σ 1 and σ 2 based on suitable observations of the state variable of the PDE-constraint. A classical example here is the problem of inverse electric impedance tomography (EIT). We are primary concerned by building an robust and efficient numerical algorithm to recover the unknown σ P C . In the case of EIT, the problematic is extensively studied in the literature, see a comprehensive review [7] .
Why do we look for the solution in the space of piecewise constant functions? Such a choice is natural, given a problem like EIT. First, this class of functions is rich enough in order to be applicable. Second, as in the case of EIT, one usually has only a finite number of measurements on the boundary Γ corresponding to the Neumann-to-Dirichlet operator. For a two-dimensional domain Ω, these measurements are one-dimensional. It is reasonable to assume, that we can successfully recover at most a one-dimensional unknown inside the domain. ¶ This is precisely, what one ¶ We do not claim that certain two-dimensional recovery is impossible.
does by considering (25) . The goal is as a matter of fact to find the interface between the two regions of Ω. It is the choice of space plays a role of regularization.
The most suitable type of regularization for piecewise-constant parameter identification problems is the BV (Ω)− regularization [8] . The space BV (Ω) is the subspace of functions u ∈ L 1 (Ω) such that the quantity
is finite, where C ∞ c (Ω, R n ) is the set of smooth functions in C ∞ (R n ) with compact support in Ω. Endowed with the norm
it is a Banach space. Tikhonov regularization formulation for the piecewise-constant PIP then reads as
where F is the operator associated with the forward problem. This functional is a particular case of the functional (3) from the introduction when we set U = BV (Ω).
State of the art of geometry (shape) identification
In case the constants σ 1 and σ 2 in (25) are identified, the piecewise-constant parameter σ estimation is equivalent to the geometry identification of the subdomain D.
The classical methods to identify the structural information are mostly based on a study of the sensitivity of certain cost functional to a infinitesimal change of the shape of the structure itself, see [9] and the references therein. This shape sensitivity approach yields eventually to the notion of shape derivative [10] .
The methods based on the shape sensitivity approach, level set method parameterizations including [11, 12] , are updating the shape of domain first, not the topology. The topology is prescribed a priori by an initial guess. The choice of a good initial guess becomes very important for the method to converge to the optimal shape. Even if some proposed (and well designed) algorithms are able to find the optimal shape [13] , the convergence is usually very slow. The speed of the convergence is again strongly dependent on a good initial guess.
The second class of methods is based on the homogenization theory, see the pioneering work [14] or the monograph [15] . The optimal geometry is obtained in an enriched space of composite designs. The corresponding classical design can be retrieved via thresholding or penalization. This approach overcomes some restrictions of the classical shape sensitivity approach. Both the topology and shape are optimized at once. The final acquired geometries are close to the optimal onces. Unfortunately, this approach is limited to certain types of problems and its rigorous application is a non-trivial task.
A method based on an iterative inclusion of new holes (so called "bubbles") into the geometry was investigated in [16] . This idea is actually closely related to the one of the homogenization approach. In [17] , a pointwise limit of such inclusions was used in linear elasticity to find a optimal design characterized by the so-called compliance functional. The importance of this contribution was recognized in [18] [19] [20] , where the idea was extended to shape functionals and the notion of topological derivative was introduced and further developed. Since the introduction of the topological derivative, a great number of contribution were made using this concept both in science and in engineering. We are interested particularly in those where topological and shape sensitivity concepts are used in conjunction.
In [21] the authors first considered the shape derivative based level set method (LSM). The motion of the interface described by the LSM is governed by a nonlinear Hamilton-Jacobi equation, where speed is dependent on shape derivative of the cost functional, as usual. The idea was to introduce a new source term into the Hamilton-Jacobi equation, dependent on the topological derivative. This term allows for nucleation of new holes in the domain. The approach was generalized in [22] .
In [23] the authors study shape derivative based level set method for structural optimization. They do not use the topological derivative in the work itself, but, to our best knowledge, for the first time the topological derivative is suggested to be used for initialization of the algorithms based on the shape sensitivity approach. They study the idea in [24] , where an alternating algorithm using both the shape and the topological derivatives is proposed.
In [25] the authors propose a variant of a binary level set approach for solving elliptic problems with piecewise constant coefficients. The inverse problem is solved by a variational augmented Lagrangian approach with a total variation regularization. Their implementation was able to recover rather complicated geometries without assuming anything about D a priori, i.e. without any initial guess. As we will understand later on, it is due to the nature of the augmented Lagrangian approach which imposes the piecewise constant constraint gradually. The results of [25] are applied to piecewise constant level set method (PCLSM) parametrization in [26] . They are employed to study an optimization problem. The PCLSM methods for the identification of discontinuous parameters in ill-posed problems are considered in [27] . Both a Tikhonov regularization approach using operator splitting techniques and an augmented Lagrangian approach are introduced and analyzed.
In [28] topological sensitivity based initial guess is used as starting point for shapesensitivity level set method to solve an electric impedance tomography problem.
Topology-to-shape continuation method
In this section we introduce a continuation approach to shape identification which combines topology and shape sensitivities.
The main idea is based on the following reasoning. Roughly speaking topological properties of a particular shape are those which stay invariant under various continuous transformations + . A shape itself is a certain topology modified by those continuous boundary-like transformations, see the above section. Therefore, the topology is the "coarse" information about a particular shape. In this line of reasoning, it is intuitive to first look for the topology itself and to consider continuation methods to transform it to the particular shape.
We will consider the relaxed parametrization of σ P C
analogously to (7) . We assume that σ L 2 ∈ L 2 (Ω), because the space
The function σ L 2 can be interpreted as topological derivative. It is almost everywhere locally defined and represents the distribution of the mass in Ω. The + In our case, the "shape" of the piecewise constant σ defined by (25) , the topology is determined by the number of connected components of D and their equivalent classes (ball, torus etc.).
optimization with respect to σ L 2 means adding and removing mass locally at a given point in the domain. On the other hand, the optimization with respect to σ P C is driven by shape derivative flux and moves only the interface ∂D.
The regularization functional (8) becomes
The R W = · 2 L 2 (Ω) trivially fulfills the assumption (A4). The assumption (A2) is dependent on the specific forward problem. For magnetic induction tomography it will be established in Section 4. The problematic assumptions are (A1) and (A3). First, the space BV (Ω) is not reflexive. A direct remedy is to approximate BV (Ω) by its reflexive subspace W 1+η (Ω), 0 < η 1, which resolves also the nondifferentiability of BV −norm. The second possibility is to follow the analysis in [8] . There, the convergence in BV (Ω) is understood in weaker then norm topology, namely in L p −sense * . The seminorm J(σ) in BV (Ω) is furthermore efficiently approximated by the functional ([8, Theorem 2.2])
which is differentiable everywhere. We note that ε will be used subsequently in different situations and it always represents a small positive number. We conclude that for the admissible forward operator F the topology-to-shape continuation method lies within the proposed continuation framework (Section 1 and 2).
Contributions of TSCM
Despite all the effort in combining topology and shape sensitivity concepts and some very positive results as stated in Section 3.1, no clear idea has yet been presented how these concepts could be unified in one framework. We quote [29] :"It is still an open problem to devise how the combination of boundary variations and singular perturbations of geometrical domains enters in a general framework of shape optimization." We think that the idea of continuation extension of Tikhonov regularization presented in this article provides a framework that connects both concepts. We first identify the optimal distribution of the unknown parameter which represents the topology. We then continuously recast this information to the optimal shape. We use no singular perturbations of the geometry. As a consequence, the difficulties in coupling the local and global sensitivity concepts vanish. We remark that the approach of singular perturbations of the geometry [24] is more general. It allows to adapt the topology explicitly during the algorithm's execution.
The numerical experiments in Section 4.5 show that the method is, at least in certain settings, a globally convergent one. However, we have been able to proof only a local convergence of TSCM, not the global one.
Let us quote also from [30] , where a penalty method is used to solve piecewise constant parameter identification problems:"From our numerical experiences, we find that it is better to neglect the regularization term at the beginning stage of the iteration. At this stage, we should let the output-least-squares term to drag φ into the right direction without thinking about the regularity of q † †." In the context of continuation it is easy to explain this observation from [30] . The minimization * Interestingly, it is the topology of W .
piecewise constant level set function † † coefficient to be recovered without total variation regularization term essentially behaves as Landweber type of regularization method, where the number of iterations plays the role of regularization [2] , and the method converges to the least square solution in L 2 −sense. Gradually increasing regularization parameter in the front of the total variation term functions as the continuation parameter λ. The same insight explains the global convergence of augmented Lagrangian methods [27] . The advantage of the continuation approach is that the relaxed space W does not have to be L 2 (Ω).
Magnetic induction tomography
In this section we apply the framework to an inverse problem in magnetic induction tomography (MIT).
MIT is a non-invasive visualization technique, which is a very promising member of the broader electromagnetic imaging family. It has many potential applications, for instance non-destructive testing, industrial and medical imaging [31] . We refer the reader to the paper [32] for a comprehensive review. Magnetic induction tomography is a non-contact technique, in contrast to widely studied electrical impedance tomography [33] . Another advantage of MIT is its explicit frequency dependence, which allows for more accurate reconstruction of the body properties [34] .
Mathematical formulation
We proceed to the mathematical description of MIT. Electromagnetic phenomena in general are governed by the Maxwell equations. Considering the linear isotropic case, the time-harmonic regime with the angular velocity ω > 0 and making use of the magnetic vector potential A A A (B B B = ∇ × A A A), we can write them in the form
The scalar potential V is eliminated by the temporal gauge. The permeability µ and the permittivity are known strictly positive scalar functions of the space variable. The conductivity σ is assumed to be positive in the imaged body and it vanishes in the surrounding non-conducting region; J J J e stands the applied current from the excitation coil. For more on various MIT models we refer to [32, 35] . We formulate a simplified MIT boundary value problem. Let Ω be a bounded twodimensional domain in the xy-plane with the sufficiently smooth boundary ∂Ω =: Γ. It represents a cross section of the imaged body. Assume that the applied current J J J e is perpendicular to xy-plane and does not depend on z-coordinate. The induced eddy currents can be then described by the z-component of the potential A A A which we will simply denote by A. We restrict ourselves to the imaged body region, where the conductivity is strictly positive, σ ≥ σ min > 0. The domain source J J J e is modeled by a boundary source e, which is imposed via the Neumann boundary condition on Γ. The corresponding experimental setup is depicted in Figure 1 . For an experimental realization see [36] .
We use the eddy current approximation of the Maxwell equations, where the displacement current term iω A A A in (31) is disregarded. The state variable A then satisfies the forward problem Let us remark, that under physiological conditions for higher excitation frequencies ω the displacement current term can have a significant contribution and has to be taken into account.
Forward problem
We now show that the MIT forward problem satisfies the assumption (A2) of Section 2.
Let us first introduce some notation. The standard scalar product of two complex valued functions in the space 
The weak formulation of (32) reads as
This variational problem defines the impedance map Λ, the so-called Neumann-toDirichlet map
Lemma 4.1. The impedance map
where the function A is the solution of the problem (34) for any e ∈ L 2 (Γ) and ω > 0 fixed, is a well-defined and strongly continuous map from the set
to the space L 2 (Γ).
Proof. The Sobolev embedding (33) implies that term in (34) containing σ makes sense for any σ ∈ L q (Ω), q > 1. Given arbitrary σ ∈ M , the existence of a unique solution A ∈ H 1 (Ω) follows readily from the Lax-Milgram theorem for sesquilinear forms.
Let now σ n σ as n → ∞. It holds that σ ∈ M , because M is closed and convex. Denote by A n and A the corresponding solutions of (34) for σ n and the weak limit σ respectively. The subtraction of the variational formulas from each other gives
The sesquilinear form on the left hand side is equivalent to the H 1 (Ω)-scalar product which leads to a one-to-one correspondence between test functions ϕ and linear functionals on H 1 (Ω). Since Aϕ ∈ L q/(q−1) (Ω), the right hand side tends to zero for any ϕ ∈ H 1 (Ω) as n → ∞. We hence see that
It follows from continuity of the trace mapping
The differentiation of (34) at σ in the direction h yields
The symbol δA := δA(σ; h) stands for the variation (Gâteaux differential) of A = A(σ) in the direction h. The variation δA is sometimes called the sensitivity of A and (36) the sensitivity equation, which is a well-posed problem with the unique solution δA for any h from L q (Ω), q > 1. It is straightforward to verify that for given σ the mapping h → δA(σ; h)| Γ is linear and bounded operator in L(M, L 2 (Γ)). Recalling the relationship between the variation and Fréchet derivative, we see that Λ is Fréchet differentiable at σ and
) is continuous in σ by the similar reasoning as in the proof of Theorem 4.1 and so we have the following assertion.
Inverse problem
By the inverse problem in MIT we will understand the reconstruction of the piecewiseconstant conductivity σ in the imaged body based on a finite number of Dirichlet-toNeumann data (e, m) corresponding to the impedance map (35) . The boundary data m are essentially voltage measurements associated with excitations e. Lemma 4.1 implies that Λ is a compact operator and so the recovery of σ is inherently an illposed problem. We employ the topology-to-shape continuation method (TSCM) from Section 3.2 to solve MIT. We look for the conductivity σ in the form (28), i.e.
where σ P C is a double-valued piecewise constant function as it is considered in Section 3 for the example of electrical impedance tomography. The associated continuation Tikhonov functional for MIT read as
where F is the fidelity term
The regularization part R U,W is given by
which complies with the TSCM analysis in Section 3.2. The forward problem operator Λ of MIT is an admissible operator fulfilling assumption (A2) of Section 2 as it is shown in Section 4.2. Altogether, the theory of Section 2 is applicable to the inverse problem of MIT as stated in this section.
Adjoint problem
In Section 4.5 we will use a gradient-based method (the steepest descent method) to find a minimizer of (37) . Let us express the derivative of fidelity term (38) using an adjoint variable. The variation of F in the direction h reads as
where the variation δΛ(σ; h) ≡ δA solves the sensitivity equation (36) . We now introduce the adjoint variable Z which satisfies
to establish that
Let us note, that the variational problem (40) for Z is uniquely solvable given the properties of the material parameters and of the impedance map Λ. We assume that m ∈ L 2 (Γ).
Implementation of TSCM method
In this section we describe the implementation of the topology-to-shape continuation method (TSCM) for the problem of the magnetic induction tomography. The practical implementation of the TSCM algorithm presented in Algorithm 1 closely follows the theoretical exposition. The outer loop successively increases the value of λ by the increment ∆λ starting from λ = 0. It terminates when λ = 1 is reached. The number of steps is determined by ∆λ. The inner loop constitute more or less a standard adjoint-variable based steepest descent algorithm for minimization of (37) for the fixed λ. The number n stands for the total number of iterations through both loops in Algorithm 1. Find the optimal step:
and sn > τ2; λ = λ + ∆λ; while λ < 1;
Algorithm 1: Topology-to-shape continuation algorithm
We use the level set method [38] to parametrize the conductivity σ P C introduced in (25) . One first defines the level set function φ for the subset D ⊂ Ω with its boundary ∂D
The zero level set of φ represents the boundary of D (its "interface"). The piecewiseconstant conductivity σ P C is then parametrized as
where H stands for the unit step Heaviside function. We use the following smooth approximations of H and its derivative:
The gradient of (39) with respect to σ P C is evaluated as the solution of the variational problem
for all h ∈ H 1 0 (Ω). It is, in fact, a projection of ∂ σ P C R U,W onto the nodes of the finite element mesh. We remark that all the variational problems ( (34), (40) 
The gradient of (39) with respect to σ L 2 is simply
The gradient ∇ σ F of the fidelity term F with respect to σ is evaluated from (41) again by projection onto the nodes of the finite element mesh as in (44):
This yields
and
We do not optimize with respect to the constants σ 1 and σ 2 , which we consider to be known. However, Algorithm 1 is easily extendable to the case of unknown σ 1 and σ 2 .
We emphasize that we do not assume any a priori knowledge about the shape of D. The unknowns φ and σ L 2 are initiated as φ = −δ 1 and σ L 2 = δ 2 with δ 1 and δ 2 being some positive constants, δ 2 ≈ σ min . It means that initially (λ = 0) the whole domain Ω is occupied by a weak phase. In addition we have zero inclusion D and thus the value of σ P C is σ 2 in the whole domain.
In Algorithm 1 the search for an optimal step-size s n might be the most time-consuming part, since the Linesearch-algorithm detects the optimal s n by the evaluation of the cost functional for different intermediate values of s n and one such evaluation means to solve one forward problem 34. However, we do not need to find the optimal value of s n for which the drop of T α,β is maximal. It is enough to find one value for which T α,β drops sufficiently (the method is then no more steepest descent). We update s according to the following simple rule [39] :
i.e. when s n−1 := s n−2 gave a reduction of cost functional value, we try double the step. If in the next step s n does not give a descent, we take the step with the smallest k from the sequence s k n = s k−1 n /2, k = 1, . . . , ∞ such that we have descent. The last part is the actual update process. The inner cycle of Algorithm 1 stops when the norm of gradient is sufficiently small (≤ τ 1 ) or the computed gradient is not a descent direction anymore, i.e. s n ≤ τ 2 , where τ 1 and τ 2 are suitable constants.
Numerical experiments
In all the experiments we use synthetic data. The number N of the measurements for every experiment corresponds to the number of excitation coils N (e) (see Figure  1 ) multiplied with the number of excitation frequencies N (ω). The fidelity functional reads
We take σ 1 = 20S · m set so that µ −1 > ω 0 max(σ 1 , σ 2 ). For such a base frequency the magnetic phenomena dominate the electric ones.
The parameters in Algorithm 1 are τ 1 = 10 −5 , τ 1 = 10 −6 , δ 1 = 1, δ 2 = 0.01. We implemented the algorithm in FreeFem++ [40] . In all the experiments for both σ L 2 and φ we use identical fixed regular meshes with homogeneous division of the boundary Γ. We also always consider 28 excitation coils, i.e. N (e) = 28, and the regularization parameters α and β are fixed as α = β = 0.00001. In (43) we take = h 2 , where h is the diameter of the finite element mesh. If not stated otherwise we take ∆λ = 0.1.
We first compare the performance of the continuation algorithm (TSCM) and the standard level set method (LSM) on an example with a non-trivial topology ( Figure  2 ). The blue dotted line represents in all the figures the exact phantom and the red line is the numerical approximation. The initial shape of σ P C for the standard LSM is depicted in Figure 2(a) . Figure 2 displays the results for the base angular frequency ω 0 . The LSM in Figure 2 (a) ended up in a local minimum after 37 iterations. The algorithm stopped because the computed gradient was not a descent direction anymore, i.e. s 37 < τ 2 . We see that without a proper initial guess, the standard LSM failed to recover the desired shape. On the other hand, the TSCM in Figure 2 (c) for zero noise provided a decent approximation. Both bigger phantoms are recovered quite successfully but they stay connected. The smallest phantom is not identified properly. Only certain allocation of its mass is identified along the proximal boundary. Even for 1% noise the TSCM method provided a decent approximation (Figure 2(d) ). The method seems to be rather stable with respect to noise. We recall, that the standard LSM is very sensitive when only boundary measurements are available, e.g. in [41, Figure 7 ] only a noise level of 0.01% is considered in a case of a complicated phantom for the problem of electric impedance tomography.
We next perform numerical experiments that use explicit dependency of MIT model on the frequency ω. The results are presented in Figure 3 for the phantom identical to the previous single-frequency experiment in Figure 2 . We consider the four-frequency case N (ω) = 4 and four levels of noise: 1%, 5%, 10% and 20%. The blue line is again the exact shape and the red line is its TSCM-identification. As expected we got more accurate recovery of σ P C . For the noise levels up to 10% all the components of the phantom are quite accurately identified, accuracy gradually decreasing. Even for noise level of 20%, the identification is surprisingly accurate and all the components are identified, however two bigger components stay connected by a bridge. This experiment confirms our conjecture that the method is very stable with respect to the non-systematic noise. Noise causes non-convexity of the fidelity term F regardless the properties of the forward operator F . Provided the data contain sufficient information to identify the phantom, the TSCM is able to eliminate this type of non-convexity. We are convinced the reason lies within the nature of the method. The TSCM is essentially a convexification approach.
The convergences of the fidelity term F(σ) and of the relative error between the computed conductivity σ T SCM and exact conductivity σ exact
with respect to the total number of iterations n of Algorithm 1 are depicted in Figure  4 (a). These graphs correspond to the experiment of Figure 3(a) . The distribution of the number of iterations for different λ−steps is depicted in Figure 4 (b). In general, the first iteration of the TSCM for λ = 0 is the most time consuming, which is natural, because it is nothing else than the minimization of T α,β in the space L 2 (Ω). It provides the information about "the optimal topology" for σ P C . Once this good initial guess is found, the continuation method rather quickly transforms this function to the desired piecewise-constant conductivity σ P C . Next, we consider a more complicated phantom with its two components touching and one of them being a torus. We again consider four excitation frequencies N (ω) = 4. The results for two level of noise, 1% and 10%, are depicted in Figure 5 . Again, we obtained a decent reconstruction even for 10% noise. Except the outside boundary also the hole of the torus is well identified. The less resolved regions are those where the components are touching and the center of the domain.
Last, we examine the behavior of the TSCM regarding ∆λ, i.e. regarding the number of λ−iterations N (λ). We take the noise level of 1% and N (ω) = 2. In Figure 6 (a) the total number of iterations n of Algorithm 1 and in Figure 6 (b) the corresponding relative error of the conductivity e(σ) are plotted against ln(N (λ)). We see that n shows tendency to grow and e(σ) tendency to decrease. The results are obtained from a single-problem sample for each N (λ). In Figure 7 two particular examples are presented for N (λ) = 2 and for N (λ) = 4. We see that to correctly identify the shape and particularly its topology, it is necessary to consider at least N (λ) = 4. The continuation method has to be allowed to perform a sufficient number of steps to shift the information from σ L 2 to σ P C , i.e. the process has to be sufficiently continuous. 
Conclusions
In this paper we have presented a continuation approach for Tikhonov regularization and employed it to perform shape identification without any initial knowledge of topology. We have successfully applied the resulting topology-to-shape continuation method (TSCM) to a magnetic induction tomography (MIT) problem. This method appears to be a very promising candidate for an ultimate framework unifying both topology and shape sensitivities. To establish such a claim more rigorously, it is necessary to provide a deeper analysis of the continuation approach with respect to the homotopy parameter λ, which is a possible future work. Any result in this direction will be dependent on a particular choice of the functional spaces W and U and their properties. Our understanding of the underlying concepts suggests that for TSCM-specific choice of the functional spaces such an analysis is attainable.
In this paper we have provided more or less standard results on well-posedness, stability ad convergence of the framework. Under a strong condition of uniqueness, we have provided a local correctness result of the continuation approach (Theorem 2.1).
The numerical results of the TSCM for multiple-frequency MIT show decent accuracy and above all excellent stability of the reconstruction with respect to noise. It suggest that generalization to multiple-valued piecewise-constant parameters scenario is reasonable and should be fairly straightforward. As already known for MIT, simultaneous reconstruction of both conductivity and permittivity is possible. Altogether, the MIT with the TSCM as a solver could be used as a diagnostic method.
Possible future work with respect to the TSCM or to the continuation approach in general is to propose and analyze appropriate parameter choice rules (PCRs) for the two regularization parameters α and β in (6) . The regularization parameters could be considered as functions of λ as well. This should lead to λ-adaptive PCRs and consequently a more efficient implementation of the TSCM algorithm. From the numerical point of view also conjugate gradient, quasi-Newton or Gauss-Newton algorithm extensions are possible.
