In this paper we describe a method for estimating curvature 
Introduction
In medical image analysis one often requires the enhancement of elongated structures in noisy images, such as blood vessels, catheters, and collagen fibers. In many applications these structures can even cross or bifurcate, which is a problem for many well-known algorithms, such as coherence-enhancing diffusion [10] and tensor voting [6] .
To circumvent the problem of crossing structures we propose a method for coherence enhancing diffusion in orientation scores in [5] . In an orientation score (sometimes called orientation space) the local orientation information in the * The project was financially supported by the Dutch BSIK program entitled Molecular Imaging of Ischemic heart disease (project number BSIK 03033).
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image is made an explicit dimension, leading to a 3D space (for a 2D image). Our method applies the diffusion in this 3D space. The method is very good in handling crossings, without the need for an ad hoc decision step (e.g. to decide whether a point is a crossing or not). Figure 1 shows an illustrative example of the performance of this method on a medical image.
To further improve the performance it is important to have a robust estimate for curvature. Therefore, in this paper we focus on how to estimate curvature using the nonsymmetric Hessian in the orientation score. The principle is analog to orientation estimation using the Hessian on an image. However, since an orientation score requires noncommuting derivatives, it is not directly obvious which Hessian to choose in the orientation score. In this paper we will, after briefly explaining the essential theory, consider curvature estimation as a minimization problem in order to resolve this ambiguity.
In the experimental section of this paper we will show that the curvature estimation works well and yields better performance compared to a related approach by Van Ginkel [9] [8] . We will also show results of coherence enhancing diffusion via orientation scores on medical images, where the curvature estimates are used.
Previous Work
Different ways to estimate the curvature of curves in images were proposed. A well-known approach is isophote curvature, which measures the curvature of isophotes. However, isophotes in images usually do not coincide with curves in images due to noise and / or blurring.
To circumvent this, Duits [2] proposed a more general method to estimate curvature of flowlines in arbitrary vector fields, where choosing the gradient of the image renders the expression for isophote curvature. The application-specific free choice of a vector field is beneficial, but the experimental results proved not to be very robust. Besides these approaches, several other curvature estimation methods have been proposed [1] [7] .
All methods mentioned above can only estimate a single curvature at a single spatial position. The approach of cur- Figure 1 . Example of coherence enhancing diffusion on orientation scores. The image is constructed from two rotated 2-photon images of collagen tissue in the heart. At t = 2 our method achieves a good enhancement of the image. Comparing the result at t = 30 with standard coherence enhancing diffusion, we can clearly see the superior performance for crossing structures.
vature estimation by Van Ginkel [8] circumvents this problem by constructing an orientation score from the image. In the orientation score, the structure tensor is used to estimate the slope of a curve relative to the spatial plane, which is equal to the curvature. The approach works reasonably well, but it suffers from biased estimates for higher curvature values, which are estimated too low. Our approach is related to Van Ginkel's approach, but it uses the Hessian instead of the structure tensor and it does not suffer from biased estimates.
Theory of Orientation Scores
The idea of an orientation score is to encode local orientation information explicitly, by adding an additional dimension, i.e. an orientation score of a 2D image is threedimensional (2 spatial dimensions and one orientation dimension). The idea is to do the image processing in this 3D space instead of the original 2D image space. The biggest advantage is that one can handle crossings of curves in images in a transparant way (i.e. without some mechanism to explicitly detect crossings), since structures of different orientations are "torn apart". In the next subsections we will describe the essential basic mathematics of orientation scores.
Euclidean Motion Group
We consider an orientation score as a square integrable function where the domain is the Euclidean motion group,
T is the group of all rotations and translations. It is parameterized by the group elements g = (x, θ) where x = (x, y) ∈ R 2 are the two spatial variables that label the domain of the image f , and θ mod 2π is the orientation angle that captures the orientation of structures in image f . The group product and group inverse of elements in SE (2) are given by
We will use both short notation g and explicit notation (x, θ) for group elements.
From Image to Orientation Score
We obtain an orientation score U from an image f ∈ L 2 (R 2 ), where the additional orientation dimension explicitly encodes information on local orientations in the image. It is obtained by convolving the image with an anisotropic
where K(x) is the kernel with orientation θ = 0, and R θ is the rotation matrix R θ = cos θ − sin θ sin θ cos θ . For some choices of K there exists a stable inverse transformation [2] , which is obtained by either convolving U (·, θ) with the mirrored conjugate kernel of K followed by integration over θ, or simply by f = 2π 0 U (x, θ)dθ. Our choice for K, which has the reconstruction property using the second method, is (see [5] )
where N is the normalization constant, ω ω ω = (ρ cos ϕ, ρ sin ϕ), B k denotes the kth order central Bspline, G s is a Gaussian kernel with scale s, and function f is given by
This kernel is illustrated in Figure 2 . Note that in practice the θ-dimension is sampled with steps
where n θ the number of sampled orientations.
Left-invariance
An operator Υ : 
G and for all
). In words, left-invariance means that the operator commutes with the left-regular representation L of the group. This property is important because a left-invariant operator in an orientation score implies that the net operation on the corresponding image is rotation invariant 1 . Therefore, all operations that we apply on orientation scores must be left-invariant.
The differential operators ∂ x and ∂ y (we will consistently use the shorthand notation ∂ x for derivative operators corresponding to partial derivative ∂/∂x) on the orientation score are not left-invariant and are therefore unsuitable, in the sense that they have to be interpreted differently for different orientations. However, one can derive left-invariant differential operators from the Lie algebra of SE(2) at the unity elements. This results in (see [4] for a derivation) the differential operators {∂ θ , ∂ ξ , ∂ η }, where
with g = (x, θ). These partial derivatives have a clear interpretation, since ∂ ξ is always the spatial derivative tangent to the orientation θ and ∂ η is always orthogonal. For notational simplicity the dependency on g is usually omitted further on, but it is important to realize that ∂ ξ and ∂ η do depend on θ.
Note that not all the derivatives
The left-invariant derivatives {∂ ξ (g), ∂ η (g), ∂ θ (g)} span the tangent space at group element g. To distinguish between the derivative operators at g and the basis of the tangent space at g we will use the following notation for the latter {e ξ (g), e η (g), e θ (g)} = {cos θ e x + sin θ e y , − sin θ e x + cos θ e y , e θ },
where e x , e y , and e θ are the unit vectors in x, y, and θ direction respectively.
Horizontal Curves
A curve q : R → SE (2) in the orientation score, denoted by its components as
where ∠(x, y) = arg(x + i y). In words, horizontal curves have the property that the direction of the curve P R 2 q (i.e. the curve projected to the spatial plane R 2 ) coincides with the orientation θ of the curve in SE (2) . Therefore tangent vectors do not contain a component in the spatial plane which is orthogonal to the local orientation θ, i.e. an equivalent formulation for horizontallity of q is
By construction, curves in an image appear as approximate horizontal curves in the corresponding orientation score. It is only approximate since the oriented filters create some uncertainty in the orientation response, i.e. a curve in the image with orientation α will not render a perfect δ-spike response δ(α − θ) in the orientation score.
Exponential Curves
An exponential curve is a curve γ : R → SE (2) for which the tangent vector is covariantly constant, i.e.
for all t ∈ R with c = (c θ , c ξ , c η ) constant. In words, an exponential curve has a constant tangent vector for all t. An The left-sided image shows that these curves are circular arc when projected onto the spatial plane.
exponential curve passing through a point g 0 ∈ SE(2) can be written as
The explicit expression for exponential curves is given by
which are spirals in SE (2) . The exponential curves for the special case c θ = 0 are
which are straight lines in SE(2) with constant orientation θ.
Horizontal exponential curves form a subset of all exponential curves and are illustrated in Figure 3 . From (9) it directly follows that an exponential curve is horizontal if c η = 0.
Curvature of Exponential Curves
The curvature of an exponential curve in SE(2) that is projected onto R 2 is given by
where
This result can be intuitively interpreted: the curvature is equal to the slope of the curve in the orientation score relative to the spatial plane.
Since we know that for a horizontal exponential curve c η = 0, the curvature in that case is given by
Curvature Estimation in Orientation Scores

Our approach
The idea of curvature estimation is to find the (horizontal) exponential curve that locally (say at point g 0 ) fits best to the data. This local fit should not only be feasible at the centerlines of a curve, but also if we shift a bit away from the centerline.
If we follow an oriented structure in the orientation score U , the left-invariant gradient ∇U = (∂ θ , ∂ ξ , ∂ η )U at all positions should remain constant. For example on the centerline of a curve the gradient remains zero, while the gradient will have a small constant η-component if we are a little bit off from the centerline. In other words, we formulate a minimization problem that minimizes over the "iso-contours" of the left-invariant gradient vector.
This results in the following minimization problem
where c = (c θ , c ξ , c η ) and γ c is defined by (11). The minimization term in (17) can be rewritten as
where the Hessian H on U is defined by
By Euler-Lagrange minimisation we get for the optimum c * :
Using the symmetry of (HU ) T (HU ) this results in
which amounts to eigensystem analysis of the symmetric 3×3 matrix (HU ) T (HU ), where one of the three eigenvectors gives the desired c * . The selection of the right eigenvector is done as follows. An oriented structure will lie approximately within the 2D plane spanned by {∂ ξ , ∂ θ }, so the two eigenvectors of H T H that are closest to the plane are selected by leaving out the eigenvector with the largest ∂ η component. From these two eigenvectors the one with the smallest eigenvalue is tangent to the oriented structure and is used to estimate the curvature using (15).
An alternative is to force the curves to horizontality, which might be more robust. Horizontality is imposed by forcing c η to zero in (17). The term HU c can now be rewritten as
Now the Euler Lagrange equation gives
which amounts to eigensystem analysis of a symmetric 2 × 2 matrix. The eigenvector corresponding to the smallest eigenvalue should be selected and the curvature is then given by (16). The fact that we only have 2 × 2 matrices in this case is a practical advantage of this approach.
Structure Tensor Approach
It is now easy to describe the structure tensor approach by Van Ginkel in more detail. In this approach one simply replaces the Hessian by the structure tensor, defined by
where the derivatives (note: not the left-invariant ones) are implemented by Gaussian derivatives, and G denotes the Gaussian smoothing kernel that is applied componentwise to the structure tensor. R θ denotes the rotation operator that makes the structure tensor left-invariant using (5). On the resulting structure tensors we apply eigensystem analysis in exactly the same manner as described in the preivous subsection.
Regularized Derivatives in Orientation Scores
In the previous section we derived a method for curvature estimation in orientation scores that requires first and second order left-invariant derivatives. The question is now how we should take these derivatives in a well-posed manner, i.e. we want to take regularized derivatives.
Diffusion Equation on SE(2)
The general diffusion equation for orientation scores using left-invariant derivative operators is , θ), and u(x, 0; t) = u(x, 2π; t) . This equation constitutes a scale space on SE(2) [3] . The solution can be written as u(·, ·; t) = e t A U . In practice, it makes no sense to consider the full diffusion tensor. If we want the diffusion to be optimal for horizontal curves with zero curvature, we only have to consider the diagonal elements. In that case D 22 determines the diffusion along the line structure, D 33 determines the diffusion orthogonal to the line structure, and D 11 accounts for diffusion between different orientations. The mixed diffusion terms come in if we want to do curved diffusion and diffusion along non-horizontal curves.
Since orientation scores are approximately horizontal and since initially we do not have a local estimate for curvature, it makes most sense to consider the diagonal diffusion tensor for regularized derivatives. Regularized derivatives on the orientation score are operationalized by De tA u where D is a derivative of any order constructed from {∂ ξ , ∂ η , ∂ θ }. The order of the regularization operator and differential operators matters in this case, i.e. the diffusion should come first.
Using Gaussian Derivatives in Orientation Scores
In this paper we restrict ourselves to a diagonal diffusion tensor with D 22 = D 33 , leading to
Since the operators ∂ θ , ∂ x , and ∂ y commute, this equation is the same as the diffusion equation in R 3 , except for the periodic boundaries in θ. The Green's function is now a Gaussian 
where the equality between the left and right side is essential, since it implies separability along the three dimensions. We want to use the same implementations to construct Gaussian derivatives in the orientation scores, meaning that we have to ensure that the same permutation of differential operators and regularization operators is allowed. By noting that
we conclude that we always should ensure a certain ordering of the derivative operators, i.e. one should first calculate the orientational derivative ∂ θ and then the commuting spatial derivatives {∂ ξ , ∂ η }, which are calculated from the Cartesian derivatives {∂ x , ∂ y } using (5). The commutator relations of (6) allow to rewrite the derivatives in this canonical order. Consequently, the Hessian HU in (19) should be calculated as
Note that one has to be careful with the sampled θ dimensions of the orientation score. One should ensure to make both the scale t s and the derivatives ∂ k θ dimensionless and consequently independent on the sampling step s θ .
Curvature Estimation Experiments
For our experiments, we apply curvature estimation on a few different test images, see Figure 4 . Each image is converted to an orientation score by (3) using parameters values n θ = 64, k = 2, q = 8, t = 300, and s = 50. For the Hessian we use scales t s = 8 and t o = 0.04. We compare our method (with and without enforcing horizontallity) with the structure tensor approach where we use for the gradient scales t s,1 = 2 and t o,1 = 0.025 and for the smoothing t s,2 = 6 and t o,2 = 0.075. The latter parameters are chosen such that the total amount of Gaussian blurring t s,1 + t s,2 and t o,1 +t o,2 equals the amount of Gaussian blurring for the Hessian, i.e. the same neighborhood is taken into account.
For the test images we do know the ground truth orientation θ true and curvature κ true . To evaluate the results, we take for each spatial position the curvature estimate κ est for the known orientation and compare it to the ground truth curvature. In all experiments we display a density plot showing 1/κ est (vertical) against the true curvature 1/κ true (horizontal), and we show the 2 -error as function of 1/κ true , i.e. where i enumerates over all estimates κ est,i for which κ true is the real curvature. Figure 5 shows the results on Figure 4 (a) and 4(a)+noise, which contains circles with radii between 0 and 50 pixels. Clearly, the estimates of the structure tensor approach are too small over a wide range of the highest curvature values. This causes a large error for higher curvature values. Our approaches do not have this problem. We observe that in the noise-free case the results are in both cases indistinguishable from the ground truth. In the noisy case the Hessian with enforced horizontallity performs slightly better. Figure 6 shows the effect of deviating from horizontality. Instead of taking the curvatures at the true orientation θ true we take the curvatures at θ true + π/8 to study the quality of Image (a), deviation from horizontality the curvature estimation if we are not exactly at the right orientation. Clearly, since in this case the curves are not exactly horizontal, the Hessian approach that does not enforce horizontallity works best. Figure 7 shows the curvature estimation in an image with crossing curves. A slight decrease in performance can be seen since the orientation score transform can not entirely separate the responses of the different curves. However, the performance is still quite good and is better than the structure tensor approach.
Application in Nonlinear Diffusion on Orientation Scores
The curvature estimation is useful for coherenceenhancing nonlinear diffusion on orientation scores (CED-OS), which is a new method that is a reliable alternative to methods like coherence-enhancing diffusion (CED) [10] in applications where one has to deal with crossing structures. A nonlinear left-invariant diffusion is applied to the orientation score. The idea is that at locations with a weak orientedness, the diffusion should be isotropic in order to reduce the noise. At locations with a strong orientedness, however, the diffusion should be strongly anisotropic and aligned with the exponential curve with the local curvature. Diffusion with a nonzero curvature in the orientation score can be interpreted as convolving with a diffusion kernel which is "banana-shaped" in the spatial plane, where the curvature is dependent on position. For this purpose, the nonlinear process is controlled by a measure for orientedness, given by s(x, θ) = max(−re(λ 1 (x, θ), 0)
where λ 1 is largest absolute eigenvalue of the Hessian (29). The diffusion is also made adaptive to the curvature estimate κ est described in this paper. The diffusion tensor coefficients in the diffusion equation (25) (32) Figure 8 shows CED-OS on a toy example with and without including curvature to demonstrate the difference in performance. As expected, the noise is removed while the line structures are well-preserved. However, when curvature is included the preservation of the high-curvature inner circles is better. Figures 9, 10 , and 1 show examples of the method on medical data. Clearly, the curve enhancement and noise suppression of the crossing curves is very good in our method, while standard coherence enhancing diffusion tends to destruct crossings and create artificial oriented structures.
Conclusions
In this paper we developed a method for curvature estimation in orientation scores. By formulating it as a minimization problem it has become clear what type of Hessian should be used. The results confirm that our method outperforms Van Ginkel's method. We also showed that we can use the curvature estimates for coherence-enhancing diffusion in orientation scores, which is a promising approach to handle medical image data with crossing or bifurcating structures.
