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Ohki recently proposed a decision-theoretic approach to the retrodiction and smoothing of a quantum observ-
able. Here I convert it to the Schro¨dinger picture and demonstrate its connections to prior works in quantum
estimation theory.
The estimation of a quantum system’s past is a fascinat-
ing yet controversial topic with a rich history [1–17]. Ohki
recently introduced a least-mean-square approach that gives
the estimation a decision-theoretic flavor [15, 16]. His ap-
proach is framed primarily in the Heisenberg picture and the
language of control theory [18], however, which may be dif-
ficult to digest for physicists. Here I convert his approach to
the Schro¨dinger picture using more well known concepts in
open quantum system theory [19, 20], so that its connections
to prior works in quantum estimation theory can be demon-
strated.
Let ρ0 be a density operator on Hilbert spaceH, andX and
Xˇ be Hermitian operators onH. Define the mean-square risk
as
R = tr ρ0
(
X − Xˇ
)2
, (1)
whereX represents the hidden quantum observable to be esti-
mated, while Xˇ represents the estimator. If X and Xˇ com-
mute, they can be measured simultaneously, and R has a
decision-theoretic meaning [21] with respect to the measure-
ment outcomes. If X and Xˇ do not commute, R can still be
regarded as a quantum measure of how close Xˇ tracksX—R
is well defined as the distance between two elements in an L2
space associated with ρ0 [22, Sec. 2.8] and its mathematical
definition is hardly a sin.
To incorporate time in the problem, let ρ0 be the density
operator at time t, U be the unitary operator that governs the
time evolution from t to T , and
Xˇ(T ) = U †XˇU (2)
be the Heisenberg picture of an estimator Xˇ at time T . Then
R = tr ρ0
[
X − Xˇ(T )
]2
(3)
can be interpreted as the risk of an operator-valued estimator
Xˇ(T ) that retrodictsX . Equation (3) can be rewritten as
R(Xˇ) = tr ρ0X
2 − 2 tr XˇU (ρ0 ◦X)U
† + trUρ0U
†Xˇ2,
(4)
where ◦ denotes the Jordan productX ◦ Y ≡ (XY + Y X)/2
and the identity trX(Y ◦ Z) = tr(X ◦ Y )Z has been used.
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Suppose that H = HA ⊗ HB ⊗ HC , X is on HA, Xˇ is on
HB , and
ρ0 = ρ⊗ ρBC , (5)
where ρ is onHA and ρBC is onHB ⊗HC . Taking appropri-
ate partial traces, I obtain
R(Xˇ) = tr ρX2 − 2 tr Xˇκ(ρ ◦X) + tr κ(ρ)Xˇ2, (6)
where κ is the completely positive map with the Stinespring
representation [20]
κ(ρ) = trAC U (ρ⊗ ρBC)U
†. (7)
Equation (6) is the Schro¨dinger picture of Eq. (3). The same
approach still works if both Xˇ andX are onHA and ρ0 = ρ⊗
ρB is on H = HA ⊗ HB . Then κ(ρ) = trB U (ρ⊗ ρB)U
†,
and R(Xˇ) is still given by Eq. (6).
I now follow Personick [23] to find the optimal estimator
Xˇopt, which must give R(Xˇopt + ǫO) ≥ R(Xˇopt) for any
real number ǫ and any Hermitian operator O. Differentiating
with respect to ǫ, one finds the minimizing solution
trO
[
κ(ρ) ◦ Xˇopt − κ (ρ ◦X)
]
= 0. (8)
It follows that the unique solution is
κ(ρ) ◦ Xˇopt = κ (ρ ◦X) , (9)
and the minimum risk is
R(Xˇopt) = tr ρX
2 − trκ(ρ)Xˇ2opt. (10)
R(Xˇopt) is a measure of the forgetfulness of the quantum
system—the higher the R(Xˇopt), the worse the quantum sys-
tem is able to keep track of the past ofX .
Equation (9) appears frequently in the literature in various
guises:
1. If ρ =
∑
x PX(x) |x〉 〈x|, where PX is a probability
function and {|x〉} is orthonormal, X =
∑
x x |x〉 〈x|,
and
κ(ρ) =
∑
x,y
PY |X(y|x) |y〉 〈x| ρ |x〉 〈y| =
∑
y
PY (y) |y〉 〈y|
(11)
2is a classical map with PY (y) =
∑
x PY (y|x)PX(x)
and another orthonormal {|y〉}, then Xˇopt =∑
y Xˇopt(y) |y〉 〈y|, with
Xˇopt(y) =
∑
x PY |X(y|x)PX (x)x
PY (y)
, (12)
which is the classical conditional expectation. Thus
Eq. (9) can be regarded as a quantum generalization of
the conditional expectation.
2. If κ is a partial trace, Eq. (9) was discovered by Gr-
ishanin and Stratonivich in an early work on quantum
estimation [24].
3. If ρ =
∑
x PX(x) |x〉 〈x| andX =
∑
x x |x〉 〈x|, while
κ(ρ) =
∑
x
ρx 〈x| ρ |x〉 =
∑
x
ρxPX(x), (13)
where each ρx is a density operator conditioned on x,
then
κ(ρ ◦X) =
∑
x
ρxPX(x)x, (14)
and Eq. (9) gives the optimal observable for the esti-
mation of a classical random parameter, as shown by
Personick [23].
4. If κ is a measurement map with
κ(ρ) =
∑
y
[trE(y)ρ] |y〉 〈y| , (15)
where E is a positive operator-valued measure
(POVM), then
Xˇopt(y) =
trE(y)(ρ ◦X)
trE(y)ρ
, (16)
which is the real part of the weak value [3, 5], as shown
by Ohki [16].
If Ypast denotes the past measurement record from t0
to t and y = Yfuture denotes the future measurement
record from t to T , then a smoothing estimation of X
can be performed by computing ρ conditioned on Ypast
and E as a function of Yfuture, before combining them
via Eq. (16). For continuous measurements, ρ and E
can be computed via the pair of stochastic master equa-
tions proposed in Refs. [8–10]. For example, the op-
timal estimation of a classical waveform coupled to a
quantum system can be done via the hybrid formalism
in Refs. [8–10].
If H is a bosonic Hilbert space, let Wρ(q, p) be the
Wigner function of ρ andWE(q, p) be the Wigner func-
tion of E(y), where q ∈ Rn and p ∈ Rn are vectoral
quadrature coordinates [19]. If X is a quadrature oper-
ator withX(qˆ, pˆ) depending linearly on canonical posi-
tion and momentum operators qˆ and pˆ, it is not difficult
to show that
Xˇopt =
∫
WE(q, p)Wρ(q, p)X(q, p)d
nqdnp∫
WE(q, p)Wρ(q, p)dnqdnp
, (17)
which is the quasiprobability approach advocated in
Refs. [8, 9, 13] for quantum smoothing. If Wρ and
WE are Gaussian and the dynamics is linear, then the
Wigner functions and Xˇopt can be computed via well
known linear smoothers in the classical theory [25], as
shown in Refs. [7–9].
5. Equation (9) is a special case of the quantum con-
ditional expectations given by Ref. [20, Eq. (6.21)].
Both Ohki [15, 16] and Hayashi [20] have shown how
the quantum conditional expectations follow the same
mathematical definition as the classical one if judicious
inner products are defined.
One application is quantum Fisher information theory
[20, 26], where ρ is a function of an unknown parameter
θ ∈ R and the symmetric logarithmic derivative (SLD)
Sρ of ρ is defined by
∂ρ
∂θ
= ρ ◦ Sρ. (18)
If κ does not depend on θ, the SLD of κ(ρ) obeys
∂κ(ρ)
∂θ
= κ(ρ) ◦ Sκ(ρ) = κ (ρ ◦ Sρ) , (19)
so Sκ(ρ) can be regarded as a conditional expectation of
Sρ in the sense of Eq. (9). It follows from Eq. (10) and
the fact R ≥ 0 that
J(ρ) = tr ρS2ρ ≥ trκ(ρ)S
2
κ(ρ) = J(κ(ρ)), (20)
which proves the monotonicity of the quantum Fisher
information J [20, Theorem 6.1].
Ohki also considered
R = tr ρ0
(
X − Xˇ
)† (
X − Xˇ
)
, (21)
where X and Xˇ may be non-Hermitian [15, 16]. For retrod-
iction, one can define
R = tr ρ0
[
X − Xˇ(T )
]† [
X − Xˇ(T )
]
, (22)
and a conversion to the Schro¨dinger picture in a similar way
as before yields
R(Xˇ) = tr ρX†X − tr κ(ρX†)Xˇ − tr Xˇ†κ(Xρ)
+ tr κ(ρ)Xˇ†Xˇ. (23)
Considering the derivatives of R(Xˇopt + ǫZ) with respect to
Re ǫ and Im ǫ, where ǫ is complex and Z is any operator, the
optimal solution is
trZ†
[
Xˇoptκ(ρ)− κ(Xρ)
]
= 0, (24)
3or
Xˇoptκ(ρ) = κ(Xρ), (25)
R(Xˇopt) = tr ρX
†X − tr κ(ρ)Xˇ†optXˇopt. (26)
If κ is a measurement map,
Xˇopt(y) =
trE(y)Xρ
trE(y)ρ
, (27)
which is the complex weak value [16]. Equation (25) is an-
other special case of Ref. [20, Eq. (6.21)].
The takeaway message is that the retrodiction and smooth-
ing of a quantum observable can be imbued with a decision-
theoretic meaning via a risk measure in the Heisenberg pic-
ture, such as Eq. (3) or Eq. (22), and the result turns out to
coincide with many established concepts in quantum estima-
tion theory. I have focused on risks of the mean-square type
here, but there is no reason why one cannot consider more
general forms of risks [20, 27], such as
R = tr ρ0l(X, Xˇ), (28)
where l is an operator-valued loss function, or even
R = tr l(ρ0, X, Xˇ). (29)
Whether such generalizations can lead to any productive con-
sequences remains to be seen.
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