ABSTRACT: Virtually all Data Acquisition Systems (DAQ) for nuclear and particle physics experiments use a large number of Field Programmable Gate Arrays (FPGAs) for data transport and more complex tasks as pattern recognition and data reduction. All these FPGAs in a large system have to share a common state like a trigger number or an epoch counter to keep the system synchronized for a consistent event/epoch building. Additionally, the collected data has to be transported with high bandwidth, optionally via the ubiquitous Ethernet protocol. Furthermore, the FPGAs' internal states and configuration memories have to be accessed for control and monitoring purposes.
Another requirement for a modern DAQ-network is the fault-tolerance for intermittent data errors in the form of automatic retransmission of faulty data. As FPGAs suffer from Single Event Effects when exposed to ionizing particles, the system has to deal with failing FPGAs. The TrbNet protocol was developed taking all these requirements into account. Three virtual channels are merged on one physical medium: The trigger/epoch information is transported with the highest priority. The data channel is second in the priority order, while the control channel is the last. Combined with a small frame size of 80 bit this guarantees a low latency data transport: A system with 100 front-ends can be built with a one-way latency of 2.2 us.
The TrbNet-protocol was implemented in each of the 550 FPGAs of the HADES upgrade project and has been successfully used during the Au+Au campaign in April 2012. With 2 · 10 6 /s 1 The HADES experiment and DAQ System
Contents
The High Acceptance Di-Electron Spectrometer (HADES) detector [1] is a high-acceptance magnetic spectrometer with a six-fold segmentation. A cross-section of the HADES detector is shown in figure 1 . The detector is built with a minimal material budget in the inner detectors and high geometrical acceptance in both polar and azimuthal angles. Charged particles are reconstructed based on their identification and their momentum is measured by specific detectors. Their trajectory is determined by four layers of multi-wire drift chambers. They are located two behind and two in front of a superconducting toroidal magnet aligned with the beam axis. The deflection in the magnetic field allows the reconstruction of the momentum of the particle. A time-of-flight wall consisting of scintillator bars and resistive plate chambers as well as a hadron-blind RICH and pre-Shower detectors complement the system. In total, the HADES spectrometer comprises about 80,000 individual detector cells.
The inner part of the HADES DAQ system consists of dedicated, FPGA-based front-end modules connected by a high-speed low-latency network protocol, TrbNet [2] . The outer DAQ part is built from off-the-shelf components transporting data from the detector to a server farm over the Gigabit Ethernet.
The electronics consist of detector dependent, but very similar FPGA-based platforms. Most employ FPGAs of the Lattice ECP2/M family, but in some parts Xilinx Virtex 4 FPGAs are also used. This common platform is attached to individual front-end electronics such as TDC ASICs or ADC ICs. Data communication is based on optical links over SFP-or Fiber-Optical-Transceiver (FOT) modules which operate at speeds of 2 GBit/s and 250 MBit/s, respectively. The FOT technology was chosen because of the strict space constraints in the inner part of the detector which did not allow the use of standard SFP modules. The TrbNet protocol merges all functionality needed to operate the detector in one common network. This is, trigger and busy information, all detector data and slow-control communication are combined on one physical connection. The three types of data are transported on individual virtual network channels and handled separately within each network node. Combined with small data packets that guarantee quick switching between network channels, this architecture fits the different requirements of triggers, data and slow-control.
Trigger messages are transported with the highest priority, followed by detector data and slowcontrol information with the lowest priority. All communication is organized in so-called transfers, initiated by a central, active sender which distributes a message to all front-ends. These have to reply at least with a termination word to signal that they received the request even if they are not addressed by the message. Upon the request, all addressed boards are allowed to send back a reply of arbitrary length. This scheme fits perfectly to the trigger-busy-release architecture of the HADES DAQ as well as the centrally controlled read-out of data.
The tree structure of the network is built by using network hubs. Typically, they contain one or two up-links in the direction of the central request sender and up to 12 down-links towards the front-end modules. Besides distributing requests, which are always sent as broadcast, and collecting replies that are sent to the requestor only, the hubs have additional features. E.g., the obligatory termination words from all front-ends are merged into one, hence saving network bandwidth otherwise occupied by redundant data. Detector data is automatically checked for validity by checking event numbers and further information before being packed into a container structure ("sub-events"). These sub-events are then sent to the server farm by built-in Gigabit Ethernet transmitters. 
April 201experimental run
In April 2012 the HADES experiment started its first heavy ion production run. A gold beam with an energy of 1.23 AGeV was used in combination with a 15-fold segmented gold target with an average interaction rate of one per cent. The beam intensity of 2 · 10 6 ions per second resulted in a primary reaction rate of 20 kHz, half of which could be recorded by the DAQ system. The amount of only 50% recorded events is very low compared to the dead-time of the system of about 15%. This is mainly attributable to the beam structure that is dominated by strong intensity fluctuations caused by the extraction process from the synchrotron. The intensity could not be increased further due to the limitations of the load on the detectors, even though the DAQ system is able to handle event rates well above 50 kHz.
During the full five week experiment, in total 7.7 billion events in a data volume of 150 TB have been recorded. These numbers are a factor 4 (events) and 15 (volume) above the values of previous runs with lighter ions and the original DAQ system, proving the success of the upgrade program.
3 Design aspects
Fault tolerance
In order to operate a highly granular FPGA-based system in a harsh environment, where malfunctions can never be excluded completely, all software has to be built in a fault-tolerant way . One of the main concerns in modern high-rate experiments is the influence of radiation on the electronics. Here, not only the secondary particles produced during a collision but also the primary beam particles and heavy fragments have to be taken into account since some FPGAs are placed near the beam axis. Calculations show that in the case of HADES one has to expect about one single event upset in one of the FPGAs per hour.
Automatic error correction mechanisms like triple-redundancy have been considered but not implemented due to several reasons. Here, especially the long additional development time, the requirement for larger FPGAs and hence higher costs are one of the aspect. Another point is the fact, that only the errors within the logic of the FPGA can be corrected. Many components, like the built-in serdes modules, can not be implemented in a redundant way and remain as single points of failure.
We rather rely on a fast detection of possible error conditions, automatic exclusion procedures and a quick re-initialization of individual front-end modules. If a front-end module fails to answer or sends invalid data, the network hubs are able to disable the communication with a failing module. This allows to continue to run the rest of the system without interruption.
Regarding the possible error conditions, one can distinguish two scenarios: First, the FPGA suffers from a minor malfunction that hinders it from sending data but the serial link is still running. In this case, the hub can send a low-level command to the FPGA that triggers a reload of the configuration from the on-board Flash ROM. Now, the soft configuration can be loaded again via slow-control before the board is re-included in the data taking process. This procedure can be completed in few seconds and requires a stop of the full DAQ system only for a short time window to resynchronize the failed board with the rest of the system.
In case a more severe error happens and the optical link is not operational anymore, a reload of the FPGA can't be triggered. Therefore, it is necessary to cut and reestablish the power supply to the erroneous front-end. Our power supply system is not able to accomplish this on the level of a single board but only in groups of 16 front-ends. Additionally, this can not take place during the normal operation of the data taking, so the complete data taking has to be stopped. After the power cycle, the front-ends first load the fail-safe golden image from the Flash, then they have to be rebooted with the working design and finally the DAQ has to be restarted. This process takes about one minute.
Fortunately, most errors are of the first type so that the loss of live time of the system is kept small. During the experiment, the error rate was about two failing front-ends per hour. The exact cause of these malfunctions can not be determined, but the kind of errors observed and the distribution of errors throughout the detector points to failures induced by single event upsets.
Based on these in beam experiences we state that in a high granular system where the short time failure of a single sub-component can be accepted, which is normally true in any DAQ-system, our approach of a fast detection and fast recovery is the most effective (space, power dissipation, manpower and cost) way of dealing with these issues. All known mitigation methods reduce the failure rate by a factor of around ten (some report even a factor 100), which is certainly not enough to ignore the detection (e.g. watchdogs) and recovery (e.g. power-cycle) infrastructure, which one has to implement anyways.
Error correction
One of the most severe problems with electronics turned up only after the installation of all components in the detector during commissioning: The optical transceivers (FOT) for plastic optical fibers (POF) showed a high sensitivity to electromagnetic noise. These modules are installed only a few centimeters away from the drift chambers operated at well above 1 kV. Combined with a high load of charged particles in these detectors, the bit error rate of the transceiver goes up to 10 −11 compared to well below 10 −15 under quiet conditions. In a system with 400 optical links this accumulates to several transmission errors per second, which is not acceptable.
The solution for this problem is found with a simple error detection and retransmission logic placed in the low-level physical layer of the network protocol (see figure 3 for the block diagram). All data sent is stored in a small ring-buffer. A checksum is calculated for each data packet (80 Bit) and sent along with the data. This checksum is encapsulated in a special comma character and thus allows the receiver to use it to synchronize to the data stream. Here, all packets are kept in a small Fifo and are only forwarded to the upper network layers if the data is found to be valid.
If an error is detected, the receiver asks for a retransmission of the data starting with the invalid packet and discards all received data until the request is fulfilled. Since this low-level mechanism is guaranteed to request retransmissions within less than 2 us, the buffer size in the sender can be kept small, suitable for implementation in nearly any programmable logic device.
Monitoring tools
One of the central aspects for a successful operation of any complex system is the design of the monitoring tools. Here, two fundamental approaches are possible: First, one of the available software solutions can be used. The main advantage is the high number of pre-designed modules for different tasks facilitates the connectivity to the system to be monitored. On the other hand, turnaround times for changes in the user interface and implementation of new features are typically long due to the fact that dedicated experts are needed.
The second approach utilizes self-designed libraries for all tasks. Since the tool set only contains necessary features, changes can be implemented easily by a broad range of not specialized programmers. Naturally, in the beginning all interfaces have to be programmed individually resulting in a long development time. Nevertheless, many of these tools already exist as they are needed during the development and debugging phase of the system. In HADES this is especially the case since all sub-systems of the DAQ employ the same slow-control interfaces and much effort was put in a C-library giving full access to all front-ends. For the HADES monitoring system we use a hybrid approach as shown in figure 4 : The EPICS framework [3] is used for communication tasks with commercial components while the interpretation and visualization of data are handled by custom scripts. This combines the advantages of both worlds: easy to handle, individual programs, high flexibility and vendor supplied I/O modules. All information generated by these scripts is stored in a RAM-based file system and updated at various rates: Event rates, for instance, are retrieved from the DAQ system with up to 100 Hz while the monitoring screens are updated every 0.5 seconds to 10 minutes.
A further aspect of the design is platform independence: The monitoring should be useable on any computer, including mobile devices, and not only on dedicated servers running a defined set of software packages. Hence, all visualization is based on one of the most abundant platforms: HTML and JavaScript that can be displayed platform independently in any modern web browser. The use of a web server as intermediate layer also allows for good scalability with respect to the number of users without influence on the DAQ system. All monitoring information is further summarized in one central screen ("Tactical Overview") that shows the current status of each monitored value using an easy to read color code. It includes detailed description of the values shown and error handling procedures as well. This condensed information proofed to be very useful because even inexperienced operators can detect and correct the most common error situations easily.
Synergies and further developments
Based on the experience with the HADES DAQ, a new, multi-purpose hardware platform (TRB3 -the successor of TRB2 used in HADES) has been developed. This platform already is in use in various experimental set-ups such as detector tests of the future FAIR experiments CBM and PANDA. The system is based on a FPGA-platform with five large Lattice ECP3 FPGAs and connectors for AddOns. These AddOns can carry all detector dependent electronics ranging from basic adaptor boards to many-channel ADC boards or additional optical links. More details on this approach can be found in [4] .
The effort put into a versatile implementation in all parts of the system proved to be very useful. New users of the framework were able to use the new FEE-hardware and read-out system in their own detector tests after a short preparation time of few months only.
Conclusion
The upgrade of the data acquisition system of the HADES detector during the recent years has been finished with a succesful experimental run in April 2012. Compared to older experiments, the system showed a highly improved performance, recording ten times more data and events than in any other run. The uniform network protocol gives the possibility to operate the DAQ system for all detectors with a common software interface and enables easy maintenance.
Even though operating in a harsh environment with respect to electromagnetic noise and radiation, the sytem showed a stable operation. Single failing components were detected and excluded from data taking automatically. Re-starting the failed boards could be accomplished within less than one minute typically and short interruption of the rest of the system. The monitoring framework was able to display all error conditions in a comprehensive way by inexperienced operators with few interventions of DAQ experts.
Besides the successful HADES experiment, the developed electronics, network procotol and slow-control framework are now in use in various experiments and planned to be used in many more.
