Daily streamflow forecasting through data-driven approaches is traditionally performed using a single machine learning algorithm. Existing applications are mostly restricted to examination of few case studies, not allowing accurate assessment of the predictive performance of the algorithms involved. Here we propose super learning (a type of ensemble learning) by combining 10 machine learning algorithms. We apply the proposed algorithm in one-step ahead forecasting mode. For the application, we exploit a big dataset consisting of 10-year long time series of daily streamflow, precipitation and temperature from 511 basins. The super learner improves over the performance of the linear regression algorithm by 20.06%, outperforming the "hard to beat in practice" equal weight combiner. The latter improves over the performance of the linear regression algorithm by 19.21%. The best performing individual machine learning algorithm is neural networks, which improves over the performance of the linear regression algorithm by 16.73%, followed by extremely randomized trees (16.40%), XGBoost (15.92%), loess (15.36%), random forests (12.75%), polyMARS (12.36%), MARS (4.74%), lasso (0.11%) and support vector regression (−0.45%). Based on the obtained large-scale results, we propose super learning for daily streamflow forecasting.
Introduction
Streamflow forecasting at various temporal scales and time steps ahead is important for engineering purposes (e.g. hydro-power generation, dam regulation and other water resources engineering purposes), as well as environmental and societal purposes (e.g. flood protection and long-term water resources planning). Here, we are interested in onestep ahead daily streamflow forecasting.
In streamflow forecasting, the predictive ability of the implemented model is of high importance; therefore, more flexible albeit less interpretable models (e.g. machine learning algorithms) are acceptable, given that they are more accurate. While accuracy is important in engineering, the current trend in the field of hydrology favours model interpretability (see e.g. Blöschl et al. 2019 ). The reader is referred to Breiman (2001b) , Shmueli (2010) and James et al. (2013, pp 24-26) , for a general discussion on the issue of interpretability versus flexibility or, equivalently, understanding versus prediction in algorithmic modelling. Here focus is on accuracy.
The dominant approach in daily streamflow forecasting is the implementation of machine learning regression algorithms, while linear models (mostly time series models) have been found to be more competitive at larger time scales (e.g. monthly and annual; Papacharalampous et al. 2018a, b ). Regression algorithms model the dependent variable (streamflow at some time) as function of a set of selected predictor variables (e.g. past streamflow values, past precipitation values, and past temperature values). In the case of machine learning regression, this function is learnt directly from data through an algorithmic approach. Popular algorithms include neural networks (see e.g. Dawson Hastie, 2016 for the most representative ones) having been more or less applied to hydrologic case studies. Note, however, that existing approaches to daily streamflow forecasting are mostly based on the implementation of a single machine learning algorithm.
Combining forecasts from different methods has been proved to increase the forecasting accuracy. This point was initially raised by Bates and Granger (1969) , while the argumentation in favour of forecast combinations, referred to as "ensemble learning" in the machine learning literature, was further strengthened in the early 90's (see e.g. Ramanathan 1984, Wallis 2011) . The "no free lunch theorem" (Wolpert 1996) implies that no universally best machine learning algorithm exists. Thus, ensemble learning, i.e. combining multiple machine learning algorithms (hereinafter termed as base-learners) instead of using a single one, may increase the predictive accuracy of the forecasts. Overviews of model combinations in general and ensemble learning in particular can be found in Fletcher (2018) , and Sagi and Rokach (2018), respectively. Here we are interested in stacked generalization (also referred to as stacking), a particular type of ensemble learning where base-learners are properly weighted so certain performance metrics are minimized (see e.g. Papacharalampous et al. 2019b and Tyralis et al. 2019c for specific applications in probabilistic hydrological post-processing), which was initially suggested by Wolpert (1992) and later investigated by Breiman (1996) for regression.
The simplest combination of models is equal weight averaging. The latter combination approach has been proved "hard to beat in practice", a finding that has been termed "forecast combination puzzle" by Stock and Watson (2004) . While research on the causes of the "forecast combination puzzle" is currently inconclusive (see e.g. Timmermann 2006 , Smith and Wallis 2009 , Claeskens et al. 2016 ), one can intuitively attribute its sources to the fact that as the level uncertainty (or equivalently the number of base-learners) increases, weight optimization may not lead to significant improvements relative to simple averaging; i.e. a uniform weighting scheme that assigns equal weights to all baselearners (see Tyralis et al. 2019c ).
Most published studies focusing on daily streamflow forecasting use small datasets (e.g. data collected from a couple of rivers) to present some type of new method, usually referred to as hybrid when combining e.g. neural networks with an optimization algorithm. While such studies may be useful from a hydrological standpoint, the obtained results cannot be conclusive regarding the accuracy of the proposed method, due to the high degree of randomness induced by sample variability. While small-scale applications were acceptable in the early era of neural network hydrology, the current status of data availability allows for large-scale applications. Actually, recent studies based on big datasets have revealed ground breaking results in the field of hydrological forecasting c. Using more than 500 streamflow time series to support the quantitative conclusions reached.
Beyond presentation of the new approach (see remark (a) above), we consider remarks (b) and (c) equally important, since most studies in the field use small datasets (i.e. formed by a single-digit number of time series) to compare a limited number of machine learning algorithms. Use of big datasets can facilitate understanding and contrasting of the properties of various algorithms in predicting daily streamflow, consisting an important asset for engineering applications.
Methods
In this Section, we present short descriptions of the individual machine learning algorithms (base-learners) used (please note that an exhaustive presentation of the algorithms is out of the scope of the present study), the three combiner learners (i.e. super learner, equal weight combiner, and best learner), as well as the variable selection methodology, the metrics used to assess the relative performance of the algorithms, and the testing procedure.
Base-learners
A detailed description of the majority of the base-learners exploited herein can be found 
Linear regression
Linear regression is the simplest model used herein. It is described in detail by Hastie et al (2009, pp 43-55) . The dependent variable is modelled as a linear combination of the predictor variables, while the weights are estimated by minimizing the residual sum of squares (least squares method).
Lasso
The least absolute shrinkage and selection operator (lasso) algorithm (Tibshirani 1996) performs variable selection and regularization by imposing the lasso penalty (L1 shrinkage) in the least squares method, aiming to shrink its coefficients, while allowing for elimination of non-influential predictor variables by nullifying their coefficients.
Loess
Locally estimated scatterplot smoothing (loess, Cleveland et al. 1992 ) fits a polynomial surface (determined by the predictor variables) to the data by using local fitting. Here we used a second-degree polynomial.
Multivariate adaptive regression splines
Multivariate adaptive regression splines (MARS, Friedman 1991 Friedman , 1993 ) is a weighted sum of basis functions, with total number and associated parameters (i.e. product degree and knot locations, respectively) being automatically determined from data. Here we build an additive model (i.e. a model without interactions), where the predictor variables enter the regression through a linear sum of hinge basis functions.
Multivariate adaptive polynomial spline regression
Multivariate adaptive polynomial spline regression (polyMARS, Kooperberg et al. 1997 ) is an adaptive regression procedure that uses piecewise linear splines to model the dependent variable. It is similar to MARS, with main differences being that "(a) it requires linear terms of a predictor to be in the model before nonlinear terms using the same predictor can be added and (b) it requires a univariate basis function to be in the model before a tensor-product basis function involving the univariate basis function can be in the model" (Kooperberg 2019).
Random forests
Random forests (Breiman 2001a ) are bagging (abbreviation for bootstrap aggregation) of regression trees with an additional degree of randomization; i.e. they randomly select a fixed number of predictor variables as candidates when determining the nodes of the decision tree.
XGBoost
Extreme Gradient Boosting (XGBoost, Chen and Guestrin 2016) is an implementation of gradient boosted decision trees (see e.g. XGBoost more accurate than gradient boosting.
Extremely randomized trees
Extremely randomized trees (Geurts et al. 2006 ) are similar to random forests. These two models mostly differ in the splitting procedure. Contrary to random forests, in extremely randomized trees the cut-point is fully random.
Support vector machines
The principal concept of support vector regression is to estimate a linear regression model in a high dimensional feature space. In this space the input data are mapped using a (nonlinear) kernel function (Vapnik 1995, Smola and Schölkopf 2004) . Here we used a radial basis kernel.
Neural networks
The principal concept of neural networks is to extract linear combinations of the predictor 
Super learning
Super learner is a convex weighted combination of multiple machine learning algorithms, with weights that sum to unity and are equal or higher than zero (see e.g. Van der Laan et al. 2007, van der Laan and Rose 2011, 2018). The weights are estimated through a k-fold cross-validation procedure (here we choose k = 5), so that a properly selected loss function is minimized. Here we minimize the quadratic loss function, which is equivalent to minimizing the root mean squared error (RMSE). Then the base-learners are trained in the full dataset, and the super learner predictions are obtained as the weighted sum of the retrained base-learners.
Other ensemble learners
In addition to super learning, we applied the equal weight combiner by assigning a uniform weighting scheme (i.e. weights equal to 1/10) to all base-learners. Furthermore, we used an ensemble learner (referred to as best learner), which selects the best baselearner based on its performance in the k-fold cross-validation procedure.
Variable selection
Variable selection constitutes a complex problem that has been extensively investigated 
Metrics
Although the super learner is optimized with respect to RMSE, we use multiple metrics to understand the effect of this optimization and quantitatively assess the relative performance of the algorithms. An overview of metrics that can be used to assess the performance of forecasting methods can be found in Hyndman and Koehler (2006) . Here we use RMSE, the mean of absolute errors (MAE), the median of absolute errors (MEDAE) and the squared correlation r 2 between the forecasts fn and the observations on. All metrics, defined by the following equations, are computed in the testing period. 
Data and application

Data
We 
Implementation of methods
In what follows, we detail the implementation of the algorithms and their testing. Finally, the metric values are summarized for all basins in period T2.
Results
Here we summarize the predictive performance of the 13 algorithms in period T2 for the 511 basins. We present the rankings of the algorithms (Section 4.1) and their relative improvements with respect to the linear regression benchmark (Section 4.2). An investigation on the estimated weights of the super learner is also presented (Section 4.3). Then, these rankings are averaged over all basins, conditional on the metric. Super learner is the best performing algorithm in terms of RMSE and MAE, and the second-best algorithm in terms of MEDAE and r 2 ; nonetheless, its difference from the best performing algorithm in terms of r 2 (i.e. the equal weight combiner) is minimal. In terms of RMSE, the equal weight combiner is the second-best performing algorithm, followed by the best learner. From the base-learners, neural networks, extremely randomized trees and loess are the best performing algorithms (ranked from best to worst) in terms of RMSE, while support vector machines are worse compared to the linear regression benchmark.
Ranking of methods
When focusing on metrics other than RMSE, one sees that the rankings of the algorithms remain similar, albeit not identical. For instance, while MARS is not well performing in terms of RMSE, it is the best performing learner in terms of MEDAE, contrary to the equal weight combiner, which does not perform well. Figure 3 presents the rankings of the 13 algorithms according to their performance in terms of RMSE for the 511 basins considered . While, in general, one sees similar rankings of an algorithm at all basins (i.e. similar colours dominate a given row), there are cases where the rankings of an algorithm vary with respect to its mean performance. Take, for instance, the super learner. While it is on average the best performing algorithm, there are cases where other algorithms perform better. Figure 3 . Rankings of the 13 algorithms according to their performance in terms of RMSE for the 511 basins considered.
Relative improvements
The mean relative improvement introduced by each algorithm with respect to the linear regression benchmark, is important for understanding whether a more flexible (yet less interpretable) algorithm is indeed worth implementing. In this context, Figure 4 An important note to be made here is that the specific ranking of an algorithm in terms of the improvement it introduces relative to the linear regression benchmark, depends significantly on the metric used; i.e. RMSE, MAE, MEDAE and r 2 . For instance, while the equal weight combiner is the second best-performing learner in terms of RMSE, MAE and r 2 , it is the fourth worst performing in terms of MEDAE. In addition, please note that the magnitudes of the relative improvements differ considerably for the various metrics. For instance, relative improvements in terms of MAE mostly range between 25-35%, while the respective relative improvements in terms of RMSE are mostly between 10-20%.
To facilitate understanding of the range of forecast errors, Figure 5 
Weights
The weights of the base-learners (used to compose the super learner) are strongly linked to the performance of the 10 base-learners in the test set. This is becomes apparent from The boxplots in Figure 8 also confirm the aforementioned observation/finding; i.e. that the best performing methods in the cross-validation set (i.e. methods that are assigned higher weights) are those displaying the highest performance in the test set (see also Figure 4 ). The highest weights are assigned to XGBoost, which is one of the best performing algorithms. The boxplots in Figure 9 summarize results from all basins considered, and present how the weights assigned to the base-learners composing the super learner, are related to their individual rankings within the testing period. Clearly, the higher the weight, the better the performance of the algorithm in the testing period. Figure 9 . Boxplots of the weights assigned to the 10 base-learners conditional on their ranking in terms of RMSE.
Take-home remarks
We presented a new approach for daily streamflow forecasting. This approach is based on super learning. The introduced algorithm combines 10 base-learners and was compared to an equal weight combiner and a best learner (identified in the crossvalidation procedure). We applied the algorithms to a dataset consisting of 511 river basins with 10 years of daily streamflow, precipitation and temperature. The machine learning algorithms modelled the relationship between next-day streamflow and daily streamflow, precipitation and temperature up to the present day. All ensemble learners improved over the performance of the single base-learners. The performance of the super learner was somewhat higher than that of the equal weight combiner, which according to the "forecast combination puzzle", is a "hard to beat in practice" combination method. Consequently, we consider that the equal weight combiner can be effectively used as a benchmark for new combination methods.
An advantage of super learning is that it can be optimized with respect to any loss function; in our case this loss function was RMSE. Albeit base-learners may be designed to optimize other loss functions, a combination approach (such as the super learner proposed herein) may be useful to extract their advantages with respect to a specific loss function. In general, other loss functions could also be used for optimizing the super learner.
We emphasize that our results are based on a big dataset; therefore, the reported relative improvements against the benchmark (in the range 0-20% in terms of RMSE) can be considered realistic and can serve as a guide to understand whether results reported in the literature (single case studies indicating improvements more than 50%) could be attributed to chance related to the use of small datasets.
Regarding the usefulness of the proposed method one should consider that it is fully automated and does not need any assumptions, since it exploits a k-fold cross-validation procedure. Future research could focus on improving the variable selection procedure and comparing the ensemble learner with optimized base-learners.
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Appendix A Used software
We used the R programming language (R Core Team 2019) to implement the algorithms of the study, and to report and visualize the results.
For data processing, we used the contributed R packages data. 
