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l. In a recent series of papers [2], JAGER developed a multidimensional 
generalisation of the well known table ofPADE [6] relating to the represen-
tation of functions by continued fractions (see also [7], [8]). JAGER begins 
by introducing the concept of the normality of a set of formal power 
series fi(x), ... , fn(x) possessing coefficients in a commutative field of 
characteristic zero, with respect to a set of positive integers fll, ... , en; 
his definition is equivalent to the following. The system /I(x), ... , fn(x) 
is said to be normal with respect to e1, ... , en if for every set of polynomials 
a1(x), .. . , an(x), not all identically 0 and with degrees at most e1 -1, ... , en -l 
respectively, the power series a1(x)/I(x) + ... + an(x)fn(x) cannot have 
a zero at X= 0 of order greater than (Jl + ... +fin -1. JAGER proceeds to 
establish the existence of two particular systems which are normal with 
respect to any set fll, ... , en and one further system which is normal 
with respect to each set fll, ... , en which satisfies e1 < e2 < ... <fin· When 
the ground field is specialised to the field of complex numbers these 
become respectively the exponential function system e"'I"', ... , e"'n"', where 
WI, ••• , Wn denote distinct complex numbers, the binomial system 
(1-x)"'I, ... , (1-x)"'n, where no two of the w1 differ by an integer, and 
the logarithmic system Ln-1, Ln-2, .. . , L, 1, where L= log (1-x). 
The purpose of this note is to deduce the existence of a more general 
normal system of functions which includes the binomial and logarithmic 
systems as special cases. \Ve prove the following theorem. 
Theorem. Let k, l denote positive integers. For each integer r with 
O<;r<;k let e(r, s) (s=O, l, .. . , l) denote integers satisfying 
(1) 1<e(r, O)<e(r, l)< ... <e(r, l). 
Further, let wo, w1, ... , Wk denote complex numbers no two of which differ 
by an integer. Then the system 
(2) (l-x)wr (log (1-x))l-s (O<;r<;k, O<;s<;l) 
is normal with respect to the set e(r, s). 
The proof of this result depends on an extension of the method used by 
MAHLER [5] in his fundamental investigations on the logarithms of 
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algebraic numbers. Thus the method of proof differs from that employed 
by JAGER when establishing the particular cases cited above; the latter 
were obtained by simple inductive arguments applying only formal 
differentiation. An extension of these techniques to the more general 
system (2) would present some difficulty, particularly in connexion with 
the verification of the linear independence of the functions over the ring 
of polynomials. Furthermore, the method given here would seem to be 
of independent interest in view of the following remarks. 
It will be apparent that the identities derived in Sections 3 and 4 of 
this paper have the effect of combining within a common frame the proofs 
of a number of classical results from the theory of transcendental numbers. 
First, as already mentioned, the identities given here generalise those of 
MAHLER [5] and thus they represent an essential stage in the proof of 
the results of that paper. Further, it is easily seen, on substituting ex for x 
throughout, that the identities are also closely related to those of 
MAHLER [4]. In particular, as in [4], they enable one to deduce Lindemann's 
Theorem on the algebraic independence of e.,1, ... , e.,n for algebraic 
w1, ... , wn linearly independent over the rationals, and thus the transcend-
ence of e, :n:, eiX and log lX for algebraic lX =1= 0, I. Moreover the same basic 
identities can be used to furnish a new proof of the transcendence of e". 
For this purpose we take 
l=O, Wj=ji (j=O, I, 0 0 ., k) ' e(r, O)=k (r=O, I, 0 0 ., k), 
and we proceed to determine a suitable set of k + I linear forms in 
I, e", ... , ek" with integer coefficients in the Gaussian field. 
It does not seem worthwhile to supply the details of the proofs of these 
results; all the essential ideas can be found by a study of MAHLER [ 4] 
or [5] except that, for the theorem on e", some additional lemmas con-
cerning Gaussian integers are required of a similar nature to those proved 
by KoKSMA and PoPKEN in their well known paper [3] of I932. In this 
paper KoKSMA and POPKEN used the early techniques of GELFOND to 
obtain a measure of transcendence fore". The method outlined above gives 
a slightly sharper result in that it enables the constant 4 + e occurring 
in the exponent to be reduced to I+ e. A stronger measure, however, is 
implied by the later work of GELFOND on the transcendence of lXfJ (see [I]). 
2. Suppose that the hypotheses of the theorem hold and put 
N = (k+ I)(l+ I). For each pair of integers m, r with I <m<N, O<r<k 
we define an integer A(m, r) as follows. We take A(m, r) to be 0 if m= I. 
For m;;;;. 2 we write, for brevity, K(m) = [(m- 2)/(l+ I)] and take A(m, r) 
to be l+ I, 0 or m-I- (l+ I) K(m) according as K(m) >r, K(m) <r or 
K(m)=r. Further, for each integer n with I <n<N we define 
(3) ,u(n)=[(n-I)/(l+I)] , · v(n)=n-I__:_(l+I),u(n). 
Thus we have O<,u(n)<k, O<v(n).;;;l. 
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Let 0 be a circle in the complex plane, described in the positive sense, 
with centre the origin and with radius exceeding e + w, wher.e e =max e(r, 8) 
and w=max [wr[· We put 
k 
Pm(z) = II (z-wr).4(m,r) (m= I, 2, ... , N), 
r~o 
k l e(r.s) 
Q(z)= II II II (z-a-wr), 
r~o s~o a~o 
and for each complex number x#O we define 
I Pm(z)xz 
Im(x) = 2ni J Q(z) dz (m= I, 2, ... , N). 
It will be observed that the multiplicity x(r, a) to which a given factor 
z- a- wr occurs in Q(z) is precisely the number of integers 8 with 0 < 8 <;,l 
and e(r, 8) >a. 
Now let m, n, a denote integers with I <m, n<N and O<a<e· For 
each non-negative integer r we define p(m, n, a, r) as the coefficient of zr 
in the polynomial 
Rm,n, a(Z) = p m(z +a+ W ,u(n)) 
and q(n, a, r) as the coefficient of zr in the power series which represents 
Sn,a(z) = z><(,u(n).a) {Q(z +a+ W,u(n))}-1 
in a sufficiently small disc about the origin. Further we define Amn(x) 
as the polynomial 
<p(n) 
Amn(x) = L a(m, n, a)xa, 
a~o 
where 
T 
a(m, n, a)= (v(n)!)-1! p(m, n, a, r) q(n, a, T-r), 
a~o 
(4) rp(n)=e(!-l(n), l-v(n)) and T=x(f-l(n), a)-I-v(n). 
Finally we denote by Ll(x) the determinant of order N with Amn(x) in 
the mth row and nth column. 
3. The purpose of this section is to prove that 
N 
lm(x)= L Amn(x) (log x)"(n)xw,u(n) (m= I, 2, ... , N). 
n~l 
We shall apply Cauchy's residue theorem. The poles of the integrand 
of Im(x) are given by a+wr with O<a<e, O<r<k, and these are distinct 
by the hypotheses of the theorem. The poles can also be written in the 
form A(n, a)= a+ W,u(n)' with 0 <a< e and with n given by those elements 
of a fixed congruence class (mod (l+ I)) which lie between I and N in-
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elusive. Further we note that the power to which the factor z- A(n, a) 
occurs in Q(z) is x=X(fl(n), a). We now observe that for z in a sufficiently 
small disc about the origin 
00 
Pm(Z + A(n, a)) =Rm,n,a(z) = I p(m, n, a, r) z\ 
~=0 
00 
z"{Q(z + A(n, a)}-1 =Sn,a(z) = I q(n, a, -r) z~, 
00 
x•+A(n,a)=XA(n,a) I (-r!)-1 (z log x)\ 
T=O 
and it follows that the residue of the integrand at the pole A(n, a) 1s 
K-1 ~-1-v 
xA(n,a> I ( v!)-1 (log x)" { I p(m, n, a, -r) q(n, a, x- 1- v- -r)}. 
v=O ~=0 
Since v(n)=v for n=v+1 (mod (l+1)) and the values assumed by 
A(n,a), x,p(m,n,a,-r) and q(n,a,x-1-v--r) are independent of the 
particular congruence class by which the integers n are defined, it follows 
that the sum of the residues of all the poles A(n, a) of the integrand can 
be written in the form 
N !! I I a(m, n, a) (log x)'(n) xA(n,a>. 
n=l a=O 
">v(n) 
We deduce easily from (1) and the definition of x=x(fl(n), a) that the 
condition x>v(n) is equivalent to a<C,!p(n), and this clearly implies the 
desired result. 
4. We now prove that 
Ll(x)=(-1)lN1 (1-x)0 '1j!(1)'1j!(2) ... '!j!(N), 
where 
k l 
e= I I e(r, s) 
r=l s=l 
and 
'!f'(n) = (v(n)!)-1 p(l+n- 2v(n), n, 0, l- v(n)) q(n, 0, 0) (n= 1, 2, ... , N). 
First we note that (Q(z))-1 can be expanded as a series in increasing 
powers of z-1, uniformly convergent on 0, beginning with the term z-B-N. 
Further, Pm(z) represents a polynomial in z of degree at most N -1 and 
00 
xz= I (r!)-1 (z log x)~. 
~=0 
Thus the integrand of Im(x) can be expanded as a Laurent series m z, 
uniformly convergent on 0, and the coefficient of z-1 will include a factor 
log X to at least the power 0. It follows, On integrating term by term, 
that Im(x) has a zero of order at least eat X= l. Moreover this implies the 
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same for L1 (x) since, by virtue of the result of Section 3, the value of the 
determinant is unaltered if we replace the elements Am1(x) (m = 1, 2, ... , N) 
in the first column by x-"'•lm(x). On the other hand, LJ(x) represents a 
polynomial in x of degree at most 
N ! e(fl(n),l-v(n))=O. 
n~l 
Hence we obtain L1(x)=L1(0) (1-x)0 • 
We proceed to evaluate L1(0). It is clearly the determinant of order N 
with a(m, n, 0) in the mth row and nth column. Further, by the definitions 
of Section 2, we have 
l-v(n) 
a(m, n, 0) = ( v(n) !)-1 ! p(m, n, 0, r) q(n, 0, l- v(n)- r). 
T~O 
Now Rm,n,o(z) has a zero at z=O of order A.=A.(m, fl(n)) and thus 
p(m, n, 0, r)=O for r=O, 1, ... , A.-1. This implies that a(m, n, 0)=0 
when A>l- v(n). The inequality is satisfied provided that 
m > (l+ 1) (fl(n) + 1)- v(n) =l+n- 2v(n). 
For if m>(l+1)(fl(n)+1)+1 we clearly have K(m)>fl(n) and A.=l+1; 
otherwise we see that K(m)=fl(n) and 
A=m-1-(l+1)fl(n)>l-v(n). 
Now it is easily verified that the equations a(m, n, 0) = 0, valid for 
m>l+n- 2v(n), imply that the (lc+ 1)2 disjoint minors comprising L1(0), 
formed by taking successive sets of l + 1 rows and columns, have the 
property that those below the diagonal m = n contain only zero elements 
and those which include part of this diagonal represent triangular matrices 
with the elements below the other diagonal all 0. It follows by a suitable 
Laplace expansion that ( -l)tm L1(0) is given by the product of the 
elements a(m, n, 0) (n= 1, 2, ... , N) with m=l+n- 2v(n). 
To complete the evaluation we note that A= l- v(n) when m = l + n- 2v(n). 
For if l + 1 does not divide n then clearly v( n) < l and 
K(m) = fl(n) = (n -1- v(n))/(Z+ 1); 
otherwise v(n) =land form> 1 we have K(m) <fl(n). Thus we deduce that 
a(m, n, 0)= (v(n)!)-1 p(m, n, 0, l- v(n)) q(n, 0, 0), 
where m=l+n-2v(n), and this gives the required formula for L1(x). 
5. We have now established all the results required preliminary to 
the proof of the theorem. Suppose that the system (2) is not normal with 
respect to the set e(r, 8). Then there exist polynomials br8(x) (O.;;;r.;;;k, 
0.;;;:; 8.;;;:; Z), not all identically 0, with degrees at most e(r, 8) -1 respectively, 
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such that 
k l 
Z Z brs(x) (I-x)"'r (log (I-x))H 
r~o s~o 
has a zero at x = 0 of order at least 0. Thus substituting x for I-x and 
recalling the definitions of p,(n), v(n) and rp(n) by (3) and (4), we deduce 
t~e existence of polynomials Bn(x) (n= I, 2, ... , N), not all identically o, 
With degrees at most tp(n) -1 respectively, such that 
N 
J(x) = _I B.,(x) (log x)"'"' x~"'"' 
n-1 
has a zero at x =I of order at least 0. 
By the identity established in Section 4 we see that Ll(x) cannot be 
identically 0; for p('m, n, 0, l-v(n)) with m=l+n-2v(n) is the constant 
coefficient in the polynomial z•<nH Rm,n,o(z), and q(n, 0, 0) is the constant 
coefficient in the power series Sn,o(z), and it is easily verified that these 
are non-zero. Hence we can choose an integer m such that the new deter-
minant P(x) obtained by replacing the elements Amn(x) (n= I, 2, ... , N) 
in the mth row of Ll(x) by B,.(x) respectively is again not identically 0. 
Without loss of generality we can suppose that m= I. By a linear com-
bination of columns we have 
B1(x) 
P(x) = Az1(x) 
J(x) B2(x) 
l2(x) A2z(x) 
ANl(x) ... ANN(x) IN(X) AN2(X) ... ANN(X) 
Now the determinant on the left is clearly a polynomial in x, not identically 
0, with degree at mo~t 0- I. On the other hand, the determinant on the 
right represents a power series in x possessing. a zero at x = I of order 
at least 0. The contradiction proves the theorem. 
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