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ABSTRACT
The component of the lithospheric stress field associated with tectonic driving 
forces consists of horizontal (inplane) stresses with a wavelength of variation at 
tectonic plate scale. It is an important but elusive constraint on tectonic driving 
mechanisms and possibly a major contributor to patterns of crustal seismicity and 
deformation. I first review estimates of inplane stress levels obtained from 
modelling of plate driving forces, from direct stress measurements and inferences 
from geological, geophysical and seismic evidence and from the strength limits 
suggested by laboratory rock deformation studies. Such estimates are beset by 
many interpretation problems. In most regions, data are too sparse for clear 
inference of the regional component of the stress field. Spatial and temporal 
variations lead to average estimates which may be well below the maximum 
values, and the local nature of most measurements make it difficult to assess the 
depth integrated driving stress (inplane load) acting in the lithosphere. While
stresses of the order of a few tens of MPa are often quoted, values up to 
several hundred MPa are not ruled out and are indicated by some measurements. 
It is concluded that evidence for a dominantly compressional regional stress field 
is not inconsistent with control of plate motions by forces acting in subduction 
zones.
Analytical and numerical methods are then used to investigate several
geophysical phenomena affected by inplane loads. The first of these is the 
contribution to the vertical displacement caused by bending of plates prior to 
subduction. In an elastic plate with effective parameters comparable with those
of the oceanic lithosphere, this effect is below the threshold of detection in the
presence of typical levels of topographic noise, but the effect is substantially 
greater in more realistic strength envelope models. A straightforward linearized 
least squares inversion procedure is applied to a group of deflection profiles to 
obtain parameters governing bending and the effect of a range of corrections 
and error sources on the accuracy of these parameters is deduced. It is
concluded that the accuracy of parameters obtained from the single profiles used 
in the past is too poor to permit detection even of regional fluctuations of 
inplane stress. Effective elastic thicknesses cannot be estimated from outer rise 
topography to better than ±6km and estimates of bending moments can be in
error by 60-80%. Analyses of stacked composite profiles from a suite of parallel
ship tracks may put the variation of inplane stress along the trench within the 
range of detection, but the sign and absolute magnitude would remain
undetermined.
The effects of regional inplane stresses at passive continental margins are 
also assessed. The effect on stress indicators such as seismicity depends, among 
other things, on the nature of the stress field set up by local processes and the 
manner of stress release in the upper and lower layers of the lithosphere. 
Erosion and sedimentation across the margin will usually contribute a major part 
of the local stress field but residual emplacement stresses are not easy to 
estimate and can make a considerable difference to the effective flexural rigidity 
and patterns of vertical motion. Stress migration and the distribution of vertical 
stresses due to surface loads largely obscure the bimodal distribution of 
deviatoric stress characteristic of the bending of uniform plates. Regional inplane 
stresses of ±50 Mpa are applied to evolved stress fields to obtain stress patterns 
characteristic of such variations.
Significant vertical movements may also be produced at passive margins by 
variations in the inplane stress state. Differential uplifts of the order of 
50-100 metres are found to be produced by the application of inplane loads of
±5x10^2 N/m to elastic plate models with effective thicknesses of 20-40 km. 
Similar uplifts may result from significantly lower loads in strength envelope 
models. The uplifts are sufficient to be seen in onlap-offlap facies in 
sedimentary strata at the edge of basins but effects dependent on local structure 
complicate the pattern of uplift at individual locations.
1, INTRODUCTION
This thesis is concerned mainly with the investigation of the magnitude and 
effects of inplane stress in the earth’s lithosphere, that is, the near horizontal 
component of the stress field transmitted across tectonic plates through the 
stronger layers of the lithosphere acting as a stress guide. The approach is 
primarily one of mathematical modelling using analytical and numerical tools, the 
latter including elastic and viscoplastic finite element techniques and a simple 
form of linearized inverse theory. In addition to the modelling, the observational 
techniques which supply data against which the models are compared are briefly 
reviewed and their reliability and relevance compared.
1.1 The Problem
From the observation that the long-term tectonic motions of the earth’s 
lithospheric plates are predominantly horizontal, we must infer some horizontal 
driving forces and consequently horizontal stresses. The demonstration of 
existence is therefore trivial; the demonstration of significant magnitude will 
prove more taxing. I use the term "significant" here to mean a level at which 
the stress field has a detectable effect on lithospheric processes other than the 
horizontal translation of plates.
Areas in which we may anticipate seeing evidence of horizontal stress fields 
include vertical movements, seismicity, release of volatiles from the crust, and 
for palaeostress fields, faulting, folding and schistosity in exposed metamorphic 
terrains. Of these, the first two are most useful for current stress fields, but all
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have their own individual limitations.
Of what value is a clearer picture of the horizontal stress state in the 
lithosphere? To begin with, it is a major factor in the still poorly-understood 
dynamical detail of geodynamics. The phenomenology and surface kinematics of 
tectonic motions have been well-characterized, and finer detail is continually 
being added, but the subsurface kinematics and the wholesale dynamics of the 
motion are still murky regions. The key to understanding this motion is the 
stress field that mediates it. I came to this study through trying to understand 
how the horizontal motions of tectonic plates are driven and this interest will be 
reflected in the next chapter. Various driving forces have been proposed and 
several attempts have been made to determine which of them are most important 
in the process and which, if any, are irrelevant or insignificant. In this 
endeavour, an accurate knowledge of the distribution of horizontal stress in the 
lithosphere would provide a vast improvement in our understanding, doubling the 
amount of data available on the subject because at present the only quantitative 
observations are the relative velocity vectors at plate boundaries.
Secondly, regional inplane stress fields of tectonic origin are of relevance to 
a wide range of local geological and geophysical phenomena. Intraplate 
deformation is controlled by stress transmitted through the lithosphere largely, 
though not completely, from plate boundaries. The nature of the mechanisms 
responsible for some intraplate orogenies would be better constrained by a 
knowledge of the degree of compressive stress concentrated in their vicinity. 
Similarly, and more abundantly, sedimentary basins of the popular stretching type 
must be driven by substantial inplane tensional stresses, and these may be 
externally applied. Models for these events have been proposed, some of which 
specify the stress levels required for their initiation and it is important to verify 
that regional inplane stress fields of the required magnitude can and do occur in 
the lithosphere and to discover whether such conditions occur in the lithosphere
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at present. Intraplate seismicity is an important if cryptic indicator of the local 
stress state and it is important to the understanding of this seismicity to know 
the regional stress field to which the area is subjected. It is a first step to 
simply postulate a regional stress field consistent with the seismicity but it is 
more convincing if that stress field can also be deduced from, or is at least not 
at variance with, other measurements. A final illustration of this theme is the 
result developed later in this thesis that inplane regional stress fields of tectonic 
origin may produce apparent sealevel changes along passive margins large enough 
to be recorded in, and thus confuse the interpretation of, seismically reflective 
horizons in offshore sedimentary basins. Understanding of these and other 
phenomena will benefit from more accurate knowledge of the horizontal stress 
field in the lithosphere.
It is likely that methods of estimating stresses averaged over the lithospheric 
thickness will only yield results where the stresses are large, but even such 
limited data can eventually be combined with physical models of plate-driving 
forces to provide an overall picture of the stress field.
1.2 Structure.
The thesis begins with a review of studies of the driving forces of tectonic 
motions. This leads to forward estimates of the stresses expected to be associated 
with the various driving forces and the regions where they are most likely to be 
detected, either by direct measurements or by their effects on other phenomena. 
Methods which have been used for the direct measurement or inference of stress 
in the crust are then described and their range and limitations compared.
Chapter 3 concerns the constitutive and rheological laws used in studies of 
lithospheric response to loading. Heuristic models of the rheological structure of 
the lithosphere appropriate to large-scale smoothly and slowly varying stress
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fields are compared with the smaller-scale, higher strain rate information coming 
from laboratory work and the models to be used in the rest of the analysis are 
developed.
In chapter 4 the numerical tools to be used in the modelling and inference 
of stress are developed. First, the forward models of flexural response to loading 
of elastic and viscoelastic plates are described. Some assumptions used in the 
development of the elastic model are noted for later comment. The method of 
inference of viscoelastic plate bending parameters is developed and applied to
some previous estimates of flexural wavelength and damping. It is concluded that 
a more rigorous analysis of bathymetric profiles across trench - outer rise
structures is needed. Next, the inverse theory method used in chapter 5 to 
interpret deflection profiles is described. Finally, I briefly outline the finite
element method and the particulars of the implementation used here. Several test 
cases are run and inaccuracies of the inference of inplane stress with the 
analytical thin elastic plate theory and in the use of a purely two-dimensional
creep formulation are pointed out.
The possibility of introducing a priori bias into the results through 
subjective choice of physical parameters is often encountered and a consistent 
policy of parameter selection should be adopted. In this work, I am interested 
initially in determining at what levels inplane stress would be detectable in 
several environments. Since low elastic moduli allow greater deformation for a 
given load, I avoid the rather low values adopted by some authors. Similarly, a 
choice of high brittle and ductile strength permits the support of larger forces 
by the lithosphere. Although some of the strength models I will discuss are quite 
high, I will therefore use more moderate ones in the modelling. It is difficult to 
place lower limits on the strength of the lithosphere, so I have not tried to 
identify a minimum. Instead, I collect some published models and base my 
selection on the range they cover. A similar conservative but not minimalist
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policy is applied to the correction and error analysis of the bathymetric data in 
chapter 5.
Chapter 5 is an attempt to evaluate the possibility of inferring the nature 
and/or magnitude of the inplane stress acting at active subducting margins, one 
of the zones where that stress is likely to be high relative to surrounding 
lithosphere. This endeavour is severely compromised both by uncertainties in the 
load response of the lithosphere and by several sources of error in the 
bathymetric profiles from which the load parameters are to be inferred. The 
basic tools of this chapter are a linearized least squares inference procedure for 
extracting loading parameters from bathymetric profiles across trench-outer rise 
structures, and finite element programs for forward modelling these profiles. The 
inference procedure is used to analyze the effects of various sources of noise on 
the loading parameters using synthetic profiles, and is then applied to a 
representative group of circum-Pacific trench profiles. Studies of the synthetic 
profiles are used to place error bounds on some of the loading parameters and 
inferred lithospheric properties. The forward modelling uses a moving finite 
element mesh with a strength envelope behaviour implemented through an initial 
strain viscoplastic creep algorithm to represent the loading response of subducting 
oceanic lithosphere. The range of effects on subducting lithosphere of plausible
levels of inplane stress are obtained by applying the inference procedure to the 
results of the forward modelling and are compared with the error range
previously deduced for those parameters.
In chapter 6, I investigate the effect of variations in regional inplane stress 
on the stress field and vertical displacement at passive continental margins and
other places where eroding mountain ranges lie adjacent to growing sedimentary 
basins. To find the effect on the stress state presupposes a knowledge of the
ambient stress field due to other processes, and it is not yet possible to get a 
very comprehensive picture of this from direct observations. The chapter
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therefore begins with a study of the stress field generated in a strength envelope 
lithosphere by the redistribution of surface material through erosion and 
sedimentation and the effect on this of incorporating a prestress derived by 
long-term creep relaxation of elastic stresses supporting the density structure. The 
effect on these stress fields of variations of regional inplane stress levels is then 
calculated by superposition. The effect on vertical motions, and particularly the 
potential effect on coastal transgressions and regressions of these stress changes, 
is dealt with using a purely elastic model of an evolving sedimentary load on a 
cooling plate. Major component mechanisms contributing to surface deformation 
are separately identified, and estimates of the magnitudes of the vertical 
movements are made.
Finally, chapter 7 summarizes the results of the preceding chapters.
1.3 Terminology
The central concept in this thesis is a component of the lithospheric stress field 
which is generated by the forces driving tectonic plate motion. I will refer to 
this as the driving stress field. Stress is a tensor field and so the driving stress 
field is described by a 3x3 symmetric tensor at any point, but because its effect 
is to drive the near-horizontal motion of the plates, its vertical component is 
almost zero in surface plates. For this reason I also refer to it as inplane stress. 
"Inplane" is used instead of "horizontal" here because it is more accurate; the 
driving stress is not exactly horizontal, particularly at subduction zones, but is 
transmitted along the plane of the stress guiding layers of the lithospheric plate. 
The term "regional stress" is sometimes used to distinguish that component of the 
inplane stress field applied to a local region of the lithosphere by forces acting 
outside that region without specifying their cause. This stress field is considered 
to be uniform over the length scale under consideration. Smaller-scale processes
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within the region produce the short wavelength component of the stress field - 
the local stress field. Flexural stresses appear in the intermediate wavelength 
range (300-700km). Topographic variations produce a longer wavelength 
contribution to vertical, but not horizontal, stresses. The driving stresses are 
likely to be concentrated in one (or possibly several) strong core layers in the 
lithosphere and need not always be a significant contribution to stresses in the 
upper brittle layer.
By "lithosphere", I will generally mean the mechanical definition of that 
surface layer which is uniformly translated with the surface and is firmly 
coupled to the driving forces acting in the strong boundary layer at the surface. 
Depending on the subsurface convection patterns, the boundary of such a layer 
may be difficult to specify, but I am principally concerned with the layers 
possessing strengths above one megapascal on timescales of a million years and 
above, so that a viscosity or temperature definition will serve just as well.
In the specification of stress I use the mathematical convention of positive 
stress representing tension and the tensor definition of shear stress
(TJj = i(UjJ + Ujj)
The term "stress difference", Aa, is used for the positive difference between 
maximum and minimum principal stresses; it is equal to twice the maximum 
shear stress. For consistency among all the mathematical methods used here, I 
keep to a right-handed coordinate system with x and y axes in the horizontal 
plane and the z axis vertical and positive upward. I hope that this deviation 
from the more common z-axis convention does not cause too much confusion.
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2. FORCES AND STRESSES IN THE LITHOSPHERE
2.1 Modelling of Plate Driving Forces
The regional stress field in a lithospheric plate depends on the nature of the 
dominant forces driving the motion. If the plate is being pulled by negative 
buoyancy in subducted slabs against basal shear resistance over the whole of the 
plate, tension will dominate, particularly near subduction zones. If, on the other 
hand, basal shear forces associated with convective motions in the mantle are 
driving the plate against frictional resistance between the plates at subducting 
margins, then the plate will be in compression; most intensely again near 
subduction zones. Other components of the force balance may enhance or 
alleviate the concentration of regional stress near subduction zones.
Several investigators have attempted to evaluate the relative importance of 
the variety of mechanisms proposed for driving lithospheric plate motions. The 
approaches fall into four fairly distinct groups. They are:
a) Heuristic discussions based on observed correlations between plate parameters
such as velocity, plate area and length of subducting margin (e.g.,
Luyendyk, 1970; Minster et ah, 1978).
b) Estimation of forces produced by the various mechanisms and comparison of 
magnitudes (e.g., Davies, 1980).
c) Forward models of the force balance on plates with selection of particular
models to fit observed velocities and seismicity (e.g., Solomon et ah, 1975,
1977; Richardson et ah, 1976, 1979; Davies, 1978).
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d) Models deduced from observed plate velocities by formal inverse theory 
procedures using variously parameterized forces (e.g., Forsyth and Uyeda, 
1975; Chappie and Tullis, 1977).
2.1.1 The Forces
I will distinguish six principal force mechanisms, although most of these have 
been further subdivided by other authors. It is convenient to express these forces 
per unit distance parallel to ridge or trench (in N/m) rather than in absolute 
force terms despite the possible confusion of units.
Slab Pull (Fs)
Slab pull is a negative buoyancy force acting perpendicular to trenches at a 
subducting edge, having been transmitted up the slab. The principal component 
of this is the density difference between the slab and the surrounding mantle 
due to the "thermal inertia" of the subducting material. Elevation of phase 
boundaries inside the slab resulting in higher density structures at shallower 
depth also contribute to this force. Such elevation will occur when the Clapeyron 
slope of the transition, the slope dP/dT of the phase boundary in (P,T) space, is 
positive. Negative Clapeyron slope will cause depression of phase boundaries and 
subtract from Fs. Local and regional compensation of the density excess may 
also reduce this force.
Several authors have estimated the thermal negative buoyancy component of 
slab pull from thermal models and thermal contraction estimates (e.g., Davies, 
1980; Crough and Jurdy, 1980) and place it in the 30-60x1012 N/m range, the 
latter being an upper limit. Several likely upper mantle phase transitions have 
positive Clapeyron slope (~2-3 MPa/K) and can be expected to provide a density
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excess of 0.1-0.2 g/cc over a depth range of ~50 km down the slab (Ringwood, 
1982). The nett effect of these perturbed phase boundaries depends on the 
isotherm geometry. A rough calculation from Ringwood’s (1982) figures gives 
I5xl012 N/m for the combined effect, in agreement with Davies’s (1980) 
estimate of 10-20x101 2 N/m. It has long been suspected that the deeper phase 
transitions at -670 km may provide a positive buoyancy (e.g. Dorman and Lewis, 
1971). Such an effect would help to explain the observed preponderance of 
downdip compression earthquake focal mechanisms in the 500-600 km range in 
subducted slabs in contrast to the tensional mechanisms at shallower depth. This 
speculation has recently been confirmed by Ito and Yamada (1982) who estimate 
the Clapeyron slope to be about -2 MPa/K (with a large uncertainty). Since the 
density contrast at this transition is -0.4 g/cc, its nett effect may nearly balance 
that of the upper phase transitions.
The thermal contraction effect, however, remains large. Although the 
maximum horizontal temperature contrast decreases below a few hundred km, it 
does so by cooling and probably entraining surrounding material, so that the 
integrated effect decreases more slowly (Davies, 1981; Hager and O’Connell,
1978).
Ridge Push (Fr)
Ridge push is a horizontal force outward from mid-ocean ridges which is a 
consequence of the slope on surfaces of constant pressure within the lithosphere, 
which is in turn a consequence of the thermal contraction of the crust as it
ages. The force is distributed through the crust although it has often been
modelled as a line force acting at the ridge crest. Because the sea floor levels 
out as it ages, we might expect the horizontal gradient of the force to decrease 
with age, but the increasing thickness of cooler lithosphere counteracts this.
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Lister (1975) has evaluated this force assuming a square root of age dependence 
of bathymetry and a thermal boundary layer model for the oceanic geotherm, 
and finds that the horizontal gradient of the force is independent of age:
~ 7 .2 x l0 5 Pa dx
His calculation ignores compositional stratification and temperature sensitive phase 
transitions, which may introduce some age dependence but is a marked 
improvement on the model of a line force acting along mid-ocean ridges.
Intraplate Friction (Ff)
Intraplate frictional resistance occurs principally at trenches although a 
contribution from transform faults has been considered.
Some theoretical estimates of this force are based on the maximum shear 
stress that can be supported on the interface between two neighbouring plates. 
This can be expressed in terms of the horizontal stress across the interface <rn, 
the dip 6 of the interface and a coefficient of friction \i across the interface by
Ff = I  fj.crn s in  6 dC
where fi is the distance along the interface from the trench axis. In general /x, 
o"n and 6 will be functions of L  0(G) is reasonably well known from earthquake 
hypocentre determinations, but (7n is unknown, and while plausible values of /x 
can be estimated in the laboratory, the effect of pore fluid pressure on the 
effective coefficient of friction at any depth is hard to quantify other than to 
say that it is probably important. Davies (1980) estimated an upper limit of 
Ff < 25x1012 N/m. The length L of the fault zone is also difficult to estimate;
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the usual assumption is that friction ceases to be important at a zone of melting 
on the plate interface below the volcanic line, giving a range of 130-300 km for 
L.
Another kind of theoretical estimate used by Bird (1978) in the Tonga and 
Marianas regions uses a local force balance on island arc platelets between a 
subduction zone and an active back arc basin. He concludes that the shear stress 
in the top hundred kilometres of the subduction zone is ~20±10 MPa and if the 
Benioff zone dips at -30°, this implies Ff~4xl012 N/m.
Observational estimates of the frictional resisting force come from the 
seismic inference of the stress drop on the fault during a decoupling earthquake. 
This evidence is difficult to interpret. Aside from assumptions made in deriving 
the stress drop, one must assume that the ambient stress on the fault is the 
same as the stress released on the fault during the earthquake. Such stress drops 
have usually been found to be in the 0.1-10 MPa range (Hanks, 1977) giving a 
frictional force on a 100km fault zone of 1010-1012 N/m, well below estimates 
of other factors in the force balance. However there have been recent reports of 
stress drops in the hundred MPa range (House and Boatwright, 1980; Munguia 
and Brune, 1984) and this, along with the possibility that the stress drops reflect 
only a fraction of the shear stress on the fault, makes it impossible to rule out 
substantial frictional resistance to subduction (see section 2.2.3). A less obvious 
locus of frictional resistance to plate motion is along transform fault segments 
separating two plates. Because the ridge segments are offset, the plates on 
opposite sides of these faults are spreading in opposite directions. The cumulative 
length of such segments is not as great as the subduction zones, but the inverse 
models discussed later suggest that frictional drag here could be comparable with 
that at convergent margins.
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Basal Shear (F^)
This refers to the viscous drag acting on the base of the plates and is often
subdivided into subcontinental and suboceanic components. It is often assumed to 
be a retarding force, though even this is not certain. The basal shear stress 
could be predicted if we had a good picture of the flow field just below the 
lithosphere and an understanding of the rheology of that region. Failing that, it 
is largely guesswork. If the horizontal velocity changes by 5 cm/yr, a
characteristic plate velocity, through a Newtonian asthenosphere 100 km thick 
with a viscosity of 1020 Pas, then the shear stress would be 1.5 MPa. A
narrower asthenosphere of higher viscosity is plausible and would lift the shear
stress to the tens of MPa range, making it a powerful factor in the force 
balance. In a similar calculation, Lister (1975) used a lower viscosity to estimate 
a shear stress of 0.2-0.3 MPa, so this approach gives little control on F^. 
Moreover, our estimates of the viscosity are conditioned largely by
glacio-isostatic rebound calculations and, as Weertman (1978) pointed out, these 
do not necessarily represent steady state flows. A review by Melosh (1977) of 
theoretical and observational evidence bearing on the magnitude of basal shear 
stress concluded that it is of the order of 0.2 MPa while stresses associated with 
edge forces are several tens of MPa. The first figure is deduced from a study 
of the diffusion of stress and displacement after the 1965 Rat Island earthquake. 
The latter figure comes partly from stress drops inferred from great earthquakes 
in Benioff zones, which are an equivocal guide to the ambient stress state 
(Richardson and Solomon, 1977; Hanks, 1977) but theoretical estimates in 
agreement with other studies (e.g. Davies, 1980) are also used. Using these values 
and the areas of the plates over which they act, Melosh shows that basal shear 
should not be significant in the force balance unless the ratio of plate diameter 
to thickness is greater than 100, a condition only just reached by the largest
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plates.
This is corroborated by the unusual tectonics of the Woodlark Basin (Weissel 
et al., 1982) where a young active spreading centre is being subducted virtually 
end-on down the Solomon Trench. The situation for the largest plates remains
uncertain and depends strongly on the directional uniformity of the
asthenospheric flow. If, as Richter (1973) has suggested, small scale convection
occurs immediately beneath the plates, the basal shear forces may largely cancel. 
Subduction of major plate spreading centres is also known, for example the 
disappearance of the Kula-Pacific and Farallon-Pacific ridges beneath North
America, but they may have been nearly parallel to the trench and so need not 
conflict with the basal shear mechanism.
Viscous Drag on the Slab (Fv)
This is the counterpart of F^ acting on the sides of the subducting slab. It also 
covers possible contributions from forces acting on the leading edge of the slab 
in a young subduction zone which has not reached a steady state, and in the 
case of a slab held up by a viscosity increase or compositional change at 
mid-mantle depth. A first approximation is to assume twice the basal shear stress 
to calculate this force, taking account of both sides of the slab. Corrections to 
this come from several effects. The corner flows near the trench axis have 
different drag effects from the more one-dimensional flow beneath intraplate 
areas, the viscosity of the surrounding mantle is likely to be more variable with 
depth than in a horizontal direction, and the leading edge resistance may be 
significant. Davies (1980) calculates several of these leading edge effects and 
finds them to be small, in the l-2 x l0 1 2 N/m range. By comparison, he places 
an upper limit of 10x1012 N/m on the lateral drag using several different flow 
models and a viscosity of 1021 Pas. This corresponds to a resisting stress of 10
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MPa. The corner flow effect can be passed off as contributing to Ff just below 
the trench axis, although this does not make Ff any easier to estimate.
External Forces (Fx)
External forces are exerted on a plate by its neighbours across convergent and 
transverse margins. Of all the poorly-constrained components of the driving force 
balance, this is the most difficult to estimate plausibly on physical grounds. It is 
probably a major force on microplates being jostled around by their larger 
neighbours, but its relevance to larger plates is obscure. If it were negligible, 
then plate dynamics would be simpler; individual plates could be treated almost 
in isolation, being coupled only through mantle convection patterns. The only 
limit to Fx is the failure strength of the fault surface across which it acts, so 
substantial tension is unlikely. Steep faults will obviously bear a greater 
horizontal load, so a greater force could be transmitted across transform faults 
than most subduction zones. However, these are usually oriented normal to the 
direction of plate motion and will only exert influence on plate velocities 
through resistance to shear, as discussed under Ff.
Two more observations on interplate forces come from other aspects of 
subduction zone behaviour. Firstly, the shear stress across a locked subducting 
plate boundary will have a component in the horizontal, but we must remember 
that it is the million year scale time average of this force that will control plate 
velocities, since the velocities appear to be stable on this timescale. A strong 
interplate compression is not needed to hold the plate interface locked - 
overburden pressure may be sufficient - but substantial interplate friction 
resisting subduction will be accompanied by a similar horizontal force transmitted 
to the overriding plate. Secondly, the predominance of tensional features in back 
arc regions argues against strong interplate compression there, and back arc
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rifting would tend to insulate the major behind-arc plate from subduction zone 
forces across a microplate "buffer zone". This picture was the basis of Bird’s 
(1978) frictional drag calculation which gave a relatively low value for Ff. For a 
Benioff zone dipping at -30°, Fx~Ff, so that Bird’s value of 4x1t)1 2 N/m might 
be an appropriate upper limit for the force exerted by a subducting plate on the 
overriding plate.
An important exception to this conclusion arises in the case of a subduction 
zone locked by a major continental collision, as in the Himalayas. Here, the 
interplate forces may reach much larger values because the major part of the 
resistance to motion normally provided by Fv is transferred to Ff. Compressional 
stress produced in this way causes some of the most severe deformation seen in 
the crust.
2.1.2 Aspects of the Force Balance
A basic distinction in the discussion of tectonic driving forces is whether plates 
are driven by internal or external forces. The former case, often associated with 
a paper by Elsässer (1969) although it had also been discussed by Isacks et al. 
(1968), has the plate being driven by vertically acting slab pull and ridge push 
forces transformed into horizontal forces by the lithosphere acting as a stress 
guide. The latter case has basal shear as the major force, again using the elastic 
properties of the lithosphere but now as a passive body.
The spatial distribution of the convection cells which might drive the 
motion through basal shear stress has been elusive despite repeated attempts to 
find their signal in the gravity field (Runcorn, 1964; Chase, 1979; McKenzie et 
al., 1980; Stephenson and Beaumont, 1980). The fact that oceanic lithosphere is 
largely produced at mid-ocean ridges and consumed at trenches certainly 
constrains the possible flow fields in the mantle, but the immediate conclusion
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that they mark the rising and falling limbs of broad convection cells is far from 
certain.
Some progress in identifying mantle circulation patterns may be anticipated 
from the recent development of seismic tomography. Hager et al. (1985) have 
used the three-dimensional information on seismic velocities to deduce circulation 
patterns and density variations in the mantle which closely fit geoid patterns of 
spherical harmonic degree 2-3. That this fit is only produced when the dynamic 
response of topography to the flow field is taken into account encourages the 
belief that the seismic velocities are reflecting the circulation pattern. Only long 
wavelength structures are currently discerned and it remains to be seen whether 
shallow short wavelength small scale convection cells, if they exist beneath the 
lithosphere, could be detected.
A recurring theme in tectonic driving force modelling is the cancellation of 
large opposing forces. In the context of modelling the stress distribution in a 
slab sinking under its own weight in a viscous mantle, Smith and Toksöz (1972) 
concluded that "a fine balance must exist between these forces mediated by a 
crucial dependence between viscous resistance and plate velocity" to account for 
the regional distribution of earthquakes. Indeed, when it is noted that the inertia 
of a plate is negligible in comparison with the forces expected to be acting on
it at its margins, the lack of variation in average plate velocity over tens of
millions of years and the small spread of velocities between plates at present is 
quite impressive. The explanation for this is most likely a strong velocity 
dependence in the resistive forces.
The fineness of the force balance and the negligible effect of inertia is
illustrated by the following calculation. The mass of the largest plates with, say, 
a diameter of 6000 km, a thickness of 100 km and a density of 3x103 kg m-3 
is about 4x102 2 kg. The order of magnitude of forces acting along the edges is 
1013 N per metre of trench (e.g. Davies, 1981). A one part in a million
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imbalance of such forces would cause a change in plate velocity of 10 cm/yr in 
less than a second if it were not for the viscous drag on the plate. The 
appropriate Reynolds number appears to be of the order of 10-20. As well as 
being a significant factor in the long-term force balance, viscous drag is 
important in slowing the transmission of stresses across plates. Bott and Dean 
(1973) calculate that for an 80 km thick elastic lithosphere overlying a 250 km 
thick asthenosphere with a viscosity of 2x1020 Pas, a stress wave would take of 
the order of 104 years to propagate 5000 kilometres into a large plate. Anderson 
(1975) finds a lower asthenospheric viscosity (5x1018 Pas) consistent with stress 
diffusion governing the migration of large earthquakes along plate boundaries. 
His figures suggest that 103 years is more appropriate for 5000 kilometre 
penetration. However, Melosh (1976) finds that plate wide stress propagation is 
slower if, as expected, the asthenospheric rheology is nonlinear, and confirms the 
figure of 104 years using observations of aftershock migration. Stress imbalances 
up to the strength of the lithosphere are therefore possible on up to ten 
thousand year timescales and the force balance models must be viewed as long 
term averages.
Another aspect of the force balance involves the degree of compensation of 
the excess mass in the slab. A calculation by Sleep (1975) shows that unless the 
material of the mantle wedge above the slab is substantially softer than the slab, 
the stress guiding effect does not come into play and the excess mass is
supported by stresses transmitted vertically up to the back-arc basin crust. A 
study of this by Davies (1981) suggests that up to 50% of the excess mass may 
be compensated in this way, predicting a surface depression of the order of 500 
m in the back-arc basin, consistent with the known anomalous depth of these
regions (e.g., Louden, 1976).
Finally, it should be emphasized that the velocity dependence of some of
the forces is likely to be critical to the motion of plates. The relatively small
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range of plate velocities and the stability of the motion over tens of millions of 
years implies a strongly velocity-dependent balance. Since the large thermal 
component of the slab pull increases with increasing velocity it is hard to escape 
the conclusion that it is the velocity dependent drag forces, Fv and F^, and 
perhaps the 670 km phase change that are the dominant resisting forces.
2.1.3 Correlations between Plate Parameters
Possible correlations between a wide variety of plate parameters have been 
investigated because they may reflect the dominant forces acting on the plates. 
The analyses all face a fundamental problem in that the range of available 
subduction zones at any given epoch is severely limited. Since the sample space 
is small, we can expect considerable noise on correlations that are "real" (in the 
sense that they illustrate physical principles governing subduction and would 
remain apparent if a large ensemble of similarly governed zones were taken) and 
we can also expect spurious correlations.
Moreover, a correlation may not really demonstrate the physical principle to 
which it is first ascribed. A case in point is the negative correlation between 
plate velocity and continental area on the plate (Minster et al., 1974), which has 
been used to argue that basal shear stress must be significant in retarding the 
plates, the continent’s isostatic roots acting as "sea anchors" in the asthenosphere. 
The correlation can, however, be equally well explained on the grounds that the 
more continental area a plate carries, the more likely it is to encounter a 
continent-continent collision or have a continent dragged into a subduction zone. 
These plates are therefore statistically more likely to have become stuck at some 
time, hence the negative correlation.
One correlation which seems to have a sound physical basis is that reported 
by Molnar et al. (1979) between down dip slab length and age of the lithosphere
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at the trench multiplied by convergence velocity, or more appropriately as given 
by Davies (1980) between lithosphere residence time (length/relative velocity) and 
age at subduction. This correlation can be expected because the older the plate 
is at subduction, the more time it has had to cool and the more time it will 
take to reheat. A theoretical relation based on McKenzie’s (1969) slab heating 
model
(residence time) « 0.16 (cooling time)
is in reasonable agreement with observations (Davies, 1980). If nothing else, this 
correlation suggests that our thermal models of the lithosphere are consistent with 
reality, and this in turn supports estimates of the negative buoyancy of the slab. 
Another intuitively reasonable correlation is that between plate velocity and 
fraction of subducting boundary (Minster and Jordan, 1978). This supports the 
contention that plate motions are dominated by forces in subduction zones and 
that slab pull is the dominant driving force (once it becomes available).
Other apparent correlations are less useful. Minster and Jordan (1978) list 
three correlations whose inference they judge to be warranted. Two are 
mentioned above, but the third - between plate speed and geographic colatitude 
- they are at a loss to explain. The possibility of a correlation between the dip 
angle of slabs and the relative velocity of convergence has been raised several 
times since it was first proposed by Luyendyk in 1970. Tovish and Schubert 
(1978) looked for this correlation with more data and found no significant trend, 
but in an analysis of even more data, Yokokura (1981) finds a correlation with 
two trends, one for deeply penetrating slabs and one for shallow slabs. Because 
the dip angle usually varies down the slab, there is some latitude in the choice 
of this parameter. Moreover, the correlation seems to require the relative velocity 
between plates rather than any absolute velocity measure (section 2.1.4). Hence it
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is not obvious what physical mechanism might be producing this correlation and 
it must be regarded with suspicion.
In the early days of the plate tectonics hypothesis, it was suggested that the 
almost universal curvature of island arcs could be ascribed to a geometrical 
effect of indenting a spherical shell while retaining a developable surface (i.e., 
zero mean inplane strain). Frank (1968) suggested on this basis that arc curvature 
should be linearly related to dip angle. The well-known failure of this 
correlation (e.g., Tovish and Schubert, 1978) indicates that substantial inplane 
stretching must be occurring near subduction zones. The stresses required to 
accomplish this deformation must be derived from the driving forces.
2.1.4 Plate Velocities
The best constraints we have on the force system driving tectonic plates are the 
velocities of the plates. Various geophysical observations, particularly seafloor
magnetic lineations, give estimates of the relative velocities across plate margins
averaged over the past few million years. From these, relative velocities can be 
deduced for a set of rigid plates moving over the earth. Some attempts have
been made to calculate instantaneous relative velocities from satellite tracking 
data (e.g. Anderle and Malyevac, 1983) but these do not agree well with the
better-constrained time averaged data and may contain unresolved systematic 
errors (Lambeck, 1985, pers. comm.).
Attempts have been made to derive from the relative velocities a set of 
"absolute" plate velocities which are supposed to reflect the velocities of the 
plates with respect to the mantle. As the mantle is known to be undergoing 
convective motions this concept is rather hazy, being defined in practice by the 
method used to derive it. However, different derivations show broad agreement 
(±2 cm/yr) and the "absolute" velocities have been used in some forward
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modelling.
The motion of a rigid plate on a spherical surface is completely specified 
by one angular velocity vector y which gives the rotation axis and speed. The 
surface velocity at any point r^  on the plate is given by
v = a) x
Any set of plate motions Wj is acceptable if and only if it satisfies the observed 
relative velocities between adjacent plates, i.e.,
AYp = (w i - wj) x r p = Ay p(observed)
at all points p at the boundary between plates i and j where observations are 
available. Once such a set of relative angular velocities has been found, an
infinite family of equally acceptable sets + w0) can be constructed, differing 
only by the constant angular velocity o)0 One member of this family will satisfy 
the further condition which defines the "absolute" velocity frame.
The stationary hotspot hypothesis of Wilson and Morgan implies that the
hotspots define a reference frame fixed in the mantle with respect to which 
absolute plate velocities can be calculated. Such a velocity field has been
calculated by Minster et al. (1974) and Minster and Jordan (1978) from a 
collection of relative velocities at plate boundaries (figure 2.1(a)). Closer analysis 
shows, however, that hotspots seem to move with respect to one another with 
speeds of the order of 1-2 cm/yr (Molnar and Francheteau, 1975) so that a
hotspot reference frame is unlikely to be more accurate than that. Plate motions 
in the hotspot reference frame are shown in figure 2.1(b).
An alternative method using dynamic considerations is that of Solomon and 
Sleep (1974), who estimated the absolute velocities using the assumption that the
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Figure 2.1
a) Relative lithospheric plate velocities and
b) "absolute" velocities in the hostpot reference frame from Minster et al. (1974).
principal forces on the plates are the horizontal component of slab pull acting at 
the surface of the earth balanced by a linearly velocity dependent basal shear 
drag over the whole plate. It is difficult to justify this degree of simplification 
and it is not clear even now that basal shear is a significant contribution to the 
force balance. If the downgoing slab is largely self equilibriating in the viscous 
layers below the asthenosphere, the effect of basal shear may be negligible and 
the analysis is meaningless. The absolute plate velocities they deduced were 
similar to those deduced from the hotspot reference frame. However, the 
differences between the velocities predicted by the various parameterizations of 
drag forces in the Solomon and Sleep models are not sufficient to distinguish 
any one of them against the background uncertainty of ~2 cm/yr.
A purely kinematical derivation of absolute plate velocities using the 
principle of plate boundary velocity minimization was given by Kaula in 1975. 
Recalling from observation of common or kitchen convection cells that the lateral 
migration of the cells is much slower than the motion of fluid elements, it may 
be argued that the sources and sinks of lithosphere at plate boundaries should 
move with respect to the mantle much more slowly than the material itself. It
should be noted, though, that the two dimensional convection models of 
McKenzie et al. (1974) indicate that cell motion is only 3 to 4 times slower than 
the material velocity despite the high Prandtl number (~1023) involved. From a 
knowledge of relative plate velocities, it is possible to find a reference frame 
which minimizes the RMS plate boundary velocity. Kaula’s minimization, using
the relative velocities in Minster et al. (1974) with boundary segments weighted
by rate of production or destruction of lithosphere, indicates that oceanic plates 
move at velocities of the order of 5 cm/yr while continental plates move at
about 1.5 cm/yr. His model agrees most closely with Solomon and Sleep’s model 
B1 which has three times the basal shear under the continents as under the 
oceans, but again this could just as easily be a consequence of greater resistance
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at continent-continent boundaries.
2.1.5 Forward Models
Harper (1975) produced one of the first global forward models of the dynamics 
of plate motion. By including slab pull, ridge push and basal retarding shear, all 
derived from rough order-of-magnitude arguments and noting that older slabs 
will have greater pull, he was able to predict plate velocities which fit the 
observations to within 40%. This is quite good considering the approximations 
that had to be made, and was the first suggestion that plate velocities alone 
were unlikely to distinguish clearly between competing force models, although 
Solomon and Sleep (1974) had suggested that it would be useful to consider 
intraplate stresses as well.
Solomon et al. (1975) subsequently combined the absolute plate velocity 
calculations of Solomon and Sleep (1974) with intraplate stress considerations. 
They compared the stresses predicted by various forward models using slab pull, 
ridge push and basal shear to those deduced from intraplate earthquake 
mechanisms and in situ stress measurements given by Sykes and Sbar (1973). 
There is considerable uncertainty in interpreting this, as intraplate stress fields 
are due to a wide range of phenomena - loading, erosion, thermoelastic and 
membrane stresses and local density anomalies - and can vary considerably 
between closely spaced points. They did manage to model the trend of most of 
the better documented intraplate stresses and concluded that while slab pull was 
important, ridge pushing would have to be at least as important as other forces 
to explain the stress fields in North America and Europe. They also saw 
evidence for stronger basal shear beneath continents.
Richardson et al. (1976, 1979) and Solomon et al. (1977) have continued this 
analysis, refining and extending their stress field data base (figure 2.2) and
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moving from finite difference to finite element analysis to improve accuracy 
when dealing with irregular boundaries and to avoid singularities at the 
geographic poles. They also extended the range of absolute plate velocity models 
considered, though they retain the three fundamental assumptions:
1. the configuration and relative motions of the plates are known;
2. no net torque is exerted on the lithosphere;
3. basal shear is related to absolute plate velocity according to a Newtonian 
viscous relation.
Their models continue to demand significant ridge pushing force although the 
more recent versions have subducting edge forces exceeding the ridge forces, 
unlike earlier models. In these models, the subducting edge forces are the 
resultant of Fs, Fv and Ff so that Fs must be quite large despite compensation 
mechanisms. A consistent result of their models is that basal shear fits the stress 
field considerably better as a retarding force than as a driving force.
Although basal shear has not been favoured as a driving force by most 
modellers, it has not been ruled out entirely. Davies (1978) has devised a 
forward model which uses large basal shear forces to drive the plates while the 
slab pull is effectively cancelled by large frictional forces at the trench as 
suggested by Hanks (1977). Davies argued that a frictional stress of 100 MPa 
with basal shear stresses of the order of 1 MPa can be combined in a consistent 
model of the plate force balance. There are problems with this model, however. 
No attempt was made to compare the crustal stresses it implies to the observed 
intraplate stress field, and the basal shear was not constrained to depend in any 
way on plate area. Davies acknowledges this last point and claims it as an 
advantage of the model, but it seems to distance the model from a convincing 
physical basis. Moreover, the high frictional stress is not well supported by
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laboratory and geophysical studies of rock strength and as the basal shear stress 
is so poorly constrained, the arguments for this type of force balance are not 
compelling.
One further point that Davies makes must be considered. He states that 
"basal shear is the only available driving force for the South American and 
Eurasian plates". Although this is not strictly true (there is ridge push from the 
Atlantic side) it echoes the claim of Solomon et al. (1977) that "the predicted 
intraplate deviatoric stress cannot match the well determined stress fields in 
North America and Europe unless the driving force exerted at ridges is at least 
comparable to other forces in the system". There are, indeed, plates with little or 
no subducting edge for which the driving force must be attributed elsewhere and 
there is another argument which may indicate that forces outside subduction 
zones can become quite large. The initiation of subduction demands considerable 
plate driving forces to overcome frictional resistance at the trench line and to 
build up the outer topographic rise (McKenzie, 1977). The manner of initiation 
of subduction zones is poorly understood, but if they are initiated by whole 
lithosphere failure in zones of weakness or by conversion of transform faults, 
then these initiation forces would have to be acting before the slab pull became 
available. This argument is not valid if subduction zones are only formed by 
lateral development of pre-existing zones. However, it still appears that slab pull 
cannot be the source of all tectonic motions unless strong compressive forces are 
commonly transmitted across plate boundaries.
A different kind of approach to forward modelling is adopted by Hager and 
O’Connell (1981). They set up a model of the entire three-dimensional flow field 
using the observed velocities and configurations of the plates as surface velocity 
boundary conditions and solve the equations of motion using a spherical 
harmonic decomposition of tangential components and a propagator matrix 
technique to derive the radial component. Internal density perturbations due to
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cooling of the surface layer and the presence of subducted slabs are included as 
body forces. The evaluation of shear tractions and torque balances in their model 
is an extension of previous work on kinematical flow models (Hager and 
O’Connell, 1978, 1979) which were able to reproduce the dip angles of 
subducted slabs from flow patterns. One of their principal conclusions is that the 
forces caused by lithospheric thickness variations (i.e., the ridge push force 
distributed properly over the surface area of the plates) and the forces from the 
density excess of the subducted slabs are of comparable importance in driving 
the surface plates. Perhaps because of this, they also find that drag at the base 
of the plates and resistance at colliding plate boundaries are of about equal 
importance in resisting plate motions. The resisting basal shear is found to be of 
the order of several tenths of a megapascal in magnitude.
There is, however, reason to believe that the importance of the subducting 
slab is seriously underestimated in this model. As they point out, they assume a 
radially symmetric viscosity in the interior of the flow model. This radial 
symmetry is required to make the problem tractable. The increased strength of
the slab due to its lower temperature is therfore not incorporated into the
model, and stress is only transmitted to the surface through suction created by
the sinking slab and by viscous shear from the flow established by the sinking 
slab. Thus there is no allowance for the stress guiding effect transmitting the 
slab force to the surface plate. In fact, it is largely decoupled - the mantle,
with a viscosity of 1021 Pas, is separated from the 64 km lithosphere (also of 
viscosity 1021 Pas) by a 64 km asthenosphere with a viscosity of only 4x1019 
Pas. Since this low-viscosity channel cuts through the subducted slab just at the 
point where it would normally be firmly attached to the surface plate, it is a 
reflection of the great magnitude of the slab pull force that it still appears to 
be of equal weight with the other forces in this balance.
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2.1.6 Inverse Models
Tullis and Chappie (1973) seem to have been the first to suggest using a least 
squares method to invert a set of linear equations describing the torque balance 
on the plates, but their solution was not published until four years later. The 
method has several advantages in that it avoids the subjective judgments, implicit 
in the forward models, of what are good and bad fits and also permits rapid 
evaluation of the force parameters as model assumptions, such as the velocity 
dependence of forces, are varied.
A classic use of this technique is the evaluation of the relative importance 
of driving forces by Forsyth and Uyeda (1975). They present the torque balance 
about three mutually orthogonal axes i= 1,2,3 as
n
T j = E aj  : x : = 0
where Tj is the nett torque on the plate, xj is the coefficient representing the
specific intensity of the jth force and ajj includes geometrical and dynamic
factors for the plate. With twelve plates, there are 36 such equations in the eight 
forces considered. A modified least squares technique is used to incorporate the 
fact that all errors will be in the condition matrix elements ajj rather than the 
data vector which is taken to be exactly zero. In the light of the comment in 
2.1.2 on the delay in transmission of stress changes across a plate, it might be 
appropriate to relax this condition somewhat. Their method has been mildly
criticized by Chappie and Tullis (1977) but is not likely to be seriously in error,
as evidenced by the agreement with Chappie and Tullis’ own results.
Figure 2.3 shows the forces considered in the Forsyth and Uyeda method 
and the result of the inversion. Note that the "relative strength" of the forces is 
given per unit trench or ridge length and velocity. The "importance" of a force
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Continental plate Oceanic plate ^rr
Summary o f the forces
Relative
Force Form Direction Importance, X , strength Uncertainty Units
F rp a  dl _L strike 0-075 0-36 ± 0-10 km-1
Fcx a d l opp. rel. motion 0-040 0-16 ± 0-09 km“ 1
F t f a  dl opp. rel. motion 0-063 0-36 ± 0-13 km-1
FsP a  dl JL strike 0-745 6-43 ± 0-19 km-1
Fsv a  dl J_ strike 0-044 0-50 ± 0-25 km-1
F sr a Fmx dl  _ L  strike 0-652 0-89 ± 0-03 km- ‘cm-1 yr
Fen a  VM dA  opp. abs. motion 0-056 5-65 ± 2-22 10-3 km-2 cm~
F d f a  VM dA  opp. abs. motion 0-061 0-82 ± 0-30 10-3 km-2 cm“
Figure 2.3
Force parameterization and results of the inversion by Forsyth and Uyeda (1975).
Fr p  - ridge push
Fc r - collision resistance (subduction zone friction)
F jp  - transform fault resistance
Fgp - slab pull
FSu  _ suction force
Fs r  - slab resistance
Fc d ~ additional drag on continents
Fd f  “ basal shear drag on all surface lithosphere.
in the global balance is the result of its relative strength totalled over the entire 
range of its action. The result clearly demands that the slab pull and viscous
resistance forces acting on the downgoing slab control the velocity of the plates. 
Forsyth and Uyeda suggest that all plates move with a terminal velocity 
governed by the balance of Fs and Fv at their subducting edges. This is in 
contrast to the forward models of the previous section which demanded strong 
ridge pushing forces to match the intraplate stress field.
The other important inverse model due to Chappie and Tullis (1977) 
confirms Forsyth and Uyeda’s conclusions on the importance of Fs and Fv,
although they do not distinguish Ff from Fv. They also find a small ridge 
pushing force. There are several differences between the two sets of inverse 
models. All of Chappie and Tullis’ forces are velocity dependent except the 
radial forces at hotspots. This includes Fr and Ff, which are not likely to be
nearly as sensitive to velocity as Fv and F^. They also perform the inversion 
differently, calculating the slab pull from geological data and the cooling slab
model of McKenzie (1969) and including it as a priori data. This gives it 
privileged status in the inversion, though they claim this does not significantly
affect the result and point to the general agreement with Forsyth and Uyeda as
evidence that the inverse calculations are insensitive to these details of
parameterization technique.
While these inversions provide interesting information on the force balance, 
they suffer from at least two inadequacies which reduce their advantages over 
forward models mentioned above:
a) The subjectivity is transferred from the final choice of suitable models to 
the initial choice of parameterization. It is, however, possible to improve the 
appropriateness of parameterization, particularly by giving up the restrictive 
assumption that all plate boundaries have the same forces acting at them.
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For example, the difference in slab pull acting on a plate in these models
depends only on the length of subducting boundary, while there is ample
evidence that there are significant variations in mass anomaly at different 
trenches.
b) The important information on plate forces that can be deduced from
intraplate stress measurements is not included in the inversions. Chappie and 
Tullis (1977) comment on the stress field and conclude that long wavelength 
variations in stresses on the Indian-Australian plate margin may be a 
significant cause of intraplate earthquakes but leave it at that. The difficulty 
with inclusion of stresses in an inversion lies not so much in the
formulation as in obtaining a picture of the driving stress field which is
sufficiently clear, precise and well distributed to be useful.
Intepretation of the results of the inverse theory calculations is greatly 
assisted by an error analysis carried out by Backus et al. (1981). They repeat the 
calculation of Forsyth and Uyeda (1975) incorporating statistical models for 
observational errors and errors of approximation in the force parameterization. 
They confirm the result that Fs and Fv are the dominant forces and find the 
others to be smaller by at least a factor of ten. The level of uncertainty in the 
solution is such that the ratios of the six smaller forces cannot be determined, 
hence their absolute magnitudes cannot be deduced. Thus the solution is telling 
us no more than that plate motions are determined by the balance of forces on 
subducted slabs.
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2,1.7 Possible Stress States
The large scale force balance on tectonic plates is a complex interaction of
effects. None of the models discussed above has attempted to deal with the 
evolutions of plate positions or the nett growth and consumption of plates, but 
such a calculation may not yet be timely. Chappie and Tullis (1977) find that,
in their solution, the residual imbalance on the Pacific plate is 2-5% of the slab 
pull force. Maintained over geological timescales, even such a small difference
could still produce radically different tectonic evolution.
Even on the question of dominant forces there remains a fundamental
disagreement between the forward models considering the intraplate stress field 
and the inverse models. The former require very strong ridge pushing forces 
while the latter discount them. Some resolution of this may lie in the suggestion 
that regional stresses reflect boundary force variations on timescales shorter than 
those reflected in the long term balance. Observations are just reaching the point 
where these short term variations at plate margins may be demonstrated (Le 
Douran et al., 1982). An alternative resolution of this apparent disagreement will 
be discussed later, in section 2.3.
If Fs and Fv take control of plate motion once a sinking slab is formed, 
their dominating balance may buffer the system against the effects of other 
forces which, although smaller, are still individually large enough to radically 
alter the motions of the plates. Indeed, since a continually moving multiplate 
tectonic system on a sphere does not have a steady state configuration (Cox, 
1973, p408) this balance may prevent the configuration of plates from
undergoing a more rapid evolution than is observed. If forces in subduction 
zones are responsible for the motions of plates and for the onset of subduction 
and rifting thousands of kilometres from active subducting margins, then a large 
inplane stress field must mediate the process and the nature of the inplane stress
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seaward of subduction zones is of critical significance.
Curiously, both the inverse models appealed to a "poorly understood" force, 
sometimes referred to as "suction" and associated with return flow under 
back-arc basins, to account for the observed motion of the overriding plate 
towards the subducting plate in absolute reference frames. The need to introduce 
such an ad hoc force is symptomatic of a deficiency in the model. The retreat 
of the trench axis is probably associated with back-arc spreading and the 
"foundering" of the subducting plate (Furlong et al., 1982; Melosh and Fleitout, 
1982). If the component of relative motion at subducting boundaries due to 
back-arc spreading were removed from the relative velocities, on the principle 
that it does not represent motion of the overriding plate as a whole, such 
"poorly understood" forces might not be required.
This still leaves us with a need to understand the other driving forces in 
considerably more detail than at present before a new generation of driving 
force models can be constructed. Some progress is being made in inferring Fs 
from geoid profiles over subduction zones (McAdoo, 1981, 1982) and in
understanding the feedback mechanism which keeps plate velocities in such a 
limited range (Parsons, 1982), but a better understanding of these forces and the 
separation of local and global effects demands a better understanding of the 
rheology and stress state of the lithosphere. Unfortunately these two fields are 
closely bound and, at least in the geophysical context, progress in one requires 
progress in the other.
As Richardson et al. (1976, 1979) and Solomon et al. (1975, 1977) have 
consistently argued, a better picture of the long wavelength features of the 
global stress field anywhere in the lithosphere would greatly assist the 
understanding of the tectonic force balance. A particularly sensitive area for 
improved resolution of driving stresses is in subducting oceanic plates near the 
trench line. A few calculations based on the force estimates canvassed above will
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illustrate this. Consider a hypothetical one-dimensional lithospheric plate as in 
figure 2.4. I assume that the stresses in the deepest observed parts of a 
subducted slab, around 680 km (Stark and Frolich, 1985) are small due to 
reduced viscosity, and make a similar assumption at the spreading ridge. Then 
the inplane stress state in the plate can be calculated by integrating the 
estimated driving forces from one end to the other. I take the plate to be 
moving to the left and the forces to be positive in the direction of motion. I 
am only considering the depth-averaged inplane force which is transmitted from 
the dipping plate along the lithospheric stress guide to the surface plate, and so, 
for convenience, fold the plate out flat. Integrating from the leading edge at 
-808 km (the origin being at the trench axis), tensional forces are positive. Four 
models are calculated incorporating all the forces except Fx (table 2.1) and the
results are displayed in figure 2.5 (a-d).
The force balance is calculated for a medium-sized surface plate (of Nazca 
scale) with a slab dipping at 60° to the horizontal and extending down to 700 
km. The effective stresses are the components of the driving forces acting per
unit distance parallel to the midplane of the plate and resolved along the
midplane. In each case, the thermal contraction component of the slab pull is 
35xl012 N/m and is uniformly distributed down the slab (cst). The phase 
change component crSp (also the same for all models) is calculated from values 
given by Ringwood (1985). The tapering of the anomalously light or dense 
region following the isotherms in the slab is fitted with a cosine taper. The
ridge push stress is Lister’s (1975) value and is negligible in most of the models.
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Figure 2.4
Simple lithosPheric structure for the force balance calculation leading to figure 
2.5. The locus of the 450« isotherm is also shown. 8
Component stresses and combined inplane load on the lithosphere for model 1 of 
table 2.1. The upper five graphs show the stresses associated with slab pull (FS), 
interplate friction (FF), viscous drag on the slab (FV), basal shear drag on the 
surface plate (FB) and ridge push (FR). FS is offset to the left for clarity. All 
are given in MPa, but the scales vary to allow a common format for all four 
models in which all forces are discernible. Total inplane force in units of 1012 
N/m appears in the box at the bottom. Tension is positive and the horizontal 
axis is in kilometres away from the trench axis.
8 0-,
Figure 2.5(b)
Component stresses and combined inplane load on the lithosphere for model 2 of 
table 2.1. Scales and notations are as for figure 2.5(a).
Figure 2.5(c)
Component stresses and combined inplane load on the lithosphere for model 3 of 
table 2.1. Scales and notations are as for figure 2.5(a).
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Figure 2.5(d)
Component stresses and combined inplane load on the lithosphere for model 4 of 
table 2.1. Scales and notations are as for figure 2.5(a).
Table 2.1: Effective stress parameters for figure 2.5 (in MPa)
Model * a r o-f °v
1 37.5 0 .72 -19 -16 -8
2 37.5 0 .72 -200 -25 +4
3 37.5 0 .72 -229 -1 .4 4 -0 .7 2
4 37.5 0 .72 -40 -40 -0 .5 0
The thermal 
contributions
component of slab pull is listed above. Additional
from phase changes in subducted Harzburgite are as follows:
A p
Kg m‘ 3
dep th  range 
km
C lapeyron  s lo p e  
MPa/K
N e tt  f o rc e  
1012 N/m
180 350-400 2 5.6
120 420-470 2 3.7
85 490-550 3 3 .2
390 660-680 -2 - 4 . 9
The range of values mooted for most of the forces make it impossible to 
say much with confidence in comparing such models. The reason for their 
appearance here is to make two basic points. The first point is that current 
knowledge of driving forces accommodates models in which the surface plate is 
variously under strong tension, strong compression and negligible stress. One may 
balk at some of the model parameters; for example, in model 2, crv and a ^ are 
of opposite sign. I do not favour this myself, but a larger ridge push force
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would have the same effect and many authors appeal to this to explain inferred 
compression in oceanic plates (e.g., Okal, 1984; Wiens and Stein, 1983). Stress 
may be minimized in the surface plate by balancing (Tr against (t^ , but if a v is 
of the same order as 0 5  the we must appeal to subduction zone friction to 
balance the large slab pull (model 3). In doing this, we discard the most
plausible way to stabilize the motion in a small velocity range. The viscous 
control may be retained by invoking a large av (model 4), but this requires a
justification for the large disparity between the two viscous drag components.
Keeping the inplane load below 10x101 2  N/m everywhere requires not only 
an overall force balance, but also a more local balance of driving stress
mechanisms along the plate. 10x101 2  N/m corresponds to a stress of 100 MPa 
across a plate 100 km thick. This is almost certainly too thick for long-term 
load support, and models 1, 2 and 3 all contain regions where the load reaches 
three times this value, so that 1000 MPa figures start to appear on the horizon. 
This is hard to accept on material strength grounds, but it emphasizes the point 
that driving forces may supply very large inplane stresses.
The other point I wish to make is that the inplane stress level in figure 2.5 
is most variable at a point just seaward of the trench axis. Consequently a 
knowledge of the actual stress state in this "outer rise" region along subducting
plate boundaries would provide an ideal constraint on the force balance.
2.2 Direct Measurement of Stress
Recognizing that different driving force mechanisms imply different lithospheric 
stress fields, Sykes and Sbar in 1973 used 80 intraplate earthquakes and in situ 
stress measurements to estimate the global stress field, but found that the stresses 
they obtained did not agree well with those predicted by any one driving force 
mechanism. The explanation for this may be that several of the mechanisms
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contribute varying degrees at different places, but it is likely that local stress 
effects obliterate the regional trend in many areas. More extensive compilations 
of global stress data by Solomon et al. (1975, 1977) and Richardson et al. (1976, 
1979) have improved constraints on driving force models, but do not agree well 
with the results of inversion of the velocity field. More intensive regional studies 
are certainly needed before the contribution of driving forces to the stress field 
in a particular area can be deduced. A range of measurements give information 
on stresses in the lithosphere, but few of them are useful for determining the 
regional stress field. One important reason for this is that many of them can 
only be used within a few tens of metres of a free surface where local stresses 
are dominant and driving stresses may not be felt at all. Local topographic 
variations and the stress concentrating effects of joints and faults can produce 
several tens of MPa of stress of very variable orientation near the disturbing 
feature (e.g., McTigue and Mei, 1981). This can be enough to obscure the 
orientation of a regional component. A more fundamental problem, pointed out 
by Zoback and Zoback (1980), is that near surface rocks may be decoupled 
from the regional tectonic stress field across joints and faults in the upper few 
km of the crust. Measurements in deep mines minimize these surface problems 
but introduce the additional complication of the stress field induced by the 
excavation. Moreover, if the layered strength lithosphere model suggested by 
Chen and Molnar (1983) and Turcotte et al. (1984) are valid, then the entire 
upper continental crust may be decoupled from the driving stress field. This 
model postulates a weak mid-crustal layer controlled by ductile quartz rheology 
and underlain by a stronger olivine controlled layer below 30 km depth. It is 
possible that the upper continental crust is passively rafted on this strong lower 
layer and that consequently deep mine and drill hole measurements would be 
little more indicative of driving stresses than near surface measurements.
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In the next few sections I review several kinds of observational estimates
of lithospheric stress, looking at the magnitude and orientation of the stresses the 
measurements indicate, their reliability and relevance to estimating driving 
stresses, and the use that has been made of them in this context. The techniques 
behind these observations are well described in various reviews and texts 
(McGarr and Gay, 1978; Nicolas, 1978; Haimson, 1977; Aki and Richards, 1980; 
Forsyth, 1982) and references cited in them.
2.2.1 Geological
The abundant geological evidence for deformation of the crust in all epochs 
provides good qualitative information on lithospheric processes, and indicators 
such as fold axes and schistosity sometimes permit reconstruction of paleostress 
orientations (Engelder and Geiser, 1980). However, superposition of several 
deformation events can make the unravelling of the tectonic history quite 
difficult (e.g., Hobbs et al., 1984). Moreover, metamorphic and stratigraphic 
evidence gives no information on the current stress state or on short term 
fluctuations of stress fields and stresses must reach high levels before they will 
leave their mark on the macroscopic fabric of rocks.
For the purpose of estimating deviatoric stress levels in the crust, a severe 
limitation on the usefulness of metamorphic petrology is that it only gives an 
integral of the time-temperature-stress history of the rock. Although there is 
some control on the pressure-temperature trajectory it is not very accurate and 
even if it were, the magnitude and duration of the deviatoric stress applied to 
the rock could not necessarily be separately determined.
In a more recent time frame, movements on surface faults sometimes reflect 
driving stresses directly, particularly at plate margins such as the San Andreas 
fault. Unfortunately, the strike of an existing fault can control the direction of
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relative motion almost as much as the stress field, and the appropriate way of 
incorporating these motions into the driving stress problem is through the relative 
plate velocities. Patterns of fault motion in intraplate environments are less 
useful since they are usually shallow structures, strongly influenced by
heterogeneous patterns of rock strength and local stress fields (due, e.g., to 
topography and density variations), and may not be at all related to the driving 
stresses. In regions of significant vertical motions, flexural stresses will often 
dominate the near surface stress field.
In a comprehensive compilation of stress data in the coterminous United 
States, Zoback and Zoback (1980) used fault slip measured offsets, grooves and 
slickensides, and alignment of volcanic feeder dykes and cinder cones to infer 
principal stress orientations. All the phenomena were younger than 5 Myr and 
most were younger than 3 Myr. These indicators seem to be consistent to within 
±10-15° in areas on a 10-20 km scale, and are usually consistent to about the 
same degree with other types of stress data, but they give no information on 
stress magnitudes.
Another group of palaeostress indicators is obtained from observations of 
microstructure in deformed rocks. It has been found that materials undergoing 
steady state dislocation creep develop a stable microstructure characteristic of the 
ambient level of deviatoric stress. Attempts have been made to derive functional 
relationships between deviatoric stress and parameters such as dislocation density, 
subgrain size, and dynamically recrystallized grain size (e.g., Twiss, 1977). As 
these parameters seem to reflect deviatoric stress levels independent of total 
strain (Etheridge and Wilkie, 1981) they promise useful insights into the state of 
stress in the lithosphere. At present, however, they suffer from considerable 
uncertainties associated with the effect of the chemical environment during 
deformation, the evolution of some structures after the major deformational 
phase and the differing responses of various minerals in the assemblage.
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Levels of deviatoric stress indicated by studies of quartz crystals in mylonite 
zones are of the order of 20-200 MPa (Christie and Ord, 1980; Etheridge and 
Wilkie, 1981; Kolstedt and Weathers, 1980). High stresses are deduced for the 
more strongly deformed mylonites, but Etheridge and Wilkie note that, using 
recrystallized grain size, feldspar data give stress magnitudes consistently 3-5 
times larger than the quartz data. Christie and Ord find that stresses inferred 
from dislocation densities are roughly twice those inferred from recrystallized 
grain size. Such observations reflect the limited accuracy of the method at 
present. Moreover, it is difficult to know what stage of the deformation is 
recorded in the microstructures, and evidence of high deviatoric stresses may be 
obliterated by later re-equilibriation as the stress decreases. Studies of xenoliths 
in basalts and kimberlites have suggested stress differences of 20-30 MPa at 
40-50 km depths and up to 80 MPa in the lower crust (Mercier et al., 1977; 
Mercier, 1980), but similar uncertainties pertain to these deductions.
2.2.2 In Situ Measurements
A variety of instruments have been developed for the measurement of stress in 
near surface rock masses, principally for mining and drilling applications. The 
largest group of these apply a stress relief method in which a volume of rock is 
isolated or partially isolated from the surrounding body and the resulting small 
changes in shape are measured. From these strains and measured values of the 
elastic moduli, the stresses formerly acting on the test volume can be inferred. 
The geometry of the experiment and the values of the elastic moduli are critical 
to these techniques because stress concentrations around the excavated surfaces 
must be accurately known. Jaeger and Cook (1976) describe the operation and 
theory of several of these devices. Flat jack measurements which use a slit in a 
rock wall are generally made right at the surface of the rock mass and are
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therefore subject to additional stress concentrations associated with the free 
surface.
The complex stress concentration effects of tunnelling in mines are difficult 
to correct for, and borehole methods which sample the stress state further from 
the free surface are now more common. In these, a strain or stress gauge is 
fixed to the end of a hole drilled into the rock and then overcored with an 
annular drill bit to isolate a short column at the end of the hole on which the 
gauge is mounted. These methods are still operationally restricted to 30-50 metres 
from the free surface. The accuracy of these measurements is quoted around the 
5% level, although this may be optimistic (McGarr and Gay, 1978). Applying 
overcoring methods at various levels in deep mines gives a rough picture of the 
change in stress state with depth. Continuing limitations include the fact that 
deep mines are usually located in regions of complex geology where the stress 
state may be anomalous, and the need to take proper account of the stresses 
caused by local topography (e.g., Blair, 1976; Blair and Sydenham, 1976). This is 
emphasized by the orientations of the principal stress axes deduced from these 
measurements which depart significantly from the expectation that one of the 
axes should be near vertical.
A more versatile method for determining stresses to several kilometres depth 
which is not restricted to mine localities is the hydrofracture technique. This 
gives estimates of the minimum and maximum principal stresses and their 
directions at any depth in a borehole. Measurements have been made at depths 
down to 5 kilometres in North America (Haimson, 1977) and to shallower depths 
elsewhere. The method involves sealing off a section of the borehole with 
inflatable packers and pumping fluid into the section until the wall fractures. 
The pressure of initial fracture and the pressure required to hold the fracture 
open after failure (the instantaneous shut in pressure, or ISIP), combined with a 
knowledge of the depth, ambient pore pressure and the density and tensile
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strength of the rock removed from the borehole permits the calculation of all 
three principal stress components. It is assumed that one of these is vertical and 
the azimuth of the fracture, perpendicular to the least compressive principal 
stress, completes the picture. More details of the theory and practice are given 
by Zoback et al. (1977) and Haimson (1977).
Hydrofracture measurements have several advantages over strain relief 
methods. They do not require overcoring or knowledge of rock elastic 
parameters, they estimate average stresses over large areas and can be employed 
wherever there is a convenient drill hole. They are not without some ambiguity 
of interpretation, however. McGarr and Gay (1978) point out some difficulties 
in interpretation of the initial fracture pressure from which the maximum 
horizontal compression is deduced. Moreover, we have already noted deviations 
from the assumption required in hydrofracture interpretation, that one principal 
stress axis is vertical. On the other hand, the minimum horizontal compression 
and its orientation do seem to be well-constrained. One should also bear in mind 
that because of the relative ease of, and interest in, soft rock drilling, the really 
deep measurements to date have all been in sedimentary basins. The lower limit 
of hard rock data is around 3 km.
Another recently developed borehole method of stress determination is the 
study of borehole breakouts (Gough and Bell, 1982; Gough et al., 1983; 
Newmark et al., 1984). These exploit the natural tendency of the walls of a 
borehole to crumble or spall so that the originally circular hole becomes 
elongated in the direction of least compressive horizontal principal stress. The 
orientation of this breakout can be measured using a four-arm caliper or a 
borehole acoustic televiewer, and seems to be a reliable indicator of the principal 
horizontal stress directions. Estimates of stress magnitudes are not obtained, 
although it may be possible to estimate ratios of principal stresses using data 
from adjacent non-parallel boreholes (Bliimling et al., 1983; Bliimling, 1985, pers.
2-34
comm.).
From these methods, a picture of the stress state in the upper few
kilometres of crust is beginning to emerge. The highest density of data is from 
the continental United States, but some hydrofracture measurements are beginning 
to be made elsewhere. Two borehole breakout measurements have recently been 
made in oceanic crust (Newmark et al., 1984). This is an important new source 
of information because in situ stress measurements have previously been
unavailable for the 70% of the tectosphere under the oceans.
McGarr (1980) reviews the terrestrial in situ measurements and finds that 
maximum shear stresses increase with depth at roughly 3.8 MPa/km in
sedimentary basins and 6.6 MPa/km in hard rock. The data is only available 
down to 5 km, but if the trend were continued, stress differences would reach 
the hundred MPa level by 10 km. When we look at the global pattern of in situ 
stress measurements, a different class of problem is encountered - that of 
disentangling the contributions of various local and regional stress mechanisms.
This will be discussed further below.
2.2.3 Seismic Evidence
Earthquake studies yield information about stress in the lithosphere in several 
different ways. They provide the best coverage we have of the lithosphere, but 
earthquakes have a capricious tendency to cluster in some regions and shun 
others for a multitude of reasons. Moreover, our ability to accurately locate 
them, particularly in depth, is rarely as good as potential applications require.
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Focal Mechanisms
If body wave arrivals showing clear impulsive onsets are available from a 
suitable distribution of observing stations around the world, it is possible to
deduce the first motion pattern around the hypocentre immediately following the 
event. With enough data it is possible to get a fairly general picture of the
motion (e.g., Dziewonski et al., 1981), but data are usually only sufficient to fit 
a simple failure model. The model invariably used, and usually found to fit the 
data adequately, is the double couple model which assumes shear failure on a 
straight fault oriented in one of two mutually orthogonal directions. The first 
motion pattern in this model divides a sphere about the source into four 
quadrants, two compressional and two tensional. If failure occurred in this way 
in istropic unfractured material then the principal axes of the deviatoric stress 
field causing the event could be deduced using one of several brittle failure 
criteria.
This simple picture is spoilt by material anisotropy and particularly by the 
likelihood of failure on pre-existing faults not ideally oriented for failure but 
significantly easier to break than competent rock. McKenzie (1969) studied the 
consequences of this complication and concluded that the principal stress axes 
could only be constrained to within one quadrant leaving an uncertainty of ±450 
to ±90°. This represents an extremely pathological case, however, and for a more
realistic situation in which pre-existing fractures have variable orientations, the
estimation would be more accurate. Moreover, if the crust were to repeatedly 
fail under a persistent stress field, fractures would be expected to multiply and 
extend in the most favourable orientation. Thus it is not surprising that where 
both in situ and focal mechanism data are available they generally show good 
agreement (McGarr and Gay, 1978). One caution is appropriate here, though. 
This test has only been applied in continental crust where the long history of
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deformation may have generated many fractures of different orientations. The 
conclusions may not be readily applicable to oceanic lithosphere where the 
simpler and briefer history may have produced a much more limited range of 
fracture orientations.
Consistent focal mechanism patterns have been discerned in several regions 
of the world (e.g. Zoback and Zoback, 1980; Slunga et al., 1984; Stein et al., 
1979; Bergman and Solomon, 1980, 1985; Lambeck et al., 1984) and several 
global compilations made (e.g. Sykes and Sbar, 1973; Richardson et al., 1979). 
The results are often combined with in situ data and will be discussed further in 
section 2.2.4.
One observation which is emerging from studies of focal mechanisms of 
oceanic intraplate earthquakes promises to be an important constraint on the 
driving force balance - the trend from dominantly tensional mechanisms near 
spreading ridges to dominantly compressional mechanisms in older lithosphere 
(e.g., Wiens and Stein, 1984; Okal, 1984). The histograms compiled by Wiens and 
Stein (1984) and reproduced in figure 2.7(a) show that this trend is most 
convincing in the central Indian Ocean, and that it is still based on a small 
sample set. Because the tensional axes for the normal faulting events are 
generally closer to the strike of the ridge than to the spreading direction, they 
are more likely to be due to thermal contraction stresses than to any driving 
forces. This leaves a background of oceanic intraplate earthquakes with 
dominantly compressional mechanisms and compressional axes roughly oriented in 
the direction of plate motion. These events may be ascribed to driving stresses, 
but models which attempt to do this must also explain two related observations 
noted by Wiens and Stein (1983, 1984): both the number of earthquakes and the 
cumulative seismic moment decrease with lithospheric age, and there does not 
appear to be a worldwide transition from extension to compression at a specific 
lithospheric age as earlier suggested by Sykes and Sbar (1973).
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Figure 2.7
Distribution of the second azimuthal term (coefficient of cos(2 0), where 0 is the 
horizontal azimuth) in station corrections, from Dziewonski and Anderson (1983). 
Only stations with at least 1000 observations distributed among at least 15 
azimuth windows are displayed. The line centred over each station is aligned in 
the slow direction, and its length is proportional to the anomaly. Europe and 
North America, with high densities of stations, are also plotted separately.
Oceanic intraplate earthquakes are frequently associated with pre-existing 
faults or large bathymetric relief (Bergman and Solomon, 1980) and the best
indicator of the regional stress field is a consistent stress orientation inferred 
from a number of events over a large area. The only location where this
regional consistency can be firmly established is in the northern Indian Ocean 
(Bergman and Solomon, 1985). If regionally consistent patterns of compression in 
the direction of motion are found to characterize oceanic lithosphere in general, 
then it will be necessary to discard driving force models in which tensional 
stresses are transmitted to plates from subduction zones. Intraplate tensional stress 
could then only be produced by local thermal or dynamical upwelling (e.g., 
Houseman and England, 1985) or by a major disruption of the normal driving 
stress pattern. Such a situation need not be inconsistent with the modelling 
results which indicate that subduction zone forces dictate plate motions, since
slab pull need only produce tension in the surface plate if it is opposed by
resisting forces acting on the surface plate (F^ or Fx).
Stress Drops
Analysis of the spectra of seismic signals from earthquakes permits the 
estimation of the stress drop on the fault at the time of failure (Brune 1970, 
1971). The commonly-used formula for stress drop, due to Brune (1970, 1971) is
Ao- = 7M/16r3
where r is the radius of the assumed circular fault surface and M is the seismic 
moment. A distinction should be made between the dynamic stress drop, defined 
as the difference between the prestress on the fault and the dynamic frictional 
stress, and the static stress drop calculated from the above formula. The static
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stress drop is generally smaller because the fault may lock before steady state 
sliding is reached.
A large number of static stress drop estimates have been made, and the 
vast majority fall in the 0.1-10 MPa range (e.g. Hanks, 1977), with no 
significant difference between low and high magnitude events.
The calculation of seismic stress drop uses the low-frequency power in the 
seismic spectrum to deduce the seismic moment and the corner frequency, where 
spectral power begins to fall away rapidly with increasing frequency, to estimate 
the fault area. The moment is fairly well contrained by the low-frequency limit 
and is independent of fault plane geometry (Aki and Richards, 1980). The 
inference of fault dimension from the corner frequency is less clear-cut, and 
published models differ by up to a factor of two in this estimate (Aki and 
Richards, 1980). This introduces an order-of-magnitude uncertainty, as the fault 
dimension enters the stress drop calculation as a third power.
Another problem is the accurate estimation of the corner frequency in a far 
field spectrum subject to attenuation. Damping of the high frequency end of the 
spectrum leads to a reduced corner frequency and lower stress drop estimate.
This effect has been observed in spectra at different distances from the source 
causing an upward re-evaluation of stress drop estimates (Munguia and Brune, 
1984). Independent information on fault dimensions comes from geodetic 
monitoring in the epicentral region. A study by Kanamoori (1973) of large
historical earthquakes in Japan where both geodetic and seismic evidence was 
available showed a general consistency between geodetic and seismic estimates. 
He was, however, principally concerned with estimates of fault slip for which 
the geodetic estimate was often found to be larger. This applied principally to 
deeper events whose surface expressions are not well reproduced by elastic
rebound models, which suggests that a large component of aseismic stress release 
is present in these cases. This leaves open the possibility of a smaller fault area
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being responsible for the main seismic event. Aftershock distribution also gives 
fault geometry information consistent with seismic estimates (Hanks and Wyss, 
1972).
Finally, there is the problem of what the stress drop actually represents. It 
is unlikely to be the total shear stress on the fault because motion is resisted by 
frictional stress on the fault surface and the dynamic stress drop must be 
regarded as a lower bound on the ambient shear stress. Some observations by 
McGarr et al. (1979) suggest that ambient shear stresses may be an order of 
magnitude or more greater than seismically determined stress drops. Their 
investigation of tremors in a deep mine and of the strength of the rock in 
which they occur leads them to conclude that ruptures are being driven by shear 
stresses of 40-70 MPa, whereas the stress drops are only 0.5-5 MPa. They 
speculate that the source dimensions determined from seismic radiation indicate 
the size of the region from which strain energy is drawn rather than the 
dimensions of the fracture produced at the time of the earthquake. On the basis 
of this work, the stresses causing crustal earthquakes might be anything up to 
several hundred MPa.
While the majority of events show stress drops between 0.1 and 10 MPa, 
there are several more recent reports of larger stress drops. House and 
Boatwright (1980) have confirmed an earlier observation of two large stress drop 
events in the Shumagin Island seismic gap in the Aleutians. The conventional 
model gives static stress drops of 89 and 65 MPa for these events with an error 
of order 20 MPa. Dynamic stress drops may exceed 100 MPa for these events. 
Munguia and Brune (1984) quote several similar values including one of 250 
MPa, although this extreme value cannot be regarded with confidence until 
similar values are found for other events.
In the context of tectonic driving forces, the important quantity is not the 
stress drop but the time- and space-averaged frictional resistance to interplate
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motion. Estimates of stress drops indicate only fluctuations of this force.
Neutral Plane Shifts
When a lithospheric plate is bent during subduction, large bending stresses are 
generated which give rise to observed seismicity within the subducting plate 
(e.g., Hanks, 1979). In the several hundred kilometre region between the outer
rise and the volcanic axis on opposite sides of the trench, plate curvature is
negative so that the upper plate is in tension and the lower in compression.
Although the bending stresses are dependent on lithospheric rheology they are 
probably in the several hundred MPa range (Forsyth, 1980). The plane separating 
the tensional and compressional regions is called the neutral plane and will be
shifted up or down in the plate in the presence of inplane compression and 
tension, respectively, associated with driving forces. Observations of neutral plane 
shifts therefore allow us to relate inplane stresses to bending stresses.
Distinguishing between compressional and tensional mechanisms in the 
direction of plate motion is straightforward, but the uncertainty in depth
determination is a major problem. Routine locations are no use at all, but
special studies using a range of techniques can sometimes constrain depths to 
within a few kilometres from teleseismic records (e.g., Forsyth, 1982). Oceanic 
intraplate earthquakes of sufficient magnitude for these studies are rare in 
comparison to their interplate neighbours, and only a handful have been 
analysed. Forsyth (1982) analyses 12 such events and finds nine more in the 
literature. Of these, eight tensional events are located as deep as 20-25 km 
below the sea floor. Few compressional events have been located. One shallow 
compressional event is located by Forsyth (1982) at 27 km near the Middle
America trench. This is, however, in very young lithosphere which would be
expected to have a shallow neutral plane.
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A particularly shallow compressional event is reported by Ward (1983) for 
the Chile trench area. He quotes 14 km for this event, but it is not a very 
well-constrained solution. On the basis of the difference in depth between this 
event and others in the Pacific, he infers a neutral plane shift of 15 km which 
would imply several hundred MPa of compressional stress near the Chile trench. 
It is difficult to sustain this conclusion on the basis of one loosely-constrained 
depth estimate and Ward concedes that many more intraplate bending events 
must be analysed before the method yields convincing results.
This will be a matter of time, since only 6-10 suitable events are recorded 
annually. Continuing efforts in this area will eventually provide much better 
constraints on inplane stress in subducting plates, but interpretation of neutral 
plane depth is not trivial. The fact that thin elastic plate theory fits bathymetric 
and geoid signals does not mean that the neutral plane depth inferred on this 
basis has physical significance. Brittle and ductile behaviour in the upper and 
lower regions control the neutral plane depth, so its value in one location tells 
us nothing about inplane stress. Variations with age and subduction rate are also 
to be expected and must be accounted for before residual neutral plane shifts 
can be attributed to inplane stress variation. On a more positive note, the 
location of neutral planes is one way in which seismic observations can be used 
to get at the average stress state over a large region rather than sampling only 
local stress maxima.
Seismic Anisotropy
One final piece of seismic information which may have some bearing on the 
state of stress in the lithosphere is the observation of anisotropy in seismic wave 
velocities near the base of the lithosphere.
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If flow-induced orientation of crystals in the upper mantle produces 
observable anisotropy, then it may contain information on the principal stress 
orientations. This is the argument advanced by Dziewonski and Anderson (1983) 
to explain the near alignment of the slow arrival directions at seismic stations 
around the world with other evidence for principal stress orientations (figure 
2.6). Fuchs (1979) also makes a strong case for a close relationship between 
seismic anisotropy and shear flows in the lower lithosphere. Unfortunately, it is 
difficult to distinguish anisotropy from the effects of lateral heterogeneities 
without very detailed information from a variety of seismic techniques (Fuchs, 
1977; Drummond, 1985). Moreover, there is no simple connection between the 
direction of anisotropy and flow directions (Fuchs, 1977), so that inference of 
stress orientations from velocity anisotropy cannot be made with much 
confidence.
2.2.4 Principal Observations
The region with the greatest number and density of stress observations is the 
continental United States. A comprehensive compilation of in situ and focal 
mechanism data by Zoback and Zoback (1980) indicates the presence of several 
distinct stress provinces loosely associated with physiographic provinces (figure 
2.8). In the west, the stress field is dominated by Cordilleran uplift and shear 
on the Pacific - North American plate boundary.
Farther west, the large mid-continent province where topographic effects are 
smaller is characterized by fairly consistent SW-NE trending compressional axes 
which are in good agreement with the directions expected of stresses due to 
ridge push and basal shear mechanisms, roughly parallel to the absolute plate 
velocity (figure 2.1). That this force is compressive is not inconsistent with 
tensional stress near trenches because the dominant components of the force
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balance here would be ridge push from the Atlantic side balanced by basal shear 
drag opposing the south-eastward "absolute" velocity and/or an external force 
across Pacific - North American plate margin.
This province does not reach to the coast, however. The Atlantic margin is 
dominated by compression perpendicular to the coast, while the gulf coast is 
dominated by tension perpendicular to the coast. The reason for this contrast is 
obscure. Tension normal to the coast in the upper crust is predicted by several 
models involving structural contrast and offshore sedimentation (e.g., Bott and 
Dean, 1972; Walcott, 1972). Nunn (1985) has been able to successfully reproduce 
these tensional stresses using a model which invokes a flexural response to the 
recent rapid growth of sediment accumulations along parts of the gulf coast, 
while assuming that older flexural stresses are partially relaxed. The 
compressional margin is less easily explained. If it is due to some local 
mechanism then it is important to elucidate it, because it is a phenomenon 
observed in several other continents. For example, Lambeck et al. (1984) note 
that the state of stress within the Australian continental crust is characterized by 
compressional stress perpendicular to the coast around most of the margin with a 
north-south compression parallel to the plate motion in the interior.
The stress field in the central European continental crust has also been well 
studied using focal mechanisms and in situ methods. The summary by Ahorner 
(1975) reproduced in figure 2.9 shows it to be dominated by roughly NW-SE 
compression. Around the edges of the Alps and Appenine range, the observed 
stresses are perpendicular to the orogen and probably dominated by topographic 
stress and local subcrustal density anomalies (e.g., Fleitout and Froidevaux, 1982). 
However, the NW-SE compression seems to extend right out to the North Sea, 
and is also seen in the Baltic shield (Slunga et al., 1984), so it would appear 
that regional stresses generated by continental collision in Europe are still felt all 
over the area.
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Figure 2.9
Horizontal compressive stress directions in central Europe, from Ahorner (1975). 
Solid arrows indicate P axes of focal mechanisms from strike-slip earthquakes. 
Hatched arrows show principal horizontal compressive axes from in situ stress 
measurements.
A similar pattern is seen in mainland China, where horizontal compression 
in the inland regions is directed perpendicular to the continental collision in the 
Himalayas. However, the stress field deduced by Li et al. (1985) principally from 
focal mechanism studies (figure 2.10) shows a regional variability of similar scale 
to that in North America. In particular, it seems to show the reorientation of 
compressive stress perpendicular to the coastline mentioned above.
In summary, it seems that where stress patterns are clearest in continental 
crust they are dominated by nearby plate boundary interactions. Elsewhere, 
flexural and/or topographic effects produce stresses of sufficient magnitude to 
obscure the longer wavelength component. More information is needed from 
relatively tectonically quiet regions before we can be sure that the stress 
orientations seen in places like the mid-continent province of North America 
really do reflect driving stresses.
Details of the stress field in oceanic regions are less clear because of the 
relative sparsity of intraplate earthquakes and the difficulty of applying in situ 
techniques there. The most seismically active oceanic intraplate region at present 
is the northern Indian Ocean (Bergman and Solomon, 1985; Wiens et al., 1985). 
Focal mechanisms in this region indicate N-S compression in the Bay of Bengal, 
rotating to NW-SE compression across the Ninety-east Ridge to the east (figure 
2.7(b)). The most obvious reason for the enhanced N-S compression in this 
region is the locking of the plate boundary to the north. Unless basal shear is a 
strong northward driving force on this plate - which most driving force models 
seem to rule out - the observed stresses must derive largely from ridge push. 
The seismicity is also accompanied by significant intraplate deformation (Weissel 
et al., 1980), so it would seem that ridge push forces are great enough to cause 
such deformation. Another interesting implication of this interpretation comes 
from the observation that lithospheric plates are generally in steady motion and 
that, consequently, forces and stresses must always be in balance throughout the
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Figure 2,10
(a) Inferred horizontal principal compressive stress directions from focal 
mechanisms, crustal deformation and in situ stress measurements in China 
from Li et al. (1985).
(b) Stress provinces in China, deduced by Li et al. (1985), showing orientation 
of horizontal compression.
plate. In locking the plate boundary, the forces opposing the northward ridge 
push have been redistributed, and are now concentrated near the surface beneath 
the Himalayas rather than being distributed more broadly down the subducted 
plate. But why should this distant redistribution of reaction forces increase the 
N-S compression in the Indian Ocean? Part of the answer may be that the basal 
shear drag, which once balanced the ridge push forces locally, has greatly 
decreased with the slowing of the plate after the Himalayan collision. This would 
mean that basal shear must be a resisting force everywhere, as there are many 
parts of the lithosphere much farther from ridges and consequently subject to 
greater integrated ridge pushing forces than is the northern Indian Ocean.
As noted earlier, focal mechanisms in other oceanic regions usually show 
compressional axes oriented close to the direction of plate motion and 
perpendicular to ridges, but observations are few and the picture is not yet 
clear. Two in situ stress measurements in the eastern Pacific Ocean crust 
reported by Newmark et al. (1984) showed the same pattern. In addition, they 
were consistent with stress directions inferred from nearby intraplate earthquakes, 
lending credence to such inferences elsewhere. It will be of considerable interest 
to see in situ measurements taken in other regions, such as the Woodlark Basin 
where the spreading ridge is nearly parallel to the direction of plate motion and 
basal shear and ridge push may be at right angles.
2.3 Discussion
Two apparently conflicting conclusions may be drawn from the studies reviewed 
here. The inverse theory approaches to plate driving forces, as well as direct 
estimation of the forces, point to slab pull balanced by resisting forces in 
subduction zones being the major forces governing plate motions. On the other 
hand, the forward models taking account of stress observations - and some of
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the stress observations directly - indicate that ridge push is at least as important 
as slab pull and probably more so.
I think that this problem can be resolved in the following way. I propose 
that the major lithospheric plate motions are dictated by the balance of slab pull 
and viscous and frictional resistance to subducted slabs. Compared with these, 
the forces required to move the lithospheric plates over the surface are small. 
During any period of stable plate motion, however, the system of ridges and 
transform faults tends to be reoriented so as to reinforce, rather than oppose, 
the motions dictated by the distribution of subduction zones. The velocity of 
plate motion depends principally on the balance of slab pull against the possibly 
depth dependent viscous resistance to slab penetration. The magnitude of basal 
shear drag depends on the minimum viscosity near the base of the lithosphere, 
and on the plate velocities, and the magnitude of ridge push depends on the 
spreading velocity. The present distribution of steady state flow viscosity and the 
consequent range of velocities is such that the ridge push force is greater than, 
but not vastly greater than, the basal shear drag in most places. The background 
inplane stress state in the surface plates is therefore dominantly compressive with 
compressive axes oriented perpendicular to ridges in the direction of plate 
motion, but this stress state does not reflect the forces which are actually 
dictating the pattern of plate movement.
This picture may not be the only one consistent with present observations, 
and is only relevant to the major plates for which external forces transmitted 
across plate boundaries are not important. However, it does resolve the 
dichotomy between the inverse models, which indicate strong slab control of 
lithospheric motions, and the stress observations, which - where they are least 
contaminated from other stress sources - point to the dominating effect of ridge 
push in the driving stress field of surface plates. In this picture, the evolution 
of plate configurations and velocities over hundreds of Ma depends on the
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evolution of the distribution of subduction zones, which is in turn controlled by 
the geometry of the plates and the distribution of large-scale heterogeneities such 
as continental blocks and oceanic plateaux. On a longer timescale, the evolution 
of temperatures and viscosities within the earth will probably have changed the 
nature of the balance.
One potentially important consequence of this picture of plate driving forces 
is that, at times of major reorganization of plate motions, there will be a period 
during which the various driving forces are not so consistently oriented and the 
stress state is disrupted over large areas. At such times, larger than normal 
stresses may be transmitted through the lithosphere. The enhanced seismicity in 
the northern Indian Ocean may be a worldwide feature at such times.
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3. THE STRENGTH OF THE LITHOSPHERE
Information on the rheology of earth materials comes from laboratory studies, 
geophysical analyses of tectonic phenomena and from theory. Unfortunately these 
three fields do not overlap as well as we might hope. Theory provides models 
which can be used to explain empirical laws of stress-strain behaviour and linear 
elastic and viscous relationships provide adequate first-order explanations for a 
variety of tectonic phenomena such as regional isostatic compensation of surface 
loads.
Once in the realm of time-dependent phenomena, however, it is not possible 
to predict what mechanisms will act to relieve stresses under arbitrary conditions. 
Geological strains cover a wide range, from lower limits set only by
observational precision up to hundreds of percent in severely folded orogenic 
belts. Near surface strains associated with seamount loading and plate subduction 
are of the order 1-5%, although not all of this is elastic strain. Laboratory 
strains cover this range adequately, but the strain rates that can be studied do
not overlap with common geological strain rates. While much effort has gone
into reproducing the pressure and temperature conditions appropriate to the 
lithosphere and upper mantle, there are practical constraints on laboratory 
observing time which limit the lowest strain rates to about 10" 10 s-1 (Atkinson, 
1982) and more commonly to the 10"5 to 10“ 7 range. Since geological strain
rates are usually in the 10"13 to 10"18 range, it is possible that creep 
mechanisms that are below the limits of observation on laboratory timescales 
cause substantial strains on the geological timescale (Paterson, 1976).
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3.1 Linear Materials
The simplest nontrivial relation between stress and strain is the direct 
proportionality of Hooke’s Law, "ut tensio sic vis". More rigorously,
eij = c ijkl °kl
where ejj is the infinitesimal strain tensor, 0 ^ 1  is the stress tensor and Cjjki is 
a fourth-order tensor of constant elastic moduli. Of the 81 elements of C, the 
symmetries of q j and <qj and the existence of the strain energy function 
demand that only 21 are independent. The further symmetries of an isotropic 
medium reduce this to two independent elastic moduli, and we can rewrite 
Hooke’s Law as
ei j  = j? ((1 + r )(Ji j  " ^ i j ^ i j )
or  (3 .1)
°Tj = 2/*e i j  +
where E is Young’s modulus, v is Poisson’s ratio, /r is the rigidity and X is 
Lamd’s parameter. Typical values of density and elastic parameters of a variety 
of crustal materials are given in table 3.1:
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M a t e r i a l
P
D e n s i t y  
( 1 0 3 kg m"
R i g i d i t y  
3 ) ii (GPa)
Lam6’ s  
P a r a m e t e r  
X (GPa)
Y o u n g ’ s  
M odulus  
E (GPa)
P o i s s o n ’ s
R a t i o
V
G r a n i t e 2 . 7 20 42 54 .34
B a s a l t 2 . 9 30 55 79 .3 2
E c l o g i t e 3 . 4 50 57 127 .27
D u n i t e 3 . 3 55 63 139 .27
H a r z b u r g i t e 3 . 2 - 3 . 3 4 1 - 5 0 9 1 - 1 0 2 112-131 . 3 2 - . 3 5
I r o n  (2 0 °C ) 7 . 8 7 80 107 206 .29
S e i s m i c  e s t i m a t e s  f o r t h e  l i t h o s p h e r e
a b o v e  40 km 2 7 -4 8 3 4 - 8 6 6 8 - 1 7 4 . 2 5 5 - . 2 8
4 0 - 1 0 0  km 6 6 - 6 8 8 0 - 8 6 170-1 75 . 2 7 - . 2 8
Table 3.1: Rheological Parameters for some common terrestrial materials.
Sources: Stacey (1977), Kroenke et al. (1976), Bullen (1965),
Dziewonski and Anderson (1981).
Seismic estimates show a rapid increase in X, and E with depth to around 
30-50 km, below which they are stable to a few percent down to the base of 
the lithosphere. Poisson’s ratio is less variable, but the seismic estimates are 
consistently on the low side of the range of laboratory rock deformation results. 
In the later modelling I use E = 100 GPa and v = 0.3 as convenient and 
reasonable values. Lower values of E down to 65 GPa used by many authors do 
not seem to me to be justified. This is at the extreme low end of the range, 
found only for upper crustal rocks and in the upper few kilometres of seismic 
model structures. Minster and Anderson (1979) argue that slow deformations 
would be characterized by a relaxed modulus somewhat less than the seismic 
value. However, they quote a modulus defect of only 8%, which still leaves the
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median value of E well above 100 GPa. Additional unknown mechanisms acting 
on timescales between days and millions of years may reduce the elastic moduli, 
but this is only conjecture, and Kirby (1983) points out that the magnitude of 
such modulus reductions need not be significant. The safest course seems to be
to choose a mid-range value of 100 GPa for Young’s modulus, admitting a
factor of two tolerance. This will lead to slightly less deformation for a given
load than is obtained with the lower value.
Newtonian
The assumption of a Winkler foundation in plate flexure models implicitly
assumes inviscid flow beneath the plate on the relevant timescale. If viscosity is 
not negligible, the simplest flow rheology is Newtonian or linear viscosity:
Q i j = 2t7 e i j i* j (3 .2 )
An effective Newtonian viscosity is often quoted for mantle flow phenomena 
such as isostatic rebound and the viscous drag on tectonic plates, which may
well involve nonlinear rheologies. Cathles (1975, p270) claims that a Newtonian 
viscosity of 1021 Pas throughout the upper mantle adequately explains
post-glacial rebound, and the same figure is used by Davies (1980) to model
viscous resistance to a downgoing slab. The two processes are quite different in 
the total strain accumulated, less than one percent in rebound phenomena, but 
many hundred percent in the continuous deformation associated with plate 
motion. This led Weertman (1978) to suggest that small strain transient creep is 
involved in the rebound phenomenon and that the Newtonian behaviour it 
displays cannot be extrapolated to large strain steady state creep, which is more 
likely to be governed by power law creep. A viscosity of 1021 or 10 2 2 Pas is
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sufficiently low that the material may be regarded as inviscid on million-year 
timescales.
Viscoelastic
The most general linear relation between stress and strain which includes time 
dependence is
N n~ b a
I  a n = ------11 n n=0 b t
M n 
E bn —  
n=0 b t n
where an and bn depend at most on thermodynamic parameters and composition. 
This displays a hierarchy of successively more complex linear rheologies 
depending on the number of parameters required (in one dimension). The 
simplest family is the one-parameter family containing the Hookean and 
Newtonian rheologies
<t = b Q e and a = b, e
The next level of complexity contains the Maxwell rheology 
a , (i = b 1 e
and the Kelvin-Voigt rheology 
a  = b 0 e + b ,e
where a 1 is a time constant, b 0 is an elastic modulus and b 1 is a viscosity. The 
Kelvin-Voigt rheology displays transient creep from a zero initial response to an 
elastic long-term response and is appropriate only for high frequency stress 
variations such as those associated with seismic wave propagation. The Maxwell
3-5
rheology displays an instantaneous elastic response followed by steady viscous 
creep and has been extensively used in lithospheric modelling where time 
dependent behaviour on geological timescales is investigated. The full three 
dimensional constitutive relation for a Maxwell body for slow deformations is
^ i j  + i j  ‘ ß ^k k ^ ij) = 2/xejj + (3 .3 )
(Cathles, 1975). One property apparent from this is that the hydrostatic 
component of stress produces only an elastic response
<?i i = O  + 3X ) e j j
and the material creeps only in response to deviatoric stress 
a i j  + T ^ ij “ 2/*e i j
where the prime (’) denotes the deviatoric component:
» 1
a i j  -  °Tj " ^ k k ^ i j  e tc .
This reasonable property is carried over into nonlinear rheologies by writing the 
nonlinearity only into the deviatoric equation.
The use of linear viscoelastic models is favoured for two mathematical 
conveniences. One is that a law of superposition applies to strains derived from 
different stress fields and the other is that solutions can often be derived easily 
by Laplace transforming the time variable. Such models must be treated with 
caution, however, because no known linear creep mechanism can contribute 
geologically significant strain rates at temperatures appropriate to most of the 
lithosphere (Kirby, 1983).
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3.2 Deviations from Linearity
A Hookean elastic rheology is only applicable for stresses that are small 
compared to the elastic moduli. Large stresses produce a variety of inelastic 
behaviour in crustal rocks, and geological and seismic evidence clearly shows that 
such behaviour is common in the crust. Even small stresses may not remain 
elastically supported indefinitely. Two modes of inelastic response can be 
identified, ductile and brittle, depending on whether the displacement field does 
or does not remain a continuous function of the coordinates respectively.
The brittle-ductile transition is a line (or zone) in pressure-temperature 
space across which the response to large stress changes from the low P,T brittle 
field to the high P,T ductile field. In the lithosphere, where P and T are 
usually monotonically increasing functions of depth, and important parameter is 
the approximate depth of this transition. As a rule of thumb, ductile behaviour 
is expected to take over from brittle behaviour at temperatures T > Tm/2, 
where Tm is the melting point of the material. It may be misleading to use this 
yardstick with geological phenomena, however, because of the relatively short 
timescales and high strain rates appropriate to the laboratory work which 
suggests it. Ductile behaviour may occur much closer to the surface of the earth 
than this rule would suggest. Using experimentally determined rheological laws, it 
is possible to estimate the depth at which creep relaxation of stress becomes 
rapid enough to prevent cataclastic failure at a given strain rate, pressure and 
temperature.
Brittle
The low temperature, high stress rate response to large stresses is brittle failure 
giving rise to the faulting widely observed in the lithosphere. As failure usually
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occurs on planes that remain nearly constant in orientation over macroscopic
length scales, an important problem has been to determine criteria which specify 
the stress conditions for failure on the faulting plane.
The simplest commonly-used condition for failure is Tresca’s condition that 
failure occurs on the plane of maximum shear stress when it exceeds some
critical value Sc. Since the maximum shear stress (rmax is half the difference
between maximum and minimum principal stresses, v , - a 3 (the "stress
difference"), and occurs on planes which are oriented at 45 degrees to the 
direction of cr, and a 3 and include the direction of the intermediate principal 
stress cr2, the condition may be written
i Tmaxi  = 2 1^ i - c r 31 = Sc
Jaeger and Cook (1976, p91) remark that this condition is "definitely not true
but is useful as a special case of the Coulomb criterion".
The more appropriate Coulomb criterion takes account of the effect of 
confining pressure on friction along the fault plane and is written
17 max I = Sc + fia
where r and a are the shear and normal stresses on the fault plane respectively, 
lx is a coefficient of friction in the range (0,1) and Sc is a failure stress at zero 
pressure. This predicts failure on planes at an angle of (45 °+£tan"1 to the axis 
of maximum compression and is in better agreement with observations. This 
criterion can be modified to include the reduction of a due to the hydrostatic 
pressure, pf, of pore fluids in the rock by using an effective stress d=a-pf in 
the condition. The importance of pore fluid pressure and the additional effect of 
shear strain heating of pore fluids on faults has recently been discussed by
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Brace (1976) and Lachenbruch (1980). This condition can also be modified to 
take into account a pre-existing plane of failure in the medium.
An approach to brittle failure which pays more attention to the mechanism 
of failure is the Griffith crack theory, in which a material is supposed to 
contain a large number of randomly-oriented cracks. Failure begins when the 
stresses near the tips of the most "dangerously" oriented cracks reaches a critical 
value. Under moderate confining pressure, such cracks are closed, and an 
important modification of the theory taking this into account produces a failure 
criterion at high pressure identical to the Coulomb criterion.
These theories of failure are very rough guides and cannot be used
predictively with confidence. The Coulomb and Griffith criteria do not predict 
any dependence of failure on the value of the intermediate principal stress, a 2, 
although some such dependence is observed (Paterson, 1978, p39). The von Mises 
criterion, which is based on the hypothesis that a material will fail when the 
strain energy stored at any point reaches a critical value, does predict a depend­
ence on a 2, as do three-dimensional modifications of Griffith crack theory.
In lithospheric modelling applications, the most troublesome aspect of these 
failure criteria is that the critical stress varies by a factor of up to five 
depending on rock type and condition (Paterson, 1978; Jaeger and Cook, 1976)
and there is little basis for choice of one value over another for the lithosphere.
This problem has been avoided with the recognition that the upper crust seems
to be highly fractured, certainly to 5 km and probably to ~20 km, and that 
consequently the frictional strength of sliding on faults is the factor controlling
the overall strength of the brittle layer. Happily, it appears that this frictional
strength is virtually independent of rock type and can be fitted by a simple 
bilinear relation called Byerlee’s Law (Byerlee, 1968) over a wide range of
stresses. In terms of effective principal stresses (a = a - pore pressure) the
frictional stress limits are (with the convention that positive stresses are
3-9
tensional):
a ,  = 5Sf, -110 < & 1 < 0
a 3 -  3 . Iff, - 210 MPa a ,  < -110 MPa
(Brace and Kohlstedt, 1980). This rule is valid for a range of normal stresses
across the fault interface from 3 to 1700 MPa, corresponding to depths of up to 
39 km and 129 km when the horizontal deviatoric stress is compressional and 
tensional respectively. Since these depths are greater than the brittle-ductile
transition for all reasonable models of lithospheric rheology and temperature, 
Byerlee’s law may be used with confidence wherever the lithosphere is fractured.
Although there is little or no information on the state of fracture of the 
crust below 20 km, Byerlee’s law is now universally used to characterize the 
strength of the brittle layer even when the brittle-ductile transition is below this 
depth. This practice is adopted here for want of a better model, but it must be 
noted that the mechanisms of failure and consequently the real material limits on 
stress in the lower crust and upper mantle are almost totally unknown. Studies
of the high stress plastic creep regime (see next section) may be the key to this
problem.
Ductile
At high temperature and confining pressure, materials tend to creep under stress 
rather than fail cataclastically. Characteristic creep behaviour of metals and rock 
is indicated in figure 3.1(a). On the application of constant stress there is an 
initial elastic strain OA followed by three distinct regions of creep response: the 
primary or transient creep region (I), the secondary or steady state creep region 
(II) and the tertiary or accelerating creep region (III). The precise strain path on
3-10
pShear stress
Figure 3.1
(a) Time-dependent strain characteristics of ductile creep under constant load 
from Jaeger and Cook (1976). Region I covers transient creep, region II 
covers steady state creep and region III covers tertiary creep. PQR and 
TUV are unloading curves.
(b) Strain rate dependence on shear stress for Newtonian viscous (N), perfectly 
elastic (P) and Andradean nonlinear (e oc n4) rheologies from Bott (1971). 
Y is the yield strength of the plastic material.
this diagram depends on the particular material involved as well as the stress, 
temperature and pressure. If the stress is released after only a small amount of 
creep, the entire strain may be recovered (PQR in figure 3.1). After significant 
steady state creep, however, there will be a finite unrecovered strain (TUV in 
figure 3.1).
The strain may thus be resolved into four parts:
e = c0(o-) + e , (P ,T ,0\  t ) + e 2 (P,T,cr ) t  + e3 (P,T,cr, t )
The transient creep e1 is probably linear in stress, at least for small stresses and 
strains (Weertman, 1978). This component is important for small strain 
phenomena, such as glacio-isostatic rebound, but larger stress and longer-term 
creep behaviour is probably controlled by steady state creep mechanisms. These 
fall into several different classes according to the mechanism of deformation and 
each has a different dependence of strain rate on stress, temperature, pressure, 
grain size and composition. To find which mechanisms might be appropriate for 
specific conditions, it is useful to look at a deformation map such as the 
olivine map in figure 3.2. For a particular composition and grain size, this map 
indicates the dominant creep mechanism as a function of stress and depth 
(assuming some geotherm). The use of the maps should be tempered with the 
knowledge that large areas of them are based on extrapolation from the region 
between the 10"8 constant strain rate curve and about 1000 MPa deviatoric 
stress. Stresses associated with bending and stretching of the lithosphere could 
fall into any of the regions as indicated by the curve showing maximum bending 
stresses for a plate with an effective elastic thickness of -100 km.
Diffusional mechanisms (Herring-Nabarro and Coble creep) are approximately 
linear in stress but are particularly grain size dependent. For grain sizes typical 
of the lithosphere (>0.1 mm), strain rates produced by these mechanisms are too 
low to produce significant deformation or stress relaxation except at temperatures
3-11
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Power law creep has been well studied in olivine (e.g., Goetze, 1978; 
Chopra and Paterson, 1984) and a strain rate equation of the form
e = A(<J1-o‘3)n e'Q/RT ( 3 . 5)
seems to be appropriate. Here n is the stress exponent, usually in the range 1-4 
and often set to 3, R is the gas constant (8.3143 J/mole), T is temperature in
:|e ijc
Kelvin and Q is an activation energy. Q is sometimes written as Q=E +PV ,
$  3$e
where V is an activation volume. V is poorly known, but seems to be small 
enough to have negligible effect in the lithosphere compared to E . For example,
*  sfc
at 100 km depth, PV is close to the uncertainty in E using Kirby’s (1983) 
preferred values for olivine.
At stresses above about 500 MPa there is evidence for a transition from 
power law to exponential dependence of strain rate on stress which may reflect 
the zone of plasticity in the deformation maps. The strain rate equation most 
often used for this regime is the Dorn law relation
2
(3 .6)
This implies a stronger stress dependence than the power law and places a 
sharper limit on the deviatoric stress at moderate temperatures.
The constants in these strain rate equations are not only characteristic of 
particular materials, but also of particular mechanisms, and so may vary for the 
same material under different conditions. This is one of the hazards in 
extrapolating from laboratory to nature. Some representative values of power law 
parameters for quartz, olivine and dunite are given in table 3.2.
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M ate r i a l L o g , 0A 
(MPan s ' 1 )
n Q
( k J /m o l )
A. Dry q u a r t z i t e
(Brace & K o h l s t e d t  summary)
B. O l iv i n e  
(Goetze summary)
C. O l iv i n e  
(Kirby summary)
D. Wet A n i ta  Bay d u n i t e  
( g r a i n s i z e  0 . 1mm)
E. Wet Aheim d u n i t e  
( g r a i n s i z e  0.9mm)
-5.301 3 190
4.85 3 523
4.8 3.5 533
3.98 3.35 444
2.62 4.48 498
References: A: Brace and Kohlstedt (1980);
B: Goetze (1978);
C: Kirby (1983);
D&E: Chopra and Paterson (1984).
Table 3.2: Power law flow parameters (e = A(o-1- a 3)n e“Q /^^ )
It is not usually possible to tell from geophysical observations what kind of 
mechanism is operating in a given situation, so laboratory studies are an 
important guide. Modelling of subducting slabs (Neugebauer and Breitmayer, 
1975) suggests that power law creep with n=3 is appropriate and the effective 
viscosities are consistent with isostatic rebound data. Such consistency is not 
necessary, however, recalling Weertman’s (1978) argument that the mechanisms 
are different.
One effect of a nonlinear time-dependent stress-strain relation is that it can 
sometimes appear quite like plasticity wherein the material behaves elastically up
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to a finite yield strength and then flows. Figure 3.1(b) shows a comparison of a 
power law creep (n=4) with Newtonian viscosity and plasticity. The excess 
curvature of the lithosphere near subduction zones over that predicted by elastic 
plate models has been interpreted in terms of an elastic - perfectly plastic 
rheology (more simply, "plasticity") by McAdoo et al. (1978). The plastic yield 
stress recalls the concept of finite strength in the earth, which has been debated 
for a long time, particularly in relation to the supposedly anomalous 
non-hydrostatic component of the earth’s equatorial bulge. The analysis of 
Goldreich and Toomre (1969) has convinced most that the excess ellipticity is 
not remarkable. Another veteran argument for finite yield strength, the 
persistence of topography formed in ancient orogenies, is also unsurprising when 
the timescale of viscoelastic relaxation in continental crust and isostatic rebound 
of eroded topography are taken into account (Stephenson, 1984). The success of 
plastic models of tectonic phenomena thus suggests that nonlinear creep (or 
thermal activation) is at work.
When applying laboratory data to geophysical phenomena, the limitations of 
extrapolating to conditions outside the range of the data must be kept in mind. 
There is the possibility of activation of different mechanisms under different
conditions and the increased importance of others on long timescales (Paterson, 
1976). Much laboratory work to date has been done on single crystal samples
and it is not clear to what extent this is applicable to polycrystalline materials.
A particularly significant rheological uncertainty in a geophysical context is 
the effect of fluxing agents, notably water, which can have significant
weakening effects when present in very small quantities. Griggs (1967) showed 
that water can significantly weaken single crystal quartz at upper mantle 
temperatures when present in quantities as small as 15 ppm and at lower
temperatures in higher concentration. Understanding of the mechanisms of 
hydrolytic weakening and other rheological effects of water remains elusive,
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particularly at upper crustal temperatures and pressures, where dry quartz appears 
to be extremely strong in contrast to geological observations (Kirby, 1983; 
Mackwell, 1984). A water weakening effect has also been demonstrated in 
olivine, and Chopra and Paterson find that strain rates are 1-2 orders of 
magnitude higher in wet dunites (-0.01 wt % of water) than in dried dunite at 
the same stress.
Water has been estimated to constitute up to 0.1 -0.2% by weight of the 
mantle (Wyllie, 1971; Ringwood, 1975). Electrical resistivity sounding experiments 
have been interpreted as indicating the presence of water to great depths in the 
continental crust (Constable, 1983) and hydrothermal circulation is known to take 
place to considerable depths in oceanic lithosphere as it is formed. Large
quantities of water are carried into the upper mantle in the upper layers of 
subducting slabs. It is not known where the water resides in the polycrystalline 
matrix, and thus how much effect it will have on the rheology, but all the 
evidence points to wet rheologies being most likely to reflect lithospheric
behaviour.
3.3 Temperatures in the Lithosphere
A temperature-depth relation is needed before any of the ductile rheologies can 
be applied to the lithosphere. Because of the stability of the conductive heat 
flow equation and the accessibility of surface temperature and heat flow, one 
might expect temperature to be one of the better known lithospheric functions. 
This is not so, for several reasons. One is that heat flow measurements are not 
easy to do accurately and another is our ignorance of the distribution of
radiogenic heat sources within the lithosphere and of the heat flow from the 
mantle below. Regional variations in heat flow and surface radioactivity appear
to be quite large (e.g., Sass and Lachenbruch, 1979), and for modelling purposes
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in continental areas, the best approach is to choose a couple of geotherms 
representative of different heat flow provinces.
If the distribution of radiogenic heat production is taken to be of the form
A(z) = A 0e_z/ ^
then the observed linear relation between surface heat flow q 0 and surface 
radioactivity A 0
q 0 = qr + DA 0
allows us to deduce a characteristic depth D for crustal radioactivity and a 
reduced heat flow qr below the highly radiogenic layer. The temperature profile 
with this assumed radiogenic distribution is
T = T 0 + + ^ - 0  - e-y /D ) (3 .7 )
where T 0 is the surface temperature (in Kelvin), y is depth and k is the 
thermal conductivity (2.5 Wm_1K _1). Old continental crust such as the Western 
Australian and Canadian shields appear to be substantially cooler than disturbed 
younger regions such as eastern Australia or the basin and range province, and 
parameters appropriate to these two types of province are
S h i e l d Y o u n g
q 0 ( 1 0 " 3Wm"2 ) 3 7 . 5 75
( 1 0 " 3Wm"2 ) 25 5 0
^ 0 ( 1 0 " 6Wm"3 ) 2 . 5 2 . 5
D ( km) 5 10
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These estimates, based on the compilation of Sass and Lachenbruch (1979), are 
plotted in figure 3.3(b) along with some petrological estimates from xenolith 
studies of high heat flow provinces which provide some independent constraint 
on the geotherm.
In oceanic regions, geotherms can be derived from conductive cooling 
models because of the extra boundary condition that the lithosphere is close to 
mantle temperature over most of its thickness at mid-ocean ridges. Two common 
models are used for this, one of a cooling halfspace (Davis and Lister, 1974) 
and one of a cooling plate overlying an isothermal halfspace (Parsons and 
Sclater, 1977). Age depth relations seem to favour the latter (Sclater et al., 
1980), though not conclusively. Davies (1980) has argued that the plate model is 
physically inappropriate and that the halfspace model is a closer approximation 
to reality. In figure 3.3(a) I have plotted geotherms predicted by these two 
models for ages of 30, 60, 100 and 200 Ma using the same physical parameters 
and starting conditions. The halfspace model is cooler for the oldest lithosphere, 
but the differences are minor for ages less than 100 Ma. I will use the 30 and 
200 Ma halfspace geotherms to bracket the field. They are also plotted on figure 
3.3(b) with the continental geotherms. The high heat flow continental geotherm 
reaches higher temperatures than the young oceanic one, and in fact crosses the 
solidus of dry basalt and dry peridotite (Sass and Lachenbruch, 1979; Ringwood, 
1975). This may be telling us that steady state geotherms are inappropriate in 
these regions or that we have the wrong idea about the distribution of heat 
sources in the crust, but either way we can be fairly confident that this 
geotherm is too hot below 60-80 km. On the low temperature side, it is 
interesting that the old oceanic geotherm is marginally cooler than the shield 
geotherm. The difference is well below the level of uncertainty on such curves, 
but it seems that we must expect old and relatively undisturbed crust in oceanic 
and continental regions to have similar temperatures. Differences in strength are
3-17
half space 
plate
3 0  m a
80 -
Figure 3.3(a)
Comparison of halfspace and plate cooling geotherms for oceanic crust aged 30, 
60, 100 and 200 Ma. In both models the initial temperature is 1573 °K, thermal 
diffusivity is 8.33x10"7 m 2s-1 and surface temperature is 273 °K. Plate thickness 
is 125 km and spreading velocity is 5 cm/yr.
Tem perature ( K) 
1000 1500
Figure 3.3(bl
Some geotherm estimates for the upper 100 km of the lithosphere. C2 and Cl 
are shield and high heat flow continental steady state geotherms respectively (see 
section 3.3 for parameters). 01 and 02 are cooling halfspace geotherms for 30 
and 200 MPa respectively from figure 3.3(a). BK is the geotherm used by Brace 
and Kohlstedt (1980). G and J are xenolith-derived geotherms for high heat 
flow provinces from Griffin et al. (1984) and Jones et al. (1983) respectively.
BDS is the dry solidus for olivine basalt (Ringwood, 1975).
these strength envelopes entails the assumption that the limiting stress in the 
ductile field is that corresponding to some fixed strain rate, usually in the 
10“ 15- 10“ 18s” 1 range (Bodine et al., 1981; Brace and Kohlstedt, 1980). These 
limits are not failure limits and do not represent the short term strength of the 
lithosphere but only the flow stress at the specified strain rate. The 
interpretation implied is that, for a process occurring on a timescale t, stresses 
producing strain rates greater than e=t_1 will be relaxed. Figure 3.4 shows how 
this flow stress compares with the residual stress after stress relaxations at
constant strain from various initial stress levels.
The maximum inplane load the lithosphere could support is one in which
the deviatoric stress is at the yield limit at all depths, a configuration produced 
by stress migration into the stronger layers (Mithen, 1982). The actual inplane
force this entails, Fmax, will depend on the state of horizontal stress prior to
loading, ohq> that is, how the overburden stress is supported. In the upper crust 
they may be supported elastically, so that
(Jaeger and Cook, 1976), while at greater depths a hydrostatic initial state may 
be more appropriate. In this calculation I take
where ß rises linearly from the elastic value at the surface to the relaxed value 
(3=1 at the brittle-ductile transition depth. The maximum inplane force is thus
aH0 =
o-H0 = ß(y )av
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n  -
log( i / r )
n  —
log( t / r )
Figure 3.4
Stress relaxation at constant strain and temperature for
a) a linear viscoelastic rheology: 2 ixi = cr + a /r
b) a cubic viscoelastic rheology: 2/ie = & + A a 3
A  time constant r= l/2A /i2 (appearing in the stress relaxation formula) is used for 
the cubic rheology, but unlike the linear rheology, the effective time constant 
depends on the stress level. Dashed lines are the flow stresses corresponding to 
creep rates of e = t-1 .
where y is depth and load support is negligible below y=d.
This calculation has been done for several compositional models, a range of 
pore pressure ratios from zero to 0.4 (hydrostatic) and the two extreme 
geotherms selected in section 3.3. Several of the stress envelopes used are plotted 
in figure 3.5. The flow laws used for the calculation are specified in table 3.2. 
In addition to the conventional limits on stress difference, I have applied an 
overall limit of Aa ^ 500 MPa. Extrapolation of the flow laws and frictional 
strengths would suggest that higher stress differences might be supported - 
particularly in old oceanic lithosphere - in the high strength core layer of a 
plate, but data in this range of stress, temperature and confining pressure are 
very scarce. The limit I chose is fairly abitrary, a number beyond which most 
(but not all) authors seem reluctant to go, and most readers will find fault with 
it. It does, however, reduce the loading capacity which would otherwise be 
deduced for the lithosphere from published strength envelopes, and to that extent 
at least may be regarded as a conservative assumption.
Results of this calculation are displayed in figure 3.6. Inplane loading 
capacities range from lxlO12 N/m for a warm quartz crust with hydrostatic pore 
pressure in the upper regions to around 40x1012 N/m for an olivine dominated 
lithosphere with a cool geotherm. Pore pressure up to hydrostatic levels does not 
significantly affect these higher strengths, because most of the load is supported 
deep in the lithosphere where the 500 MPa overall limit is reached. If this limit 
is removed, the loading capacities reach up to around 90xl01 2 N/m.
3.5 Discussion
It must be admitted that the application of laboratory rheological information to 
modelling of lithospheric deformations is as likely to be misleading as it is to be 
instructive. There is a vast store of complications and caveats to such
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Figure 3.6
Strengths under inplane loading of several model lithospheric structures. All 
models are limited by Byerlee’s law and the flow stress at specified strain rate of 
the model rheology. Parameters for flow laws A-E are specified in table 3.2. 
Composite structures AB3 and AC3 have a 30 km layer of the quartz rheology A 
overlying olivine rheologies B or C. Tensile strengths are given above the centre 
line and compressional below, both in 1012 N/m. Each bar shows the low 
(longer bar) and high (shorter bar) temperature strengths superimposed. The 
strength decrease from left to right apparent in most bars is due to the pore 
pressure factor X increasing from zero (left) to 0.4 (right), (a) is for a strain 
rate of 10"15 while (b) is for 10"18.
information that is most often ignored in the geophysical literature. In addition 
to the more commonly considered rheological parameters - temperature, pressure, 
deviatoric stress, water content and mineralogy - flow laws are probably sensitive 
to other factors such as grain size, oxygen fugacity and several other 
thermodynamic parameters. Not only are the effects of these factors poorly 
quantified, but their lithospheric values are at least as poorly constrained as the 
mineralogy. Thus, although improved quantitative understanding of these effect 
will give us a better feel for the range of possible lithospheric rheologies, we 
really need to know more about what is really down there before we can place 
much confidence in the models. In expectation of advances in these fields, the 
choice of lithospheric models is guided by geophysical considerations as well a 
petrophysical ones.
To begin with, it is possible to say something about the rheology of the 
lithosphere simply from surface observations of deformation and some elementary 
continuum mechanics. In particular, it has been found that the model of a thin 
elastic plate provides an excellent explanation of many features. On physical 
grounds, however, this uniform layer model is unsatisfactory. It is at variance 
with the temperature structure which is a major influence on strength, with the 
clear increase in rock strength with confining pressure, and with observations of 
time dependent effects in surface deformation. Consequently, uniform layer 
models are unlikely to give a good picture of the vertical distribution of stress 
or explain the fine details of regional deformation of the lithosphere. It 
therefore becomes attractive to try to interpret the observations in terms of a 
more reasonable rheological structure incorporating
a) pressure-dependent brittle limits to deviatoric stress in the near surface
layers;
b) a less sudden, temperature controlled transition to viscous behaviour with
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depth in the lower layers.
These considerations and some basic physics lead immediately to a failure 
envelope structure of the form
(T1 - <t3 < a + bz z < z t
o’, - a 3 < ceQ/RT z > z^
where zt is the depth of intersection of the two curves, the brittle-ductile 
transition depth. It remains only to put in some "reasonable" constants and vary 
them until geophysical observations are satisfied, giving an empirical second 
order approximation to the rheology of the lithosphere. It is at this point that 
we turn to laboratory experiments for guidance on the "reasonable" physical 
constants, and find that we must modify the formulae a little in order to fit in 
with observed rheological behaviour.
In the upper crust, Byerlee’s law answers expectations remarkably well, the 
only concerns being whether the crust is sufficiently fractured for it to be 
applicable, and the related one of how deep in the crust it can be safely 
applied. In the ductile region, we find that absolute deviatoric stress limits are 
unknown and that effective limits are strain rate dependent. It is therefore 
convenient to adopt the power law dependence of strain rate on stress, which, 
for a high enough stress exponent, provides a good imitation of a deviatoric 
stress limit. Thus far we are only using laboratory results as a guide to the kind 
of rheological laws to use. If the constants are inappropriate to the lithosphere 
in some region then this fact will appear in the modelling and the parameters 
must be changed.
The point at which we begin to depend on the appropriateness of the 
rheological laws is when we want to extract more information about the
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lithosphere than is contained in the geophysical data. Most geophysical problems 
are fundamentally non-unique, and geophysical data usually place only integral 
constraints on the distribution of properties within the earth. To improve the 
resolution of structure, it is necessary to use additional information, not all of 
which may be as accurate or as applicable as we would like. Two concrete 
examples of this are the recent applications of multilayer rheologies in the 
lithosphere (Chen and Molnar, 1983; Turcotte et al., 1984; Smith and Bruhn, 
1984) and, particularly relevant to this thesis, the inference of the stress 
distribution with depth in the lithosphere.
Multilayer rheological models stem from the search for a more physically 
acceptable vertical variation of lithospheric strength. At the stage of looking at 
the laboratory evidence for ductile strength limits it is found that a common 
crustal mineral (i.e., quartz) is more ductile at mid crustal depths than the 
dominant lower lithospheric mineral (olivine) is at considerably greater depths. 
The possibility arises that there are two strong layers in the lithosphere separated 
by a much more ductile layer. Such a structure would not conflict with most 
geophysical observations because they are not very sensitive to depth dependence 
of strength, and it further appears that it may explain a few otherwise puzzling 
observations (Chen and Molnar, 1983; Turcotte et al., 1984). Now the concept is 
being extended to several layers of different composition and strength (e.g., 
Smith and Bruhn, 1984) and only time will tell whether we have acquired an 
important new concept or a scientific red herring.
As to the other example, the depth variation of stress in the lithosphere is 
very sensitive to the variation of strength since the process of stress migration, 
the transfer of load support from weak to strong regions through creep and 
failure, will redistribute the stresses according to strength. This process takes 
time, but models of stress redistribution associated with loading and unloading, 
such as those of chapter 6, must be seen as a component of a continuously
3-23
evolving stress field. The strength envelope undulations of the multilayer 
rheologies provide additional complications and while the presence of several 
strength maxima in the lithosphere is plausible, the choice of particular 
structures is difficult to justify. To illustrate this, I have taken the flow law 
parameters for various lithospheric rocks and mineral collected by Kirby (1983) 
and calculated, for one strain rate (10"15 s_1) the temperature T , at which the 
flow stress is 1 MPa and the flow stress a 800 at a mid-crustal temperature of 
800 K. The two are obviously related through the creep equation, as is clear 
from figure 3.7. The point to be noted in this diagram is the uniform 
distribution of the observed T 1 over most of the lithospheric temperature range 
and of possible mid-crustal flow stresses over six orders of magnitude. The same 
result is found for different strain rates. In order to get a distinct two layer 
structure such as that in figure 3.5(c), two end members of this trend must be 
chosen to represent the crust and lithospheric mantle respectively. This choice 
must be very subjective. The composition of the deep continental crust indicated 
by seismic velocities and exposed sections (e.g., Christensen and Fountain, 1975; 
Smithson and Brown, 1977; Fountain and Salisbury, 1981) varies not only on a 
local scale but also regionally, between crustal provinces. Changes in mineralogy 
from mafic to more felsic lower crust, particularly in the amount of free quartz, 
will have significant effects on the rheology. In addition to this is the extra 
uncertainty over how flow laws will vary with component abundance in 
multi-mineral assemblages. How much of a weaker component is required before 
it dominates the response of the whole?
This is not to say that multi-layered structures should not be used. On the 
contrary, they must be considered, particularly in matters as rheology sensitive as 
the stress field. However, attempts to found them on laboratory data, except in 
a very general way, are likely to be misleading. Geophysical models must still 
rely on geophysical observations, though they take inspiration from other sources.
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4. ANALYTICAL AND NUMERICAL METHODS
Three groups of mathematical tools used in chapters 5 and 6 require some
introduction. They are:
1. the analytical solutions of the problem of the deflection of a thin plate with 
specified material properties under various loads;
2. linearized inverse theory for the estimation of the set of parameters in a 
nonlinear algebraic equation which give the best fit (in a least squares 
sense) to a noisy data set;
3. the finite element method for solving loading problems in bodies with
shapes and material properties too complex for convenient analytical
solutions.
The first two of these are different ways of attacking the general problem of 
the deformation of solid bodies by distributed loads.
The change in shape of a body subjected to body forces Fj and surface
tractions Tj (on surfaces defined by unit normals j'j) is properly found by
solving the equations of equilibrium
Tij,j = - p i
subject to the boundary conditions 
Tij”j = Ti
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and the compatibility conditions on the associated strains
fij,kl + ekl,ij - fjl.ik = 0
The strains are related to the stresses through some rheological law
eij -  f^ij)
and the deformation is given by the displacement field Uj, which is related to 
the strains in infinitesimal strain theory by
eij = + uj,i>
In practice, this general problem must be augmented by a battery of simplifying 
assumptions in order to obtain convenient solutions.
4.1 Flexure Theory
In application to the earth’s lithosphere, a fundamental model is the theory of 
small deflections of a thin elastic plate (TEP). We begin with this model and, by 
relaxing assumptions, proceed to various more general analytical models of the 
lithosphere. It is necessary to start at a basic level in order to focus on several 
assumptions fundamental to the thin plate theory which will later be seen to
introduce significant bias into the inference of inplane stress using this model.
Details of the derivation of equations quoted later in this section are available in
such general references as Fung (1965), Nadai (1963), Hetenyi (1946) and
Timoshenko (1940).
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4.1.1 Small Deflections
Consider a plate of uniform thickness h parallel to the xy plane. To begin with, 
we ignore any effects of the deformation on the coordinate system. By 
integrating the equations of equilibrium (4.1) appropriately through the thickness 
of the plate (e.g., Fung, 1965, pp 459-462), we obtain equations of equilibrium 
in moments
^xx,xx + 2MXy^Xy + Myy5yy -  - q mx,x my,y (4-2)
and inplane forces
^xx,x + ^xy,y 
Nxy,x + Nyy,y + fy
0
0
The quantities introduced here are integrals across the plate, defined as follows:
Bending moments
M/2
M;; = o\ ;zdz
J ]-h/2 1J
In p lan e  f o r c e s
h /2
N i |  = f a [ ; d z
J J -h /2  J
where here and for the rest of section 4.1 i,j = x or y,
Applied  v e r t i c a l  load 
Applied  s h e a r  moments
fl 1 1 /
 ^ = ^zz ~ ° z z  + J ^ 1 2 ^ ^
h o h /2
mx = + azx) + f z Fxdz
h n h /2
my = 2 ^ y z  + a y z ) + J ^ ^ y ^ 2
4-3
Ap plied  inplane  ( s t r e t c h i n g )  f o r c e s
f Fxdz 
J -h /2
h/2
F dz 
J -h /2  y
where superscripts u and ß denote evaluation at h/2 and -h/2 respectively, and 
F is a body force.
So far, the only assumption used is that the deformation is small enough 
that these integrals between fixed limits are appropriate. In order to relate these 
forces and moments to deflections, we must introduce the following assumptions:
1. The plate is elastic, isotropic and homogeneous.
2. The plate is initially flat.
3. The thickness is small compared with a characteristic length scale L in the 
plane of the plate (h < L/10).
4. The deflection of the midplane of the plate, w(x,y), is small compared to 
the thickness (w < h/5).
5. Slopes of the midplane are small.
6. Normals to the midplane remain so after bending (Kirchoff’s hypothesis).
These assumptions can be combined so as to give, without gross 
inconsistency, relations between stresses in the plate and deflections of the 
midplane of the plate (u, v and w in the x, y and z directions respectively). 
They are
z(w>xx + "W,yy))
E
(7yy = | _ j)2(v ,y + ,,u,x “ z (w,yy + pW,yy)) (4.3)
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°xy  “ i +J, ( 2 (u ,x  + v ,x )  " zw,x y ))
We will return to the derivation of these equations in section 4.4. Substituting 
them in the equation of equilibrium in moments (4.2) gives the bending equation
where
DV4w = q + mx x + my y 
Eh3D = -----—-----12(1 - y 2 ) ( 4 . 4 )
is the flexural rigidity, V4 is the two dimensional biharmonic operator and 
w(x,y) is the deflection of the midplane in the z direction. The two equations 
governing the stretching problem are given in Fung (1965).
Thus the problems of bending and stretching of the plate are independent 
at this order of approximation, and for most geophysical applications, concerned 
largely with properties sensitive to vertical movements, the stretching problem 
may be ignored. As the only body force is gravity, Fz = -pg, which is uniform 
across the plate, thus causing no variation in deflection, and as the applied shear 
moments are generally negligible, the bending problem reduces to
DV4w = q = <y\z - *$z
For a plate lying stably between fluid layers of higher and lower density in 
a gravity field, as is the case with the lithosphere (figure 4.1), there is a 
restoring force due to buoyancy effects responding to any deflection. Supposing a 
load, qL, on the upper surface causes a deflection w, then the restoring stresses 
are
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^zz = “8(pc - pw)w 
o'lz = g (P m  -  P c )w
and the governing equation becomes 
DV4w + Apgw =
where Ap = (pm - pw), pm is mantle density, pw is the density of the 
overlying fluid (water or air in the present context) and pc is lithospheric 
density. The plate is then said to rest on an elastic (or Winkler) foundation.
4.1.2 Moderate Deflections
When the assumption (4) that the deflection is much less than the plate thickness 
is too restrictive, a more general formulation due to von Karman may be used. 
Although it is often referred to as a large deflection theory, the deflection is in 
fact restricted to
w < h
The generalization is accomplished by retaining squares and products of the 
slopes w x and w y and by recognizing the effect of the finite deformation on 
the strains and stresses. Fung (1965, p463) does the latter by using Lagrangian 
finite strain theory in the derivation. The important result is that the bending 
and stretching problems are now coupled. The equations become more cluttered 
here, but we can rectify this by introducing the assumption of plane strain 
invariably used in subduction zone and passive margin problems. Seamount 
loading problems are fundamentally three dimensional, although axial symmetry
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allows some simplification. Subduction zones, however, are long linear features 
and we therefore set all derivatives along strike (the y direction) to zero. The 
equation of equilibrium in moments then becomes
^xx,xx + ^xxw,x = -Q “ mx,x + fxw,x (4.5)
In the usual application, mx and fx are negligible and interest is in the effect 
of the inplane forces.
In this case, and including a Winkler foundation, the elasticity equations 
(4.3) give the bending equation
III! ftDw - Nxxw + Apgw = qL (4.6)
where a prime denotes d/dx.
The bending and stretching problems in von Karman theory are coupled in 
that the Njj appear in the (nonlinear) equation governing stretching, which must 
be solved simultaneously with the bending equation. There is, however, a special 
case when the plate is bent into a developable surface, that is, the deflection of 
the midplane does not in itself cause any stretching of the midplane. Such is the 
case for a line load appropriate to the subduction zone problem. In this case, 
the inplane force need only obey the simplified stretching equation
^ x x , x  + ^x = 0 (4-7)
which, if fx is zero, is satisfied by a constant inplane compression or tension 
Nxx = N. In this case, N is said to be self equilibrating.
In this form, the governing equation remains a linear ordinary differential 
equation with constant coefficients and the general solution of the homogeneous
4-7
equation is the sum of four complex exponentials, two of which contribute in 
(x>0) and two in (x<0) once the boundary conditions of finite deflection at ±oo 
are applied. The effect of the plate’s being broken or unbroken beneath the load 
can be incorporated through another boundary condition of zero bending moment 
or slope respectively beneath the load. A variety of solutions are given in 
Appendix 2 for various boundary conditions. The solution with N=0 for a line 
load P on the edge of a broken plate (see figure 4.1) is
w(x ) = e ’ ^x cos  (Xx) x > 0 ( 4 . 8 )
and for a line load P on an unbroken plate
P \
w(x) = ~2Apg (cos  ( X I x I ) + s i n  (X | x | ))  ( 4 . 9 )
where X4 = Apg/4D
The variable 1/X is called the lithospheric parameter and is of the order of 
70-100 km for oceanic crust. The dependence of the flexural rigidity and the 
lithospheric parameter on the effective elastic thickness h defined in (4.4) is 
illustrated in figure 4.2 for two values of Ap. On land, Ap~3300 kg m-3 , while 
under the ocean, Ap~2300 kg m- 3 after correction for sediment infill.
A point to note about these plate models is that since they consider only 
the deflection of the midplane acted on by forces that are integrals of the stress 
tensor components over the thickness, the deflection is not sensitive to the 
detailed stress distribution anywhere in the plate, but only to three quantities 
which are transmitted laterally along the "ideal" thin plate. They are:
4-8
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Figure 4,2
Dependence of the flexural rigidity D and flexural parameter 1/X on elastic plate 
thickness for typical continental (top) and oceanic (bottom) parameters (SI units).
1) the mean inplane forces Njj;
2) the mean shear stress on a surface through the plate, e.g.,
3) the bending moments, Mjj, on a surface through the plate.
The value of these three parameters acting on a surface through the plate is all 
the information the plate on one side of the surface has of the stress field on 
the other side. This fact is useful in modelling distributed loads.
4.1.3 Flexure of a Non-elastic Plate
Most models which relax the assumption of elasticity fall into one of two 
categories:
a) Those which retain an elastic core but assume that the upper and lower 
extremities flow plastically after a yield stress Oy has been reached.
b) Those which assume a uniform time dependent rheology throughout the 
plate.
For the elastic-plastic and yield envelope models, the deflection profile is 
usually obtained through a modification of the elastic theory. Suppose the yield 
stress has been reached outside z 1 < z < z 2. The bending moment is still given 
by
but now
4-9
-zw in z , < z < z 2
in z < z , and z > z 2
Moreover, the curvature is determined only by the elastic core of the plate
where
and
w" = Me/D e
Me
De
E ( z !  - 
3(1 - p
z?)
From these equations it is possible to derive, with some difficulty, a relationship 
between the total moment Mxx and the curvature of the plate. The governing 
equation is then written in the form it takes before elasticity is invoked
-M xx" - Nw" + Apgw = qL
and solved numerically using the moment-curvature relation. This technique is 
applied to uniformly elastic-plastic models by McAdoo et al. (1978) and to more 
complex yield envelopes by Chappie and Forsyth (1979) and Bodine et al. (1981).
Viscoelastic
In the second case, a new governing equation must be derived from equation 4.5 
using the appropriate rheological law. In this section, I will describe the 
derivation of the governing differential equation and deflection formula for a 
uniform linear viscoelastic plate moving at constant horizontal velocity. I do this,
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not because I believe it to be an appropriate rheological model for the 
lithosphere, but because it leads to a plate deflection formula that is slightly 
more general than the elastic plate formula, though of the same form. This 
expression can be used to quantify the first-order deviation of trench-outer rixe 
profiles from the elastic formula. The details are included for completeness, but 
the fundamental point is that the simplest form of time-dependent creep 
rheology leads to a deflection curve 4.11(b) in which the damping length \ / a  
and the flexural length 1/(3 are not constrained to be within a few kilometres of
each other as they are in the elastic result. Trench profiles which deviate from
elastic models of plate bending are characterized by outer trench walls which are 
too steep for the height of the outer rise (or, conversely, outer rises which are 
too low). This will be represented by a damping length substantially shorter than 
the flexural length in 4.11(b). For a Maxwell viscoelastic medium, the full 
constitutive equation for processes sufficiently slow that viscous dissipation of 
hydrostatic compressional strain energy can be neglected is (Cathles, 1975)
& + '  3a ü ö i j ) = 2^ i J  + U ü ö i j
where 17 is dynamic viscosity. Nadai’s (1963) and Lliboutry’s (1974) derivations of
viscoelastic plate equations effectively use such a relation in equation (4.5) in the 
time domain. An alternative approach is to work in the Laplace transform 
domain where, as Cathles (1975) shows, the constitutive relation can be written 
as
cfij = + Xej j Si j
where
= /*/(s + t "1 )
£ = [Xs + (X + 2/x/3 ) r "1 ] / (s + r "1 )
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and r = r i / n
This relation is in exactly the same form as the elastic constitutive relation of 
section 3.1. It follows that to any equation derived for an elastic medium there 
is a corresponding equation for a viscoelastic medium differing only in that all 
variables are in the Laplace transform domain and X and /* are replaced by X 
and fi respectively. This result is called the "correspondence principle".
To simplify the development of the equations, it has been common in 
viscoelastic plate models to assume that the plate is incompressible (r=0.5). A 
Maxwell viscoelastic substance responds initially as an elastic medium with the 
appropriate Poisson’s ratio, but as viscous relaxation occurs the apparent value of 
v approaches 0.5. The effect of the assumption of incompressibility is thus to 
ignore this readjustment (Nadai, 1963, pp 285-286). Until recently, no-one had 
been able to derive the full compressible viscoelastic plate bending equation 
through the correspondence principle because of the difficulty of the inverse 
Laplace transform (Lambeck and Nakiboglu, 1981; Nakada and Lambeck, 1985). 
Actually, Lliboutry (1974) had derived the correct equation through a time 
domain approach, but he had not applied it, preferring to move on to a new 
rheology which he termed pseudo-elastic, in which the plate behaves 
viscoelastically while stresses are increasing in magnitude but does not recover 
even the elastic component of strain when they are decreasing. Recently, Ida 
(1984) has derived the equation through the correspondence principle by a clever 
rearrangement of the Laplace domain equation. His equation can be verified by 
forward Laplace transformation which gives the form quoted by Lambeck and 
Nakiboglu (1981), and it can also be shown with some algebra, and noting the 
differing definitions of r, that Ida’s result is the same as that of Lliboutry 
(1974). With t = 17/ n  as used here, the governing equation for a compressible 
viscoelastic plate on Winkler foundation is
4-12
t l  If
Dr (2(1 - v)  + CT f ^ ) w (1 + r^) ( 1  + c r  ^ ) ( N w " -  Apgw) = 0
(4 .10a)
whe re
The important aspect of Ida’s (1984) paper for the present work is that he 
went on to show that a viscoelastic plate moving at a constant velocity into a 
subduction zone displays the same damped sinusoid deflection profile as an 
elastic plate. The best fit elastic parameters can therefore be used in conjunction 
with the plate velocity to place bounds on a set of effective viscoelastic 
parameters which could produce the observed profile. This range of viscoelastic 
parameters will, of course, include an elastic set (r-*») as a particular case, but 
one which has no greater claim to be the "true" set than has any other in the 
allowed range.
In order to demonstrate this result and relate the viscoelastic bending 
parameters to the elastic ones, we take the plate to be moving with a constant 
velocity -U (towards the origin at the trench axis) so that we may replace b/bt 
by -Ub/bx  in (4.10a). This leaves us with a straightforward ordinary differential 
equation with constant coefficients whose general solution is
where the Aj are determined by the boundary conditions and the qj are the six 
roots of the characteristic polynomial obtained by substituting w=eQx into (4.10a),
6
w = E Aj e91ix 
i = l
(4 .10b)
D rU q5[2 ( l-0  - CTUq] + (Nq2 - Apg)(l - rUq)(l - crUq) = 0
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Introducing the dimensionless variables
Q = q/X, r = rUX, f  = \ 2N/Apg
where, as in the elastic model,
X = (Apg/4D)J
the characteristic polynomial is
rQ5(2(l-iO - crQ) + 4(fQ2 - l)(rQ - l)(crQ - 1) = 0
Now the only terms in (4.10b) which satisfy the boundary condition of zero 
deflection as x-*» are those with negative real qj, and only two roots of the 
polynomial satisfy this condition. Over most of the range of the governing 
parameter set (r,f,v) these roots form a complex conjugate pair (Q15Q 2=Q*) and 
the solution which remains finite as x-*» can be written as
and w 0 and wq are constants determined by the boundary conditions. This 
equation is identical in form to the elastic result in Appendix 2. Bending 
profiles for a steadily subducting viscoelastic plate therefore obey the same 
general bending equation as those for an elastic plate. Only the meaning of the 
parameters changes.
w(x) = e ax  (w 0 cos(|3x) + wq sin(ßx)) (4.11)
where
a = XI Re QnI 
ß = X I Im Q1 I
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The dependence of a; and ß on r and f for r=0.3 is shown in figure 4.3. 
In tensional loading (4.3(a) and (b)) there is a transition in the high stress - low 
strength (high f, low r) region from a complex conjugate pair to two negative 
real roots. This would correspond to all the oscillation being "pulled out of' the 
plate by the strong tensional force. This transition is seen in the f=0.315 curve 
in figures 4.3 (a) and (b) and has been passed in the f=1.0 branch. There is no 
abrupt transition under compressional loading (4.3(c) and (d)), but the damping 
constant a  becomes increasingly strength (r) dependent for large f. These large 
values of f are, however, well beyond reasonable expectation. A stress of 500 
MPa in a 20 km thick plate with other parameters as in Appendix 2 corresponds 
to f ~ 0.13 and this is a safe upper limit.
The behaviour of a  and ß within this more restricted range of f and for 
10"2 < r < 102 is summarized in figure 4.4. Ida describes a graphical procedure 
to deduce r and f from combinations of a and ß. A more direct method is to 
substitute the two roots into the characteristic polynomial to give two
simultaneous equations for r and f. Because the viscoelastic model involves the 
extra parameter r without a corresponding increase in the number of parameters 
fitted to the data, it is necessary to specify one of the parameters in order to 
deduce the rest. The parameters directly controlling the roots of the polynomial 
are X, r and N, and three sets of formulae are used depending on which is 
specified. These formulae are straightforward manipulations of the characteristic 
polynomial and are described in Appendix 3.
The results of this procedure are illustrated in table 4.1, where I have 
applied it to two sets of (ot,ß) obtained by Ida for Marianas and Peru trench 
profiles.
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Behaviour of a  and ß in the more restricted parameter range relevant to most 
lithospheric deformation.
Table 4.1 - Viscoelastic parameters for two of Ida's (1984) profiles
1/AL = 38.168 km
NROOT
1/BE -
FPAR
km
47.847 km
TAU
Ma
N
TN/m
SIG
MPa
EET
km
Elastic result
-1.1055 ' .8819 42.197 infinite 8.919 771.7 11.558
FPAR specified
-1 .3100 1.0450 50.000 • 389 1 .946 134.3 14.493
-1.5720 1.2540 60.000 .135 -1.353 -73-2 18.481
-1.8340 1 .4630 70.000 .066 -2.910 -128.2 22.698
-2.0960 1.6720 80.000 .037 -3-725 -137.3 27.121
-2.3580 1.8810 90.000 .023 -4.179 -131.7 31.733
-2.6200 2.0900 100.000 .015 -4.446 -121.7 36.519
TAU specified
-5.1253 4.0885 195.622 .001 -4-936 -55.2 89-347
-2.8900 2.3053 110.304 .010 -4.614 -110.9 41.621
-1.6744 1.5356 63-907 .100 -2.090 -104.0 20.103
-1.1896 .9490 45-406 1.000 4.938 387.5 12.745
-1.1136 .8883 42.504 10.000 8.368 717.0 11.671
-1.1063 .8825 42.227 100.000 8.862 766.0 11.569
-1.1056 .8820 42.200 1000.000 8.914 771.1 11.559
N specified
.0000 .0000 .000 .000 -5.000 .0 .000
-1.6640 1.3274 63-512 .104 -2.000 -100.3 19.937
-1.4817 1.1820 56.553 .183 -.500 -29-3 17.079-1.4378 1.1470 54.879 .215 .000 .0 16.408
-1-3996 1.1165 53.420 .252 .500 31.6 15.829
-1.3104 1.0453 50.014 • 395 2.000 137.9 14.498
-1.2070 .9628 46.068 1.023 5-000 384.8 12.993
1/AL = 48.544 km
NROOT
1/BE =
FPAR
km
80.645 km
TAU
Ma
N
TN/m
SIG
MPa
EET
km
Elastic result
-1.2116 .7293 58.818 infinite 36.498 2028.0 17.997
FPAR specified
-1.0300 .6200 50.000 .000 .000 .0 14.493
-1.2360 .7440 60.000 4.695 33.890 1833.8 18.481
-1.4420 .8680 70.000 .462 24.609 1084.2 22.698
-1.6480 .9920 80.000 .203 21.118 778.7 27.121
-1.8540 1.1160 90.000 .112 19.330 609-1 31.733
-2.0600 1.2400 100.000 .070 18.313 501 .5 36.519
TAU specified
-5.8042 3-4938 281.759 .001 16.392 112.8 145-332
-3-2746 1.9712 158.963 .010 16.669 246.0 67.752
-1.9009 1.1442 92.278 .100 19.049 580.6 32.808
-1.3263 .7983 64.382 1 .000 28.357 1396.7 20.302
-1.2229 .7361 59-365 10.000 35-176 1930.5 18.221
-1.2127 .7300 58.871 100.000 36.357 2017.7 18.019
-1.2117 .7294 58.823 1000.000 36.484 2027.0 17.999
N specified
.0000 .0000 .000 .000 -5.000 .0 .000
.0000 .0000 .000 .000 -2.000 .0 .000
.0000 .0000 .000 .000 -.500 .0 .000
.0000 .0000 .000 .000 .000 .0 .000
.0000 .0000 .000 .000 .500 .0 .000
.0000 .0000 • .000 .000 2.000 .0 .000
.0000 .0000 .000 .000 5.000 .0 .000
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In each case the listing begins with the parameters implied by (a,(3) on an 
elastic plate interpretation (r-*»). From input \/ot and 1/(3 I calculate the
normalized root (o:/X,(3/X), the flexural parameter 1/X, the Maxwell time constant 
r, the inplane force N (in TNm "1 = 1012 N m '1), the effective elastic thickness 
h defined by equation 4.4, and a mean stress over that thickness, cr=N/h. It is 
clear that the elastic model inferred stress is extremely high (tensional) in both 
cases. Next, the parameters are calculated for a range of specified 1/X from 50 
to 100 km followed by parameters for a range of specified r from 0.1 to 10 
Myr. Finally, parameters are calculated for a range of specified N between 
±5x101 2 Nm-1 . The X and N specified results are the most illuminating since it 
is not clear what r is to be expected. Values from seamount and glacial lake 
studies (Walcott, 1970; Lambeck, 1981) suggested the range used here, but it may 
be that the effective viscoelastic time constant of a steadily subducting plate
reflects the timescale of the deformation more than the rheology of the
lithosphere. The viscoelastic interpretation does allow a considerable reduction in 
the inferred inplane stress, and this reduction is enhanced by reducing r. It is
possible to generate the first pair of roots with specified N in the (-2 to 
5)xl01 2 Nm-1 range, but the second pair are not consistent with such moderate 
loads for any combination of r and X. In this case, it seems that N must be at 
least I8x l012 Nm-1 with a corresponding tensional effective stress of 400 MPa. 
My choice from Ida’s list of o: and (3 is biased in that all the others imply even 
larger inplane loads in all circumstances and none of them can be satisfied 
within my specified range of N. This is because the ratio (3/a  is mostly in the 
0.3-0.6 range. For an elastic plate under no inplane load, ß/ot = 1 and inplane 
stresses up to 500 MPa in an elastic plate will only change this by a few 
percent. The numbers quoted by Ida are therefore extraordinary in having a very 
long flexural wavelength 2x/(3 compared to the damping length l/c*. Because he 
obtains these figures by picking the nodes of the deflection by eye, it is
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possible that the flexural wavelength is systematically long due to the difficulty 
of picking the second node of the deflection, particularly with the uncertainty in 
the zero deflection base level. It is also possible that the damping length is 
systematically reduced by plastic yielding at the point of maximum curvature 
near the first node. Either way it seems that more accurate and consistent fitting 
of equations to bathymetric profiles using all the data, rather than a few 
difficult to locate nodes, is called for. If there is a base level problem it can be 
dealt with by including a d.c. offset in the fitting algorithm and if there is 
plastic behaviour in the region of maximum curvature the resulting knee in the 
curve should be apparent in the residuals.
I close this section on analytical methods with a list of some of the 
parameters assumed or deduced for the lithosphere over the past 15 years. All 
except the Walcott (1970b) paper refer specifically to oceanic lithosphere. It is 
clear that there is little consensus on the relaxation time constant here.
Table 4.2: Various estimates of effective lithosoheric
rigidity, Young’s modulus, Poisson’s ratio, 
constant and effective viscosity.
parameters: flexural
Maxwell time
D
1022 Nm
E
1010 Pa
V T
Ma
V
Pas
W alco tt  (1970a) 10 - - - _
W alco tt  (1970b) 20 10 .5 0.1 1023
Hanks (1971) 17 10 .25 - -
W atts  & Cochran (1974) 5-20 10 - >100 >1026
L l ib o u t r y  (1974) - 1 .27 10 1024
C aldw ell e t  a l . (1976) 5-14 6 .5 .25 - -
de Bremaecker (1977) - 6 .5 5, .25 - 1023-1025
McAdoo e t  a l . (1978) 5-14 6 .5 .25 - -
Lambeck & N akiboglu 5 10 .36 - -
(1980)
Lambeck (1981) 1-3 “ " 5-10 “
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4.2 Inversion for Deflection Parameters
A problem I wish to solve in chapter five is to deduce from an observed 
deflection profile w(xj) the parameters p = (a,ß,w 0,wq) of the beam deflection 
formula w = w(x,p) (Appendix 2) which give the best fit to the observations in 
the sense that the length of the error vector e = w(xj) - w(xj) is minimized. 
Since w(x,p) is a nonlinear function of the controlling parameters, this is not a 
straightforward least squares problem but can be treated by assuming linearity in 
a region around an initial guess at the parameters and "stepping" toward the 
solution. Successive steps of this linearized problem will lead to a local minimum 
of e^e and, although there is no guarantee that this is the global minimum, 
several runs from different starting parameters will often reveal whether there 
are multiple local minima in the parameter range of interest. The method I use 
is based on the formulations of Jackson (1972, 1979) and Wiggins (1972).
The Method
The problem is linearized by expanding w in a Taylor series in the p about a 
starting parameter set p° and truncating at the first order
w = w° + Ay
w h e r e w° = w ( x , p O )
a n d
A = f p
We then seek the parameter correction y which minimizes e^e where
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and
A
e = w - w = Ay - d
A
d = w 0 - w
For generality, suppose that we have n data points w(xj) and m parameters 
pj. Then A will be an nxm matrix of rank r < m,n. If r=m<n, then the 
problem is strictly overconstrained and the standard least squares method can be 
used to determine y. If r=n<m, the problem is strictly underdetermined and only 
r of the m parameter corrections can be uniquely determined. In this case, |d |
= 0 for a range of y, and it is convenient to specify the minimization of y /y  
as an additional constraint. If r<n and r<m, the problem is both underdetermined 
and overconstrained.
To obtain a solution, we use the eigenvalue decomposition of a rectangular 
matrix
A = UAVt
where AV = UA
At U = VA (4.14)
y T y  = i * y y T
UTU = I * UUT
Here A is a diagonal matrix of eigenvalues and U and V are matrices containing 
the left and right eigenvectors of A, respectively, in their columns. A solution 
which minizes both dTd and yTy is (Jackson, 1972)
X = Hd
where H = VA-1UT
At each iteration, this procedure is repeated and the parameters updated to
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ßn=ßn' 1+x-
The eigenvalues and eigenvectors are obtained from the square eigenvalue 
problems
using a group of subroutines which implement a QL algorithm (Smith et al., 
1974). The two problems should produce the same eigenvalues X2, the larger nxn 
problem having n-m zero eigenvalues. Eigenvalues are used if the two estimators 
of X2 are positive and agree to within 1%. This determines the rank. In many 
cases r=m at ail steps and the simpler least squares procedure can be used. This 
is more computationally convenient as the large AA^ matrix need not be created 
and decomposed.
In practice, the parameters are of widely varying magnitude and the 
solution is accelerated by weighting the parameters by an a priori covariance 
matrix F 0. Equation 4.13 is rewritten as
(AAt )U = UA2 
(At A)V = VA2
where
and
A oXo - £ = e 
A 0 = AF0i
X0 = F-*X
and the solution procedure now minimizes dTd and y ^ F 0y. The weighting matrix
*
is constructed from estimates, y , of the magnitude of the parameters:
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Covariance Estimation
At any step in the iteration the covariance matrix of the data is defined by 
G = Cov(d) = <(d - <d>)(d - <d>)T>
where <> represents the expectation operator, d is treated as a random variable, 
although it is strictly the sum of a deterministic quantity and a random error 
vector. The solution, being a linear combination of random variables, is also a 
random variable and its covariance matrix is
W = Cov(y) = <(y - <y>)(y - <y>)T>
= h g h t
If the parameters have been weighted prior to inversion as described above, then 
Cov(y0) = H G Ht
and W = Cov(y) = W0* H G HT W0*T
W0 is a diagonal matrix since it is just normalizing the parameter vector. The 
variances of the bathymetry values are taken to be the same (cr2(d)) and their 
covariances to be zero since they are independent measurements. Hence
G = I<r2(d)
and the orthogonality relations (4.14) then give
W = (W0* VAVt  W0*)a2(d)
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It is convenient to recast the parameter covariances as correlations
Pij = WijAWjjWjpi
Then 0<pjj<l gives a quick estimate of the interdependence of the i’th and j’th 
parameters.
Partial Derivatives
Fitting a particular model to the data requires that we specify the starting
parameters and the partial derivatives of the model with respect to the 
parameters (4.12). The elastic deflection equation for a semi-infinite plate 
(Appendix 1) is governed by five parameters D, P, M 0, N and Apg, of which 
four can be constrained by the solution. The fifth must be specified a priori. 
For an oceanic plate Ap = pm-p w when the sediment load has been removed 
and I therefore choose Ap = 2300 kg m-3 . From the governing equation and the 
general solutions in Appendix 1 it can be seen that the other four parameters 
are all linearly dependent on Apg. A difference of, say, 10% in Ap would imply 
a change of 10% in the same sense in all the parameters. The factor controlling 
Ap is the density of the lower lithospheric material which flows horizontally
outward under a depression and inward under a rise in the crust. Like the 
related concept of an isostatic compensation depth, the depth at which this 
occurs is only loosely constrained, but it is safe to put it below the effective
elastic thickness of the lithosphere which falls in the 15-40 km range in most
instances. Moreover, thermal activation of creep (chapter 3) is sufficient to 
permit this flow above 150 km even in old lithosphere. Over this range of 
depths, seismological and petrological evidence (Dziewonski and Anderson, 1981; 
Ringwood, 1975, 1982) seems to constrain the density to between 3300 and 3400
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kg m-3 . Consequently the parameters may be a few percent larger but not
smaller than quoted here due to the value assumed for Ap.
The general parameters of equation 4.11 (cx,ß,\v 0,wq) can be obtained using 
the partial derivatives
aw . .—  = -xw X 
bOi
^0 = xea x (wqc o s (ß x ) - wos i n ( 0 x ) )
^  = e"axc o s (0 x )
^  = e — s i n ( ^ x )
and a weighting matrix derived from
y*  ~ ( 10- 5, 10" 5, 103, 102)
for subduction zone scales. For elastic plate interpretation it is more convenient 
to invert directly to the fundamental parameter set (D,P,M0,N) which requires 
the more cumbersome derivatives listed in Appendix 2.
While the deflection formula assumes an initially horizontal plate with the 
neutral plane at z = 0, real profiles will contain d.c. offsets and linear slopes 
which are difficult to entirely remove prior to inversion. For this reason it is 
useful to fit a more general curve of the form
w(x) = e-o;x(w ocos(0x) + WqSin(ßx)) + z Q + sgx 
to the profile. Hence the parameter set is extended to (D,P,M0,N,z0,Sß) with
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1 X
and the weighting matrix is derived from
y* ~ ( lO21, ^ 1 ° ,101 5,101 \ l , l / x )
4.3 Finite Element Modelling
Once a structural and loading model of the lithosphere gets away from the 
simplifying assumptions of uniform thickness, elastic and rheological properties, 
time independent structural parameters and loads, it becomes difficult and 
unrewarding - if not impossible - to derive analytical expressions for plate 
bending. This is a nuisance from the point of view of inversion for the 
governing parameters, since partial derivatives such as those derived in section 
4.2 are no longer available and even the forward calculation is much more 
complicated. This does not prevent numerical fitting of observed profiles to more 
realistic lithospheric models, but because of the computational requirements, this 
is not attempted here. The forward modelling component is, however, carried 
out, and the effect of some of the complications on the elastic and viscoelastic 
inversions is investigated using these results.
There are several ways of proceeding to forward modelling of the bending 
of a non-uniform lithosphere. One is the kind of semi-analytical procedure using 
a moment-curvature relation mentioned in 4.1.3 and used by Turcotte et al. 
(1978), McAdoo et al. (1978), Chappie and Forsyth (1979), Bodine et al. (1981) 
and others. Another is to use a finite element model in which the elastic and 
rheological parameters are separately specified for various parts of the structure 
and a force balance calculated at successive time steps between which the 
material is allowed to creep in response to ambient stresses. Formulations of this
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type have been applied by Bischke (1974) and Tharp (1985) to deformation 
across convergent plate margins, by Woodward (1976, 1977, 1980) to plate 
bending and stresses induced by phase changes, and by Carey and Dubois (1981), 
Melosh (1978), Melosh and Raefsky (1980) and Liu (1980) to subduction zone 
topography. I have chosen the finite element approach for several reasons, most 
of which come down to flexibility. Once the model is set up it is relatively
simple to generalize it in various ways to incorporate variations in plate 
thickness, more complex load distributions, shear tractions over parts of the
boundary, different flow laws and so on. Moreover, it does not use the long
string of assumptions required by the analytical and semi-analytical methods, so 
the validity of these in the parameter range of interest can be tested. Another 
appealing aspect is that the procedure can be usefully applied to the analysis of 
other tectonic problems once the technicalities and limitations are properly
understood.
Generalities
The finite element method is now quite common in the literature, and the 
subject is introduced at various levels in a range of texts (Zienkiewicz, 1977; 
Irons and Ahmad, 1980; Strang and Fix, 1973; Becker et al., 1981). In common 
with many others, I have used Zienkiewicz (1977) as my principal reference. 
Because the finite element method is a beast of many parts with a variety of 
forms to each part, it will be necessary to describe the particular forms adopted 
here. In order to provide a context for these specifications, an overview of the 
procedure is first given.
In outline, the procedure is as follows. The physical structure is subdivided 
into a set of subunits of simple geometry (elements) whose vertices are called 
nodes. In the simplest case, the elements are of uniform size and shape, but this
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is not necessary. The choice of element shape and size (mesh generation) is 
guided by a priori expectations about the smoothness of the stress field and may 
be modified in a later pass. The basic procedure has two phases: element 
analysis and system analysis. In the current application, a further phase of creep 
analysis is entered.
The element analysis consists of
selection of functions that uniquely describe the displacements within each 
element in terms of the displacements of the nodes;
modification of these functions to describe the stresses created in each 
element in terms of the displacements of the nodes;
calculation of a set of nodal forces that are statically equivalent to the 
external loads applied to the body (boundary and body forces).
This provides a stress-displacement matrix K and a force vector f\ Through an 
integral form of the equations of equilibrium 4.1 (the Galerkin form) these are 
related to the vector a of nodal displacements by
Ka = f  (4.16)
The efficient solution of this large matrix equation for the nodal 
displacements caused by a given force vector constitutes the system analysis 
phase. Once this is done, stresses and strains may be obtained from a through 
expressions derived in the element analysis phase. This completes the solution of 
an elastic problem. Material creep strains over a chosen timestep can be 
calculated directly from the stresses using creep laws and parameters specified 
for each element. These are used as "initial strains" in a second analysis of the 
same form as the elastic step, the end result of which is the total displacement
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field and stress state at the end of the first creep step. This creep phase of the 
analysis, incorporating repeated steps of element and system analysis, is carried 
on for as long as the requirements of the problem dictate and computational 
limits allow.
Element Analysis
In mathematical form, the element analysis begins with a vector a 1 of 
displacements of the nodes of an element which are to be related to the nodal 
stresses which cause them. These are related to the displacements within the 
element through the shape function matrix
u(x) = N(x) ae
The choice of element type is largely the choice of shape functions. Triangular, 
quadrilateral or higher polygonal elements may be chosen for their space filling 
properties, but each of these is a family of element types with shape functions 
and continuity requirements of differing complexity. A few of the triangular and 
quadrilateral elements are shown in figure 4.5. The number of nodes is 
determined by the requirements of the shape function. In the CO class of 
elements used here, which demand only continuity of displacement and not of 
strain across element boundaries, an n-gon with n nodes corresponds to a shape 
function giving linear variation of displacement (constant strain) across the 
element. An n-gon with 2n nodes accommodates quadratic (parabolic)
displacement (linear strain) variation across the element and it is this type, 
principally quadratic (8-noded) rectangular elements that I have used.
From the displacement field, the strain and stress within the element are 
given by
4-28
E
le
m
en
t 
Ty
pe
s
So
m
e 
re
pr
es
en
ta
tiv
e 
el
em
en
ts
 o
f 
th
e 
se
re
nd
ip
ity
 f
am
ily
 a
nd
 t
he
ir
 c
ha
r;
«(*) = E u(x) = B ae
a(x) = D (e - e0) + g;0
where E is a differential operator matrix which acts on N to give B, D is a 
matrix of elastic moduli, and e and <r0 are initial stresses and strains whose 
origin and uses will emerge later. The Galerkin form of the equilibrium 
condition leads to 4.16 in which we identify
where t, is the distributed surface force and b the body force. For clarity it is 
worth noting that there are three kinds of vectors in these equations, u, t_ and b 
are "normal" p component vector functions of position (x) where p is the 
number of spatial dimensions being considered (here two), a and f are pq 
component vectors of displacement and force components at each of the q nodes 
in the mesh, e, a, e0 and a 0 are column vectors containing components of the
tensor representation. In two dimensions qj, for example, is stored as 
*T£=( €xx’ ezz’ exz) •
To create the components of K, the components of BTDB must be 
integrated over each element volume. For simply shaped elements this can be 
done analytically, but in creep problems where the mesh is constantly deforming 
and in geometrically nonlinear problems where the mesh must be iteratively 
deformed to reach equilibrium, we need to integrate over nontrivial shapes. 
Numerical integration is therefore necessary. A coordinate transformation 
(x,z)->(£,17) is applied to convert the deformed element (in the "global" coordinate 
system) to a regular shaped element (in the "local" coordinate system). In this
K = f BTDB dV 
J Y
( 4 . 17 )
( 4 . 18)
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instance, the element is transformed to a unit square and a 2x2 point Gauss 
integration is used. The coordinate transformation uses the already derived 
element shape functions to relate the two coordinate systems. All eight nodes 
contribute to specifying the deformed shape. Such a formulation is referred to as 
isoparametric. The error order of the numerical integration is an important factor 
in the performance of the element approximation. If it is too low, the 
approximation will not converge to the exact solution as the mesh size (length 
scale A of element) is reduced. Slightly higher order integration gives 
convergence but not as rapidly as an exact integration would give. For an 
element type which uses polynomials up to order p, and a governing differential 
equation of order m, there is a critical order of integration for no loss of 
convergence at 0(A^(P-m )+ )^. Hence for quadratic elements applied to 4.1 we 
need 0(A3). Much higher orders of integration only increase computation time 
without significant gain, since the approximating polynomial is already being 
exactly integrated. However it is worthwhile going one order past the critical 
value because, as Zienkiewicz (1978, p281) shows, the approximation of strains 
(and hence stresses) at the Gauss points for 0(A^(P_m)+^) integration is one 
order better than at any other point in the element. These are the optimum 
stress sampling points in the element. The 2x2 point Gauss rule used here gives 
just this optimum 0(A4) integration of the quadratic element.
Finally, in this stage we must consider the calculation of the effective nodal 
forces. Ignoring, for the moment, the second order term on the right in 4.18, it 
is possible to construct the force vector f by distributing the total surface load 
over the surface nodes in an intuitive fashion. In the limit, as the mesh size is 
reduced, this will lead to the right answer, but convergence is accelerated and 
accuracy improved at a given mesh size by distributing the load over the nodes 
in a manner consistent with 4.18, i.e., by integrating N^t_ along the element 
surface.
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System Analysis
The considerations in this step of the procedure concern the method of solution 
of the matrix equation and consequently the storage arrangements for K and the 
ordering of f and a. The two main approaches are band solution and frontal 
solution (Irons and Ahmad, 1980). Band solution exploits the fact that the 
displacement of a node is directly controlled only by forces on the elements to 
which it is connected. This means that K can be assembled as a symmetric band 
matrix whose bandwidth is controlled by the maximum difference in node
number of any two nodes sharing an element, and the node numbering may be 
selected to minimize this for a given structure. The frontal solution algorithm
exploits the "locality" of the force-displacement relation in a different way by 
solving for displacements as the elements of K are calculated instead of waiting 
for the entire matrix to be generated. In this method, it is the numbering of the 
elements that is to be optimized and the storage requirements are less than for 
the band solution. On the other hand, the "housekeeping" requirements for 
storage are more complex.
For the long narrow plate meshes I use, the node numbering to minimize 
the bandwidth is obvious and the bandwidth can be kept quite low. I therefore 
use a band solution in which only the upper semi-band of K (i.e., the diagonal 
and the nonzero band above it) is stored and a is calculated by a Cholesky
decomposition algorithm.
Geometric Nonlinearity
In deformation problems such as beam deflections in which the deformation can 
be large although the strains remain small, a problem arises due to the 
dependence of the stiffness matrix K on the shape of the body. Using the
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stiffness matrix for the undeformed body leads to a deformed geometry that is 
not quite in equilibrium with the imposed load due to the change in elastic 
response of the structure caused by the deformation. In extreme cases, finite 
stable solutions may be found to loading problems that are actually unstable due 
to a decrease in structural stiffness consequent on the deformation.
Several methods for dealing with this are described by Zienkiewicz (1977). I 
use the most straightforward direct iteration method. Like most of the others,
this method may diverge in special circumstances, but such behaviour is easily 
detectable and is not found in any of this work. In fact it seems to be stable 
for the class of problems in which deformation decreases the stiffness
coefficients. The procedure is to first calculate deflections a 1 using the
’’undeformed" stiffness matrix K(0), then compute the stiffness of the deformed
structure K (a,) and use this to calculate an improved deflection estimate a 2. 
Two or three iterations of this procedure are usually sufficient to ensure
convergence. The maximum corrections to vertical deflections associated with
geometrical nonlinearity encountered below are of the order of 5%.
Creep Analysis
Time-dependent creep in response to stress is incorporated into the models 
through an incremental viscoplastic algorithm (Zienkiewicz and Cormeau, 1974). 
In essence the procedure is to calculate the initial elastic stress field caused by 
the load and from these calculate the strain rate field. Then the strains in a 
chosen timestep are derived and incorporated as initial strains in a new stress 
field calculation. This procedure is repeated either for a specified time or until 
the strain rates become negligible (i.e., in the viscoelastic case, the stresses 
become hydrostatic). More explicitly, the procedure is as follows:
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At t=0:
Solve Ka(0) = f
where f  = f b dY + f t  dS 
J V J S
The geometrical nonlinearity correction may be incorporated at this point as 
described above. Then calculate the stress
cr(0) = DBa(O) 
and strain rate
MO) = ror(O) (4 . 19)
where T will depend on the flow law chosen.
At t=tn=nAt.
Solve K § (tn ) = v (4 .2 0 )
where Y = ~ + Iv ßT °v ^ v ( tn )  dv (4 .2 1 )
£.(t n ) = j M ^ n - 1) + i v ( ^ n - 1) ^
We will see below that Dv may not be the same as D. Next
£ ( t n ) = DBa(tn ) " Dv ev ( t n ) (4 .2 2 )
l v ( t n) = ^ ( ^ n ) (4 .2 3 )
At this point, an outer iteration may be introduced to improve the estimate 
of ev. Since the strain rate used at any step should really be the mean over
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the preceding timestep over which the stress has been continually varying, 
we can improve the solution by averaging
= i ( ^ v ( ^ n - 1) ^ v ( t n ) )
and repeat the timestep using this value in place of e ^ n - l) -  This 1 S > 
fact, a second-order predictor-corrector finite differencing procedure. It 
increases the accuracy significantly over the simple Euler extrapolation, but 
regrettably it is prone to stability problems (Acton, 1970). Even the more 
sophisticated fourth-order Milne method is subject to this problem, and one 
must use a higher order predictor-corrector involving substantial storage 
requirements for preceding timesteps of strain rate in order to avoid it 
entirely. The alternative is to limit the timestep, although this often requires 
more computation. Stability limits on At are given for a range of yield 
stress models by Zienkiewicz and Cormeau (1974). For linear viscoelasticity 
and no finite strength, these reduce to
At < ^  = 2r (4 .24)H
where r is the Maxwell time for the least viscous material in the structure. 
This can be a severe restriction if a substantial range of viscosities are 
represented and the behaviour of the moderately viscous component is of 
interest. In practice it places a limit on the range of viscosities used in the 
lower lithosphere and below which the inviscid assumption is made.
In some regions of some of the models to be described in chapters 5 and 
6, the material is fully viscoplastic, that is, it does not flow until a yield stress
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condition is satisfied at some point. After the yield strength is passed, the 
material flows in response to the total stress field with as low a viscosity as the 
timestep permits. The yield condition is that the maximum stress difference 
exceeds a depth-dependent yield stress
I crt- 0-3 I > <rc(z)
where <rc is prescribed by Byerlee’s law. The analysis which gives the above 
timestep condition assumes cc=0, and is not strictly valid for this plasticity 
potential. However, stability is retained if  equation 4.24 is satisfied, and this 
seems to accord with the experience of Zienkiewicz and Cormeau (1974) with 
non-associative plasticity.
Constitutive Relations
Constitutive relations used to specify creep behaviour in these models are derived 
from the linear viscoelastic constitutive relation 3.3 with the assumption of plane 
strain in the xz plane,
* i j  = U 2 r ((1  - 2" ) f i j  + -M c k « ij)  - ^ o-’ i j
eyy = exy = eyz =  ^
thus ^kk = exx + ezz
In the column vector notation in two dimensions,
& = De - u  cr* rj ~
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w h e r e
°  ~  ( ^ X X ’ ^ Z Z ’ ^ X z )
a n d 6 ~  ( 6x x » ez z » ex z )
I-»-
a n d D -  2fl 
1 -  2 v
V
[ o
an y  t ime t, th e re fo re ,
t
0- = De - r ü o-’dt 
J 0  V  ~
(4 .2 5 )
At this point it is necessary to consider the role of the out-of-plane normal 
stress (Tyy• In elastic plane strain, Cyy = Ko'xx+^zz)’ and it has no effect on the 
deformation in the xz plane. Once creep is permitted, neither of these statements 
is true. A property of Maxwell viscoelastic materials is that they relax toward a 
steady state in which stresses are hydrostatic, i.e.,
°yy = a\x  = °zz
and the effective Poisson’s ratio is 0.5, regardless of the initial elastic value. 
Moreover, cry y enters the two-dimensional constitutive relation through the 
deviatoric stress
a ’ = a
r
l
o (ffxx + ^yy +
( 4. 26)
It is necessary to know Oyy throughout the body at each timestep in order to 
calculate the creep strain correctly. I see no implicit way of doing this. Since 
loads may be added to the body at any timestep and each is initially supported 
by elastic stresses, characterized by the specified value of v, which relax 
independently (superposition principle), there can be no simple formula relating 
<jyy to the other stresses and elastic moduli at arbitrary position and time. Hence
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changes in Oyy must be calculated at each timestep and the total kept explicitly. 
This is relatively easy, since in plane strain the constitutive relation gives
öyy = v (öxx + ^zz) " (1 + r ^  yy
SO <Jyy(t+A t) = 0" y y ( t  ) + V (A(7XX + A(7ZZ )
t+A t
- (1 + ») ^  [  ff’yy d t (4 .27)
Hence we can now identify Dv and T in (4.19) to (4.23) as 
Dv = 2/d
and T(g;’) =
where <x’ is defined by 4.26, I is the identity matrix and (Tyy is accumulated as 
above. All of this procedure would work equally well for nonlinear 
viscoelasticity. While the superposition principle no longer applies, an implicit 
formula for Oyy in the deviatoric stress is even more unlikely.
These relations differ from those of Melosh and Raefsky (1980) who assume 
(Tyy = (o'xx+o'zz)/2 in calculating the deviatoric stresses. The differences between 
these two approaches and several other possible assumptions are displayed in 
figure 4.6 for a test problem consisting of a laterally constrained block in which 
elastic stresses due to gravity are relaxed by viscoelastic creep. Zero normal 
displacement is prescribed across the vertical sides and the base. With a vertical 
body force of -g in the z direction, the symmetry of the problem requires that 
exx=eyy=0 anc* so plane strain calculations in either xz or yz planes will give 
the stresses and displacements. The initial condition of elastic support of the 
body force is given by Jaeger and Cook (1976, p372):
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Figure 4.6
a) Element structure for test problem of creep relaxation of gravity loading 
stresses.
b) Normalized vertical displacement U = ^uz/pgz2 at a distance z above the 
base of the mesh as a function of time for the analytical solution and five 
numerical solutions differing in the way they handle the out-of-plane stress
O-yy.
Stress (MPa)
-100
-1 5 0
-1 0 0-2 0 0
Stress (MPa)
Figure 4.7
Topographie signatures of inplane stress. In the top figure, a 20 km thick elastic 
plate is subjected to 3 km of edge deflection due to a transverse load and then 
to varying levels of uniform plane stress from -200 MPa (compression) to 200 
MPa (tension). The vertical displacement effect at 0, 20, 40, 60 and 80 km 
from the plate edge is plotted against stress. In the lower figure the same edge 
deflection and inplane stress are applied to plates of varying thickness (5, 10, 15, 
20, 25 and 30 km) and the maximum vertical displacement is plotted against 
stress.
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Various beam meshes used in testing.
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where z=0 at the base o f the block. A ll shear components are zero. The time 
dependent problem is solved using Laplace transforms and is similar to an 
example given by Jaeger and Cook (1976, p325). The vertical displacement is
where
-3 A - 2 v  .  ^ .
uz -  4/Ä PSZ (1
T i = 3 (77; )  »I/M
2(1 - 2v ) - t / r  , .
3( 1 - 0  ’
The long-term state is hydrostatic and the asymptotic vertical displacement the 
same as that deduced from
ezz = ei i  = o-ü/3 k = -pgz/K  
where k is the bulk modulus.
Stresses and strains are linear functions of position in this problem, so a 
simple mesh using quadratic elements w ill suffice. I have used a 3x4 element 
mesh of rectangular elements (figure 4.6(a)) and consider five different formulae 
for o-yy (table 4.3).
4-38
Table 4.3: Defining formulae and initial stress relaxation constants
(r 1 (analytical) = 1.33).
Model Formula r ,  (Ma)
A eq u atio n  4.27 1.37
B O'yy = 0.5 (&XX + °z z ) 1.20
C °yy = v (°xx + °zz ) 1.54
D °yy = °xx 1.37
E oiib 2 .80
In figure 4.6(b) I have plotted the vertical displacement (normalized by /r/pgz2) 
against time for a body with ji = 1024 Pas, E = 1011 Pa and v = 0.3. Curve A 
results from the explicit formula 4.27 and is in excellent agreement with the 
analytical solution. Curve B results from the assumption of elastic
incompressibility in the y direction and underestimates the creep subsidence by 
35%. Curve C, resulting from continuous elastic support in the y direction, does 
not reach a steady state because stresses can never be fully hydrostatic. Curve D 
fits the analytical curve fortuitously because, in this problem, ax = ay at all 
times by symmetry. This is not generally the case in plane strain problems and 
in other examples this degeneracy would be removed. Finally, curve E results 
from setting Cyy to zero, and again hydrostasy cannot be achieved. Note that 
models B, C and E are not just solutions to plane strain problems with different 
boundary conditions on ayy. They are incorrect formulations - there is only one 
plane strain solution for this problem in an isotropic body. In a general plane 
strain problem, model D would also be wrong.
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4,4 Testing and Comparison
The test problem at the end of section 4.3 gives some confidence in the 
accuracy of the finite element code, but it is not a rigorous test as the strain is 
everywhere a linear function of position and this is easily accommodated by the 
quadratic elements. To test the model on a more complicated problem, I compare 
the finite element version of the deflection of an elastic plate with the analytical 
solutions through the inversion procedure described in section 4.2, thus testing all 
the mathematical tools against each other.
The first group of tests involves creating a range of analytical profiles using 
a set of parameters (D, P, N, M 0, z 0, sjj), storing the profiles to the nearest 
metre in depth, and using the inversion procedure to infer the governing 
parameters from them. The flexural rigidity D is chosen for a 20 km thick plate 
with E = 1011 Pa, v = 0.3 and the transverse load P is enough to cause about 
4 km deflection at the free end. The results of this are listed in table 4.4.
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Table 4.4 - Inference of various levels of inplane stress 
and maximum bending stress.
Misfit
m
D
1E22 Nm
P
1E12 N/m MPa MPa
ZO
m
SI
m/Mm
9-256 -3.000 0.00 0.00 0.0 0.0
0 .27 9.252 -3.001 1.58 -0.53 0.2 -0.3
9.256 -3.000 0.00 1 .00 0.0 0.0
0 .,27 9.254 -2.999 1.04 -0.70 -0.2 0.5
9-256 -3.000 0.00 10.00 0.0 0.0
0 .30 9.264 -2.998 -1 .07 8.96 -0.5 1.1
9-256 -3.000 0.00 100.00 0.0 0.0
0 .26 9.281 -2.998 -3.13 99.27 -0.5 1.4
9-256 -3.000 1 .00 0.00 0.0 0.0
0 .27 9.248 -3.000 2.70 -1 .35 -0.1 0.3
9-256 -3.000 10.00 0.00 0.0 0.0
0 .25 9-252 -2.999 10.44 -0.61 -0.3 0.6
9.256 -3.000 100.00 0.00 0.0 0.0
0 .29 9-252 -2.999 100.95 -1 .62 -0.2 0.5
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Of each pair of parameter sets, the first is the input set and the second is the 
inferred set. Rather than quote the moment and inplane stress I prefer to list 
the maximum bending stress, and average inplane stress, o^ , over a
uniform elastic plate and for this use a thickness of h = 20 km. The moments 
and inplane forces are given by
N = crjsj h
M o = h 2 / 6
It is apparent from this table that from metre accuracy data for perfectly elastic 
bending of a lithospheric plate, the governing parameters could be deduced quite 
accurately. The inplane and bending stresses are recovered to within 2 MPa. Of 
course, such data is not available and perfectly elastic bending is a fantasy, so 
this result is of limited value. It is worth noting at the same time that the 
bending moment and inplane force can be separately distinguished, at least under 
these favourable conditions. This is because they appear in different ways in the 
general solution (Appendix 2), and, although similar, their topographic signatures 
can be distinguished.
In another set of tests using analytically generated profiles (table 4.5) I 
apply several perturbations to the profiles to see what effect they have.
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Table 4.5 - Effect on parameter inference of several types 
of perturbing effect.
Misfit D
m 1E22 Nm
P
1E12 N/m MPa MPa
ZO
m
SI
m/Mm
Original profile
9.256 -3.000 100.00 100.00 0.0 0.0
0.26 9.263 -2.999 99.55 99.02 -0.3 1 .0
Vertical shift
9.256 -3.000 100.00 100.00 10.0 0.0
0.26 9.263 -2.999 99-55 99.02 9.7 1 .0
Linear slope
9-256 -3.000 100.00 100.00 0.0 10.0
0.25 9.268 -3.000 97.02 101.65 0.0 9-7
Foundation modulus 
9.256
change
-3.000 100.00 100.00 0.0 0.0
8.854 -2.869 95.65 95.65 0.0 0.0
0.28 8.886 -2.874 94.35 95.26 -0.2 0.4
Horizontal shift 1km
9.256 -3.000 100.00 100.00 0.0 0.0
0.26 9.263 -3.088 143.46 99.02 -0.3 1 .0
Off neutral plane 
9.256
10km
-3.000 100.00 100.00 0.0 0.0
0.33 9.389 -2.938 79-47 99.54 -1.6 4.1
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The first is a 10 metre d.c. vertical offset and this is picked up in z 0 to within 
1 m. The second is a 10 metre per 1000 km (10 m/Mm) linear slope which is 
picked up in sg to within 1 m/Mm. Next a different foundation modulus is 
used in the generation and interpretation stages. As noted in section 4.2, D, P, 
M 0 and N are all linearly dependent on Apg, so it is possible to predict the
effect this will have. The profile is generated using Ap = 2400 kg m-3 and
interpreted using Ap = 2300 kg m“ 3. The predicted values of inferred parameters 
are listed in the second line of this group and agree with the inferred values in 
the following line. This change, of the order of the uncertainty in Ap, leads to 
an error of ~5%.
The effect of a horizontal shift of the origin is interesting because the
location of a free edge is a fiction in the lithospheric context. Therefore I next 
impose a horizontal shift of the assumed point of application of P and M 0 by 
one kilometre down dip (away from the outer rise). The result is an increase of 
43 MPa in o^f, or 2.9x105 N in M 0 and a slight increase in P. This reflects
the change in boundary forces required to produce the deflection profile from
the new origin location. Other parameters are unaffected. Finally I have
investigated the possibility that the profile is affected by being measured at the 
surface of a plate ten or more kilometres above the neutral plane. The upper 
surface profile can easily be constructed from the neutral plane profile and the 
last entry in table 4.5 shows the inferred parameters from a surface profile 10
km above the neutral plane. The applied bending moment is reduced by 20%,
but the other parameters are not significantly affected.
Several of these effects can be deduced from the governing equations 
without much difficulty and are included here to confirm the reliability of the 
inversion procedure. Others, such as the off neutral plane effect, were looked at 
to see whether they would explain a systematic difference between the finite 
element prediction and the analytical result noticed in the next phase of testing.
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After ensuring that the finite element package successfully reproduced simple 
deformations and stresses in problems of uniform strain and bending of beams 
without foundation, it seemed appropriate to go on to test it against the 
analytical results developed in section 4.1.2.
This phase therefore involves generating deflection profiles using an elastic 
finite element model and deducing the governing parameters from them. Because 
thin plate bending involves only linear variation of strain through the thickness 
of the plate (to a good approximation) and the analytical solution assumes this, 
it is only necessary to use one layer of linear strain elements to reproduce the 
analytical results. Horizontal spacing of nodes needs to be significantly less than 
the flexural wavelength to get a reasonable fit to the damped sinusoidal variation 
of strain in that direction. A basic mesh consists of 25 elements 20 km square 
making up a 500 km segment of 20 km thick plate. Simple variants on the mesh 
include doubling and quadrupling the mesh density in the vertical and horizontal 
directions. The exponential damping of the undulations indicates that it is most 
important to have a fine mesh at the deflected edge, so meshes of exponentially 
increasing element length (as used by Carey and Dubois, 1981) were tested and 
found to give better accuracy for the same number of elements.
Normally, a two-dimensional finite element model would require at least two 
separate nodes fixed in different directions to prevent the solid body translations 
and rotations which would render the stiffness matrix singular. Since all the 
basal nodes are restrained by the foundation response, however, it is only 
necessary to fix one end node in the horizontal to stabilize the solution. The 
foundation response is applied in practice by adding yApgft to the diagonal 
elements of the stiffness matrix corresponding to the basal nodes. Here Ö is the 
length of the lower edge of the element and 7 is a factor ensuring consistent 
distribution of the constraint forces (1/6 for corner nodes and 2/3 for midside 
nodes).
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The stress free boundary condition on the non-deflected end of the beam is 
not ideal although it is found to cause negligible error. This was verified in two 
ways. The simpler one was to extend the mesh out to 1000 km and compare 
solutions to the same loading problem. This approach is only moving the problem 
farther out, and a more rigorous approach of adding an analytical boundary 
element was also taken. This involves applying reaction forces (stiffnesses) to the 
end nodes which reproduce the response of a semi-infinite plate model subject 
to the edge displacements occurring at the interface. This tests the finite element 
model in the region of major deformation while retaining a continuous plate out 
to infinity. Both of these enhancements produced distinct but minor 
improvements in the accuracy of inferred parameters.
I have not put numbers down for these variations because they are fairly 
minor and all reaffirm a systematic difference between the applied inplane stress 
and that inferred from the profiles. The difference, shown for a range of 
inplane stresses in figure 4.9(a), is an increase of 60-120 MPa (in the tensional 
direction) in the inferred inplane stress over the value actually applied (for the 
range of values of D and P used in table 4.6). A finite element lithosphere 
without inplane stress appears to be under -100 MPa of tension.
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Figure 4,9
(a) Inferred versus applied inplane stress for the finite element model of an 
isotropic beam of thickness 10, 20 and 30km. Other parameters are listed 
in table 4.6.
(b) Convergence of and crjsj inferred from finite element deflection profiles 
to the values actually applied (in these cases zero) as the anisotropy ratio 
r=E’/E=^VM is increased. Results are shown for two values of the vertical 
Poisson’s ratio v\
Table 4,6: Elastic bending parameters inferred from delflection profiles from an
isotropic finite element beam under a range of inplane loading 
stresses c rjsj0 . Az is the rms misfit to the finite element 
profiles. Underlined values at the head of flexural rigidity and 
transverse load columns are the input values. Loads are 
calculated so that edge deflection is -4km when 0^=0.  Acr is 
the mean difference between and 0n o.
a No
(MPa')
D
1022Nm
P
1012N/m MPa MPa
z o
m m/Mm
Az
m
h = 10km 1.16 -1.71
-400 1 .14 -1 .98 36 -325 26 -75 .99
-200 1 .14 -1 .88 -20 -132 19 -68 .66
-100 1. 14 -1 .84 -43 -34 15 -63 .53
0 1 .14 -1 .8 0 -63 64 10 -58 .43
100 1 . 14 -1 .78 -80 162 6 -52 .35
200 1 .14 -1 .76 -95 260 2 -46 .27
400 1 .14 -1 .7 2 -119 454 -6 -34 . 17
Arr = 63 .9
h = 20km 9.26 -2 .87
-400 9.33 -3 .14 -30 -322 23 7 . 13
-200 9.29 -3 .0 4 -62 -122 11 4 . 11
-100 9.28 -2 .9 9 -77 -22 5 3 .11
0 9.27 -2 .95 -89 78 0 2 . 10
100 9.25 -2 .91 -100 178 -6 1 . 10
200 9.24 -2 .88 -110 278 -12 0 . 10
400 9.22 -2 .81 -128 478 -24 -1 .09
A ct =  1 1 . 1
h = 30km 31.2 -3 .8 9
-400 31.5 -4 .23 -38 -287 36 2 .12
-200 31.4 -4 .0 9 -67 -88 18 2 .09
-100 31.4 -4 .03 -80 13 8 1 .08
0 31.3 -3 .9 7 -92 113 -1 1 .06
100 31.3 - 3 .9 2 -102 213 -10 1 .05
200 31.3 -3 .8 7 -112 313 -19 1 .04
400 31.2 -3 .7 8 -128 513 -37 1 .05
A ct =  112.6
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After testing an extensive range of possibilities I have found this 
discrepancy to be due to one of the simplifying assumptions of the analytical 
theory that is not used in the finite element model. In section 4.1.1 I listed the 
thin plate assumptions used to derive the stress-displacement relations 4.3 which 
are combined with the equilibrium condition to produce the plate bending 
equation. The way in which equations 4.3 are derived is described by Fung 
(1965, p456). Assumption 1 merely justifies the use of standard elastic 
constitutive relations. Assumptions 2 and 3 are used to invoke plane stress in the 
horizontal (xy) plane, which leads to the relations
UX,Z + UZ,X “ 0 (4 .29a)
uy , z  + uz , y  = 0 (4.29b)
uz , z  = "g (°xx + ayy) (4 . 29c )
where (ux,uy,uz) is the displacement of a point in the body. Kirchoff’s 
hypothesis (assumption 6) implies that horizontal stresses vary linearly through 
the plate, so the third of these equations can be integrated to give
uz = w( x , y ) + ^ ( a ( x , y ) z  - £ b ( x , y ) z 2 ) (4 .30)
If we now ignore the term in brackets on the right, the other two equations 
may be integrated to give
ux
uy
u( x . y)  + ^ ( x ’y) 
v ( x . y )  + ^ ( x ’y)
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where (u,v,w) is the displacement of the midplane of the plate (initially at z=0). 
These results with Hooke’s law lead to equations (4.3). However, ignoring the 
bracketed term in 4.30 is equivalent to ignoring the right-hand side of 4.29(c),
i.e., an assumption of plane strain in the xy plane. Fung justifies this a
posteriori, showing that it is a good approximation when w/h > y  where y  is
the ratio of the yield stress of the material to its Young’s modulus. For most 
materials y  ~ 10"3, although it may increase with confining pressure. Correction 
terms are of the order of
5 w ~ vyh
and, for a 20 km thick plate, may reach several tens of metres, which is 
approaching the inplane stress effect.
This is not the whole story, though, since the analytical-numerical
discrepancy persists even when i>=0 and the plane strain assumption is consistent 
with plane stress. From the above derivation, it is apparent that the 0-xz=OyZ=O 
condition is only used to justify the other plane strain relations 4.29 (a) and (b) 
and we have found that, if j'^ O, one aspect of the plane strain assumption leads 
to errors at nearly the required level. We may therefore come to suspect that a 
more general characteristic of analytical thin plate theory, its ignoring of vertical 
shear, may be responsible for the discrepancy.
To test these speculations, I extended the finite element model to allow for 
a constitutive law which has different elastic moduli in the z direction E’, 
/O to those in the horizontal directions (r, E). Such a material is only 
transversely isotropic and its constitutive relations are (Zienkiewicz, 1977, p 101)
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ex = erX/E  - »'ö'y/E - y’o^/E’
6y = -j'O'x/E + ery/E - v'(Jz/ E’ 
ez = - V x/E ’ - i»Vy/E* + crz/E ’
6xy = (7Xy/2/Z
exz = a\z /^ ^
6yz = ^yz/^M
where n = E/2(l+i'), but n' may be independent. If E V ’-*», these relations lead 
directly to equations (4.3) without the need for any ad hoc assumptions. The 
finite element code was set up to allow interactive selection of the ratios E’/E, 
/x’/M and v'/v which were used to construct the D matrix appropriate to a 
transversely isotropic material (Zienkiewicz, 1977). The results of a series of tests 
with increasing anisotropy ratio r=E’/E =^7^ are shown in figure 4.9 for a zero 
applied inplane stress a ^ 0. Convergence to the analytical values occurs to within 
numerical error around r=100. Values of 0 and v were tried for but its 
effect is minor. The improvement in inplane stress agreement when r=20 for a
range of plate thicknesses and applied inplane stresses may be seen in the 
comparison of tables 4.6 and 4.7. Agreement between finite element and 
analytical results for inplane stress is quantified by the mean inplane stress bias
over the range of ctn0,
Ao = (<7N-ctNo)
The fact that the thinnest plate requires higher r for good agreement is due to 
the relatively larger bending effect of inplane stress on a thin plate. The 20km 
plate shows best agreement when r=20 only because Young’s modulus is chosen
such that the right hand (non-loaded) end of the (finite) plate is at a node of 
the deflection for this thickness. It is clear, however, that the source of the
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discrepancy between the analytical and numerical results lies in the inaccuracies 
introduced by the analytical model assumptions.
This bias on the inferred inplane stress is inevitable in the analytical 
inference procedure, but it may be corrected for in analysis of profiles. The 
correction will depend on the inferred effective plate thickness and edge 
deflection, and this dependence is illustrated in table 4.8. The bias increases with 
plate thickness and edge deflection, although not strongly, and figure 4.9(a) 
shows that the variation with applied stress is negligible.
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Table 4.7: Elastic bending parameters inferred from deflection profiles of an
anisotropic plate with E’/E = /*’//* = 20, v ' / v  =1. Layout is as 
for table 4.6.
°No
(MPa'!
D
1022Nm
P
1012N/m MPa
°N
MPa
z o
m
SG
m/Mm
A x
m
h = 10km 1 . 16 -1.71
-400 1.13 -1 .98 219 -375 16 -82 1.00
-200 1.14 -1 .89 120 -178 14 -72 .69
-100 1.14 -1 .84 83 -79 12 -66 .56
0 1 .14 -1.81 52 21 11 -60 .46
100 1.14 -1 .78 25 120 10 -54 .37
200 1.14 -1 .75 2 218 8 -48 .30
400 1.14 -1.71 -34 414 6 -35 . 19
A ct = 20.0
h = 20km 9.26 -2 .87
-400 9.28 -3 .13 85 -399 -1 7 .11
-200 9.27 -3 .03 40 -198 -1 4 . 10
-100 9.26 -2 .99 21 -98 -1 3 .10
0 9.26 . -2 .95 4 -3 0 2 . 10
100 9.25 -2.91 -11 -103 -1 1 . 10
200 9.24 -2 .87 -26 -204 -1 0 . 10
400 9.24 -2.81 -50 -404 -1 -1 .09
A a  = 2.8
h = 30km 31.2 -3 .89
-400 31.3 -4 .22 67 -396 1 2 . 15
-200 31.3 -4 .08 29 -196 0 2 .11
-100 31.3 -4 .02 13 -96 0 2 .09
0 31.3 -3 .97 -2 4 -1 1 .09
100 31.3 -3.91 -15 104 -1 1 .07
200 31.3 -3 .86 -28 204 -1 1 .06
400 31.3 -3 .77 -50 404 -2 1 .05
A(T = 4
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Table 4,8: Mean inferred stress bias A<r (MPa) in the ±400 MPa range for 
several values of plate thickness and edge deflection.
W____ h = 1Okm h = 20 km h = 30
-3km 59.1 75.8 111.8
-4km 63.9 77.7 112.6
- 5km 70.5 80.5 114.4
Stress Distribution
To test the accuracy of the finite element model’s representation of the stress 
field, I have run a 5-layer bending model (5 elements through the plate 
thickness) and plotted the variation of axx and crz z  through the plate in figure 
4.10, with analytical curves for comparison. The variation of (Txx is close to 
linear, as implied by Kirchoff’s hypothesis, but shows a faint cubic component 
expected from thick plate theory. The variation of a z z  at two locations agrees 
with the expression given by Frederick (1956) from thick plate theory, although 
there are deviations consistent with the observation that Frederick’s formula 
(equation 6.2) combined with linear bending stresses do not provide a fully 
compatible strain field. This figure will be discussed further in section 6.2.
Summary
From these results, it is clear that for noise free data at metre level accuracy it
is possible to distinguish between the effect of a bending moment (i.e.,
uncertainty in the location of the notional free edge) and inplane stress in an
elastic plate to within a few MPa. At this level, edge loads and flexural
rigidities can be recovered to within one percent. The effect of uncertainty in 
Ap is predictable and proportional to the error in Ap. The finite element model
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Figure 4.10
Variation of (a) vertical stress azz and (b) horizontal stress axx through the 
thickness of a 5-layer elastic plate (squares) compared with analytical predictions 
(dashed lines). The vertical dimension is centred on the midplane and normalized 
by the thickness. <rxx is normalized by its maximum value, <rmax. &zz is 
normalized by the greatest normal stress applied to a surface, pmax (the upper 
surface in the case tested). Also shown are analytical estimates of azz when the 
normal stress on the upper surface, p ,,  is zero and when it is equal to the 
normal stress on the lower surface, p 2.
generates correct elastic deflection profiles using a small number of elements. 
Avoidance of one of the simplifying assumptions of the analytical theory points 
out a deficiency in the analytical result that leads to inferred inplane stresses of 
the order of 100 MPa more tensional than they really are. The models also 
reproduce the variation of stress through the plate predicted by analytical results 
to within the accuracy of the assumptions inherent in those results.
The accuracy and absence of noise and rheological complexities assumed in 
this section cannot be found in real profiles, and their effects on the accuracy 
of inference of plate bending parameters are considered in the next chapter.
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5. FLEXURE AND INPLANE FORCES NEAR SUBDUCTION ZONES
This chapter describes the use of the linearized inversion procedure described in 
chapter 4 to deduce parameters governing flexure from 21 profiles across Pacific 
subduction zones and from a range of synthetic profiles. The principal object is 
to determine the level at which inplane stress would be detectable in 
trench-outer rise structures in the presence of realistic noise and systematic 
effects. In attempting this, insight is gained into the accuracy of inference of all 
the parameters deduced from fitting of theoretical flexure models.
Bathymetric data from cruise records must be processed and corrected 
before flexural models are compared with it. The effects of inaccuracies in the 
corrections and of noise on the profiles are therefore evaluated as the corrections 
are applied. The synthetic profiles are generated using the finite element methods 
described in chapter 4. The models represent a plate with depth dependent 
strength envelope behaviour moving at a constant velocity towards the trench 
axis.
I have attempted to fit these profiles in two different ways. In one, I 
invert directly for the parameters D, P, M 0 and N of the strictly elastic bending 
formula (Appendix 2). This gives, among other things, estimates of the effective 
elastic thickness in the strict sense of the term. The other approach is to invert 
for the parameters a, ß, w 0 and wq of the general bending equation 4.11 which 
is valid for elastic and viscoelastic plates and provides a better fit to bending 
profiles for plates with depth dependent strength envelopes because the damping 
and flexural coefficients a  and ß are free to vary independently. Two other 
parameters considered are a d.c. offset z 0 which returns the mean seafloor depth 
prior to the major deflection, and in some cases a regional background slope sjj.
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In section 5.3 the corrected profiles are first fitted using four parameters: 
D, P, M and z 0. The inplane stress and background slope are assumed to be 
zero. It was found that if N was allowed to float, it quickly exceeded the elastic 
buckling limit, and the procedure failed. Setting sj to zero means that the 
various corrections are assumed to have removed all spurious tilt from the 
profile. Using different values of s jj will show how sensitive other parameters 
are to this assumption, so a second set of fits are obtained with s j allowed to 
find its preferred value. Later, in section 5.5, the profiles are fitted with the 
more general parameter set a, ß, w 0, wq, z 0 and sjj. Again, sg is constrained to 
be zero in one set of fits and free in the other. Differences between the best 
fit a and ß can be interpreted after the best-fitting parameters are obtained. 
Inevitably, more parameters make the fits better, but the worth of a new degree 
of freedom depends on its theoretical justification and on how much it improves 
the fit.
In summary, the two forms of analytical profile to which the data are 
fitted are the elastic model with zero inplane stress (the E fit)
w = e + kM0)cos(Xx) - s i n ( X x ) ) + z 0 + s fix
(5.1)
and the general model (the G fit)
-
w = e (w0 cos ( ßx)  + Wq s i n ( ßx ) )  + z 0 + s^x
(5.2)
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5.1 Background
The application of thin plate flexure theory to active subducting margins begins 
with the work of Gunn (1947). In a series of papers in the 1930’s and 40’s he 
had applied flexure theory to phenomena such as loading of the oceanic
lithosphere by volcanic islands and the structure and sediment loading of passive 
margins. He was struck by the juxtaposition of long linear ocean deeps, 
mountain chains and volcanic ranges along the west coast of Mexico and
attempted to explain his observations by a model in which the Pacific ocean
crust underthrust the American continent, anticipating plate tectonic models by a 
decade or more. In this and his previous flexural modelling he used a flexural 
parameter, X, of 8.4xi0-6 m-1 equivalent to a flexural rigidity of D~1024 Nm, 
typical of more recent estimates for continental lithosphere. He remarks of the 
deep sea trenches "There are ample observational data to show that these features 
are usually formed at right angles to a systematic compression in the lithosphere. 
The exact origin of this horizontal compression can not yet be definitely
established but its existence can hardly be doubted".
Vening Meinesz, another early exponent of flexure theory, principally in the
context of ocean island loads, showed that at the flexural wavelength
characteristic of the lithosphere, it is not necessary to consider the earth’s 
surface curvature in the analysis (Heiskanen and Vening Meinesz, 1958). Later, 
Walcott (1970) found from analysis of various loads including sedimentary basins 
and glacial lakes that there was a suggestion of viscoelastic relaxation in a lower 
apparent flexural rigidity under old loads than under young ones. Although this 
was to prompt much more work with non-elastic plate models, the details of 
this kind of behaviour are not yet clear.
A great burst of interest in flexural analysis of sea floor bathymetry in the
1970’s began with a paper by Hanks (1971) in which he attempted a detailed fit
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of a deflection profile across the Kuril trench-Hokkaido rise structure and 
concluded that a 1000 MPa inplane compression was required to explain the 
observed bathymetry. Similar conclusions were reached by Watts and Talwani 
(1974) and inplane compressions of over 1200 MPa were quoted. Watts and 
Talwani expressed reservations about these high levels of inplane compression 
both on rheological grounds and because they conflicted with observations of 
tensional focal mechanisms in the upper crust. Compressions of this magnitude 
would swamp the tensional fibre stresses produced seaward of the trench axis by 
downbending of the lithosphere. Resolution of this difficulty came when Parsons 
and Molnar (1976) looked into the effect of applying a bending moment as well 
as a vertical load to the edge of the plate. Hanks had noted that the application 
of a counter-clockwise moment at the origin reduces the required inplane 
compression, but felt that a substantial inplane compression was in agreement 
with seismic evidence. The effects of an inplane force N and a bending moment 
M at the trench axis are similar, and if M is treated as a free parameter in the 
analysis, the required N is greatly reduced without incurring bending stresses 
significantly larger than the -500 MPa previously inferred. The assumption in
the Hanks (1971) and Watts and Talwani (1974) studies - that the bending
moment is zero at the point of loading - is a special case with no clear
justification. Parsons and Molnar (1976) argued that a counter-clockwise moment 
should be expected from the structure of the subducted slab.
Since then, authors of papers on flexural modelling have generally made 
more guarded statements about levels of inplane stress. Caldwell et al. (1976) 
concluded from order of magnitude calculations that "even a large horizontal load 
will not have a strong effect on the deformation of the plate" and that the
inplane stress "cannot be determined from bathymetric profiles with any 
precision". For the purposes of determining the other bending parameters, the 
first statement is quite correct, but of the second it is pertinent to ask whether
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the inplane stress can be determined at all from such data. Even a determination 
of its sign would be a useful constraint on driving forces. Inplane stress is still 
in principle distinguishable from an applied bending moment because, unlike the 
latter, it has an effect on the wavelength and damping factor in the 
deformation.
Inplane stress has a more marked effect on the bending of plastic and 
viscoplastic plates than on purely elastic ones because plastic yielding and/or 
high strain rates produced in the region of maximum curvature can be magnified 
and extended by an inplane stress, giving rise to a sudden increase in slope in 
that region (a "hinge zone"). The observation of anomalously steep outer trench 
walls in some areas prompted the use of non-elastic models in which inplane 
stress was soon invoked. Turcotte et ai. (1978) developed an elastic-perfectly 
plastic model to explain several profiles which were not well explained by elastic 
models and deduced plastic yielding at 250-500 MPa from profiles across the 
Tonga and central Aleutian trenches. An extension of this analysis by McAdoo et 
al. (1978) incorporated inplane compression to explain bathymetry in the Kuril 
trench region using compressions of 250-500 MPa and yield stresses of 500-700 
MPa. It is an interesting commentary on the fitting process that one Kuril 
profile (KU3 in this study) found by Turcotte et al. to be in good agreement 
with the elastic profile is found by McAdoo et al. to require 250 MPa inplane 
compression and a 500 MPa yield stress.
That compression rather than tension is invoked here is probably a result of 
the authors’ expectations about the state of stress, since Bodine and Watts (1979) 
point out that models in which the yield stress is constant with depth display 
similar deformation effects under inplane tension and compression. This is 
because the first-order effect of plasticity on the deflection profile is the 
development of the hinge zone on the outer trench wall. The curvature in this 
region is magnified both by expansion of the region of plastic yielding near the
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surface of the plate by a tensional load and by the expansion of the yield 
region near the base of the plate by a compressional load. This increased 
curvature leads to a shorter damping length 1 / a  than flexural length l /ß  (i.e., 
a/ß > 1) in both cases. There are minor differences between the tensional and 
compressional cases, but Bodine and Watts consider that the difference is not 
distinguishable for the parameters appropriate to the lithosphere.
Thus far, all the modelling described has presupposed a lithospheric plate of 
constant thickness and uniform properties throughout. Although the rheology of 
the lithosphere is not well understood, we can be confident that it is nothing 
like that. The temperature, pressure and compositional dependence of the elastic 
moduli, ductility and failure strength of lithospheric materials has been briefly 
outlined in chapter 3. It is therefore remarkable that uniform elastic plate models 
of the bending of the lithosphere fit the observations as well as they do, and 
reflects the property of the bending of thin plates that the surface expression of 
the deformation is fairly insensitive to the actual distribution of stress through 
the plate. The resistance to bending forces may be specified by the single 
parameter D, the flexural rigidity, which is an integral of the strength through 
the thickness of the stress supporting layers. Nevertheless, some bending related 
phenomena such as seismicity are sensitive to the vertical distribution of 
strength, as is the magnitude of the maximum stress difference required by the 
model. For this reason and to give a more realistic picture of the state of stress 
associated with bending, strength envelope models have been investigated by 
Bodine and Watts (1979), Chappie and Forsyth (1979), Watts et al. (1980) and 
Bodine et al. (1981).
These models introduce depth-dependent lithospheric strength in different 
ways. They have in common the instantaneous plastic release of deviatoric 
stresses above a yield stress cr0 but differ in the depth dependence of a 0. 
Bodine and Watts (1979) took <j 0 to be linearly decreasing from about 560 MPa
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near the surface to 240 MPa near the base. Chappie and Forsyth (1979) used a 
two-layer model with a higher yield stress in the lower layer, opposite in sense 
from the Bodine and Watts model, reflecting the increase in strength with 
confining pressure rather than the decrease with increasing temperature. Their
preferred model consists of a 20km layer with cr0=100 MPa overlying a 30km
layer with (x0=600 MPa. The model structure used by Watts et al. (1980) and
Bodine et al. (1981) is essentially that of Goetze and Evans (1979) and takes an 
approach similar to that used in section 3.4. Byerlee’s law specifies maximum
stress differences limited by brittle failure in the upper crust and the Goetze 
(1978) olivine creep laws specify maximum stress differences supported by the 
lower crust at a particular strain rate and geotherm. In practice, most authors 
use a linear approximation to the depth variation of the ductile flow stress as 
the yield stress. I will refer to these as yield stress envelope (YSE) models. They 
are a particular class of strength envelope (SE) models in which the strength is 
specified at all depths by a plastic yield stress.
The manner in which rheological uncertainty impedes the inference of the 
regional stress state in the lithosphere is well illustrated by these models. As I 
have noted, both tension and compression produce increased curvature in a 
uniform yield stress plate. In the Chappie and Forsyth (1979) "weak on top" 
model, moderate compression reduces the curvature of the outer trench wall 
because the weak upper layer is failing under tension here due to the negative 
curvature. Tension increases the curvature by promoting failure in the weak 
layer. The Bodine and Watts (1979) model of decreasing yield stress with depth 
has exactly the opposite property. Here a regional tension will be most effective 
in reducing yielding in the weaker lower regions where negative curvature 
produces compression. Regional compression will promote this yielding and 
increase the curvature. Bodine and Watts find that regional inplane stress is 
required for the best fitting of their profiles, but that rheological uncertainty
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makes it difficult to be sure of its sign. They speculate that better constraints 
on the yield stress gradient might make an estimation of the sign of the regional 
stress possible, and opt for compression in the Izu-Bonin and southern Marianas 
trenches on the basis of geological and seismic arguments. Chappie and Forsyth 
find that they can fit most of their profiles by varying the yield stresses and 
layer thicknesses and that the sign of the regional stress depends on the choice 
of a zero regional stress profile which fixes the rheological structure. That is, in 
addition to the uncertainty over whether yielding in the upper or lower layer is 
more important, there is a zero point uncertainty. Inplane stress may vary from 
tension to compression along trench strike, but it may just as well be 
everywhere tensional or compressional with variations only of magnitude. The 
only remedy for this is to iimit the range of rheological structure from which 
models may be chosen. Chappie and Forsyth allowed considerable latitude in this 
range, but we are not yet in a position to apply very close constraints.
In their analysis using the rock mechanics based rheology, which has both 
weak upper and lower layers, Bodine et al., (1981) find that, although inplane 
compression had a greater effect, both tension and compression caused increased 
curvature on the outer trench wall. They do not attempt to distinguish the sign 
of inplane forces, but conclude that inplane stress variations no larger than 100 
MPa were required to explain the variation of deflection profiles along trenches.
Another approach to the analysis of oceanic flexure profiles taken by 
Goetze and Evans (1979), Watts et al. (1980) and McNutt and Menard (1982) has 
been to concentrate on the moment-curvature relation. This concept was 
mentioned in section 4.1.3 in connection with the development of elastic-plastic 
bending models. In the elastic theory, the bending moment is linearly related to 
the curvature all along the plate, in two dimensions
M = -Dw"
5-8
but if the material has a more complex rheology this linearity breaks down. 
Typically the material will fail in the high stress regions at the top and bottom 
of the plate as the curvature increases. The moment that the plate will support 
levels off with increasing curvature, approaching a maximum value characteristic 
of the particular strength envelope. Moment-curvature relations are illustrated in 
figure 5.1 for elastic, elastic-plastic and YSE models. The slope of each curve at 
any point is the effective flexural rigidity at that curvature for that material.
If deflection is wholly due to forces transmitted along the plate, the actual 
moment supported at any point can be calculated from statics by
- 0°
M(x0 ) = Apgw(x-x0 ) dx - Nw(x0 )
Jx0
Observed moments calculated from deflection profiles using this relation are free 
of rheological assumptions, but are sensitive to noise on the profiles through the 
moment integral, and generally require a knowledge of N. If x 0 is taken to be 
at a node of the deflection and an analytical fit to the deflection in ( x 0 ,oo) is 
used, these problems can be avoided, and observed moments in the range
(0.5-50)xl01 6 N are found. These moments must be supported by stresses within 
the plate. They therefore place lower limits on the strength of the lithosphere, 
although the form of depth-dependence in the strength envelope must be 
specified before these limits can be calculated. Goetze and Evans (1979), using
Byerlee’s law and laboratory creep laws for olivine, concluded that the observed 
moments could be supported by material that is consistent with laboratory data 
and which develops stresses of up to 200-300 MPa. Some constitutive laws and 
geotherms that implied a weaker lithosphere were not supported by their results.
The effect of an added inplane stress depends on the form of the strength
envelope. An example from McNutt and Menard (1982) is shown in figure 5.2.
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Figure 5.1
(a) Depth variation of stress difference in a flexed plate with purely elastic (A), 
elastic-perfectly plastic (B) and depth-dependent yield stress (C) 
characteristics. Dashed lines mark the yield stress envelope, curvature is 
negative (convex upward) and is the same in all three.
(b) Moment-curvature relations for these three models.
A ct (* 10s Pa)
2 0 - -
£h__ 0
2 0 - -
(km) 4(J
ELASTIC
(Th = - 2 0 0  MPa
°v°
CTV + 2 0 0  MPa
H r 4 0  KM 
TRENCH DATA 
> 80  MY.
-10x10■2 - 4  - 6  - 8
CURVATURE ( M ETERS'1 )
Figure 5.2 .
(from McNutt and Menard, 1982)
Distribution of stress differences for the bending of a plate with the yield 
envelope used by McNutt and Menard (1982) subject to an horizontal 
inplane tensional (above) and compressional (below) stress cr^ . Shaded and 
striped regions represent different curvatures (-9x10"7 m-1 and -5x10"8 m" 
respectively).
Moment-curvature relations calculated for the above model (tension positive) 
and for a 40 km thick elastic plate. Some observed values are also plotted. 
Filled circles indicate points considered more reliable, having been corrected 
for age and sediment variations, although point 10 seems to come from the 
corrected group as well.
Their strength envelope weakens towards both upper and lower boundaries, but, 
because it is significantly weaker in tension, the effect of inplane tension on the 
moment-curvature relation is more pronounced than the effect of compression. 
Lower strength in tension than in compression is characteristic of rock, and this 
is likely to be reflected throughout the brittle upper layers of the lithosphere, so 
the greater effect of inplane tension on plate curvature is to be expected in the 
earth. The comparison of observed and computed moments given by McNutt and 
Menard shows too much scatter to draw firm conclusions. Their identification of 
some points (filled circles) as more reliable than others seems to be rather 
eclectic. On one basis given in the text for this discrimination - that the curves 
from Caldwell et al. (1976) are the only ones corrected for sediment loading - 
points 1, 8 and 10 are in the reliable class and all the others, including most of 
those clustered around their theoretical curves, are the less reliable. The basis on 
which the outlying points 4, 7, 9 and 10 are marked as less reliable - proximity 
to the intersection of different trench systems - also applies to points 3, 5 and 
6. The outlying points seem to be devalued here and left out of later figures 
because they fail to conform to a convenient pattern. McNutt and Menard 
conclude that the strength envelope model is more successful in explaining the 
observed moment-curvature relationships because of its sensitivity to inplane 
forces, but that the scatter in the data precludes inference of the sign of the 
inplane stress at any particular point. In fact, the scatter in the data may simply 
be due to noise on the profiles, and it is not clear that inplane stresses need to 
be invoked at all.
All the calculations discussed so far presuppose that the deflection profiles 
of subducting plates are entirely due to stresses transmitted laterally through the 
stiff upper layer of the lithosphere. It must be pointed out that this view is not 
universally held. Another way of supporting an outer-rise is through dynamic 
forces generated by the "corner flow" motion of viscous material below the
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lithosphere. This mechanism was discussed by McKenzie (1977) and has been 
modelled by Melosh (1978) and Melosh and Raefsky (1980). It was noted in 
section 4.3 that the stress-strain rate formulation used by Melosh and Raefsky 
did not allow stress relaxation in the direction perpendicular to the plane of the 
two-dimensional model, but this probably has only a minor effect. Zhang et al. 
(1985) have made a critical assessment of viscous models of trench topography 
and find them to be in poor agreement with observations. Topography in these 
models is deduced from the normal stress at the upper surface of the viscous 
layer, and this is found to be very sensitive to the boundary conditions 
prescribed for the flow. Using observed topography and seismic data to define 
the flow pattern in the bending region, Zhang et al. find that the viscous 
stresses do not have a pattern which is related even qualitatively to the 
topography near trenches.
5.2 Preparation of Bathymetric Profiles
The trench-outer rise profiles used in this analysis were extracted from 
along-track cruise data obtained from the US National Geophysical and 
Solar-Terrestrial Data Centre (NGSDC). Their locations are shown on figure 5.3. 
21 profiles were initally extracted - from 12 Pacific cruises - on the basis of 
length perpendicular to trench strike (>500 km) and angle to trench strike 
(>60°). Some were found to be useless for interpretation because of large 
seamounts. The profiles are first projected perpendicular to the trench axis by 
using three representative points in the trench to define a small circle on the 
globe. The normal from a point to this circle gives its projected coordinate. The 
profiles must then be corrected for depth dependence of sound velocity, 
lithospheric cooling and sediment loading before they can be fitted to theoretical 
profiles. The importance of these corrections is evaluated in this section as well
5-11
ME
R&
A'I
 ü
hT
Pk
uE
G
I I
üW
452  ■
Figure 5.3
Distribution of bathymetric profiles used in this study, each identified by a 
three-character code. Numbered squares mark nearby DSDP drill holes used as a 
check on sediment depth and seafloor character.
as the effect of the presence of noise on the profiles.
5.2.1 Effect of Corrections
Sound Velocity Variations
The velocity of sound in seawater ranges from 1400 ms-1 to 1600 ms-1 and is 
a complicated function of temperature, salinity and pressure. In the relatively 
stable and uniform water masses below 3 km depth, the range is not so great, 
but there is still a ~17 ms-1 per kilometre pressure effect and some variation in 
the other parameters. If two-way travel times from echo soundings are not 
corrected for sound velocity variations, a significant depth dependent error is 
introduced into the bathymetry. Since we are concerned here with relative depths 
over a 3-10 km range, this error, a shallowing of several hundred metres in the 
trench, must be removed and the accuracy of the correction estimated.
From oceanographic observations, temperature and salinity can be obtained 
as a function of depth (e.g., Tchernia, 1980) and velocities can then be 
calculated from an equation of state based on laboratory work (e.g. Wilson, 
1960). The velocity relating one-way travel time, r , to depth, the sounding 
velocity, is then
d
v (d ) = —--------
fd dz
J o  v ( z )
Ideally, sounding velocities should be obtained regularly along a cruise track 
from conductivity-temperature-depth (CTD) probes. This information was not 
available for the cruises used, many of which predate such convenient sensing
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methods, and we must resort to the tables compiled by Matthews (1939) to 
provide approximate sounding velocities for different regions of the world ocean.
To check the accuracy of the correction, suppose that the true sounding 
velocity is vt(dt), a function of true depth. Then, noting that v is a slowly 
varying function of depth, the error in depth obtained using an approximate 
sounding velocity v(d) is
d -d t  = (v (d) - v t (d t ) )d t / v t (d t )
* (v (d t ) - v t (d t ) )d t /v t (d t )
A depth accuracy of Ad therefore requires a sounding velocity accuracy of 
Av = v - = Ad/r
Since we are only interested in the depth relative to an abyssal sea floor depth 
d^~3-5km we can ignore the effects of the more variable upper layers of the 
ocean and look at the error in relative depth, d =d-d^. A depth accuracy in d 
of 10m is then found to require a sounding velocity accuracy of
Av* = ———r- = 10d*/v*
( ^ - 7 a )
where is the travel time to depth d ^  and v* is the sounding velocity 
between d ^  and d. The depth interval of interest for deep-sea trench profiles is 
about 4km, so we require Av* < 4ms_1 over this range for a depth accuracy of 
10m.
Tests done on a few representative salinity-temperature-depth structures 
suggest that this accuracy is achievable in deep, cool, stable waters where 
pressure is the main controlling factor on sound velocity. It is assumed in this
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analysis that the velocity structure does not vary significantly along a profile. 
This is partially taken care of by the regional corrections in the Matthews tables 
but it remains a poorly founded assumption.
Lithospheric Cooling (Age Correction)
A component of the change in depth along the profile is due to the thermal 
contraction of aging lithosphere. Having nothing to do with the mechanical 
response to bending stresses, this must be estimated and removed. Parsons &
Sclater (1977) have shown that the age-depth relation for oceanic lithosphere can 
be fitted to within observational accuracy by
d ~ 6400 - 3200 e- t/64.8 metres
where t is in Ma and t > 20 Ma. This relation is used rather than the more 
common square root of age relation because it better represents lithosphere older 
than 70 Ma (into which range many of the profiles fall - see figure 5.9).
The significance of this correction is estimated by constructing artificial 
profiles with the age-depth effect added to simulate uncorrected data and
looking at the bending parameters inferred from such data. The effect is
parameterized by the age of the lithosphere at the trench axis and the apparent 
velocity vapp at which the lithosphere was moving normal to the present trench 
as it was created. "Apparent" is used here because lithosphere is not usually 
subducted perpendicular to the strike of magnetic anomalies. Apparent velocities 
along the profiles used fall in the range 2.4-7.5 cm/yr (table 5.1). Tests were 
initially run using vapp = ±1 and ±5, since the effect of cooling is most
pronounced at low velocities. The sign here is negative if the lithosphere is 
aging away from the trench and positive if it is aging towards the trench (as is
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Table 5.1
Bathymetry Profiles: Sources and characteristics
Profile Cruise Year V app
(cm/yr)
Vx
(cm/yr)
Reference 
Age (Myr)
AL1 Mukluk Leg 2 1957 9.2 6.2 44
AL2 Mukluk Leg 1 1957 5.4 6.5 56
AL3 Zetes Leg 2a 1966 -6.3 6.8 50
AL4 Conrad 1109 1967 -3.6 6.9 52
AL5 Conrad 1109 1967 -2.4 5.8 53
AL6 Zetes Leg 2b 1966 -2.8 2.8 56
KU1 Zetes Leg 2b 1966 -3.3 8.8 99
KU2 Conrad 1405 1971 -3.2 9.5 109
KU3 Zetes Leg 2b 1966 -4.0 9.0 114
KU4 Conrad 1405 1971 -4.0 8.7 115
KU5 Conrad 1405 1971 -3.8 8.4 114
KU6 Zetes Leg 2b 1966 -6.1 7.9 120
B01 Hunt Leg 3 1969 -10.8 9.5 147
BO 2 Hunt Leg 3 1969 -7.3 9.6 150
PH1 Antipode Leg 13 1971 3.4 9.8 63
PH2 Circe Leg 2 1968 4.4 9.8 65
MA1 Circe Leg 2 1968 180
MA2 Scan Leg 5 1969 180
TK1 Eltanin 31 1967 10.1 105
TK2 Eltanin 29 1967 9.1 125
CH1 Eltanin 29 1967 10.6 5.5 46
the case in simple models of sea floor spreading). About half of the real profiles 
fall into each category.
The effect of this correction on a deflection profile is shown in figure 5.4 
for vapp = ±1 cm/yr. In this figure the crust ages 50 Ma between the trench 
axis, where the reference age is taken, and the seaward end. Reference ages of 
40 and 60 Ma are not shown for vapp = 1 cm/yr because lithosphere younger 
than 20 Ma would be implied. The effect on the inferred parameters of varying 
vapp anc* reference age is displayed in table 5.2. It is most pronounced for 
young lithosphere and slow spreading (at the time of formation) lithosphere. It is 
not the linear component of the deepening that causes the problem, as that is 
isolated by the program; it is the change in the curvature near the trench axis 
that confuses the inference of D, P, M and N. In fact, representative values of 
D and P are only mildly affected by aging, up to 15 and 10 percent
respectively for vapp = -1 cm/yr and 40 Ma lithosphere in the trench. On the 
other hand, N and M are changed by several hundred MPa in the same case.
Lithospheric ages of >80 Ma and vapp = ±5 cm/yr are more appropriate to
the profiles to be interpreted later and here the aging effect is far less
pronounced. N and M are changed by about 10 MPa and the cooling is
principally reflected in the linear and constant terms. The effect on D, P, N 
and M is little more than the variability of the estimates in the absence of noise 
(see section 4.4) while for vapp = 10 cm/yr it is even less. Noting the apparent 
velocities in table 5.1, it appears that it is worthwhile but not critical to make 
this correction. Where magnetic anomaly fixes are available the correction can 
probably be done to better than 10% removing any significant effect. Where they 
are not, the crust is older than 100 Ma and the effect is at the 10 MPa level 
or less in N and M and negligible in D and P.
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Figure 5.4
The effect of age dependence of seafloor depth on deflection profiles for a 
slowly subducting plate (a) vapp = 1 cm/yr; (b) vapp = -1 cm/yr and crust of 
differing ages. The age of the crust at the trench axis in Ma is marked on the 
youngest and oldest profiles, others are spaced at 20 Ma intervals between them. 
All profiles are shifted to a common depth at the trench axis.
T ab le  5 .2  -  E f f e c t  o f  l i t h o s p h e r i c  c o o l in g  on p a ra m e te r  i n f e r e n c e
Age M i s f i t D P a M % ZO SI
Myr m 1E22 Nm 1E12 N/m MPa MPa m m/Mm
Uniform Age
.000 9 .256 - 3 .0 0 0 0 .0 0 0 .0 0 0 .0 0 .0
Vapp = Icm /y r
80 5 .334 11.742 - 2 .3 5 7 - 2 8 2 .3 7 -3 9 7 .6 6 - 2 4 0 .7 2629.1
100 3-952 11.001 -2 .5 3 5 -1 9 5 .4 2 -290 .01 -1 7 4 .2 1909.7
120 2.913 10.493 -2 .6 6 4 -1 3 7 .1 2 -2 1 1 .2 7 -1 2 6 .2 1387.6
HO 2.136 10.139 - 2 .7 5 6 - 9 7 .2 4 -153 .81 -91 .6 1008.6
160 1.566 9 .8 8 9 - 2 .8 2 3 -69 .21 -1 1 1 .9 9 -6 6 .5 7 3 3 .2
Vapp = -1 cra/yr
40 3 .116 10.695 - 2 .5 3 4 - 1 5 9 .4 7 - 2 8 9 .2 4 - 1 9 5 .4 -1 4 8 4 .9
60 2 .292 10.279 -2 .661 -1 1 2 .4 5 -2 1 0 .6 5 -1 4 2 .0 -1 0 8 0 .4
80 1.676 9 .9 8 9 - 2 .7 5 4 - 8 0 .1 7 -1 5 3 .3 5 -1 0 3 .2 -7 8 5 .9
100 1.227 9 .782 -2 .821 - 5 7 .2 4 -111 .65 - 7 5 .0 -571 .7
120 .895 9 .636 -2 .8 7 0 -4 1 .2 8 -8 1 .1 7 - 5 4 .5 - 4 1 5 .8
140 .655 9 .5 3 0 -2 .9 0 5 -2 9 .7 0 -5 9 .0 6 - 3 9 .6 - 3 0 2 .5
160 .475 9 .455 -2 .931 -2 1 .6 2 -4 2 .9 3 - 2 8 .8 -2 2 0 .0
Vapp = 5cm/yr
40 .265 9-360 -2 .9 6 8 - 1 1 .1 6 - 2 0 .5 9 - 1 2 .7 608.1
60 .191 9-332 - 2 .9 7 6 -8 .21 -1 4 .9 4 - 9 . 2 4 4 2 .3
80 .142 9.311 - 2 .9 8 3 - 5 .8 8 -1 0 .8 8 - 6 .7 321 .6
100 .104 9 .296 -2 .9 8 8 - 4 .3 0 - 7 .8 9 - 4 . 9 2 3 3 .9
120 .076 9-285 -2 .991 -2 .9 5 - 5 .8 2 - 3 .5 170.1
140 .055 9 .277 -2 .9 9 3 - 2 .1 9 -4 .21 - 2 .6 123 .7
160 .041 9.271 - 2 .9 9 5 -1 .60 - 3 .0 7 - 1 . 9 9 0 .0
Vapp = -5cm /y r
40 .207 9-340 -2 .9 7 3 - 9 .0 7 -1 6 .9 5 - 1 0 .7 -4 7 8 .0
60 .151 9 .317 -2 .9 8 0 - 6 .4 9 -1 2 .3 7 - 7 . 8 - 3 4 7 .6
80 .112 9 .3 0 0 -2 .9 8 6 - 4 .7 2 - 8 .9 5 - 5 . 7 - 2 5 2 .9
100 .081 9 .2 8 8 - 2 .9 9 0 - 3 .5 2 - 6 .4 8 -4 .1 -1 8 3 .9
120 .059 9 .279 - 2 .9 9 2 - 2 .4 7 -4 .7 6 - 3 . 0 -1 3 3 .7
140 .044 9 .273 - 2 .9 9 5 -1 .77 - 3 .4 7 - 2 . 2 - 9 7 .3
160 .033 9 .2 6 8 - 2 .9 9 6 -1 .32 - 2 .4 9 - 1 .6 - 7 0 .7
Vapp = 10cm/yr
40 .063 9 .280 - 2 .9 9 2 - 2 .5 6 - 4 .9 3 - 3 . 0 2 86 .2
60 .049 9 .273 -2 .9 9 4 -1 .87 - 3 .5 5 - 2 .2 208.1
80 .034 9 .269 - 2 .9 9 6 -1 .39 - 2 .6 0 - 1 .6 151 .4
100 .026 9 .265 -2 .9 9 7 - . 9 5 -1 .91 - 1 .2 110.1
120 .021 9 .262 - 2 .9 9 8 - .4 1 - 1 .4 8 - . 8 8 0 .0
140 .015 9 .260 -2 .9 9 9 - . 3 4 -1 .06 - . 6 5 8 .2
160 .012 9 .259 - 2 .9 9 9 - . 2 6 - . 8 0 - . 4 4 2 .3
Sediment Loading Correction
Pelagic sediment builds up very slowly on most abyssal sea floor. Figures of 
1-10 m/Ma are typical (Berger, 1974). Thus the bulk of the Pacific plate, 
bordered on most edges by deep trenches which divert and absorb most 
terrigenous sediments, is under no more than 500 metres of siliceous and 
calcareous ooze and red clay, and the lateral variation in thickness is small. 
Regions where this generalization does not hold include those of particularly
heavy terrigenous influx such as parts of the Aleutian arc and regions where 
major hotspot volcanism has provided a local source of ash and tuffaceous 
sandstone. Most Pacific crust therefore carries a relatively uniform sediment load 
into the vicinity of subduction zones and it is the more recent, seismically 
"transparent" upper layers of sediment that vary most in thickness.
In this study, sediment thicknesses are mostly taken from an isopach map 
compiled by Ludwig and Houtz (1979) from several decades of drilling and 
seismic profiling results in the Pacific basin and marginal basins. This shows 
thickness variations down to a scale of 40-50 km, which is as short as is needed 
for this purpose. Finer detail of load variations will be smoothed out by the
regional isostatic response to loading. In fact, too fine a detail in correction can
be counterproductive, since the shortest wavelength components, while not 
contributing significantly to the lateral variation of crustal subsidence, have filled 
in a large part of the rough basement topography long before the plate nears 
the trench and begins to bend. This provides a useful reference surface to 
observe the bending on and so substantially reduces the noise on the profiles.
Where possible, isopachs have been checked against DSDP drill holes and along 
track seismic profiles.
The usual correction for removal of laterally varying sediment thicknesses 
assumes that they are of sufficiently long wavelength to permit a local isostatic
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adjustment and the depth is increased by
ds = aS
where S is the point sediment thickness in metres and
q, _ Pm 'Ps 
Pm'Pw
Here, ps is the average sediment density, which increases with thickness due to 
compaction. ps(S) can be obtained from ocean drilling results, and the expression
ps = (1.59 + 2 . 8 2 7 x l0 '4S ) x l 0 3 kg n r 3
derived by Le Douran and Parsons (1982) seems to be valid up to the maximum 
thicknesses (-1000 m) encountered here (Crough, 1983).
For consistency with the phenomena being studied and because the 
wavelength o f sediment thickness variation is shorter rather than longer than the 
flexural wavelength (several hundred kilometres) the effect of sediment removal 
has here been calculated using the more accurate regional isostatic adjustment. 
The deflection of an unbroken plate under unit transverse point load at the 
origin is, from section 4.1.2,
G(x) = — —  e ^ , x , (cos X IxI  + s in  X | x | )
2Apg
The rebound, wr , after removal of the sediment load 
P( x )  = g (p s -pw)S
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is obtained by convolving it with G:
OO
wr (x) = f p (x ’ )G (x-x’ )d x ’
J -oo
and the depth correction is
ds = S(x) - wr(x)
This correction is calculated by numerical convolution using Ap=2.3xl03 kg m-3 
and a flexural rigidity of 102 3 Nm, typical of oceanic lithosphere, to calculate 
X.
The nature of these three bathymetry corrections can be seen in figure 5.5, 
where I have plotted the depth correction dw(x) which would be added to a 
hypothetical smooth profile. The sound velocity correction is proportional to 
depth, though not linearly, and varies with geographical location. The base level 
correction is unimportant but the variation down into the trench is not. Minor 
undulations in the correction near the trench reflect the linearity of Matthews 
zone table corrections over 200 metre depth intervals. The age correction in the 
example is for 50 Ma old lithosphere at the trench axis aging at 4 Ma/100km 
towards the trench (vapp = +2.5 cm/yr). A 100 km wide rectangular block of 
sediment 500 metres deep was assumed to be resting in the middle of the 
profile. This unrealistic sediment anomaly is chosen to show up the difference 
between local and regional isostatic adjustment. The correction is the sum of a 
-500 metre contribution from removing the sediments and a positive rebound 
contribution which is greater beneath the load in the local compensation case. 
The rebound outside the load in the regional compensation case produces a 
positive correction there. Sediment corrections on real profiles will not be as 
peculiar as this, but the same principles apply.
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5.2.2 The Effect of Topographic Noise
As far as model fitting is concerned, this is the most troublesome component of 
a lithospheric deflection profile. The rheological uncertainty is more fundamental, 
but the attempt to get even an effective set of elastic or viscoelastic bending 
parameters can be defeated by topographic noise. New oceanic crust is created 
not as a smooth volcanic flow but as a ragged, faulted and mountainous collage 
of basalt. With time, the effects of thermal contraction and sedimentation smooth 
the surface, but many peaks remain and are augmented by the effects of 
intraplate volcanism.
For the purposes of deflection modelling, the only important characteristic 
of the surface used for the study is that it should be flat-lying far from the 
subduction zone. The upper few kilometres of the crust are likely to be 
fractured and weak, so the actual rock surface is not important. Sediment fill in 
valleys often produces discontinuous flat-lying surfaces between protruding peaks 
that provide a continuous reference surface on which to observe deflections. The 
presence of this surface in some profiles substantially reduces the noise level. 
This is not the same as simply smoothing the data, which reduces the misfit 
without necessarily increasing the accuracy of the resulting parameters.
In order to estimate the effects of noise on parameter inference, I have 
done several numerical experiments in which short wavelength topographic noise 
is added to analytical profiles prior to inversion for the deflection parameters.
The distribution function used for the noise is not uniform because the
distribution of topographic noise on real profiles is not. Instead, it is strongly
biassed to the positive side with a concentration around zero due to the sediment 
fill in the depressions. Moreover, there is more low than high amplitude
topography. To model this, I use the modified logarithmic distribution shown in 
figure 5.6(a). This is derived by multiplying pairs of random variates which
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(a)
X ( K M )
X  ( K M )
Figure 5.6
(a) Distribution function for noise added to test profiles.
(b) Examples of noise augmented 100-point and 500-point profiles with 5=500 m.
Figure 5.7
Examples of depth corrections applied to the profiles. The sediment correction 
applied to AL1 is extreme because of the thick sediment wedge in the trench. 
Other profiles subject to more uniform corrections like that applied to KU4.
come from a distribution uniform on (-1,1) and setting all values less than -0.2 
to zero. This increases the concentration of points on the reference level and 
reduces the number and depth of valleys. The noise is then scaled to a range 
(-0.2 5,6) with the amplitude factor 5. Figure 5.6 shows 100- and 500-point 
noise-augmented profiles with 5=500m.
Three noise levels are used, characterized by 6 values of 5, 50 and 500 
metres. Since the disturbance caused by a particular noise level will depend on 
the number of points in a profile, I ran the experiment with both 100 and 500 
point profiles. For comparison, the bathymetric profiles studied in the next 
section contain 250-750 points. The same procedure is applied to both the E and 
G fits. The results of these experiments are listed in table 5.3 (for the E fits) 
and 5.4 (for the G fits). Each group of three lines under a subheading 
corresponds to the three noise levels tested, each of which leads to RMS misfits 
of -0.2 5.
Comparing the mean and standard error figures, it can be seen that the 
only mean parameter deviating from the true value by more than two standard
errors is z0. This is to be expected, since the added noise has a positive bias.
For the E fit (table 5.3), the standard deviations in the inferred inplane
stress levels are quite large. For example, the level of error to expect in the 
inferred inplane stress in an inversion of 500 profile points resulting in a 100m 
rms misfit is around 140 MPa. With fewer points or longer wavelength noise,
this error level goes up to several hundred MPa. If the noise level could be
reduced - by creating averaged composite profiles or looking at profile changes 
over time - to a level where the misfit was of the order of 10 metres, the 
estimation of N might be feasible. If inelastic deformation is occurring, however, 
the N inferred from current profiles using the elastic analysis will be 
meaningless. For these reasons, it is no great loss that N must, in practice, be 
set to zero in the E fits to get a stable fit (otherwise the buckling stress is
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Table 5 .3  -  E f f e c t  o f  noi se  on parameter i n fe r en ce :
E f i t s  - summary o f  100 r e a l i z a t i o n s
M i s f i t D P gm GN ZO SI
ra 1E22 Nm 1E12 N/m MPa MPa ra m/Mm
Noise f r e e  r e s u l t
.000 9.256 -3 .000 0.00 0.00 0.0 0.
500 p o i n t p r o f i l e s
Means
1.142 9.260 - 3 .0 0 0 - . 4 2 - . 0 8 .4 •
11.147 9.247 -3.001 1.57 - . 2 9 4.8
112.434 9.247 -2 .9 9 9 - 4 .2 9 3.30 48.1 - .
Standard d e v i a t i o n s
.051 .017 .002 2.78 1.40 .5 1.
.389 .147 .017 25.78 13.50 4.2 10.
4.396 1.526 .157 268.02 143.84 38.7 100.
Standard e r r o r  in the means
.0051 .0017 .0002 .278 .140 .05 •
.039 .015 .002 2.58 1.35 .4 1.
.440 .153 .016 26.80 14.38 3.9 10.
100 p o i n t p r o f i l e s
Means
1.083 9.256 - 3 .0 0 0 - . 0 8 - . 1 2 .5 .
10.993 9.294 -2 .9 9 7 - 6 .9 8 .75 4.5 .
109.358 9.735 -2.951 -62 .79 -12 .60 38.2 25.
Standard
.107
d e v i a t i o n s
.040 .005 6.53 2.99 1.1 2.
1.118 .371 • .041 58.05 28.81 10.1 26.
8.237 3.612 .379 619.48 330.27 91.3 233.
Standard
.0107
e r r o r  in the  means 
.0040 .0005 .653 .299 .11
.112 .037 .004 5.81 2.88 1.0 2.
.824 .361 .038 61.95 33.03 9.1 23.
o
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o
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in
 
o
 
o
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o
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usually exceeded).
If inelastic deformation is occurring, the state of inplane stress is jumbled 
up with the details of the inelastic behaviour. The G fits are then found to give 
a more accurate model of the surface deformation, and information on stress and 
deformation is principally contained in the relationships between the two 
wavelength parameters o r 1 and ß~1. Standard deviations of these parameters due 
to the presence of topographic noise (table 5.4) in the worst tabulated case 
(100m misfit, 100-point profile) is 5-6 km, which is generally less than the 
differences A=ß-1-a:-1 that will be found in the data. These figures are 
approximate, and their statistical context must be emphasized, but they give a 
better feel for the accuracy of inference than do the misfits alone, and will be 
useful in evaluating inferences from real profiles.
Several idealizations are made in this analysis. The noise distribution has 
only been roughly estimated, but more importantly it has been assumed to be 
independent. This results in a signal of limited wavelength range, centred on ~20 
km for the 100-point profiles and ~4 km for the 500-point profiles. The 
sensitivity we are looking at here is therefore only to short wavelength noise. 
Real topographic noise has a range of wavelengths, and this analysis should be 
repeated using a more realistic noise spectrum derived from abyssal bathymetry 
away from plate margins. With regard to the sampling density, increasing the 
number of data points on a profile will increase accuracy in some circumstances, 
but it is useless to sample hundreds of closely spaced points on top of 
seamounts in the hope of more accurate bending parameters. From the 
bathymetric profiles appearing later, it seems that half to one kilometre spacing 
is justified on some profiles; closer spacing would be unrewarding. Where 
topographic irregularities are removed, gaps are left in the data. Fitting curves 
passing through these regions are determined by profile information on either 
side of the gap, but where important information - such as a large portion of
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Table 5.4 - Effect of noise on parameter inference:
G fits - summary of 100 realizations
Misfit 1/AL
m km
Noise free result
.000 63.662
500 point profiles
1/BE wO wq
km m m
63.662 -4181.30 0.00
zO si
m m/Mm
0.0 0.0
Means
1.124 63.663 63.664 -4181.31 .14 .5 .0
11.170 63.640 63.632 -4180.77 -3.34 4.7 .0
111.272 63.794 63.872 -4171.74 4.57 42.5 14.7
Standard
.050
deviations
.044 .041 2.18 3.16 .4 1.0
.390 .309 .296 4.58 40.04 4.4 11.3
5.094 2.550 2.380 50.95 327.81 39.4 107.2
Standard
.0050
error in the 
.0044
means
.0041 .218 .316 .04 .10
.039 .031 .030 .46 4.00 .4 1.1
.509 .255 .238 5.10 32.78 3.9 10.7
100 point profiles
Means
1.090 63.671 63.671 -4181.30 1.01 .4 .1
10.950 63.766 63.743 -4181.00 12.22 3.3 3.9
107.823 62.780 63.555 -4172.42 -123.79 52.8 -16.3
Standard
.106
deviations
.073 .067 2.12 7.80 .8 2.1
.871 .683 .624 10.57 81.61 9.3 24.2
9.763 6.148 5.467 94.16 802.20 83.6 217.7
Standard 
• .0106
error in the 
.0073
means
.0067 .212 .780 .08 .21
.087 .068 .062 1.06 8.16 .9 2.4
.976 .615 .547 9.42 80.22 8.4 21.8
the outer rise - has been lost, some of the governing parameters are very poorly
determined.
5.2.3 Correction of Profiles
Sound velocity corrections are applied to all points on the basis of latitude, 
longitude and approximate depth using the Matthews zone tables (Matthews, 
1939). Where these tables do not give corrections to sufficient depth (some zones 
are only quoted to 5 km) they are extrapolated using Wilson’s equation (Wilson, 
1960) assuming constant temperature and salinity. The depth is then corrected to 
the age of the lithosphere at the trench axis (the reference age in table 5.1). 
Some of the profiles cannot be confidently dated because they cross magnetic 
quiet zones (Marianas and Tonga-Kermadec profiles). Extrapolation from the 
nearest datable sections of sea floor indicate that the age correction is likely to 
be negligible and none is applied. The absolute accuracy of dating of magnetic 
anomalies in the 30-80 Ma range seems to be about ±1 Ma, judging from the 
consistency between various estimates (McDougall, 1985), but using the same 
criterion the tolerance on ages greater than 100 Ma seems to be more like ±5 
Ma (Harland et al., 1982; Larson and Hilde, 1975; Cande et ah, 1978). Sediment 
thicknesses are applied from isopach maps of Ludwig and Houtz (1979). Details 
of particular regions are described below.
Aleutian Trench (6 profiles)
All these profiles cross readily datable oceanic crust (Hayes and Pitman, 1970) 
and ages fall in the 45-60 Ma range near the trench. AL1 and AL2 cross 
lithosphere created at the Pacific-Farallon spreading centre which ages toward 
the trench. AL3 and AL4 cut across the magnetic bight associated with the
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Kula-Pacific-Farallon triple junction and AL5 and AL6 are farther west on
lithosphere created at the Kula spreading ridge. In these four profiles, the 
lithosphere is aging away from the trench. The deepest sediment of all the
profiles (-800 metres) occurs on AL1 and most of the others have substantial 
sediment corrections in places. AL4 has previously been fitted by Watts and
Talwani (1974) with an elastic model which did not incorporate a bending 
moment at the trench axis.
Kuril Trench (6 profiles’)
This region has been a frequent focus for deflection modelling since the work 
of Hanks (1971). The well-developed outer rise (the Hokkaido rise) makes it a 
popular candidate for bathymetric expression of inplane compressional stress 
normal to the trench. The profiles are again readily datable (Hilde et al., 1976) 
and show ages of 100-120 Ma near the trench. In all profiles, the lithosphere 
ages away from the trench. Sediment thicknesses range from 200 to 500 metres, 
slightly less than for the Aleutian profiles and more uniform. The northernmost 
profile, KU1, is well south of the thick Meiji sediment tongue and the Emperor 
seamount chain, and all the profiles are free of large seamounts. All were used 
in the elastic-plastic plate model study of McAdoo et al. (1978).
Bonin Trench (2 profiles)
These profiles cross a region of Mesozoic crust with ages around 150 Ma (Hilde 
et al., 1976) at the trench axis and some along track discontinuities where they 
appear to cross old transform faults. B02 is a relatively clean profiles with little 
sediment (-100m thickening to 300m in the trench) and no large seamounts. 
BOl, on the other hand, is marred by two large seamount peaks which appear
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to cause a flexural signal themselves. The sediment thickness is greater on this 
profile, too, reaching 700m in the trench.
Phillipine Trench (2 profiles)
Magnetic anomalies in the West Phillipine basin have been subject to two 
interpretations, one involving a trapped limb of a Mesozoic spreading system and 
the other a two limb spreading system of early Tertiary age (Watts et al., 1977). 
The concensus on the basis of heat flow, seismic and gravity data seems to be 
that the basin formed by early Tertiary spreading about the central basin fault 
(Louden, 1976, 1980; Horai, 1982) at about 4.4 cm/yr. For the lithosphere 
subducting at the southern tip of Mindanao, where the profiles cross the trench, 
this implies a lithospheric age of 65 Ma. Since there are no clearly indentified 
magnetic anomalies along the two ship tracks, these figures have been used to 
correct the bathymetry for aging.
Marianas Trench (2 profiles)
These profiles cross the oldest known oceanic crust. Although there are no 
accurate age fixes because the area is in the Mesozoic quiet zone, it is clearly 
older than anomaly M29 (165 Ma), which is seen bordering the region, and 
extrapolation from the nearest datable segments indicates that the lithosphere at 
the trench is up to 200 Ma old. A value of 180 ±20 Ma is adopted to cover the 
possible range. Lithosphere in these nearby regions has an apparent spreading 
velocity perpendicular to the strike of magnetic anomalies of ~5 cm/yr, and the 
profiles run at a very shallow angle to the strike of the anomalies so that the 
lithosphere under the profiles is not only extremely old but probably does not 
vary in age by more than ~5 Ma along track. Reference to table 5.2 shows that
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the age correction would not affect the inferred inplane stress by more than ~1 
MPa, and so no correction was applied. Younger crust associated with the 
Caroline spreading ridge is subducting further southwest of these profiles, but 
the antiquity of the crust under the profiles is confirmed by the layers of 
Cretaceous chert which stopped drilling in several of the nearby DSDP holes and 
the quite different sediment lithology on the younger crust.
Tonga-Kermadec Trench (2 profiles)
The lithosphere being subducted in this area is in the Cretaceous magnetic quiet 
zone, so no exact anomaly fixes are available. Anomaly lineations from
surrounding areas suggest that the crust ages toward the trench at 1.6-2.5 
Ma/100 km (vapp = 4-6 cm/yr) and that the age of the lithosphere at the 
trench axis is 90-120 Ma, consistent with the quiet zone age. These figures are
used for both profiles. Although they are not very accurate, this is not critical
for an old and fast-moving plate. The sea floor of profile TK2 is covered with 
-100-200 m of sediment of which a substantial fraction is tuffaceous material 
believed to be associated with the formation of the Louisville Ridge which it 
crosses (Burns and Andrews, 1973). The isopach maps of Ludwig and Houtz
(1979) and Packham and Schneider (1983) indicate variations of sediment 
thickness between 100 and 200 m for TK2 and less than 100 m variation along 
TK1 at the northern end of the trench, further away from the Louisville ridge. 
TK2 was difficult to interpret because of the topographic signal of the Louisville 
Ridge which had to be excised before fitting.
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Chile Trench (1 profile)
This profile is almost exactly east-west across the main sediment-free province 
of the Chile trench (Hayes, 1966). Tectonically it crosses the central Chile
division of the trench which has a long shallow dipping slab extending for many 
hundreds of kilometres inland beneath the South American continent (Isacks and 
Barazangi, 1977). It is an example of very shallow angle subduction with almost 
no associated volcanism and is an end member in the Uyeda and Kanamori 
(1979) classification of subduction zone types. Sediment is everywhere less than 
100m and no correction is applied.
5.3 Elastic Interpretation
The first step in fitting curves to the profiles is to remove any exceptionally 
large isolated seamounts which may unduly affect the fit. Segments removed 
from profiles in this winnowing are marked with horizontal bars in figure 5.8.
In four cases (ALI, AL6, PH2 and TK2) this leads to substantial loss of the 
outer rise region so that the fit of these profiles will be controlled by the fit to 
the trench wall. These fits are generally unsatisfactory, probably due in part to 
the residual effect of the moat around the large seamounts. Smaller seamounts 
removed from other profiles do not show a detectable moat, and the effect of 
moats at the far seaward end of the profile (e.g., BOl) is less critical.
For each fit discussed, there is a table entry - such as in table 5.6 for E 
fits or 5.8 for G fits - and for most there is a plot of the profile with the fit 
superimposed in Appendix 4. These plots are all to the same scale, but the 
vertical axes are sometimes shifted to centre the profile in its panel. The
number of points marked on the panel includes those (up to 200 in some cases)
that were cut from the profile before fitting.
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Figure 5.8
Corrected profiles projected perpendicular to trench strike. Squares mark each 
100th point away from the trench. Horizontal bars mark segments excised from 
the profiles to stabilize the fitting process. Named bathymetric features are 
marked.
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Figure 5.8 (continued)
Corrected profiles projected perpendicular to trench strike. Squares mark each 
100th point away from the trench. Horizontal bars mark segments excised from 
the profiles to stabilize the fitting process. Named bathymetric features are 
marked.
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Figure 5.8 (continued)
Corrected profiles projected perpendicular to trench strike. Squares mark each 
100th point away from the trench. Horizontal bars mark segments excised from 
the profiles to stabilize the fitting process. Named bathymetric features are 
marked.
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Figure 5.8 (continued)
Corrected profiles projected perpendicular to trench strike. Squares mark each 
100th point away from the trench. Horizontal bars mark segments excised from 
the profiles to stabilize the fitting process. Named bathymetric features are 
marked.
In the tables, I list under each profile code the RMS misfit of the data 
(with large seamounts removed) to the best fit profile. Then come the six basic 
parameters of the fit. In the case of the G fits, the flexural rigidity, D, is not 
a basic parameter, so it is listed next. The same parameter sequence then follows 
in both tables (see figure 4.1 for illustration). First is the effective thickness, h, 
then the distance x^ from the first node of the deflection seaward of the trench 
to the outer rise maximum, and then the outer rise height w^. Then comes x 1, 
the distance from the trenchward edge of the profile (where P and M are 
calculated in the E fits and w 0 is measured in the G fits) to the first node 
(zero) of the deflection. The last two derived parameters are the moment M 1 
and curvature K , calculated at x=x, and used in the moment versus curvature 
plots. Most of these are direct geometrical properties of the fit defined by the 
basic parameters. The only exceptions are D and h in the case of the G fits. 
These are derived from a and ß in the same way they would be derived for an 
elastic or viscoelastic plate, i.e.,
D = Apg/ (a2+ß2) 2 
h = ( l2 ( l-y 2)D/E)1/ 3
but since, in most cases, the inferred ot/ß is unobtainable in the elastic model 
because of the buckling limit, I prefer to drop the term "elastic" and refer to h 
simply as an effective thickness in this case.
Finally I note for later reference other published studies of several of the 
profiles used here:
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Table 5.5
Reference______________
Watts and Talwani (1974) 
Caldwell et al. (1976) 
Turcotte et al. (1978) 
McAdoo et al. (1978)
Bodine et al. (1981)
Profiles__________
AL4, KU4 
KU3, B02 
KU3, MA2 
KU1, KU2, KU3, 
KU4, KU5, KU6 
CHI
Zero Slope Analyses
The simplest model fitted to the profiles is that of an elastic plate with zero 
inplane force and zero background slope, that is, N and S jj are constrained to
be zero in the fitting. Choosing zero slope is equivalent to assuming that all the 
corrections have been correctly applied, topographic noise does not tilt the
profile, and the profile is entirely due to the plate loading invoked in the 
bending model. The consequences of relaxing this condition will be considered
later. Profile fits with these conditions are shown in Appendix 4(a) and the 
fitting parameters are listed in table 5.6.
Because the profiles are fitted in a least squares sense, the best fit curve
for the noisier profiles sometimes seems to the eye to be too high. This could 
be remedied by changing the vertical offset z 0 slightly in the diagrams, but the 
information on the bending parameters contained in the profiles is taken from 
the best fit, so I have left them unaltered. Where elastic fits to some of these 
profiles have been done by eye (see table 5.5), the results generally agree with 
table 5.6. For example, with the units and conventions used here, Caldwell et al.
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(1976) quote D=1.2xl02 3 Nm, P=-0.98xl01 2 N/m and M ^ O ^ x lO 1 7 N for the 
profile B02, in excellent agreement with the present result. The MA2 fit 
indicates a slightly weaker plate than the D=1.4xl0 2 3 Nm deduced for it by 
Turcotte et al. (1978), while the KU3 fit indicates a slightly stronger plate than 
their value of D=3.87xl022 Nm, but close to the Turcotte et al. value of 5x1022 
Nm. Since these two are both elastic fits of KU3 done to the same profile by 
the same authors, the difference between the results probably reflects the 
repeatability of the visual fit.
A comparison of the loading parameters P and M 0 for the range of profiles 
shows that, while both are usually negative, they are each occasionally positive, 
though never simultaneously. This merely reflects the position of the first node 
of the deflection with respect to the assumed point of loading (the trench edge).
The signs can be seen to depend on whether x 1 is less than x^, greater than x^
or greater than 2x^. To compare the implied loads, they must be extrapolated to
equivalent points along the plate, such as the point x= x 1- 2 xj3 where the moment
is zero.
Several of the profiles are clearly too noisy to give a reasonable fit to the 
outer rise. PHI shows no discernible outer rise, perhaps because of the small 
seamount at the top of the trench wall, and it proved very difficult to get a fit 
to what appears to be the outer rise structure on TK2, partly because of the 
extra bulge between 250 and 350 km from the trench axis. In these cases, as in 
those with larger seamounts obstructing the interpretation, the best fits tend to 
be dominated by the slope of the outer trench wall. In the elastic profile fits, 
this usually leads to a predicted outer rise larger than that observed. In the case 
of PHI, this is complicated by deep grabens on the outer trench wall (which 
look like seamounts in the vertically exaggerated panels of figure 5.8). AL3 has 
similar problems but does show a clear outer rise, as do the otherwise noisy 
KU2 and BOI. CHI is also very noisy, with a very faint outer rise signal, but
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is included in later compilations as the best example of younger oceanic crust 
and because it has been used in Bodine et al.’s (1981) study.
In figure 5.9, the base level depths (z0) from these fits are plotted with the 
assumed depth-age relation used for along-track age corrections. As the scatter 
of the Pacific basin points is no greater than on the more extensive compilation 
used by Parsons and Sclater (1977) to derive the relation, it is an adequate fit. 
The two Philippine profiles are deeper than expected by nearly a kilometre. The 
anomalous depth of the Philippine Sea has been noted before (e.g., Louden, 
1976) and is tentatively ascribed to a dynamical effect of the subducted Pacific 
plate beneath it (Davies, 1981).
Another test of the fits is to look at the relationship between inferred 
effective elastic thickness, h, and plate age at the trench. If plate strength is 
dominantly temperature controlled and there are no effects biassing h, it should 
- according to current plate-cooling models - increase roughly as the square root 
of plate age. Such a relationship is found by Watts et al. (1980) in compilations 
of effective elastic thicknesses from a range of different model fits of seamount 
loading, subduction and spreading ridge bathymetries. The trend is clear, 
although the scatter is wide and it is not easy to place close bounds on the 
isotherm corresponding to the base of the effectively elastic layer in which 
bending stresses are supported. If the lithosphere has a strong core layer and 
weakens towards the surface and towards the mantle, this is no great loss as the 
particular isotherm corresponding to h is of no unique significance.
In figure 5.10(a), the h versus age trend from the first set of elastic fits 
shows considerable scatter. Several outliers aggravate this, in particular AL3, 
KU2 and KU5, which indicate very thick plate, and KU1, which indicates a 
thin plate compared to the rest. AL3 has a particularly large graben on the 
trench wall which may affect the fit, and also has a noticeable residual 
background slope. KU2 is the noisiest of the Kuril profiles and has deep hörst
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Figure 5.10
Effective elastic thickness versus reference age from (a) zero slope and (b) free 
slope E fits. Symbol codes are the same as in figure 5.9. Stars represent 
composite profiles.
and graben structures at the back of the outer rise which seem to exaggerate the 
flexural wavelength. KU5 and KU6 do not seem to be very convincing fits, and 
it is found that they can be significantly improved by allowing the background 
slope to find its own value in the analysis.
Apart from these outliers, the effective elastic thicknesses display a mild 
tendency to increase with plate age, approximately following the 300 °C isotherm 
depth but widely scattered. The trend is distinctly cooler than the 300-600 °C 
range found by Watts et al. (1980) using the same value of E (unlike later 
compilations, which frequently use 6.5x1010 Pa). The difference in Poisson’s 
ratio (0.25 against 0.3) would produce only 1% change in h. To make a 
comprehensive argument that the Watts et al. curve is biassed towards high 
temperatures requires analysis of several different lithospheric phenomena, which 
is out of place here. As far as the subduction zone points are concerned, 
however, the ones which have the greatest "effective elastic thickness" for their 
age in the Watts et al. (1980) and later compilations (points 4(b), (c), (e) and 8 
in their figure 1) are obtained not from elastic fits but from the model of a 
uniform elastic-perfectly plastic plate which always gives a significantly greater 
plate thickness than the elastic model. For example the KU3 profile, which 
indicates an EET of 18.2 km here - in agreement with the elastic fits of 
Caldwell et al. (1976) and Turcotte et al. (1978) - is interpreted with the 
elastic-perfectly plastic model by McAdoo et al. (1978) and found to require a 
plate thickness of 32 km. What we have here are two quite different effective 
parameters of the lithosphere which should not be expected to correspond to the 
same geotherm depth.
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Free Slope Analyses
Some of the profiles which gave seemingly anomalous results in the first set of 
fits were observed to have significant residual background slope, indicating 
perhaps that the corrections applied to the profiles were not right, or that a 
regional background slope of unknown origin is present. Although the ages of 
most of the profiles are known to within ±5 Ma, and the relative ages along
profile tracks are probably an order of magnitude better (Harland et al., 1982), 
it does not follow that the depth correction for age is similarly accurate. The 
possibility of thermal rejuvenation of patches of oceanic crust is strong, and the 
deviation of old ocean bathymetry from model predictions (e.g., Parsons and
Sclater, 1977) may reflect this. We would not necessarily recognise areas w'here
mild thermal perturbations have occurred in the distant past and have reset the 
local thermal component of bathymetry. Moreover, there is no guarantee that 
thermal and sediment effects are the only contributions to the long wavelength 
variations in bathymetry apart from the flexure we are modelling. A dynamical 
effect of mantle circulation is one other possibility.
For these reasons, fits have been attempted in which a linear background 
slope is allowed to find its preferred value. The results are summarized in table
5.7 and the fits are displayed in Appendix 4(b). Because I have specifically
chosen profiles which are at least 500 km and usually 600-1000 km long 
perpendicular to the trench, this extra parameter does not lead to the wild 
fluctuations in other parameters that might be expected if shorter segments were 
used. Some of the fits, such as the Bonin and Marianas profiles, AL5 and CHI, 
are only slightly affected, with less than 2 km change in h. On the other hand, 
the anomalously high values of h derived from AL3 and KU5 are reduced from
32.7 and 31.8 km to 19.1 and 17.7 km respectively, although the two other 
major outliers, KU1 and KU2, are not strongly affected. The resulting h versus
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age plot is shown in figure 5.10(b).
Although the more extreme outliers have moved into the central grouping, 
the general scatter of this grouping is not improved. Two outliers remain 
unaffected. These are the anomalously thick value for KU2 and the anomalously 
thin value for KU1. KU2 is a deeply-cut profile and it is possible that the 
raised blocks at the back of the outer rise are pre-flexure topographic features 
which exaggerate the outer rise wavelength. KU1 intersects the Kuril trench 
close to its intersection with the Aleutian trench, where the assumption of 
two-dimensionality made in the analysis is weakest. Again, the inferred elastic 
thicknesses are scattered about the 300°C isotherm.
Moment-Curvature Relations
The moment-curvature relations for the zero slope and free slope fits are plotted 
in figure 5.11 (a) and (b). Allowing the slope to vary again reduces the scatter 
of major outliers and usually reduces the inferred moment, but does not cause 
much simplification in the distribution of the central points. In fact, it is only 
under special circumstances that we could expect to see any simple trend in such 
a plot. A varying edge load on a plate will produce a relation such as those in 
figure 5.1 only if there is no change in thickness or inplane stress. Grouping 
data from plates of widely varying ages or inplane loads will promote scatter in 
such diagrams. In these plots I have distinguished the younger lithosphere of the 
Chile and Aleutian trenches (51 ±5 Ma) from the older (>100 Ma) lithosphere of 
the Kuril, Bonin and Marianas trenches. While the younger points are suggestive 
of weaker lithosphere, particularly for the free slope fits, there is little more 
coherence within the two age groups than between them.
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(a) zero slope
m > 10011a.
•  ~  60Ma 
"ft Composite
cu rva tu re  (10 7m  1 )
(b) free  slope
■ > 100Ma 
•  ~  50Ma 
if Composite
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cu rva tu re  (10 7m  1 )
Figure 5.11
Bending moment versus plate curvature at the first node of the deflection 
seaward of the trench axis (x=x1) from (a) zero slope and (b) free slope E fits. 
Circles mark young (50±5 Ma) profiles in the Chile and Aleutian trenches, 
squares mark old (>100 Ma) profiles in the Kuril, Bonin and Marianas trenches, 
and stars mark composite profiles. Theoretical elastic plate relations for two 
values of flexural rigidity are superimposed. Error bars on composite profiles 
reflect ±250 m/Mm variation in background slope.
Background Slope Uncertainty
Because the choice of background slope affects the inferred parameters markedly 
on some profiles, I have tested more systematically the sensitivity of some of the 
inferred parameters to the slope. For each of the three composite profiles KUC, 
BOC and MAC, I fix the slope at values ranging from -250 m/Mm to 250
m/Mm and find the best E fit for this slope. The range of this slope variation 
is not large (0.5 in 1000) and is within the range of background slopes found in 
the free slope fits. More importantly, it is within the range of residual slopes
found across abyssal ocean floor after best fit thermal contraction signal has 
been removed (Schroeder, 1984). It may, therefore, be argued that this is the 
best tolerance to which the background slope can be specified at present, bearing 
in mind the possibility of interference from other long wavelength signals. The 
variations within this range of slope of the RMS misfit, effective elastic
thickness, and moment and curvature at x=x15 all normalized by their zero slope 
value, are shown in figure 5.12(a) (for the individual profiles) and 5.12(b) (for
the composites).
It is apparent that the curvature at x, is quite stable within this range 
(±5%) while the moment is very variable (±40-100%). The error bars on the
composite profile points in figure 5.11(a) represent error from this source alone 
and are therefore minimum values. Moreover, the individual profiles are more 
sensitive to the background slope than are the composites. Comparison with the 
effect of inplane stresses of ±100 MPa deduced from numerical models in the 
next section will show that this source of error alone is sufficient to obscure
inplane stress effects.
The variability deduced for the effective elastic thickness, around 15-25% 
for this range of slopes, is greater than the ~5% obtained from the topographic
noise experiments of section 5.2.2, where the standard deviation of D (oc h 3) was
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Dependence of the RMS misfit, effective elastic thickness (h), and moment (Ml) 
and curvature (Kl) at the first node of the deflection on small variations in the 
background slope. Each parameter is normalized by its value at Sß=0 and curves 
are plotted for:
(a) individual profiles;
(b) composite profiles.
-15% when the RMS misfit reached 100m. The sum of these two effects
indicates that at least ±6 km error bars should be put on the 20-30 km 
effective elastic thicknesses in plots of the style of 5.10.
5.4 Numerical Models of Inelastic Plate Bending
In the next section I will be using the general plate bending formula (equation 
5.2) to fit deflection profiles in the real earth, where the strength and rheology 
vary in a more complex way than in the uniform viscoelastic plate model for 
which it was initially derived. This formula is adopted because of its simplicity 
and because it can reproduce the features usually put forward to characterize the 
inelastic aspects of plate bending, specifically the greater slope of the outer 
trench wall than is consistent with the height of the outer rise on the basis of 
elastic theory. It is important to verify that the general formula provides a 
reasonable fit to inelastic deflection profiles when plastic and depth-dependent 
rheologies govern the bending. Moreover, it would be useful to get some feel 
for the range of bending parameters that are consistent with reasonable model 
structures. How long can l / ß  reasonably be, and how much does, say, 100 MPa 
of inplane load affect the inferred parameters?
To investigate this, a finite element model is used to produce deflection 
profiles for several rheological structures under various loading conditions, and 
the inference procedures are applied to these. The mesh used varies from case to 
case, but is either 500 or 1000 km long with a density contrast of Ap=2300 
kg/m 3 between the overlying ocean and the underlying mantle. For a 20 km 
thick plate with E=1011 Pa and ^=0.3, the flexural parameter is 60 km, so that 
at the edge distant from the loading (the seaward end) the deflection is damped 
by an exponential factor of
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~ 2.5x10e -Xx -  4
Thus, the deformation is quite small at this end, and it is not surprising that 
the solution is not sensitive to the exact nature of the boundary conditions here, 
provided no large deflections or slopes are prescribed. This is not an inevitable 
result. Many physical problems are quite sensitive to changes in boundary 
conditions on what may appear remote boundaries. In this problem, however, the 
damping effect of the foundation modulus enhances stability, and the question of 
whether one or all of the seaward end nodes are fixed in the horizontal and/or 
the vertical makes little difference to the result as long as the mesh is around 
two flexural wavelengths or more in length. This was found also for the elastic 
calculations described in chapter four and is verified by testing double-length 
meshes and meshes with an analytical elastic boundary element added to the free 
end. In most cases I have fixed all the seaward end nodes in the horizontal to 
limit the local deformation there. This is particularly important when inplane 
forces are applied to the inelastic models.
An important modification to the modelling of subduction-related plate 
bending when creep response to stress is included is the simulation of the 
horizontal motion of the plate. This motion carries lithosphere from a region of 
little deformation to the region of positive (upward concave) curvature behind 
the outer rise, then into the region of negative curvature over the outer rise and 
eventually into a region of partial unbending below the point of maximum 
curvature on the outer trench wall. The creep strains built up along the way are 
carried along with the motion and have a significant effect on the total 
deformation. This will be clear from the viscoelastic example to follow. The 
motion is simulated by passing the accumulated strain field from each vertical 
column of elements to its trenchward neighbour at time intervals dictated by the 
mesh spacing and the desired plate velocity.
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5.4.1 Viscoelastic Models
This model is intended to display the effect of motion carrying inherited creep 
strains toward the trench and to verify the validity of the general deflection 
formula for a uniform viscoelastic plate. A single layer of 50 rectangular 
quadratic elements 20 km thick and 500 km in total length is used. The 
viscosity is TplO24 Pas, corresponding to a Maxwell time constant of 0.824 Ma. 
A vertical edge load sufficient to produce a 3 km deflection in an analytical
model of an elastic plate of the same thickness is applied to the trenchward end 
nodes. No moment or inplane load is applied. The experiment is run for a 
stationary plate and for velocities of 2.5 cm/yr and 5.0 cm/yr. The stationary 
plate is expected to continue deforming indefinitely, and, as far as the 
experiment was continued (10 Ma), this was the case. The moving plate evolves 
from its unstrained starting state as the trenchward end inherits a longer and 
longer deformation history. It reaches a steady state (to within one metre at the 
trench axis) after it has "moved" about 1.5 flexural wavelengths of the elastic 
analogue.
The inferred general deflection parameters for five models are listed in 
table 5.8. The first profile (S00) is the initial elastic response. Then there are 
two moving plate profiles with velocities of 5.0 cm/yr (M50) and 2.5 cm/yr 
(M25). Finally, there are two stationary viscoelastic profiles after the plate has
been allowed to creep for 1 Ma (SOI) and 2 Ma (S02). The two stationary plate 
profiles are chosen so that they have similar edge deflections (w 0) to the moving 
plate models (figure 5.13) and are also found to have very similar effective
thicknesses. As expected, the slower-moving plate M25 matches the more relaxed 
stationary plate S02. This table shows that, although it will fit the stationary
plate profiles to within a few metres RMS misfit, the fit is an order of 
magnitude worse for them than for the moving plate and the initial elastic
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Figure 5,13
Comparison of profiles from finite element models of an elastic plate and 
stationary and moving viscoelastic plates of the same thickness:
(a) models S00, SOI and M10;
(b) models S00, S02 and M05.
Table 5.8 : General parameter fits to uniform viscoelastic
plate profiles created through a finite element model
PARAMETER E M50 S01 M25 S02
RMS Misfit (m) .2 .1 1.4 .4 3.5
1/al (km) 59.65 48.70 51.41 44.46 47.61
1/be (km) 60.75 57.31 51.00 55.78 45.85
wO (m) -31^0. -4030. -3852. -4535. -4416.
wq (m) 69. 653. 126. 975. 213.
zO (m) -2. 0. -10. 3. -21.
si (m/Mm) 4. 1. 25. -7. 53.
D (Nm) 7.40+022 4.28+022 3.87+022 3.29+022 2.68+022
h (km) 20.06 16.71 16.17 15.32 14.31
xb (km) 47.16 40.37 40.26 37.54 36.87
wb (m) 206. 220. 272. 226. 339.
x1 (km) 94.10 80.82 78.44 75.81 69.82
M1 (N) -2.65+016 -2.38+016 -2.48+016 -2.24+016 -2.51+016
K1 (/m) -3.58-007 -5.57-007 -6.39-007 -6.80-007 -9.35-007
profiles. This reflects the fact that the general formula is exact for the elastic 
and steady state viscoelastic plates but not for the stationary viscoelastic plate. 
This echoes the observation that the deflection profiles for stationary 
axisymmetric loads on a viscoelastic lithosphere are not exactly the same as a 
series of elastic profiles with progressively lower flexural rigidities, although they 
can be modelled in this way to an accuracy sufficient for most purposes.
Table 5.9 shows further inferences which can be made from the damping 
and flexural parameters 1/a and 1/0 in these models, based on the viscoelastic 
formulation developed in section 4.1.3. They show, in a similar way to table 4.1, 
the range of viscoelastic parameters which might be responsible for the observed 
profiles. Recalling that only two of the three parameters X, r and N of the 
viscoelastic model are independently constrained by the steady state deflection 
profile (even if the plate velocity and foundation modulus are known), there is 
an infinite range of model parameters which fit the profiles. Only a subset of 
this range would be considered reasonable on other grounds (limits on N and r, 
for example), but within this subset we are free to choose. The old adage about 
modelling studies, that "you only get out at the end what you put in at the 
start", has a rude twist here. In this case you get less.
In table 5.9 I have listed some acceptable parameter combinations when r 
or N are specified. The test of the forward model must be that the resulting 
profile is consistent with the parameter set with which it was generated. Thus 
we find that the initial elastic profile S00 is consistent with an elastic plate 
(t-*») with an effective thickness of 20.0 km and an inplane stress of 74.4 MPa. 
This agrees with the elastic results of chapter 4, where it was noted that the 
analytical solution deduced a tension of this magnitude in a 20 km plate subject 
to a few km of edge deflection, but no inplane stress. This tensional bias is 
seen in the viscoelastic models too. The 5 cm/yr moving plate model M50 is 
consistent with a viscoelastic plate with a correct Maxwell time constant of 0.824
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Ma if the thickness is -19.7 km and the inplane stress is -60 MPa. The 2.5
cm/yr moving plate model M25 is consistent with a 7=0.824 Ma viscoelastic 
plate if the plate thickness is -19.8 km and the inplane stress is -110 MPa. The 
viscoelastic formulations, numerical and analytical, are therefore in agreement 
with each other and with the elastic models at the infinite t limit.
It is apparent from this table that from a uniform viscoelastic model of the 
lithosphere it is impossible to deduce an inplane load without an independent
knowledge of the appropriate time constant. Inplane stresses consistent with time 
constants from 0.1-100 Ma (table 4.2) range over 800 MPa from tension to 
compression.
A final observation to be made from these models is the difference in
character between the stationary and moving plate solutions. In the stationary 
model, the damping and flexural lengths decrease at the same rate and are 
always of similar magnitude. In the moving plate model the damping length is
consistently less than the flexural length and the outer rise height is less (figure 
5.13) because of the creep strain built up as the plate descends into the trench. 
In the viscoelastic model, a substantial compression would be required to return 
these parameters to rough equality. For example, the analytical viscoelastic plate 
theory of chapter 4 indicates that 500 MPa of compression would be needed to 
equalize a  and ß in model M10.
5.4.2 Strength Envelope Models
The strength envelope models are, on rock mechanics grounds, the most suitable 
for comparison with real data. Although there are more unknown parameters to 
vary, we can be reasonably confident that the styles of behaviour they exhibit 
are reflected in lithospheric processes. The models I use in the finite element 
calculations are characterized by the curves in figure 5.14. A geotherm
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Figure 5.14
Characteristics of the strength envelope models showing depth dependence of 
temperature, viscosity, plastic flow viscosity and yield stress difference in tension 
and compression. For more description see section 5.4.2.
appropriate to 100 Ma old oceanic lithosphere (see section 3.3) is used to control 
the depth-dependence of viscosity in the lower mechanical lithosphere. A 
temperature activated linear viscoelastic rheology similar to that described by 
Courtney and Beaumont (1983) limits the strength in the lower regions. The 
viscosity is given by
r)(z )  = T]0 e 'Q /R T 0 e Q/RT(z) (5 .3 )
where 77 0 and T 0 are the viscosity and temperature at some reference depth, Q 
is an activation energy and R is the gas constant. This form can accommodate 
power law as well as linear creep. If the strain rate is given by
* n -Q /RTAa e x/
then we can define an effective viscosity
77(0-,T) = a/e 1 eQ /RT 
Ao"n " 1
and a reference viscosity
Vo
1 eQ/RT0
Acrn " *
This gives 5.3 with a reference viscosity which is stress-dependent. In the 
calculations described here, I follow Courtney and Beaumont in using the linear 
rheology and choose 77 0 and T 0 to be 102 0 Pas and 1300°C respectively. A 
relatively low Q value of 120 kJ/mole is needed to reproduce the effective
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elastic thickness observed in the lithosphere. With these parameters, the 
temperature at which the viscoelastic time constant crosses 1 Ma is -775 K, and 
the geotherm places this at a depth of 37 km. The value of Q can be increased 
by reducing 17 0 (factor of 10 reductions in 77 0 correspond to -30 kj/mole 
increases in Q).
When the viscosity is greater than 10 2 8 Pas, corresponding to a viscoelastic 
time constant of - 1010 years, the material may safely be considered elastic for 
terrestrial problems. The final panel in figure 5.14 shows the maximum stress 
differences in tension and compression prescribed in the upper crust. These are 
the Byerlee’s law limits with a pore pressure 40% of lithostatic. In the first 
sequence of models, these failure limits are only applied in the upper two layers 
of the model (z > -16km). When the stress difference in any of these elements 
is found to exceed the failure limit, the material is allowed to flow in response 
to the full stress field with a viscosity (the dashed line in the second panel) just 
high enough to ensure stability of the predictor-corrector time-stepping 
algorithm. If the stress difference is below the limit, no creep occurs.
The mesh (figure 4.8(f)) consists of 250 identical elements in a 5x50 grid. 
Each element is 20 km in horizontal and 8 km in vertical dimension. The model 
represents a 1000 km long cross-section of a subducting plate to a depth of 40 
km. At this depth, it is supported by a Winkler foundation with a modulus of 
Apg, where Ap = 2300 kg/m 3. The left-hand end is subject to edge loading, 
while the right-hand edge is restrained from moving horizontally (but free in the 
vertical).
Nine experiments were run with the first model rheology (corresponding to 
figure 5.14(a)). Each was time-stepped forward until it reached a steady state, 
and is the result of a particular combination of edge and inplane loads. Three 
transverse loads were used. P 15 P 2 and P 3 were chosen to be the edge loads 
which would produce 1, 2 and 3 km of edge deflection respectively in a 40 km
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elastic plate (P ^ l.I3 8 x l0 1 2 N/m and the others are simple multiples). For each 
edge load, inplane forces of N=±4xl012 N/m (±100 MPa in a 40 km plate) were 
applied as well as the N=0 case. General formula inferences from these model 
profiles are listed in table 5.10, where Z, T and C refer to the zero, tensional 
and compressional inplane stress experiments with each transverse load.
The range of RMS misfits, 0.8-3.9 m, is similar to the values for the 
stationary viscoelastic plate, reflecting the fact that the formula is not an exact 
fit. However, the range of misfits for the best elastic fits to the same profiles is 
in the range 4-14 m. The fact that the general formula provides an accurate fit 
at all points along deflection profiles of strength envelope model plates is 
confirmed by the comparison in figure 5.15. There, I have plotted the flexure 
profile from the run with edge load P 2 and inplane tension and superimposed 
the best E fit (5.15(a)) and the best G fit (5.15(b)). The latter is almost 
indistinguishable from the model profile even in the hinge zone on the trench 
wall. The elastic model is a poor fit, particularly around the outer rise.
The effective thickness, h, calculated here is somewhat greater than the 
values of effective elastic thickness deduced from the bathymetry profiles, but is 
similar to the effective thicknesses which will be found in fitting the general 
formula to the profiles. This parameter is somewhere between the EET and the 
effective plastic plate thickness, but it has no important intrinsic meaning. It has 
a slight dependence on the edge load as well as on the state of inplane stress, 
most marked for the smaller loads P, and P 2. The change in h from P 2 to P 3 
is less marked because the flexural stresses have reached the yield limit 
throughout the upper parts of the plate in these cases.
The moment-curvature relationships for this strength envelope model agree 
with those deduced from a YSE rheology by Goetze and Evans (1979) and 
McNutt and Menard (1982). Figure 5.16(a) shows the nine points on a 
moment-curvature plot from the steady-state curves and the initial 40 kilometre
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Ca)
X ( K M)
Cb)
X ( K M)
Figure 5.15
Comparison of the E fit (elastic plate with zero inplane stress) and the G fit to 
an SEI bending profile for a plate under 100 MPa of inplane tension and edge 
load P3.
curva tu re (10 7 m  1 )
(b) SE2
curvatu re (10 7m  1 )
Figure 5.16
Bending moment versus plate curvature from the strength envelope models 
(a) SEI and (b) SE2. Initial elastic results fall on the predicted elastic trend 
(dashed) and evolve away as yielding occurs (light lines). In (a), heavy lines 
connect final steady state points with the same inplane load.
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elastic plate points from which they evolved by creep and failure. The elastic 
points define a straight line with the expected slope equal to the appropriate 
flexural rigidity. The evolved points cover a region of moment-curvature space 
below this line with the effect of ±100 MPa inplane stress (actually, up to ±180 
MPa, due to plate thinning through creep) contributing a 2-4x1016 N change in 
the moment and 0.1-0.2x10"7 m-1 change in curvature. This is of the same 
order as the scatter in figure 5.11(b), so it is possible that inplane stress 
variations contribute to this scatter.
Against this, it can be argued that the considerable sensitivity of the 
moment to small variations in parameters such as the background slope - and 
presumably also to topographic noise - would lead us to expect such a scatter. 
Moreover, the lack of any trend in this relationship along strike of the trenches 
where we have several profiles (AL, KU, table 5.6) casts doubt on the 
association with a systematic change in inplane stress. This last argument is 
inconclusive because of the small number of profiles in each case; it might also 
be argued that inplane stress associated with locked and unlocked sections of 
subduction zones may vary significantly over a short distance scale of the order 
of 100 km along the trench. Overall, however, while the case for association of 
the moment-curvature relations with inplane stress variations is plausible on 
order-of-magnitude grounds, it lacks any firm evidence, and other causes are 
sufficient to explain the observed scatter of the data.
A similar series of runs was carried out with the second strength envelope 
model SE2 (figure 5.14(b)) which has a strength limit of 500 MPa at all depths. 
The only significant difference was a somewhat greater sensitivity of model SE2 
to inplane tension. The moment-curvature relations for these runs are shown in 
figure 5.16(b). Arrows indicate the evolution of the profiles through 
moment-curvature space from the initial elastic state due to creep and failure. 
Two difficulties were encountered in running these models. The first is that the
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straightforward application of inplane and transverse forces to the trenchward 
edge of the plate tended to produce localized deformations at that edge which 
interfered with the flexural signal. This is despite the fact that the loads were 
applied in the "consistent" fashion mentioned in 4.3. Away from the edge, Saint 
Venant’s principle comes into play and the signal is purely flexural. It was 
found that if the very end nodes at each end were discarded in the inference
process, the fit was much more accurate and displayed the systematic
moment-curvature and load - effective thickness patterns more closely, while 
further trimming had little effect. All the inferences in table 5.10 and figure 
5.16 were obtained in this way. This problem could be remedied to some extent 
with the use of additional inter-node stiffnesses added in the same way as the 
foundation response. This would allow specification of a rigid end wall through 
which the loads would be transmitted to the plate.
The other difficulty is one of computer time limitations. For a fixed plate 
velocity, a greater edge deflection results in a greater rate of change of stress as 
a plate element moves along the flexure profile. If the flow viscosity assigned to 
the plastic regions is too large, this high stress rate leads to stresses being 
maintained significantly above the strength limit in these regions and they cease 
to be truly plastic. The minimum viscosity in the body, however, is prescribed 
by the timestep (for stability reasons). Hence I cannot take this model to
curvatures higher than -3x10“ 7 m '1 without reducing the timestep below the 0.5
Ma used here.
5.5 Inelastic Interpretation
Fitting the profiles to the general deflection equation 5.2 involves one more free 
parameter than the E fits of the previous section. We now permit substantial 
differences between a and ß which would have implied buckling in the elastic
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model. In an inelastic plate, differences between a and ß arise from creep and 
fracture in the high curvature regions as well as from inplane stresses, so the 
interpretation of the parameters is not unique. This is apparent from the 
numerical models of the previous section. For the moment, however, we will be 
concerned with how well the general parameter sets are constrained.
As before, we begin with the assumption that the corrections have removed 
all spurious effects and so we can prescribe sg=0. The six profiles (ALI, AL6, 
PHI, PH2, TK1, TK2) discarded early in the elastic analysis are here dropped 
from the outset, but the three composite profiles (KUC, BOC, MAC) are 
included. The remaining 18 zero-slope general fits are described in table 5.11 
and displayed in Appendix 4c.
The improvement in the fit over the corresponding zero slope E fits (table 
5.6) is generally of the order of a 5-15% reduction in the RMS misfit. The 
reduction reaches 20% for AL2 and KU6, both of which are characterized by an 
outer rise which tapers very gradually seawards. In these cases, the expected dip 
behind the outer rise may be masked by some low topographic feature. The 
solution fits this behaviour by increasing ß~1 up to several hundred kilometres. 
Since the inelastic processes which result in different a  and ß act to reduce the 
wavelengths, not to increase them, this large value would imply a short term (~1 
Ma) effective thickness of over 100 km. This is inconsistent with both seamount 
observations and with most of the other profiles, which show reasonably 
well-constrained values of /3-1 in the 60-100 km range. These extremely large 
values of ß_1 are therefore regarded as invalid and their appearance symptomatic 
of the sensitivity of ß to the topography at the back of the outer rise, where 
the flexural signal is disappearing into the background noise. In a more general 
sense, we are close to the maximum number of parameters which can reasonably 
be fitted to the data. Clearly we cannot expect much real accuracy in the 
parameters since we have seen that even the elastic fits are subject to large
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uncertainties. What I am most interested in is the relationship between a and ß. 
For the profiles which do not provide good constraints on ß , it is found that 
the misfit is almost constant for a wide range of ß near the minimum. That is, 
the RMS misfit function is nearly flat along a channel through the minimum in 
parameter space. It is therefore useful to seek the minimum value of ß ~1 subject 
to some small limit on the permitted increase in misfit.
Before doing that, it should be noted that two of the profiles, AL5 and 
B02, show very little decrease (<1%) in misfit from the elastic to the general 
fits. They might, therefore, be classed as elastic profiles inasmuch as inelastic 
processes are not required to explain them. A feel for the accuracy of the 
parameters can be obtained from the observation that the general fits in these 
two cases show 8-9 km difference between c r 1 and ß ~ \  Moreover, one shows 
o>(3, while the other has ct<ß. The difference A=/3_1-a:_1 was found to be about 
10 km for the (moving) uniform viscoelastic plate and 20-25 km for the 
strength envelope models without inplane loading (which reduces A). This 
comparison does not bode well for our ability to distinguish different degrees of 
inelastic behaviour or inplane loading.
The procedure adopted to minimize the value of ß ~1 is to locate the 
unconstrained minimum of the misfit and then to reduce ß ~1 until the misfit is 
increased by one metre (see figure 5.17). This was carried out by performing 
successive fixed-/? inversions, progressively reducing 0_1 until the misfit 
approached the desired value and then iterating a regula falsi algorithm. The 
cutoff value of one metre increase in misfit was chosen on the basis of the 
model fits of the previous section. The profiles may be considered to be 
composed of a flexural signal, which can be fitted to within a few metres by 
the general formula, and a noise signal, which provides a nearly constant base 
level misfit. Changes which systematically increase the misfit by more than a 
metre reflect departures of the fit from the underlying flexural signal which
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should be matched to within that accuracy.
The results of this process are shown in table 5.12. Since I want to avoid 
playing favourites, I have applied the minimization to all the profiles with the 
inevitable result that several which had small values of A now have ß ' 1 shorter 
than o f" 1. Complete results of the zero slope and free slope G fits with ß~1 thus 
limited are listed in tables 5.12 and 5.13 respectively. The effective thickness 
versus age and moment versus curvature relations analogous to figure 5.10 and 
5.11 are displayed in figure 5.18 (for the zero slope G fits) and 5.19 (for the 
free slope G fits). The results are not very gratifying. While the accuracy of 
fitting has been considerably improved in almost all cases, the points on these 
summary diagrams are more scattered than ever. Note that while the 
moment-curvature relations appear comparable with those in figure 5.11, the 
vertical (moment) scale has been doubled. One is left with the feeling that using 
the elastic fits to produce diagrams like 5.10 and 5.11 imposes a regularity and 
clustering of points that is not really there. This is possibly compounded by 
subjective bias in choosing the fits by eye.
5.6 Discussion
Anyone wishing to interpret a series of bathymetric profiles in terms of flexure 
theory is faced with the fundamental dilemma of deciding which sections are 
"clean" - in that they display the phenomena of interest with negligible 
interference from other processes - and which sections are too contaminated by 
extraneous effects to be of use. From the simplest point of view, non-elastic 
behaviour, inplane stress, three-dimensional aspects and flow pressure variations 
in the deepest lithosphere and asthenosphere may be regarded, along with surface 
topographic noise, as extraneous effects. More sophisticated models attempt to 
incorporate more of these processes but must still avoid, where possible, profiles
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Figure 5.18
(a) Effective thickness versus age at the trench and (b) moment versus curvature 
at the first node of the deflection from the zero slope G fits with ß~1 
minimized. Symbols as in figures 5.10 and 5.11.
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Figure 5.19
(a) Effective thickness versus age at the trench and (b) moment versus curvature 
at the first node of the deflection from the free slope G fits with ß-1 
minimized. Symbols as in figures 5.10 and 5.11.
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for which the model is inadequate. In the choice of profiles from 13 available 
cruise records, I have only used those which are long enough to reasonably 
constrain the background slope when projected perpendicular to trench strike. 
After some processing, several of the remaining profiles were discarded, being 
too strongly affected by major seamounts on the outer rise and other topographic 
noise.
The effect of the three-dimensional aspects of subduction processes on 
deflection profiles does not seem to have been quantitatively analyzed yet. The 
two-dimensional approximation relies on there being no stresses generated 
perpendicular to the profile other than those required by plane strain. On a 
sphere, this is best satisfied when the trench is in the form of an arc with a 
curvature related to the dip of the subducting plate (Frank, 1968). Most trenches 
are of this form, though without systematic dependence of curvature on dip 
(e.g., Tovish and Schubert, 1978). If departures from this condition involve 
significant inplane stress, possibly affecting deflection profiles, then it is the 
more linear rather than the more strongly curved ones which would be most 
seriously affected. The most curved trench segments used here are the Marianas 
segments, while the straightest are a part of the Aleutian trench near the 
intersection with AL3 and AL4,. the Bonin segment, and the Chile segment. 
There are considerable variations in curvature along individual trenches, however. 
Some of these may be due to irregularities of the overriding plate, while others 
may mark tears in the subducting plate. In this small sample of profiles there is 
a faint tendency for straight trench segments to be associated with greater 
effective elastic thickness for a given plate age (e.g., AL3, AL4, BOI, B02, 
figure 5.10(b) and table 5.7) and vice versa (MAI, MA2, KU1). However, there 
is no clear correlation when all points are included, and there are other 
explanations for some of these observations. KU1, for example, is quite close to 
the near 90° change in trench strike where the Aleutian and Kuril trenches
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meet, and the assumption of two-dimensionality in this is weakest of all the 
profiles. The relative weakness of the lithosphere in the Marianas region may be 
attributed to thermal rejuvenation associated with the emplacement of the 
multitude of seamounts in that area (Caldwell, 1978). Hence, while inplane 
stresses associated with changing trench curvature may contribute to scatter in 
figures 5.10-5.11, the case is not convincing.
From the results of this chapter, it is possible to attempt a rough 
assessment of the influence of flow pressure variations in the corner flow 
beneath the subducting slab on the inferred lithospheric parameters. It is unlikely 
that this contributes much to scatter in the summary figures. The plate velocities 
perpendicular to trench strike listed in table 5.1 (hotspot reference frame, model 
AM2 of Minster and Jordan, 1978) seem to bear no relation to the distribution 
of points on these graphs and are generally so similar that it is difficult to 
believe that they could be responsible for changes in outer rise height to the 
extent observed. While it might be argued that the full plate velocity rather than 
the component perpendicular to the trench is the more appropriate quantity here, 
this would be even less variable along a particular trench.
In the present context, the important question about the corner flow 
mechanism is whether or not it contributes an observable component of the 
trench-outer rise signal. The consistency of the seamount loading derived 
effective elastic thickness with the subduction zone derived value suggests to me 
that it does not. The seamount observations lead us to expect a flexural rigidity 
of 3xl022 to 1.5xl02 3 Nm (h~15-25 km) for 60-80 Ma old lithosphere (Walcott, 
1970; Watts, 1978; Cazenave et al., 1980; Lambeck, 1981). Consequently the 
deformations seen seaward of subduction zones are those we would expect from 
a simple extrapolation of seamount data, which flow pressure variations are 
unlikely to contaminate. Attribution of a substantial part of subduction zone 
deformation to additional forces from below requires the lithosphere to be
5-49
effectively weaker in bending at subduction zones. This contention may be 
supported by pointing to the greater fibre stresses required in subduction zone 
bending models. These stresses are larger than in the case of seamounts because 
the deflection, and hence the maximum curvature, are up to an order of
magnitude greater. The decrease in effective thickness can be roughly estimated 
from table 5.10 by comparing effective thicknesses of the zero inplane load 
models under vertical loads PI and P3. The effective thickness decreases by 11% 
(3.6 km) for an increase in maximum curvature by a factor of four. This is in 
agreement with a theoretical estimate of the effect given in graphical form by 
McNutt (1984), which further suggests a decrease of -30% in effective thickness 
for an order of magnitude increase in curvature. Noting the magnitude of errors 
deduced here for individual estimates of effective thickness, and the likely 
thermal weakening of the lithosphere around seamounts during emplacement, the 
degree of agreement between seamount and subduction zone estimates of
effective thickness is easily reconciled with strength envelope models of bending. 
The effect of flow pressure variations on subduction zone topography therefore 
appears to be below the limit of detectability.
There is some possibility that the corner flow effect may contribute to the 
long ß_1 characteristic of some profiles. Melosh’s (1978) figure 3 indicates that 
this mechanism may produce a longer outer rise (for the same height) than the 
elastic model, but the apparent absence of any systematic variation of ß  or ß / a  
along trench segments does not support this argument.
Concerning the question of inplane loading, the conclusion of this study 
must be that, while variations of up to 100 MPa or so cannot be positively
ruled out, neither do they appear to be necessary to explain the observations. 
Most of the effects in which they have been suggested seem to be operating
with signals below the noise level and with too few data to overcome that 
problem. Error levels due to known effects such as short wavelength topographic
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noise and the uncertainty of the regional slope can be calculated, and seem to 
cover the range of most of the effective thicknesses and moment-curvature 
relations. Even after discarding the clearly seamount-affected profiles, there 
remain a few that fall well outside the error estimates. In this study, KU1 and 
KU2 were particularly anomalous. The former may be explained by proximity to 
a bend in the trench and the latter by moderate wavelength (-100 km)
topographic features, but we must recognize that there may also be real local 
variations in plate properties. The success of thermal models in explaining 
general trends in bathymetry should not obscure the possibility that some sections 
of the lithosphere may be stronger than others due to compositional variations 
set up during formation or acquired later.
The erratic properties of individual profiles and the apparent contamination 
from moderate wavelength bathymetric noise suggest that some improvement in 
resolution of lithospheric bending properties is to be gained from the use of 
composite profiles. Even the limited composites I was able to create from these 
data sets (six profiles for KUC and two each for BOC and MAC) showed 
marked reductions in the misfit level over their components. With 10-20
neighbouring profiles it is possible that misfits may be reduced to 20-30 metres, 
not too much greater than the less accurate fits to model profiles. This suggests 
an extension of this analysis that may provide considerably more accurate 
lithospheric properties than the individual profile studies used to date. If a large 
set of near-parallel profiles could be obtained along a trench segment, each over 
500 km long perpendicular to trench strike and spaced at 5-10 km intervals, 
then it would be possible to analyse a set of "rolling composites". This would
average out much of the short wavelength noise signal while allowing study of
systematic variations along the trench. The -100 km spacing of the Kuril 
profiles in this study, to judge from the variability of the fits, is too great for 
this purpose and the number of profiles too few.
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Such a regional analysis would result in a residual topography whose 
spectrum could be compared for consistency with that of abyssal topography 
away from the plate margin to estimate how much moderate wavelength noise 
contaminated the fits. Moreover, the moment-curvature relations would be less 
affected by noise and, although a background slope uncertainty would remain, 
the variations along the trench might be expected to correlate with other tectonic 
features. Particularly of interest in this connection would be any relation with 
the time since the most recent major plate-decoupling earthquake. The build-up 
and release of stress at these boundaries may be reflected in trench-outer rise 
topography if the stress changes are great enough. Changes of both inplane and 
transverse loads may be anticipated here, and the two could probably not be 
separated, but a new and independent estimate on the change in stress 
accompanying these earthquakes would be useful.
Another kind of observation which could be used to infer stress changes 
associated with decoupling earthquakes is a record of the bathymetric changes at 
the time of and in the years following such an event. This would be more 
complicated both practically and theoretically. Repeated soundings of the same 
track would be difficult to obtain, though perhaps not impossible with recent 
satellite navigation aids. Several nearby tracks would be needed to remove 
position errors. A more modest scheme would be simply to use accurate tide 
gauge records from ocean islands within 200-300 km seaward of trench axes. 
There are unfortunately few suitably positioned islands, although the Line Islands 
near the New Hebrides trench and Christmas Island near the Java trench are 
suitable. A single point on the profile would be of limited use, but would give 
information on the time-dependent deformation which complicates the flexural 
analysis. Because the viscosity of the asthenosphere cannot be neglected on this 
short timescale, any change in the deformation would move outward from the 
trench axis as a diffusional process with a timescale dependent on the rheology
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(Bott and Dean, 1973; Anderson, 1975; Melosh, 1976). This, combined with the 
continuing creep relaxation where the wave has passed, would complicate the 
interpretation but the finite element model used here could easily be extended to 
model the behaviour, and the plate could be considered stationary on this 
timescale, reducing the complexity a little.
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6. INPLANE FORCES AT PASSIVE MARGINS
Another area where it may be possible to discern seismic or topographic effects 
of driving stresses is along passive continental margins. The driving stresses are 
not anticipated to be as high in these regions as in the vicinity of subduction 
zones, although they may be similar if slab forces are well balanced below the 
trench line. On the other hand, the horizontal variation of lithospheric structure 
provides opportunities for interaction with externally applied stress fields to 
produce observable effects, and it is this possibility that I will investigate here. 
This chapter is concerned with the evolution of the stress state within a plate 
near slowly eroding stabilized orogenic belts, both within continental areas and at 
passive continental margins. Both situations are - by the nature of their
formation - potential zones of weakness, and both may be subject to a similar 
evolution of their stress state. The potential for failure at passive continental
margins has been acknowledged in frequent speculations on conversion from a 
passive to an active margin such as the scenario proposed by Dewey (1969).
Because of the energy barrier to be surmounted (McKenzie, 1977), this 
conversion would require substantial external stress to drive it to completion. It
is yet to be conclusively demonstrated that such a conversion has actually 
occurred, but until the tectonic evolution of the earth’s surface can be
comprehensively explained with other mechanisms (such as lateral growth of 
subduction zones and conversion of transform faults) it remains a plausible 
mechanism under certain conditions (e.g., Cloetingh et al., 1982). It is therefore 
important to investigate all stress mechanisms acting at passive margins capable 
of aiding or resisting the initiation of subduction, and this will be touched on in 
conjunction with inplane stress interactions.
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6.1 Contributions to the Stress State
The stress state at these margins is the tensor sum of several contributions whose 
relative importance may vary from margin to margin and, at any one margin, 
through time. All of these contributions must be considered before the effect on 
the overall stress state of changes in any one can be estimated. The principal 
contributions are:
1. That arising from a change of structure across the margin: for example, 
from a characteristic continental lithosphere to a characteristic oceanic 
lithosphere with the consequent change in vertical density structure.
2. Flexural stresses associated with sediment loading on the continental shelf
and slope and with the erosion of any highlands adjacent to the margin.
3. Regional horizontal stresses associated with the tectonic state of the
lithosphere in the area.
4. Thermal stresses associated with the cooling and contraction of the plate,
particularly at a young ocean-continent margin but also possibly associated 
with later heating events.
5. A heterogeneous residual stress field set up and only partially relaxed during 
the orogeny that formed the margin and subsequent intrusive magmatism.
6. A hydrostatic background field which does not drive movements in the
crust but has some effect on the rheology.
In the absence of major disturbing events, it is the response of the
lithosphere to these combined stresses that controls the tectonic evolution of the 
margin. Failure of the lithosphere occurs most readily in zones of pre-existing 
weakness and where deviatoric stresses reach maximum values that approach or 
exceed the strength of the lithosphere, and is particularly favoured where these
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coincide. The consequences of this failure depend on the regional stress field. If 
the regional stress is compressive perpendicular to the margin, the failure of the 
crust could lead to major underthrusting and perhaps subduction. If the regional 
stress is tensional perpendicular to the margin, failure could lead to rifting or 
stretching with associated volcanism.
I will first examine the individual stress fields associated with the structure 
across the margin, with the erosional unloading of the adjacent highlands and 
the sediment loading of the highland flanks, continental shelf and slope and with 
the regional stress state. Thermal and residual stress fields will not be 
incorporated, so the study covers the evolution of a simplified system through 
time.
Structure
The existence of topography requires the support of a deviatoric stress field with 
maximum stress differences of up to pgh, where h is a representative height of 
topography (Jeffreys, 1970; Lambeck, 1980). Any lateral density inhomogeneities 
also imply deviatoric stresses and - aside from the myriad small scale 
inhomogeneities - the most significant of these lateral density contrasts will be 
those associated with an Airy type isostatic root and those associated with the 
transition from continental to oceanic crust.
At this point I have to make a clear distinction between the lateral density 
structure of the lithosphere and the viscosity structure which is relevant to later 
calculations. Gravity tells us that highland regions are compensated at some depth 
by low density roots and consequently lateral density variations must persist to 
considerable depth. However, as the rheology of the lithosphere is strongly 
temperature controlled, the viscosity appropriate to creep behaviour will reflect 
the temperature structure in the lithosphere, which doesn’t necessarily follow the
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density structure at all closely. As thermal perturbations have a decay time of 
50-70 Ma, isotherms may be much smoother than the density contours and may 
even rise under highlands if there is a high concentration of radioactive 
elements.
Some idea of the structure supporting stresses can be obtained from the sort 
of rough calculation indicated in figure 6.1. The key assumption made here is 
that there exists somewhere a column of lithosphere which is in hydrostatic 
equilibrium - a lithospheric manometer. Deviatoric stress with respect to this 
reference column can then be calculated for the rest of the lithosphere from the 
excess overburden pressure. In the upper crust this load may be supported 
elastically, but some stress relaxation at depth may be accommodated by juggling 
Poisson’s ratio. Fairly generally, this stress state may be represented as:
°zz = overpressure w.r.t. reference column
°xx = Oyy = ßazz
where 0=0 for laterally unconstrained medium, 0=r/(l-»') for a laterally 
constrained elastic medium (Jaeger and Cook, 1976, p372) and 0=1 for an 
incompressible medium or one in which substantial stress relaxation has occurred.
Calculations like this indicate that topography of several kilometres is
supported by stress differences of up to 70-80 MPa with respect to a reference 
column in the deep ocean, but there are some drawbacks to this approach. 
Firstly the stress differences it predicts are relative to the reference column and 
are only as reliable as the assumption of hydrostasy in that column. An
alternative choice of reference column is at a mid-ocean ridge, but this choice
introduces another set of difficulties because of the nature of Pratt type isostasy,
the thermal structure and the depth of compensation.
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Figure 6.1
Illustration of the calculation of deviatoric stress a’jj in the crust due to lateral 
variations of the density structure across a passive margin. With densities and 
depths shown, the system is in local isostatic balance everywhere. The buoyant 
continental root is pressed up against the weight of the upper continental crust, 
compressing layers in between. Vertical stresses are /d  (p-p0)g dz, where p0 is 
the density of the oceanic column at that depth. Horizontal stresses are the 
elastic consequence of the vertical stress with v=0.3  and no horizontal strain 
(Jaeger and Cook, 1976). Maximum stress difference Acrmax is 78 MPa at sea 
floor level beneath the highlands.
Another problem is that elastic support of topography in the middle crust is 
appropriate to a load which has been vicariously dumped on the crust, or 
perhaps thrust over it, but may not be appropriate to the actual mode of 
orogenic formation of the raised topography. However, McGarr’s (1980) 
compilation of crustal stress data is consistent with elastic (^«0.3) support of 
overburden stress down to several kilometres. It is instructive to compare the 
stress differences implied by elastic support of overburden stress with the limits 
specified by Byerlee’s law. With v in the range 0.25-0.3, the stress difference 
due to elastic support of overburden stress in a laterally-constrained medium is
Ap = -(0.62±0.05)pgz
Since the horizontal deviatoric stress is tensional, the Byerlee’s law limit down to 
~30 km is
Ap < -0.8(pgz - pf)
where pf is the fluid pore pressure. If pf is greater than 0.23pgz, which is less 
than a hydrostatic column, the overburden stress pushes the body to the yield 
limit in horizontal tension at all depths. This result will be reflected in some of 
the model calculations I will discuss later.
Regional Tectonic Stresses
In local studies of stress indicators, a regional tectonic stress field is sometimes 
invoked to explain apparent stress conditions when adequate local mechanisms 
cannot be found. In a global context, however, such tectonic stresses should form 
a consistent pattern related in some way to plate motions. Attempts (discussed in
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chapter 2) to discern this pattern have only been partially successful. In many 
parts of the world, stress patterns differ markedly from directions suggested by 
plate motions, and more effort is needed to isolate and understand all the 
potential local mechanisms. In southeastern Australia, Denham et al. (1981) have 
pointed out evidence for a regional compression oriented roughly east-west, 
perpendicular to the direction of "absolute" plate motion in the area and to 
stresses in the centre of the continent. Elsewhere around the Australian 
continental margins, stresses are frequently observed to be oriented perpendicular 
to the coastline (Lambeck et al., 1984). On the eastern coast of the United 
States and of China, a similar cross-coastal reorientation of compressive stresses 
is observed (see figures 2.8 and 2.10). What is not clear is whether this is a 
regional stress associated with plate driving forces or a more local effect of the 
coastal structure.
It is clear that variations in regional horizontal forces accompany changes in 
plate motions and continental collisions on a time scale of 10 Ma and longer, 
and that these may significantly affect the stress state. In extreme but not 
infrequent cases they cause gross deformation of the crust. In less extreme cases, 
several questions arise:
1. What levels of regional stress are required to make a noticeable contribution 
to the local stress field as indicated by seismic activity and fault motions?
2. In what way will various levels of regional stress modify the stress field set 
up by local processes, keeping in mind possible differences in timescale of 
and consequently degree of creep adjustment to these processes?
3. Will changes of inplane stress be accompanied by any detectable surface 
deformations?
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In connection with the second question, an important point to be considered 
is that mechanisms generating stress at different rates will find that stress 
supported over different depth ranges. Creep relaxation of stress in the lower 
layers causes stress migration and concentration in the stronger layers over time 
(Kusznir and Bott, 1977; Mithen, 1982). It is difficult to incorporate this 
property into purely elastic analyses.
Sedimentation
The flexural response to sediment loading is now an integral part of basin and 
passive margin modelling and has been studied at least since the work of Gunn 
(1944). Several authors have considered problems specifically associated with 
sedimentation at passive margins (e.g., Walcott, 1970; Watts and Ryan, 1976; 
Turcotte et al., 1977; Beaumont et al., 1982; Karner and Watts, 1982). Cloetingh 
et al. (1982) have investigated the potential of the sediment induced stresses to 
induce wholesale failure of the lithosphere and initiation of subduction. They 
conclude that the stresses so caused may produce whole lithosphere failure only 
for extremely rapid loading of young lithosphere. As the lithosphere ages and 
cools, it loses its thermal buoyancy and is more easily subducted if broken, but 
this effect is overtaken by the increase in strength that also accompanies cooling. 
As young lithosphere is being loaded by sediment and strengthened by cooling, 
the load and the load-carrying capacity may initially converge, but will 
eventually diverge unless early sedimentation is rapid enough to cause failure. 
Even then subduction will not be initiated unless there is sufficient inplane 
compression to overcome the energy barrier associated with the finite amplitude 
instability discussed by McKenzie (1977).
The situation is further complicated by the three dimensional nature of the 
real problem, contrasting with our generally two dimensional models. Rapid
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Sedimentation is usually concentrated in fan-shaped structures near major river 
mouths. Two dimensional models favour a weak lithosphere because they ignore 
support from less heavily sedimented areas along the coast.
Erosional Rebound
Missing from these studies, however, is a mechanism which, in many instances, 
may provide the major contribution to the stress field on the continental side of 
passive margins and a significant component on the seaward side. Many passive 
margins have highlands or mountain ranges along the edge of the continent 
which provide a major source for sediment. As these areas erode, buoyancy 
forces acting at depth in the lithosphere come into play, uplifting the eroded 
region and driving it back towards the state of vertical force equilibrium 
referred to as isostasy. If the crust had no shear strength this would result in 
the state of Airy local isostasy, where all crustal columns have equal mass above 
a depth of compensation at the base of the lithosphere. Since the lithosphere has 
finite strength, at least on erosional timescales, a broad region several hundred 
kilometres in extent flexes upward around the eroded area and large bending 
stresses are produced.
These large stresses extend hundreds of kilometres away from the eroding 
region and can contribute significantly to the flexural stresses induced at the 
edge of the continental shelf by sediment accumulation. A simple analytical 
elastic plate calculation will demonstrate this. Figure 6.2 shows the distribution 
of individual contributions to the suface deflection and maximum bending stress 
from two triangular parts of a composite erosion/sedimentation load. This figure 
also shows that although the erosional uplift does not make a major change to 
the offshore subsidence in the middle of the sediment wedge, it does make a 
major difference to the amount and direction of vertical motion in coastal areas.
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Figure 6.2
Contributions of erosional unloading (I) and sedimentation (II) to vertical 
deflection and bending stress in an elastic plate. The upper two figures show 
the approximate configuration of the loads on a passive continental margin and 
their representation as two adjacent triangular loads. The dashed line in the top 
figure marks sea level. The deflections due to the two forces oppose each other 
in most areäs, but the bending stresses change sign much closer to the edge of 
the loads and reinforce each other. This calculation assumes that the two load 
peaks are separated by 130 km on a plate of 30 km effective elastic thickness.
The effects of erosion and sedimentation compete in this area, and the nett 
vertical motion is sensitive to the ratio of eroded to deposited mass, and 
consequently to patterns of sediment transport.
On some margins, erosional rebound stresses may exceed those due to 
sedimentation for several reasons:
1. Often, only one side of the divide supplies sediment to the continental shelf 
and slope. About half of the eroded material can be expected to be carried 
away from the margin into the continental interior where it is either 
deposited in broad shallow continental basins or carried further afield by 
major intracontinental drainage systems.
2. A large amount of eroded material is carried in solution rather than 
suspension (e.g. Gilluly, 1964) and is more easily carried far out to sea. 
Some of this is caught up in biological cycles but a large amount must 
make its way to the thin but volumetrically important deep sea sediment 
layer.
3. The sediment load usually displaces seawater, thus reducing its effective 
density by 30-40%.
Consequently the deposition of a sediment load with an effective density of 
1-1.5 g /cm 3 requires the removal of several times that mass of highland rock 
with an effective density of 2.5-2.8 g/cm 3.
It is common to model the erosion rate as proportional to the height of 
topography.
77 = 7  h ( x , y )  (6.1)at  T e
where r e is the erosional time constant (e.g., Scheidegger, 1961; England and
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Richardson, 1977; Stephenson, 1984; Stephenson and Lambeck, 1985). Although 
this is done more for mathematical convenience than from a deep understanding 
of the process, it seems to reflect some of the expected behaviour. Erosion 
proportional to mean slope might be deemed more appropriate from the point of 
view of mechanical erosion by running water. With a fixed base level provided 
by sea level, the two models are closely related, but the slope-dependence model 
retains steeper topographic features in the evolved topography and better reflects 
scarp retreat and slower decay of plateaux. Another possibility is erosion rate 
proportional to a higher power of topographic height, which would accommodate 
the much higher erosion rates found in areas undergoing rapid tectonic uplift. At 
present, there is insufficient information to decide the parameters of such a 
model, or whether processes of fracturing and gravitational instability are suitably 
modelled in this way. The component of erosion due to chemical weathering is 
probably less sensitive to height and forms a significant background to more 
height or slope sensitive components.
The rate at which the land surface is broken up is only part of the story. 
Loosened material that is not carried away will form a protective blanket which 
will impede further erosion. Transport processes may therefore dominate erosion 
rates if surface decomposition is rapid. Culling (1960) presents a mathematical 
model of this in which transport rates are proportional to the topographic slope, 
which results in a two dimensional diffusion equation governing surface 
evolution.
£ h  _  v  , d £ h  a £ h s
bt  W  by2’
Although he was concerned with smaller-scale features such as valley evolution, 
the theory seems to be equally applicable on a larger scale. Thus we now find a 
relation between erosion rate and the curvature of the topography. For a single
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harmonic component of topography, however, the solution is the same as for 
equation (6.1), and for more general topography the only difference is that the 
erosional time constant is proportional to wavenumber.
This analysis is at the opposite end of a scale from those concerned with 
the rate of decomposition of the surface, as it assumes that there will always be 
a full load of material to transport. This may be a valid assumption in mature 
valleys, but not necessarily in steep mountainous areas. In fact, the overall 
erosion process must be dominated by whichever process is slowest. In
mountainous regions this is the surface decomposition process, in lowland valleys
it is the transport process, and in between is a region of coupled evolution. 
Other factors such as the effect of long-term climatic change are also relevant 
here. With such a variety of unknowns, it is impossible to construct a convincing 
multicomponent model. We are in the same position with respect to erosional
processes as to lithospheric rheologies. We can make a reasonable assessment of 
the individual processes acting, but we don’t have enough information to 
accurately combine them into a single extrinsic law governing the macroscopic 
behaviour. We can’t even be sure that we know all the important component 
processes. What I have done here is to consider only moderate topography of 
limited wavelength so that the simple equation (6.1) is approximately valid. In
these erosion-sedimentation and rebound models therefore, I will not be 
considering the early stages of evolution of orogenic belts where topography is 
high and there is a large short-wavelength signal.
Some simple models of the effect of isostatic rebound in response to erosion 
are shown in figure 6.3. In the absence of rebound, the erosion proportional to 
height model predicts an exponential decay of altitude with a characteristic time 
constant r e that has been variously estimated to be between 50 and 250 Ma 
(England and Richardson, 1980; Stephenson and Lambeck, 1985). If the crust 
rebounds instantaneously to a state of Airy local isostasy, then the exponential
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Figure 6.3
One-dimensional models of the evolution of topography in response to erosion:
(a) Simple erosion proportional to height;
(b) Erosion with instantaneous local isostatic rebound;
(c) Erosion with rebound delayed by linear viscoelastic creep;
(d) Evolution of initial one-kilometre altitude under each of these models.
form is retained with a time constant r e/b  increased by a factor of about five, 
depending on the density contrast across the plate. This is because the isostatic 
root must be eroded away along with the surface topography (effectively, if not 
literally). If the rebound is delayed by a viscous response in the lower crust and 
underlying mantle, a one-dimensional calculation can still be done to demonstrate 
the effect. Assuming a Maxwell viscoelastic response, the stress driving the crust 
toward vertical force equilibrium is taken to be proportional to the deviation 
from Airy local isostasy. The strain rate is proportional to the rate of change of 
height after erosion is accounted for, divided by a scale length over which 
significant creep is occurring. These relations, combined with the Maxwell 
viscoelastic constitutive relation, lead to a coupled exponential decay of 
topography with one time constant shorter and one longer than the rapid 
rebound constant, T1<re/b<T2.
For comparison of these decays consider an uplifted surface initially at 1 
km altitude and in isostatic equilibrium but subject to erosion with a time 
constant r e = 200 Ma. The results of the models just outlined are shown in 
figure 6.3(d), where a Maxwell time constant of 10 Ma is used in the creep
rebound. The time constant estimated from observations of sediment transport is 
r e. Because of rebound, the decay of topography will be much slower than this 
time constant suggests. Incorporating the creep response gives an initially more
rapid decay, but in the long term the larger of the two time constants dominates 
and decay eventually lags the instantaneous rebound case (curves Hj and Hv in 
figure 6.3(d) cross over at around 800 Ma).
Although they give useful insights into the more general behaviour, these 
one-dimensional models cannot incorporate features such as regional isostatic 
support. This will reduce the amount of rebound in higher areas and
consequently reduce b, further increasing the time constant for topographic
decay. The two and three dimensional pictures also provide a site for the creep
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behaviour (in the lower regions of the flexing plate) which is unspecified in the 
one dimensional model. Another aspect of the regional response is that it leads 
to a broadening of highland regions over time.
Examples of how the elastic flexural response affects the evolution of 
topography which is rebounding in response to erosion are shown in figure 6.4. 
For each of these panels, I have assumed erosion proportional to height of 
topography and flexural response to unloading with a uniform flexural rigidity D 
indicated on the panel. The flexural rigidities can be converted to flexural 
parameters and effective elastic thicknesses using figure 4.2. Each panel shows 
the topography at six times: t=0 to t= re in steps of 0.2re, where r e is the 
erosional time constant. The short flexural wavelength at D=10 2 2 Nm tends to 
round off the initial plateau at high altitude with little effect away from the 
highlands. For larger D, the flanks of the highlands are uplifted and the 
highlands decay more rapidly, although the overall shape is preserved.
6.2 Models of Erosion/Sedimentation and Creep
To get a more quantitative picture of the evolution of the stress state and uplift 
at a passive margin, I have used the finite element programs to study the 
response of several lithospheric models to an extended period of erosion and 
deposition.
Rectangular quadratic elements, accommodating linear variation of stress and 
strain across the element, are again used in the mesh. It was found in section 
4.4 that a single layer of such elements accurately reproduces thin plate 
analytical results if there are more than about ten elements in a flexural 
wavelength in the horizontal (x) direction. Layers of varying thickness are as 
easy to work with as uniform layers although the only nonuniformity I have 
incorporated, that due to the undulations of topography, does not cause a large
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horizontal variation in the response of the plate. The surface topography is 
shown in figure 6.5 along with the finite element mesh to be used in the first 
calculations. The topography consists of a low inland plain rising to coastal 
highlands with a steep escarpment on the seaward side and a narrow coastal 
plain. This is a pattern typical of many passive margins (Ollier, 1985), although 
the scales may vary. Transition to oceanic crust is not included at this stage - 
the sediment is being deposited in a shallow ocean basin on continental crust.
As before, the response of the lithosphere in the models is linear 
viscoplastic. Both a viscosity 17 and a yield strength ac may be specified and a 
maximum stress difference criterion is used to determine whether creep occurs 
(see section 5.4.2). The viscosity and yield strength are calculated during program 
execution from the depth of the Gaussian integration points at that particular 
timestep. The calculation implicitly assumes linear variation of the parameters 
through each element, and therefore represents their depth dependence more 
accurately than elements of constant rheology. Viscosities in these models range 
up to 102 8 Pas, equivalent to a stress relaxation time constant of -10 4 Ma. On 
the 100 Ma time scale I will be considering, this is effectively elastic. The 
lowest viscosity used in the models is - 0 .6x102 4, equivalent to a time constant 
of 0.5 Ma. This is the lowest viscosity at which the predictor-corrector algorithm 
is stable for the 1 Ma timestep used. In models where strength limits are 
specified, the viscosity is set to this minimum viscosity (the plastic flow 
viscosity) whenever the stress difference exceeds the yield strength.
Boundary conditions are placed on one edge, the base and part of the top 
of the mesh. The base of the mesh is supported by a Winkler foundation 
(resistance oc vertical deflection) with a modulus pmg (where pm = 3300 kg 
m-3). This is counteracted in areas under water by a negative modulus -p wg 
(where pw = 1000 kg m-3) acting on the upper surface of the mesh. Uplift by 
a height z in oceanic areas therefore produces a reaction force of only
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Figure 6.5
(a) Surface topography and sediment distribution and (b) finite element mesh used 
in the first four erosion/sedimentation models (ESE1, ESV1, ESV2, ESS1). An 
inverted triangle above the mesh marks the initial coastline.
(pm - p w )§z’ as *s use<^  in analytical models, but the forces on upper and lower 
surfaces are here distinct. In addition to this, the left hand edge of the mesh is 
restrained from horizontal motion - it is assumed to be welded to the rest of an 
unyielding continental block.
A time-varying position-dependent load is applied to the plate through 
erosional unloading proportional to the height of topography and deposition of 
part of the sediment in a parabolic wedge out to sea. The eroded material has 
an assumed density of 2700 kg m-3 and the erosion time constant is 50 Ma. 
This is shorter than often quoted, but the results can be scaled to longer values 
by multiplying the loading time and viscosities by a constant factor t6/50 Ma, 
which may be up to 5. Only the material removed from the seaward side of 
the highlands contributes to the offshore sediment, and it is deposited with an 
effective density of 1700 kg m-3 to take account of water displacement. The 
sediment load to be applied at each timestep is distributed across the surface 
nodes between the coast and a point 200 kilometres out to sea in a manner 
consistent with equation 4.18 (where the load distribution is a symmetrical 
parabola reaching a maximum 100 kilometres from the coast). Throughout this 
section, the coastline is initially at x=600 km.
Elastic Model
To begin with, I have run an effectively elastic plate model (ESE1) with the 
surface topography and mesh of figure 6.5 and the uniformly high viscosity 
structure shown in figure 6.6(a). The plate cross-section is 1500 km long and 40 
km thick, implying a flexural half wavelength (x/X) of -300 km, wider than the 
highlands and sediment parabola by -50%. The stress field developed at t=50 Ma 
is displayed in two ways in figure 6.7.
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Stress state at t-50 Ma of the elastic model ESE1 subject to erosion and 
sedimentation. Maximum stress difference in this case is 270 MPa An inverted 
triangle marks the initial coastline.
(a) Contours of stress difference ( a , - a 3);
(b) Deviatoric stresses in the x-z plane. Arrows represent tension.
The upper figure shows shaded contours of stress difference Aa=a1- a 3, 
vhere a , and cr3 are the greatest and least principal stresses. The out-of-plane 
itress cry is found to be the intermediate principal stress wherever the Aa is 
arge. This is to be expected, because in the elastic case o ^ K o x + o z ), anc* °y 
ntermediate unless a x  and a% are of the same sign and
\<?X~aZ l < (1-2»’) l^x+^Z I
vhere a x  and a% are principal stresses in the xz plane (generally not the same 
is ax and ay). In later models where creep occurs, the effective Poisson’s ratio 
ipproaches 0.5, and this condition can only be satisfied at very low Aa. Only 
lour degrees of grey shading are used in these contour plots, since finer 
distinctions do not reproduce well. All of the important features of the model 
dress fields are clearly represented at this level, but for additional resolution and 
10 distinguish between regions of inplane tension and compression, deviatoric 
dress arrow plots are included with each figure. The lower figure 6.7(b) shows 
he principal deviatoric stresses in the xz plane and their orientations.
The results of this elastic model display the bimodal distribution of 
leviatoric stress generally associated with flexural models. Stresses increase 
inearly away from a stress-free neutral plane near the mid-plane of the plate, 
however, several peculiarities have already appeared. Firstly, stress differences 
ire greater beneath the highlands than beneath the sediment pile out to sea. The 
nain reason for this is that although highland uplift does contribute to the stress 
'ield out to sea through flexural effects, the sediment deposited is only that 
ierived from the coastal side of the highland divide, and it is deposited with a 
ower effective density due to seawater displacement.
The second peculiarity is that stress differences are not symmetrical across 
he plate thickness - they are greater at the base than at the upper surface. This
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is due to the tensor addition of the stress field caused directly by the load and 
that caused by the flexural response. Directly beneath the sediment load, there is 
a vertical compression caused by the load and a horizontal compression caused 
by the flexural response. The result of combining these two can be seen in 
figure 6.8 - the overburden stress damps the deviatoric stress due to flexure. 
Clearly, stress differences are not additive. At the base of the plate beneath the 
sediment load, the effect is reversed, with vertical compression magnifying the 
deviatoric stress due to horizontal tension and the stress difference contours 
enlarge. Beneath the highlands where unloading removes overburden, the effect is 
the same with the sign reversed on all stresses. In both cases, stress differences 
are greater at the base of the plate.
I have assumed in this explanation that azz due to the load is constant 
through the plate. A first approximation, the stress field due to a vertical force 
on an elastic half-space in two dimensions, is known as the Boussinesq-Flamant 
problem and can be solved using an Airy stress function (e.g., Fung, 1965). 
Jeffreys (1970, p254) gives solutions for rectangular and triangular loads which 
show that the stress differences reach a maximum at depths from C to C/2
(where C is the load half-width) and then fall off with depth. In this
application, the plate thickness is less than C/2, so these loads can "see" the base 
of the plate and the half-space solutions are inappropriate. A better 
representation of the variation of azz is that given by Frederick (1956):
Ozz = KPi +P2) - Kp 2-P i X3zA  - 4(z/h)3)
where p, is the normal stress acting downward on the upper surface, p 2 
(=pmgw(x)) is the normal stress acting upward on the base, and z is measured 
upward from the midplane of the plate. Surfaces of the plate are at ±h/2, and 
since the foundation acts to oppose deflection, p , and p 2 will normally (but not
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necessarily) be of the same sign. For the long wavelength variations of 
sedimentation and erosion, the buoyancy forces opposing the deformation are 
concentrated beneath the load and
P2-p! «  P2+Pi
Hence the vertical variations of <rzz directly beneath the load are small. They
may be significant outside the load, however, where the vertical stress at the
base produced by the foundation response decays to zero at the surface. Some 
examples of the predicted variation of a z z  through the plate and of their
agreement with the finite element results are given in figure 4.10.
The last feature of the stress field in model ESE1 which I will note here is 
the lobe of moderate stress difference near the surface of the plate behind the 
highlands. This is a region where the flexural response produces horizontal 
compression but there is no sedimentation to damp the deviatoric stress. In fact, 
the surface is eroding (though only slowly) so that the upper regions have the
greater stress difference. The evolution of the surface of the plate is shown in
figure 6.9. The flexural component is shown in the upper figure and the
combined topography, erosion and flexural response in the lower. Later models 
in this section show the same pattern with generally shorter flexural wavelength.
Creep Models
Figure 6.10 gives an indication of the effect of creep relaxation of stress at the 
base of the crust on the overall stress pattern. In this case, a 15 kilometre 
elastic layer overlies a 25 kilometre layer of viscosity 102 5 Pas (r~10 Ma, figure 
6.6(b), model ESVT). This viscosity is in a transitional range for the loading
rates used here. If t) were much greater than this, there would be little
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Figure 6.9
Vertical deflections at five 10 Ma intervals after the onset of erosion and 
deposition for model ESE1. The upper figure shows flexural deformation only, 
while the lower figure combines initial topography, erosion and flexure.
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Figure 6.10
Stress state at t=50 Ma of the viscoelastic model ESV1 subject to erosion and 
sedimentation. Maximum stress difference in this case is 141 MPa. An inverted 
triangle marks the initial coastline.
(a) Contours of stress difference (cr,-a3);
(b) Deviatoric stresses in the x-z plane. Arrows represent tension.
relaxation and the stress field would be much the same as in figure 6.7. If tj 
were much less than this, stresses would be almost completely relaxed in the 
lower layer and the stress field would appear as figure 6.7 scaled down to a 15 
kilometre plate (with correspondingly greater stresses). With this value of 17 we 
can see the process of stress migration occurring. Moderate stress differences are 
distributed through columns connecting maximum deviatoric stress regions at the 
base of the plate to the base of the high-viscosity layer above them. Deviatoric 
stress is constantly input to these columns, most intensely near the base of the 
plate, by elastic flexure in response to loading, and the columns fill with earlier 
stress inputs migrating upward. This picturesque way of describing the process is 
not quite rigorous but reflects what is seen in the stress difference patterns.
Near-surface stress patterns in this case are much the same as in the elastic 
model, but the regions of high stress difference are not so deep, due to the
shallowing of the neutral plane occasioned by the creep relaxation. Stress 
differences are less extreme and more evenly spread in this model, in fact the 
maximum stress difference in this case is barely half that for the elastic case. 
The total load in each of these models is slightly different due to differences in 
the response to erosion, hence the total erosional unloading. However, the
deformations do not differ greatly, so that by Castigliano’s principle (Jeffreys, 
1970, p255) we can expect the total strain energy to be greater in all cases than 
in the elastic model (in which the initial state is unstressed).
The low maximum stress difference may be ascribed to the relatively large 
area over which moderate stress differences are spread. The thick layer of 
reduced viscosity (5/3 the thickness of the upper layer) is unrealistic; models of 
temperature activation of creep suggest that the reverse should be true. In the
models used by Courtney and Beaumont (1983), for example, with an activation 
energy of 170 kJ/mol., the effective viscosity in a 100 Ma old oceanic
lithosphere drops two orders of magnitude from 10 2 6 to 102 4  Pas across a
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thickness of ~10 km beneath an effectively elastic (on 10 Ma timescale) layer of 
~30 km. For 30 Ma old lithosphere, this transition occurs over an interval of 5 
km below 18 km of effectively elastic material. Elastic over viscoelastic layered 
lithosphere models should therefore have a viscoelastic layer of the order of a 
third of the upper elastic layer thickness to be consistent with these thermal 
activation models. If the activation energy is increased, the viscoelastic layer 
must become thinner.
The next model (ESV2) is one similar to those used by Courtney and 
Beaumont (1983) with viscosity described by equation 5.3 (figure 6.6(c)). I use a 
basal viscosity 775 of 1020 Pas again, to retain some consistency with estimates 
of asthenospheric viscosity (e.g., Cathles, 1975; Nakiboglu et al., 1983). With this 
value, however, the lowest Q used by Courtney and Beaumont (170 kJ/mol) 
gives an equivalent elastic thickness of 40 km for the 100 Ma oceanic geotherm 
I have been using. To obtain a smaller value, I use a lower Q of 120 kJ/mol. 
The stress state resulting, as before, from 50 Ma of erosion and sedimentation 
with 1 Ma timesteps, is shown in figure 6.11. With this model, the stress 
contours are seen to pinch out near the base of the plate where the viscosity is 
too low for stress differences to build up beyond 40 MPa with the erosion time 
constant used in this model. Near-surface stresses are similar to those in the 
previous model (ESV1), but upper and lower deviatoric stress concentrations are 
more clearly connected by a diffuse region of moderate stress differences.
The last of this series of models introduces stress limits in the upper 
regions of the plate using Byerlee’s law. The model (SE2) is the same as that 
used in chapter 5 and its characteristics are shown in figure 5.14(b). Strength 
limits in compression and tension are shown; because ayy is always the 
intermediate principal stress in these runs, the strike-slip failure limits are not 
needed. The stress field resulting from this model at 50 Ma is shown in figure 
6.12 and the surface displacement at 10 Ma intervals in figure 6.13. The most
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Figure 6.13
Vertical deflections at five 10 Ma intervals after the onset of erosion and 
deposition for model ESS1. The upper figure shows flexural deformation only, 
while the lower figure combines initial topography, erosion and flexure.
striking change here is that the regions of near-surface horizontal tension 
beneath the highlands and seaward of the sediment wedge have all but 
disappeared. The relatively low strength in tension implied by Byerlee’s law has 
prevented substantial horizontal tension from building up.
The relief of these stresses must be accompanied by greater horizontal 
displacements than in neighbouring surface regions. Horizontal extension at the 
highland divide proceeds at a rate of ~2xl0-18 s_1 in this model. Because it is 
occurring at a much lower deviatoric stress level, any seismicity associated with 
it may be of quite different character from that associated with nearby high 
stress difference regimes. I will not press this point yet, as it is important to see 
how other contributions to the stress field modify the picture. I would, however, 
conjecture that the relief of near-surface horizontal tension necessarily built up 
in highland regions by the isostatic response to erosion may be represented only 
in seismicity of very low magnitude, generally below that which can be used to 
determine focal mechanisms.
Model with Structural Pre-stress
Up to this point, I have only incorporated the evolving component of the stress 
field due to erosion and deposition. The nature of the deviatoric stress field due 
to overburden loads is very uncertain, depending strongly on the emplacement 
mechanism and thermal history of the crust. The calculation of deviatoric stresses 
due to lateral structure variations shown in figure 6.1 uses only the density 
difference between a crustal column and a reference oceanic column. This is the 
"density stripping" technique of Bott and Dean (1972). Another approach - 
recommended by Park and Westbrook (1983) - is viscoelastic initialization, in 
which a finite element model is given a full density structure and allowed to 
relax under gravity to a steady state. Regions of low viscosity will approach a
6-21
hydrostatic state of zero deviatoric stress, while high viscosity regions will 
continue to support overburden stresses elastically, with consequent stress 
differences of (l-2 r)pgz/(l-r). This process, essentially one of turning on gravity 
after a density and viscosity model has been specified, is illustrated in figure 
6.14 for the mesh and density structure shown in figure 6.15 and the strength
envelope model SE2. In this case, all basal boundary nodes were fixed in the 
vertical and all (left and right) end wall boundary nodes were fixed in the 
horizontal.
For full density models, different boundary conditions must be specified
because the structure - having a basal pressure of -1200 MPa - is apt to
subside by up to its own thickness on the simple foundation used until now, and 
then flow out of the unrestrained right-hand end. It is desirable to have as few 
boundary conditions on the models as stability will allow, since over-specification 
can lead to spurious results, but when full density is used, a closer control of 
the deformation is required.
In general, we can specify either force or displacement boundary conditions, 
that is, fixed (usually zero) vertical displacement of the base or reaction forces 
equal to the mass of the column above and distributed across the nodes
consistently with equation 4.18. However, if displacement conditions are applied 
at the base of the structure, we lose the foundation response and hence the 
ability to properly model flexural behaviour. Using boundary forces at the base, 
on the other hand, makes the model sensitive to lateral redistribution of mass 
due to element deformation. Some of this kind of behaviour is desirable, as it 
presumably reflects similar behaviour in the earth, but is also increases model 
sensitivity to other parameters and boundary conditions which also affect the 
deformation. Fewer liberties can therefore be taken in the specification of the 
overall model, but there seems to be no alternative for a full mass structure 
short of matching to a finite viscous fluid element (an attractive but non-trivial
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Figure 6.14
Evolution of the stress state during creep initialization of a full density load 
model of the continental margin lithosphere. The stress envelope model SE2 is 
used to prescribe the crustal strength during this process and the basal and side 
boundaries are fixed. Times in Ma are shown to illustrate the progress of the 
initialization, but their absolute values are unimportant.
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Figure 6.15
(a) The full density mesh used for creep initialization (figures 6.14 and 6.16) 
and model ESS1/P and its derivatives. Densities in g/cm 3 shown in the 
larger elements remain constant along each layer. The structure is in local 
isostatic equilibrium.
(b) Characteristics of the strength envelope model SE3 used to initialize the 
mesh for model ESS1/P. Depth dependence of temperature, viscosity, plastic 
flow viscosity (dashed) and yield stress difference in tension and compression 
are shown.
option). I should point out here that the deformation of elements which will 
generally change their volume does not affect their mass. Their initial mass is 
carried through the calculation and their densities are adjusted at each 
recalculation of the second integrand in equation 4.18.
The boundary conditions at the right-hand end also require attention. The 
left-hand end has been restricted to zero horizontal displacement in previous 
models in this chapter to anchor the structure, but the right has been free to 
expand or contract. The horizontal motions are generally small (-10-50 m) but 
are necessary concomitants of flexure which are generally ignored in analytical
studies. Preventing them by prescribing zero horizontal displacements at both 
ends of the model generates horizontal stresses. Whether these horizontal stresses 
are reasonable depends on how yielding the adjacent lithosphere is taken to be, 
but it is more convenient to be able to specify inplane stresses independently.
We must accept that some horizontal stress is needed to hold the full mass 
structures in place, but it turns out to be difficult to apply suitable force 
boundary conditions to the end of the mesh. The normal stresses acting outward
across that boundary vary not only with depth, due to increasing overburden,
but with time, due to relaxation from elastic to hydrostatic support of 
overburden stress, and it is quite impractical to set up the required
time-dependent containment forces. Similar problems face specification of 
horizontal stiffness (like the basal foundation stiffness, force proportional to
displacement) at the edge. If the stiffness is uniform with depth, the initial 
linear increase of horizontal deviatoric tension with depth induces a bending
moment which twists the edge of the plate and creates a flexural signal which 
propagates into the structure. If the stiffness is increased with depth to combat
this, the reduction in deviatoric stress over time causes a twist in the reverse
sense to grow.
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The ideal approach would be a hybrid one in which a horizontal resisting 
stiffness is combined with a differential displacement condition in which the 
edge nodes are horizontally fixed with respect to one another but not with 
respect to the rest of the mesh. Such a stiff end wall with elastic backing was 
not available, however, and I have only been able to look at results from the 
less general fixed end wall.
Mid-crustal stress differences resulting from creep initialization using a 
strength envelope appropriate to relatively quiescent lithosphere are significantly 
higher than those in figure 6.1 (289 MPa in figure 6.14 compared with 78 MPa 
in 6.1), because it is the entire overburden density that is being supported rather 
than just the horizontal differences. In all likelihood, this overestimates 
structure-supporting stresses because the thermal regime and fragmentation of the 
crust during the orogenic episodes in which it was emplaced would imply much 
lower strength limits at that time. We might therefore seek the middle ground 
by performing creep initialization with a higher geotherm and lower strength 
limits than otherwise used. This glosses over smaller-scale stress variations linked 
to the details of emplacement (fault movements, etc.), but little is known about 
them. In fact, little is known about the large-scale variations either. As noted 
before, direct measurements are limited to a few kilometres depth and while 
they indicate elastic support of overburden stress to that depth, they do not even 
differentiate between the density stripping result and the creep initialization 
result above.
The result of initializing the mesh and density structure of figure 6.15(a) 
using the weaker stress envelope model SE3 shown in figure 6.15(b) (30 Ma 
oceanic geotherm and 250 MPa overall stress difference limit) and now applying 
the force boundary condition at the base of the model is shown in figure 6.16. 
Here I have included, with the deviatoric stress orientations, the nodal 
displacements accumulated during the 50 Ma initialization, which assist in
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Figure 6.16
(a) Nodal displacements and (b) deviatoric stresses after a 50 Ma initialization of 
the isostatic mesh of figure 6.15(a) using strength envelope model SE3 with fixed 
side walls and vertical reaction forces supporting the lower boundary. Inverted 
triangles mark the coastline.
understanding the stresses. The low viscosity in the lower half of the model has 
allowed the low density root to begin to collapse and be replaced by higher 
density and less viscous material from below. This "viscous erosion" of the root 
is accompanied by enhanced subsidence of the highland region (by about 100 
metres over the 50 Ma) and consequent flexural adjustments causing undulations 
apparent on the lower boundary. Another consequence is the enhancement of 
horizontal tension at mid-crustal depths below the highlands. Elsewhere, the 
subsidence and tendency to spread out laterally enhances horizontal compression, 
which is seen clearly near the surface in the right-hand side of the model and 
is suppressing the initial horizontal deviatoric tension at greater depth.
The surface subsidence stabilizes at 250 to 350 metres after 20-30 Ma of 
this initialization process, with slightly greater subsidence on the oceanic side due 
to the water infilling. This subsidence disrupts the surface I would like to 
prescribe at the start of the erosion/sedimentation stage and would affect the 
sedimentation pattern and the response. I therefore took the subsidence at the 
end of a 50 Ma initialization sequence, added it to the starting profile and 
reinitialized, giving a good approximation to the desired starting profile (figure 
6.5) (within 10 metres everywhere). The resulting stress and displacement field is 
indistinguishable from figure 6.16.
The stress state after 50 Ma of erosion and sedimentation on a lithosphere 
with this pre-stress configuration, but now with the "older" lithospheric strength 
envelope SE2, is shown in figure 6.17. The surface deflection is shown in figure 
6.18. This model, similar to ESS1 except for the added pre-stress, is designated 
ESS1/P. Comparing figure 6.18 with 6.13, it is clear that one of the effects of 
the pre-stress is to reduce the flexural wavelength. The prestressed regions start 
out closer to the yield surface in horizontal tension so they can support less 
additional flexural tension, though more compression. This results in a reduced 
effective elastic thickness and greater and more localized deflection. The overall
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Figure 6.18
Vertical deflections at five 10 Ma intervals after the onset of erosion and 
deposition for model ESS 1/P. The upper figure shows flexural deformation only, 
while the lower figure combines initial topography, erosion and flexure.
subsidence apparent in 6.18(b) occurs during the initialization, and the minor
secondary undulations on these curves are due to the continuing slow collapse of 
the low-density isostatic root. The sedimentary basin becomes 30-40% deeper by 
50 Ma than was the case for model ESS1, and the lowering of the highlands is 
reduced from ~13 m/Ma for model ESS1 to ~4m/Ma for model ESS1/P. This is 
due partly to the greater deflection of the weaker plate, and partly to the 
reinforcement of the outer rises from the erosion and sediment loads which no 
longer oppose each other as they do in the example of figure 6.2 (which is 
based on a stronger plate).
The stress field in this model (figure 6.17) is more complex than model
ESS1, but shares the features of shallow compression on either side of the 
highlands and deep compression beneath them, with smaller knots of horizontal
tension. In addition, there remains a zone of horizontal tension at intermediate 
depth beneath the highlands which is a remnant of the subsidence of the
highlands during the initialization phase. This is an example of the heterogeneous 
residual stresses mentioned at the start of this chapter. Elsewhere the flexural
stresses generally dominate over the pre-stress, although this would not have 
been so if the mesh had been initialized with strength envelope SE2, which
preserves large deviatoric stresses deep in the crust (figure 6.14).
6.3 Effects of Inplane Stress Variations on Evolved Stress Fields
These pictures of the evolution of stresses in response to erosion and
sedimentation on a lithosphere with a specified strength envelope provide some
insight into what the stress field may be expected to look like near continental 
margins. For several design reasons, I have not incorporated a transition to deep 
ocean here, but on many margins this transition does not occur within 500 km 
of the coast and it is not obvious that gross changes of lithospheric strength
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accompany the transition. The evolved states of deviatoric stress in the models 
designated ESS1 and ESS1/P provide basic models which I will now use to look 
at the effect of changes in externally derived inplane stresses, presumed to be
associated with plate reorganizations.
The depth range over which these inplane stress changes are transmitted is 
unknown, and attempts to study their propagation from plate boundaries (e.g., 
Bott and Dean, 1973; Melosh, 1976) use nominal depths. The depth of support 
of any stress fluctuation will depend on the timescale of the fluctuation, and
since plate motion reorganizations seem to occur on short timescales relative to 
the slow erosion and sedimentation considered in the preceding models, it is safe 
to assume that the changes will be felt at all depths at which significant stress
is supported in those models. On the other hand, the relative weakness of the
near-surface rock suggests that large inplane stresses cannot be transmitted 
through this layer.
What I have done, therefore, is to directly superimpose at stress-sampling 
points a regional stress field A<r with the following properties:
1. Actxx specified;
2. Plane stress in the vertical (Acrzz=Ao-xz=Ao-yZ=0);
3. Plane strain in the xz plane (Aoyy=yAcrxx, AcrXy=0);
4. Stress difference increment limited by Byerlee’s law with hydrostatic pore 
pressure.
Figures 6.19 and 6.20 show the effect of inplane stress changes of A(rxx=±50 
MPa on the stress difference contours from the final stage of model ESS1 
(figure 6.12). The overall effect of an inplane load is to amplify some of the 
stress concentrations due to the erosion/deposition evolution and to suppress 
others. Figure 6.19 shows that the effect of an inplane tension is to highlight
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the knot of horizontal tension at the base of the strong layer beneath the 
sediment accumulation. The much weaker zone of horizontal tension near the
surface of the highlands is magnified and the zone of high horizontal
compression below it is reduced, but not completely eliminated. Even with the 
Byerlee’s law limits, 50 MPa of tension will be supported below a few 
kilometres, but the addition will raise the level of tension in the highlands above 
the yield stress and some cataclastic release is to be expected.
The effect of superimposing 50 MPa of inplane compression onto ESS1 is 
shown in figure 6.20. In this case the inplane force can be transmitted to within 
a kilometre of the surface and the strength limits have no effect to the 
resolution of this calculation (the shallowest sampling points are ~1.5 km). Now 
the three knots of horizontal compression, one on either side of the highlands
and one deep beneath them, are magnified. In this situation, we can expect 
increased seismic activity offshore and behind the highlands, because the stress 
state near the surface must be close to the failure limit in horizontal
compression. In the highlands, however, the stress state will have moved away
from the failure limit in tension and possibly have become mildly compressive. 
Erosion and rebound will continue to shift the stress in the highlands back
towards a state of horizontal tension. Hence a sustained period of compression 
followed by a reduction in regional compression or transition to tension may be 
accompanied by substantial releases of stored tensional stress building up but
suppressed during the compressional phase. This may also be expected in the 
reverse for compression in the basin.
The addition to the prestressed model ESS1/P of 50 MPa of inplane tension 
(figure 6.21) and compression (figure 6.22) produces essentially similar results to 
ESS1. In the tensional case, there is a larger knot of inplane tension at moderate 
depths arising from the tension built up there during the initialization. Other
tensional regions are also more prominent than in figure 6.19 because of the
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background of horizontal deviatoric tension left after the initialization.
The compressional case is even more like its unprestressed counterpart, 
dominated by three concentrations of compressional stress. Two oddities in figure 
6.22 require comment, however. One is the thin surface layer of high stress 
difference out to sea, which is due to the superposition of a uniform 
compressional stress on a lithosphere initially supporting a horizontal tension 
which increases with depth near the surface. Because of the different degrees of 
support of tensional and compressional stress, such a "stress inversion" is possible. 
Stress differences are not so high at the seaward end of the model in figure 
6.20 because of the free edge boundary condition. As noted before, the ideal
boundary condition here would be something in between the fixed and free end 
extremes, but the difference does not appear to be very great. The other 
peculiarity is that the upper 20 km beneath the highlands fall into the lowest 
stress difference category in figure 6.20 but not in 6.22, while the deviatoric 
stresses do not appear to be significantly different in this region. This is due to 
the limited resolution used in contouring the stress differences which, in this 
region, are on the borderline between two classes.
Overall, it seems that the application of plausible levels of inplane stress
can have a marked effect on the deviatoric stress field and presumably on the 
pattern of seismic stress release. Unfortunately, we have little access to 
information on the variation of this pattern over millions of years, but by 
attempting to estimate the timing of movements on observable faults and of 
episodes of volcanism which may be associated with periods of greater tension, 
it may be possible to construct a consistent picture. A knowledge of the effect 
of regional stress variations on evolved local stress fields, as attempted here, is
essential to such a picture. It would, nevertheless, be desirable to have some
corroboration of changes in regional stress from global plate-driving force models 
and, if possible, from other geodetic effects of stress variations. This leads into
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the subject of the next section.
6.4 Effects of Inplane Forces on Uplift and Subsidence
In some of the preceding models, it has been noted that erosional rebound and 
depositional subsidence have opposite effects on uplift at the coast which tend to 
cancel each other out. Nett vertical movement associated with this mechanism 
depends on patterns of sediment transport which may vary on the long timescale 
of these processes. Vertical movements can, however, be produced on a shorter 
timescale by the interaction of inplane stress with lithospheric structure and 
flexural deformations at continental margins.
A basic component of this interaction is the magnification of flexural 
undulations caused by inplane compression and the reverse effect caused by 
tension. The timescale of these movements is linked to the rate at which the 
driving stress field can change. Major reorganizations of plate motions seem,
from the record of ocean magnetic limitations, to occur in times of the the 
order of 1-10 Ma, separated by longer periods of stable motion. If the vertical 
movements at the coast are large enough and rapid enough, they may contribute 
to the records of coastal onlap and offlap deduced from seismic stratigraphy by 
Vail et al. (1977) and others. In this section, I describe the application of elastic
finite element models of passive continental margins to calculate the nature and
magnitude of this effect. This work was done in co-operation with Sierd
Cloetingh and Kurt Lambeck using the finite element system developed here, 
and has since been published (Cloetingh et al., 1985).
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6.4.1 Records of Relative Sea Level Changes
Changes in relative sea level appear in the geological record in several ways. 
The distribution of relatively undeformed marine sediment strata in continental 
areas can be used to map major ocean transgressions on a broad scale (e.g.,
Barron et al., 1981), but for finer resolution, coastal processes must be observed. 
Lowering sea level leaves raised beach deposits. Wave-cut platforms created
during periods of stable sea level can be preserved above and below changed sea
levels. Corals growing in a restricted range of water depths may be found above 
or below the levels at which they grew. These records can sometimes be traced 
back several hundred thousand years, but they are easily destroyed by erosion or 
obscured by sedimentation and later vertical movements. A longer and more 
robust record of sea level change seems to be found in patterns of sediment
deposition along continental margins. As sea level rises relative to the coast, 
sediment is deposited farther inland, covering the edges of previously deposited 
layers (onlap). As relative sea level falls, deposition pinches out farther seaward 
(offlap) and exposed edges of previously deposited layers may be eroded. Cyclic 
changes in sediment facies which accompany these marine transgressions and 
regressions have been known for decades, and correlation between such events in 
widely separated basins led to a model of eustatic sea level changes controlled 
by changes in the volume of ocean basins (Arkell, 1956; Hallam, 1963).
From systematic observations of these patterns interpreted from seismic 
sections on the margins of coastal basins, Vail et al. (1977) deduced records of 
sea level change covering the entire Phanerozoic (-600 Ma) with increasing detail 
from the early Jurassic (-200 Ma). Apparent simultaneity of sea level changes in 
different basins led them to conclude that many of the fluctuations are global, 
and to construct a chart of global cycles of relative changes in sea level. The 
record is characterized by three orders of cycles with different periods. The
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longest (first order) cycle has a period of about 200 Ma and the most recent sea 
level peak in this cycle is the Cretaceous highstand (-80-100 MPa b.p.) already 
recognized at the beginning of this century (e.g., Suess, 1906). Second order
cycles of 10-80 Ma period and third order cycles of 1-10 Ma period are also 
found. The magnitudes of the inferred sea level changes cannot be directly
determined from the analysis. In fact, the Vail curves cannot be directly
interpreted as relative sea level change because they map only horizontal 
transgressions and regressions on a surface of unknown but probably varying 
slope.
There has since been much debate over these results and mechanisms 
proposed to account for them. There seems to be a consensus that the first order
cycle, at least since the Cretaceous highstand, is caused primarily by changes in
the volume of water displaced by mid-ocean ridges due to changes in spreading 
rate as suggested by Hallam (1971) and Hays and Pitman (1973). Estimates of
the magnitude of this effect provide a scale against which the other cycle 
amplitudes may be compared. The Cretaceous highstand was estimated at 521 
metres above the present level by Hays and Pitman (1973), revised to 350 metres 
by Pitman (1978), and more recently Watts and Steckler (1979) put it at 100-150 
metres. There is continuing debate about the magnitude of the highstand (e.g.,
Harrison et al., 1981, 1983; Parsons, 1982; Wood, 1981). Kominz (1984) has
attempted to put bounds on the sea level changes due to the evolving age 
spectrum of oceanic lithosphere (the ridge volume variation) and finds that the 
sea level 80 Ma ago was greater than at present by at least 45 m and at most 
365 m, with a preferred value of 230 m.
Shorter period sea level changes in the Vail curves would therefore be of 
the order of 50 metres. The accuracy of the short cycle amplitudes can be 
known only as well as the first-order cycle which is their only calibration, but 
are individually subject to greater uncertainty due to the unknown topographic
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slope at the paleo-coastlines. In addition, the rate of relative sea level change 
must exceed a critical value before a detectable unconformity will be generated. 
This value depends weakly on the age of the rifted margin where the sediment 
is deposited, but is around 8-22 m/Ma (Thorne and Watts, 1984).
The only mechanism so far known to be capable of producing sea level 
fluctuations of this magnitude and rate is continental glaciation (Pitman and 
Golovchenko, 1983). While this mechanism adequately explains at least some of
the Cenozoic cycles and those in the Permian and Carboniferous, there is no
record of continental glaciation over most of the time spanned by the Vail 
curves. Pitman (1978) discusses a range of possible mechanisms for relative sea 
level change including continuing differentiation of the lithosphere, sediment 
infill of ocean basins and its removal at subduction zones, crustal shortening 
during continental collision, and thermal uplift of the ocean floor near hotspots. 
He concludes that none of them is capable of producing rates of sea level 
change greater than 2-3 m/Ma. There has consequently been a need for another 
mechanism capable of producing the shorter period cycles. Some observations 
which suggest the global synchronicity of the cycles is not as good as has been 
supposed (e.g., Steele, 1976; Hallam, 1984) open the possibility of a mechanism 
which may produce globally synchronous effects but which may, on other 
occasions, produce more regionally limited effects.
Such a mechanism may be provided by vertical movements on passive
margins due to variations in tectonic driving stresses. Major changes in this
driving stress field must accompany the major plate reorganizations that take 
place from time to time in the lithosphere. The record of sea floor magnetic 
anomalies and hotspot traces indicates that the plates move stably for times of 
the order of 50 Ma between global reorganizations and stress fluctuations due to 
plate geometry, minor rifting, microplate collision or thermal events may occur 
locally without producing global consequences.
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6.4.2 Approximate Calculations
Before resorting to finite element models for detailed calculations, it is useful to 
get an idea of the order of magnitude of the effects we are looking for from 
analytical models. The three effects I will look at here are the effect of 
compression on a vertical load induced deflection profile, on a horizontal change 
in plate thickness, and on thickening of the plate due to its compressibility.
Magnification of a Deflection Profile
Consider a continuous elastic plate of thickness h loaded at the origin by a 
point load P. In the presence of an inplane force N the deflection profile is (see 
Appendix 2)
\  2 D  rv
w(x,N) = 2ÖÄpg e ’aX (COS(0X) + 3 S i n ( 0 x ) )  in  X  ) 0
The change in deflection at any point due to a change in inplane stress from N 
to -N is
Aw(x,N) = w(x,-N) - w(x,N) 
and at the origin, the central deflection change is
\ 2 P
Aw( 0 , N) = ( 1 / a .  - l / a + )
= w ( 0 , 0 ) X ( l / a .  - l / a + ) 
where a± = (X2 ± N/(4D))£
t h e r e f o r e  Aw(0,N) « w(0 ,0)  N/(4DX2 )
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I f  N =5x l01 2 N/m , the effect on a 20 km thick plate with E=1011 Pa, r=0.3, 
Ap=2.3xl03 kg m "3 (i.e., D=7.326xl022 Nm, X=l/60.05 km), is
Aw(0,N) ~ 0.06 w(0,0)
Thus a 5 km deep flexural depression w ill be deepened in the centre by 300m 
by this transition from 5x1012 N /m  tension to compression. This corresponds to 
a change from 250 MPa tension to compression in a 20 km thick plate. The 
effect near the edge of the depression is a combination o f the magnification of 
the outer rise and the change in flexural wavelength with the latter 
predominating. The firs t node of the deflection occurs at
x ,  = ß  a t a n ( 0 / a )  -  + ^ 2 ) / 0
and the change in surface height in this area caused by a change in inplane 
stress (N to -N ) can be estimated from the difference in height on the N=0 
curve between x ,(N ) and x ,(-N ). This is approximately
Aw(x. ,N) « Ax1 d x |x ,
* w’ (x’ ) [?  <1- i+ > ■ i M . +
-  -72X e 'Xx'w ( 0 , 0 ) ( j t + 1 ) ^ 2 
« -0 .45  Aw(0,N)
With the same parameters as above, this gives an up lift of about 135 metres at 
the edge of the depression. The side lobes o f the difference curve are therefore
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much larger in proportion to the central lobe than in the original profile due to 
the change in wavelength.
Tilting
Now consider a juncture of two plates of different thicknesses h , and h 2 with 
a common upper surface (figure 6.23). The imposition of a horizontal force N 
on this composite plate will produce a bending moment at the interface
M = N(h, - h 2)/2
which will cause the plates to twist near their interface in the sense indicated in 
figure 6.23. A lower bound to the deflection caused by this moment is found 
from its effect on a continuous plate of thickness equal to the maximum of h 1 
and h 2. The effect of a moment at the origin in a continuous plate is an 
antisymmetric deflection profile
w(x) = Wq e_  ^Ix I sin(Xx) 
where Wq = M/2X2D
The maximum deflection (at x=7t/ ( 4X)) is then
wmax * 0.08 N(h2 - h, ) / ( \*D)
If 1^=30 km, h 2=20 km and X2D is appropriate to the thicker plate, then the 
transition from 5x1012 tension to compression would produce a maximum 
deflection of ~200m (downward on the thicker side of the interface).
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If the thickness of the lithospheric layer transmitting inplane stress changes 
locally by more than a few km, this tilting will make a significant contribution 
to the surface deformation. However, the effect is exaggerated in this calculation 
by the assumption of a discontinuous change in thickness. If the plate thickness 
changes more gradually (on a length scale ~1/X) the deflection is substantially 
reduced. This tilting mechanism was pointed out by Gunn (1944) in connection 
with gravity anomalies on the Atlantic coast of North America. He concluded 
that the gravity effect should be less than 10 milligals, i.e., an uplift of ~100m.
Plate Thickening
A transition from tension to compression will cause thickening of a plate and -
if it is compressible - a consequent increase in density. Isostatic adjustment to
this will produce vertical movement of the surface. In a uniform plate this 
would be a uniform uplift which would not be readily perceived. Having noticed 
one effect of plate thickening, however, it is prudent to check other mechanisms 
for thickness dependence. In fact, the change in plate thickness (vertical strain 
times plate thickness) depends only on the total inplane load (driving stress times 
plate thickness) which varies little over large areas and is usually taken to be 
uniform. The uplift is a fixed fraction of the thickening and is therefore also
independent of plate thickness.
Assuming plane stress in the horizontal plane and allowing for a density
change
6p/pc = "Hi
the surface uplift due to an inplane stress <rxx in a plate of thickness h can be 
found from a straightforward Airy isostasy calculation to be
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-  -  V ( 1 +C> ) , 1 - V X ,
5z "  E(pm-pw) Pra '  » P c )  a * * h
Here pm and pw are the densities of fluids below and above the plate of 
thickness pc, and <p ranges from zero (if a yy is taken to be zero) to v (if eyy 
is taken to be zero). The uniform surface shift caused by an inplane 
compression of c xxh=5xl012 N/m is of the order of tens of metres and may be 
positive or negative depending on Poisson’s ratio and the densities. For common 
values of v (0.25-0.3) the surface subsides when inplane compression is applied.
This equation does reveal one potential source of differential uplift due to 
the thickening effect: the change in foundation modulus across the coast. The 
change in vertical movement from the continental to oceanic side is
( 5Zq - öZq) / 6Zq = -pw/Pm ~ 0*3
This mechanism produces several metres of relative surface displacement and is
seen in some of the finite element analyses in the next section. However, it is a
small effect, and is removed from the figures (as noted in the captions) to 
display the other effects more clearly.
Another potential effect of inplane stress on a strong lithosphere is that due 
to the curvature of the surface of the earth. This is discussed by Heiskanen and 
Vening Meinesz (1958). Their plate calculation gives an uplift of -5x10"3crh
metres, where a  is the inplane stress in MPa (positive in tension) and h is the
plate thickness in km. This effect may also reach tens of metres, but will be 
uniform over the range of the inplane stress, not contributing to local 
differential uplift.
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6.4.3 Finite Element Modelling
More detailed modelling of the vertical movements at coasts and other basin 
margins was undertaken using elastic finite element models with the meshes 
shown in figure 6.24. Elastic models were used as the next step in complexity 
over the analytical calculations, but the effect of cooling on increasing flexural 
strength with age is taken into account by increasing the elastic thickness. The 
effects of inplane stress variations are first examined with a plate of uniform 
thickness subject to sediment loading. The complication of erosional unloading of 
regions adjacent to the sediment wedge is not considered.
Uniform Thickness Mesh
The study done with this mesh begins with the application of a small sediment 
load on a young thin lithosphere. The flexural response to the sediment load on 
its own is used as a reference profile at each time step. An inplane tensional 
load is then applied to the model and the change in the profile is recorded. The 
same is then done for a compressional inplane load. The deformation due to the 
sediment load alone is then frozen into the mesh. For the next time step, the 
mesh is thickened and the sediment load augmented, producing a new reference 
profile. The effects of sudden changes in inplane load are again calculated. This 
process is repeated for a range of lithospheric ages out to 100 Ma. This process 
is illustrated in figure 6.25 with plate thickening effects removed. The sequence 
of reference profiles is shown in 6.25(a) and effects of the tensional and 
compressional loads are shown to scale at 30 Ma in (b) and relative to the 
reference profile in (c).
Before carrying on with results, details of the models and loads must be 
described. The mesh is similar to those used in chapter 4 - a single-layer elastic
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250 km
------------------- 1 100 M»
CONTINENTAL OCEANIC LITHOSPHERE
UTHOSPHERE
REGIONAL
STRESS
FIELD
(b)
100 km
100 km
________ ▼
25
km
100 km
Figure 6.24
(a) Boundary conditions and load distribution applied to the two elastic plate 
models used to investigate the effect of changes in inplane stress on basin 
margin uplift.
(b) Finite element meshes used in these two models.
structure with a Winkler foundation at the base. It is 1600 kilometres long and 
is restrained from horizontal motion at the left-hand end. There are 40 quadratic 
isoparametric elements, distributed as shown, with 203 nodes concentrated under 
the load where deformation is greatest.
The growth of offshore sediment accumulations varies greatly between
different locations from sediment-starved margins such as eastern Australia, with 
little more than a kilometre of sediment (Packham and Schneider, 1983), to
heavily-sedimented fans such as the Bengal fan, with 8-12 kilometre
accumulations (Curray and Moore, 1971). The growth model used here is the 
reference model of Cloetingh (1982) and Cloetingh et al. (1984) in which the
maximum sediment thickness is such as to keep pace with the subsidence
predicted by the boundary layer model of cooling of the oceanic lithosphere 
(Turcotte and Ahern, 1977; Wortel, 1980). This reference model of sedimentation 
(figure 6.26) falls well within the scattered distribution of sediment thicknesses 
observed at passive margins (Cloetingh, 1982). There is no simple analytical
expression for this model, but it is quite well fitted by the empirical relation
d = 442 Jt + 622 ln(t) (6.3)
where d is in metres and t is in Ma.
For the variation of effective elastic thickness, a simple square root of age 
relation is used:
h = at2 (6.4)
where a = 4.0 km/Ma^, a value around the middle of the range quoted by 
Bodine et al. (1981) from oceanic flexure studies. The difference in deflection 
profiles between this model of cumulative loading on an aging lithosphere and
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one in which the total load is applied to a plate of fixed age can be quite
marked. The two are compared in figure 6.27. Since both the load and the 
elastic thickness change most rapidly early in the evolution, the time steps used 
in the finite element calculation are set shorter in the early stages than towards 
the end to improve accuracy. The loading times (tj), elastic thicknesses (hj) and
cumulative maximum sediment depth (dj) increments are shown in table 6.1
along with the fractional increase in the flexural wavelength (X-1 ) and load in
each step.
Table 6.1: Parameters used in the progressive loading of a uniform plate to
investigate the effects 
margin uplift.
of inplane stress variations on basin
i t  i h i di \ A ( l / \ ) Ad/d
(Ma) (km) (km)
1 5 8.94 1.99
.30 .42
2 10 12.65 2.83
. 16 .20
3 15 15.49 3 .40
. 11 .13
4 20 17.88 3.84
.16 .18
5 30 21.91 4.54
. 11 .12
6 40 25.30 5.09
. 16 .17
7 60 30.98 5.97
.21 .21
8 100 40.00 7.28
E = 7x l010 Pa, v = 0.3, Ap = 2300 kg m-3
The effect at the edge of this evolving basin of a change of inplane stress 
from tension to compression can be seen from figure 6.25 to be an uplift which, 
if the basin contained a shallow sea, would result in an apparent sea level fall. 
Vertical motion in the centre of the basin would be in the opposite sense, but 
this would be less likely to be reflected in a detectable change in sedimentary
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(a) Sequence of deflection profiles for an elastic plate of uniform thickness 
increasing with age according to equation 6.24 and subject to the growing 
reference load illustrated in figure 6.26.
(b) The effect on the deflection profile at 30 Ma (middle curve) of applying a 
5x101 2 N/m inplane tension and compression.
(c) Deflection at 30 Ma under tension and compression as in (b) but plotted 
relative to the zero inplane stress curve.
A slight asymmetry evident in (b), caused by having the left-hand end boundary 
fixed in the horizontal rather than the symmetry axis in the middle of the 
depression, does not have much effect on (c).
80 10020 40 60
age (Ma)
Figure 6.26
Evolution of the maximum height of the triangular sediment load used in section 
6.4.3 as the reference load (solid curve) compared with sediment accumulation on 
the outer continental shelf and continental rise (dashed curves), inferred by Grow 
et al. (1979) from the COST B-2 well off the coast of New Jersey.
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4.
facies. The quantity of interest for apparent sea level changes is therefore Aw,, 
the maximum uplift near the edge of the basin. This will be quoted for a
change from tension to a compression of equal magnitude. Plate thickening 
effects are removed.
To begin with, consider transitions from a stress level of 100 MPa to -100 
MPa at various stages in the evolution of the basin described above. The 
dependence of Aw, on the thermal age of the underlying lithosphere in this case 
is shown as curve I in figure 6.28. Similarly, changes from 200 to -200 and 300 
to -300 MPa are shown as curves II and III. As the basin ages, the sediment
load and therefore the basic deflection increases, but the plate also thickens and 
becomes stronger. If the stress change is specified, this will imply a greater 
change of total inpiane load as the plate thickens and the nett result is an 
increasing Aw, with age. It may be preferable to specify the change in total
inplane load, N, in which case the marginal uplift Aw, decreases with basin age. 
Curve IV in figure 6.28 shows the marginal uplift for a change from 5x1012
N/m to -5x10’ 2 N/m inplane stress. Early in the evolution of the basin, this 
results in ~80 metres of uplift; the effect decays to 50 metres at 100 Ma.
To give some idea of the effect of this inplane load transition on more
rapidly filling basins, I also plot in figure 6.28 the marginal uplift due to this 
transition if the sediment load is held constant through time. Curves V to VIII 
are for fixed maximum sediment load thicknesses of 4.5 km, 5.1 km, 6.0 km 
and 7.3 km respectively. These loads are in each case assumed to have 
accumulated during the first 20 Ma of evolution of the basin and to remain
constant thereafter. Marginal uplift due to a given change of inplane load will 
be greatest for younger crust and for more rapidly filling basins. The magnitudes
found here are in agreement with the rough calculations of the previous section.
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Figure 6.28
Basin margin uplift, Aw,, caused by a transition from tension to compression at
various stages of basin evolution.
Curves I-III: Transition from tensional stresses of 100, 200 and 300 MPa
respectively to corresponding compressions with an evolving 
sediment load.
Curve IV: Transition from tensional inplane load of 5x1012 N/m to comp-
ressional load of -5x l012 N/m with an evolving sediment load.
Curves V-VIII: Transition from 5x10’ 2 N/m to -5 x l0 1 2 N/m inplane load with 
constant sediment loads characterized by maximum heights of 4.5, 
5.1, 6.0 and 7.3 km respectively.
Non-uniform Thickness Mesh
One of the many unknown mechanical properties of the lithosphere is the way 
in which support of inplane stress is distributed across boundaries between 
different structural elements. The uniform element mesh calculations have 
assumed that the inplane stress is supported in the same depth range across the 
modelled region. This approach is consistent, in topographically flat and 
thermally stable areas, with a strong temperature control of lithospheric rheology 
giving rise to horizontal iso-viscosity contours at the base of the lithosphere. If 
surface elevation changes substantially, as at continental margins, or if lateral 
changes in composition cause the viscosity contours to rise or fall despite
horizontal isotherms, or if the isotherms themselves are not horizontal, then
twisting effects of the kind described in section 6.4.2 are likely to appear when 
the inplane stress state changes.
To look at these effects in more detail, I have applied some of the loading 
procedure described above to the two non-uniform meshes of figure 6.24. On 
the continental side, the plate thickness is held fixed at either 50 km (model
N50) or 25 km (N25). The oceanic side evolves through four loading and 
thickening phases (10, 15, 20, 30 Ma) and the effects of inplane tension and 
compression are obtained at 30 Ma.
Before adding the effect of the load, however, the differential uplift due to 
inplane loads acting on the unloaded plates at 30 Ma are calculated. The results 
of this (models N50/0 and N25/0) are shown in figure 6.29. The simpler
structure of N50 produces a dominantly two lobed uplift pattern similar to 
figure 6.23 with a greater uplift on the thinner oceanic side. The 100-200 metre 
uplifts, Aw(x,N), are even greater than the effect of inplane loads on the basin 
flexure of the last section. This radical change of plate thickness, however, may 
not be justified. The other mesh has continental thickness only 3.1 kilometres
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(a)
(b)
Figure 6.29
Differential subsidence due to variations of inplane stress across passive margin 
structures with no sediment load and plate thickening effects removed. Curves I 
and II show the effect of 5x10’ 2 Nm-1 of axial compression and tension 
respectively, with a 30 Ma old oceanic plate and a continental plate thickness of 
(a) 50 km (model N50/0) and (b) 25 km (model N25/0). The coastline is marked 
by an inverted triangle above the profiles.
greater than the oceanic and this, combined with the offset due to the four 
kilometre ocean depth and the 150 km continental shelf, produces a three-lobed 
pattern with Aw(x,N) of only 20-70 metres. This is still enough to compete with 
the basin loading effect.
Now we re-run the models (N50/R and N25/R) allowing a reference load 
sediment pile to build up in a 250 km wide wedge on the continental shelf and 
slope (from x = 750 to 1000 km with a maximum thickness at 850 km). Note 
that the wedge is the same size as, but 50 km farther seaward than, that used 
in the uniform mesh models. The contributions of the tilting and basin 
modification effects to the differential uplift are shown in figure 6.30 for an 
inplane compression only. Tension to compression plots of the combined effect
are shown in figure 6.31.
Because of the change in plate thickness across the coast, particularly in 
N50, the effect of inplane loading on the sedimentary basin becomes asymmetric. 
The basin modification effect and the tilting effect are in opposition along most 
of the profile. In model N50/R, the large tilting effect dominates the uplift near 
the coast and the basin margin effect only appears out to sea. In model N25/R, 
where the plate thickness is more nearly uniform, the basin modification effect
is dominant all along the profile, but has been shifted horizontally by about 50
km due to the tilting effect.
In addition to these two effects, we have also to expect up to 10 metres
offset from the oceanic to the continental side of the profile due to the response 
to plate thickening under horizontal load discussed in section 6.4.2. Differential 
uplifts caused by changes in inplane stress regimes will therefore be complex 
and figure 6.28 must be seen as only providing orders of magnitude.
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Figure 6.30
Contributions of the tilting effect (T) and the basin magnification (B) to the 
combined differential subsidence (solid curve) of a sediment loaded passive 
margin under inplane compression: (a) model N50; (b) model N25.
Ca)
Cb)
1SOO
Figure 6.31
Differential subsidence due to variations of inplane stress across passive margin 
structures with reference sediment loading (plate thickening effects removed). 
Curves I and II show the effect of 5xl012 N m '1 of axial compression and 
tension respectively, with a 30 Ma old oceanic plate and sediment wedge, and a 
continental plate thickness of (a) 50 km (model N50/R) and (b) 25 km (model 
N25/R). The coastline is marked by an inverted triangle above the profile. 
Sediment wedge location indicated.
6.5 Discussion
The stress state at the simplest of passive margins is a superposition of several 
components which may oppose or reinforce each other and generally interact in 
complex ways. I have only dealt with a subset of these mechanisms here and the 
picture is not particularly simple. Perhaps the most glaring omission is thermal 
stress, but its inclusion would have required postulating a particular thermal 
event and its history. The slow uniform cooling of the lithosphere as a whole is 
not likely to be associated with great stresses, as the stable geotherm is close to 
linear, and a linear temperature gradient does not induce stress if the boundary 
(in this case, the earth’s surface) is unrestrained (see, e.g., Fung, 1965, p392). 
Substantial uplift and subsidence, however, may be anticipated, and 
temperature-controlled phase changes in the lower crust may affect stresses by 
changing the density distribution. A comparison of the interaction of localized 
thermal pulses with the stresses investigated here will make an interesting 
extension of this work.
It is clear that erosion is as important a cause of local stresses in the
lithosphere as is sedimentation. The situation considered here is one in which
erosion is the more important effect, not all of the eroded material being
deposited locally. There will be other regions where material is deposited well 
away from its source rocks and deposition is the dominant factor. The stress 
field in that situation will not be a mirror image of an eroded area because of 
the very different response of surface rocks to tension and compression. The
erosion model used in this study with a time constant of 50 Ma implies 
denudation of one kilometre topography at a rate of 20 m/Ma (although the 
altitude decays at a slower rate). Time constants somewhat longer than this may 
be preferred, in which case the time to development of the stresses described in 
this chapter would be proportionally longer and the effective thickness of the
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lithosphere slightly less.
The relative weakness of rock in tension compared with compression, 
well-attested in the rock mechanics literature and classical architecture, has 
important consequences for the states of stress which may develop in the upper 
crust. Where tensional forces are acting, relief of stress occurs at relatively low 
levels so that tensional regions are more easily nullified by changes in the 
regional stress regime. Although proximity to the yield envelope is more 
important in generating seismic activity than the absolute level of deviatoric 
stress, the latter may determine the nature of the events. In particular, a 
dominance of compressional mechanisms among larger magnitude earthquakes may 
be expected on this basis.
The potential effect of emplacement stresses on flexural wavelengths and 
consequently on inferred effective thicknesses has not been widely recognized, 
and may be a very important factor in continental lithosphere. Oceanic 
lithosphere, having formed by cooling from a high-temperature low-viscosity 
state with relatively little disturbance, probably inherits less emplacement stress 
and the effect may not be so important there. However, the emplacement of 
seamounts will produce significant stresses which would still interfere with the
subduction-related flexural stresses after the transient thermal effect has
dissipated. This may be reflected in the relative weakness of the
seamount-strewn lithosphere seaward of the Marianas trench, despite the antiquity 
of those seamounts. In continental regions, however, such an effect may explain 
the disparate estimates of effective thicknesses that have been made (see, e.g., 
the compilation in Watts et al., 1982).
The effect of variations of externally-derived inplane stress as low as 50 
MPa on the stress field at a passive margin generated by slow erosion and 
sedimentation can be quite marked. There is little direct evidence against which 
to compare the models generated here, but some consequences for seismicity can
6-46
be inferred. High levels of tensional stress in highland regions are not a
necessary consequence of the erosional rebound which must be occurring at some 
rate in those regions. The release of tensional stress at low levels of deviatoric 
stress may be reflected in lower magnitudes, and small increments of regional 
compression may nullify upper plate tension everywhere.
The contribution of erosional rebound stresses at passive margins adjacent to 
eroding highlands will be a major addition to sediment loading stresses and may 
induce a state of "whole lithosphere failure" (WLF) where sedimentation alone 
would not. The term WLF (Kusznir and Park, 1984) refers to a situation where 
the lithosphere reaches its yield limit at all depths. This is a difficult situation 
to quantify because of uncertainty about the strength envelope, particularly the 
maximum strength of the core region. It is also a difficult notion because the
consequences of partial stress release on major faults and other behaviour in a 
plate as it nears WLF are not well understood. Presumably a major fault or 
series of en echelon faults is activated through the plate at some stage. Such 
faulting behaviour is not incorporated into these models, so I will not speculate 
further except to note that renewable inplane stresses are required to produce
continued underthrusting leading to subduction from such a situation.
Significant vertical movements can also be produced at passive margins 
through the interaction of basin flexure and crustal structure with inplane stress 
changes. The uplifts of the order of 50 to 100 metres appearing in curve IV of 
figure 6.28 are produced at the edge of a basin by inplane stress changes from 
between 280 and 125 MPa of tension to equal values of compression on 
lithosphere between 18 and 40 kilometres thick. These levels are within the 
range of inplane stresses inferred by several authors on the basis of different
evidence (e.g., McAdoo et al., 1978; Weissel at al., 1980; Lambeck, 1983; 
Houseman and England, 1985; Cloetingh and Wortel, 1985). However, other 
studies have argued for significantly lower levels of inplane stress (e.g., Raleigh
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and Evernden, 1980; Solomon et al., 1980; McAdoo and Martin, 1984).
The analysis of section 6.4.3 was, however, done with an elastic model only, 
and there is reason to believe that similar vertical movements can be produced 
in a stress envelope lithosphere with much lower levels of inplane stress. The 
effect of regional stresses in amplifying specific stress concentrations due to 
vertical loads may take these regions over the yield limit, producing larger 
deflections in an analogous way to the effect of structural prestress. This 
mechanism of weakening of the lithosphere under inplane stress when behaviour 
is strength envelope controlled has been used by McAdoo and Sandwell (1985) to 
explain the apparent buckling of the oceanic lithosphere south of the Bay of 
Bengal observed by Weissel et al. (1980). The observation of McAdoo and 
Sandwell - that the compressive buckling strength of oceanic lithosphere may be 
as little as 12% of the value inferred from its effective elastic thickness on the 
basis of the elastic plate model - suggests that the stresses required to produce 
the vertical movements of figure 6.28 may be reduced by a factor of up to 8. 
That would bring them down to the more moderate range of ±15 to ±35 MPa.
The effect of lateral variations in the depth and thickness of the 
lithospheric layers supporting regional inplane stresses obviously complicates the 
predictions of coastal movements caused by changes in those stresses.
Expectations at various locations will also differ due to differing lithospheric 
ages and patterns of erosion and sedimentation, but calculations can be made 
much more locality specific in these parameters. There is little point in pursuing 
this further until several locations can be found to correlate well with expected 
changes in the regional inplane stress field. Continuing debate about the reality 
of many of the cycles of onlap in the Vail et al. (1977) and Vail and Todd 
(1981) studies (e.g., Watts and Thorne, 1984) will make confident correlations 
more elusive, and further work on the impact of plate motion reorganizations on 
the intraplate stress field will also be necessary.
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7. CONCLUSIONS
The force system driving the motion of tectonic plates provides a long 
wavelength background stress field, dominantly horizontal near the surface of the 
earth, over which shorter wavelength locally produced stresses are superimposed. 
This driving stress field, acting in the plane of the lithospheric plates, reflects 
the balance of forces in the surface plates associated with the lithospheric 
motion.
Inplane forces transmitted through lithospheric plates may be estimated from 
calculations of the magnitudes of proposed driving mechanisms, but uncertainty 
in the magnitude of individual forces presents a major obstacle to prediction of 
stress levels in this way. Our present knowledge of driving forces can be 
reconciled with states of compressional, zero or tensional stress at the subducting 
edges of surface plates seaward of deep ocean trenches. Inplane loads (the 
integral of inplane stress through the plate thickness) anywhere in the ±30x1012 
N/m range near subducting plate edges may be obtained from such calculations. 
Another feature of force balance models is that, in the absence of external 
forces acting across plate boundaries, the maximum inplane stress in surface 
plates usually appears near subduction zones. It is also in this vicinity that the 
stress varies most strongly between different models of the forces balance. The 
lithosphere just seaward of subduction zones is therefore both a likely place to 
find large magnitude driving stresses and an important place to identify their 
nature as a constraint on plate dynamics.
Measurement of stress in the lithosphere is hampered by the limited depth 
penetration of in situ methods, possible decoupling of near surface layers from
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the driving stress field and ambiguities of interpretation that plague indirect 
estimates of deeper lithospheric stress. All measurements are also subject to 
uncertainty about the contribution to what are invariably point estimates of stress 
from local stress producing and stress concentrating mechanisms. Most estimates 
using in situ, seismic and petrological methods are in the 1-100 MPa range, 
although a few are higher. The seismic estimates are probably sampling regions 
where stress is greatest, although estimates such as those from stress drop 
calculations represent an uncertain fraction of the total stress. Other estimates are 
not necessarily sampling regions of particularly high stress in the lithosphere, and 
so give only limited information on the loads that the lithosphere may support.
On the other hand, a picture of the regional stress field is slowly emerging 
from concentrated observational studies in a few areas. In continental areas, the 
stress field in the vicinity of plate margins and recently active orogenic belts is 
dominated by those features. In areas such as these (e.g., western North America, 
and north of the European Alps and the Himalayas), the measured stress field 
probably contains a significant structural component associated with variations of 
crustal thickness. Stresses driving the deformation in these regions are partially 
obscured by this secondary stress field. There is, however, evidence of the 
driving stress field showing up more clearly in less disturbed regions of 
continental lithosphere (such as the central plains of North America), but well 
distributed borehole studies in similar regions on other continents are needed to 
support this interpretation.
In oceanic lithosphere, only seismic methods have been applied until 
recently. From focal mechanism studies of the few sparsely distributed events so 
far available, it appears that tensional events are usually confined to young 
lithosphere (<30 Ma). This is taken to indicate that "ridge push" forces due to 
progressive cooling of the lithosphere dominate the regional stress field in 
surface plates.
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This seems to contradict the conclusions of several driving force studies, 
including the inversions of Forsyth and Uyeda (1975) and Chappie and Tullis 
(1977), based on the distribution of plate velocities, which find that plate
motions are dominated by forces acting in subduction zones. It is, however,
possible to reconcile these two results if - as is the case in most areas - the 
distribution of spreading ridges is such that the ridge push forces act in the 
same direction as, or at least not in opposition to, forces acting at subduction
zones. In this case, the overall pattern of plate movement may still be dictated 
by the distribution of subducting slabs, while the state of stress in the surface 
plates is a result of the velocity dependent balance of basal shear and ridge
push forces acting on the surface plate. The global inplane stress field may not, 
therefore, be reflecting the forces which dictate the motion. At times of major 
reorganizations of plate motion, however, the stress field in the surface plates 
may be severely disrupted, and considerably greater stresses may be transmitted
than are currently observed.
Details of the stress distribution in the lithosphere under any load system
are dependent on the depth dependence of strength and creep viscosity. Strength 
envelope formulations, specifying both the maximum strength under various stress 
conditions and the creep viscosity as a function of depth, are more appropriate
to the lithosphere than uniform layer models. However, the parameters needed 
for such formulations are not well constrained by petrophysical or geophysical
information at present. Multi-envelope structures with several layers controlled by 
different creep parameters are an extension of this approach, but depend heavily 
on details of compositional variation with depth. Compositional uncertainty, both 
in major minerals and in fluxing agents, permits little confidence in individual 
models. Assessment of the inplane load carrying capacity of several model 
structures suggests that loads in the range 1-40x1012 N/m may be supported, 
depending on temperature and composition. The upper end of this range is
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probably not appropriate to loads which are transmitted long distances through 
lithosphere of a spectrum of ages and temperature conditions.
Flexure of the lithosphere at subduction zones and the effects of inplane
stress can be readily studied using finite element techniques. Relatively simple 
finite element meshes with only 20-50 rectangular quadratic elements can 
reproduce elastic plate bending behaviour accurately enough to point out 
limitations in analytical models. The inference of inplane stress in elastic plates 
of lithospheric scale is systematically biassed by -100 MPa due to one such 
limitation. Correction could be made for this error, but non-elastic behaviour in 
the lithosphere swamps the effect completely. The effects of cataclastic and
creep behaviour can be incorporated in these models using a viscoplastic creep 
algorithm incorporating strength envelope behaviour and the steady movement of 
the subducting plate. Comparison with a uniform viscoelastic plate for which an 
analytical solution is available confirms the reliability of this method. The 
maximum plate curvature conditions which can be studied in this way depend on 
the magnitude of time step used in the algorithm. Curvatures greater than
3x10” 7 i r r 1 require time steps less than 0.5 Ma.
From analysis of observed and model bathymetric profiles, considering the
effects of topographic noise and other error sources, it appears that neither the 
magnitude nor the sign of inplane stress can be determined from the topographic 
signature of plate bending at subduction zones. Even if the load response of the 
lithosphere were reasonably well constrained - which it is not - the various 
sources of error, including topographic noise, the effects of slow cooling and 
sporadic local reheating, and uncertainty in the regional background slope of the 
sea floor, would make it very difficult to discern inplane stress effects with 
confidence. It seems that error bars on individual profile determinations of the 
effective flexural thickness of the lithosphere should be at least ±6 km. It is 
likely that composite profiles from several nearby ship tracks would allow
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significant improvement in this figure. Use of rolling composites made up of 
many parallel profiles along several hundred kilometres of a trench may put the 
variation of inplane stress, though still not the sign or absolute magnitude, 
within the range of detection.
Moment-curvature relations are even less reliable, because, while the 
maximum curvature is a relatively well determined parameter of flexural profiles, 
the moment supported near the first node of the deflection is one of the most 
poorly determined parameters. It is particularly sensitive to the assumed 
background slope, and this source alone leads to an uncertainty of 60-80% in 
the estimated moments. Moment-curvature relations determined from the profiles 
analyzed here show no discernible trend other than being consistent with a 
flexural rigidity of (l-60)x l02 2 Nm. Effective thickness-age relations are also 
widely scattered, consistent with the ±6 km errors, and barely show any 
tendency towards thickening with age. The combination of errors and possibly 
real local variations in strength along trench strike probably obscure the general 
trend. The effective elastic thicknesses mainly fall between the 200 °C and 400 °C 
isotherms, cooler than some other studies have found (e.g., Watts et al., 1980; 
Bodine et al., 1982). However, these larger compilations incorporate data from 
different kinds of analyses which are not all estimating the same definition of 
thickness.
At passive continental margins where the nature of the lithosphere changes 
markedly over a short distance, the effect of inplane stress variations may be 
detectable in the stress field, inferred from in situ, seismic and geological 
observations, and in vertical movements recorded at the edges of strata in coastal 
sedimentary basins. Both the stress field and the long-term vertical movements at 
these margins are strongly affected by local processes which must be considered 
before the effects of inplane stress variations at particular locations can be 
deduced. Contributions to the stress field from erosion-sedimentation processes
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and stresses supporting the lateral variation of thickness and density structure are 
evaluated here as a background which may be overprinted by regional inplane 
stresses producing a characteristic signature. In estimating the nature of the stress 
field produced by these processes, consideration must be given to the relief of 
stresses by brittle failure near the surface and creep at greater depth. The stress 
fields inferred are only as reliable as the assumed load response, so that only
very general conclusions may be safely drawn.
The phenomenon of stress migration from near surface and deep regions 
towards the stronger core layer of the lithosphere is clear in these models and 
has the effect of obscuring the bimodal distribution of deviatoric stress through 
the plate characteristic of uniform plate models. The distribution of vertical
stress, rarely considered in the context of flexural stresses, also leaves its mark
by suppressing or accentuating different zones of stress concentration.
The nature of near surface stresses is significantly affected by the relative 
weakness of brittle rock in tension compared with compression. In practice, this 
means that regions of horizontal tension are characterized by much smaller stress 
differences than regions of compression. This difference may be reflected in 
difference in the style of seismicity between such areas and may be responsible 
for the fact that continental lithosphere is most commonly observed to be in 
horizontal compression. Certainly it is much easier to overprint areas of 
horizontal tension by a small regional compression than to obscure the 
concentrations of horizontal compression by a similar regional tension.
Regional inplane stress variations of 50 MPa or less may have a major
effect on the perceived stress state at passive margins. The magnitude of stresses 
remains very uncertain, but it is possible to predict likely patterns of stress. The 
possibility of whole lithosphere failure at rapidly sedimenting passive margins is 
significantly enhanced by the presence of adjacent highland areas rebounding in 
response to erosion. In such a situation, faulting may be triggered by changes in
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the regional stress state, but behaviour near the state of whole lithosphere failure 
is not clear from models, such as those used here, which do not accommodate 
generation and propagation of major faults.
Significant differential uplift can be produced across passive margins and 
the edges of sedimentary basins by inplane stress changes. Again, the stress level 
required for a specific effect depends on the strength of the lithosphere in the 
area, and on how the inplane stress is distributed with depth in the lithosphere. 
If the inplane stress were supported uniformly through a layer of -20-40 
kilometres, variations of several hundred megapascals will cause differential
uplifts of 50-100 metres near the coast, enough to be seen in onlap-offlap facies 
in strata at the edge of sediment accumulations. Stress migration and
concentration, consistent with strength envelope models of lithospheric load 
support, will reduce the magnitude of stress variation required to produce the
same differential uplift by up to a factor of ten.
The pattern of differential uplift produced at a particular location is
complicated by a superposition of effects. The inplane stress acts not only on 
the deflections of the lithosphere caused by erosion and sedimentation, but also 
on the laterally varying distribution and thickness of the stress supporting layers 
in the lithosphere. The resulting uplift pattern will be unique to the
characteristics of that locality, and it remains to be seen whether these patterns 
can be clearly discerned in any individual case.
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APPENDIX 1
Some Numerical Values
Where a particular value is specified, it is the value used in this thesis except 
where explicitly noted otherwise. Bracketed values indicate the range of variation.
Svmbo1 P aram e te r U n i t s Value
k the rm al c o n d u c t i v i t y W/mK 3 (2-5)
C p s p e c i f i c  h e a t J/kgK 103
p d e n s i t y pL : kg/m3 2 . 8 x l 0 3
- • »• Pm- 3 . 3 x l 0 3
* • 1 P w- 103
K the rmal d i f f u s i v i t y m2/ s k/pCp-10"6
a volume c o e f f i c i e n t  o f  thermal K"1 (3-4 )x lO"5
e xpans ion
V dynamic v i s c o s i t y  - Pas
mantle : 10 2 0 - 10 2 1
o ce a n ic  l i t h o s p h e r e : > 1023
g a c c e l e r a t i o n  due to  g r a v i t y ms"2 9.8
D f l e x u r a l  r i g i d i t y  - Nm -
o cea n ic  l i t h o s p h e r e : (1-60 ) x l 0 2 2
E Young’ s modulus - Pa 101 1
c r u s t a l  rock: ( . 6 - 1 . 8 ) x l 0 11
V P o i s s o n ’ s r a t i o  - - 0 .3
c r u s t a l  rock: ( 0 .2 5 - 0 . 3 2 )
R gas  c o n s t a n t J / m o l . K 8.314
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APPENDIX 2.
Elastic Plate Formulae
The two-dimensional elastic plate bending equation is
Dw"" - Nw" + Apgw =
With the geometry of figure A l, the general solution for a point load qL=P<5(x) 
and applied moment M 0 at the origin is
w(x) = e_ax(w0 cos(ßx) + Wq sin(0x))
where = (X2 ± N/4D)^
X4 = Apg/4D 
a 2 + ß 2 = 2X2 
a 2 - ß 2 = N/2D
Hence, defining w*(x) = e"ax(wq cos(ßx) - w 0 sin((3x)),
*
-orw + ßw
(a2 - ß 2)w - 2aßw*
- o(q;2-3|32)w + ß(3a2- ß 2)w*
ow + ßw 00 
~ a 2 + ß 2 1 0
= (aw0 + 0Wq)/2X2
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Semi-infinite Plate
The moment and load at the origin are introduced through the conditions
g i v i n g
r w(x)dx  = P/Apg
J 0
w " ( 0 )  = M0/D
4 a \ 2 . \ 2Mn ,
W° “  A p g (3 a 2 - ß 2 ) (P + a )
w = ________ aX2 fNP . APgMn^
q |3DApg(3a2 - ß 2 ) Ka  X2 '
= (Nw0 - 2M0 ) / ADaß
Si nc e  
whe r e
D( 3 a 2 - ß 2 ) = N - *NC 
Nc = - 4 \ 2D,
the semi-infinite plate buckles in compression at N=Nc/2. In tension, the 
coefficients remain finite until
4Dc*ß = ( N 2 - N2 )* = 0
At this point N=-Nc and (3=0, so the solution remains finite although it no 
longer has an oscillatory component
w(x;N=-Nc) = w Qe-QfX
Infinite Plate
In this case, the condition of vertical force equilibrium is changed to
.00 .00w(x)dx = 2j w(x)dx = P/Apg
and w 0 and w^ can be obtained from their semi-infinite plate values by 
replacing P with P/2. The boundary conditions will generally differ from the 
semi-infinite case to reflect the continuity of the plate beneath the load. In 
particular, if M 0=o, w’=0 beneath a point load and this requires wq=w o<V0.
Partial Derivatives
The partial derivatives of the semi-infinite plate deflection formula with respect 
to the parameter set (D,P,M0,N) are given by
( 1 )
where
Mvq
dD C2N| ü 0 ‘ 2c2A P§wq
( 2 ) ^  = ac, e ' a x ( c o s ( ß x) + c2N sin(0x))/\2
or
(3) = e‘ax (c 1 cos(|3x) - 2c 2 sin(0x))
o
( 4 )
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whe re
and
ö w o _ C 1 P
ö N 8 c A 2 D 1 0
^ w q  .  
a N C 2 K  +  N^ j °
c i = ( 2 X 2 D +  N ) ' 1
1
C 2 ( 4 D A p g  - N 2 ) 2
c 2Nwq )
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APPENDIX 3
Viscoelastic Plate Formulae 
The viscoelastic characteristic polynomial is
where
rQ 5(crQ - b) - 4(fQ2 - l)(rQ - l)(crQ - 1) = 0 
r = Xur, f = X2N/Apg, Q = q/X, b = 2(1-»'), 
c = 3 ( i - f,)/(! + „)
and other quantities are specified in chapter 4. From two roots Q, 2 = Q, 2/X 
we wish to recover two of the governing parameters X, r and N when the third 
is specified.
1. If X is specified then
~ rQ3 (crQ -b) 1
f 4 (cQ -1 ) (c rQ -1) + Q2
and h(Q1,Q 2,r) - h(Q2,Q1,r) = 0
where h(x,y,r) = x 2(rx-l)(crx-l)[ry 5(cry-b)+4(ry-l)(cry-l)]
This is a quartic polynomial in r which, for the appropriate range of Q, 
and Q 2, has only one positive real root. This root gives r ,  and then N is 
obtained through f.
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2. If r is specified, then we cannot normalize the roots a priori. We find
where
and
= Apg _ Apg pq3 (b - cpq) 
q 2 4X4 (pq - 1 ) (cpq - 1 )
\ 4 _ h (q 1 , q 2) - h ( q 7 , q , )
4 (Qi 2 - q 2 2 )
p = ur 
h (x ,y ) px2y 5(b - cp y ) (py - 1 ) (cpy - 1 )
3. If N is specified
X« = - 4 (Nq2/Apg - 1 ) (pq - l ) (c p q  - 1) 
pq5 (b - cpq)
and h (q 1 ,q 2) - h (q 2 , q 1 ) = 0
where h (x ,y )  = - x 5 (b-cpx)(N y2/Apg - 1 ) (p y -1 ) (c p y -1)
This gives a cubic polynomial in p which, for the appropriate range of q, 
and q 2 has only one positive real root. From this root we can recover t 
and X.
The recovery is limited to two governing parameters because only two 
roots are available. It is something of a pity that the subducting plate is not 
being pushed out of rather than into the mantle because the four roots of 
the characteristic polynomial then applicable would fully constrain the 
governing parameters.
App-7
APPENDIX 4
Profile Fitting Comparisons
Best fits of several forms of plate bending formulae to observed trench-outer 
rise profiles from around the Pacific are illustrated on the following pages. All 
profiles have been projected perpendicular to trench strike and corrected for 
sound velocity variations, aging and sediment accumulation before plotting.
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