The Bloch equation is the fundamental dynamical model applicable to arbitrary two-level systems. Analytical solutions to date are incomplete for a number of reasons that motivate further investigation. The solution obtained here for the propagator, which generates the time evolution of the system and embodies all the system dynamics, is compact and completely general. The parameter space that results in division by zero in previous treatments is explicitly defined and accommodated in the solution. Polynomial roots required for the solution are expressed in terms of a single real root obtained using simple functional forms. A simple graphical rendition of this root is developed that clarifies and characterizes its dependence on the physical parameters of the problem. As a result, the explicit time dependence of the system as a function of its physical parameters is immediately evident. Several intuitive models of system dynamics are also developed. In particular, the Bloch equation is separable in the proper coordinate system, written as the sum of a relaxation operator and either a null operator or a commuting rotation. The propagator thus drives either pure relaxation or relaxation followed by a rotation. The paper provides a basis for increased physical insight into the Bloch equation and its widespread applications.
I. INTRODUCTION
The Bloch equation needs little formal introduction. It was proposed originally as a classical, phenomenological model for the dissipative dynamics observed in magnetic resonance [1] . However, its impact has been more widespread as a result of its applicability to quantum two-level systems [2] . The field of quantum optics is a particularly noteworthy example of its significance beyond the realm of magnetic resonance [3] . More recently, the burgeoning field of quantum computing provides additional incentive for understanding Bloch equation dynamics due to the necessity of preserving coherence in the presence of relaxation [4] .
A thorough treatment of this fundamental dynamical model for arbitrary two-level quantum systems, including relaxation, is therefore relevant to a host of important physical systems. Yet, there is to date no complete and general solution for the Bloch equation. Previous solutions [5] [6] [7] [8] share some or all of the following limitations. They (i) divide by zero at particular, but unspecified, values of the field and relaxation rates; (ii) are not valid for arbitrary field orientation, which can be important in many applications; (iii) are cumbersome, linked to tables of multiply nested variables with obscure connection to the physical parameters of the problem; (iv) depend unavoidably on the roots of a cubic polynomial, roots that are only qualitatively specified or are expressed as complicated functions of the physical parameters; (v) provide only a small measure of the physical insight that might be expected from an analytical solution.
The present work derives a compact, complete solution to the Bloch equation. The solutions are valid for * thomas.skinner@wright.edu arbitrary (constant) fields and relaxation rates. The paper begins with a theoretical overview. The intent is to provide a fairly complete general understanding of the problem and the formal simplicity of the solution. The next section is devoted to the explicit form of the solutions. Their dependence on the physical parameters is fully characterized in a following section. The spin-spin (transverse) relaxation rate minus the spin-lattice (longitudinal) rate provides a convenient and particularly useful frequency scale for representing system parameters in the analysis of the Bloch equation. Conditions that result in division by zero in previous solutions are identified, yielding quantitative bounds for oscillatory (underdamped) and non-oscillatory (critically damped and underdamped) dynamics. The polynomial roots required in the solution are reduced to a single root with a fully characterized dependence on the physical parameters that admits a simple graphical representation. Next, a simple vector model is developed that reveals the underlying simplicity of the dynamics, with a modified system of relaxation rates playing a role analogous to longitudinal and transverse relaxation. The modified rates result from the interaction/coupling between the fields and relaxation processes. Additionally, and incidentally, a method for finding eigenvectors emerges that does not appear to have been considered previously. The Bloch equation is also shown to represent a system of three mutually coupled harmonic oscillators, providing additional perspective. Details of the calculations are provided in appendices. The concluding appendix applies the solutions to a representative set of cases yielding solutions that can be straightforwardly verified by other methods.
II. THEORETICAL OVERVIEW
We first summarize the basic framework of the Bloch equation to recollect and also define the fundamental parameters of the problem. The equation describes the dynamics of a magnetization M subjected to a static (polarizing) magnetic field H 0 = H 0ẑ and a sinusoidally alternating field 2H a cos ω a t applied orthogonal to H 0 . For H a ≪ H 0 , the equilibrium magnetization is not appreciably affected by the applied field and is therefore, to a good approximation, the time-independent value M 0 = χH 0ẑ produced by the polarizing field.
One then considers a reference frame rotating about H 0 at an angular frequency ω a equal to the frequency of the applied field. In this frame, the resulting effective field H e is also time-independent. The evolution of the magnetization in this frame, neglecting dissipative effects, is simply a precession about the field at the Larmor frequency ω e = −γH e due to the torque γM × H e on M , with H e = (H a cos φ, H a sin φ, H 0 − ω a /γ). The phase φ relative to the x-axis in the rotating frame is arbitrary in the context of a single applied field and can be set equal to zero. However, the relative phase is required for problems involving sequentially applied fields.
Relaxation rates R i are then assigned to each component M i to include dissipative processes. The torque can be written as a matrix-vector product (Jaynes***), which, together with relaxation, gives the matrix
comprised of the rates and the components of ω e . Including the initial polarization M 0 then gives the Bloch equation in the rotating frame aṡ
In what follows, both H e and ω e are referred to as fields, and we further define the transverse field ω 12 as a component of the total field ω e , with respective magnitudes (squared) 
Framing the problem most generally to include arbitrary ω e and distinct relaxation rates might be expected to complicate the solution compared to previous treatments. However, the symmetry introduced provides concise expressions for Γ ij = ε ijk ω k in terms of the usual Levi-Civita tensor (summed over repeated indices) and Γ ii = R i , resulting in a compact and rather simple solution.
A. Bloch equation solution
Multiplying Eq. (2) by e Γt and integrating the resulting exact differential over the interval [0, t ] gives the solution
as a function of the steady-state M ∞ ≡ Γ −1 M 0 R 3 and transient M (0) responses. The crux of the problem is a solution for the propagator e −Γt .
B. The propagator e
The Laplace transform L of e −at is equal to (s + a)
for constant a. The matrix exponential e −Γt for constant Γ is then the inverse Laplace transform
, where 1 1 is the identity element. The inverse Laplace transform of a function f (s) can be written in terms of the Bromwich integral as (cf. [9] )
where the real constant γ is chosen such that Re (s) < γ for all singularities of f (s). Closing the contour by an infinite semicircle in the left half plane ensures convergence of the integral for t > 0. The desired F (t) is then the sum of the residues of the integrand. For f (s) = (s1 1 + Γ) −1 , recall the textbook theorem for the inverse of a matrix A, with terms defined as follows:
(i) A(i|j) is the matrix obtained by deleting row i and column j of A.
(ii) The cofactor of A ij is C ij = (−1) i+j det A(i|j).
(iii) The adjugate of A is the matrix (adj A) ij = C ji , i.e., the transpose of the cofactor matrix for A, which is the same as the cofactors of A transpose.
the elements of adj A(s), are simple (2 × 2) determinants, giving
a polynomial in s with coefficient matrices
Thus, each element of adj A can be constructed from one of two relatively simple elementary forms, with diagonal or off-diagonal elements, respectively, related by cyclic permutation of indices. The matrices for the results above can be found in Appendix D. The determinant of A(s) is the characteristic polynomial of (−Γ). The resulting third degree polynomial p (s) is of the form
with coefficients
One therefore has, simply,
The desired solution for F (t) = e −Γt is then the sum of the residues of the integrand in Eq. (5),
Recall for reference in what follows that for a function g(s) with a pole of order k at s = s 0 , the coefficient of (s − s 0 ) −1 in the Laurent series expansion of g(s) about s = s 0 , i.e., the residue at s 0 , is
The poles clearly occur at the roots of p(s), i.e., the eigenvalues of −Γ.
C. Steady state solution
The steady state response M ∞ defined in Eq. (4) is equal to Γ −1 M 0 R 3 , with Γ −1 obtained from Eq. (11) as adjA(0)/p(0). The dependence on adjA is only in the third column, since M 0 is alongẑ, with p(0) given by c 0 in Eq. (10) . Then
Letting R 1 = R 2 = 1/T 2 and R 3 = 1/T 1 gives
which reduces to Bloch's result [1] , obtained for ω 2 = 0.
III. SOLUTIONS FOR THE PROPAGATOR
The results obtained so far provide the basis for a complete, compact, general solution of the Bloch equation. The solution is valid for all values of the system parameters. Degenerate roots of the characteristic polynomial, which give rise to division by zero in previous solutions, are fully addressed. In a subsequent section, the solution provided in the most general form for the case of three unequal relaxation rates is applied to the more typical case R 1 = R 2 for isotropic media.
A. Roots of the characteristic polynomial
The solution for e −Γ t given in Eq. (12) requires the roots of the characteristic polynomial p(s). As is well known, the substitution s = z − c 2 /3 reduces Eq. (9) to the standard canonical form
where
Solutions for the roots z i are then available as functions of a and b from standard formulas. However, the roots are complicated functions of the polynomial coefficients (and hence, the physical parameters in the Bloch equation), which hinders physical insight. In Appendix A, simpler expressions are derived for the roots that reduce their complexity compared to previous treatments. The fundamental results are summarized below. Any polynomial with real coefficients has at least one real root, assigned here to z 1 . The solutions can then be consolidated in a convenient form that does not appear to have been employed before. The other two roots are written as a function of z 1 ,
in terms of a discriminant
which will be positive, negative, or zero depending on the value of z 1 , the sign of a, and their relative magnitudes. The roots are further characterized here in terms of the positive parameter
leading to the following delineation of the roots:
(i) a > 0 or a < 0 and γ > 1 3 distinct roots (1 real, 2 complex conjugate)
(ii) a < 0 and γ < 1 3 distinct real roots (iii) a < 0 and γ = 1 2-fold degenerate roots z
The physical parameters that define these effective domains for the roots are derived for the standard case R 1 = R 2 in a subsequent section.
In addition, the sign of b determines the sign of z 1 . Thus, in all cases, the set of three roots for a given b < 0 is equal and opposite to the set obtained for parameters that flip the sign of b. The case b = 0 (i.e., γ = 0) reduces simply to z 1 ∼ sgn(0) = 0. From Eqs. (18) 
where, referring to Eq. (10),
is the average of the relaxation rates.
B. A convenient matrix partitioning
We first seek to avoid transforming the characteristic polynomial to canonical form, solving for these roots, then transforming back to obtain the roots of the original polynomial. The result of this endeavor leads to additional simplifications in what follows.
Partition Γ as the sum of commuting matrices
where the diagonal elements of Γ p are
This partitioning gives c 2 = i R ip = 0. Therefore, the characteristic polynomial for −Γ p is in the standard canonical form q(z) of Eq. (16) with coefficients
from Eq. (10). We then have
The focus henceforth will be the solution for e −Γp t , obtained from Eq. (12) with roots s i = z i given in Eq. (A6) and adj A → adj A p obtained from Γ p . Using Eqs. (7) and (8) with relaxation rates
The partitioning also allows the coefficient matrices to be found rather easily in terms of Γ p as
The result for A 1p is clear by inspection of the offdiagonal elements and confirmed using i R ip = 0 for the diagonal elements. One expands the R ip according to Eq. (24) to obtain the expression for A 0p . More generally, as can be verified by direct substitution,
The derivation is fairly straightforward and readily generalized to higher dimensional matrices. However, these topics exceed the scope of the present work. Either Eq. (28) or (29) can be used to obtain a concise implementation of the Cayley-Hamilton theorem, which states that every square matrix is a solution to its characteristic equation. Thus, Γ p is a solution of Eq. (16). One can solve for Γ 3 p , and subsequently for all higher powers of Γ p , in terms of the set {1 1, Γ p , Γ 2 p }. The series expansion of e −Γp t can then be expressed in terms of the same set. The net result is a relatively simple means for obtaining the scalar coefficients a i (t) in a solution of the form
C. Simple pole solution
In the case that the roots z i of q (z) are distinct, the residues are due to simple first-order poles. Factoring
as needed to evaluate the residue of a first order pole at z = z n . The derivative q ′ (z) = j i =j (z−z i ) evaluated at z n is also equal to i =n (z n − z i ), since the other terms in the sum vanish at z = z n .
The matrix exponential e −Γpt can then be written simply and succintly as
There are thus independent contributions from each root, with shared dependencies on the fields ω i and relaxation rates R ip which comprise adj A p according to Eq. (8) .
Performing the sum, with substitutions from Eqs. (27) and (28), and collecting terms according to Eq. (30) gives a result that can be written compactly as matrix multiplication in the form
The derivative of the characteristic polynomial can be calculated from either the factored form involving the roots or the polynomial form in Eq. (9) . Each provides information that might be useful for different applications.
For parameter values (i) a > 0 or a < 0 and γ > 1, 
The coefficient a can be found in terms of the roots z i upon expanding the factored form for q(z) to obtain a = z 1 z 2 +z 1 z 3 +z 2 z 3 . The solution for the matrix exponential is thus separable into a term the depends directly on the physical parameters of the problem through Γ p , a term that depends on the roots z i , and a term that gives the time dependence, which in turn is solely a function of the roots. For the case
(ii) a < 0 and γ < 1, ̟ is imaginary, as given by Eq. (A6c), so there are three real roots. There is no oscillatory behavior in the straightforward result given in Eq. (32). The solution can written alternatively in terms of µ = |̟| using Eq. (33), with ̟ = iµ giving cos ̟ t → cosh µ t and sin ̟ t/̟ → sinh µ t/µ.
D. Second-order pole solution
For the case (iii) a < 0 and γ = 1, two of the three real roots are equal, giving a doubly degenerate root
The contribution from the first-order pole at z 1 is obtained as before from the i = 1 term of Eq. (31). The residue at z 2 is calculated in Appendix B, leading to a solution that can be written in the form
There is thus a term linear in the time, t. Note that Eq. (34) is also the limit of Eq. (33) as ̟ → 0, which requires a → −3(z 1 /2) 2 according to Eq. (19), providing an independent verification of the simple-pole result.
E. Third-order pole solution
The case (iv) a = 0 = b gives a triply degenerate, real root z 1 = 0 for q (z) → z 3 . The residue is one-half the second derivative of adj A p (z) e zt with respect to z, evaluated at z = 0, giving
There is now a term that is quadratic in the time. The same result is obtained from Eq. (34) in the limit z 1 → 0 upon series expansion of the exponential terms.
In addition, the Cayley-Hamilton theorem is simple to apply directly in this case, since q(Γ p ) = 0 = Γ 3 p . The series expansion of e −Γp t is therefore truncated, giving the Eq. (35) result directly and verifying the self-consistency of the solutions.
As mentioned at the beginning of the section, the solutions can be further simplified when R 1 = R 2 to provide increased insight into the nature of the solutions and the constraints that determine root multiplicities.
IV. CHARACTERIZATION OF THE SOLUTIONS
Substituting R 1 = R 2 gives rates R ip which can be written in the simple form
since the transverse relaxation rate R 2 is greater than or equal to the longitudinal rate R 3 in physical systems. The coefficients of the characteristic polynomial for −Γ p then simplify to
The rate R δ provides a convenient and simplifying frequency scale for characterizing the solutions in the sections which follow.
A. Criteria for the existence of degenerate roots
The resulting simpler form for the polynomial coefficients makes possible a straightforward analysis of the conditions for which there are degeneracies in the roots. As discussed in section III A, there is a two-fold degeneracy in the roots for a < 0 and γ = 1. This is equivalent, using Eq. (20) for γ, to
The trivial solution a = 0 = b gives a three-fold degenerate root z i = 0. Details are deferred to Appendix C, where the existence of degenerate roots is characterized in terms of
and ω
For each ω 3 defined by the range 0 ≤ λ 3 ≤ 1, one finds two solutions for λ 12 that satisfy D(a, b) = 0 and give real values for ω 12 . Thus, for each
, there are two values of ω 12 that produce degeneracies in the roots z i . The two solutions for λ 12 can be expressed concisely in the form
). The solutions converge at λ 3 = 1 to η 1 = η 2 = 27/4, giving ω The following simple and explicit criteria define the characteristics of the roots:
there is no real-valued solution for ω (ii) ω 
B. Characterization of the damping
Solutions for the roots z i are characterized according to whether the discriminant ̟ 2 of Eq. (19) is positive, negative, or zero, and can be described, respectively, as underdamped, overdamped, or critically damped, analogous to a damped harmonic oscillator.
The solution for the propagator in the case of degenerate roots (a < 0, γ = 1) has a term linear in time, characteristic of a critically damped harmonic oscillator. For a three-fold degeneracy in the roots, there is an additional term that is quadratic in the time. The allowed values of ω 2 3 , as discussed in the previous section, are restricted to the narrow range parameterized according to 0 ≤ λ 3 ≤ 1. The two solutions ω Using the same scaling of ω 3 and ω 12 as in Eq. (40), we also have
Solutions in the range ω 
C. Characterization of the roots
The solution to the Bloch equation has a relatively simple form and can be expressed in terms of a single root, z 1 , of the characteristic polynomial for −Γ p . Although the solutions for z 1 have also been expressed in relatively simple functional form, these forms provide little physical insight. It remains to shed some light on the dependence of this root on the field ω e and the relaxation rates.
Physical limits of the roots
The roots z i , being functions of a, b and γ, also scale as R δ . The associated decay rates are Re(s i ) = Re(z i ) −R, from Eq. (21). Defining
and using Eq. (37) for R δ gives the decay rates
The limiting rates are R 2 and R 3 , which therefore constrains λ z to the range
The damping has equal contributions from R 2 and R 3 for λ z = 1/2, with a larger contribution from either R 2 or R 3 if λ z is less than or greater than 1/2, respectively. The dependence of z 1 on ω e and R δ , calculated according to Eqs. (A6), is shown in Fig. 2 , where contours of λ z are plotted as a function of λ 12 and λ 3 . As discussed earlier, there is only one real root for λ 3 > 1. When λ 3 ≤ 1, there is also a single real root for values of λ 12 outside the narrow bounds that define critical damping. Within these bounds where the solutions represent overdamping, any of the three real roots can be designated as z 1 , with z ± from Eq. (A6c) giving the other two. For ω 12 = 0, the relaxation rate is R 3 (i.e., λ z = 2), independent of the offset parameter λ 3 , as is well-known. As ω 12 increases for fixed ω 3 , the relaxation rate approaches R 2 (λ z = −1), with the drop-off from λ z = 2 becoming increasingly steep at lower values of ω 3 . For the other roots in which Re(z ± ) = −1/2 z 1 , the upper limit in Eq. (45) becomes 1/2. 
There is thus a simple graphical representation for the value of the root z 1 as a function of the physical parameters ω 12 , ω 3 , R δ . There are a continuum of field values for a given R δ that give the same z 1 . Lines of constant z 1 as a function of λ 12 and λ 3 become hyperbolas when Eq. (47) is rewritten in terms of ω 
V. INTUITIVE REPRESENTATIONS OF SYSTEM DYNAMICS
In most cases, the parameters of the Bloch equation yield three distinct roots for the characteristic polynomial p(s) of Eq. (9), described as cases (i) and (ii) in section III A. Exceptions were considered in more detail in section IV for the condition R 1 = R 2 . To provide additional physical insight, we develop a straightforward vector model of the time evolution for M (t) given in Eq. (4). This requires the action of the propagator e −Γ t on an arbitrary vector. An alternative vector model is also considered, followed by a coupled oscillator model.
The eigensystem for Γ is considered in sections that follow, but one can substitute notation for the partitioned matrix Γ p in the expressions which are derived, since, as defined in Eq. (23), the matrices differ by a constantR times the identity matrix. The difference in the eigenvalues is alsoR, from Eqs. (21) and (22). Thus −Γ and −Γ p have the same eigenvectors s i ≡ z i . Simple analytical expressions for the eigenvectors and other constituents of the model are derived in Appendix D. Each (unnormalized) eigenvector, which can assume different analytical forms depending on the scaling, is found to comprise the columns of adj A(s i ) = adj A p (z i ), as discussed in Appendix E, providing an alternative method for calculating an eigenvector.
A. Existing models specific to simple limiting cases As a point of departure, consider first the simple limiting cases for which the dynamics is already well known and readily visualized. In the absence of relaxation, i.e., all R i = 0, any magnetization vector M rotates about the total effective field ω e at constant angular frequency ω e . The time evolution of a vector under the action of the propagator has a simple solution in a coordinate system rotated to align one of the axes with the effective field. The component of M along ω e is constant, and the components in the plane perpendicular to ω e rotate at angular frequency ω e in the plane. By constrast, the solution for each component M i (t) in the standard (x 1 , x 2 , x 3 )-coordinate system is more complicated, and it is not immediately apparent by inspection that the solution is a rotation.
If the relaxation is switched on with equal rates R i = R on the diagonal, the relaxation matrix R1 1 commutes with the remaining rotation matrix, and the solution is a dynamic scaling e −Rt of the rotating vector M. In addition, for ω 12 = 0 and R 1 = R 2 = R 3 , the relaxation matrix still commutes with the rotation about nonzero ω 3 . The evolution is then a scaling e −R2t of the transverse component M 12 , which rotates at angular frequency ω 3 in the plane perpendicular to ω 3 , along with exponential decay e −R3t of component M 3 , as illustrated in Fig. 3a . In the case of pure relaxation, with all the field components ω i = 0, the solution is a non-oscillatory exponential de-
B. A more general model
With the exception of the above simple cases, there has been no analogous picture of system dynamics when the rotation and relaxation do not commute. The combined, noncommutative action of arbitrary fields and dissipation rates appears to require something more complex. Yet, the simple visual model shown in Fig. 3a , which is comprised of independent relaxation and rotation elements, is readily extended to the general case when viewed in an appropriate coordinate system.
One real, two complex conjugate roots
The solution for each component M i is known to be a combination of oscillation and bi-exponential decay [5] , as is also evident from the propagator derived in Eq. (12) . The underlying simplicity of the system dynamics can be demonstrated starting with the eigensystem for Γ (or, alternatively, Γ p , as noted above).
The real eigenvalue s 1 of −Γ has a real eigenvector s 1 which can be used as one axis of a physical coordinate system, but the complex roots s + and s − = s * + have associated complex eigenvectors s + and s − = s * + . The eigenvectors are most generally not orthogonal, but they are linearly independent, given the distinct eigenvalues.
Define the real vectors
The set {s 1 ,s 2 ,s 3 } can then be used as an alternative basis for describing the system evolution. System states and operators are transformed between bases in the usual fashion by a matrix P comprised of the {s i }, entered as column vectors. VectorM and matrixΓ in the new basis are given byM
with P invertible since thes i are linearly independent. The potentially tedious process of calculating e −Γ t from Eq. (50) can be bypassed, with e −Γ t deduced from the action of Γ on its eigenvectors (see Appendix D). In terms of constants 
The diagonal matrix consisting of the relaxation rates R is commutes with the matrix of off-diagonal elements, which generates a rotation abouts 1 , and one immediately obtains the solution given in Eq. (52). One therefore has considerable latitude in the choice of s 2 ands 3 , since all components in the plane they define decay at the same rate. Rotating these coordinate axes in the plane by any angle results in an equally valid set of axes for representing the dynamics. The vectorss 2 and s 3 constructed from a particular column in the coefficient matrices of Eq. (D7) are related by such a rotation to the axes constructed from one of the other columns (excepting when one of the columns returns the irrelevant zero vector). By contrast,s 1 defines the unique axis for longitudinal decay, so thes 1 chosen from different columns must be related by a scale factor.
Note also that the rotation in the plane is not at a constant angular frequency ̟ unlesss 2 ands 3 are orthogonal. A component aligned withs 2 rotates tos 3 during a time defined by the condition ̟t = π/2, then rotates from there to −s 2 in the same time. In an oblique coordinate system, the rotations are through different angles in the same time, so clearly the angular frequency of the rotation is not constant.
Three real roots
In this case, all the eigenvectors are real and the new basis is simply the eigenbasis {s 1 , s 2 , s 3 } obtained from the roots
defined in Eq. (21). The real roots z i are obtained for
The matrix Γ is obviously diagonal in its eigenbasis, and, by extension, so is the propagator in this basis. Thus
Each component of M alongs i decays at the rate determined by s i . In contradistinction to the rates that emerge from the oscillatory solutions, here, even in the typical case of equal transverse rates R 1 = R 2 and longitudinal rate R 3 , we find three distinct rates
due to the coupling of the field with the relaxation processes. Given e −Γt as obtained in Eq. (52) or (56), the propagator in the standard coordinate basis is e −Γt = P e −Γt P −1 from Eq. (50). One obtains a simple, factored solution for the propagator and a correspondingly simple physical interpretation of the dynamics, with oscillation frequencies and decay rates hinging upon the primary real root z 1 . The dependence of this root on the fields and relaxation rates has been shown previously in Fig. 2. 
Degenerate roots
The vector model approach to obtaining the propagator is only applicable to the case of distinct eigenvalues. Degenerate eigenvalues do not give the linearly independent eigenvectors necessary to define a new coordinate system. However, the degeneracies are a relatively trivial component of the parameter space, at least for R 1 = R 2 , as shown in Fig. 1 . Moreover, the solution has to be continuous as the degeneracies are approached, with a smooth transition from oscillatory, decaying solutions to pure decay as one crosses the parameter-space boundary identifying the degenerate solutions.
C. Discussion and representative examples
The solutions of section III are represented in the standard coordinate system, expressed in general form for the case of three unequal relaxation rates. Here, they are applied to specific physical examples, with R 1 = R 2 . The trajectories of initial states under the action of the propagator are plotted to illustrate the underlying simplicity of the dynamics and corroborate the alternative coordinate system that defines the vector model. Parameters for the examples are chosen to demonstrate the damping and rotation that are characteristic of the dynamics for all but a small region of the parameter space. A purely damped solution and model dynamics given by Eq. (56) is rather featureless, by comparison. Unless stated otherwise, the first column of adj A p is chosen to calculate the coordinate basis {s i }. When the only field in the rotating frame is the offset from resonance, ω 3 , the matrix Γ p is the sum of a diagonal relaxation matrix and the matrix which generates a rotation about ω 3 . Since they commute, the propagator factors into the product of exponential decay and a rotation, leading to the standard interpretation of the dynamics discussed previously. This example also provides a simple context for applying the more general vector model. The eigenvalues are easily obtained as z 1 = 2R δ and z ± = −R δ ±iω 3 . Then Eq. (D6) gives, upon identifying ̟ ≡ ω 3 and eliminating common factors in individual columns,
As noted earlier, there is always only one unique nonzero result fors 1 , with any apparent differences between columns simply a matter of scale. The nonzero columns fors 2 are orthogonal, as are those ofs 3 . The columns thus differ, as expected, by a rotation in the (s 2 ,s 3 )-plane, in this case by 90
• . Choosing the second column and a left-handed rotation by φ = tan −1 (3R δ /ω 3 ) or the first column and a right-handed rotation by 90 − φ gives the more typical results 2 = (0, 1, 0) ands 3 = (1, 0, 0) depicted in Fig. 3a . The model dynamics for an initial state M 0 is a spiral about ω e , which is aligned along the z-axis, with rotation at constant angular frequency ω e in the (x, y)-plane, as required. The relaxation rate obtained from Eq. (44) or Eq. (51) for z 1 = 2R δ , with λ z = 2, is R 1s = R 3 , while the roots z ± with λ z = −1 give R 2s = R 2 .
2. On resonance, ωe = (ω1, ω2, 0)
On resonance, the root z 1 = −R δ , and
2 from Eq. (F14). The associated eigenvectors 1 is obtained by inspection from Eq. (D5), withs 2 ands 3 obtained from Eqs. (D6) and (D7), giving
(59) Thus, on resonance, the propagator still generates a spiral about the effective field ω e =s 1 with precession in the (s 2 ,s 3 )-plane orthogonal tos 1 . However, as considered in section V B 1, the rotation frequency driven by ̟ is not constant, sinces 2 is not perpendicular tõ s 3 . The deviation from orthogonality, determined by the third component ofs 2 , is small for fields that are large compared to R δ . The respective decay rates R 1s and R 2s are R 2 and 1/2(R 2 + R 3 ), using λ z = −1 and λ z = 1/2 as determined from z 1 and −z 1 /2. Components alongs 1 , i.e., in the (x, y)-plane, decay at the usual spin-spin relaxation rate, as would be expected. Components rotating in the plane orthogonal tos 1 experience equal influence, on average, from their projection onto the longitudinal z-axis defining ω 3 and their projection into the (x, y)-plane, so one might predict from the model that they decay at the average of the usual spin-spin and longitudinal relaxation rates. These values for the decay rates have been obtained previously as elements of the solution in the standard coordinate system [5] without the physical interpretation presented here.
The trajectory for an initial state M 0 due to the action of propagator e −Γt with ω e = (ω 1 , 0, 0) and nonzero relaxation is shown in Fig.3b . Values of the parameters are given in the caption. For nonzero ω 2 , the figure is simply rotated about the z-axis by angle φ = tan −1 (ω 2 /ω 1 ). The state M 0 has been chosen with equal components parallel and orthogonal to ω e to most clearly illustrate the dynamics predicted by the vector model. The slight misalignment betweens 2 and the y-axis is evident in the figure and becomes more prominent as the magnitude of the field, ω 12 , is reduced relative to R δ .
Off resonance, general ωe
Most generally,s 1 is not aligned with ω e . Dividing column j of the matrix in Eq. (D5) by (nonzero) ω j quantifies the degree to whichs 1 deviates from ω e , due to the coupling between the fields and the relaxation. The result is an expression of the form s 1 = ω e + δv, where vector δv is comprised of the second term in each row of the j th column divided by ω j . In addition,s 1 is typically not orthogonal to the (s 2 ,s 3 )-plane. One then has to further modify intuitions developed from orthogonal coordinate systems. For example, in Fig. 3c , M 0 is aligned with the normal to the (s 2 ,s 3 )-plane. It therefore has no orthogonal projection in the plane and might naively be expected to have no evolution in the plane. However,s 1 is distinctly different than the normal, and M 0 is the vector sum of a component alongs 1 and a component parallel to the plane, which are the quantities relevant for the vector model. As shown in the figure, the parallel component rotates and decays in the plane while the component alongs 1 strictly decays. Similarly, M 0 orthogonal tos 1 as in Fig. 3d nonetheless has a component alongs 1 in the oblique coordinates that decays to generate the spiral shown in the figure.
By constrast, the dynamics viewed in standard coordinates is oscillation of each component M i (t) combined with relaxation at two separate rates. As in simpler examples, it can be decoupled into two independent dynamical systems, one of which rotates in a plane and decays at one rate and another which decays along a fixed axis, albeit in an oblique coordinate system.
The deviation ofs 1 from the normal to the plane is quantified in Appendix D off resonance for ω 12 of either x-or y-phase and the case ω 1 = ω 2 = ω 3 .
D. Alternative vector model
The Bloch equation is typically represented in vector form but can be conveniently packaged in matrix form, which is the approach taken here. The physics of its solution-the torque on a magnetic moment in a magnetic field subject to relaxation of the magnetizationcan be made more explicit by returning to the original vector operations, motivated by the treatment in [10] for the rotation of a vector about the field.
Partition Γ p into its diagonal elements R ip and offdiagonal ω i , writing Γ p = R p + Ω. The diagonal matrix R p scales each component M i of a vector M by R ip , and Ω implements the cross product (−ω e × ). According to Eq. (30), the propagator acting on M generates three separate vectors v n = Γ n p M, (n = 0, 1, 2), which can be represented starting with v 0 = M as
Each succeeding v n is a nonuniform scaling of the previous v n−1 added to a vector (v n−1 × ω 3 ) that is orthogonal to v n−1 . The time dependence of v n is given by the associated term a n (t)e −Rt found in Eqs. (33-35). The a n (t) are factored as the product of a matrix W (z 1 ) and vector u(t). Each a n (t) is merely a different linear combination of the same three simple functions u i (t) that comprise the components of u, weighted according to the corresponding elements from row n of the matrix W . A given v n (t) thus maintains a fixed orientation, changing length with a time dependence consisting of the different weightings of the u i (t) for different v n . The trajectory M(t) = n v n (t) can thus be represented in terms of the decaying oscillations of three vectors fixed in place.
Alternatively, expand (1 1, Γ p , Γ 2 p ) W (z 1 )u(t) and group terms of the same time dependence u i (t), as, for example, in Eq. (B5). The propagator applied to M gives three different linear combinations of the v n , with a time dependence u i (t) for the i th combination. The resulting interpretation of M(t) is similar to the previous paragraph, but the functional form of the decaying oscillations is simpler using this different set of vectors.
E. The Bloch equation as a system of coupled oscillators
Any quantum N-level system can be represented as a system of coupled harmonic oscillators [11] , albeit requiring negative or even antisymmetric couplings. The Bloch equation is perhaps particularly interesting, since it incorporates dissipation for the most elementary case, i.e., 2-level systems.
Expressing Eq. (2) in terms of M(t) = M (t) − M ∞ yields a homogeneous first-order differential equation and an alternative route to the solution, Eq. (4b). Differentiating again with respect to time and substitutinġ M = −ΓM givesM
with
As considered previously [11] , damping is provided by the antisymmetric part of Γ 2 in addition to the terms R on the diagonal. For the system of three coupled oscillators illustrated in Fig. 4 , the displacement r i of mass m i from equilibrium is equal to M i . We can write the coupling constants k ij = κ ij + σ ij in terms of symmetric κ ij and anti-symmetric σ ij connected in parallel. Then, by inspection, κ ij = ω i ω j and σ ij = ε ijk (R i + R j )ω k , assuming unit masses, and
For a given positive σ ij , a positive displacement of mass m j results in a positive force on m i . The resulting positive displacement of m i provides a negative force on m j due to σ ji < 0 which opposes the original displacement of m j and damps the motion. Stated differently, energy transferred from m j to m i is not reciprocally transferred back from m i to m j , and the motion is quenched. An antisymmetric coupling acts as a negative feedback mechanism that curbs system oscillations.
The usual representation of damped oscillators employs a velocity-dependent friction force. The above implementation is frictionless. It provides an alternative model for investigating dissipative processes with the potential for new insights within the well understood context of coupled harmonic oscillations.
VI. CONCLUSION
A complete solution of the Bloch equation has been presented together with intuitive visual models of its dynamics. The solution is valid for arbitrary system parameters, yet is simpler than previous solutions. It can be expressed as the product of three separate terms: one which depends directly on the physical parameters of the problem through the matrix Γ p , a term that depends on the roots of a cubic characteristic polynomial for the problem, and a term that gives the time dependence, which in turn is solely a function of the roots. Moreover, the time evolution of the system as a function of the physical parameters has been made more explicit and apparent.
The solutions depend critically on the three polynomial roots. Quantitative relations have been derived for the physical parameters that define the possible system dynamics: (i) oscillatory, underdamped evolution for one real and two complex-conjugate roots, (ii) nonoscillatory, overdamped evolution for three real roots, and (iii) non-oscillatory, critically damped evolution for doubly or triply degenerate (real) roots. The damping rates and the frequency driving the oscillatory behavior have been reduced to simple functions of a single root which is obtained as a straightforward function of the system parameters. In addition, a linear relation has been derived for the system parameters as a function of this real root, which provides a straightforward graphical realization of the damping rates and frequency for a given physical configuration.
An intuitive dynamical model developed here transforms the Bloch equation to a frame in which damping commutes with a rotation, providing a propagator for the time evolution of the system that is the product of a rotation times a decay, in either order. The decay rates in this frame result from interaction/coupling of the fields with the spin-lattice and spin-spin relaxation processes. The model was motivated by well-known visual models for simple cases such as equal relaxation rates or free precession (no fields transverse to the longitudinal, z-axis). The system state in such cases rotates about the effective field, with concurrent exponential decay of the longitudinal and transverse components. The extended model retains the same essential features: rotation, exponential decay of the invariant component in the rotation analogous to longitudinal relaxation, and a separate decay of the rotating components analogous to transverse relaxation. An alternative vector model has also been provided, as well as a representation of the Bloch equation as a system of coupled harmonic oscillators. The net result of the solutions and models is more direct physical insight into the dynamics of the Bloch equation.
For a > 0 or a < 0 and γ > 1, there is one real root and complex conjugate roots z ± . For a < 0, γ < 1, there are three real roots, with γ = 1 in Eq. (A6b) or (A6c) giving ϕ = 0 = ̟ and two degenerate roots z + = z − , while (A6d) reorders the roots relative to (A6c), so that the nondegenerate root for the case γ = 1 is one of the z ± . Results for a = 0 are straightforwardly obtained from Eqs. (A2) and (18) , or using the expressions in (A6a) and (A6b), with sinh −1 γ → cosh −1 γ → ln(2γ) in the limit γ → ∞. Terms then result that are multiplied by √ α, cancelling the singularity at a = 0. For the case a = 0 = b, there are three equal roots z i = 0. 
First-order pole
Consider the case of one real root z 1 and two complex conjugate roots z 2,3 = −1/2z 1 ±i ̟, as given by Eq. (18), with ̟ 2 = 3(z 1 /2) 2 + a > 0. Using Eq. (7) for adjA p in Eq. (31) gives
Substituting
We then have, using Eq. (28) for the (A n ) p ,
Arranging coefficients of (1 1, −Γ p , Γ 2 p ) in a matrix for each time-dependent term in the solution gives the result in Eq. (33). All three roots are real when ̟ 2 < 0, which is the case for a < 0 and γ < 1. Then ̟ → iµ in Eq. (33), with µ 2 = |3(z 2 1 /2) + a| and a = −|a|.
Second-order pole
The case ̟ = 0 gives doubly-degenerate real roots z 2 = z 3 = −z 1 /2, and the characteristic polynomial
2 . The residue at s = z 2 in Eq. (12) requires the derivative of e st adj A p (s)/(s − z 1 ) with respect to s, evaluated at s = z 2 . Expanding adj A p using Eqs. (7) and (28) 
These relations, together with e −Γ ts 1 = e s1s 1 , yield the propagator e −Γ t for the evolution of statesM = iM isi expressed in the {s i } basis, as given in Eq. (52).
As noted in Eq. (50), matrix P generated from the {s i } entered as column vectors transforms from the {s i } basis to the standard basis, with P −1 = adj P/ det P giving the desiredM starting with M in the standard basis. One easily shows that det P =s 1 · (s 2 ×s 3 ), and row i, column l of adj P is (s j ×s k ) l for cyclic permutation of i = 1, j = 2, and k = 3 to obtain
The eigenvectors needed to construct the real basis are obtained in the usual fashion as solutions to (s1 1+Γ)s = 0 for each eigenvalue s i . The solution for the three components of each eigenvector is overdetermined, by construction, so any one of the three equations is a linear combination of the other two and is redundant. We are free to assign any (nonzero) value to one of the components, leaving two equations and two unknowns. There are three different but equivalent forms for the eigenvector solution depending on which two equations are chosen. Setting the third component equal to one for simplicity gives an expression for the other two components involving a common denominator. Scaling the result by this factor gives the following result for eigenvector s i , with the left arrow signifying that the columns of the matrix map to s i :
The different columns give equivalent results, as discussed in section V. In the absence of relaxation, the real root of Eq. (9) is s 1 = 0 with eigenvector s 1 = (ω 1 , ω 2 , ω 3 ), which is the rotation axis for the resulting time evolution. In the case ω e = 0, in which Γ is already diagonal, the coordinates reduce to the standard coordinate system as required.
One might recognize the righthand side of Eq. (D5) as adj A(s i ) from Eqs. (7) (8) , with adj A(s i ) = adj A p (z i ), since s i = z i −R and R i −R = R ip . We thus have the real basis vectorss 2,3 ≡z 2,3 equal to the respective real, imaginary parts of z + = adj A p (z + ) according to Eq. (49), with z + = −z 1 /2+i ̟. Then, using Eq. (27) for adj A p (z i ) in polynomial form and eliminating common scale factors, the real basis vectors defining the oblique coordinate system can be written concisely as
The result forz 1 can be obtained directly from Eq. (D5) with the substitutions s i → z i and R i → R ip for the corresponding parameters associated with Γ p . One can readily deduce the coefficient matrices A 0p and A 1p from Eq. (D5) and the expression fors 1 in Eq. (D6) without recourse to the definitions for each element given in Eq. (27). The matrices are also given as simple functions of Γ p in Eq. (28). For convenient reference, each coefficient matrix is written below.
with −R 1p = R 2p + R 3p and cyclic permutations, since i R ip = 0 by construction in the original matrix partitioning.
Measures of obliquity
Bloch equation dynamics are simple in the oblique coordinates of the model, consisting of independent rotation relaxation elements. This section provides examples that quantify the degree to which the plane of rotation is oblique to the axisz 1 representing simple exponential decay. In what follows, the first column of adj A p is arbitrarily chosen to calculate the coordinate basis {z i } in the case R 1 = R 2 . Similar results are obtained using any of the other columns.
a. Off resonance, ωe = (0, ω2, ω3)
Off resonance, in contrast to the on-resonance example of section V C 2,z 1 is neither aligned with ω e , nor is it orthogonal to the (z 2 ,z 3 )-plane. Calculating thez i as above provides the normal to the plane,ñ 23 =z 2 ×z 3 . We then havẽ
which bears little resemblance toz 1 . Yet, scalingz 1 by f s = −(ñ 23 ) 1 /(z 1 ) 1 from the first components gives, for components two and three, f sz1 −ñ 23 ∝ q(z 1 ), the characteristic polynomial for −Γ p , which is zero when evaluated at its root z 1 . Thus, within a scale factor or, equivalently, when both both vectors are normalized, we can write simplyñ
b. Off resonance, ωe = (ω1, 0, ω3)
Similarly, for ω 2 = 0,
for components one and three, so that
within a scale factor.
In this case,
and
(D15) Scalingz 1 by f s = (ñ 23 ) 1 /(z 1 ) 2 gives both f s (z 1 ) 1 − (ñ 23 ) 2 and f s (z 1 ) 3 −(ñ 12 ) 3 proportional to q(z 1 ), so that the vectors can be scaled to satisfỹ
Equation (D5) is simply adj (s i 1 1 + Γ) from Eqs. (6) (7) (8) . One therefore happens upon the modest result, apparently unrecognized, that an eigenvector υ corresponding to a distinct eigenvalue υ of operator Υ can be obtained as
seen as follows. Recall, the characteristic polynomial p(s) = det(s1 1 − Υ) equals zero for eigenvalue s = υ, and (s1 1 − Υ)
Only a single column of the adjugate matrix is required, so the method is fairly efficient. However, the trivial zero eigenvector solution can be one of the columns, requiring further completion of the adjugate to obtain the desired eigenvector.
For the case of degenerate eigenvalues, the method is incomplete. When the nullity (dimension of the null space) of (υ1 1 − Υ) equals the order of the degeneracy, k (i.e, the rank equals the dimension of the operator, n, minus k), there are k distinct eigenvectors, but the method fails, returning only the zero eigenvector. If there is not a complete set of eigenvectors (the degenerate eigenvalue is defective in that the nullity is less than k), and the rank is greater than n − k), the method appears to return the eigenvectors that exist, but one rarely needs these, since the matrix Υ is not diagonalizable in this case.
Appendix F: Limiting Cases
The solutions are evaluated and confirmed for R 1 = R 2 and a representative set of limiting cases that can be readily solved by other methods.
Three distinct roots
Three examples are presented representing the separate cases a = 0 and b = 0. 
The roots of Eq. (16) are easily obtained, giving
There are two cases, depending on the sign of a.
(1) a > 0 Then Eq. (33) gives
There is no exponential decay contribution due to this term, with the overall factor e −Rt in the final expression for e −Γt providing a single system decay rateR.
Example (1)
Choose R δ = 0 to obtain b = 0, a = ω 2 e , ̟ = ω e In this case, Eq. (F3) represents a rotation about the field ω e .
The propagator U R for a rotation about ω e is readily obtained by transforming to a coordinate system with new z-axis aligned with ω e , rotating by angle −ω e t about this axis, then transforming back to the original coordinates. Specifying the orientation of ω e in terms of polar angle θ and azimuthal angle φ relative to the z-and x-axes, respectively, one has U R = U z (−φ)U y (−θ)U z (−ω e t)U y (θ)U z (φ) in terms of the elementary operators U y and U z for rotations about the yand z-axes, respectively. Then U R provides a verification of the Eq. (F3) result upon substituting cos φ = ω 1 /ω 12 , sin φ = ω 2 /ω 12 , cos θ = ω 3 /ω e , sin θ = ω 12 /ω e .
(2) a < 0 for λ 3 < 1 gives ̟ → i µ = i |a| and
Example (2) Choose ω
For an independent calculation, the matrix −Γ p can be diagonalized, with eigenvalues given by the z i and associated real-valued eigenvectors. The simple exponential of the diagonalized matrix is then transformed back to the original basis in the standard fashion using the matrix of eigenvectors and its inverse to obtain e −Γp t as given above.
(ii) a = 0. b = 0
The condition a = 0 implies ω 
and root z 1 = −sgn(b)|b| 1/3 from Eq. (A6e). For sgn(b) = ±1 and the definitionλ 3 = |1 − λ 3 | 1/3 , we have accordingly
Although the form of Eq. (33) does not simplify in this case as appreciably as for b = 0, both the root z 1 , which determines the decay rate, and the oscillatory frequency ̟ are simple multiples of R δ .
Example (3)
Choose ω 
Again, the matrix −Γ p is diagonalizable, providing a simple result for the matrix exponential in the eigenbasis and a straightforward means for calculating e −Γpt as obtained above. The associated eigenvectors are complex-valued in this case, making the algebra slightly more tedious. Alternatively, one can readily verify that d/dt e −Γp t = −Γ p e −Γp t .
Two equal roots
Degenerate roots require γ = 1. For a given ω 
Verifying that d/dt e −Γp t = −Γ p e −Γp t is fairly straightforward and represents the simplest test of the solution, since Γ p is not diagonalizable.
Three equal roots
There is a three-fold degenerate root z i = 0 in the case a = 0 = b, since q(z) → z 3 . This requires ω δ + a(z + R δ ), so that, by inspection,
The solution for e −Γp t using Eq. (33) with the above parameters yields the solution for e −Γ t obtained originally in [5] for the case ̟ = 0. As discussed above, if ω 12 = 3R δ /2, there is a two-fold degeneracy in the roots, giving the solution in Eq. (F13) for e −Γp t . For ω 12 < 3R δ /2, the sinusoidal terms become the corresonding hyperbolic functions, as noted earlier, with cos ̟ t → cosh µ t and sin ̟ t/̟ → sinh µ t/µ, where now µ = ( Fig. 1 and expanded in the lower panels, there is no oscillation or frequency ̟, and only one of the three real roots is plotted.
