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Abstract
The aim of this work is to characterize three fundamental normal-
ization proprieties in lambda-calculus trough the Taylor expansion of
λ-terms. The general proof strategy consists in stating the dependence
of ordinary reduction strategies on their resource counterparts and in
finding a convenient resource term in the Taylor expansion that be-
haves well under the considered kind of reduction.
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1 Introduction
The Taylor expansion of ordinary λ-terms has been introduced in
[ER08] as a syntactic counterpart of the quantitative semantics of linear
logic in a λ-calculus setting. Thanks to this semantic work, Ehrhard
and Regnier [ER03] were able to present, in a very natural way, a dif-
ferential extension of λ-calculus. The derivative of a term with respect
to its argument is, following the classical analytical notion, a “linear
approximation” of it. In this case, linearity has a logical meaning:
variables in the derivatives are used only once during the reduction
process. In [ER08] they presented a fragment of this calculus, called
resource λ-calculus, where one considers only derivatives of terms ap-
plied to zero and a notion of Taylor expansion of ordinary λ-terms can
be introduced.
The aim of this work is to characterize three fundamental normal-
ization proprieties in λ-calculus trough the Taylor expansion. More
precisely, we shall introduce a rigid version of the resource calculus,
replacing multisets with lists following [MPV18] and [TAO17]. An el-
ement of the Taylor expansion can then be seen as an equivalent class
of rigid resource terms. The general proof strategy will consists in
stating the dependence of ordinary reduction strategies for λ-calculus
on their rigid resource counterparts and in finding a convenient rigid
approximant that behaves well under the considered kind of reduction.
The choice of rigid terms over standard resource terms remarkably
simplifies definitions, theorems and proofs. Moreover, in section 6, we
establish the relationship between the rigid expansion and the standard
Taylor expansion of λ-terms.
The ideas and methods used in this work derive mostly from intu-
itions and results presented firstly in [dC07] and [ER08]. The charac-
terization of head-normalization that we shall present has been folklore
for some time. An important ispiration is [CG14], where solvability via
Taylor expansion is considered from a call-by value perspective. For
what concerns β-normalization, the result derives directly from Lemma
4.4, that has been proven firstly in [Vau17], and it is inspired also by
[dCPdF11].
The result about strong normalization is new. Our characterisation
differs substantially from the one given in [PTV16], where the strong
normalisation is achived via a global proprerty on the Taylor expan-
sion. Instead we focus on an existantial proprerty, namely the non-zero
termination of an extended non-erasing reduction (see Section 6). The
idea of considering non-erasing reduction derives from [dCdF16] and
from the λI-calculus (see Section 6.3).
Our most important contribution is our approach: we give a general
method to state these characterization via rigid approximation and, a
fortiori, the Taylor expansion. The strength of our approach is also
evident for it produces a completely straightforward proof of normal-
isation for for the head and left reductions (see Theorems 3.12 and
4.10). This happens thanks to the finitary nature of resource calculus
operational semantics.
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Our method can be also straightforwardly extended to prove typa-
bility results for (intersection) type systems, without passing trough
Girard’s candidates of reducibility. We also believe that this approach
can be extended to the study of the execution time for λ-terms, in
the sense of [dC07] and to prove similar results in the context of Bang
Calculus [EG16] [GM18] and Multiplicative Exponential Linear Logic.
2 Rigid resource terms
We introduce a resource sensitive calculus following [ER08]. In this
calculus the number of copies of the argument that a term uses under
reduction is made explicit via lists of terms. Following [TAO17], we call
this calculus the rigid resource calculus. Rigidity means that resources
are modelled by lists instead of multisets.1 We will denote as "resource
term" both rigid resource terms and standard ones. The distinction
between the two will be clarified either by the context or explicitly, if
needed.
We define the set of rigid resource terms D and the set of rigid
resource monomials D! by mutual induction as follows:
D ∋ a, b, c ::= a | λx.a | 〈c〉~d | 0 D! ∋ ~a,~b, ~d ::= () | (a) :: ~d
If A is a set, A! denotes the set of lists over A. Rigid monomials are
then lists of resource terms and ~a · ~b denotes list concatenation. We
write (a1, . . . , an) for (a1)·. . .·(an)·(). A term of the form 〈c〉~d is called
a linear application. The 0 term works as a zero linear combination,
i.e. λx.0 = 0, 〈0〉~a = 0, 〈a〉0 = 0 and (0) ·~a = 0. We call rigid resource
expressions the elements of D(!) = D∪D!. For any resource expression
e, we write nx(e) for the number of occurrences of variable x in e.
We define the rigid substitution:
Definition 2.1. We define e{~b/x} for any e ∈ D(!) and ~b ∈ D! such
that |~b| = nx(e) inductively:
x{(t)/x} = b y{()/x} = y
(λy.s){~b/x} = λy.(s{~b/x}) (〈s〉~b){~b0 :: ~b1/x} = 〈s{~b0/x}〉~d{~b1/x}
(a1, . . . , an){~b1 :: · · · :: ~bn/x} = (a1{~b1/x}, . . . , an{~bn/x})
whenever y 6= x, y /∈ FV (~b), |~b| = nx(a), |~b0| = nx(c), |~b1| = nx(~d),
and |~bi| = nx(ai) for 1 ≤ i ≤ n.
Definition 2.2. Let e ∈ D(!), x ∈ V and ~b ∈ D!. We define a[~b/x] the
rigid substitution of ~b for x in a, setting a[~b/x] = a{~b/x} if nx(a) = |~b|
and a[~b/x] = 0 otherwise.
The reduction of rigid resource terms has the following base cases:
〈λx.a〉~b→r a[~b/x]
extended contextually.
1As it is the case of [ER08].
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Proposition 2.3. The reduction →r is confluent and strongly nor-
malizing.
Proof. The result follows from the fact that the size of resource terms
is decreasing under reduction. See [ER08].
We write NF (a) for the unique normal form of a that is a rigid
term or 0.
Example 2.4. The rigid resource version of Ω reduces to 0:
〈λx.〈x〉(x)〉(λx.〈x〉(x)) →∂ 0
This happens because the number of times that x is called differs from
the number of arguments available.
Let M be a λ-term. We inductively define Tr(M) ⊆ D, the rigid
expansion of M , as follows:
• if M = x then Tr(M) = {x};
• if M = λx.M ′ then Tr(M) = λx.Tr(M ′) = {λx.a | a ∈ Tr(M ′)};
• if M = PQ then Tr(M) = 〈Tr(P )〉Tr(Q)! = {〈c〉~d | c ∈ Tr(P )
and ~d ∈ Tr(Q)!}.
3 Head normalization
The first characterization that we give concerns head-normalization.
This result is folklore but we give a novel presentation of it following
our general approach. Firstly we give recall some basic definitions and
results.
Proposition 3.1. Let M ∈ Λ. There exist x1, ..., xm ∈ V and
M ′, N1, ..., Nn ∈ Λ, with M ′ either a redex or a variable, such that
M = λx1...λxm.M
′N1...Nn.
Proof. Trivial induction on the size of M .
From now on we will use the former proposition as a characterisa-
tion of λ-terms without explicitly referring to it.
If M ′ = x with x ∈ V we say that M is a head-normal form. If M ′
is a redex it is called the head-redex of M . We write M →h N if M =
λx1...λxm.(λx.P )NN1...Nn and N = M = λx1...λxm.P [N/x]N1...Nn.
We say thatM is head-normalizable if there existM1, ....,Mn ∈ Λ such
that M =M0 →β M1 →β ...→β Mn with Mn head-normal form.
Proposition 3.2. Let a ∈ D. There exist x1, ..., xm ∈ V and
a′,~b1, ...,~bn ∈ D(!), with a′ either a redex or a variable, such that
a = λx1...λxm.〈· · · 〈a
′〉~b1〉 · · ·~bn
or a = 0.
Proof. Trivial induction on the size of a.
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From now on we will use the former proposition as a characterisa-
tion of rigid resource terms without explicitly referring to it.
If a′ = x with x ∈ V or a = 0 we say that a is a head-normal form.
If a′ is a redex it is called the head-redex of M . We write a→h b if a =
λx1...λxm.〈· · · 〈〈λx.a′〉~b〉~b1〉 · · ·~bn and λx1...λxm.〈· · · 〈∂xa′ ·~b〉~b1〉 · · ·~bn.
We say that a is head-normalizable if there exist a1, ...., an ∈ D such
that a = a0 →r a1 →r ...→r an with an head-normal form.
3.1 Towards head normalization
The first step is a clear statement of what happens to the rigid ex-
pansion under substitution. We set Tr(M)[Tr(N)/x] = {a[~b/x] | a ∈
Tr(M) and ~b ∈ Tr(N)! s.t. a[~b/x] 6= 0}.
Lemma 3.3. Let M and N be two λ-terms. Then
Tr(M [N/x]) = Tr(M)[Tr(N)/x].
Proof. By induction on the structure of M [N/x].
If M = x then Tr(M [N/x]) = Tr(N). By definition of rigid sub-
stitution we have that Tr(M)[Tr(N)/x] = {x[(b)/x] | b ∈ Tr(N)} =
Tr(N). If M = y with y 6= x we have that Tr(M [N/x]) = {y}. Then
by definition of rigid substitution we can conclude.
If M = λx.M ′ the result derives immediately by IH.
If M = PQ then Tr(M) = 〈Tr(P )〉Tr(Q)!. By definition we have
that
Tr(M)[Tr(N)/x] = 〈Tr(P )[Tr(N)/x]〉Tr(Q)
![Tr(N)/x].
and that
Tr(M [N/x]) = 〈Tr(P [N/x])〉Tr(Q[N/x])
!
By IH we have that
Tr(P [N/x]) = Tr(P )[Tr(N)/x]
and that Tr(Q[N/x]) = Tr(Q)[Tr(N)/x]. Hence
Tr(Q[N/x])
! = Tr(Q)[Tr(N)/x]
!.
We can then apply the IH and conclude.
Lemma 3.4. Let M,N be any two λ-terms. If M →β N then for all
b ∈ Tr(N) there exists a ∈ Tr(M) such that a→r b.
Proof. By induction on the definition of β-reduction and by Lemma
3.3.
Since we have a substitution Lemma, the next natural step is asking
what happens to the rigid expansion under reduction. Since we are
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focusing on head-normalization, we can restrict our considerations on
the head-reduction.
First of all we shall give a functional definition of head-reduction,
that will allows us to state in a compact way the connection between
head-reduction and resource head-reduction.
Definition 3.5. Let M be a λ-term. We define the head-reduction
H : Λ→ Λ by cases as follows:
H(M) =
{
M if M is a head-normal form;
λx1...λxm.P [Q/x]Q1...Qn otherwise.
Definition 3.6. Let s ∈ D. We define the head resource reduction
Hr : D
(!) → D(!) by cases as follows:
Hr(a) =
{
a if a is a hnf;
λx1...λxm.〈...〈c[~d/x]〉~d1...〉~dn otherwise.
Hr(
~b) = (Hr(b1), ..., Hr(bn)) with
~b = (b1, ..., bn).
We say that the head-reduction of M(resp. a) ends if there exists
m ∈ N such that Hm(M) (resp. Hmr (a)) is a head-normal form. In
that case we call Hm(M) (resp. Hmr (a)) the principal normal form of
M(resp. a). We denote the principal normal form of M(resp. a) as
HNF (M)(resp. HNF (a)).
We Set Hr(Tr(M)) = {Hr(s) | a ∈ Tr(M) and Hr(a) 6= 0}. Then:
Lemma 3.7. Let M be a λ-term. Then Hr(Tr(M)) = Tr(H(M)).
Proof. We prove the result by cases and double inclusion.
If M is a head-normal form the result is trivial.
If M = λx1....λxm.(λx.P )QQ1...Qn, we can focus on
M ′ = (λx.P )QQ1...Qn
without any loss of generality. Then H(M) = P [Q/x]Q1...Qn. By
Lemma 3.3, we have that
T (H(M ′)) = 〈...〈Tr(P )[Tr(Q)/x]〉T (Q1)
!....〉T (Qn)
!
Let s′ ∈ Hr(Tr(M ′)). By definition there exists a ∈ Tr(M) such
that s′ = Hr(a). Since a must be of the form 〈...〈λx.c〉~d〉~d1...〉~dn, for
some p ∈ Tr(P ), ~d ∈ T (Q)! and ~di ∈ Tr(Qi)!, for i ∈ {1, ..., n}. By
definition of Hr, a
′ = 〈...〈c[~d/x]〉~d1...〉~dn). Then a′ ∈ Tr(H(M ′)).
Conversely, Let a′ ∈ Tr(H(M ′)). By definition,
a′ = 〈...〈c[~d/x]〉~d1...〉~dn)
for some c ∈ Tr(P ), d¯ ∈ Tr(Q)! and ~di ∈ Tr(Qi)!, for i ∈ {1, ..., n}.
Then there exists a = 〈...〈λx.c〉~d〉~d1...〉~dn ∈ Tr(M
′) such that a′ =
Hr(a).
The meaning of the former lemma is that performing a step of
head-reduction on M and then computing the rigid expansion of its
retract is the same thing as first computing the rigid expansion of M
and then performing a step of head-reduction on it. We say then that
head-reduction and rigid expansion commute.
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Lemma 3.8. Let a ∈ D be a resource head-normal form. Let λ-term
M such that a ∈ Tr(M), then M is a head-normal form.
Proof. Let M = λx1...λxmPQ1...Qn, with P either a redex or a vari-
able. We can focus on M ′ = PQ1...Qn without any loss of generality.
By definition, Tr(M
′) = 〈Tr(P )〉Tr(Q1)!〉...〉Tr(Qn)!. Since a ∈ Tr(M),
a = 〈x〉d¯1...〉d¯n, with x ∈ Tr(P ) and ~di ∈ Tr(Qi)! for i ∈ {1, ..., n}.
Then, by definition of Tr(P ), P must be a variable and hence M
′ is a
head-normal form.
Lemma 3.9. Let a ∈ D. if NF (a) 6= 0 then HNF (a) 6= 0.
Proof. By Lemma 2.3.
Proposition 3.10. Let M ∈ Λ. If there exist a resource term a ∈
Tr(M) and m ∈ N such that Hmr (a) ∈ DHNF \ {0} then H
m(M) is a
head-normal form.
Proof. By Lemma 3.7, Hi(a) ∈ Tr(Hi(M)) for i ∈ {1, ..., n}. Then
by Lemma 3.8, Hn(M) is a head-normal form of M (precisely the
principal head-normal form of M).
Proposition 3.11. Let M ∈ Λ. If M is head-normalizable then there
exists a ∈ Tr(M) such that NF (a) 6= 0.
Proof. Let N be a head-normal form ofM . By definition a b0 ∈ Tr(N)
is a resource head-normal form. Also by definitionM = M0 →β · · · →β
Mn = N. Then, by Lemma 3.4, we can conclude, since we take the rigid
term 〈· · · 〈x〉() · · · 〉() and follow its anti-reduction.
Theorem 3.12. Let M ∈ Λ . the following statements are equivalent:
(i) there exists a ∈ Tr(M) such that NF (a) 6= 0;
(ii) there exist a resource term a ∈ Tr(M) and m ∈ N such that
Hmr (a) ∈ DHNF \ {0};
(iii) Hm(M) is a head-normal form;
(iv) M is head-normalizable.
Proof. (i)⇒ (ii) is Lemma 3.9. (ii)⇒ (iii) is Proposition 3.10. (iii)⇒
(iv) is is a triviality. Finally, (iv)⇒ (i) is Proposition 3.11.
3.2 Solvability
Definition 3.13. Let M ∈ λ that is closed. Then M is solvable if
there exists N1, . . . , Nn ∈ Λ such that MN1 · · ·Nn =β λx.x.
In particular we have that MN1 · · ·Nn →∗β λx.x. We say that a
genericM ∈ Λ is solvable if there exists a closure ofM that is solvable.
Theorem 3.14. M is solvable iff M is head-normalisable.
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Proof. (⇐) IfM is solvable then there exists N1, . . . , Nn ∈ Λ such that
M ′N1 · · ·Nn is head-normalisable, with M
′ being a closure of M . By
Theorem 3.12 we have that there exists a ∈ Tr(MN1 · · ·Nn) such that
NF (s) 6= 0. We have that a = 〈· · · 〈c〉~d1 · · · 〉~dn for some c ∈ Tr(M)
and ~di ∈ Tr(Ni)!. By Lemma 2.3 and Theorem 3.12 we can conclude,
since c ∈ Tr(M) and NF (c) 6= 0.
(⇒) The same proof of Theorem 8.3.14 of [Bar84].
4 β-normalization
In this section we shall present a characterization of β-normalization
via rigid expansion. Firstly we give recall some basic definitions.
We say that M ∈ Λ is in β-normal form if M does not contain
redexes as sub-terms. We say that a term M is β-normalizable if is
there exist M1, ....,Mn, N ∈ Λ such that M = M0 →β M1 →β ... →β
Mn →β Mn = N with N β-normal form. We call M = M = M0 →β
M1 →β ... →β Mn →β Mn = N a β-reduction chain starting from
M . We say that M is strongly normalizable if there is no infinite β-
reduction chain starting from M . We extend the former definitions to
resource terms in the natural way.
4.1 β-normalization via rigid expansion
In order to achieve β-normalisation, we will introduce a parallel version
of the left reduction:
Definition 4.1. Let M ∈ Λ. We define the left-parallel reduction
L : Λ→ Λ by cases as follows:
L(M) =


M if M is a normal form
λx1...λxm.xL(Q1)...L(Qn) if M is a head-normal form;
λx1...λxm.P [Q/x]Q1...Qn otherwise.
and the resource version of left-parallel reduction:
Definition 4.2. Let a ∈ D(!). We define the left-parallel resource
reduction L∂ : D
(!) → D(!) by cases as follows:
L(a)r =


a if ais a normal form
λx1...λxm.xL(~d1)...L(~dn) if ais a head-normal form;
λx1...λxm.〈...〈c[~d/x]〉~d1...〉~dn otherwise.
Lr(~d) = (Lr(d1), ..., Lr(dn)) with ~d = (d1, ..., dn).
When M is a head-normal form, then the reduction is propagated
to the arguments Q1, ..., Qn and it is possible to reduces more then
one redex for step. If the left-parallel reduction ends then M is β-
normalizable:
Proposition 4.3. Let M be a λ-term. If there exists n ∈ N such that
L(M)n = N with N beta-normal form, M is β-normalizable.
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Proof. The proof is trivial. Since, by definition, M ։+β L(M), if there
exists such n ∈ N we have a β-reduction chain starting from M that
ends with a β-normal form, i.e. M is β-normalizable.
We set Lr(T (M)) = {Lr(a) | a ∈ Tr(M) and Lr(a) 6= 0}. Then We
state a result that extends Lemma 3.7:
Lemma 4.4. Let M be a λ-term. Then Lr(T (M)) = T (L(M)).
Proof. We prove the lemma by induction on the definition of L.
If M has a head redex then the result follows immediately from
Lemma 3.7.
If M = λx1...λxm.xQ1...Qn we can focus on M
′ = xQ1...Qn with-
out any loss of generality.
We have that
Tr(L(M
′)) = 〈...〈{x}〉Tr(L(Q1)
!...〉Tr(L(Qn))
!.
By IH we have that for all i ∈ {1, ..., n}, Lr(Tr(Qi)) = Tr(L(Qi)). It
remains to prove that, if for all i ∈ {1, ..., n}, Lr(Tr(Qi)) = Tr(L(Qi)),
then (Tr(M
′)) = Tr(L(M
′)). Let a ∈ Tr(L(M ′)), then a = 〈...〈x〉~d1〉...〉~dn
with ~di ∈ Tr(L(Qi)) = Lr(Tr(Qi)) by hypothesis. Hence, by defini-
tion, there exists ~d′i for all i ∈ {1, ..., n} such that
~di = Lr(~d
′
i). Let
s′ = 〈...〈x〉~d′1〉...〉
~d′n. Then a = Lr(a
′) ∈ Lr(T (M ′)). The other inclu-
sion is trivial by definition.
We observe that a non β-normalisable term can have a non zero
rigid expansion: take M = xΩ and 〈x〉() ∈ Tr(M). 〈x〉() is in normal
form, but M is only head-normalisable. The we need to strengthen
our hypothesis on the rigid expansion.
Definition 4.5. We inductively define the set of positive resource
terms D+ ⊂ D as follows:
s ∈ D+ ::= x | λx.a | 〈c〉~d
with ~q ∈ D! such that ~q 6= (). We denote DNF+ the set of resource
normal forms that are also positive resource terms.
A positive resource term is a resource term where all the arguments
are defined: there are no empty lists appearing as arguments in a
linear application. Then an approximant of this kind presents all the
information about its corresponding λ-term.
Lemma 4.6. Let M ∈ Λ. If there exists s ∈ Tr(M) such that s ∈ D+
and s is a resource normal form then M is a β-normal form.
Proof. By induction on M . The non-trivial case is the application. If
M = PQ we have that s = 〈c〉~d for some c ∈ Tr(P ) and ~q ∈ Tr(Q)
!.
Since a is a positive term, ~d = (d1, . . . , dn) for some d1, . . . , dn ∈ Tr(Q).
Since a is a resource normal form, we have that c is a positive resource
normal form and, for i ∈ {1, ..., n} di is a positive resource normal
form. Hence we can apply the IH and conclude.
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Lemma 4.7. Let a ∈ D. there exists n ∈ N such that Lnr (a) = NF (a).
Proof. Trivial by Lemma 6 and by the observation that s ։+ Lr(a).
Since the left-parallel reduction commutes with the rigid expansion
and since having a positive linear approximant in normal form implies
being a β-normal form, we are beginning to grasp what is the needed
condition on the Taylor expansion to characterize β-normalization. If
there exists a ∈ Tr(M) such that the normal form of a is positive then
M should be β-normalizable. In a more formal way:
Proposition 4.8. Let M ∈ Λ. If there exists a ∈ Tr(M) and n ∈ N
such that Lnr (a) ∈ D
+
NF then L
n(M) is a β-normal form.
Proof. Let s ∈ Tr(M) such that there exists NF (a) ∈ ∆+. Then
there exists n ∈ N such that Lnr = NF (a). By Lemma 4.6 L
n
r (a) ∈
Tr(L
n(M)). Then Ln(M) is the β-normal form of M .
Proposition 4.9. Let M ∈ Λ. If M is β-normalizable then there
exists a ∈ Tr(M) such that NF (a) ∈ D+.
Proof. We consider the N , the normal form of M . By definition a
b ∈ Tr(N) is a resource normal form. We choose a positive b. Then,
by Lemma 3.4, we can follow the anti-reduction and we can conclude.
Theorem 4.10. Let M ∈ Λ. the following statements are equivalent:
(i) there exists a ∈ Tr(M) such that NF (a) ∈ D+;
(ii) there exist a ∈ Tr(M) and m ∈ N such that Lmr (a) ∈ D
+
NF ;
(iii) Lm(M) is a β-normal form;
(iv) M is β-normalizable.
Proof. (i)⇒ (ii) is Lemma 4.7. (ii)⇒ (iii) is Proposition 4.8. (iii)⇒
(iv) is trivial. Finally, (iv)⇒ (i) is Proposition 4.9.
5 Taylor expansion and rigid approxima-
tion
In order to define the Taylor expansion of λ-terms we need to intro-
duce another auxiliary language, the standard resource calculus. This
calculus is just like the rigid resource calculus, where we replace lists
with multisets.
We define the set of resource terms ∆ and the set of resource mono-
mials ∆! by mutual induction as follows:
∆ ∋ s, t, u ::= x | λx.s | 〈s〉t¯ ∆! ∋ s¯, t¯, u¯ ::= [] | [s] · t¯
We write [s1, . . . , sn] for [s1] · . . . · [sn] · []. Monomials are then consid-
ered up to permutations and resource terms up to renaming of bound
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〈λx.s〉t¯→∂ ∂xs · t¯
s→∂ σ
′
λx.s→∂ λx.σ
′
s→∂ σ
′
〈s〉t¯→∂ 〈σ
′〉t¯
s¯→∂ σ¯
′
〈t〉s¯→∂ 〈t〉σ¯
′
s→∂ σ
′
[s] · t¯→∂ [σ
′] · t¯
s¯→∂ σ¯
′
[t] · s¯→∂ [t] · σ¯
′
Figure 1: Reduction rules of the resource calculus with sums
variables. We call resource expressions the elements of ∆(!) = ∆ ∪∆!.
For any resource expression e, we write nx(e) for the number of occur-
rences of variable x in e. If A is a set, we write N[A] for the set of finite
formal sums of elements of A, or equivalently the set of finite linear
combinations of elements of A with coefficients in N. We extend the
syntactical constructs of the resource calculus to finite sums of resource
expressions by linearity: e.g., [s+ t] · u¯ = s · u¯+ t · u¯:
Definition 5.1. Let σ ∈ N[∆
(!)
⊕ ]. We call σ a finite term. By linearity
we extend the syntactical constructs of the resource calculus to finite
terms:
• if σ =
∑n
i=1 si and x ∈ V we set λx.σ =
∑n
i=1 λx.si;
• if σ =
∑n
i=1 si and τ¯ =
∑n
j=1 t¯j we set 〈σ〉τ¯ =
∑n
i=1
∑n
j=1〈si〉t¯j .
• if σ =
∑n
i=1 si and τ¯ =
∑n
j=1 t¯j we set [σ]·τ =
∑n
i=1
∑n
j=1[si]·t¯j.
Let Γ ⊆ ∆. We set σ ⊆ Γ when supp(σ) ⊆ Γ.
Definition 5.2. Let e ∈ ∆(!), u¯ = [u1, . . . , un] ∈ ∆! and x ∈ V. We
define the n-linear substitution ∂xe · u¯ of u¯ for x in e as follows:
∂xe · u¯ =


∑
σ∈Sn
e[uσ(1)/x1, . . . , uσ(n)/xn] if nx(e) = n
0 otherwise
where x1, . . . , xnx(e) enumerate the occurrences of x in e.
The reduction of the resource calculus is the relation from resource
expressions to finite formal sums of resource expressions induced by
the rules of Figure 1.
We define the representation relation ⊳ ⊆ D(!) × ∆(!) by the fol-
lowing rules:
x⊳ x
a⊳ s
λx.a⊳ λx.s
c⊳ s ~d⊳ t¯
〈c〉~d⊳ 〈s〉t¯
σ ∈ Sn a1 ⊳ tσ(1) · · · an ⊳ tσ(n)
(a1, . . . , an)⊳ [t1, . . . , tn]
.
We can extend the representation relation to linear combination of
resource terms: a⊳ σ if there exists s ∈ supp(σ) such that a⊳ s.
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We set the rigid expansion of s as Tr(s) = {a ∈ D(!) | a ⊳ s}.
The rigid expansion of a resource term is an equivalence class of rigid
resource terms.
We set
∂xT (M) · T (N)
! =
⋃
s∈T (M),t¯∈T (N)!
supp(∂xs · t¯).
Lemma 5.3 (Substitution). LetM,N ∈ Λ, we have that T (M [N/x]) =
∂xT (M) · T (N)!.
Proof. We prove the Lemma by induction on the definition ofM [N/x].
if M = x , then M [N/x] = N . Thus we have to prove that
T (N) =
⋃
t¯∈T (N)! supp(∂xx · t¯). By double inclusion, if t ∈ T (N)
, lets consider [t] ∈ T (N)!. By definition of n-linear substitution
we have that t ∈ supp(∂xx · [t]). We prove now the other inclu-
sion. For t ∈
⋃
t¯∈T (N)! supp(∂xx · t¯), there exists t¯ ∈ T (N)
! such that
t ∈ supp(∂xx · t¯). By definition of n-linear substitution, t¯ = [t]. Then
t ∈ T (N).
If M = y with y 6= x the result follows immediately from the
definition of n-linear substitution.
If M = λy.M ′ with y = x the result follows immediately from the
definition of n-linear substitution.
If M = λy.M ′ with y 6= x, let p ∈ T (λy.M ′[N/x]). By definition
of the Taylor expansion there exists a p′ ∈ T (M ′[N/x]) such that p =
λy.p′. By IH we have that T (M ′[N/x]) =
⋃
s∈T (M ′),t¯∈T (N)! supp(∂xs ·
t¯). Thus there exists s ∈ T (M ′) and a t¯ ∈ T (N)! such that p′ ∈
supp(∂xs · t¯). Therefore, by definition of n-linear substitution, p ∈
supp(∂xλy.s · t¯).
Conversely, let p ∈
⋃
s∈T (λy.M ′),t¯∈T (N)! supp(∂xs · t¯). We have that,
by definition, p is of the form λy.p′, for some resource term p′. There
exists then a s ∈ T (λy.M ′) and a t¯ ∈ T (N)! such that p ∈ supp(∂xs · t¯).
By definition of n-linear substitution, by IH and by the fact that there
exists s′ ∈ T (M ′) such that s = λy.s′, we have that p′ ∈ supp(∂xs′·t¯) ⊆⋃
s∈T (M ′),t¯∈T (N)! supp(∂xs · t¯) = T (M
′[N/x]) . Then, by definition, we
can conclude that p = λy.p′ ∈ T (λy.M ′[N/x]).
If M = PQ let p ∈ T (PQ[N/x]) = T (P [N/x]Q[N/x]). Then,
by definition of the Taylor expansion, there exists p′ ∈ T (P [N/x])
and q¯ ∈ T (Q[N/x])! such that p = 〈p′〉q¯. By IH we have that p′ ∈
T (P [N/x]) =
⋃
s∈T (P ),t¯∈T (N)! supp(∂xs · t¯) and that
q¯ ∈ T (Q[N/x])! =

 ⋃
s∈T (Q),t¯∈T (N)!
supp(∂xs · t¯)


!
.
Let q¯ = [q1, ..., qn]. Then there exists s0 ∈ T (P ), there exists t¯0 ∈ T (N)
!
and, for all i ∈ {1, ..., n}, there exist si ∈ T (Q) and t¯i ∈ T (N) such
that p′ ∈ supp(∂xs0 · t¯0), and qi ∈ supp(∂xsi · t¯i). Taking t¯ =
∑n
i=0 t¯i
and s¯ = [s1, ..., sn] we have, from the definition of n-linear substitution,
that 〈p′〉q¯ ∈ supp(∂x〈s0〉s¯ · t¯).
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Conversely, let p ∈
⋃
s∈T (PQ),t¯∈T (N)! supp(∂xs·t¯). Then there exists
s′ ∈ T (P ) and a q¯ ∈ T (Q)! such that p ∈ supp(∂x〈s′〉q¯ · t¯) . Moreover,
since t¯ = [t1, ..., tn], by definition of n-linear substitution we have that
∂x〈s
′〉q¯ · t¯ =
∑
I0,I1∈Partitions({1,...,n})
∂x〈s
′ · t¯I0〉∂xq¯ · t¯I1 .
Hence p = 〈p′〉q¯′ for some p′ ∈ supp(∂xs
′ · t¯I0) and q¯
′ ∈ supp(∂xq¯ · t¯I1).
From the IH we know that T (P [N/x]) =
⋃
s∈T (P ),t¯∈T (N)! supp(∂xs ·
t¯) and that T (Q[N/x]) =
⋃
s∈T (Q),t¯∈T (N)! supp(∂xs · t¯). Thus p
′ ∈
T (P [N/x]) and q¯′ ∈ T (Q[N/x])!. By definition of the Taylor expansion
of an application p = 〈p′〉q¯′ ∈ T (P [N/x]Q[N/x]).
6 Strong normalization
For strong normalisation we switch form rigid approximation to Taylor
expansion.2
6.1 Non-erasing reduction
Definition 6.1. We define →¬e ⊆ Λ× Λ by induction as follows:
• (λx.M)N →¬e M [N/x] if x ∈ FV (M);
• λx.M →¬e λx.M ′ if M →¬e M ′;
• PQ→¬e P ′Q if P →¬e P ′
• PQ→¬e PQ′ if Q→¬e Q′.
A λ-term M of the shape (λx.M)N with x ∈ FV (M) is called a
redex. A normal form for the non-erasing reduction is a λ-termM that
does not have redexes as subterms. A λ-term M is called normalizable
if there exist M1, ...,Mn such that M = M0 →¬e M1... →¬e Mn = N
with N being a normal form for the non-erasing reduction. We trivially
have that →¬e⊆→β .
To understand the meaning of our definition, we can consider some
example of non erasing reductions:
Example 6.2. Non-erasing reduction at work:
• (λx.y)Ω is not non-erasing normalizable, since the variable x is
not free in the term y. However the term is clearly β-normalizable;
• (λx.y)z is a non-erasing normal form. Clearly it is not a β-
normal form, since it contains a β-redex.
At this point we could hope that non-erasing reduction character-
izes strong normalization. However this is not at all the case.
2The rigid approximation fails confluence of the extended non-erasing reduction, that is
at the heart of our proof. The failure of confluence is interesting, since depends completely
on the rigidity of the calculus (Section 7.1).
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Let M = ((λy.λx.xx)z)λx.xx. Then M is by definition a non-
erasing normal form, but it is not even β-normalizable:
M →β (λx.xx)λx.xx
And trivially (λx.xx)λx.xx = Ω is not β-normalizable.
To solve this problem, we follow the path of linear logic. As pre-
sented in [Reg94], MELL proof-nets induces a new kind of reduction on
λ-terms, the so-called σ-reduction. λ-calculus syntax induces a strict
and unnecessary order on redexes. The σ-rules then grant some com-
mutations of redexes that "free" λ-terms from this purely syntactical
constraints.
We define →σ∈ Λ× Λ as the contextual extension of the following
rule:
((λx.M)N)P →σ1 (λx.MP )N if x /∈ FV (P )
Then we set →ǫ =→β ∪ →σ.
Secularly, we define the erasing reduction as follows:
Definition 6.3. We define →e ⊆ Λ× Λ by induction as follows:
• (λx.M)N →e M [N/x] if x /∈ FV (M);
• λx.M →e λx.M ′ if M →e M ′;
• PQ→e P ′Q if P →e P ′
• PQ→e PQ′ if Q→e Q′.
6.2 Taylor expansion and non-erasing reduction
In order to achieve a strong normalisation Theorem we have to switch
from rigid terms to standard resource terms. The problem with rigid
terms is indeed their rigidity: if we extend the calculus with σ1 we
get a non confluent calculus in a very ba sense (see section ). On the
contrary, standard resource calculus does not fail confluence, thanks
to its intrinsic "non-deterministic" nature (see section 7.2.)3
We firstly extend the notion of ǫ−reduction to the resource calculus:
Definition 6.4. We define →∂σ∈ ∆(!) ×∆(!) as the contextual exten-
sion of the following rule:
〈〈λx.s〉t¯〉q¯ →∂σ1 (〈λx.〈s〉~q〉t¯ if x /∈ FV (q¯).
Then we set →∂ǫ=→∂ ∪ →∂σ.
Lemma 6.5. The reduction →∂ǫ is strongly normalizing.
3This problem could have been solved also changing the syntax of rigid terms or switch-
ing to polyhadic calculus [MPV18]. However we preferred to stick on the Taylor expansion
of λ−terms, since our work is inspired mostly from that framework.
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Proof. Strong normalisation derives form the fact that both →rǫ and
→rσ(the height of terms is decreasing) are strongly normalisable and
by a transposition of Lemma 3.4 of [Reg94] to resource terms.
We extend the non erasing reduction to the resource calculus:
Definition 6.6. We define →¬e∂ ∈ ∆
(!) ×∆(!) as the contextual exten-
sion of the following rule:
〈λx.s〉t¯ →¬e∂ if x ∈ FV (s)
We set →¬e∂ǫ =→
¬e
∂ ∪→∂σ.
We extend also the erasing reduction:
Definition 6.7. We define →¬e∂ ∈ ∆
(!) ×∆(!) as the contextual exten-
sion of the following rule:
〈λx.s〉t¯→e∂ if x /∈ FV (s)
Lemma 6.8. Let s, t, u ∈ ∆. If s→e∂ t and t։
¬e
∂ǫ u then there exists
t′ ∈ ∆ such that s։¬e∂ǫ t
′ and t′ →e∂ u.
Proof. See Section 7.3.
Lemma 6.9. The reduction →¬e∂ǫ is strongly normalizing and conflu-
ent.
Proof. The strong normalisation is a corollary of Lemma 6.5. Conflu-
ence is proved in 7.2.
We write NF¬eǫ (s) for the unique non-easing ǫ-normal form of s
that is a finite term, possibly the zero sum.
Lemma 6.10. Let s ∈ ∆. If s →e∂ǫ σ 6= 0 and NF (σ)
¬e
ǫ = 0 then
NF (s)¬eǫ = 0.
Proof. By induction on the size of s.
If s = λx1 . . . λxm〈〈· · · 〈x〉q¯1〉 · · · q¯i · · · 〉q¯n then
σ = λx1 . . . λxm〈〈· · · 〈x〉q¯1〉 · · · τi · · · 〉q¯n
with q¯i →e∂ǫ τi. Since NF (σ)
¬e
ǫ = 0 then NF (q¯j)
¬e
ǫ = 0 for some
j ∈ {1, . . . , n}. If j = i we apply the IH and we conclude by linearity.
If j 6= i we conclude by Lemma 6.9.
If s = λx1 . . . λxm.〈· · · 〈〈λx.p〉q¯0〉q¯1 · · · 〉q¯n then we can focus on the
case where the erasing step is performed on the head-redex, since the
other cases follows the same structure of above. Since σ 6= 0 we have
that q0 = []. Then σ = λx1 . . . λxm〈〈· · · 〈p〉q¯1〉 · · · q¯i · · · 〉q¯n. Now we
perform n steps of σ-reduction on s obtaining
s′ = λx1 . . . λxm〈λx.〈〈· · · 〈p〉q¯1〉 · · · q¯i · · · 〉q¯n〉[].
Then we apply the IH and we get NF (s)¬eǫ = 0.
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After having extended the reduction relation to resource term, we
seek a connection between the ǫ−reduction over ordinary λ-terms and
its resource counterpart.
Lemma 6.11 (Subject expansion). Let M,N be any two λ-terms.
If M →¬eǫ N then for all t0 ∈ T (N) there exists s ∈ T (M) and
t1, . . . , tn ∈ T (N) such that s ։
¬e+
∂ǫ
∑n
i=0 ti. If t0 is positive, then
s։¬e∂ǫ
∑n
i=0 ti.
Proof. By induction on the definition of non-erasing ǫ-reduction. The
base case derives from Lemma 5.3.
The interesting case is the application case. Let M = PQ and
N = PQ′ with Q →¬e∂ǫ Q
′. Let t0 ∈ T (PQ′). Then t0 = 〈p0〉q¯′0 with
p0 ∈ T (P ) and q¯′0 ∈ T (Q
′)!. By IH there exists q¯′1, . . . , q¯
′
n ∈ T (Q
′)!
and q¯ ∈ T (Q)! such that q¯ ։¬e+∂ǫ
∑n
i=0 q¯
′
i. Then we can apply the
IH and conclude. IF t0 ∈ ∆+ then, in particular, q¯0 6= [] and we can
strengthen the IH with q¯ ։¬e∂ǫ
∑n
i=0 q¯
′
i.
Lemma 6.12 (Subject reduction). Let M,N be any two λ-terms. If
M →¬eǫ N then there exists t1, . . . , tn ∈ T (N) such that for all s ∈
T (M) such that s։¬e+∂ǫ
∑n
i=1 ti. If s is positive, then s։
¬e
∂ǫ
∑n
i=1 ti.
Proof. By induction on the definition of ǫ-reduction and by Lemma
5.3.
The interesting case is the application case. Let M = PQ and
N = PQ′ with Q →¬e∂ǫ Q
′. Let s ∈ T (PQ). Then s = 〈p〉q¯ with
p ∈ T (P ) and q¯ ∈ T (Q)!. By IH there exists q¯′1, . . . , q¯
′
n ∈ T (Q
′)! such
that q¯ ։¬e+∂ǫ
∑n
i=1 q¯
′
i. Then we can apply the IH and conclude. IF
s ∈ ∆+ then, in particular, q¯ 6= [] and we can strengthen the IH with
q¯ ։¬e∂ǫ
∑n
i=1 q¯
′
i.
Lemma 6.13. If M is normalizable through non-erasing ǫ-reduction
then there exists s ∈ T (M) such that NF (s)¬eǫ ∩∆
+ 6= ∅.
Proof. The result is a corollary of Lemma 6.11. SinceM is non-erasing
ǫ-normalizable then there exists a λ-term N that is its ǫ-normal form.
If we consider a reduction chain starting fromM and ending in N such
as M →¬eǫ ... →
¬e
ǫ N , by Lemma 6.11 for all t0, t1, . . . , tn ∈ T (N) we
can find an element s ∈ T (M) such that s ։¬e∂ǫ
∑n
i=0 ti. Then, by an
easy inspection of the definitions, NF (s)¬eǫ =
∑n
i=0 ti. If we choose a
positive t0 we can then conclude.
Lemma 6.14. Let s ∈ ∆+, x ∈ V , t¯ ∈ ∆!+. Then ∂xs · t¯ ∈ ∆
+.
Proof. By induction on the definition of n-linear substitution.
Proposition 6.15. Let s ∈ ∆+. If s→r t then t ∈ ∆+.
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Proof. The base case follows from the former lemma and the inductive
cases follow immediately from the IH.
Lemma 6.16. Let M ∈ Λ such that M is strongly normalisable. Then
M is strongly normalisable for the non-erasing ǫ-reduction.
Proof. By absurd via the corollary 3.5 of [Reg94].
Definition 6.17. We define a set S of λ-terms by induction as follows:
• If M1, . . . ,Mn ∈ S then xM1 . . .Mn ∈ S;
• if M ∈ S then λx.M ∈ S;
• if M1 ∈ S and M0[M1/x] . . .Mn ∈ S then (λx.M0)M1 . . .Mn ∈
S.
Lemma 6.18. If M ∈ S then M is strongly normalisable.
Proof. See [vRSSX99].
Proposition 6.19. If there exists s ∈ T (M)∩∆+ such that NF¬eǫ (s) 6=
0 then M ∈ S.
Proof. By induction on the size of s.
Let M = λx1 . . . λxm.xM1 . . .Mn. Then the result follows imme-
diately from the IH, since →¬e∂ǫ is confluent and strongly normalising
(Lemma 6.9).
Let M = λx1...λxm.(λx.P )Q0Q1...Qn and
N = λx1...λxm.P [Q0/x]Q1...Qn.
Let x ∈ FV (P ). By Lemma 6.12 there exists τ such that s →¬e∂ǫ τ
and τ =
∑n
i=1 ti with t1, . . . , tn ∈ Tr(N). τ 6= 0 by Lemma 6.9, since
NF¬eǫ (s) 6= 0.
Since
s = λx1...λxm.〈. . . 〈λx.p〉q¯0〉q¯1 . . . 〉q¯n
then there exists t = λx1...λxm.〈. . . ∂xp · q¯0〉q¯1 . . . 〉q¯n ∈ T (N) such
s →¬e∂ǫ t +
∑n
i ti = τ for some ti ∈ T (N). By IH, strong normalisa-
tion and confluence (Lemma 6.9) we have that Q0, N ∈ S. Then, by
definition of S, M ∈ S.
If x /∈ FV (M) then s = λx1...λxm.〈. . . 〈λx.p〉q¯0〉q¯1 . . . 〉q¯n. We take
s′ = λx1...λxm.〈. . . 〈λx.p〉[]〉q¯1 . . . 〉q¯n.
Then s′ →e∂ǫ t, with t = λx1...λxm.〈. . . 〈p〉q¯1 . . . 〉q¯n ∈ Tr(N). By
Lemmas 6.9 and 6.10 we can conclude, since s(t) < s(s) and by IH
Q0, N ∈ S.
Theorem 6.20. Let M ∈ Λ. The following statements are equivalent:
(i) There exists s ∈ T (M) such that NF¬eǫ (s) ⊆ ∆
+;
(ii) There exists s ∈ T (M) ∩∆+ such that NF¬eǫ (s) 6= 0;
(iii) M ∈ S;
(iv) M is strongly normalizable;
(v)M is non-erasing ǫ-normalisable.
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Proof. (i) ⇒ (ii) is a corollary of Propostion 6.15. (ii) ⇒ (iii) is
Proposition 6.19. (iii) ⇒ (iv) is Lemma 6.18. (iv) ⇒ (v) is Lemma
6.16. Finally, (v)⇒ (i) derives from Lemma 6.13.
6.3 Conservation Theorem for the λI-calculus
As corollary of Theorem 6.20 we get Theorem 9.1.5 of [Bar84]. We
define the set of λI-terms by induction as follows:
ΛI ∋M,N ::= x | λx.M if x ∈ FV (M) |MN
In particular we have that ΛI ⊂ Λ.
Theorem 6.21. Let M be a λI-term. Then M is normalisable iff M
is strongly normalisable.
Proof. (⇒) By Theorem 4.10. Since M is a λI-term, trivially M is
non-erasing ǫ-normalisable, by observing that a β-normal form is also
a non-erasing ǫ-normal form. Then M is strongly normalisable by
Theorem 6.20. (⇐) Trivial.
7 Technicalities
7.1 Failure of confluence for rigid terms
If we set →rǫ = →r ∪ →σ1 we get the following counter example to
the confluence of →rǫ :
s = 〈λy.〈〈λx.〈x〉(x)〉(y, y)〉(y)〉(λf.〈z〉(f), λf.〈z〉(), λf.〈z〉())
Then
s→σ1 s
′ = 〈λy.〈λx.〈〈x〉(x)〉(y)〉(y, y)〉(λf.〈z〉(f), λf.〈z〉(), λf.〈z〉())
Then
s′ →r s
′′ = 〈λx.〈〈x〉(x)〉(λf.〈z〉(f))〉(λf.〈z〉(), λf.〈z〉())
Then
s′′ →r s
′′′ = 〈〈λf.〈z〉()〉(λf.〈z〉())〉(λf.〈z〉(f))
and s′′′ →r 0.
But if one performs the r-reduction step before, NF (s) 6= 0 :
s→r s
′ = 〈〈λx.〈x〉(x)〉(λf.〈z〉(f), λf.〈z〉())〉(λf.〈z〉())
.
Then
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s′ →σ1 s
′′ = 〈λx.〈〈x〉(x)〉(λf.〈z〉())〉(λf.〈z〉(f), λf.〈z〉())
And then in 2 steps of r-reduction one arrives to a non zero normal
form.
The failure of confluence is due to the rigidity of the calculus, in the
sense that the substitution does not perceives that the free occurrences
of x are changing place after a step of σ−reduction.
This form of confluence failure is particularly bad because a term
can have a zero and a non zero normal form. In this way all the
approximation results are lost.
7.2 Confluence
For any resource expression e, we write nx(e) for the number of occur-
rences of variable x in e.
Definition 7.1. Let e ∈ ∆(!), u¯ = [u1, . . . , un] ∈ ∆! and x ∈ V. We
define the n-linear substitution ∂xe · u¯ of u¯ for x in e as follows:
∂xe · u¯ =


∑
S∈Sn
e[uS(1)/x1, . . . , uS(n)/xn] if nx(e) = n
0 otherwise
where x1, . . . , xnx(e) enumerate the occurrences of x in e.
In other words, if u¯ = [u1, . . . , un] ∈ ∆! and x ∈ V then:
∂xy · u¯ =


y if y 6= x and n = 0
u1 if y = x and n = 1
0 otherwise
∂xλy.s · u¯ = λy.(∂xs · u¯)
∂x〈s〉t¯ · u¯ =
∑
(I0,I1) partition of {1,...,n}
〈∂xs · u¯I0〉∂xt¯ · u¯I1
∂x[t1, . . . , tk] · u¯ =
∑
(I1,...,Ik) partition of {1,...,n}
[∂xt1 · u¯I1 , . . . , ∂xtn · u¯Ik ]
where we write u¯{i1,...,ik} := [ui1 , . . . , uik ] whenever 1 ≤ i1 < · · · <
ik ≤ n.4
To prove the confluence of →¬erǫ (Lemma 6.9) we use the standard
technique of [Bar84], defining a parallel non-erasing ǫ-reduction.
Definition 7.2. We define ⇒¬e∂ǫ⊆ ∆
(!) ×∆(!) by induction as follows:
• s⇒¬e∂ǫ s;
• If s⇒¬e∂ǫ s
′ then λx.s⇒¬e∂ǫ λx.s
′;
4 To be precise, we say (I1, .., Ik) is a partition of a set X if the Ij ’s are (possibly
empty) pairwise disjoint subsets of X and X =
⋃
j
Ij . This data is equivalent to a
function {1, . . . , n} → {1, . . . , k}.
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• If s⇒¬e∂ǫ s
′ and t¯⇒¬e∂ǫ t¯
′ then 〈s〉t¯⇒¬e∂ǫ 〈s
′〉t¯′;
• If s⇒¬e∂ǫ s
′ and t¯⇒¬e∂ǫ t¯
′ and x ∈ FV (s) then 〈λx.s〉t¯⇒¬e∂ǫ ∂xs
′·t¯′;
• If s⇒¬e∂ǫ s
′, t¯⇒¬e∂ǫ t¯
′, q¯ ⇒¬e∂ǫ t¯
′ and x /∈ FV (q¯) then 〈〈λx.s〉t¯〉q¯ ⇒¬e∂ǫ
〈λx.〈s′〉q¯′〉t¯′.
• if ti ⇒¬e∂ǫ t
′
i for i ∈ {1, . . . , n} then [t1, . . . , tn]⇒
¬e
∂ǫ [t
′
1, . . . , t
′
n].
We extend the reduction defined above to finite terms by linearity:
σ ⇒¬e∂ǫ σ
′ if there exists s ∈ supp(σ) and s′ ∈ supp(σ′) such that
s⇒¬e∂ǫ s
′.
Lemma 7.3. Let x ∈ FV (s). If s⇒¬e∂ǫ s
′ and t¯⇒¬e∂ǫ t¯
′ then ∂xs·t¯⇒¬e∂ǫ
∂xs
′ · t¯′.
Proof. The proof is by induction on the definition of s ⇒¬e∂ǫ s
′. We
notice that if t¯⇒¬e∂ǫ t¯
′ then the two lists have the same size. Thus, by
definition of n-linear substitution ∂xs · t¯ = 0 iff ∂xs′ · t¯′ = 0. Then we
can focus on the case that ∂xs · t¯ 6= 0.
1. If s′ = s then the proof is by induction on the structure of ∂xs · t¯:
• If s = x Then ∂xs · [t1] = t1 and ∂xs · [t
′
1] = t
′
1. By hypothesis
t1 ⇒¬e∂ǫ t
′
1. Then we can conclude;
• If s = λx.s′ then ∂xs · t¯ = λx.∂xs′ · t¯. The result derives
immediately from the IH;
• If s = 〈p〉~q then ∂xs· t¯ =
∑
(I0,I1) partition of {1,...,n}
〈∂xp· t¯I0 〉∂xq¯ ·
t¯I1 with t¯ = t¯I0 · t¯I1 for all (I0, I1) partitions of {1, . . . , n}.
Then we apply the IH and conclude.
• If s = [q1, . . . , qn] then ∂xs · t¯ = [∂xq1 · t¯1, . . . , ∂xqn · t¯n] with
t¯ = t¯1 · · · t¯n. Then we can apply the IH and conclude.
2. If s′ = λx.p′ the result derives immediately from the IH.
3. Let s′ = 〈p′〉~q′ with s = 〈p〉~q with p ⇒¬e∂ǫ p
′ and ~q ⇒¬e∂ǫ
~q′. We
have that
∂xs · t¯ =
∑
(I0,I1) partition of {1,...,n}
〈∂xp · t¯I0〉∂xq¯ · t¯I1
and that
∂xs
′ · t¯′ =
∑
(I0,I1) partition of {1,...,n}
〈∂xp
′ · t¯′I0〉∂xq¯
′ · t¯′I1 .
Then, by IH ∂xp · t¯I0 ⇒
¬e
∂ǫ ∂xp
′ · t¯′I0 and ∂x~q · ~tI1 ⇒
¬e
∂ǫ ∂x
~q′ · ~t′I1
for some (I0, I1) partitions of {1, . . . , n}. Then we can apply the
IH and conclude.
4. Let s′ = ∂yp
′ · q¯′ with s = 〈λy.p〉q¯. Then
∂xs · t¯ =
∑
(I0,I1) partition of {1,...,n}
〈∂xλy.p · t¯I0〉∂xq¯ · t¯I1 .
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By IH
〈∂xλy.p·t¯I0〉∂xq¯·t¯I1 ⇒
¬e
∂ǫ 〈∂xλy.p
′·t¯′I0〉∂xq¯
′·t¯′I1 ⇒
¬e
∂ǫ ∂y(∂xp
′·t¯′I0)·∂xq¯
′·t¯′I1
and by an inspection of the definition ∂y(∂xp
′ · t¯′I0) · ∂xq¯
′ · t¯′I1 ⊆
∂x(∂yp
′ · q¯′) · t¯′.
5. Let s′ = 〈λy.〈p′〉u¯′〉q¯′ with s = 〈〈λy.p〉q¯〉u¯.
Then
∂xs · t¯ =
∑
(I0,I1) partition of {1,...,n}
〈∂x〈λx.p〉q¯ · t¯I0〉∂xu¯ · t¯I1
and
∂xs
′ · t¯′ =
∑
(I0,I1) partition of {1,...,n}
〈∂xλy.〈p
′〉u¯′ · t¯′I0〉∂xq¯
′ · t¯′I1
Then
∂x〈λy.p〉q¯ · tI0 =
∑
(I′
0
,I′
1
) partition of {1,...,n}
〈∂xλy.p · ¯tI0I′
0
〉∂xq¯ · ¯tI0I′
1
And
∂xλy.〈p〉u¯ · tI0 = λy.
∑
(I′
0
,I′
1
) partition of {1,...,n}
〈∂xp · ¯tI0I′
0
〉∂xu¯ · ¯tI0I′
1
Then by IH there exists (J0, J1), (J
′
0, J
′
1) partitions of {1, . . . , n}
such that ∂xq¯ ·tJ0J′
1
⇒¬e∂ǫ ∂xq¯
′ ·t′J0J′
1
and ∂xp·tJ0J′
0
⇒¬e∂ǫ ∂xp
′ ·t′J0J′
0
and ∂xu¯ · tJ1 ⇒
¬e
∂ǫ ∂xu¯
′ · t′J1 .
Hence
〈∂x〈λy.p〉q¯ · t¯J0〉u¯J1 ⇒
¬e
∂ǫ 〈〈λy.∂xp
′ · t′J0J′
0
〉∂xu¯′ · t
′
J1
〉∂xq¯′ · t
′
J0J′
1
and
〈〈λy.∂xp
′ · t′J0J′
0
〉∂xu¯′ · t
′
J1
〉∂xq¯′ · t
′
J0J′
1
⊆∑
(I0,I1) partition of {1,...,n}
〈∂xλy.〈p
′〉u¯′ · t¯′I0〉∂xq¯
′ · t¯′I1
6. the multiset case is similar to the linear application case.
Lemma 7.4. ⇒¬e∂ǫ is confluent.
Proof. By induction on s⇒¬e∂ǫ s1 we prove that for all s2 ∈ D such that
s⇒¬e∂ǫ s2 we sow that there exists t such that s1 ⇒
¬e
∂ǫ t and s2 ⇒
¬e
∂ǫ t.
1. if s2 = s. Then take t = s2.
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2. if s1 = 〈λx.〈p′〉u¯′〉q¯′ with s = 〈〈λx.p〉q¯〉u¯. We have 2 possible
cases:
• if s2 = 〈〈λx.p′′〉q¯′′〉u¯′′ we perform a step of sigma reduction
and then we apply the IH and we conclude;
• if s2 = 〈∂xp · q¯〉u¯ then we apply the IH and the former lemma
to conclude.
3. if s1 = ∂xp
′ · q¯′ with s = 〈λx.p〉q¯ we have 2 possible cases:
• if s2 = ∂xp′′ · q¯′′ with p ⇒¬e∂ǫ p
′′ and q¯ ⇒¬e∂ǫ q¯
′′. Then we
apply Lemma 7.3 and conclude;
• if s2 = 〈λx.p′′〉q¯′′ then by IH and Lemma 7.3 we can con-
clude;
The other cases derives from a lengthy by completely standard
induction, via Lemma 7.3.
Lemma 7.5. →∗¬e∂ǫ is the transitive closure of ⇒
¬e
∂ǫ .
Proof. Easy inspection of the definitions.
Lemma 7.6. →∂ǫ is confluent.
Proof. Observe that →¬e∂ǫ⊆⇒
¬e
∂ǫ⊆→
∗¬e
∂ǫ . Then apply Lemma 3.2.2 of
[Bar84].
7.3 Postponement
Lemma 7.7. Let s, t, u ∈ D . If s→er t and t։
¬e
rǫ u then there exists
t′ ∈ D such that s։¬erǫ t
′ and t′ →er u.
Proof. By induction on length of s։¬erǫ t. Let l = 1.
If s = 〈λx.p〉() then we can immediately conclude by the following
diagram:
〈λx.p〉() p
〈λx.u〉() u
¬e
e
e
¬e
If s = λx.p the result derives immediately by IH.
If s = 〈p〉~q there are two possible cases:
(i) p→erǫ p
′ and t = 〈p′〉~q;
(ii)~q →erǫ ~q
′ and t = 〈p〉~q′.
If
〈p′〉~q →¬erǫ u
is an internal step, i.e. u = 〈u′〉~q′ (resp. u = 〈p′〉~u′) with p′ →¬erǫ u
(resp. ~q′ →¬erǫ ~u
′ then the factorization is given directly by IH.
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Otherwise we proceed by cases. If p′ = λx.v then u = v[~q/x]. Then
p has to be of the shape 〈λy.λx.v〉(). We can then conclude by the
following diagram:
〈〈λy.λx.v〉()〉~q 〈λx.v〉~q
〈λy.〈λx.v〉~q〉() u
〈λy.u〉()
σ1
e
e
¬e
¬e
The second base case is a redex for the σ1 rule:
〈〈λy.〈λx.v〉~z〉()〉~q 〈〈λx.v〉~z〉~q
〈λy.〈〈λx.v〉~z〉~q〉() u
〈λy.〈λx.〈v〉~q〉~z〉()
σ1
e
e
σ1
σ1
(ii) The proof follows a specular path to the proof of (i).
If l = n+ 1 the result follows immediately by IH.
References
[Bar84] H. P. Barendregt. The Lambda Calculus: Its Syntax and
Semantics. Elsevier, 1984.
[CG14] Alberto Carraro and Giulio Guerrieri. A semantical and
operational account of call-by-value solvability. In Foun-
dations of Software Science and Computation Structures,
pages 103–118, Berlin, Heidelberg, 2014.
[dC07] Daniel de Carvalho. Semantique de la logique lineaire et
temps de calcul. PhD thesis, Aix-Marseille Université,
2007.
[dCdF16] Daniel de Carvalho and Lorenzo Tortora de Falco. A se-
mantic account of strong normalization in linear logic. In-
formation and Computation, 248:104 – 129, 2016.
[dCPdF11] D. de Carvalho, M. Pagani, and L. Tortora de Falco. A se-
mantic measure of the execution time in linear logic. The-
oretical Computer Science, 412(20):1884 – 1902, 2011.
23
[EG16] Thomas Ehrhard and Giulio Guerrieri. The bang cal-
culus: An untyped lambda-calculus generalizing call-by-
name and call-by-value. In Proceedings of the 18th Inter-
national Symposium on Principles and Practice of Declar-
ative Programming, PPDP 2016, pages 174–187. Associa-
tion for Computing Machinery, 2016.
[ER03] Thomas Ehrhard and Laurent Regnier. The differential
lambda-calculus. Theoretical Computer Science, 309(1):1
– 41, 2003.
[ER08] Thomas Ehrhard and Laurent Regnier. Uniformity and the
Taylor expansion of ordinary λ-terms. Theoretical Com-
puter Science, 403(2-3), 2008.
[GM18] Giulio Guerrieri and Giulio Manzonetto. The bang calcu-
lus and the two girard’s translations. In Proceedings Joint
International Workshop on Linearity & Trends in Linear
Logic and Applications, Linearity-TLLA@FLoC 2018, Ox-
ford, UK, 7-8 July 2018., pages 15–30, 2018.
[MPV18] Damiano Mazza, Luc Pellissier, and Pierre Vial. Polyadic
approximations, fibrations and intersection types. Proceed-
ings of the ACM on Programming Languages, 2(POPL:6),
2018.
[PTV16] Michele Pagani, Christine Tasson, and Lionel Vaux. Strong
normalizability as a finiteness structure via the taylor ex-
pansion of λ-terms. In FoSSaCS 2016, 2016.
[Reg94] Laurent Regnier. Une équivalence sur les lambda- termes.
Theoretical Computer Science, 126(2):281 – 292, 1994.
[TAO17] Takeshi Tsukada, Kazuyuki Asada, and C.-H. Luke Ong.
Generalised species of rigid resource terms. In Proceed-
ings of the 32nd Annual Symposium on Logic in Computer
Science, 2017.
[Vau17] Lionel Vaux. Taylor expansion, lambda-reduction and nor-
malization. In CSL 2017, 2017.
[vRSSX99] Femke van Raamsdonk, Paula Severi, Morten Heine B.
Sørensen, and Hongwei Xi. Perpetual reductions in
lambda-calculus. Inf. Comput., 149(2):173–225, March
1999.
24
