have recently received some attention due to their pictorial description and their relative ease of implementation. The geometric approach to ICA was proposed first by Puntonet and Prieto (1995). We will reconsider geometric ICA in a theoretic framework showing that fixed points of geometric ICA fulfill a geometric convergence condition (GCC), which the mixed images of the unit vectors satisfy too. This leads to a conjecture claiming that in the nongaussian unimodal symmetric case, there is only one stable fixed point, implying the uniqueness of geometric ICA after convergence. Guided by the principles of ordinary geometric ICA, we then present a new approach to linear geometric ICA based on histograms observing a considerable improvement in separation quality of different distributions and a sizable reduction in computational cost, by a factor of 100, compared to the ordinary geometric approach. Furthermore, we explore the accuracy of the algorithm depending on the number of samples and the choice of the mixing matrix, and compare geometric algorithms with classical ICA algorithms, namely, Extended Infomax and FastICA. Finally, we discuss the problem of high-dimensional data sets within the realm of geometrical ICA algorithms.
the mixtures of some underlying independent source signals, to separate the mixed signals-henceforth called sensor signals-thus recovering the original sources. In contrast to correlation-based transformations such as principal component analysis (PCA), ICA renders the output signals as statistically independent as possible by evaluating higher-order statistics. The idea of ICA was first expressed by Jutten, Hérault, Comon, and Sorouchiary (1991) , while the term ICA was later coined by Comon (1994) . However, the field became popular only with the seminal paper by Bell and Sejnowski (1995) , who elaborated on the Infomax principle first advocated by Linsker (1989 Linsker ( , 1992 . Many other ICA algorithms have been proposed, with the FastICA algorithm (Hyvärinen, 1999) being the most efficient among them.
Recently, geometric ICA algorithms have received further attention due to their relative ease of implementation (Puntonet & Prieto, 1995) . They have been applied successfully to the analysis of real-world biomedical data (Bauer, Puntonet, Rodriguez-Alvarez, & Lang, 2000) and have been extended as well to nonlinear ICA problems (Puntonet, Alvarez, Prieto, & Prieto, 1999) .
Basics
In linear BSS, a random vector X: → R n called sensor signal is given; it originates from an unknown independent random vector S: → R n , which will be denoted as source signal, via a mixing process with an unknown mixing matrix A ∈ Gl(n), that is, X = A • S. Note that we assume as many sensors as sources. Here, denotes a fixed probability space and Gl(n) := {W ∈ Mat(n × n; R) | det(W) = 0} the general linear group in R n . Only the sensor signal is observable, and the task is to recover A and thereby S = A −1 • X.
Uniqueness of the solutions can be acertained if we allow at most one of the source variables S i := π i •S, where π i : R n → R denotes the projection on the ith coordinate, to be gaussian. Then any solution to the BSS problem, that is, any B ∈ Gl(n) such that B • X is independent, is equivalent to A −1 , where equivalent means that B can be written as B = LPA −1 with an invertible diagonal matrix (scaling matrix) L ∈ Gl(n) and an invertible matrix with unit vectors in each row (permutation matrix) P ∈ Gl(n) (Comon, 1994) . Vice versa, any matrix B that is equivalent to A −1 solves the BSS problem, since the transformed mutual information is invariant under scaling and permutation of coordinates.
Geometric Considerations
The basic idea of the geometric separation method lies in the fact that in the source space {s 1 , . . . , s λ } ⊂ R n , where s i represent a fixed number of samples of the source vector S with zero mean, the data clusters along the axes of the coordinate system are transformed by A into data clusters along transformed coordinate axes through the origin. The detection of these n new axes allows determining a demixing matrix B that is equivalent to A −1 (see Figure 1) .
We now consider the learning process to be terminated and describe precisely how to recover the matrix A then-after the axes, which span the observation space, have been extracted from the data successfully. Let
be the set of positive coordinate axes, and denote with := A the image of this set under the transformation A. Note that due to A being bijective, intersects the unit (n − 1)-sphere,
in exactly n distinct points {p 1 , . . . , p n } and that those p i 's form a basis of R n .
Define the matrix M p 1 ,...,p n ∈ Gl(n) to be the linear mapping of e i onto p i for i = 1, . . . , n, that is, 
The Ordinary Geometric Algorithm
For now, we will restrict ourselves to the two-dimensional case for simplicity; extensions to higher dimensions are discussed in section 11. Let S: −→ R 2 be an independent two-dimensional Lebesgue-continuous random vector describing the source pattern distribution; its density function is denoted by ρ: R 2 −→ R. As S is independent, ρ factorizes ρ(x, y) = ρ 1 (x)ρ 2 (y), with ρ i : R −→ R denoting the corresponding marginal source density functions. As a further simplification, we will assume the source variables S i to have zero mean E(S) = 0 and to be distributed symmetrically, that is, ρ i (x) = ρ i (−x) for x ∈ R and i = 1, . . . , n. To ensure stability of the geometric algorithm, we have to assume that the signal distributions are nongaussian and unimodal. In practice, these restrictions are often met at least approximately.
As above, let X denote the sensor signal vector and A the invertible mixing matrix such that X = A • S. Without loss of generality, assume that A is of the form
where α i ∈ [0, π) denote two angles. The ordinary geometric learning algorithm (Puntonet & Prieto, 1995) for symmetric distributions in its simplest form then is as follows: Pick four starting vectors w 1 , w 1 , w 2 , and w 2 on S 1 such that w i and w i are opposite each other (i.e., w i = −w i for i = 1, 2) and w 1 and w 2 are linearly independent vectors in R 2 . Usually one takes the unit vectors w 1 = e 1 and w 2 = e 2 . Furthermore, fix a learning rate η: N −→ R with (Cottrell, Fort, & Pagès, 1994 ) η(t) > 0, n∈N η(n) = ∞ and n∈N η(n) 2 < ∞. Then iterate the following step until an appropriate abort condition has been met:
Choose a sample x(t) ∈ R 2 according to the distribution of X. If x(t) = 0, pick a new one. Note that this case happens with probability zero since the probability density function (pdf) ρ X of X is assumed to be continuous. Project x(t) onto the unit sphere to get y(t) :=
|x(t)| . Let i be in {1, 2} such that w i or w i is the vector closest to y with respect to a Euclidean metric. Then update w i (t) according to the following update rule,
where pr: R 2 \{0} −→ S 1 represents the projection onto the unit sphere, and
The other two w's are not moved in this iteration. In Figures 2 and 3 , the learning algorithm has been visualized on the sphere and after the projection onto [0, π) .
This weight update rule resembles unsupervised competitive learning rules used in many clustering algorithms like k-means, vector quantization, or Kohonen's self-organizing maps, but with the modifications that the step size along the direction of a sample does not depend on distance and the learning process takes place on S 1 , not in R.
Formal Model of the Geometric Algorithm
Now we present a formal theoretical framework for geometric ICA that will be used in the next section to formulate a proper convergence condition.
First, we show using the symmetry of S that it is in fact not necessary to have two vectors w i and w i moving around on the same axis. Indeed, we should not speak of vectors but of lines in R 2 , so the w i 's would be in the real projective space RP 1 = S 1 / ∼, where ∼ identifies antipodal points. This is the manifold of all one-dimensional subvector spaces of R 2 . A metric is defined by setting
Alternatively, one can picture the w's in S 1 
Then the geometric learning algorithm induces the following discrete Markov process W(t):
and
. . is a sequence of independent and identically distributed random variables −→ R with the same distribution as Y. These random variables will be needed to represent the independence of the successive sampling experiments. Note that the modulo π map χ guarantees that W(t+ 1) ∈ [0, π). Indeed, this is just winner-takes-all learning with a signum function in R, but taking into account the fact that we have to stay in [0, π).
Note that the metric used here is the planar metric, which obviously is equivalent to the metric on S 1 + induced by the Euclidean metric on S 1 ⊂ R 2 .
We furthermore can assume that after enough iterations, there is one point a ∈ S 1 that will not be transversed anymore, and without loss of generality, we assume a to be 0 (otherwise, cut S 1 open at a and project along this resulting arc), so that the above algorithm simplifies to the planar case with the recursion rule
Without the sign function and the additional fact that the probability distribution of Y is log concave, it has been shown (Cottrell & Fort, 1987; Ritter & Schulten, 1988; Benaim, Fort, & Pagès, 1998 ) that the process W(t) converges to a unique constant fixed-point process W ≡ w ∈ R 2 such that
denotes the receptive field of w i and β j (F i ) designate the receptive field borders. However, it is not clear how to generalize the proof to the geometric case, especially because we do not have (and do not want) log concavity of Y, as this would lead to a unique fixed point. Therefore, we will assume convergence in a sense stated in the following section.
Limit Points of the Geometric Algorithm
In this section, we study the end points of geometric ICA, so we will assume that the algorithm has already converged. The idea is to formulate a condition that the end points will have to satisfy and to show that the solutions are among them.
Definition 1 (Geometric Convergence Condition). Two angles l
1 , l 2 ∈ [0, π
) satisfy the geometric convergence condition (GCC) if they are the medians of Y restricted to their receptive fields, that is, if l i is the median of ρ Y | F(l i ).

Definition 2. A constant random vectorŴ
Hence, the expectation of a Markov process W(t) starting at a fixed point of geometric ICA will not be changed by the geometric update rule because 
E(W(t + 1)) = E(W(t)) + η(t)E(ϑ(Y(t) − W(t))) = E(W(t)).
Theorem 2. Given that the geometric algorithm converges to a constant random vector W(∞)
denotes the characteristic function of that interval. But this means
shows one direction of the claim. The other direction follows by simply reading the above proof backward, which completes the proof.
As before, let p i := Ae i be the transformed unit vectors, and let
Theorem 3. The transformed angles q i satisfy GCC.
Proof. Because of the symmetry of the claim, it is enough to show that q 1 satisfies GCC. Without loss of generality, let 0 < α 1 < α 2 < π using the symmetry of ρ. Then, due to construction, q i = α i . Let β 1 := α 1 +α 2 2 − π 2 and β 2 := β 1 + π 2 . Then the receptive field of q 1 can be written (modulo π ) as F(q 1 ) = [β 1 , β 2 ]. Therefore, we have to show that q 1 = α 1 is the median of ρ Y restricted to F(q 1 ), which means
We will reduce this to the orthogonal standard case A = id by transforming the integral as follows:
where
opening angle α 1 − β 1 starting from angle β 1 . Using the transformation formula, we continue x, y) . Now note that the transformed cone A −1 (K) is a cone ending at the x-axis of opening angle π/4, because A is linear; therefore, we are left with the following integral: We can prove this conjecture for the special case of two sources with identical distributions that are nicely super-or subgaussian in the sense that ρ Y has only four extremal points. Proof. The same calculation as in the proof of theorem 3 shows that we can assume A = id without loss of generality. Then by theorem 2 and by ρ 1 = ρ 2 , the two pairs {0, Using the symmetry noted above, we have for 
α ρ Y = C 2 which contradicts the above. This completes the proof of the theorem.
Conjecture 1 states that there are only two fixed points of geometric ICA. In fact, we claim that of those two, only one fixed point is stable in the sense that slight perturbations of the initial conditions preserve the convergence. Then, depending on the kurtosis of the sources, either the stable (supergaussian case) or the unstable (subgaussian case) fixed point represents the image of the unit vectors. This is stated in the following conjecture. 
Update Rules Without Sign Functions
We have shown that the geometric update step requires the signum function as follows: w i (t + 1) = w i (t) + η(t) sgn(y(t) − w i (t)). Then (normally), the w i converge to the medians in their receptive field. Note that the medians do not have to coincide with any maxima of the sensor signal density distribution on the sphere, as shown in Figure 5 . Therefore, in general, any algorithm searching for the maxima of the distribution (Prieto, Prieto, Puntonet, Canas, & Martin-Smith, 1999) will not end at the medians, which are the correct images of the unit vectors under the given mixing transformation. Only given special restrictions of the sources (same supergaussian distribution of each component, as, for example, speech signals), the medians correspond to the maxima, and a maximum searching algorithm will converge to the correct fixed points of geometric ICA.
Histogram-Based Algorithm: FastGeo
So far in geometric ICA, mostly on-line algorithms with competitive learning rules as in section 4 have been used (Puntonet & Prieto, 1995) . As shown above, they search for points satisfying the GCC. In the following, we will establish a new geometric algorithm based on the GCC alone. For this, let n = 2 and
Theorem 3 shows that the vectors (cos(α i ), sin(α i )) satisfy the GCC. Therefore, the vectors w i will converge to the medians in their receptive fields. This enables us to compute these positions directly using a search on the histogram of Y (see Figure 6 ), which reduces the computation time by a factor of about 100 or more. In the FastGeo algorithm, we scan through the different receptive fields and test GCC. In practice, this means discretizing the distribution f Y of Y using a given bin size β > 0 and then testing the π/β different receptive fields. The algorithm will be formulated more precisely in the following. For simplicity, let us assume that the cumulative distribution F Y of Y is invertible; this means that F Y is nowhere constant. Define a function
where 
Proof. By definition, [
] is the receptive field of l 1 (ϕ). Since µ(ϕ) = 0, the starting point of the above interval is ϕ, because ϕ =
Hence, we have shown that the receptive field of
, and by construction l 1 (ϕ) is the median of Y restricted to the above interval. The claim for l 2 (ϕ) then follows.
Algorithm 1 (FastGeo). Find the zeros of µ.
µ always has at least two zeros that represent the stable and the unstable fixed point of the ordinary geometric algorithm. In practice, we extract the fixed point, which then gives the proper demixing matrix A −1 by picking ϕ 0 such that f Y (l 1 (ϕ 0 ))+ f Y (l 2 (ϕ 0 )) is maximal. For unimodal and supergaussian source distributions, conjecture 2 claims that this results in a stable fixed point. For subgaussian sources, choosing ϕ 0 with f Y (l 1 (ϕ 0 ))+ f Y (l 2 (ϕ 0 )) being minimal induces the corresponding demixing matrix. Hence, one advantage of this histogram-based algorithm is that without any modifications, we can solve the ICA problem for subgaussian signals too. Furthermore, the sophisticated parameter choice of the ordinary geometric algorithm is not necessary any more; only one parameter, the bin size, has to be chosen.
In practice, one sometimes notices that due to the discretization of the distribution, the approximated distribution has a rather noisy shape on small scales. This results from µ having zeros being split up into multiple zeros close together. Therefore, a useful improvement of convergence can be established by smoothing this distribution with a kernel function with sufficiently small halfwidth. This smoothing should be performed preferably during the discretization process of the original distribution.
Accuracy
In this section, we consider the dependence of the FastGeo ICA algorithm on the number of samples after the bin size β has been fixed. As seen in the previous section, the accuracy of the histogram-based algorithm then depends only on the distribution of the samples X (resp. Y); that is, we can estimate the error made by approximating the mixing matrix A by a finite number of samples. In the following, we present some results of test runs made with this algorithm.
When choosing two arbitrary angles α i ∈ [0, π), i = 1, 2 for the mixing matrix A, we define α as the distance between these two angles modulo π 2 . This will give us an angle in the range between 0 and π 2 . In Figure 7 , the relative accuracy of the recovered angles
is given as a function of the angle α for a fixed number of samples. Obviously, the resulting graph is reasonably constant over a wide range of α, demonstrating that the estimate of the α i with respect to α is robust over a wide range of α (α > 10 • ) and gets only slightly worse for small values of α. Note that the distortions around the origin are due to the finite bin size; increasing the number of bins increases the accuracy for small α's, but also the computational effort.
To investigate the relation between the error α and the number of samples, we examine for different α the dependence of the standard deviation of α on the number of samples (see Table 1 ), where we chose the following mixing matrix A:
The table entry gives the standard deviation of the nondiagonal terms after normalizing each column of the mixing matrix, so that the diagonal elements are unity. For comparison, we also calculated the performance index E 1 (Amari, Cichocki, & Yang, 1996) . 
Examples
In this section, we compare geometric ICA algorithms with other ICA algorithms: the Extended Infomax algorithm (Lee, Girolami, & Sejnowski, 1999) , which is based on the classical ICA algorithm (Bell & Sejnowski, 1995) , and the FastICA algorithm (Hyvärinen & Oja, 1997) . As geometric algorithms, we use the ordinary geometric algorithm from section 4 (Puntonet & Prieto, 1995) and the FastGeo algorithm from above. Calculations were made on a PIII-850 PC using Matlab 6.0. In our first example, we consider a mixture of two Laplacian signals. The results of the different algorithms are shown in Table 2 . For each algorithm, we measure the mean elapsed CPU time per run and the mean cross-talking error E 1 with its standard deviation. Both the Extended Infomax and the FastICA algorithm perform best in terms of accuracy, and in terms of computational speed, FastICA lives up to its name, being followed by FastGeo, then InfoMax, and then the ordinary geometric algorithm, always by one scale difference. The last algorithm lacks accuracy and also shows some convergence problems, whereas FastGeo lies between the geometric algorithm and FastICA and Infomax regarding accuracy. The second example deals with real-world data: two audio signals (one speech and one music signal; see Table 3 ). The results are similar to the Laplacian toy example. FastICA outperforms the other algorithms in terms of speed. The accuracy of Extended Infomax and FastICA is comparable, and FastGeo is slightly (factor 4) worse but faster than the Extended Infomax. The ordinary geometric algorithm is both slower and less accurate, mainly because of convergence problems.
Higher Dimensions
So far we have explicitly considered two-dimensional data sets only. In realworld problems, however, the sensor signals are usually high-dimensional data sets, for example, EEG data with 21 dimensions. Therefore, it would be satisfactory to generalize geometric algorithms to higher dimensions. The ordinary geometric algorithm can be easily translated to higher-dimensional cases, but one faces serious problems in the explicit calculations. In order to approximate higher-dimensional pdfs, it becomes necessary to have an exponentially growing number of samples available, as will be shown.
The number of samples in a ball B d−1 of radius ϑ on the unit sphere S d−1 ⊂ R d divided by the number of samples on the whole S d−1 can be calculated as follows if we assume a uniformly distributed random vector.
Let
Number of samples in ball n = n
Obviously, the number of samples in the ball decreases by ϑ d−1 d if ϑ < 1, which is the interesting case. To have the same accuracy when estimating the medians, the decrease must be compensated by an exponential growth in the number of samples. For three dimensions, we have found a good approximate of the demixing matrix by using 100,000 samples. In four dimensions, the reconstructed mixing matrix could not be reconstructed correctly, even with larger numbers of samples. A different approach for higher dimensions has been taken by Bauer et al. (2000) , where A has been calculated using
projections of X from R d onto R 2 along the different coordinate axes and reconstructed the multidimensional matrix from the two-dimensional solutions. However, this approach works satisfactorily only if the mixing matrix A is close to the unit matrix up to permutation and scaling.
Conclusion
The geometric ICA algorithm has been studied in a concise theoretical framework. The fixed points of the geometric ICA learning algorithm have been examined in detail. We have introduced a GCC, which has to be fulfilled by the fixed points of the learning algorithm. We further showed that it is also fulfilled by the mixed unit vectors spanning the sensor signal space. Hence, geometric ICA can solve the BSS problem. We then gave two conjectures for the unimodal case where the fixed-point property is expected to be very rigid.
We then presented a new algorithm for linear geometric ICA (FastGeo) based on histograms that is both robust and computationally much more efficient than the ordinary geometric ICA algorithm. The accuracy of the algorithm concerning the estimation of the relevant medians of the underlying data distributions, when varying both the mixing matrices and the sample numbers, has been explored quantitatively, showing a rather robust performance of the algorithm.
When comparing FastGeo with classical ICA algorithms and the ordinary geometric one, we noticed that FastGeo performs only slightly worse than the classical ones in terms of accuracy and better than the ordinary geometric one. In terms of speed, FastGeo falls between FastICA and the Extended Infomax and is much faster than the first geometric approaches, which also suffer from severe convergence problems. Furthermore, the fact that geometric algorithms and especially FastGeo are very easy to implement makes FastGeo a good choice even in comparison with the classical ICA algorithms in practical two-dimensional applications.
We also considered the problem of high-dimensional data sets with respect to the geometrical algorithms and discussed how projections to lowdimensional subspaces could solve this problem for a special class of mixing matrices.
Simulations with nonsymmetrical and nonunimodal distributions have shown promising results so far, indicating that the new algorithm will perform well with almost any distribution. This is the subject of ongoing research in our group.
In future work, besides treating nonsymmetric sources S, the two conjectures will have to be proven in full, as well as the Kohonen proof of convergence to be translated into the above model. In addition, the histogrambased algorithm could be extended to the nonlinear case similar to Puntonet et al. (1999) , using multiple centered spheres for projection on the surface on which the projected data histograms could then be evaluated. Finally, we are experimenting with the FastGeo algorithm for the overcomplete case, where we are currently able to detect three or more sources in only two mixtures. This can be useful for higher-dimensional cases as in section 11.
