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Abstract. In this paper a quadratic spline with its end condition in terms of function values 
at the knots, is presented to give rise to an O(h3) s pl ine approximation. Also, this quadratic 
spline can be used to get a higher order of estimates for the derivatives of the function at 
the specific points 
1. INTRODUCTION 
Although the cubic spline is the most commonly and widely used in approximation by 
spline functions, the quadratic spline is also well considered. Approximation of the 
solutions of the initial value problems by quadratic spline functions, were first used by 
Loscalzo [6] and Loscalzo and Talbot [7]. Als o, it was shown by Marsden [9] that, 
quadratic splines porduced better fits to continuous functions than did the existing cubic 
spline (see Usmani [ll;p 6161). F or a general study on the quadratic spline and its 
applications, see for example, Ahlberg et al [l], De Boor [4], Kammerer et al [5], Usmani 
and Sakai [lo], and Usmani [ 111. 
Let S(X) be a quadratic spline on [a, b] interpolating the function y = f(X) at the equally 
spaced knots 
xi = a + ih; i = 011' . . 9 k, (1.1) 
where h = (b - a)/k. Then 
(I) In each of the intervals [Xi - 1, Xi], S( x is a polynomial of degree at most two. ) 
(II) S and S’ are continuous on [a, b]. 
(III) S(x) matches with function y = f(x) at the knots, 
S(xi) = f(xi); i = 0, 1,. ’ . 9 k. (1.2) 
For simplicity, let yi = f(Xi); i = 0, 1, ‘. . , k, and mi = S/(X;); i = 0, 1,. .. , k - 1. 
Then, by sue of the Hermite quadratic formula, S(x) can be written as 
S(X) = yi_1 + f??i_l(X - Xi - 1) + S[Xi-_1, Xi-19 Xi](X - Xi-_1)2, 
x E [Xi-l, xi]; i = 192,. ’ ’ p k, (1.3) 
where, 
S[Xi- l,Xi-l,Xi]={(Yi-Yi-1)/h-mi-l}h, (1.4 
is the usual notation for the divided difference. 
To determine the k parameters m, the following consistency relations can be used 
Y&-1+77& = ;(yi - yisl); 1 = 1,2,. . . , k - 1, (1.5) 
which are direct consequences of the continuous constraints on S’ at the interior knots 
Xl, X2, ... , xk_1, see, for example, Loscalzo and Talbot [7]. 
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For a given initial value mo, the unique solution of the difference equation (1.5) is 
mi = (-1)‘~ + i $(.-I)‘-‘(~~ _ yj_i), 
3=1 
But this unstable scheme is not very suitable computationally, especially when k is very 
large (see Usmani [ll; p 61’71). 
Replacing i by i + 1 in (1.5), gives 
mi+mi+l=~(yi+l-yi);b=O,l,... ,k-2 (1.6) 
Then from (1.5) and (1.6) we get 
m;+i - m;_l = $;+I - 2y; + y;_i);i = 1,2,.-s ,k-2. 
Using (1.7) to determine rni is computationally stable (see e.g. Usmani [ll]). But to 
determine k parameters m, we need an additional equation in terms of mo and m; or a 
given value for me. In the literature, one of the most commonly used values for mo is the 
initial value of mo = yr’ . However, this condition requires knowledge of the derivative 
of y at the point z = a, and in an interpolation problem, this is not usually available. In 
section 3, we will introduce an end condition in terms of function values at the knots. 
2. PRELIMINARY RESULTS 
The following lemmas will be needed: 
LEMMA 2.1. If y E C3[a,b] then, for z E [zi_i,~;];; = 1,2,... ,k, 
Iy(5) - S(z)1 5 hlmi_l - y(i) I+ 2h3 
4 t 1 81 llYC3) II -
LEMMA 2.2. Ify E C3[a, b] then, for some ci E [zi_l, zi], 
1 77Q - yj”} + { mi_1 - y/i’l} = Gy(3)(ci) 
LEMMA 2.3. If y E C4[a, b], then, for some ci E [Zi-i, Zi+i]r 
t 
(2) 
mi+i - Yi+l - I { (1) - W-i - Yi_1 1 h3 (4) - -7Y (4 
Lemma 2.1 can be established by using the optimal error bounds for the quadratic 
Hermite interpolatory polynomial, and Lemmas 2.2 and 2.3 are obtained by using Taylor 
expansion. 
3. END CONDITION 
Let ei = mi - yjl);; = 0, 1,. . , k - 1. Lemma 2.3 shows that 0(h3) is the highest order 
of convergence for ei, but in the first interval [ZO, ~11 we have to use (1.5) with i = 1, and 
Lemma 2.2 shows that the highest order for el is 0(h2) not 0(h3). So, with appropriate 
end condition, we will have 
max ]m - y,“l I = 0(h2); 1 = 0, . . . , k - 1. 
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Let p(z) be the quadratic interpolating polynomial which interpolates the function y = 
j(z) at the points zc,zr and 22. Then 
P’(Z0) = &(-3Yo + 4Yl - Yz), (3.1) 
P’(Q) = &Yo + Y2). (3.2) 
By assuming 
ma = A(-3Yo + 4Yl - Y2), (3.3) 
as the end condition for the quadratic spline S will have 
eo = mo - Y, (I) = O(P). 
But, (3.3) and (1.5) with i = 1, give 
ml = &Yo + Yz), 
which has error or order 
(34 
(3.5) 
e1 = ml - Y, (l) = O(h2). (3.6) 
Now all other parameters ms, ms . . . , mk-_l can be determined uniquely by using (3.3), 
(3.5) and the stable scheme (1.7). From Lemma 2.3 and results (3.4) and (3.6), we get 
Imi - y!‘)l = 0(h2); i = 0 I 1 . . . ,, 9 k - 1. (3.7) 
Finally, Lemma 2.1 together with (3.7) gives the following theorem: 
THEOREM 3.1. Let S be the unique interpolatory quadratic spline with end condition 
(3.3), which agrees with the function y E C4[a, b] at the equally spaced knots (1.1). 
Then 
IlW - Y(4 II = O(h3)- (3.8) 
The results (3.1) and (3.2) h s ow that, P’(Q) and p’(zr) are satisfied in the first consis- 
tency relation (1.5) with i = 1, i.e. 
2 
P’(Zo) + P’(%) = -(Y1 - Yo). 
h (1.5) 
This means that, ml = p’(zl), and in the first two intervals [zc, 221, the above quadratic 
spline S is a one piece polynomial. This implies that at, 3: = 21, the second derivative 
of S is continuous. 
Now, by imposing the following condition 
jll(r)dr = j-lp(%.)&, 
X0 20 
on the quadratic spline S we get 
(3.9) 
m0 = &3Yo + 4Yl - Y2), 
which is the end condition (3.3), derived from imposing me = P’(Q). So, (3.9) is another 
property of our quadratic spline S. 
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4. HIGHER APPROXIMATIONS FOR DERIVATIVES 
It is worth mentioning that the superconvergence properties of the quadratic splinea with 
end condition mo = yp’ which has been established by Usmani [ll], are also held for the 
quadratic spline S with end condition (3.3). These higher order estimates for y and its 
derivatives at specific points are linear combinations of the quadratic spline parameters 
rni and function values yi at the knots. We state these properties in Theorem 4.1. For 
their proofs see Usmani [ll]. S imilar results are obtained by using cubic and quintic 
splines, see e.g. Behforooz and Papamichael [2; pp 23-241 and [3], and Lucas [B]. 
THEOREM 4.1. Let S be the quadratic spJine with end condition (3.31, which inter- 
polates a sufficiently smooth function y = f(z) at the equally spaced knots (1.1). If 
mi = S’(Zi); i = 0, 1, * . . , Ic - 1, then 
max ly(Zi + 0.5h) - S(Zi _t 0.5h)l = 0(/X4), (4.1) 
mm lY((l)(zi + Uh - S(l)(Si + uh)l = 0(h3), (4.2) 
where u = (3 & &)/6, 
max ly(l)(Zi) - (m;-1 + 10m; + t?$+l)/lZl = 0(h4), (4.3) 
max ly(2)(%) - (Yi-1 - 2yi + yi+l)/h21 =0(h2)j (4.4) 
max ld3)(zi) - (W-1 - 2mi + m;+l)/h21 =0(h4). (4.5) 
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