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In this paper we study the general setting of Fredholm theory relative to a Banach
algebra homomorphism T . Mainly we prove some perturbation results on the T -Browder
spectrum. As applications, we investigate the class of polynomially Fredholm perturbation
operators on a Banach space. We obtain stability results under commuting operator
perturbations that belong to this class.
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1. Fredholm theory relative to a Banach algebra homomorphism
Let T : A → B be a homomorphism of Banach algebra, where A and B are two complex Banach algebras with identity
1 = 0. We use A−1 and B−1 for the groups of invertible elements in A and B. Set ΦT = {a ∈ A; T (a) ∈ B−1}, the set of
Fredholm elements relative to the homomorphism T . This class is ﬁrst introduced by R. Harte in [6]. A generalized Fredholm
theory relative to a Banach algebra homomorphism is recently discussed in [3]. We recall from [6] the following deﬁnitions:
We write σe,T (a), for the Fredholm spectrum of a ∈ A, i.e. σe,T (a) = {λ ∈ C; λ − a /∈ ΦT } = σB(T (a)).
An element a ∈ A is said to be Browder iff there exist two commuting elements a˜ ∈ A−1 and c ∈ T −1(0), such that
a = a˜+ c. We shall use σb,T (a) for the Browder spectrum of an element a ∈ A, i.e. σb,T (a) = {λ ∈ C; λ− a is not Browder}.
An element a is said to be almost invertible iff 0 /∈ accσ(a), where accσ(a) denotes the set of all accumulation points
of σ(a).
We say that the homomorphism T has the Riesz property iff for all c ∈ T −1(0), we have accσ(c) ⊆ {0}.
We shall say that the homomorphism T has the strong Riesz property iff for all a ∈ A, the boundary ∂σ (a) ⊂ σe,T (a) ∪
isoσ(a) holds, where isoσ(a) denotes the set of the isolated points of σ(a). Notice that by [6, Theorem 3], the strong Riesz
property implies the Riesz property.
Since T is a homomorphism then T (ab) = T (a)T (b) for all a,b ∈ A, thus, for all a,b ∈ ΦT the product ab ∈ ΦT . Also,
since T (1) = 1, then T (A−1) ⊂ B−1, and hence A−1 ⊂ ΦT . We prove the following result:
Proposition 1.1. Assume that, T (A) = B, then for all a ∈ ΦT there exist aˆ ∈ ΦT and c1, c2 ∈ T −1(0) such that
aaˆ = 1+ c1,
aˆa = 1+ c2.
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tion there exists aˆ ∈ T −1(b). Hence, T (aˆa) = T (aˆ)T (a) = bT (a) = 1, and T (aaˆ) = 1. Since T (1) = 1 then T (aˆa − 1) =
T (aaˆ − 1) = 0. The result follows by writing aaˆ = 1+ (aaˆ − 1) and aˆa = 1+ (aˆa − 1). 
In [6, Theorem 1], R. Harte proves that if T has the Riesz property then a is Browder iff a is almost invertible and
Fredholm. Using this theorem, we prove the following result:
Theorem 1.1. Assume that T has the Riesz property and let a and b be two commuting elements in A such that b ∈ T −1(0). Then, a is
Browder iff a + b is Browder.
Proof. Suppose that a is Browder, since T has the Riesz property then a is almost invertible. Write
p = idm(a) = 1
2iπ
∫
Γ
(z − a)−1 dz,
where Γ is a circle about 0 ∈ C, and such that no points of σ(a)\{0} are enclosed in Γ . Observe that a˜ = p+a(1− p) ∈ A−1
and c = (a − p)p ∈ T −1(0) are two commuting elements of A. Now since b commutes with a, then also it commutes
with p, and hence also commutes with a˜ and c. Writing a+ b = a˜+ c + b, we get the required decomposition for a Browder
element. 
Now, we can prove the main result of this section.
Theorem 1.2. Assume that T has the Riesz property and let a and b be two commuting elements in A. Then, σb,T (a+b) ⊂ σb,T (a)+
σb,T (b).
Proof. For ε > 0 and K a non-empty compact set in C, we set Vε(K ) = {z ∈ C; dis(z, K ) < ε}. By [6, Theorem 1], a − ν is
almost invertible for ν outside σb,T (a). Thus σ(a) \ Vε(σb,T (a)) = {ν1, . . . , νn} is a ﬁnite set. Similarly σ(b) \ Vε(σb,T (b)) =
{μ1, . . . ,μm} is a ﬁnite set. Let (Di)1in respectively (C j)1 jm be disjoint circles about ν1, . . . , νn resp. μ1, . . . ,μm , and
such that the only point of σ(a) resp. σ(b) enclosed in Di resp. in C j is νi resp. μ j . Write:
p(a) =
n∑
j=1
1
2iπ
∫
D j
(z − a)−1 dz,
q(b) =
m∑
j=1
1
2iπ
∫
C j
(z − b)−1 dz.
Consider ν0 ∈ σb,T (a) and μ0 ∈ σb,T (b) and write r = ν0p−ap+μ0q−bq. Since a and b are commuting, then p and also q
commute with a and b, and hence, (a + b)r = r(a + b). Observing that T (p(a)) = p(T (a)) = 0 and T (q(b)) = q(T (b)) = 0,
we get r ∈ T −1(0). Theorem 1.1 leads to σb,T (a + b + r) = σb,T (a + b). Otherwise
σb,T (a + b + r) = σb,T
(
(a + ν0p − ap) + (b + μ0q − bq)
)
⊂ σ(a1 + b1)
⊂ σ(a1) + σ(b1),
where a1 = a + ν0p − ap and b1 = b + μ0q − bq. Let us prove the following inclusions:
σ(a1) ⊂ Vε
(
σb,T (a)
)
and σ(b1) ⊂ Vε
(
σb,T (b)
)
. (1.1)
Observe that for ν inside one of the D j , (ν − a)(1− p) is invertible in the algebra Ap = (1− p)A(1− p) whose identity is
1− p. Since the only other points in σ(a) lie in Vε(σb,T (a)), then (ν − a)(1− p) is invertible in Ap for all ν /∈ Vε(σb,T (a)).
Writing a˜ν for the inverse, we observe that a˜ν(1 − p) + 1ν−ν0 is an inverse of ν − a1. This proves the ﬁrst part of (1.1), by
analogous argument we get the second part. Thus we get σb,T (a+b) ⊂ Vε(σb,T (a))+Vε(σb,T (b)) ⊂ V2ε(σb,T (a)+σb,T (b)).
Since this holds for all ε > 0 then the theorem is proved. 
Set FT the perturbation class associated with ΦT , i.e.
FT =
{
r ∈ A; T (a + r) ∈ B−1 iff T (a) ∈ B−1}.
Since T is continuous and B−1 is an open set in B, then: ΦT = T −1(B−1) is an open set in A. Hence, FT is a closed set.
Also, we have trivially T −1(0) ⊂ FT . Furthermore we get the following result:
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Proof. Consider s ∈ ΦT and a ∈ A, and let sˆ ∈ ΦT be such that ssˆ = 1 + c0 with T (c0) = 0. Let λ ∈ C be such that
a − λ ∈ A−1 ⊂ ΦT , then sˆ(a − λ) ∈ ΦT . Let tˆ ∈ ΦT be such that sˆ(a − λ)tˆ = 1 + c1 with T (c1) = 0. For r ∈ FT we have
tˆ + r ∈ ΦT , and then sˆ(a− λ)(tˆ + r) ∈ ΦT . Thus, 1+ sˆ(a− λ)r ∈ ΦT , hence, multiplying by s we get s+ (a− λ)r ∈ ΦT . Since
r ∈ FT then λr ∈ FT , and therefore s + ar ∈ ΦT . This holds for all s ∈ ΦT , then ar ∈ FT . Analogous argument leads to
ra ∈ FT . 
Corollary 1.1. Assume that T has the strong Riesz property and let r and a be two commuting elements in A, such that r ∈ FT . Then,
σb,T (r) = {0}, and we have: a is Browder iff a + r is Browder.
Proof. If r ∈ FT then σe,T (r) = {0}. Since T has the strong Riesz property then ∂σ (r) ⊂ σe,T (r) ∪ isoσ(r). This yields
σ(r) = ∂σ (r). For λ = 0 in σ(r), we have λ − r ∈ ΦT , and therefore λ ∈ isoσ(r). This implies that λ − r is almost invertible
Fredholm and hence Browder. Thus σb,T (r) = {0}. The result follows by Theorem 1.2, since the strong Riesz property implies
the Riesz property (see [6, Theorem 3]). 
Let polyFT denote the set of polynomially Fredholm perturbation elements in A, i.e.,
polyFT :=
{
r ∈ A: P (r) ∈ FT for some non-zero complex polynomial P
}
.
Let r ∈ polyFT , and set Pr the set of all complex polynomials P such that P (r) ∈ FT . It is easily checked that Pr is an
ideal of C[z], the algebra of complex polynomials. Since Pr is principal, then there exists a unitary polynomial mr(z) such
that Pr =mr(z)C[z]. In this text, mr will be said the minimal polynomial of r.
Theorem 1.3. Assume that T has the strong Riesz property and T (A) = B. Consider r ∈ polyFT , and let mr be the minimal polyno-
mial of r, then
σe,T (r) = σb,T (r) =
{
λ ∈ C: mr(λ) = 0
}
.
Proof. Since mr(r) ∈ FT , then by Corollary 1.1, σb,T (mr(r)) = {0}. From [6, Theorem 2], σb,T (mr(r)) = mr(σb,T (r)). Thus:
σe,T (r) ⊂ σb,T (r) ⊂m−1r {0}. Conversely, let λ be in m−1r {0}, and write mr(z) = (z − λ)Q (z). Suppose that, r − λ ∈ ΦT , then
by Proposition 1.1, there exist d ∈ Φ(X) and c ∈ T −1(0) such that d(r − λ) = 1 + c. Hence Q (r) = dmr(r) − cQ (r) ∈ FT .
By Proposition 1.2, FT is two-sided ideal, since mr(r) ∈ FT , then Q (r) ∈ FT . This contradicts the minimality of mr . Thus
m−1r {0} ⊂ σeT (r). 
To close this section we investigate some functional calculus on the class polyFT .
Theorem 1.4. Assume that T has the strong Riesz property and T (A) = B. Consider r ∈ A, and suppose that there exists f a non-zero
analytic function in a neighborhood of every connected component of σ(r), such that f (r) ∈ FT , then r ∈ polyFT .
Proof. From [6, Theorem 2], σb,T ( f (r)) = f (σb,T (r)). Since f (r) ∈ FT , then by Corollary 1.1, σb,T ( f (r)) = {0}. Hence,
σb,T (r) ⊂ σ(r) ∩ {λ ∈ C; f (λ) = 0} and therefore σb,T (r) is a ﬁnite set {λ1, . . . , λn}. Write f (z) = P (z)g(z), where P (z) :=∏n
i=1(z − λi)αi and g is an analytic function with g(λi) = 0, ∀i ∈ {1, . . . ,n}. Since g does not vanish on σb,T (r), then
0 /∈ σb,T (g(r)). Thus, g(r) ∈ ΦT , and by Proposition 1.1, there exist d ∈ ΦT and c ∈ T −1(0) such that g(r)d = 1 + c. This
yields P (r) = f (r)d − P (r)c ∈ FT . 
Proposition 1.3. Assume that T has the strong Riesz property and T (A) = B. Consider r ∈ polyFT , and let mr(z) =∏ni=1(z − λi)
be the minimal polynomial of r. For all analytic function f in a neighborhood of σ(r) we have:
(i) f (r) ∈ polyFT , and m f (r)(z) divides∏ni=1(z − f (λi)).
(ii) σe,T ( f (r)) = σb,T ( f (r)) = { f (λi), 1 i  n}.
Proof. Observe that there exist commuting elements Li ∈ A, 1 i  n, such that:
f (r) − f (λi) = (r − λi)Li = Li(r − λi).
Hence
∏n
i=1( f (r) − f (λi)) = (
∏n
i=1 Li)mr(r) ∈ FT . This completes the proof of (i). From Theorem 1.3 we have σb,T (r) ={λi, 1 i  n}. By [6, Theorem 2] we get σb,T ( f (r)) = { f (λi), 1 i  n}. Again by Theorem 1.3, we get (ii). 
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Let X be an inﬁnite-dimensional complex Banach space and denote the set of all bounded (respectively compact) linear
operators on X , by L(X) (respectively K(X)). Let S be a bounded operator on X , the nullity, n(S) (respectively the deﬁciency,
d(S)) of S is deﬁned as the dimension of the null space N (S) (respectively, the codimension of the range R(S)) in X . The
set of usual Fredholm operators in L(X) is deﬁned by Φ(X) := {S ∈ L(X) such that n(S) < ∞ and d(S) < ∞}; and the
corresponding (essential) spectrum is deﬁned by: σe(S) = {λ ∈ C; λ − S /∈ Φ(X)}.
If S is a Fredholm operator on X , then i(S) := n(S) − d(S) is called the index of S . It is well known that the index is a
continuous function on the set of Fredholm operators.
Set N∞(S) =⊔n N (Sn), R∞(S) =⋂n R(Sn), and denote by a(S) (resp. δ(S)), the ascent (resp. the descent) of S ∈ L(X),
i.e, the smallest non-negative integer n such that N (Sn) = N (Sn+1) (resp. R(Sn) = R(Sn+1)). If no such n exists, then
a(S) = +∞ (resp. δ(S) = +∞). A bounded operator S on X , is said Browder operator if: S ∈ Φ(X), a(S) < ∞ and δ(S) < ∞.
The Browder essential spectrum is deﬁned by: σb(S) = {λ ∈ C; λ − S is not Browder on X}. For λ ∈ C, an eigenvalue of S ,
the dimN∞(λ − S) is called the algebraic multiplicity of S and denoted by mult(S, λ).
We should notice that, by the Atkinson characterization of Fredholm operators (see e.g. [2, Theorem 2.51]), Φ(X) is the
set Φπ of Fredholm elements relative to the homomorphism π : L(X) → L(X)/K(X), the natural projection on the Calkin
algebra. Furthermore, the Browder operators are the Browder elements relative to π (see [2, Theorem 2.64]). Also, we notice
that, according to the punctured neighborhood theorem [7, Section 18, Theorem 7], π has the strong Riesz property.
The perturbation class associated with Φ(X) is denoted by Fπ , i.e.,
Fπ =
{
T ∈ L(X): T + S ∈ Φ(X), ∀S ∈ Φ(X)}.
By Proposition 1.2, Fπ is a closed two-sided ideal, and K(X) ⊂ Fπ (this is a well-known result, see [9, Corollary 22]). For
T ∈ Fπ , we have obviously, σe(T ) = {0}. Moreover, by Corollary 1.1, σb(T ) = {0}. Let polyFπ denote the set of polynomially
Fredholm perturbation operators, i.e.,
polyFπ :=
{
T ∈ L(X): P (T ) ∈ Fπ for some non-zero complex polynomial P
}
.
We describe in this section, the spectral structure of polynomially Fredholm perturbation operators on a Banach space. Also,
we prove some perturbation results associated with this class of operators. Immediately, from Proposition1.3 we get:
Proposition 2.1. Let T ∈ polyFπ and let mT be the minimal polynomial of T . Then
σe(T ) = σb(T ) =
{
λ ∈ C such that mT (λ) = 0
}
.
Notice that this proposition extends to polyFπ the results obtained for polynomially compact operators, by F. Gilfeather
[4, Theorem 2]. Furthermore, here we present a simple proof.
Let T be in polyFπ , and let mT be the minimal polynomial of T . Let μ = 0 be in σ(mT (T )), by the spectral mapping
theorem, there exists λ ∈ σ(T ) such that mT (λ) = μ. Since mT (T ) ∈ Fπ , then μ = 0 is not in σb(mT (T )), and therefore
a(μ −mT (T )) < ∞. Since mT (λ) = μ = 0, then by Proposition 2.1, λ /∈ σb(T ), which implies that
nλ := a(λ − T ) < ∞.
Our aim is to establish relation between N∞(μ −mT (T )) and N∞(λ − T ). First, we state the following lemmas:
Lemma 2.1. Let Y be a vector space and let {Ai,1 i  k} be a family of commuting operators on Y such that N (A1) + · · · + N (Ak)
is a direct sum. Let T =∏k1 Ai and suppose that dimN (T ) < ∞. Then N (T ) =⊕k1 N (Ai).
Proof. We prove this lemma for k = 2, the general case can be deduced by induction. Since T = A1A2 = A2A1, then
N (A1)⊕N (A2) ⊂ N (T ). Conversely, since T = A1A2, then A2(N (T )) ⊂ N (A1). Therefore dim(N (T )/N (A2)) dimN (A1),
and then dimN (T ) dimN (A1) + dimN (A2). This completes the proof of Lemma 2.1. 
Lemma 2.2. Let T be an operator on a vector space Y . Let λ1, . . . , λk be distinct eigenvalues of T , and n1, . . . ,nk, be positive integers.
Then
N ((λ1 − T )n1)+ · · · + N ((λk − T )nk) is a direct sum. (2.1)
Proof. We prove this lemma by induction. The case k = 2 is given by [10, Lemma 3.8]. Suppose that (2.1) is true for
some integer k  2. Consider xk+1 = x1 + · · · + xk , with xi ∈ N ((λi − T )ni ) for all 1  i  k + 1. Applying (λk+1 − T )nk+1 ,
we get
∑k
1(λk+1 − T )nk+1xi = 0. Since xi ∈ N ((λi − T )ni ), then (λk+1 − T )nk+1xi is also in N ((λi − T )ni ). Thus by (2.1)
(λk+1 − T )nk+1xi = 0, for all 1  i  k, which implies that xi ∈ N ((λk+1 − T )nk+1 ). Since xi ∈ N ((λi − T )ni ), then, again by
[10, Lemma 3.8], we get xi = 0 for all 1 i  k, and then xk+1 = 0. This completes the proof of Lemma 2.2. 
Now, we can prove the following result:
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σ(T ), P (λ) = μ}. Then:
N∞(μ − P (T ))= ⊕
λ∈Σμ
N∞(λ − T ),
in particular we get mult(P (T ),μ) =∑λ∈Σμ mult(T , λ).
Proof. Write a := a(μ −mT (T )), then for nmax{a,nλ, λ ∈ Σμ}, there exists S ∈ L(X), invertible such that:
(
μ − P (T ))n = ∏
P (λ)=μ
(λ − T )kλ = S
∏
λ∈Σμ
(λ − T )kλ .
Observe that kλ  n nλ , hence N ((λ − T )kλ ) = N ((λ − T )nλ ). Writing Σμ = {λ1, . . . , λk}, and applying Lemma 2.2, we get
N ((λ1 − T )nλ1 ) + · · · + N ((λk − T )nλk ) is a direct sum. Now, we appeal to Lemma 2.1 to get the desired decomposition. 
Applying Theorem 2.1 to polynomially Fredholm perturbation operators we get the following corollary:
Corollary 2.1. Let T be in polyFπ , and let mT be the minimal polynomial of T . Let μ = 0 be in σ(mT (T )), and set Σμ = {λ ∈
σ(T ), mT (λ) = μ}. Then:
N∞(μ −mT (T ))= ⊕
λ∈Σμ
N∞(λ − T ),
in particular we get mult(mT (T ),μ) =∑λ∈Σμ mult(T , λ).
For T ∈ Fπ , we have S − T ∈ Φ(X) for all S ∈ Φ(X). Observe that mT (z) = z and hence, mT (z) = 0 for all z ∈ σe(S). This
leads to the question of obtaining results about perturbation of bounded operators by polynomially Fredholm perturbation
operators, under the same assumption. We present in the following theorem a positive answer in case [S, T ] ∈ Fπ . First, we
recall the following deﬁnition introduced in [1].
Deﬁnition 2.1. Let T ∈ polyFπ , mT be the minimal polynomial of T and let S ∈ L(X). We say that T and S communicate
if there exists a continuous map ϕ : [0,1] → C; ϕ(0) = 0 and ϕ(1) = 1, such that, for all λ zero of mT , ϕ(t)λ /∈ σe(S),
∀t ∈ [0,1].
Theorem 2.2. Let T , S be two bounded operators on X such that [S, T ] ∈ Fπ , and suppose that T ∈ polyFπ . If mT (λ) = 0, for all
λ ∈ σe(S), then T − S ∈ Φ(X).
Moreover, assume that T and S communicate, then S ∈ Φ(X) and i(T − S) = i(S).
Before proving the theorem, let us remark that if σe(S) is a discreet set not containing 0, then T and S communicate. In
particular in the case S = λI , with λ = 0.
Proof. Let mT (z) = ∏ni=1(z − λi) be the minimal polynomial of T . Since mT (λ) = 0 for all λ ∈ σe(S), then mT (S) =∏N
i=1(S − λi), with λi /∈ σe(S). This yields mT (S) ∈ Φ(X). On the other hand mT (T ) ∈ Fπ , then mT (S) − mT (T ) ∈ Φ(X).
Since [S, T ] ∈ Fπ , we can write mT (S)−mT (T ) = (S − T )L+ K1 = L(S − T )+ K2, with K1, K2 ∈ Fπ and L ∈ L(X). Therefore,
(S − T )L ∈ Φ(X) and L(S − T ) ∈ Φ(X), which implies that S − T ∈ Φ(X).
Towards the second part, observe that, since T ∈ polyFπ , then ϕ(t)T ∈ polyFπ , for all t ∈ [0,1], with minimal polynomial
mϕ(t)T =∏ni=1(z−ϕ(t)λi). Since T and S communicate, then we have mϕ(t)T (λ) = 0 for all λ ∈ σe(S). Then by what we have
just proved S − ϕ(t)T ∈ Φ(X), for all t ∈ [0,1]. In particular S ∈ Φ(X). By the continuity of the index function on Φ(X), we
get i(T − S) = i(S). 
A well-known result, in spectral analysis, is that for two commuting operators T , S ∈ L(X),
σ(S − T ) ⊂ σ(S) − σ(T ).
By Theorem 1.2, this result holds true also for the Browder spectrum. Furthermore, this inclusion is valid for Banach algebra
elements via the spectral mapping theorem in two variables. By this we get the following result:
Theorem 2.3. Let T , S be two bounded operators on X such that [S, T ] ∈ Fπ . We have:
σe(S − T ) ⊂ σe(S) − σe(T ).
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σe(S − T ) = σ(T (S − T )). Now, since [S, T ] ∈ Fπ , then, T (S) and T (T ) commute in the Banach algebra L(X)/Fπ . Hence,
σ
(T (S − T ))⊂ σ (T (S))− σ (T (T )). 
We should notice that, in general, the converse inclusion does not hold. The following proposition treats a special case
where we get σe(S − T ) = σe(S) − σe(T ).
Proposition 2.2. Let T , S be two bounded operators on X such that [S, T ] ∈ Fπ .
If there exists p ∈ N∗ such that T p ∈ Fπ , then σe(S − T ) = σe(S) − σe(T ) = σe(S).
Proof. By Theorem 2.3, σe(S−T ) ⊂ σe(S)−σe(T ). Since T p ∈ Fπ , then by Proposition 2.1, σe(T ) = {0}, and we obtain σe(S−
T ) ⊂ σe(S). Conversely, we have (−T )p ∈ Fπ , and [S − T ,−T ] = −[S, T ] ∈ Fπ , then again we can appeal to Theorem 2.3 to
conclude that σe(S) = σe(S − T − (−T )) ⊂ σe(S − T ). 
In [8], V. Rakoc˘evic´ proves that the set of upper (lower) semi-Fredholm operators with ﬁnite ascent (descent) is closed
under commuting operator perturbations that belong to the perturbation class associated with the set of upper (lower)
semi-Fredholm operators. In the following theorem we extend in some way the result of Rakoc˘evic´.
Theorem 2.4. Let T , S be commuting bounded operators on X, with T ∈ polyFπ . Assume that T and S communicate, then
(i) a(S) < ∞, implies a(T + S) < ∞.
(ii) d(S) < ∞, implies d(T + S) < ∞.
Proof. We have T ∈ polyFπ , let mT (z) =∏ni=1(z − λi) be the minimal polynomial of T . For t ∈ [0,1], we have ϕ(t)T ∈
polyFπ , with mϕ(t)T = ∏ni=1(z − ϕ(t)λi), for all t ∈ ]0,1]. Since T and S communicate, we have mϕ(t)T (λ) = 0 for all
λ ∈ σe(S). Then by Theorem 2.2, S − ϕ(t)T ∈ Φ(X), for all t ∈ [0,1].
Since S and T are commuting, then according to [5, Theorem 3], for all t ∈ [0,1], there exists ε(t) > 0 such that, for all s
in the open disk with center t and radius ε(t),
N∞(tT + S) ∩ R∞(tT + S) = N∞(sT + S) ∩ R∞(sT + S).
Hence, N∞(tT + S)∩R∞(tT + S) is locally constant function of t on the interval [0,1]. Since every locally constant function
on a connected set is constant, then
for all t ∈ [0,1], N∞(tT + S) ∩ R∞(tT + S) = N∞(S) ∩ R∞(S).
Now, since a(S) < ∞, then from [11, Proposition 1.6(i)]:
N∞(S) ∩ R∞(S) = N∞(S) ∩ R∞(S) = {0}.
Hence,
N∞(T + S) ∩ R∞(T + S) = {0}.
Thus,
N∞(T + S) ∩ R∞(T + S) = {0},
and again by [11, Proposition 1.6(i)], it follows that a(T + S) < ∞. This completes the proof of (i). By duality we get the
statement (ii). 
We should notice that if mT (z) = zp , for some p > 0, then T communicates with all S ∈ Φ(X). We get the following
corollary:
Corollary 2.2. Let T , S be commuting bounded operators on X, with S ∈ Φ(X). Suppose that there exits an integer p > 0 such that
T p ∈ Fπ , then
(i) a(S) < ∞, implies a(T + S) < ∞.
(ii) d(S) < ∞, implies d(T + S) < ∞.
Proof. Since T p ∈ Fπ , then mT divides zp . We have just to observe that since S ∈ Φ(X), then mT does not vanish on
σe(S). 
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