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ABSTRACT 
Documents which are available through online search often provide readers 
with large collection of texts. In the context of news documents, different news 
sources reporting on the same event usually contain common components that make 
up the main story of the news. This study aims to produce high quality multi 
document summaries by taking into account the generic components of a news story 
within a specific domain. Since this study involves multiple documents, the research 
further investigates the automatic identification of cross-document relations from un-
annotated text documents, where the case based reasoning (CBR) classification 
model is proposed. Cross-document relations are used to identify highly relevant 
sentences to be included in the summary. With the aim to improve the cross-
document relation identification, genetic algorithm (GA) is integrated to enhance the 
CBR classifier. GA is used to scale the relevance of the data features used by the 
CBR classifier. Following that, this research proposes two new sentence scoring 
mechanism based on the identified cross-document relations. The first approach is 
based on a voting technique named votCombMAX which gives votes to sentences 
based on the relationship types between sentence pairs. The second approach 
investigates the benefits of fuzzy reasoning over the identified cross-document 
relations; since not all cross-document relation types have positive effect towards 
summary generation. In this study, the Document Understanding Conference (DUC) 
2002 data sets are used; and as for the evaluation, the Recall-Oriented Understudy 
for Gisting Evaluation (ROUGE) evaluation metrics are used. The evidence from this 
study showed that the proposed methods yield significant improvement over the 
mainstream methods. 
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ABSTRAK 
Dokumen-dokumen yang diperolehi melalui carian internet sering 
menyediakan pembaca dengan koleksi teks yang luas. Dalam konteks dokumen 
berita, sumber berita berbeza yang melaporkan peristiwa yang sama biasanya 
mengandungi komponen umum yang membentuk cerita utama berita tersebut. Kajian 
ini menghasilkan rumusan multi-dokumen berkualiti tinggi dengan mengambil kira 
komponen generik berita dalam domain spesifik. Oleh kerana kajian ini melibatkan 
multi-dokumen, kaedah pengenalpastian hubungan merentas-dokumen secara 
automatik dari dokumen teks yang tidak ditandakan telah dikaji, di mana model 
klasifikasi penaakulan berasas kes (CBR) telah dicadangkan. Hubungan merentas-
dokumen digunakan untuk mengenal pasti ayat yang relevan untuk disertakan ke 
dalam rumusan. Dengan matlamat untuk memperbaiki pengenalpastian hubungan 
merentas-dokumen, algoritma genetik (GA) telah diintegrasikan untuk meningkatkan 
klasifikasi CBR. GA digunakan untuk menskalakan kerelevanan ciri-ciri data yang 
digunakan oleh CBR. Berikutan itu, kajian ini mencadangkan dua mekanisme baru 
penskoran ayat berdasarkan hubungan merentas-dokumen yang telah dikenal pasti. 
Pendekatan pertama adalah berdasarkan teknik undian bernama votCombMAX yang 
memberikan undi kepada ayat berdasarkan jenis hubungan antara pasangan ayat. 
Pendekatan kedua menyiasat manfaat penaakulan kabur ke atas hubungan merentas-
dokumen yang telah dikenalpasti; kerana bukan semua jenis hubungan mempunyai 
kesan positif terhadap generasi rumusan.  Dalam kajian ini, set data dari Document 
Understanding Conference (DUC) 2002 telah digunakan; dan untuk tujuan penilaian, 
metrik penilaian Recall-Oriented Understudy for Gisting Evaluation (ROUGE) telah 
digunakan. Keputusan yang diperolehi melalui kajian ini menunjukkan bahawa 
kaedah yang dicadangkan mencapai prestasi yang lebih baik berbanding dengan 
kaedah-kaedah lain yang sedia ada. 
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