Abstract. 3D models of coronary arteries is a valuable help for the planning and simulation of minimally-invasive cardiac surgery, and may be used in per-operative augmented reality. We propose a method to build a time-variant model of the coronary artery tree from standard non simultaneous angiograms. The semi-automatically extracted and labeled tree is tracked in each sequence by B-snakes with an image energy term deduced from a multi-scale model-based preprocessing. Then, from two projections synchronized with the electrocardiogram, a non simultaneous stereoscopy method is used to build the 3D skeletonized coronary artery tree. The heart shift and deformation between acquisitions problemmainly due to patient's breathing and motion -is solved by simultaneously optimizing the sensor geometry. Finally 3D sections are estimated from the projected sections.
Introduction
The robotically assisted totally endoscopic coronary artery bypass avoids the opening of the thorax and limits post-operative consequences. On the other hand, the confined vision delivered by the endoscope greatly increases the difficulty of locating the concerned arteries. We propose as described in [2] , to enhance the surgeon's endoscopic vision with a 3D+t model of the coronary artery tree, thus helping him find his target (position of the anastonomosis on the correct artery) in the surgical context.
After fusion with the epicardium surface obtained by other imaging modalities (gated MRI or CT-scan), the coronary artery tree model will be integrated in a planning and simulation system for robotically assisted surgery [1] and in second time, its real-time registration in the operating context will guide the surgeon's gesture by augmented reality [2] . Future improvements will make applications to diagnostic and follow-up of the coronary artery diseases possible.
X-rays angiography is a classical way of coronary artery imaging. These twodimensional projections grouped in a sequence in which patient is breathing, are obtained after an invasive catheterization procedure. The sequence is unique with single-view systems (bolus injection and acquisition must be repeated), while in biplane angiography, two simultaneous acquisitions (frequently perpendicular) are provided before the contrast agent diffuses. Biplane angiography [13, 15, 16] makes the 3D modeling easier but suffers from the higher cost of these devices. As a remedy, it has been proposed [12] to introduce heart motion and deformation model in order to achieve the 3D modeling from a single-view cineangiogram. However, we feel that non simultaneous incidences can give as much 3D informations as biplane angiography.
We propose in this article a method to construct a 3D+t model of the coronary artery tree from non-simultaneous sequences, synchronized with the electrocardiogram and acquired on a standard and widespread single-view angiograph. The developed approach, illustrated on figure 1, is composed as follows:
A first stage consists in extraction and labeling of the coronary artery tree in the different projections. The segmentation problem has been addressed by precisely extracting an user-defined artery segment [14] or by recursively analyzing borders of arteries, to extract the complete tree from a seed point [7] . Some have introduced prior 3D anatomic knowledge [16] or temporal analysis in sequence [4] to disambiguate the computationally expensive problem of labeling and matching arteries. We chose a semi-automatic method: the arteries to be reconstructed are selected and labeled in one image of each sequence with an interactive tool which relies on a multi-scale model-based preprocessing. The hierarchical structure of the tree is automatically determined.
In a second step, segmentation and labeling informations have to be propagated in the different projections during at least one cardiac beat. This problem has been addressed by grouping and matching artery portions in consecutive frames [12] , by poly-line approximation and optimization [3] , or by Snakes based on correlation criterion [6] . Our approach is lying on the hierarchical description of the coronary tree, and the modeling of the arteries by B-snakes with an internal energy deduced from the multi-scale model-based preprocessing. A two-steps optimization reduces the effects of large displacements, crossing and overlapping arteries.
Then, in a third stage, 3D modeling of the coronary artery tree is performed from two segmented projections corresponding roughly to the same cardiac time. As they are extracted from two different sequences, heart motion may occur due to patient's motion or simply breathing (in the latter, the largest value for the inferior-superior translation of the Left Anterior Descending artery is about 10 mm [10] ). We overcome this difficulty by creating a coherent 3D model by alternately matching the artery pixels strings and optimizing the sensor parameters. Finally, the 3D skeleton is enriched with 3D sections estimated from the acquisition geometry and the scale extracted in the multi-scale preprocessing.
In the next three paragraphs, we enter into details of the proposed approach, before we discuss the results and future improvements.
2D Segmentation and Labeling
This stage consists in a multi-scale preprocessing of the sequences and a semiautomatic extraction and labeling of the coronary tree in a single image of each sequence. 
Multi-Scale Model-based Preprocessing
In the input images, background and foreground structures are visible since subtracting images is not feasible: X-rays are invasive and acquiring projections without contrast agent is not clinically acceptable. Moreover, it is difficult to subtract images because of the patient breathing and motion. The arteries are tubular, variable-size structures characterized by their two edges. To isolate them, we use a multi-scale criterion based of the vessel model proposed in [8, 14] , and more precisely studied for 3D vessels in [9] . The multiscale analysis is achieved with a variable Gaussian kernel σ and the resulting criterion is -for each image point -the highest response in scale-space:
Added to this centerline magnitude, the presumed direction dl(u) of the vessel (unit tangent vector) is obtained from the lowest eigen-vector of the Hessian matrix of the image at scale σ. The scale of the highest response σ max (u) is saved.
The scale range is chosen according to the size of searched structures. Figure  2 ) illustrates this multi-scale response.
Semi-Automatic Segmentation and Labeling
Among the frames in angiographic sequence, the cardiologist chooses the one in which the coronary tree can be clearly observed. Then, he selects arteries to be reconstructed with a tool inspired from the intelligent scissors [11] that relies on the presented multi-scale response. Finally, the cardiologist points the root-artery and the hierarchical structure is automatically constructed.
The proposed interactive segmentation tool works as follows: from an userdefined seed point, the artery centerline is captured in the neighborhood of the mouse with a shortest path algorithm to the current mouse position. Only the n last pixels are constantly optimized in a sleeping window and the correction is possible by back-tracking and guiding the optimized segment through an alternative orientation.
The shortest path criterion consists of two terms: the first is based on the multi-scale magnitude R σmax (u) and penalizes points as they get away from the centerlines. The second regularizes the problem by penalizing directions different than that of the presumed vessels dl(u). This shortest path problem is solved for using dynamic programming with an 8-connexity neighborhood. 
Coronary Artery Tree 2D Tracking
The extracted and labeled tree must be tracked through the rest of the angiograms, where motions are due to heart beating, patient's motion and breathing. Each artery is modeled by a B-spline, allowing a relatively precise description with a small number of parameters. The frame to frame tracking process is formulated as an energy minimization problem as proposed by Kass et al. for contour segmentation. Our image energy is the mean of the multi-scale response along the B-spline. A regularization term is added to ensure the good behavior of the B-snakes. To make the tracking process robust to arteries overlap and crossing, and to be able to handle more important artery motion, a two-stage optimizing is achieved:
1. B-splines are globally transformed to permit a rough but large shift. As described in [12] , heart beating can be approached by a translation, scaling and rotation movement. Therefore we use a 2D affine transformation. 2. the B-spline polygon control points are individually optimized to fit the artery centerlines.
The arteries are individually tracked in top-down method according to their hierarchical position in the tree, and the structure of the tree is conserved in each frame by reconnecting arteries to their mother with a shortest-path algorithm on the multi-scale response.
The initial segmented tree is propagated through the whole heart cycle in the different sequences. The aim of the third step is to reconstruct, for each cardiac instant, the 3D coronary artery tree from the available labeled projections.
C-arm geometry is approached for each incidence with a pinhole camera model improved with a radial distortion calibration from a grid. Unfortunately, two synchronized projections do not exactly represent the same 3D scene because of the 3D heart shift (due to patient's motion and breathing), the 3D heart deformation (due to possible patient's arythmia and temporal resolution of the sequences) and the uncertainties on C-arm model (some deformation is caused by the weight of the X-rays source and the detector). Therefore, we have addressed the 3D scene determination problem by simultaneously reconstructing the 3D artery centerlines and optimizing the C-arm acquisition model. Then in a second step, the skeleton is enhanced with its 3D sections.
Artery Centerlines Point-to-Point Matching
In two synchronized images, artery centerlines are globally matched using their label. The artery roots and junctions can directly be paired (A and C on fig. 3 ). The remaining centerline points are matched, according to the available epipolar geometry [5] , starting from the artery roots. We introduce a cost on the distance to the epipolar lines (c 1 on fig. 3 ), a term to ensure that the deviation from epipolar geometry varies smoothly (c 2 on fig. 3 ) and a penalty which constraints the match of all the junctions on the considered artery (c 3 on fig. 3 ). The symmetrical penalties obtained by reversing the role of the two images are added, and this shortest path problem is solved for using dynamic programming. The number of candidate matches is reduced by searching within a band around the epipolar line (see fig. 3 ). Fig. 3 . The penalties of the matching criteria: c1 penalizes matches which do not respect epipolar geometry, c2 ensures the deviation continuity from epipolar geometry and c3 encourages the matching of A and C bifurcations.
Reconstruction and Bundle-Adjustment
After the previous step, all the artery centerlines are matched point-to-point. However, to ensure a good matching of the features, we authorized some deviations from the strict available epipolar geometry. A direct 3D reconstruction from the paired points gives some bad back-projections in images. To improve the 3D scene coherence, sensors parameters have to be optimized, mainly the extrinsic parameters of the two projection matrices, to correct for 3D heart shift. A classical bundle-adjustment method, accomplished on the whole coronary artery tree minimizes the errors between the projected 3D reconstructed points and the 2D paired points. We optimize only the translation of the camera models in their image plane because the consequences of the 3D heart shift along the optical axis are limited (the focal length is important). When this geometry optimization is achieved, the point-to-point matching process is repeated starting from the newly obtained epipolar geometry. This (2D-matching)-(3D-reconstruction)-(geometry optimization) loop is repeated until the stabilization of the 3D reconstructed scene is measured. Some optimization results are illustrated on figure 4.
After the reconstruction is complete, 3D sections are estimated from the detection-scale of the multi-scale analysis and from the sensors parameters (see on figure 5 a 3D coronary artery tree). 
Discussion
In this paper we have presented a method for building a time-variant 3D model of the coronary artery tree from standard non-simultaneous angiograms. It has been successfully applied to angiograms acquired on a single-view angiograph, as well as to sequences acquired on a biplane angiograph. The approach requires some user-interaction to select the arteries to be reconstructed and the labeled tree is automatically propagated in 2D through the rest of sequences by using B-snakes. The 3D reconstruction method handles the fact that acquisitions are not simultaneous by using weak epipolar constraints and global heart motion between acquisition is compensated by bundle-adjustment on the C-arm geometric models. Finally, the 3D skeletons are enriched with corresponding 3D sections deduced from the multi-scale preprocessing of projections. We hope to improve the robustness of the tracking by directly deforming the 3D model obtained at one cardiac instant rather than computing independently the 3D reconstruction. Using its back-projections in all the available sequences would eliminate the arteries overlap and crossing problems. Moreover, the measure of sections in all the projections will enable a better quantification of the shape and size of the 3D sections.
After clinical validation, this time-variant 3D model can be helpful for cardiovascular diseases diagnostic and surgical planning. It can also be fused with the epicardium surface obtained by other imaging modalities and integrated in a planning and simulation system for robotically assisted surgery [1] . Its registration with the endoscopic images in the operating theater requires some new developments and will allow to guide the surgeon by augmented reality [2] .
