Abstract. We study the classical action functional SV on the free loop space of a closed, finite dimensional Riemannian manifold M and the symplectic action AV on the free loop space of its cotangent bundle. The critical points of both functionals can be identified with the set of perturbed closed geodesics in M . The potential V ∈ C ∞ (M × S 1 , R) serves as perturbation and we show that both functionals are Morse for generic V . In this case we prove that the Morse index of a critical point x of SV equals minus its Conley-Zehnder index when viewed as a critical point of AV and if x * T M → S 1 is trivial. Otherwise a correction term +1 appears.
Introduction and main results
We consider a smooth, compact Riemannian manifold M of dimension n and without boundary. The inner product on the tangent space T x M is denoted by ·, · and g(x) : T x M → T * x M is the induced isomorphism. We 
L(t, x(t),ẋ(t)) dt
The Lagrangian function L = L V : S 1 × T M → R has the special form kinetic minus potential energy L(t, x(t),ẋ(t)) := 1 2 |ẋ(t)| 2 − V (t, x(t)) with a time periodic potential V ∈ C ∞ (S 1 ×M, R). Here and throughout we identify S 1 with R/Z and represent the loop x ∈ LM as a smooth periodic function x : R → M satisfying x(t + 1) = x(t). The L 2 -gradient of S V is easily computed to be
where ∇V denotes the gradient of V with respect to the x-variable and where ∇ t denotes covariant differentiation in directionẋ with respect to the Levi-Civita connection ∇. The set of critical points of S V is abbreviated by
We call its elements perturbed closed geodesics, since it coincides with the set of closed geodesics on M in the special case of constant potential V .
On the other hand the symplectic action functional A V on the free loop space LT * M of T * M is defined as A V (z) := 1 0 ( y(t),ẋ(t) − H(t, z(t))) dt where z = (x, y) and the time dependent Hamiltonian function H = H V : S 1 ×T * M → R is the Legendre transform of L; namely kinetic plus potential energy H(t, x, y) = 1 2 |y| 2 + V (t, x), (x, y) ∈ T * M (2)
The set Crit A V of critical points of A V can be naturally identified with the set Crit S V via the bijection
The inverse map is given by projecting onto M . Note that S V (x) = A V (z x ) for x ∈ Crit.
Our first result asserts that the functionals S V and A V are Morse for generic V . More precisely, in subsection 2.1 it will turn out that the Hessian of S V at a critical point x can be represented by the perturbed Jacobi operator A x in L 2 (S 1 , x * T M ) with dense domain W 2,2 (S 1 , x * T M ) given by
and where R denotes the Riemann curvature tensor. This operator is injective if and only if it is surjective. A critical point x of S V is called nondegenerate if A x is injective. A function with nondegenerate critical points only is called a Morse function. For a ∈ R let
The space L a T * M is defined similarly with S V replaced by A V . Define the set V reg of regular potentials to be the set of all V ∈ C ∞ (S 1 × M, R) such that S V : LM → R is Morse. Restricting S V to L a M we obtain the set Choosing a regular potential V , we can assign two integers to any x ∈ Crit as follows: On the one hand the perturbed closed geodesic x has a Morse index Ind(x), namely the number of negative eigenvalues of A x counted with multiplicities, and on the other hand it is possible to interpret z x as a periodic orbit of the Hamiltonian system on T * M with Hamiltonian (2) and therefore define its Conley-Zehnder index µ CZ (z x ). Since there exists a global Lagrangian splitting of T (T * M ), the latter is well defined, at least if x * T M → S 1 is trivial. Otherwise there is some choice involved which leads to well definedness modulo 2 only. Our second result relates both indices. The relation between the Maslov index and the Morse index of a closed geodesic has been studied first, as far as I know, by Duistermaat [Du76] .
In the case of a closed geodesic on a flat torus theorem 1.2 had been obtained by Claude Viterbo [Vi90] with a slightly different definition of the Conley-Zehnder index (apart from different normalizations): due to the degeneracy of his action functional he considered the Conley-Zehnder index of the linearized Hamiltonian flow on the energy surface restricted to directions normal to the trajectory. A new feature arising in the present context is that M is not required to be orientable and so x * T M → S 1 may not be trivial. On the other hand z x * T T * M → S 1 always is. We overcome this problem by trivializing x * T M over [0, 1] and then apply to the induced trivialization of z x * T T * M → [0, 1] an artificial half rotation to close up the frame and obtain a trivialization over S 1 . Our choice of rotation is reflected in the formula by the term σ(x). Other choices lead to other odd integer multiples of this term.
Application. Our results will be applied in [We99] , [SW01] and [We01] to construct algebraic chain groups in the following way: Fix a ∈ R, a regular potential V , and define
Finiteness of the sum is a consequence of transversality combined with compactness as explained in appendix A. In case the negative gradient flows of A V and S V are Morse-Smale, we can count flow lines between critical points of index difference 1 to obtain chain maps ∂ F and ∂ M , respectively. These flow lines are solutions of Floer's elliptic PDE on T * M and of the parabolic L 2 -heat flow in the loop space of M , respectively. It is Floer's theorem [Fl89, Thm. 4 ] that ∂ F •∂ F = 0; up to the additional argument by Cieliebak [Ci94, theorem 5.4 ] in order to deal with noncompactness of T * M . In a forthcoming paper [We01] it will be shown that ∂ M is a boundary operator too, whose homology represents the singular homology of L a M . In a joint research project with D. Salamon [SW01] we will show that both homology theories are naturally isomorphic
As a consequence, the Floer homology of a cotangent bundle with a quadratic Hamiltonian of the form (2) is isomorphic to the singular homology of the loop space. This result has been obtained by Viterbo with different methods in [Vi96] . Our idea of proof is to obtain the heat equation as an adiabatic limit of Floer's elliptic PDE. The index theorem shows that the Morse index serves as a natural grading of Floer homology.
Remark 1.3. (Sign conventions and normalizations)
The canonical symplectic structure ω can on T * M is with respect to natural coordinates (x 1 , . . . , x n , y 1 , . . . , y n ) given by n i=1 dx i ∧dy i . The standard complex structure J 0 on R 2n and the signature of a symmetric matrix S are defined by
where n +(−) (S) is the number of positive (negative) eigenvalues of S. The Conley-Zehnder index and the upward spectral flow are normalized as follows
where t ∈ [0, 1], s ∈ R and the symmetric matrix S satisfies S < 2π.
Acknowledgements. The author is most grateful to Kai Cieliebak, Dietmar Salamon and Eduard Zehnder for stimulating discussions and comments.
The index theorem
2.1. The Hessians. The critical points x of the classical action S V are the solutions of the nonlinear equation
which follows from the formula
Linearization at a critical point x leads to the Hessian of S V at x given by
In order to obtain this formula introduce local coordinates and a smooth variation x τ = (x 1 τ , . . . , x n τ ) of x; i.e. x τ depends smoothly on τ ∈ (−δ, δ), δ > 0 small, and
and use the nonlinear equation as well as the representation of R in local coordinates via the Christoffel symbols of ∇ to obtain (3).
On the other hand the critical points of the symplectic action A V correspond precisely to the 1-periodic solutions of the Hamiltonian system (T * M, ω can = −dλ, H V ). Here λ is the Liouville form which, in natural coordinates (x 1 , . . . , x n , y 1 , . . . , y n ) of T * M introduced below, is given by n i=1 y i dx i . The Hamiltonian differential equationż(t) = X H V (t, z(t)) can be expressed in the form
where z(t) = (x(t), y(t)) with y(t) ∈ T * x(t) M . Note that here and throughout we identify T z(t) T * M with T x(t) M ⊕ T * x(t) M by the isomorphism which takes ∂ t z(t) to (∂ t x(t), ∇ t y(t)). The equivalence of (5) and (6) is then obvious. In order to linearize (6) at a zero (x, y) introduce local coordinates (x 1 , . . . , x n ) for x on M and obtain natural coordinates for y determined by y = j y j dx j . Choose a smooth variation (x 1 τ , . . . , y τ n ) of (x, y) and denote
It turns out that the ξ k transform as components of a vector ξ ∈ T x M under coordinate changes, but theη ℓ do not have any global meaning. However, the following combination with the Christoffel symbols of the Levi-Civita connection
Recall that y k denotes the k th component of the fibre part of the chosen zero (x, y) of (6) with respect to natural coordinates. Now linearization of (6) at a solution z x = (x, g(x)∂ t x) of (6) leads to the selfadjoint operator A zx in L 2 (S 1 , x * T M ⊕ x * T * M ) with dense domain W 1,2 (S 1 , x * T M ⊕ x * T * M ) which represents the Hessian of A V at z x and is given by
This operator is clearly injective if and only if A x is: a short calculation shows that (ξ, g(x)∇ t ξ) ∈ ker A zx if and only if ξ ∈ ker A x and this proves 
Orthonormal and unitary trivializations.
In order to compare the Morse index of a critical point x of S V and the Conley-Zehnder index of the critical point z x of A V it will be convenient to view x * T M as vector bundle over [0, 1], choose an orthonormal trivialization φ satisfying a certain boundary condition and express the perturbed Jacobi operator A x with respect to this orthonormal frame. This same frame φ will then be used to construct a unitary trivialization Φ U for the trivial bundle x * T M ⊕ x * T * M → S 1 . In case x * T M → S 1 is nontrivial some additional half rotation U has to be applied in order to obtain indeed a frame over S 1 rather than [0, 1]. More precisely, let
and
Since O(n) has precisely two connected components one of which contains E 0 and the other one E 1 , we may choose an orthonormal trivialization
, R n ) with respect to the Sobolev W 2,2 -and L 2 -norms, respectively. We define the model operator
σ → L 2 σ for A x with respect to the isometry induced by φ by
Induced covariant differentiation in directionẋ in the trivial bundle [0, 1]×R n is of the form
where the connection potential P is a family of skewsymmetric matrices. Then the L 2 -symmetric first order operator B and the family of symmetric matrices Q in (9) are given by
For t ∈ R let now U (t) be the 2n × 2n matrix which represents rotation of the (1, n + 1)-coordinate plane by the angle πt and is the identity on all other coordinates
The orthonormal trivialization φ = φ σ introduced above leads to a unitary trivialization of
Multiplication by U (t) ∈ Sp(2n) ∩ O(2n) then gives rise to a unitary trivialization of
In case σ(x) = 0, U −σ = 1l takes no effect. This is fine since we already have Φ(1) = Φ(0), because of φ(1) = φ(0). Otherwise multiplication by U −1 serves to close up the frame at t = 1. We may assume without loss of generality that the frame closes up smoothly: If not, we modify φ such that ∇ t φ = 0 near the ends of [0, 1]. Of course we could choose in (12) instead of U some other power U 2k+1 , where k ∈ Z determines direction and multiplicity of rotation. This would lead to a change of the ConleyZehnder index in definition 2.3 by 2kσ(x) as stated in lemma 2.4 (ii).
Finally, the operator A zx is represented with respect to the unitary frame Φ U by the linear operator A 1 in L 2 (S 1 , R 2n ) with dense domain W 1,2 (S 1 , R 2n ). Calculation leads to
where
and Q, P are the families of matrices in (9) and (10), respectively. It is easy to check that S is a family of symmetric matrices and S U is symmetric with respect to the L 2 -inner product.
2.3. Morse index. Let x be a critical point of S V and consider the perturbed Jacobi-operator A x defined in (3) as an unbounded operator in
It is selfadjoint since it consists of the operator Proof. Since M is compact there exists a constant C > 0 such that
for all ξ ∈ C ∞ (S 1 , x * T M ). For any ρ > C it follows that the unbounded operator A x + ρ in L 2 with dense domain W 2,2 is positive definite and so in particular injective. Moreover, it is selfadjoint and therefore also surjective with real spectrum. When viewed as a bounded operator from W 2,2 to L 2 the open mapping theorem guarantees existence of a bounded inverse. Together with a standard compact Sobolev embedding we obtain that the resolvent operator is compact:
Compactness implies discrete spectrum, say {1/µ j } j∈N , with finite multiplicities and possible accumulation point at 0. We observe that 1/µ j eigenvalue of (A x + ρ) −1 if and only if µ j is an eigenvalue of A x + ρ. We already know that µ j > 0 and conclude µ j → +∞ for j → ∞. Clearly,
Hence the eigenvalues (µ j − ρ) of A x tend to +∞ for j → ∞ which proves the Morse index theorem.
2.4. Conley-Zehnder index. Let us first illustrate the Conley-Zehnder index µ CZ for a certain class of paths in Sp(2n), introduced in 1984 by Conley and Zehnder [CZ84] . Later on we shall give a precise definition of the more general Robbin-Salamon index µ RS which will be more convenient to carry out calculations.
and SP(2n) be the set of admissible paths, which by definition means continous paths γ : [0, 1] → Sp(2n) such that γ(0) = 1l and γ(1) ∈ Sp * (2n). The Maslov cycle C(2n) is a codimension one algebraic subvariety of Sp(2n) and it is possible to interpret µ CZ (γ) as the algebraic intersection number of a generic path γ ∈ SP(2n) with the Maslov cycle C(2n). Generic means that γ is of class C 1 and that the intersection of γ with C(2n) is transversal for t > 0. Moreover, we need to assume that γ departs from 1l at t = 0 into Sp − (2n); otherwise we homotop γ within SP(2n) to another path γ ′ satisfying the additional condition and define µ CZ (γ) = µ CZ (γ ′ ).
For n = 1 one can identify the symplectic linear group with the interior of the solid 2-torus [GL58] ; in this case C(2) has precisely one singularity which corresponds to the identity matrix. Figure 1 (a) shows a numerical plot of the path
which has Conley-Zehnder index +1. In (b) the path γ 2 from (32) is shown and it is important to notice that it departs from 1l at t = 0 not into Sp − (2), but into Sp + (2). However, the path γ 2 is homotopic within SP(2) to γ 1 and therefore its Conley-Zehnder index is also +1. We observed in section 2.1 that for any x ∈ Crit we obtain a 1-periodic orbit of the Hamiltonian system (T * M, ω can , H = H V ) by setting z = z x = (x, g(x)∂ t x) and every 1-periodic orbit is obtained this way. Let ϕ t : T * M → T * M denote the time-t-map generated by the Hamiltonian vector field X H , which is defined by ω can (X H , ·) = dH(·), let z 0 = z(0) and Φ U be the unitary trivialization of x * T M ⊕ x * T * M → S 1 introduced in (12). Then we obtain a smooth path of symplectic matrices by linearizing the flow along the orbit
Clearly γ(0) = 1l and the second condition γ(1) ∈ Sp * is equivalent to ker A x = {0}, which reflects our choice V ∈ V reg . Definition 2.3. For x ∈ Crit such that ker A x = {0} we define the ConleyZehnder index of the 1-periodic orbit
where γ x,U,φ is as in (14).
The following lemma shows that this definition is actually independent of the choice of φ. Its proof will be given in subsection 2.5.
Remark 2.5. (1) In the standard setting of Floer homology, namely that of a closed symplectic manifold (N, ω), one only considers contractible 1-periodic orbits z and trivializes z * T M → S 1 by filling in a disk. However, the Conley-Zehnder index of the resulting path in Sp(2n) might depend on the homotopy class of the disk. An ambiguity arises precisely in the presence of spheres ι : S 2 ֒→ N with nonvanishing first Chern class c 1 (ι * T N ); cf. the exposition [Sa99] . Here this cannot happen, since c 1 (ι * T W ) = 0 for any closed submanifold ι : W ֒→ T * M ; e.g. see [We99, section B.1.7] for two different proofs.
(2) The reason that in the present case the Conley-Zehnder index is well defined for any closed orbit x with σ(x) = 0, contractible or not, is the existence of the global Lagrangian splitting
x M . However, as mentioned earlier, a (mod 2)-ambiguity arises in case of nontrivial bundles x * T M → S 1 .
In order to prove the index theorem it will be useful to represent the path γ in (14) as solution Ψ = Ψ U of the initial value problem stated in the following lemma.
Lemma 2.6. The path of symplectic matrices γ defined in (14) equals the fundamental solution Ψ of the initial value problem
where S U is the family of symmetric matrices from (13).
Proof. To show equality of γ and Ψ we choose the following smooth variation of z(t) = ϕ t (z 0 )
x 0 M in order to linearize (6) as described in subsection 2.1. With this choice z 0 (t) = ϕ t (z 0 ) = z(t) = (x(t), y(t)) and
is a zero of the linear equations (7), which however might not close up at time t = 1. In other words the linearized flow along a flow line (zero of the nonlinear equations) provides a zero of the linearized equations. With respect to the unitary frame Φ U these are given by
and this proves the claim.
Remark 2.7. Since the flow applied to a point produces a path, the natural domain for the linearized equations along such a path actually is the space of vector fields along the path. If we restrict our attention to those paths which happen to be 1-periodic, then the natural domain becomes the set of vector fields along loops and we obtain the operator A zx from (7).
To summarize, we have that any (ξ, η) in the kernel of the linearized flow along a flow line z = (x, y) is of the form dϕ t (z(0))(ξ 0 , η 0 ) where
In the periodic case the vector fields are required to close up at time t = 1 and so the corresponding kernel is isomorphic to a subspace, namely 
For any such t i there is a quadratic form on Λ(t i ): Pick any Lagrangian complement W of Λ(t i ) and for v ∈ Λ(t i ) and sufficiently small ǫ > 0 define w(ǫ) ∈ W by the condition v + w(ǫ) ∈ Λ(t i + ǫ). Then
is a quadratic form on Λ(t i ), which is independent of the choice of W [RS93, theorem 1.1]. The crossing form at t i is its restriction to Λ(
and t i is called a regular crossing if its crossing form is nonsingular. A path Λ is called regular if all its crossings are regular.
Definition 2.8. The Robbin-Salamon index of a regular Lagrangian path Λ is defined to be
where the sum runs over all crossings t.
We remark that in [RS93, section 2] the following is shown: Any two regular Lagrangian paths which are homotopic with fixed endpoints have the same Robbin-Salamon index and every continuous Lagrangian path is homotopic with fixed endpoints to a regular one. As a consequence one can define the Robbin-Salamon index for every continuous path.
The most important property of µ RS in this text will be its catenation property, which means that µ RS is additive under composition of paths (with respect to decompositions of the parameter domain [a, b]). Moreover, for any path of symplectic matrices Ψ ∈ SP(2n) the Robbin-Salamon index reproduces the Conley-Zehnder index [RS93, remark 5.3] as follows
Here ∆ denotes the diagonal in the symplectic vector space (R 2n×2n , −ω 0 ⊕ ω 0 ) and ω 0 (·, ·) = J 0 ·, · is the standard symplectic form on R 2n . The loop property of the Conley-Zehnder index [DS94] translates into
for any path Ψ ∈ SP(2n) and any loop Θ :
Lemma 2.9. For every unitary loop
We only sketch a proof: The idea is to shows that the right hand side satisfies those axioms which determine the left hand side uniquely. These are the direct sum, the normalization and the weak homotopy axioms. Finally let us derive a formula for the crossing form in case Λ(t) = Graph Ψ(t) ⊂ (R 2n×2n , −ω 0 ⊕ ω 0 ), Λ 0 = ∆ and Ψ : [a, b] → Sp(2n) of class C 1 . First observe that Ψ determines a path of symmetric matrices by
and, identifying (Graph Ψ(t i )) ∩ ∆ and ker (1l − Ψ(t i )) by (ζ, ζ) → ζ, we obtain
Now we are in position to prove lemma 2.4.
Proof. (of Lemma 2.4) ad (i) Consider the transition maps
where in the second equality we used (15) as well as the loop property (16). Since Ψ(0) −1 is a constant loop the corresponding term vanishes. It remains to show µ RS (Graph
we can write
and by lemma 2.9 the following is true:
Now in case σ = 0 we have X = ψ, Y = 0 and are done. If σ = 1 a calculation shows that
where we used (15) as well as the loop property (16) in the second equality. The third one follows from lemma 2.9.
2.6. Spectral flow and Conley Zehnder index. We provide the main tool to prove the index theorem, namely theorem 2.10 below, which relates the spectral flow and the Conley-Zehnder index. Pick T > 0 and smooth two-parameter families of matrices Q, P :
The term ∂ t ∂ t + B λ represents the second covariant derivative ∇ t ∇ t with respect to an orthonormal frame. To indicate the particular choices λ = ∓T we frequently will use the simpler notation ∓.
Let us now define the upward spectral flow of the family A λ , λ ∈ [−T, T ]. Roughly speaking, it counts the number of eigenvalues changing sign from minus to plus during the deformation minus the ones changing sign in the opposite way. The real number λ is called a crossing, if A λ is not injective. In this case, following the exposition in [RS95] , we define the crossing operator
σ denotes the orthogonal projection onto Ker A λ . We emphasize that, despite the similarity of notation, the object P ⊥ λ is entirely different from P λ and that sign below denotes the signature of a quadratic form. A crossing is called regular, if its crossing operator is nonsingular. The spectral flow is characterized axiomatically in [RS95] . In case all crossings are regular we may use lemma 4.27 in [RS95] to actually define
Note that the sum is over all crossings λ and that there are only finitely many of them in view of their regularity. In what follows we need to assume injectivity of A ∓ :
Let us now state the main theorem of this section. 
Equivalence of the subsequent four statements is fairly easy, but nevertheless crucial in the proof of the theorem. Together they show how the operator A λ leads to a path Ψ λ,U of symplectic matrices. Throughout let ξ ∈ C ∞ ([0, 1], R n ), denote η =ξ + P λ ξ and
where the rotation U is defined in (11) and σ ∈ {0, 1}.
and the fundamental solution Ψ λ (t) is determined by
and the fundamental solution Ψ λ,U (t) is determined by
Remark 2.11. If in addition we require ξ in (S1) to satisfy the boundary conditions ξ(1) = E σ ξ(0) andξ(1) = E σξ (0), i.e. ξ ∈ ker A λ , it turns out that in (S3)
In view of the injectivity assumption (22) the symplectic paths Ψ ∓,U end outside the Maslov cycle and therefore are elements of the set SP(2n) for which the Conley-Zehnder index is defined.
Proof. (of Theorem 2.10) For each λ ∈ [−T, T ] there is the path of symplectic matrices Ψ λ,U defined in (S4). Together these give rise to a 2-parameter family of Lagrangian subspaces
and we consider the Robbin- 
Since Ψ λ,U (0) = 1l 2n , γ 4 ≡ ∆ and so µ RS (γ 4 , ∆)=0. Moreover, as indicated in (15) the Robbin-Salamon index of γ 1 is precisely the Conley-Zehnder index of the corresponding symplectic path. We get a minus sign in the case of γ 3 , because of its reversed orientation
It remains to show
In order to prove (23) we need to derive two identities. Recall from (S4) that Ψ λ,U is determined by
Now for fixed t ∈ [0, 1] the path λ → Ψ λ,U (t), λ ∈ [−T, T ], leads to another path of symmetric matriceŝ
Note thatŜ 0 (λ) ≡ 0, since Ψ λ,U (0) ≡ 1l. Using these equations we obtain
Integration over t from 0 to 1, together withŜ 0 (λ) ≡ 0, leads to the first identity we are looking for, namely
Use skew-symmetry of P λ and ∂ λ P λ as well as η =ξ + P λ ξ and
to obtain the second identity
where in the last equality we used the boundary conditions for ξ and the skewsymmetric family of matrices P λ . We apply both identities to derive one more crucial result. Let ξ ∈ Ker A λ and use the symmetry of the projection operator P ⊥ λ to obtain
where we used (25) as well as orthogonality of U (t) in the fifth equality, the identity (24) in the last but one equality and
We are ready to prove (23). The first two equalities are by definition of the spectral flow and the crossing operator
where the third equality is (26). Here it is important that the sums are over the same set of λ ′ s. This follows from the equivalence of (S1) and (S4)
Equality four has been derived in (17), equality five is by definition of µ RS and the last one is by definition of γ 2 . This completes the proof of theorem 2.10.
Proof of the index theorem 1.2.
Proof. Let x ∈ Crit be a nondegenerate critical point, i.e. ker A x = {0}, and denote by µ 1 ≤ µ 2 ≤ . . . ≤ µ Ind(x) < 0 the negative eigenvalues of A x counted with multiplicities. Fix a real numberμ < µ 1 . It will be convenient in (33) to assume in additionμ < −π. Let β : [0, 1] → [μ, 0] be a smooth cut-off function which equals 0 near 0 andμ near 1 and is strictly decreasing elsewhere. For i = 1, . . . , Ind(x) define λ i by β(µ i ) = λ i . Let Q be the path of symmetric matrices defined in (9) and modify β, if necessary, such that its value at each λ i remains the same but β ′ (λ i ) / ∈ Spec Q(1). This technical condition ensures regularity of crossings. 
and B = B 0 . The reason to use two families instead of only one is that regularity can be checked easily that way. Both families fit into the framework of section 2.6: Using the boundary conditions for ξ andμ < 0 a short calculation shows that the second family consists for each λ of a positive definite operator and so the injectivity assumption (22) is satisfied. The family is also regular, because there are no crossings at all. To check for the first family we observe that A 1 =Ã 0 is positive definite and A 0 is precisely the model operator (9) for A x . In view of V ∈ V reg this confirms the injectivity assumption (22). Our choice of cut-off function now guarantees regularity of the family. More precisely, assume λ i is a crossing and let ξ ∈ ker ∂ λ A λ i ∩ ker A λ i , then the first condition implies
∈ spec Q(1) implies ξ(1) = 0. Differentiating (29) with respect to t leads at t = 1 to
and in view of the regularity of the matrix β ′ (λ i ) − Q(1) we getξ(1) = 0. Now we use the second condition which says that ξ is also in the kernel of the second order differential operator A λ i . Since its boundary conditions are zero, it follows ξ = 0. This proves nondegeneracy of the crossing operator Γ({A λ } λ∈[0,1] , λ i ) at each crossing λ i . We are in position to apply theorem 2.10 to both families. Let us start with the first one and observe that its spectral flow is given by Ind(A 0 ) = Ind(x). We obtain
where according to (S4) in section 2.6 for each λ ∈ [0, 1] the path Ψ λ,U :
where σ = σ(x) ∈ {0, 1}. Observe that S 0,U is precisely the matrix S U in lemma (2.6) and so Ψ 0,U equals γ from (14). In other words µ CZ (Ψ 0,U ) = µ CZ (z x ). Since S 1,U contains the t-dependent matrices P we make use of the second familyÃ λ in order to further simplify the problem of calculating µ CZ (Ψ 1,U ). As before we get for each λ ∈ [0, 1] a pathΨ λ,U : [0, 1] → Sp(2n) which is determined by
The spectral flow of a family of positive definite operators is zero and so theorem 2.10 gives
where we usedS 0,U = S 1,U in the last step. Hence it remains to show that the Conley-Zehnder index of the pathΨ 1,U equals σ(x). In order to do so we would like to treat the two cases σ = 0 and σ = 1 separately. Case 1: σ = 0 We conclude
where we used (15) in the first equality, (17) in the third and the fact that there are no further crossings in the second equality. It remains to show that there are indeed no crossings t > 0. This is equivalent to 1 not being in the spectrum ofΨ 1,U (t) for any t ∈ (0, 1]. Because the matrixS
is constant in t, we can integrate the corresponding differential equation (30) forΨ 1,U and obtain with κ = √ −μ
We study the characteristic polynomial ofΨ 1,U (t) and obtain its eigenvalues (of multiplicity n each)
Finally the sum (difference) of the hyperbolic cosine and sine is 1 if and only if t = 0, which shows that there are no further crossings. Let us remark that, becauseΨ 1,U (t) is symplectic, it follows ρ + (t) = ρ − (t) −1 and this is reflected in the key identity for hyperbolic functions cosh 2 − sinh 2 ≡ 1. Case 2: σ = 1 We obtain
where we used (15) in the first equality, (17) in the third and the fact that there are no further crossings in the second equality: To see this let us rearrange coordinates (x 1 , . . . , x n , y 1 , . . . , y n ) of R 2n in the form (x 1 , y 1 , x 2 , . . . , x n , y 2 , . . . , y n ) such that Sp(2n) gets identified with Sp(2) ⊕ Sp(2n − 2) and the path of symmetric matricesS 1,U (t) from (31) with μ cos 2 πt + sin 2 πt − π (μ − 1) cos πt sin πt (μ − 1) cos πt sin πtμ sin 2 πt + cos 2 πt − π
The symplectic path generated by the second term in the direct sum does not meet the Maslov cycle for any t ∈ (0, 1] as was shown in case 1. Let us denote the first term in the direct sum by b(t). It remains to investigate the path in Sp(2) determined by
and show that there are no crossings with the Maslov cycle C in Sp(2) for any t ∈ (0, 1]. A numerical plot of γ 2 ([0, 1]) confirming this in caseμ = −π is shown in figure 1 (b) . To give a proof we introduce the notation u(t) = cos πt − sin πt sin πt cos πt , s = μ 0 0 1 and observe that
Now γ 2 is a solution of (32) if and only if ψ = u −1 γ 2 is a solution of
where we used the identity πJ 0 = (∂ t u)u −1 . The solution ψ(t) is known from case 1 above. We are done once we have shown that the following function is strictly positive for t ∈ (0, 1]
Note that f (0) = 0 and f (1) = 2(1 + cosh κ) > 2. The function is clearly positive for t ∈ [1/2, 1] if κ ≥ 1. This is true since
We calculate the first derivativė f (t) = (2π − 1 + κ 2 ) sin πt cosh κt + (π − 2)κ − π κ cos πt sinh κt which is positive on (0, 1/2) since both coefficients are, due to (33). Moreover, we getḟ (0) = 0 andf (0) = π(2π − 1 + κ 2 ) + κ((π − 2)κ − π κ ) > 0 so that 0 is a local minimum and it follows that f is strictly increasing on (0, 1/2). This finishes the proof of case 2 and of the index theorem 1.2.
3. Transversality 3.1. Thom-Smale transversality. We recall the basics of Thom-Smale transversality theory. Let A, B be smooth Banach manifolds which admit a countable atlas each and are modeled on separable Banach spaces. Let E → A × B denote a smooth Banach space bundle, E (a,b) the fibre over (a, b) and F a section of E of class F(a, b) for a ∈ A, b ∈ B, and let d denote the differential of a section followed by projection onto the fibre.
Theorem 3.1. Let F be a C ℓ -section of E as above and assume
In this case the subset
One crucial ingredient in the proof of theorem 3.1 is the following well known proposition. For the sake of completeness we give a proof following [Sa96] . 
Now define the linear operator
where x ′ is determined uniquely by y ′ = Dx ′ and the coefficients λ ν by y ′′ = N ν=1 λ ν Lz ν . It is not hard to check that a topological complement of ker (D ⊕ L) is given by ran T . Actually, since existence of a right inverse of a bounded linear operator is equivalent to surjectivity and existence of a topological complement of the kernel, we observe that
and this set is closed: ran D is closed and so is its preimage under the continuous map L. Finally we obtain
and the subsequent identity is due to Y = ran D + ran L and given by
Since dF a (b) is bounded (ℓ ≥ 1) and dF(a, b) = dF b (a) ⊕ dF a (b), part i) of proposition 3.3 tells that ran dF(a, b) is closed. Therefore in order to verify (S) it is sufficient to prove its density for all (a, b) ∈ F −1 (0). Now it is a consequence [Br83, cor. I.8] of the Hahn-Banach theorem that the latter is equivalent to its annihilator being trivial
In many applications it is more convenient to check conditions (F ) and (A) instead of (F ) and (S).
We sketch the proof of theorem 3.1: Properties (F ) and (S) together with part ii) of proposition 3.3 tell that for any (a, b) ∈ F −1 (0) its linearization dF(a, b) admits a topological complement and therefore a right inverse. This means, by definition, that 0 is a regular value of F and so, by the implicit function theorem, the so called universal moduli space
is a C ℓ -Banach manifold. It is locally at (a, b) modeled on the separable Banach space ker dF(a, b) and admits a countable atlas. Define the projection onto the second factor π : A × B ⊃ X → B and observe that, by ii) of the Lemma, To prove the other direction assume the left hand side was true, choose any v ∈ E (a,b) and apply the surjectivity assumption (S) of theorem 3.1 to conclude the existence of a pair (â 0 ,b) ∈ T a A × T b B being mapped to v by dF(a, b); in other words
3.2. Transversality in the C k -category. In this subsection we fix k ≥ 2 and apply Thom-Smale transversality theory to the following situation
The C k−1 -section F : A × B → E is defined to be
The fibre of E at (x, V ) is E (x,V ) = L 2 (S 1 , x * T M ) and the linearization of F at a zero turns out to be
Remark 3.5. 1) Consider the metric space W 2,2 (S 1 , R N ). It is separabel because the set of Fourier-series with coefficients in Q N is countable and dense in C ∞ (S 1 , R N ), which in turn is dense in W 2,2 (S 1 , R N ).
2) Recall that any metric space X is paracompact, which by definition means that any open cover admits a locally finite refinement. If X is in addition separable, we can conclude that any open cover admits a countable subcover. The following argument is taken from [Sa96] : if the cover {U α } α is locally finite and {x i } i is a dense sequence then the set of pairs (α, i) with x i ∈ U α is countable. Since every U α contains some point x i the map (α, i) → α is surjective.
3) For sufficiently large N ∈ N we can find an embedding ι : M ֒→ R N and define W 2,2 (S 1 , M ) to be the set of those elements of W 2,2 (S 1 , R N ) whose image lies in ι(M ). That way W 2,2 (S 1 , M ) inherits the metric from the ambient space and is therefore itself paracompact and separabel. 4) One can give W 2,2 (S 1 , M ) the structure of a Banach manifold modeled on the separabel Banach space W 2,2 (S 1 , R n ), where n = dim M . An atlas can be constructed where the charts are labeled by smooth functions from S 1 to M . Since W 2,2 (S 1 , M ) is paracompact and separabel by 3), we can apply 2) to get a countable subatlas. 
Proof. ad i) We prove that assumption (F ) holds. Let x ∈ F −1 V (0). Recall that dF V (x) is the perturbed Jacobi-operator A x and dim ker dF V (x) = dim ker A x = N ullity(x) < ∞ by the Morse index theorem. Moreover, since dF V (x) is selfadjoint
This shows that dF V (x) is Fredholm of index 0 for any x ∈ F −1 V (0). Together with the assumption k ≥ 2 it follows that the condition in Theorem 3.1 on the differentiability of F is satisfied: k − 1 ≥ 1.
It remains to verify assumption (A), i.e. we have to show that
together imply η = 0. The first condition says that η ∈ ker dF V (x). So it satisfies a linear second order ODE with coefficients of class C k−2 and therefore η ∈ C k (x * T M ). Now assume by contradiction that there is t 0 ∈ S 1 such that η(t 0 ) = 0. In five steps we are going to constructV t ∈ C ∞ such that
As our construction will be local, we may choose geodesic normal coordinates ξ = (ξ 1 , . . . , ξ n ) around x 0 = x(t 0 ). Let ι denote the injectivity radius of (M, g). The piece of the loop x(t) which lies inside the coordinate patch determines the curve ξ(t) via
so that ξ(t 0 ) = 0.
Step 1 Because x(t) is continuous, we may choose a constant δ 1 > 0 sufficiently small such that
Step 2 Because η is continuous and η(t 0 ) = 0, we may choose a constant δ 2 > 0 sufficiently small such that
Step 3 Set δ = min{δ 1 , δ 2 } and choose a cut-off function γ ∈ C ∞ (R, [0, 1]) such that
Step 4 Choose a cut-off function β ∈ C ∞ (R, [0, 1]) such that
Step 5 We are ready to defineV t
Putting everything together we get
The third equality follows from the definition ofV t (Step 5), and the fourth one from
Step 3 (supp γ) as well as a straight forward calculation. In the fifth equality we used that for t ∈ [t 0 − δ, t 0 + δ]
Step 1 implies | ξ(t) | 2 ≤ ι 2 /4 and therefore, by
Step 4, β ′ ≡ 0 and β ≡ 1.
Step 2 gives the final strict inequality. 
is a Fredholm map of class C k−1 . Since
is open in X, it follows that the restriction
V (0)} × {V } and observe that this set is compact (cf. our remarks in the introduction on Cieliebak's uniform C 0 -bound); in other words π a is a proper map. As will be discussed later surjectivity is an open condition and so there exists an open neighbourhood U of π −1 a (V ) in X a such that dF V ′ (x ′ ) is surjective for all (x ′ , V ′ ) ∈ U . Now use continouity of π a and compactness of π −1 a (V ) to conclude the existence of an open neighbourhood
It remains to show that surjectivity of dF V (x) is an open condition (in X): Note that for (x ′ , V ′ ) near (x, V ) the operators dF V (x) and dF V ′ (x ′ ) (strictly speaking their representatives with respect to a trivialization of E → W 2,2 × C k at (x, V )) differ by a bounded operator, whose norm can be made arbitrarily small by choosing (x ′ , V ′ ) sufficiently close to (x, V ). In view of the subsequent lemma and the selfadjointness of the linear operators we get dim coker dF 
The restrictionD : X 1 → ran D is a bounded bijection and therefore admits a bounded inverseD −1 by the open mapping theorem. Let x ∈ X 1 ∩ker(D+ L), i.e. x = −DLx, then
Choose 0 < ǫ < D −1 , then it follows x = 0.
3.3. Transversality in the C ∞ -category.
The idea will be to approximate V by regular V k 's in the C k -topology and then approximate V k by smooth regular elements V ′ k in the C k -topology. Finally we make use of the observation that in order to control the metric d we essentially have to control only finitely many C k -norms in its series, because the strong weights 1/2 k take care of all the other ones.
Step
[Hi76, theorem 2.6]. Hence we can find V ′ k ∈ C ∞ ∩ B ǫ k (V k ) for k ≥ 2. For k = 0, 1 we define V ′ 0 = V ′ 1 = V .
Step 4 Now pick ǫ > 0 and choose ν 0 ∈ N sufficiently large such that f (ν 0 ) = ∞ ν=ν 0 +1 2 −ν < ǫ/2. Choose k 0 > max{ν 0 , 4/ǫ} and observe that by Steps 1,2 and 3 for k ≥ 2 implies the claim, because any countable intersection of residual sets is again residual and therefore dense.
Note that this implies
V − V ′ k C ν ≤ V − V ′ k C k ≤ 1 k for any 0 ≤ ν ≤ k. We get for any k > k 0 d(V, V ′ k ) = ν 0 ν=0 1 2 ν V − V ′ k C ν 1 + V − V ′ k C ν + ∞ ν=ν 0 +1 1 2 ν V − V ′ k C ν 1 + V − V ′ k C ν ≤ ν 0 ν=0 1 2 ν 1 k 1 1 + V − V ′ k C ν + ∞ ν=ν 0 +1 1 2 ν ≤ 2 k + ǫ 2 < ǫ.
Appendix A. Finite Sum
For every a ∈ R and every V ∈ V a reg , the set Crit is a 0-dimensional manifold and the set Crit a is finite. We recall that Crit a consists by definition of the smooth maps x : S 1 → M which satisfy −∇ tẋ − ∇V t (x) = 0 (35) as well as S V (x) < a. As a consequence the sum in (4) is finite. The proof is standard and combines regularity theory, the implicit function theorem and compactness arguments.
Regularity. We need to extend the domain of definition of S V to the Sobolev space W 2,2 (S 1 , M ) in order to apply the implicit function theorem in the next step. Our aim is to show that every x ∈ W 2,2 (S 1 , M ) which satisfies (35) almost everywhere is necessarily C ∞ -smooth. In view of the Sobolev embedding theorem we know that every x ∈ W 2,2 (S 1 , M ) is indeed of class C 1 andẋ is absolutely continous. If x is in addition a solution to (35) we see that in local coordinates it holds almost everywherë
∂V t ∂x ℓ (x) Because the right hand side is of class C 0 andẋ is absolutely continous, it follows that x is of class C 2 . Hence the right hand side is C 1 and so x is C 3 . The iteration continues and we obtain finally x ∈ C ∞ . Implicit function theorem. If V ∈ V reg , we know that zero is a regular value of the Fredholm section F in (34), which is of Fredholm index 0. Hence it follows from the infinite dimensional implicit function theorem that the zero set of F -which by regularity is precisely Crit -is a submanifold of dimension 0 of the domain W 2,2 (S 1 , M ). In particular this means that the elements of Crit are isolated.
Compactness. If V ∈ V a reg , then the set Crit a consists of finitely many elements: Let us assume by contradiction that it contains infinitely many distinct elements {x ν } ν∈N . We prove that there exists x ∈ Crit a and a subsequence {x ν k } k∈N converging to x in W 2,2 (S 1 , M ), which is a contradiction to the former paragraph.
As we observed in section 2, an element x ν ∈ Crit a corresponds to a 1-periodic Hamiltonian orbit z ν = z xν = (x ν , g(x ν )ẋ ν ) and we are going to prove that the uniform bound a for S V implies uniform bounds for the initial conditions (x 0 ν , y 0 ν ) := (x ν (0), g(x ν (0))ẋ ν (0)) ∈ T * M . So the sequence of initial conditions lies in a compact subset of T * M and therefore admits a convergent subsequence (x 0 ν k , y 0 ν k ) → (x 0 , y 0 ) ∈ T * M for k → ∞. Let ϕ t : T * M → T * M be the time-t-map of the Hamiltonian flow. The (x 0 ν k , y 0 ν k ) are fixed points of ϕ 1 and -because ϕ 1 is continous -so is (x 0 , y 0 ). In other words the limit z(t) = ϕ t (x 0 , y 0 ) is a 1-periodic orbit. Setting x(t) = π(z(t)), where π : T * M → M is the natural projection, we obtain that x ∈ Crit a . This shows that x ν k → x in C 1 . Moreover, using the fact that x and x ν k both satisfy (35) this implies x ν k → x in C 2 . In view of the continous embedding C 2 (S 1 , M ) ֒→ W 2,2 (S 1 , M ) we obtain convergence in W 2,2 (S 1 , M ), but this contradicts the fact that the elements of Crit are isolated. It remains to get the uniform bounds: Since M is compact, there is nothing to prove for the base components x ν (0) ∈ M . Now the bound a for the classical action S V leads to a uniform L 2 -bound forẋ for all x ∈ W 2,2 (S 1 , M ) with S V (x) < a, namely 
