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I. INTRODUCTION 
The method of quadratic forms is a highly developed and powerful tool 
for the separation of the roots of algebraic equations. (See, e.g., the survey [5] 
of Krein and Naimark, and the relevant sections of the treatise [7] of Mar- 
den.) It seems that no comparable method exists for the separation of matrix 
eigenvalues, unless, of course, one is willing to consider the determination 
of the characteristic or minimal polynomial of a matrix and the application of 
the methods referred to above to the characteristic equation. Indeed, 
Ostrowski and Schneider [8, p. 721 have remarked that “there appears to be 
only one known general result concerning the location of the eigenvalues of a 
matrix in the left half-plane.” This paper represents an attempt to provide 
such a theory. It is shown below that the Hermitian solutions of certain 
matrix equations may be employed as the coefficient matrices of Hermitian 
forms whose inertia supplies information on the location of the eigenvalues 
of a given matrix. The theory is incomplete, to the extent that practical 
methods for the numerical solution of all but the simplest matrix equations 
are, apparently, unknown. The paper concludes with several examples, 
including, as a special case, the Liapounov matrix equation discussed by 
Ostrowski and Schneider [S]. 
II. NOTATION AND TERMINOLOGY 
Following Ostrowski and Schneider [8, p. 731, the triplet (7~, Y, 6) is called 
the inertia, In(A), of a general, real or complex, matrix A, where ,r = n(A) is 
the number of eigenvalues of A with positive real part, v = v(A) is the num- 
ber of eigenvalues of A with negative real part, and 6 = S(A) is the number of 
eigenvalues of A with zero real part. In case A is Hermitian, so that A = A*, 
all its eigenvalues are real and the Law of Inertia for Hermitian forms [2, 
p. 3341 asserts that, however the Hermitian form x*&c is written as a sum 
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of squares, x*.4x = C aiXJj , the (aj} are real and 7r of them are positive, 
v of them are negative, and 6 of them are zero. 
If n = n + v + 6 is the dimension of A, and X is any n x n matrix, the 
expression x;& c~~A~XA*~, in which {CkL} are arbitrarily chosen scalars, is 
also an 11 x n matrix. This expression is more general than it appears to be 
at first sight, since by the Cayley-Hamilton Theorem, higher powers of A and 
A* in an apparently more general expression may be replaced with linear 
combinations of the powers included above. The function 
n-1 
$(A, P) = 1 CkZhkpZ (1) 
k.l=O 
is a polynomial in h and p, and gives rise to the rze quantities {# , X,)} where 
{h,} are the n eigenvalues of A. In terms of these quantities, 
f’(A) = fi (#@k 9 A,> + ‘$((/\I > A,)), 
k.j=l 
d = 4 dia&thk 9 A,) + ‘$@k 9 A,))- 
The notation %‘{A} = (A + A*)/2 denotes the Hermitian part of the 
Toeplitz decomposition of A. 
III. EXISTENCE OF SOLUTIONS 
The matrix equation 
n-1 n-1 
c c~~A~XA*~ + c E,,A’XA*” = s, 
k.Z-0 k.Z-0 
(2) 
in which S is a given matrix and X is the unknown matrix, is a special case 
of the general linear matrix equation discussed by Macduffee [6, Ch. VIII, 
pp. 89, et seq.], This equation is equivalent to an n2 x n2 linear system for 
the elements of X, whose coefficient matrix, expressed in terms of Kronecker 
products, is just 
78-l 
M = c (ckz + z,k) A” @ A*Z. 
k. Z-0 
(3) 
According to a theorem of StCphanos ([9], quoted by MacduRee [6], p. 83) 
the eigenvalues of M are the na quantities 
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whence it is seen that (2) admits an unique solution X when, and only when, 
P(A) f 0. Clearly, if S = S* is Hermitian, then, if X satisfies (2), so does 
X*, and X = X* when X is the unique solution of (2); in general B(X) 
satisfies (2) whenever X does. Conversely, when X = X* is Hermitian, the 
left side of (2) is 2&‘{Cnm1 k,lE,, c,@XA*~) and is also Hermitian. The problem 
in hand is the investigation of the inertia of Hermitian solutions X of (2) in 
those cases in which S is Hermitian and positive definite. 
The following theorem gives a necessary and sufficient condition, weaker 
than P(A) f 0, for the existence of an Hermitian matrix X for which 
B{r&‘-, cJ”XA*~} is positive definite. 
THEOREM 1. A necessary and s@icient condition for the existence of an 
n x n Hermitian matrix X such that B?{C&y, c,,AkXA*l} is positive defkite 
is that A be non-singular-i.e. that none of the n quantities {+(& , Xj)} be pure 
imaginary. 
Proof. 1. Suppose that A is non-singular. Since 
i 
n-1 
W c c,,AkXA*l - 
k.Z==0 
1 - C c,,AkXA*l + C r,,AzX*A** 
2 
is H;yitian, then when U is unitary and D is real diagonal and non-singular, 
%,(c,&, ck,AkXA*‘} is positive definite when, and only when, 
O-1 
c c,,A’“XA*’ U*D 
k.l-0 I 
n-1 
= 4 ,;:, ckl(DUAkU*D-l) (DUXU*D) (D-‘UA*W*D) 
n-1 
+ 4 1 c~,,(DUAW*D- ‘) (DUX*U*D) (D-‘UA*kU*D) 
k.l-=0 
is positive definite. Moreover 
Y = DUXU*D (4) 
is Hermitian when, and only when, X is Hermitian and, in this case, 
In(Y) = In(X). 
Let U be a unitary matrix which transforms A to Schur canonical form- 
i.e. upper triangular form. Let UAU* = A + R(l) where 
A = diag{h, , A, ,..., A,} and 
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with r$’ = 0 for k 3 j. Then UA”U* = (1” + R(k), where R(k) has the 
same form as R(l). Moreover, UA*lU* =/it + R*(l) is lower triangular. 
Let D = diag{Pi} = diag{l, 6-1, S-a,..., 61-n}, where 6 is an arbitrarily 
chosen positive number. Then DUA”U*D-1 = Ak + E(k) where 
Et", = DR'k'D-1 SO that, if E(“) = (e$), then e$) = 0 for i >j and 
e$) = Pi@ = O(6), at least, as 6 ---f 0, for i <j. Similarly, 
D-luA*lu*D = AZ + E”(l) 
It is sufficient, therefore, to consider 
n-1 n-1 
3 k;Ockz(Ak + EC”)) Y(/zz + E*(I)) + 4 1 &(A’ + Etz)) Y*(ii” + E*(“)) 
k.Z=0 
= -& k;o [c,,A"yJ' + fk,,Azy*/l'e] + o@), 
and, with 
= A2 + O(6). 
Y=A=Y*, (5) 
Since A is non-singular it is easily seen, from Gershgorin’s Theorem, that, 
for sufficiently small positive values of S, the quadratic form is positive 
definite. Consequently W{~~~‘, c,~A~XA*~) is positive definite when, 
from (4) and (5), 
X = U*D-lAD-lU (6) 
2. Suppose that, for some Hermitian matrix X, 9Q&to c,,A~XA*~} 
is positive definite but that, for some j, $(hi , &) is pure imaginary. Corre- 
sponding to this Aj there will exist an eigenvector pi of A* for which 
A*‘pj = Xjzpj and /+*A” = hjkpi*. 
For this vector, as for all vectors, 
or 
n-1 




C ckl~jk~j*x~jhjz $- C EkzAjz~j*X/bJjk > 0, 
k.Z-0 k.Z=O 
which is impossible when +(Aj , xi) is pure imaginary. Thus, the condition 
that A be non-singular is necessary. 
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IV. THE INERTIA OF HERMITIAN SOLUTIONS 
The following theorem now characterizes the inertia of every Hermitian 
matrix X for which L%!{x&y’, c,,A”XA *z> is positive definite. 
THEOREM 2. Suppose that A is non-singular, and that X is an Hermitian 
matrix for which 9%{~;$, c,,A~XA*~} is positive definite. 
Then 
In(X) = In(A). (7) 
Proof. 1. Suppose that P(A) f 0, and that 
I 
n-1 
W c cklAkXA*l = S. 
k,l=O i 
Then S is Hermitian and positive definite and, for this choice of S, the 
matrix Eq. (2) has a unique solution X given explicitly by formula (6). 
Clearly, condition (7) is satisfied by this X. 
2. Suppose that P(A) = 0. Then, one or more of the eigenvalues of the 
matrix M, defined by (3), is zero. However, there will exist arbitrarily small 
values of t for which M + tI is non-singular. Moreover, for all sufficiently 
small values of t, In(A + tI) = In(A) since it has been assumed that the 
diagonal elements of A are all non-zero. The elements of X satisfy the 
linear system MX = S, equivalent to (2), whence (M + tI) X = S + tX 
and, for all sufficiently small values of t, S + tX is positive definite. Thus, 
by the preceding part of the proof of this theorem, In(X) = In(A + tI) 
whence In(X) = In(A). 
V. REFORMULATION OF THEOREM 2 
The following theorem is simply a reformulation of the preceding results 
in terms of the matrix Eq. (2). 
THEOREM 3. Suppose that 
n-1 
‘#@, p) = 1 Cklhk$ 
k. l=O 
(1) 
is a given polynomial in h and CL, with the property that +(A, , 5) has non-zero 
real part whenever Xj is an eigenvalue of a given n x n matrix A. Suppose that 
S is a given positive-dejkite Hermitian matrix. 
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Then, the matrix equation 
n-1 R-l 
c %jAkxA*’ + c EkrA’XA*” = s 
k, I=0 k, I=0 
(2) 
always admits at least one Hermitian solution X, and every Hermitkn solution 
X of Eq. (2) has the property 
In(X) = In(d) (7) 
where 
VI. EMPLES 
The following examples illustrate the application of the results of this 
paper. 
EXAMPLE 1. Let +(A, p) = ihe-ie for a real, positive parameter B. Then 
d = diag{&?e(ie-“Qj)} SO that, if A, = ei=j 1 Aj 1 , d = diag{) Aj 1 sin(b - aj)}. 
The matrix Eq. (2), with S = I, becomes 
ie-iBAX _ ieiOXA* = I , (8) 
so that, if In(X) = (7~, Y, a), it is assumed that S, which equals the number 
of eigenvalues of A for which sin(8 - aj) = 0, is zero. Then, ?r is just the 
number of eigenvalues of A for which sin(8 - aj) > 0 and v is the number of 
eigenvalues of A for which sin(B - ai) < 0. There are thus n eigenvalues of 
A for which t9 > c+ > 0 - rr. Several special cases are of interest. 
EXAMPLE la. In case 0 = 0 and A has no real eigenvalues, rr is the num- 
ber of eigenvalues of A in the lower halfplane and v is the number in the 
upper half-plane. In this case, X is analogous to the form constructed by 
Hermite [4] for the determination of the number of zeros of a complex 
polynomial in the upper half-plane. 
EXAMPLE lb. In case 0 = - 7~12 and A has no pure imaginary eigen- 
values, (8) reduces to the Liapunov matrix equation [3, p. 1891 
AX+XA*=-I. (9) 
In this case 7r is the number of eigenvalues of A in the left half-plane and v 
is the number in the right. 
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EXAMPLE lc. In case A is real, so that its eigenvalues occur in conjugate- 
complex pairs, the inequality 6 > ai > 6 - n may be replaced with 
6 > aj > - 8 so that, in this case, n is the number of eigenvalues of A in the 
sector 1 aj / < 0. The solution X of (8) in this case is analogous to the form 
constructed by Fujiwara [l, p. 321 for the determination of the number of 
zeros of an entire function of genus zero or one, with real coefficients, which 
lie in a sector. 
The matrix equations of Examples (la) and (lb) may be generalized 
slightly as follows: 
EXAMPLE 2a. Let +(A, CL) = iX + t for real values of t. Then 
A = diag{- Im{&} + t} and the relevant matrix equation, with S = 1, is 
iAX-iXA*+2tX=I. 
In this case, 7r is the number of eigenvalues of A whose imaginary part is 
less than t, while v  is the number of eigenvalues of A whose imaginary part is 
greater than t. 
EXAMPLE 2b. Let $(A, U) = - h + t, for real values of t. Then, 
A = diag{- Be(hj} + t} and the Liapounov Eq. (9) becomes 
AX+X*A-2tX=-I. 
In this case, r is the number of eigenvalues of A whose real parts are less 
than t. 
EXAMPLE 3. Let +(A, U) = - i/4 (h - 5)” where 5 = 5 + iv 
and X = x + iy. Then d = 4 diag{(xj - 5) (yj - 7)) and the Eq. (2), with 
S = I, becomes 
or 
A2X - XA*2 - 2(AX - XA*) + (c2 - 52) X = 4iI. 
In this case v  is the number of eigenvalues of A lying in the quadrants 
(x - E) (y - 7) > 0 and v  is the number of eigenvalues lying in the qua- 
drants (x - 5) (y - 7) < 0 on the assumption that (x - .$) (y - 7) # 0 
for all eigenvalues. The number of eigenvalues lying in a rectangle may be 
expressed in terms of these quantities evaluated at the corners of the rectangle. 
The solution X in this case is analogous to that suggested by Hermite [4, 
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p. 451 for the determination of the number of zeros of a polynomial in a 
rectangle. 
The equations of examples l-3 may all be deduced from the Liapounov 
Eq. (9). 
EXAMPLE 4. Let +(A, p) = Ap - p2 for real values of p. Then 
A = diag{/ Aj j2 - p2} and the Eq. (2), with S = 1, becomes 
AXA* + A*XA - 2p2X = I. (10) 
In this case, w is the number of eigenvalues of A outside the circle, centred 
at the origin, of radius p, and v is the number of eigenvalues inside this 
circle; under the assumption that no eigenvalues lie on this circle. 
The Eq. (IO) of this example, in the case p = 1, may be contrasted with the 
equation A*XA - X = S which is obtained from the Liapounov Eq. (9) 
under the Cayley transformation A + (I + A) (I - A)-l. 
EXAMPLE 5. Let +(A, II) = aA, + bh2 + b2 - u2 for real parameters 
a > 6. Then 
A = diag{(a + b) xj2 + (a - b)yj2 + b2 - a2> 
and the Eq. (2), with S = 1, becomes 
uAXA* + bA2X + 2(u2 - b2) X + uA*XA + bXA*2 = I. 
In this case rr is the number of eigenvalues of A lying outside the ellipse 
x2/@ - b) + Y2/(U + b) = 1, while v is the number of eigenvalues lying 
inside this ellipse, on the assumption that no eigenvalues lie on the ellipse. 
The equation of example 5 does not appear to be related to the Liapounov 
equation (9). 
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