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The best Chebyshev approximation of degree n to a continuous functionfon [0, l] 
is the unique polynomial cp of degree less than or equal to n such that the maximum 
difference off and cp on [0, l] is minimized. Gn the basis of a formal model of 
computation, it is shown that the question of whether the best Chebyshev approxi- 
mations of polynomial-time computable functions on [0, l] are always polynomial- 
time computable depends on the relationship among well-known discrete complexity 
classes. ln particular, P = NP implies that these best approximations are polynomial- 
time computable, and EXP # NEXP implies that these best approximations are. not 
polynomial-time computable. It is also pointed out that the fact that the popular 
Remes algorithm converges fast does not conflict with the above result, since the 
Remes algorithm requires, in each iteration, the finding of maximal points of con- 
tinuous functions on an interval [a, b], which is, in general, provably intractable. 
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1. INTRODUCTION 
The classical Weierstrass approximation theorem may be stated as follows: 
WEIERSTRASS THEOREM. Letf be a continuousfunction on [0, 11. Then, 
for each k L 0, there is a polynomial (pk such that 1 f(x) - pk (x) 1 S 2-k for 
all x E [O, 11. 
In recursive analysis, when we consider polynomial approximations to 
computable real functions, a recursive version of the Weierstrass theorem 
holds. First, we need to define the notion of a recursively enumerable se- 
quence of polynomials. Let D be the collection of all dyadic rationals, i.e., 
all ratio&s with finite binary expansions. A sequence {(pk}& of (real-valued) 
polynomials is recursively enumerable if there is a recursive function that 
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takes an integer k as input and outputs an integer nk and nk + 1 dyadic 
rationals a~, . . . , anlt in D such that nk = degree of Qk , and R(X) = 
Z& &Xi. 
WEIERSTRASS THEOREM IN RECURSIVE ANALYSIS (Pour-El and Caldwell, 
1975). Let f be a computable real function on [0, 11. Then there exists a 
recursively enumerable sequence of polynomials {Qk} such that for each 
k 1 0, If(x) - Qk(x)I 5 2-kfor allx E [0, 11. 
Shepherdson (1976) has pointed out the importance of this recursive ver- 
sion of the Weierstrass theorem; namely, it provides us with a method of 
computing a recursive real function by a straight-line-type finite program 
(with an integer input and a real input). Furthermore, it shows immediately, 
for instance, that the integral function of a computable real function on a finite 
interval is computable. 
In practice, however, one would need a much stronger version of the 
Weierstrass theorem to be able to apply it to, for example, the numerical 
integration problem. This leads us naturally to consider the subrecursive 
versions of the Weierstrass theorem. In other words, we would like to know 
what the complexity of the sequence {Qk} is. By simply considering the 
degrees nk of the polynomials Qk, we obtain immediately the following 
results: 
(1) By a standard proof of the classical Weierstrass theorem (for exam- 
ple, using the Bernstein polynomials), for any continuous function f on [0, 11, 
there exist polynomials {Qk} of degrees nk I 2 p(k) for some integer polynomial 
p such that If(X) - (pk(x) 1 5 2-k for Ed X E [o, 11. 
(2) By the well-known Jackson-Bernstein theorems on the relationship 
between the degrees of best approximation off and the smoothness of the 
function f, there is no fixed (integer) polynomialp for which every continuous 
function f on [0, l] possesses approximation polynomials {Qk} with degrees 
nk 5 p(k) such that 1 f(X) - C&(x) ) 5 2-k for all X E [o, 11. 
In addition, it is easy to extend the above observations to computable real 
functions in subrecursive complexity classes. Therefore, we have an ex- 
ponential version of the Weierstrass theorem that, roughly speaking, states 
that each exponential-time (in time 2 &* for some polynomial p) computable 
function f on [0, l] can be approximated by an exponential-time computable 
sequence of polynomials {Qk} such that If(x) - t&(x) I 5 2-k for all 
x E [0, 11. On the other hand, the more useful polynomial version of the 
Weierstrass theorem, the statement of which is similar to that of the ex- 
ponential version with “polynomial-time” replacing “exponential-time ,” does 
not hold. (For the formal definitions of exponential-time and polynomial-time 
computable real functions and sequences of real-valued polynomials, see 
Section 2.) 
We note that the failure of the polynomial version of the Weierstrass 
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theorem is to be expected from the point of view of numerical computation, 
since the polynomial version would imply a polynomial upper bound on the 
time complexity of some nontrivial numerical operations. For instance, the 
polynomial version of the Weierstrass theorem would imply that the integral 
function of a polynomial-time computable real function is also polynomial- 
time computable, while there is no known integration algorithm achieving the 
polynomial-time bound. In fact, this consequence of the polynomial version 
of the Weierstrass theorem would, in turn, imply that P = #P and hence 
P = NP (see Friedman, 1984). 
Although the polynomial version of the Weierstrass theorem fails, it is 
still desirable, on many occasions, to compute the best polynomial approxi- 
mation to a given function, we well as the error given by the best approxi- 
mation. Letfbe a continuous function on [0, 11. Denote by POLY, (R) the set 
of all real-valued polynomials whose degrees are less than or equal to n. We 
let 
and let Q,* (f) be the unique polynomial in POLY, (R) such that 
The goal of this paper is to investigate the computational complexity of the 
sequences {E,(f)} and {Q,* (f)} for polynomial-time computable functions f. 
This study follows the general framework of the complexity theory of real 
functions developed by Ko and Friedman (1982). (See also Ko, 1982,1983b, 
1985, 1986; Friedman, 1984.) This theory uses the results in discrete com- 
plexity theory to establish lower bounds for the computational complexity of 
numerical operations. In particular, the following result on the computational 
complexity of maximization of real functions provides directly lower bounds 
for the sequences {E.(f)} and {cp,*(f)}. (In the following, P = ? NP and 
EXP = ? NEXP are major open questions in discrete complexity theory; see, 
for example, Garey and Johnson, 1979.) 
PROPOSITION A (Ko, 1982; Friedman, 1984). In the following, 
(4 3 04 + (4. 
(a) P = NP. 
(b) For every polynomial-time computable real function f on [0, 11, 
max{f (x) : 0 I x I 1) is a polynomial-time computable real number. 
(c) EXP = NEXP 
On the basis of this result and the classical characterizations of the best 
approximation, we obtain the following results. 
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(1) P = NP implies that the sequence {E,(f)} is polynomial-time com- 
putable if f is polynomial-time computable; and that, in turn, implies 
EXP = NEXP (Corollary 3.5). 
(2) P = NP implies that the sequence {q,*(f)} is polynomial-time 
computable if f is polynomial-time computable; and that, in turn, implies 
EXP = NEXP (Theorem 4.3). 
The sufficient condition P = NP in (1) can actually be replaced by a 
much weaker condition that involves more technical definitions in discrete 
complexity theory, and will be discussed in Section 3. On the other hand, it 
is not known whether the condition P = NP in (2) can be weakened. 
The problem of finding best approximations is a well-studied problem in 
numerical analysis. There exist several iterative algorithms for this problem 
that converge very fast. Thus, with the common belief that EXP # NEXP, 
our result seems to be counterintuitive. However, a more careful examination 
of these iterative algorithms, for example, the popular Remes second algo- 
rithm, shows that each iteration of these algorithms involves some com- 
putationally intractable steps. For example, in the Remes second algorithm, 
it essentially requires, in each iteration, a subalgorithm that finds local max- 
imal points of a given function. The following result, which analyzes the 
computational complexity of the maximal points of a polynomial-time com- 
putable function, shows that this subproblem is computationally intractable 
and thus explains the above-mentioned contradictory phenomenon. We say y 
is a maximal point forf if f( y) = max {f(x) : 0 Cr x 5 I}. 
(3) There exists a polynomial-time computable functionfon [0, l] all 
of whose maximal points are not computable (Corollary 5.2. This is a simple 
extension of Specker’s (1959) result on the maximal points of computable real 
functions .) 
We note that there are some modified Remes algorithms (e.g., Gold- 
stein, 1984) that do not require the finding of exact maximal points and still 
converge fast. We will discuss this further in Section 5. 
We give necessary notation and definitions in Section 2. This includes 
the definition of polynomial-time computable real functions. We also present 
Proposition A more precisely in Section 2. Some basic properties of poly- 
nomials are also presented. Results (l), (2), and (3) are proved in Sections 
3, 4, and 5, respectively, with more detailed analysis. In Section 6, we point 
out some open questions in this study. 
2. PRELIMINARIES 
In this section, we give necessary definitions and basic properties of 
polynomial-time computable real functions and their best approximations. 
Since we are applying the theory of NP-completeness to real-valued func- 
tions, it is necessary to deal with two sets of notation that may have conflicts. 
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So, we have to change certain conventional uses of symbols. We will use s, t 
to denote finite strings over (0, l}*; i, j, k, m, n to denote integers; d, e to 
denote dyadic rational numbers; and x, y, z to denote real numbers. We use 
f, g for real-valued functions, (Y, p for integer-valued functions. We let 
PGLY(N) denote the class of all polynomials with nonnegative integer 
coefficients. We let POLY, (R) denote polynomials with degrees In and with 
real-valued coefficients, and let PGLY (Z?) = U n20 POLY, (R) . We use p, q 
to denote polynomials in POLY(N), and Q, $ to denote polynomials in 
POLY (R) . 
2.1. Discrete Complexity Classes 
We assume the reader is familiar with Turing machines (TMs), oracle 
Turing machines (oracle TMs), nondeterministic Turing machines (NTMs), 
nondeterministic oracle Turing machines (oracle NTMs), and their com- 
putational complexity. Let P and NP denote the classes of sets (of binary 
strings) accepted by polynomial-time TMs and NTMs, respectively. Let A be 
a set and % a class of sets. We let P(A) and NP(A) be the classes of sets 
accepted by polynomial-time oracle TMs and oracle NTMs, respectively, 
with A as an oracle. Let P(%) = U{P(A) : A E %} and NP(%) = 
U{NP(A) : A E %}. The relativized polynomial-time hierarchy is defined as 
Z:(A) = II!(A) = A:(A) = P(A) 
and, fork 2 1, 
%(A) = NP(%(A)), II:(A) = co-Z:(A), A:(A) = P(&(A)). 
When A = $4, we write Z!, ll[, and A[ for Z!(@), ll,‘(gl) and A!(@. 
Let EXP and NEXP be the classes of languages accepted by TMs and 
NTMS, respectively, in time 2” for some constant c. Sets of strings over a 
single letter are called tally sets. We let P,, NP,, and A:,, denote the classes 
of tally sets that are in P, NP, and A!, respectively. 
It is not known whether the polynomial-time hierarchy is infinite or not. We 
only know that for each k L 0, A! c 2,’ n IlIkp c C,P C AR,. In particu- 
lar, whether P = NP is a major open question. Similarly, whether P, = NP, 
is not known, but is known to be equivalent to EXP = NEXP. We know that 
P = NP implies EXP = NEXP, but the converse is open. The reader is 
referred to Hopcroft and Ullman (1979) and Garey and Johnson (1979) for 
more detailed discussion of the relationship among these complexity classes 
of sets. 
In this paper we need to deal with computational complexity of functions 
(defined on binary strings). Let o: (0, l}* -j (0, l}* be a partial, multi- 
valued function. We define 
Graph(a) = {(s, t) : t is a value of (Y(S)}, 
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and 
Under(a) = {(s, t) : there is a value u of a(s) such that t I u}. 
Graph(a) and Under(a) will be used as the set representations of cr, and also 
used to define the computational complexity of a. Note that for a single- 
valued function cy, (Y is computable by a polynomial-time TM transducer iff 
Under(a) E P, and this implies Graph(a) E P. On the other hand, 
Graph(a) E NP iff Under(o) E NP 
2.2. Polynomial-Time Computable Real Functions 
We use binary strings to represent real numbers. Define D to be the set of 
all dyadic rational numbers, i.e., D = {m/2” : n 2 0). A dyadic rational 
d E D is represented by a string of the form 
with each di and ej in (0, l}, and its value is 
d = 2 i di . 2’ + 2 ej . 2-i . 
i=O j=l 
For each d in D, there are infinitely many string representations. Let S be the 
set of strings that represent some d in D. For each string s E S, we write lth(s) 
to denote its length and prec(s) to denote the number of bits to the right of the 
binary point. In the rest of the paper, we will use the strings in S to denote 
both the representations of a number in D and the number itself. 
Each real number x is represented by Cauchy functions and lef cuts. We 
say a function (Y: N -+ S binary converges to a real number x if for each 
n EN, I(Y(~) -xl 52-“. WesayasetL CSisaleftcutofxifthereis 
a function (Y binary converging to x and L = L, = {d E S : d I (Y (prec(d))}. 
In other words, {(n, d) : prec(d) = n, d E L,} is just Under(a). 
DEFINITION 2.1. (a) A 1 rea number x is computable if there is a com- 
putable function (Y that binary converges to x. 
(b) A real number x is polynomial-time computable if there is a 
polynomial-time computable function (Y: N + S that binary converges to x 
(i.e., a(n) can be computed in time p(n) for some p E PGLY(N)); equiv- 
alently, if there is a left cut L of x that is in I? 
(c) A real number x is NP computable if there is a left cut L of x that 
is in NP 
We write & and NP, to denote the class of all polynomial-time and NP, 
respectively, computable real numbers. 
Now we define computational complexity of real functions. The com- 
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putational model for a real function is the oracle TM. We consider only real 
functions defined on [0, 11. 
DEFINITION 2.2. (a) A real function f: [0, l] + R is computable if 
there is an oracle TM M such that for each function CY: N --* S that binary 
converges to some x E [0, l] (used as an oracle) and for each integer n (as 
input), M”(n) outputs a dyadic rational d such that 1 d - f(x) 1 I 2-“. (In 
other words, M” computes a function binary converging tof(x) if (Y binary 
converges to x.) 
(b) A real functionf: [0, l] + R is polynomial-time computable if f is 
computed by M as defined in (a) and M operates in polynomial time (i.e., for 
all cr, n, M*(n) halts in p(n) moves for some p E POLY(N)). 
A polynomial-time computable real function f must be continuous and 
must have a polynomially bounded modulus function on [0, 11. 
PROPOSITION 2.1. Assume that f: [0, l] + R is polynomial-time com- 
putable. Then there is a junction p E POLY(N) such that for all 
x, y E [0, 11, 1 x - y 1 5 2-rCn) implies If(x) - f(y) 1 5 2-“. 
For more discussion on the representations and computational complexity 
of real numbers and real functions, see Ko (1983a) and Ko and Friedman 
(1982). 
The computational complexity of the continuous maximization problem 
has been studied by Ko (1982) and Friedman (1984). We summarize the main 
results in the following. 
PROPOSITION 2.2. (a) The class of maximum values of polynomial-time 
computable real functions is exactly the class of Np computable real num- 
hers . 
(b) The maximum functions g(x) = max {f(y) : 0 5 y 5 x} of all 
polynomial-time computable functions f are polynomial-time computable iff 
P = NP 
We remark that P = NP implies that all NP computable real numbers are 
polynomial-time computable, and that, in turn, implies P, = NP, (Ko, 1982). 
The converses of the above are open. In Section 3, we give a sharper result 
on these questions. 
2.3. Elementary Properties of Real-Valued Polynomials 
The main question studied in this paper involves the computational com- 
plexity of polynomials in POLY(R). In this subsection, we define the class of 
polynomial-time computable sequences of real-valued polynomials and re- 
view basic properties of these polynomials. 
Recall that for a continuous function f, E,,(f) is the minimum error 
achieved by approximation of polynomials in POLY, (R), and cp,* (f) is the 
best approximation off in lQLY,(R). We need to define the computational 
complexity of sequences {E,, (f )} and { 9pX (f )}. 
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DEFINITION 2.3. (a) A sequence {x,,} of real numbers is polynomial-time 
computable if there are a two-variable polynomial p E POLY(N) and a 
function a: N X N + S such that for all n, k 2 0, 1 cu(n, k) - x,, 1 4 2-k, 
and such that (Y (n, k) is computable in time p (n, k) (equivalently, if, for each 
n 5 0, there is a left cut L, of x,, such that L = {(n, d) : d E L,, 
n 1 0) E P; i.e., “(n, d) E? L” can be determined in timep(n, lth(d))). 
(b) A sequence {x”} of real numbers is NP computable if, for each 
n 2 0, there is a left cut L, of x, such that L = {(n, d) : d E L,, 
n 2 0) E NP (i.e., “(n, d) E? L” can be determined by an NTM in time 
q(n, lth(d)) for some q E POLY(N)). 
DEFINITION 2.4. A sequence { &} of polynomials of POLY(R) is 
polynomial-time computable if 
(a) there is a polynomial p in POLY(N) such that for each n, d, = 
degree (e,,) 5 p(n); and 
(b) there are a TM M and a polynomial q E POLY(N) such that for 
each n, k 2 0, 
(b.1) M(n, k) halts in timep(n, k). 
(b.2) M(n, k) is a (d,, + I)-tuple (b,, bl, . . . , bd,) of strings in S 
such that for all i = 0, . . . , d,, 1 bi - a,,i 1 5 2-k, where 
i=O 
The condition (b.2) of Definition 2.4. may be replaced by the following 
condition: 
(b.2)’ M(n, k) is a (d,, + 1)-tuple (bo, b,, . . . , bd,) of strings in S 
such that for all x E [0, 11, 
l);(X) - i bix’ I 2-k. 
i=O 
The proof of this equivalent definition uses some of basic properties of 
polynomials in POLY(R) which are listed below. (In particular, Lemma 2.5 
shows immediately that condition (b.2) of Definition 2.4 can be replaced by 
(b.2)‘.) These facts are well known but are usually stated in different forms. 
(See, for example, Rice, 1964; Cheney, 1982.) We include their proofs in the 
Appendix. In the following, Lemma 2.3 gives a uniform bound to coefficients 
of a polynomial in POLY(Z?); Lemma 2.4 gives a uniform modulus function 
for a sequence of polynomials in POLY(Z?); and Lemma 2.5 shows that 
polynomial functions in POLY(R) are continuous as functions of its coeffi- 
cients . 
LEMMA 2.3. Assume that p(x) = E:zo aixi is in POLY,(R) such that 
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maxotixxl IQW 1 5 Mf or some M. Then, 1 ai 1 I 2Mn2’ for all i = 0, . . . , 
n. 
LEMMA 2.4. For every integer M > 0, there is a two-variable poly- 
nomialp in POLY(N) such thatfor any polynomial cp E POLY, (R) such that 
maxo5X51 ) q(x) 1 I M, and any x, y E [0, I], and any k 2 0, 
lx - y 1 5 pW) implies I V(X) - q(y) I 5 2-k 
LEMMA 2.5. There is a&ed polynomial q in POLY (N) such that for any 
n 2 0 and any two polynomials q(x) = Cy=oaix’ and $(x) = Zyzobix’ in 
POLY, (R), we have, for each k 2 0, 
(a) I ai - bi I I 2-q(“vk) for i = 0, . . . , n implies I V(X) - I@) I 5 
2-‘for all x E [0, 11, and 
(b) I Q(X) - +(x) I I 2-q(“sk’ for all x E [0, l] implies lai - bil 5 
2-k for i = 0, . . . , n. 
The following well-known characterization theorem for the best 
approximations will be used in Sections 3 and 4. 
PROPOSITION 2.6 (Chebyshev’s alternating theorem). For any continuous 
function f on [0, l] and for any n L 0, there are n + 2 points 
xo<x,<--* <x,+, in [0, l] such that, for i = 0, . . . , n + 1, 
where either ai = (- l)i for all i or oi = (- l)‘+’ for all i. 
PROPOSRION 2.7 (Theorem of de la Valk Poussin). Letf be a continuous 
function on [0, l] and Q a polynomial in POLY, (R). Zf there exist n + 2 
points ~0 C x1 < * * * < x,+1 in [0, l] such that thefunction f - Q assumes 
alternately positive and negative values at these points, then E,,(f) L 
min{\f (xi) - Q(Xi) I : 0 I i 5 n + 1). 
3. COMPLEXITY OF ERRORS OF BEST APPROXIMATIONS 
Recall that for each continuous function f on [0, 11, and for each n >- 0, 
R,(f) = &$W OSxSl m4fh) - Qb)l. 
In this section we investigate the computational complexity of the sequence 
{E, (f )} for polynomial-time computable functions f. 
THJZOREM 3.1. Let f be a polynomial-time computable function on [0, 11. 
Then, the sequence {E,(f)}rCo is NP computable. 
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Proof. The idea of the proof is quite simple and can be described as 
follows. In order to determine whether a dyadic rational d is less than or equal 
to En = I%, we can nondeterministically guess a polynomial 
cp E POLY, (R) with dyadic rational coefficients, and also guess n + 2 ex- 
tremal points e. < el < * * * < en+l in D fl [0, 11, and then check, in poly- 
nomial time, that f(ei) - I assumes alternately pOSithe and negative 
values and each (f(ei) - cp(ei) 1 is at least as large as d. If such witnesses Q 
andeo,. . . , e,+l exist then, by the theorem of de la VallQ Poussin, d 5 En. 
The following is a more careful proof that includes a detailed analysis of 
rounding errors that occurred in the above argument. 
Let M be an oracle TM that computes f in time pi(k) for some 
p1 E POLY(N). A ssume that If(x) 1 I Ml for all x E [0, 11. Then, it is easy 
to see that @cl(x) = 0 satisfies If(x) - +(x)) I Ml for all x E [0, 11, and 
hence Q: = co,*(f) must have I Q,*(X) 1 I 2M1 for all n I 0 and all 
x E [0, 11. By Lemma 2.3, if Q,*(X) = E~=~u,~x~ then Ia,il I 4Mln’, 
i=o,. . . , n, n ZE 0. Let pz and p3 be polynomials in POLY (iV), given by 
Lemmas 2.4 and 2.5, such that for x, y E [0, 11, and n, k 2 0, 
) x - y 1 5 p2hW implies I Q,*(X) - Q,*(Y) I I 2-k 
1 U,i - b,,i ( 5 2-p3(n’k) hlj&S Q,*(X) - 2 bn,iX’ 5 2-’ 
i=O 
Now, choose a polynomial p E POLY(N) such that p (n, k) z pi(k), 
p&z, k), p3(n, k) for all n, k 2 0 and p(n, k) 1 n + k for all n, k z 0. 
Next, define, for each n 1 0, a set L,, of all dyadic strings d E S such that 
&o, * * * 9 U, E S, Iail 5 (4M1 + 1) en’, prec(ai) 
5 p(n, m + 3), i = 0, . . . , n) 
(3eo < el < - - - < e,+l E S fl [0, 11, pIEC(ei) 
I p(n, m + 3), i = 0, . . . , n + 1) 
+ 3) - i t& 2 d - 2-(“‘+‘), j = 0, . . . , II + 1 
i=O 1 
or 
+ 3) - 2 uiej 2 d - 2-(m+1), j = 0, . . . , n + 1 , 
i=O I 
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where m = prec(d) and Mq(m + 3) denotes the output of M on input m + 3 
with a function cy that binary coverges to ej as an oracle. 
Then, consider the set 
L = {(n, d) : d E L”, n 1 0). 
It is obvious from the definition of L, that L E NI? All we need to show is 
that each L, is a left cut of E,. It suffices to show that 
(i) d E L, implies d I En + 2-m@), and 
(ii) d I En implies d E L,. 
(Proofof( Assume that d E L, and prec(d) = m, and let ao, . . . , a, 
and e. . . . , e,,+] be the witnesses. Let q(x) = Xy=oUiXi. Assume, without 
loss of generality, that for all j = 0, . . . , n + 1, 
(-l)j(Mq(m + 3) - q(ej)) 2 d - 2-(m+‘). 
Then,wehave,forallj=O ,... ,n+ 1, 
(-l>‘(f(ej) - q(ej)) 2 d - 2-“, 
because 1 Mq(m + 3) - f(ej) 1 % 2- (m+3). So, by the theorem of de la Vallee 
Poussin, E,, L d - 2-“. This proves condition (i). 
(Proof @(ii)) For a fixed IZ 2 0, assume that d 5 E,, and prec(d) = m. 
Then, by the Chebyshev alternating theorem, there exist y. < y1 < . . . < 
Y,,+~ in [0, l] such that 
q(f(Yj) - q,*(Yj)) = En, j=O,...,n+l, 
where Uj = (- 1) j for all j or q = (- l)j+’ for all j. Assume that cpx (x) = 
2~=ob&, and let ~0, . . . , U, E D be such that prec(ai) = ~(n m + 3) and 
1 ai - bi 1 5 2-p(n, m + 3), i = 0, . . . , n. Also let eo, . . . , e,+l E D be such 
thatpc(ej) =p(n, m + 3)and(ej - yj] 5 2-p(n*m+3),j = 0,. . . ,n + 1. 
Now, from the choice of the polynomials pl, p2, and p3, we have 
If(yj) - Mq(m + 3) I % 2-(m+3), j = 0, . . . , n + 1, 
and 
1 q,* (ej) - 9: (yj) 1 5 2-(m+3), j = 0, . . . , Tl + 1. 
(Note that I ej - yj ] I ~-J’I(“‘+~), j = 0, . . . , n + 1, implies that ej may be 
used as an oracle for the computation of of M*(m + 3). So Jf( yj) - 
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W(m + 3) 1 5 2-(m+3).) So, for all j = 0, . . . , n + 1, 
q Mq(m + 3) - f$ Uiej 
( i=O 1 
2 aj(f(Yj) - (P,*(Yj)) - If(Yj) - Wm + 3) I 
- I cP,*(Yj) - &(ej) 1 - 1 p,*(ej) -  i a$$ / 
i=O 
1 E,, _ 3. 2-Cm+3 
2 d _ 2-b+]) 
This implies that d E L,. n 
Theorem 3.1 provides an upper bound for the complexity of the sequence 
{E,}. On the other hand, the characterization of maximum values given in 
Proposition 2.2(a) provides immediately a lower bound for each E, . 
mOREM 3.2. For each n 1 0 and each NP computable real number 
x 2 0 there is a polynomial-time computable real function f on [0, l] such 
that E,(f) = x. 
Proof. By Proposition 2.2(a), there is a polynomial-time computable 
function g on [0, l] such that max,-,+,y’I g(y) = x. We can easily modify g 
such that (i) g(y) 2 0 for ally E [0, 11, and (ii) g(0) = g(1) = 0. Now, 
define f on [0, l] as follows. 
f (4 = g((x + i)l(n + 2)) ifx E [i/(n + 2), (i + l)/(n + 2)] 
for some even integer i, 0 4 i I 
n + 1, 
f (4 = -g((x + i)l(n + 2)) ifx E [i/(n + 2), (i + l)/(n + 2)] 
for some odd integer i, 0 5 i I 
n + 1. 
Then, obviously, f is polynomial-time computable on [0, 11. Furthermore, by 
the Chebyshev alternating theorem, cp,* (f) = 0 and E,(f) = x. n 
We now use the above results to relate the computational complexity of 
{E. (f )}, for polynomial-time computable f, to the open questions in discrete 
complexity theory. We first prove the following theorem. 
THEOREM 3.3. The following are equivalent. 
(a) Every NP computable real number is polynomial-time computable; 
i.e., PR = NP,. 
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(b) Every sequence of NP computable real numbers is polynomial-time 
computable. 
(c) For every polynomial-time computable function f on [0, 11, the 
sequence {E,, (f )} is polynomial-time computable. 
Proof. The implications (b) j (c) and (c) + (a) are immediate con- 
sequences of Theorems 3.1 and 3.2, respectively. 
To prove (a) j (b), let {x,,} be an NP computable sequence of real num- 
bers. Without loss of generality, assume that all x,‘s are in [0, 11. Let L, be 
a left cut of X, such that 
L = {(n, d) : d E L,, n 2 0) 
is in Np. For each m 2 0, let da,,, = max{d E S : prec(d) = m, d E L,}. 
By the definition of L, ,I d,, m - xnj I 2-*. Furthermore, foreachn, m 2 0, 
d n, m = 0. s,,, for some s,,, E (0, l}*. 
Now, define a simple translation function T: (0, l}* --* (0, l}* such that 
T(sO) = Sol and T(S 1) = T(S)10 for all s E (0, l}*. 
Using this function T as a coding function, we define a real number y such that 
its binary expansion is 
We claim that y is NP computable, and hence, by the hypothesis (a), 
polynomial-time computable. 
WeshowthattheleftcutL,={d ES:d ry}isinNP.Toseethis,we 
note that for any e E S tl [0, l] with prec(e) = q(n) = Zy==, (2i*) = 
n(n + 1)(2n + 1)/3, if we write the binary expansion of e as 
with lth(ti,j) = 2j for all i 5 j and j 5 n, then we have 
e Sy 
iff [o ’ tl, 1 + 2-* 5 0 - T(S,, I)] 
or [0 . tl, 1 5 0. T(s~, r) and 0. tl,* -I- 2-4 5 0 * T(s,,*)] 
or [0 * tl,l 5 0 * T(s,,~) and 0. tl,2 5 0 * T(SI,~) and 0. t2,* 
+ 2-4 ~5 0 - T(S&] 
or. . . 
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or [0 - ci,i d 0. ~(si,i) and - * * and 0. &-I,” + 2-b 
5 0 - +“-,,“)I 
or [OS tl,, 5 0 - ~(si,,) and * * . and 0 * t,,-1,” 
5 0 - ~(2,,-i,~) and 0 * Cn,,, 5 0 * T(S,,,)]. 
NOW, for each u E S with prey = j, u 5 0 - T(Si,j) is equivalent to 
(3u E S, prec(u) = j) [u E Li and u 5 0 * T(U)]. Therefore, the above 
shows that [e 5 y] is an NP-predicate, if prec(e) = q(n) for some n 2 0. For 
arbitrarye E Swithq(n - 1) < prec(e) < q(n),itiseasytoseethate 5 y, 
iff (3, prec(u) = q(n)) [e I u I y]. This shows that LY E NE? (An alert 
reader may have noticed that we actually proved that 4 is polynomial-time 
positive Turing reduced to L. Since this reduction preserves memberships in 
NP, L E NP implies L, E NP. This reduction and its application to left cuts 
have been discussed by Ko (1983a) and Selman (1982).) 
Now we know that y is polynomial-time computable, so we can compute 
an approximate value d to y with 1 d - y ( I 2-(d”)+‘), and extract from d the 
stringssi,., . . . , s,, ,, exactly, because the binary expansion of y has alternate 
O’s and l’s in every 2 bits and the errors in the (q(n) + 2)nd bit cannot 
propagate to the q(n)th bit. In other words, an approximate e to x, with error 
le - x,, 1 5 2-k may be found in time 0 (p (q(m) + 2)), where tn = 
max{n, k} and p E POLY(N) is a time bound for computing y. This shows 
that {xn} is computable in polynomial time. n 
Ko (1982) proved that 
P=NPj&=N&jP,=NP,eEXP=NEXP. 
In the next theorem, we improve the first implication to 
Recall that A;,$ is the class of all tally languages (languages over a single 
letter) in AZ. 
THEOREM 3.4. Fj = A!,, implies pk = N&. 
Proof. Let x E Npk n [0, 11. Then, there is a function CC N+ S such 
that 1 a(n) - x 1 I 2-” for all n and its associated left cut L, = 
{d E S : d I a(prec(d))} is in NP 
Define a set G, = {O(n,r*c) : n, k 10, c = 0, 1,thekthbittotherightof 
the binary point of a(n) is c}. Then, we have G, E A;, since a(n) can be 
computed in time 0 (n) by a binary search with the oracle L,. Now, the 
assumption P, = A :, s implies G, E R . Thus CY (n) can be computed in poly- 
nomial time by querying G, whether 0’“~ ‘9 ‘) E G, for all k I n and c = 0, 1. 
This shows that x is polynomial-time computable. n 
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COROLLARY 3.5. In the following, (a) 3 (b) + (c) j (d). 
(a) P = NP. 
(b) R = AL 
(c) For every polynomial-time computable function f on [0, 11, the 
sequence {En (f )} is polynomial- time computable. 
(d) P,=NP,. 
Remark. None of the converses of the above applications is known. The 
equation of whether P, = NP, implies P, = A!,s is an interesting open ques- 
tion. Hartmanis, Sewelson, and Immerman (1983) have pointed out that there 
exists an oracle X such that 
p,(X) = NP,(X) # %(X) 
and have thus demonstrated the possibility of P, = NP, # x:4,,. We conjec- 
ture that there exists an oracle Y such that P,(Y) = NP,(Y) # A!,,(Y). This 
would show that the question of whether P, = NP, implies P, = A!,, is a 
difficult problem. 
4. COMPLEXITY OF BEST APPROXIMATIONS 
We now study the computational complexity of the sequence (9: (f)} for 
polynomial-time computable functions f on [0, 11. Recall that for a multi- 
valued function cr: (0, l}* --* (0, l}, Graph(a) = {(s, t) : t is a value of 
a w 
THEOREM 4.1. Let f be polynomial-time computable on [0, l] and for 
each n 2 0, let cp,* = cp,* (f). There are a multivaluedfunction a de$ned on 
0* and a polynomial p E POLY(N) such that 
(i) for every n, k 2 0, each value of a(O(“~‘)) is an (n + 1)-tuple of 
strings in S, each string having length I p(n, k); 
(ii) if (bO, . . . , b,) is u value of CX(O(“*~)), then (Zzo bix’ - 
qo,* (xi 1 2-k for all x E [0, 11; . . . 
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cr is total; i.e., for each n, k L 0, CX(O(~,~)) contains at least one 
value (bo, . . . , b,); 
(iv) Graph(a) E A;. 
We first need to establish one more lemma on the nice behavior of 
(real-valued) polynomials. Again, this lemma has been proved in different, 
and perhaps weaker, forms. We include its proof in the Appendix. 
LEMMA 4.2. There exists a two-variable polynomial p in POLY(N) such 
that for any poZynomial Q E mLY,(R) if there are (n + 2) points 
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x0 < Xl -=c * * * < x,+1 in [O, I] such that 
(i) xi+1 - xi 2 2-kf0~ all i = 0, . . . , n, and 
(ii) (-l)‘q(xi) 2 -2-hforulli = 0,. . . ,n + l;Or(-l)i+l~(Xi) 2 
-2-hforall i = 0, . . . , + 1, 
then 1 cp(x) 1 % 2-(h-p(n,k)) for all x E [0, 11. 
Proof of Theorem 4.1. What the theorem says, essentially, is that for any 
n, k L 0, the set of (n + l)-tuples (bo, . . . , b,) that approximates cp,* to 
within an error 2-k can be “recognized” in polynomial time, with the help of 
an NP set. The idea of the proof is to first compute the error E, and then, for 
any given (n + l)-tuple (b,, 6,, . . . , b,), check that for all x E [0, 11, the 
difference between f (x) and IX;==, bix” is not more than E, + 6 for some small 
rounding error 6. Since both the computation of E,, and checking of the 
difference to be no more than E,, + 6 can be done in A! time, the theorem 
then follows. The following is a detailed proof. 
Since f is polynomial-time computable on [0, 11, there is a bound on 
If(x) 1 : (f(x) I 5 MI forallx E [0, 11. LetpI bethepolynomialinPGLY(N) 
given by Lemma 2.4 such that if cp E PGLY, (R) and I cp(x) I 5 2Mr for all 
x E [0, 11, then for all x, y E [0, 11, (x - y] I 2-P1(“9~) implies 
I q(x) - cp( y) I I 2-k. Let p2 be the polynomial given by Lemma 2.5 such 
that for any sequences {ai}y=f=o and {bi}Fo, I ai - bi I 5 ~-Pz(“,~), for all i = 0, 
n, implies I E~=oaix’ - E:Fo bix’ I I 2-k for all x E [0, 11. Let p3 be 
me ’ polynomial given by Lemma 4.2 such that if cp E POLY, (R) and 
OIxo<x,<*** < x,, % 1 satisfy the conditions that (i) xi+1 - xi 2 2-k 
for all i = 0, . . . , n, and (ii) (-l)‘p(xi) 2 -2-hforall i = 0, . . . , IZ + 1 
or (-l)‘+‘q(xi) 2 -2-h for all i = 0, . . . , IZ + 1, then I p(x)1 L= 
2-(h-p3(n,k)) for all x E [0, 11. Now we define two polynomials in PGLY(N): 
rh k) = ph, ph, k + 1)) + k + 2, 
qh k> = pdn, rh k) + 2) + pdn, rh k> + 2). 
We assume that p,(n, k) 2 k. So, we have r(n, k) 2 k + 2 and q(n, k) z 
r(n, k) + 2. 
Assume that E,, = E,,(f) is known. Then, intuitively, we want to define the 
function CI to map each input O(“*k) to all (n + l)-tuples (bo, . . . , b,) such 
that prm(bi) 5 q(n, k), i = 0, . . . , n, and 
i bixi -f(x) 5 E, + 2-“(Ogk’ 
i=O 
for all x E [0, 11. To take care of the possible rounding errors, we will 
instead define Graph(o) directly by an oracle TM and an oracle set in NP, and 
then prove that the function (Y defined by Graph(a) satisfies the requirements 
(i)-(iv). 
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First, let L, be a left cut of E, such that A = {(n, d) : d E L,} E NI? Also 
1etB = {(O(“,R), e, bO, . . . , b”) : bi E S, ( biI 5 4Min2” + 1 and prec(bi) 5 
q(n, k), i = 0, . . . , n; e E S, prec(e) 5 q(n, k); (3d E S, prec(d) = 
q(n, k)) ) ZFobidi - Mf (q(n, k)) 1 L e + 2-““sV}, where Mf is the oracle 
TM computingfin polynomial time. Now define an oracle TM M as follows. 
Note that for two sets X, Y C (0, l}*, X @ Y denotes the set {SO : s E X} U 
(81 :s E Y}. 
ALGORITHMFORT~~EORACLE TM M 
Input: (O’“*“, bo, . . . , b,), bi E S, 1 bi 1 ‘c= 4M1* nz” + 1, 
prec(bi) 5 q(n, k), i = 0, . . . , n. 
Oracle: X $ Y. 
Begin: Binary search for an e E S with prec(e) = q(n, k) such that 
(n, e) E X but (n, e + 2PcnsR)) e X; 
Query whether (O(‘*‘), e, b,, . . . , b,) E B, and accept the 
input iff the answer is no. 
End. 
Now we define (Y to be the function that maps each O(“*‘) to all (n + l)- 
tuples (b,, . . . , b,) such that (O(“T~), b,,, . . . , b,,) is accepted by M with 
oracle A $ B. It is easy to see that A, B E NP and hence A $ B E NI? 
Since Graph(o) is accepted by MAeB, it is in A;. Note that each bi has 
lth(bi) I log] bi I + q(n, k) = q(n, k) + 2n log n + log Ml + 3. SO, re- 
quirement (i) is satisfied. In the following we check requirements (ii) and (iii). 
(iii) To see that (Y is total, we claim that for each n, k, if q,*(x) = 
Ey+aix’ and I bi - Ui I 5 2-4(n*k), i = 0, . . . , n, then (bo, . . . , b,) is a 
value of (Y (O(“v k)). 
First note that each Q,* has I Q:(X) I I 2M1 for all x E [0, 11. This 
implies, by Lemma 2.3, that each ai has Iail 5 4M,n*‘. SO, (bi - ai I I 
2-d”. ‘) implies I bi I I 4M, . nz” + 1. 
Next we check that if ) e - E,, 1 5 2-9(“9k) then IX:%obid’ - 
Mf (q(n, k)) I 5 e + 2- +J) for all d E S rl [0, l] with prec(d) = q(n, k). 
By the definitions of p2 and q, I I: bix’ - QP,* (x) I I 2-(r(n*k)+2) for all 
x E [0, 11. So, for all d E S fl [0, l] with prec(d) = q(n, k), 
C bid’ - Mf(q(n, k)) 
I I 
5 C bid’ - Q,* (d) + I Q,* (d) - f(d) I 
+ If(d) -  Mfd (qh k>) 1 
5 2-(r(n,B+2) + ,I& + 2-d’d 
5 pbA+2) + e + 2 . phk) 
5 e + 2-4a.k) 
So, (dnpk), bo, . . * , b,) is accepted by MAeB 
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(ii) Assume the MABE accepts (O(“y’), b,,, . . . , b,). L-et q(x) = 
Zf& bg’ and e(x) = cp (x) - cp,* (x). We need to show that 1 q(x) 1 5 2-k for 
all x E [0, 11. We consider two cases. 
Case 1. E,, I 2-(k+2). By the definition of (bo, . . . , b,), 1 cp(x) 1 I 
2M1 + 1. So, by the definitions of p1 and q, for any X, y E [0, 11, 
Ix - y ) 5 2-dn.k) implies I $(x) - q(y) I I 2-(“(n*H+2). Now, for any fixed 
x E [0, 11, let d E S with prec(d) = q(n, k) such that Id - XI 5 2-qcnpk). 
Then 
1 Jl(x) 1 5 1 d4-4 - 444 1 + 1 tW) 1 
I 2-(‘(“*k)+2) + ) cp(d) - Mfd(q(n, k)) 1 + 1 Mf(q(n, k)) -f(d) 1 
+ If(d) - co,*@) 1 
5 2-(r(n,B+2) + 2-W) + 2-q(n,k) + En 
because r(n, k) L k + 2, q(n, k) 1 r(n, k) + 2, and E,, 5 2-(k+2). 
Case 2. E, > 2-(k+2). By the Chebyshev alternating theorem, there exist 
n + 2 points 0 I ~0 < ~1 < * * * < ~,,+i % 1 such that Uj((f(xj) - 
q,*(Xj))=E,forallj=O, . . . . n + 1, where Uj = (- 1) j for all j or 
aj = (- 1) j+l for all j. Now consider the continuous function f - (p,* . Its 
maximum value on [0, l] is at most 2M1. Therefore, E,, > 2-(k+2) implies 
Xj+i -Xj > 2-J’l(n,k+1) for all j = 0, . . . , n + 1 (by definition of pl). NOW, 
for each j = 0, . . . , 
2-q(“* ‘I. Then. 
TZ + 1, let dj E S fl [0, I] such that I dj - Xi/ 5 
1 q(xj) - f<+> ) 5 1 a(+> - ho 1 + ) cP(dj) - M$(q(n, k)) ( 
+ IMfj(q((n, k)) -fC+>I 
5 2-(r(n,k)+2) + e + 2-k” + 2-q(n,k) 
5 ,I& + 2-(rin.W) 
forj = 0, . . . , n + 1, where e is the dyadic rational found by MA@ such 
that 1 e - En I I 2P(n*k). 
So,forallj = 0,. . . 9 n + 13 OjJl(xj) = q(cP(xj) -.fCxj>> + q(f(xj) - 
q,*(Xj)) 1 -En - 2- (hk)-2) + En = -2-(r(n.k)-2). Now, applying Lemma 
4.2 to $, we get I+(x) I 1.2- (~nn,k)-2-p,(n,Pl(n,k+l))) 5 2-k for all x E [O, 11. 
So, (ii) is proved and so is the theorem. n 
By Theorem 4.1, {cp,*} is polynomial-time computable if there is a 
polynomial-time TM that outputs, for each output 0”‘. ‘), one value of a! (0’“. ‘)). 
Since Graph(a) E AI, we have Under(a) E Zg. Therefore, P = NP implies 
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Under(a) E P, and hence (Y is polynomial-time computable in the sense that 
for each O(“*k), we can compute the lexicographically largest value of cy in time 
p(n, k) for some polynomial p. (Note that the outputs of (Y (O(“*k)) are of the 
form (b,, . . . , b,) with each bi E S. We assume a fixed coding scheme for 
encoding strings in S into strings in (0, l}*, as well as a fixed coding for the 
pairing function ( , ). ‘The lexicographic order on S then is just the lexi- 
cographic order on (0, l}*.) 
THEOREM 4.3. In the following, (a) 3 (b) 3 (c) 3 (d). 
(a) P = NP 
(b) For every polynomial-time computable function f on [0, 11, the 
sequence {Q,*} is polynomial-time computable. 
(4 PR=NPk. 
(d) p,=Np,. 
Proof. The implication (a) + (b) follows from Theorem 4.1 and the 
above discussion. (c) 3 (d) was proved by Ko (1982). We show (b) j (c) 
in the following. 
Assume (b) is true and let n E NP,. We need to show that x E PR . From 
Proposition 2.2, there is a polynomial-time computable function g on [0, l] 
such that max{ g ( y) : 0 5 y I 1) = 2x. We may also assume that g(y) I 0 
for all y E [0, l] and g(0) = g(1) = 0. Now, definefon [0, l] as follows: 
f(y) = d(Y + Wtn + 2)) 
if x E [i/(n + 2), (i + l)/(n + 2)] for some i = 0, . . . , n + 1. 
Let Q(Y) = X. Then f - Q has 2n + 4 alternating points, and hence 
Q = Q: (f). Now, by the assumption (b), {Q,*} is polynomi~-time compu- 
table and so iS Q. since Q iS the COnStaM function Q(Y) = X, x iS polynomial- 
time computable. n 
Remark. Using a suitable definition of NP computable real functions (see 
Ko, 1985), we can actually get a stronger result: if N& # co-N& then for any 
n 2 0 there is a polynomial-time computable function f on [0, l] such that 
cpx(f) is not NP computable. 
5. COMPLEXrrYOF E~TREMALPOINTS 
For any continuous function f on [0, l] and any n 2 0, a real number 
x E [0, l] is an extremal point (of degree n) forf if If(x) - ~,*(f)(x) 1 = 
~5, (f). By the Chebyshev alternating theorem, there are at least n + 2 ex- 
tremal points of degree n for J A typical exchange algorithm for the best 
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approximation, such as the Remes second algorithm (Rice, 1964; Cheney, 
1982), actually finds not only qp,* (f) and E,,(f) but also the extremal points. 
In this section, we investigate the computational complexity of the extremal 
points for polynomial-time computable real functions on [0, 11. We first 
study the computational complexity of the maximal points of a polynomial- 
time computable function on [0, 11; i.e., the complexity of points x such that 
f(x) = max{f(y) : 0 I y 5 1). Then, we apply these results to extremal 
points. 
Specker (1959) has constructed a recursive real function f on [0, 1] such 
that none of its maximal points is recursive. This result can easily be extended 
to polynomial-time computable functions. Our proof here follows the ap- 
proach of Nerode and Huang (1985). 
DEFINITION 5.1. (a) A set A G [0, l] is recursively open if there exists 
a recursive function (Y: N --, S such that 
(i) for each n, a(2n) < a(2n + l), 
(ii) A = Ui=‘=,(a(2n), a(2n + 1)) n [0, 11. 
(b) A set A C [0, l] is recursively closed if the set [0, 1] - A is 
recursively open. 
THEOREM 5.1. A nonempty set A C [0, l] is recursively closed iff there 
is a polynomial-time computable function f on [0, l] such that the set of 
maximal points off is exactly the set A. 
Proof. The proof is essentially the same as that of the recursive version 
of the theorem. We only give a sketch here. 
First, let f be polynomial-time computable on [0, l] and let A = 
{x E [O, l] : f(x) = max{ f ( y) : 0 5 y % 1)). Then, f has a polynomial 
modulus function p E POLY(N). We define a recursive function (Y such that 
A = U;4(a(2k), a(2k + 1)). 
For each n 2 0 and for each d E S, prec(d) = p(n + l), cx outputs an 
interval (d - 2- pcn+l), d + 27(“+‘)) if we can check that f (d) < max(f) - 
2-(“+‘). Since f is polynomial-time computable and max{f ( y) : 0 5 y I 1) 
is recursive, this condition may be checked with a very small rounding error. 
Now, if 1 y - d 1 < 23’(‘+‘), then If(y) - f(d) 1 I 2-(“+‘) and hence 
f(y) < max(f). Conversely, f(y) C mq(f) implies f(y) C max(f) - 
2-(n+2) for some n. Thus, for some d E S with Id - y 1 -C 2-P(“+2), 
{y;C max(f) - 2-(“+‘). So, (d - 2-p(‘+‘), d + 2-P(n+2)) would be output 
Conversely, let A = U rzo (a,, b,), where a,, = a(2n) and b, = 
a(2n + 1) for some recursive (Y. Then, we define for each n 2 0, a piece- 
wise linear function fn such that fn is linear on [0, a,], [a,, (a, + b,)/2], 
[(a, + &J/2, &I, and [b,, 11, and 
fn(0) =fn(an) =fn(bn) = fn(l) = 1, 
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fn((U” + hd/a = 1 - @” - &d/2. 
That is, fn on [a,, b,] is V-shaped with “depth” equal to (b, - a,)/2. 
Now definef(x> = Zr==, 2-“4 .fn(x), where t(n) is the number of moves for 
a to output uo, bo, . . . , a,, b,. Obviously,A = U~~o(a(2n), a(2n + 1)) 
because max(f) = 2;==, 2-e”) is achieved only at y $Z (a,, b,) for all n 1 0. 
Also, f is polynomial-time computable, as an approximation to f( y) correct 
to within error 2-” may be found by generating u,,, bo, . . . , a,, b, for 
(m + 1) moves and then computing the value ZQ’Co 2-‘(i) .fi ( y). We check that 
the rounding error for the computation of the sum Z 2-‘@5 ( y) can be made 
to be smaller than 2-(m+1) (in polynomial time), and the remainder of the 
summation EL”=, 2-@J ( y) smaller than 2++‘). Thus f is polynomial-time 
computable. n 
Remarks. In the above proof, we can replace fn by a pulse function g,, 
suchthatg,(x) = lifx$ (u,, b,)andg, < lifx E (a,, b,)andsuchthat 
the sum g(x) = ZZc=o 2-““‘g,,(x) is differentiable everywhere on [0, 11. In 
other words, the function f of Theorem 5.1 may be constructed to be differ- 
entiable . 
It is well known that there exists a set A C [0, l] that is recursively closed 
but none of its points is recursive. In addition, write A tl (0, 1) as the union 
of disjoint open intervals A tl (0, 1) = U Y-O (x, , y,); then the endpoints x,, 
are characterized as right recursively enumerable real numbers (right r.e. ; 
i.e., (x”, 1) tl S is r.e.) and yn as left r.e. real numbers (Ko and Friedman, 
1982). Since a real number that is both left r.e. and right r.e. must be 
recursive, all isolated points of A are recursive. We summarize these obser- 
vations as follows. 
COROLLARY 5.2. (a) Th ere is a polynomial-time computable function f 
on [0, 1] such that it has uncountably many maximal points but none of them 
is recursive. 
(b) Zf a polynomial-time computable function f on [0, l] has only 
countubly many maximal points then it must have at least one recursive 
maximal point. 
(c) If a polynomial-time computable function f on [0, l] has only 
finitely many maximal points then all these maximal points are recursive. 
The following theorem shows that, from the point of view of computational 
complexity, the maximal points are difficult to find even if they are isolated 
points. 
THEOREM 5.3. For any recursive reul number x E [0, l] there exists a 
polynomial-time computable function f on [0, l] such that x is its unique 
maximal point in [0, 11. 
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Proof. The construction of the function f is very similar to the function 
of Theorem 4.1 of Ko and Friedman (1982), where a function g was con- 
structed such that 
(i) g is strictly increasing on [0, 11, 
(ii) g is polynomial-time computable, and 
(iii) g(x) = 0. 
All we need is to definef(y) = g(y) if y I x andf(y) = -g(y) if y > x. 
This definition off does not imply immediately that f is polynomial-time 
computable. However, it is easy to verify from the definition of g that f is 
indeed polynomial-time computable. We omit the details of the construc- 
tion. n 
The above results apply immediately to the complexity of extremal points, 
because cp,* (f) is computable whenever f is computable. 
COROLLARY 5.4. (a) For each n 1 0 there exists a polynomial-time 
computable real function f on [0, l] such that it has uncountably many 
extremal points of degree r but none of them is recursive. 
(b) For each n I 0, there exists a polynomial-time computablefunction 
f such that it has exactly n + 2 extremal points of degree n and none of them 
is primitive recursive. 
Proof. Let g be the function given by Corollary 5.2(a) or Theorem 5.3. 
Define f(x) on [i/(n + 2), (i + l)/(n + 2)] by 
f(x) = g((x + i)l(n + 2)), if i is even 
= -g(b + i)l(n + 211, if i is odd 
foralli = 0,. . . , n + 1. Then, obviously, cp,* (f) = 0 and each maximal 
pointy of g corresponds to (n + 2) extremal points (of degree n) {xi}yZ+oL for 
f, where xi = (y + i)/(n + 2), i = 0, . . . , n + 1. H 
Finally, we remark that in the Remes second algorithm, it is not necessary 
to find, in each iteration, the local maximal points. For example, Goldstein 
(1984) has verified that it is sufficient to get, in each iteration, n + 2 points 
{Xi} such that each Xi is an “almost maximal” point in the sense that for a 
polynomial-time function g, g (xi) 2 max(g) - q, where 7 is proportional to 
the required error bound for the best approximation cpX (f) . We note that in 
this case, each Xi is polynomial-time computable iff max(g) is polynomial- 
time computable. Therefore, the almost maximal points are not polynomial- 
time computable unless EXP = NEXP, and Goldstein’s (1984) modified al- 
gorithm may still require more than polynomial time in the worst cases. 
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6. OPEN QUWIIONS 
We have studied the computational complexity of the best Chebyshev 
approximations {cp,* (f)} to a polynomial-time computable function f on 
[0, 11, as well as the complexity of their errors and their associated extremal 
points. The main result is to relate the complexity of the sequence {E,(f))) 
to the question of PR =? NQ . The result for the complexity of {cp,* (f)} is 
weaker. In particular, we know only that the complexity of the sequence 
{qp.* (f)} has a lower bound NP, and an opper bound Z! (i.e., P, # NP, implies 
{cp,* (f)} not polynomial-time computable, and {cp,* (f)} can be computed by 
a multivalued E!-oracle TM). The exact complexity of {cp,* (f)} remains an 
open question. 
Another interesting question concerns the relationship between the max- 
imum values and the maximal points of a polynomial-time computable func- 
tionf. We showed (Ko, 1982) that there exists a polynomial-time computable 
function fi such that max(fi) = max{fi(y) : 0 I y 5 1) 4 PR unless 
pR = NP, . However, if we examine its proof, we get that at least one of its 
maximal points is an NP computable real number. On the other hand, we 
showed, in Theorem 5.3, that there is a polynomial-time computable function 
A such that its (unique) maximal point is not primitive recursive. However, 
max(fJ E PR. It appears difficult to combine the two constructions to get a 
polynomial-time computable function f so that, assuming pR # NP,, 
max(f) $6 PR and all its maximal points are very difficult to compute (e.g., 
with complexity provable fi(2”)). 
APPENDIX 
In this appendix we give proofs for Lemmas 2.3, 2.4, 2.5, and 4.2. 
Proof of Lemma 2.3. The Markov inequality states that if q is a poly- 
nomial of degree n, then maxo=X=ll cp’(x) 1 5 2n*. maxosXsll cp(x) I. So, 
m*~x~ll @(x) I 5 2n2 - 2(n - l)* * * * * * 2(n - i + l)* - maxOsXsl 1 q(x) I, 
fori = 1,. . . , n. Since (i!) . ai is the constant term of cp’“(x), and hence is 
equal to cp(‘)(O), we have lail I (2n*)‘*M/(i!) 5 2*n’*M, for all i = 0, 
. . . ) n. W 
Proof of Lemma 2.4. By Lemma 2.3, if q(x) = Ey=‘=oaix’ then Iail 5 
2M. n*‘. So, for any x, y E [0, 11, 
IV(X) - q(y)1 52 lail’IX’- Yil 5 2m2” 
i=O 
@xi-Yil). 
Since Ixi _ yil 5 lx - yI. (2 Ixj.yn-l-jI) I imIx - yl, we get 
j=O 
118 KER-I KO 
so, Ix - y 1 5 2-p(n,k) implies I q(x) - q(y) ] 5 2-k if p(n, k) 2 (2n + 3) 
log(2M) + k. n 
Proof of Lemma 2.5. (a) Assume that ) ai - bi I 5 2-(k+‘os(n+1)) for all 
i=O,. . . , It. Then, for all X E [0, 11, I q(X) - t/J(X) I 5 Z$o) Ui - bi I * 
xi 5 2-(k+~og(~+l))(~~=f_gxi) 5 2-(k+logb+N. (n + 1) = 2-k. 
(b) It suffices to show that if I q(x) 1 5 2-(k+2n’osn+‘) for all x E [0, l] 
then I Ui 1 5 2-k for all i = 0, . . . , n, where q(x) = Z six’. This is easy 
since, by Lemma 2.3, I a,] 4 2 e 2-(k+2n’ogn+1). n2n = 2-k. n 
Proof of Lemma 4.2. First we show that there is a polynomial q(n, k) in 
POLY(N) such that ( q(xi) I 5 2-(h-q(n*k)) for all i = 0, . . . , n + 1. We let 
q (n, k) = kn f log it + 2, and h ’ = h - q (n, k). Without loss of gener- 
ality, let (-l)i. Cp(Xi) L -2+ for all i = 0, . . . , n + 1. 
Define a partition of (0, . . . , n + 1): A = {i : 0 I i 5 n + 1, 
(-l)‘Cp(Xi) 5 2?‘}, B = {i : 0 5 i 5 n + 1, (-l)‘cp(xi) > 2-h’}. We need 
to show that B = 8. By the way of contradiction, assume that B # $3. Define, 
for each i E A, a polynomial in POLY(Z?) 
ei(X) = (-l)i’ jJ (X - Xj)/(Xi - Xj). 
jEA, j#i 
Then, for each i E A, 
ei(Xj) = (-l)i ifj = i 
= 0 if j E A - {i}. 
Also, for each i E A and x E [0, 11, 
1 e,(x) 1 I fl /Xi - Xjl-’ 5 2k”. 
jEA,j+i 
Now, define a new polynomial 
l)(X) = (O(X) f 2-(h-1) * 2 6, (X) a 
( 1 iEA 
Since B # pl, each @i, i E A, is of degree Sn, and the degree of J/ 5 n. 
Also, for each i E A, 
(-l)‘+(Xi) = (-l)‘Cp(Xi) + 2-(h-‘) 
2 -2-h + 2(h-1) > 0, 
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(-l)‘l/I(&) = (-l)‘Cp(Xi) + (-1)i2-(h-1)‘C 6,(X) 
iEA 
> 2-h’ - 2-u-1).p.n > 0 - 
since Xi-1 e,(x) 1 2 2b*n and h’ = h - q(n, k) = h - kn - log n - 2. 
Thus, I,$ assumes alternately positive and negative values at n + 2 points 
x0 < * * * < x,+1, but ((r is a polynomial of degree in. This is a con- 
tradiction. So, B = P, and 1 q(xi) 1 ‘= 2-h’ for all i = 0, . . . , n + 1. 
Now, consider cp as the unique polynomial that interpolates all n + 1 
points (Xi, Cp(Xi))y i = 0, . . . , n. Then, by the Langrage interpolation for- 
mula, we can write 
cP(x) = 5 Cpbi) * C(X), 
i=O 
where ii(X) = lIJ’xo,j+i(x - Xj)/(Xi - xi) for all i = 0, . . . , n. Note that 
ZY==,] ii(x) I 5 (n + 1) . 2k” because xi+1 - xi 2 2-k for all i = 0, . . . , n. 
so, 
Iv(X)1 5 ~lCp(Xi)('lfi(X)J s 2-*“(, + 1)‘2k”7 
i=O 
for all x E [0, 11. This shows that the polynomial p(n, k) = q(n, k) + 
kn + log(n + 1) satisfies the requirements of Lemma 4.2. H 
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