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tains investigations to ﬁnd all integer solutions X , Y . Later this equation became important in connec-
tion with elliptic curves. Petho˝, Gebel and Zimmer [7] solved this equation explicitly for 0< |k| < 105
by computing generators for the Mordell Weil group. Their methods failed, however, for 1182 curves.
Using an idea of Mordell outlined below, Wildanger [14] reproduced their results and also solved
those 1182 equations. By methods from the geometry of numbers he could compute solutions for |k|
up to several million. His methods were improved and extended by Jätzschmann in his diploma thesis
[9] in which he calculated integral solutions for |k| up to 109. With the new ideas from class ﬁeld
theory presented in this paper we are convinced that we can still extend that range considerably. This
will be done in a forthcoming paper by the authors.
Recently we transfered the study of Thue equations, norm form equations and other decompos-
able form equations to the case of global function ﬁelds (see [4–6], for example). In this paper we
investigate Mordell’s equation over global function ﬁelds for the ﬁrst time. Our methods involve ideas
from algebraic number theory, especially class ﬁeld theory. We illustrate our algorithm with several
detailed examples. We used Magma [1] and KASH [2] for explicit calculations in function ﬁelds.
A similar problem was considered by Schütt and Schweizer in [13]. Let q = p be a prime power,
denote by Fq the ﬁnite ﬁeld with q elements and let 0 = κ ∈ Fq[t]. Let X, Y ∈ Fq[t] be an arbitrary
solution of Y 2 = X3 + κ with deg X = 2M , deg Y = 3M . The authors call the inequality degκ  M + 1
a Davenport–Stothers inequality DS(M) mod p. If DS(M) mod p holds then all solutions X , Y satisfy
deg X  2(degκ − 1), deg Y  3(degκ − 1).
The authors show that there exist counterexamples to DS(M) mod p with inﬁnitely many solutions
X, Y ∈ Fq[t]. Also, if κ is a counterexample to DS(M) mod p, then every prime divisor π of κ has
multiplicity at least 2.
We note that if DS(M) mod holds and q is small the upper bounds for the degrees of the solutions
X , Y can be used to calculate all of them by enumeration. Of course, this does not work for larger q,
e.g. in our last example of Section 4.
2. Mordell’s equation over function ﬁelds
Let Fq be a ﬁnite ﬁeld with q = p elements, p a prime bigger than 3. We let F×q = 〈ζ 〉. By F we
denote the rational function ﬁeld Fq(t) and by R its maximal order Fq[t]. For given κ ∈ R we consider
Mordell’s equation
Y 2 = X3 + κ. (1)
In this paper we develop a method for computing all solutions (X, Y ) ∈ R2 of that equation. As we
shall see in Example 1 of Section 4, Mordell’s equation can have inﬁnitely many solutions over func-
tion ﬁelds.
We make use of Mordell’s observation that the discriminant of the cubic polynomial Z3 −3xZ −2y
in the variable Z is  := −108κ . (This is the reason why we must stipulate that the characteristic of
Fq is bigger than 3.) It therefore suﬃces to determine all monic cubic polynomials
g(Z) = Z3 + aZ2 + bZ + c ∈ R[Z ] (2)
of discriminant . Since the discriminants of g(Z + δ) for δ ∈ R , of −g(−Z) and of g(Z) coincide we
need to search only for one representative in each corresponding equivalence class.
Hence, we need to solve a so-called discriminant form equation which is a diﬃcult task. For irre-
ducible polynomials all known methods at ﬁrst determine potential ﬁeld extensions and then solve
index form equations in them. In the number ﬁeld case, Wildanger [14] and Jätzschmann [9] used
methods from the geometry of numbers for the generation of the candidates for the cubic ﬁelds
which were developed by the third author earlier. In principal, it would be possible to transfer those
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mial) coeﬃcients of generating polynomials. Hence, the number of candidates to be tested becomes
intractable for larger ﬁelds of constants. Therefore we rather apply methods from class ﬁeld theory
which go back to Hasse [8] and were recently transfered to function ﬁelds by the third author in [11].
They also have the advantage that we can relatively easy decide whether cubic extensions of pre-
scribed discriminant exist at all.
3. Solving Mordell’s equation
In this section we present an algorithm for determining all solutions of Mordell’s equation (1). At
ﬁrst we treat the case of reducible g(Z) for which the procedure is much simpler. For irreducible
g(Z) we need to distinguish Galois and non-Galois extensions.
3.1. Case I: g(Z) is reducible
Then g(Z) has a linear factor and therefore in the equivalence class of g(Z) there exists a polyno-
mial h(Z) = Z3 + AZ2 + B Z of discriminant d(h) = B2(A2 − 4B). This yields ﬁnitely many candidates
for B . For each potential B we then need to check whether τ := −108κB−2 + 4B is a square A2 in R .
We note that replacing B by Bξ for ξ ∈ F×q requires to check τξ = −108κB−2+4ξ3B . This reduces the
required amount of tests by a factor 1/3. For any solution (A, B) we then transform Z3+ AZ2+ B Z by
a Tschirnhaus transformation into a polynomial Z3 + C Z + D and get a solution x = −C/3, y = −D/2
of (1).
We remark, however, that we do not know how to solve that task over ﬁeld extensions with
inﬁnite unit groups.
3.2. Case II: g(Z) is irreducible
We let ρ be a zero of g(Z) in F¯ . The extension E = F (ρ) is of degree 3 over F . We denote by Λ
the equation order R[ρ] and by oE the maximal order of E , i.e. the integral closure of R in E , and by
dE its discriminant. All known methods for solving discriminant form equations require the detour via
generating the corresponding ﬁeld E . We are looking for equation orders of discriminant  = −108κ .
We know that
 = I2dE . (3)
Again, the square of the index I divides  so that we obtain ﬁnitely many candidates for (I,dE ). For
these we need to generate the corresponding ﬁelds E of discriminant d = dE .
Our approach via Kummer, respectively class ﬁeld theory requires to consider Galois and non-
Galois cubic extensions separately. (This distinction is unnecessary if we use methods from the
geometry of numbers instead.) Clearly, Galois extensions are easier and therefore treated ﬁrst.
3.2.1. Cyclic cubic extensions E of F of prescribed discriminant d
For those extensions their discriminant is necessarily a square. If  itself is not a square this case
cannot occur.
In order to apply Kummer theory we would like the constant ﬁeld to contain a primitive third
root of unity. This is satisﬁed in case q ≡ 1 mod 3. For q ≡ 2 mod 3 we take the quadratic extension
Fq2 of the constant ﬁeld, and carry out the subsequent program. Eventually, we need to step down
from cubic extensions deﬁned over Fq2 (t) to the corresponding extensions over Fq(t) if they exist.
We remark on this at the end of this subsection. In the remainder of this subsection we can therefore
assume that the ﬁeld of constants F contains a primitive third root of unity, also implying that −3
is a square in F. Then we are looking for cubic Galois extensions E of F(t). They are of the form
E = F ( 3√μ) for suitable elements μ of the maximal order R = F[t]. The calculation of all candidates
for μ is described next.
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Z3 − μ ∈ R[Z ]. (It is easily seen that f is irreducible if we choose μ ∈ F[t] cube-free of positive
degree.)
The discriminant d( f ) of the polynomial f (with respect to the variable Z ) is −27μ2. We write
μ = hk2 with h square-free and gcd(h,k) = 1. The equation order S := R[ρ] for R = F[t] can be non-
maximal only for those primes π ∈ R which divide μ.
Applying the Dedekind test [12] for such primes π we easily see that S is π -maximal precisely for
π |h. For π |k, however, we obtain an overorder Sπ = R + Rρ + Rρ2/π in E . Computing the π -radical
of Sπ and the corresponding ring of multipliers we ﬁnd that Sπ is already π -maximal. Hence, we
have demonstrated the following theorem.
Theorem 1. An R-basis of the maximal order oE of E is given by ω1 = 1, ω2 = ρ , ω3 = ρ2/k.
The discriminant dE of E becomes
dE = det
(
Tr(ωiω j)
)=
∣∣∣∣∣
3 0 0
0 0 3μ/k
0 3μ/k 0
∣∣∣∣∣= −27μ2/k2 = −27h2k2.
Therefore we obtain all candidates for E from the ﬁnitely many solutions (h,k) ∈ R2 for which
−108κ
−27h2k2
is a square.
Remarks.
(i) The number of non-isomorphic extensions of the same discriminant is easily seen to be 2r where
r denotes the number of different primes dividing hk. (We note that μ and ζμ (for F× = 〈ζ 〉)
generate non-isomorphic ﬁelds of the same discriminant.)
(ii) A similar integral basis for E is also given by Wu in [15]. His proof differs from our’s substantially.
Let us assume that we have computed all candidates for E . In case E has constant ﬁeld Fq2 and
we are looking for a corresponding cubic extension with constant ﬁeld Fq we still need to determine
whether the ﬁxed ﬁeld of the map x 	→ xq yields an appropriate candidate. For the remaining ﬁelds
we must still solve an index form equation in oE for I from formula (3).
3.2.2. Non-Galois cubic extensions
In the general case, when g(Z) is irreducible and the extension E/F is not Galois, we proceed as
follows.
For all possible D for which

D
= i2 (4)
is a full square we write D in the form
D = d · f 2 (5)
where the square free d is the discriminant of a quadratic ﬁeld Ω = F (√d ).
The composite of E and Ω is a non-abelian Galois extension Γ of degree 6 over F . In [11] the
third author describes an algorithm for determining Γ and all its cubic subﬁelds E of discriminant D
742 C. Fieker et al. / Journal of Number Theory 133 (2013) 738–750following ideas of Hasse [8] in the number ﬁeld case. Major ingredients are the relations between the
arithmetical invariants of the ﬁelds E , Ω , Γ by means of class ﬁeld theory. We just sketch the most
important facts.
Γ
2
3E
3 Ω
2
F
According to Pohst [11] we call the discriminant d of Ω and the ideal group H of index 3 in the
ray class group Clf of Ω of conductor f the invariants of the cubic ﬁeld E . We denote the non-trivial
automorphism of Ω (which maps
√
d to −√d ) by τ . Then all calculations are based on the following
lemmas and remarks from [11].
Lemma 2. For d, H, f, Ω , τ as above the following statements are equivalent:
1. d, H are the invariants of a cubic ﬁeld E.
2. τ (H) = H and for H = H˜ ∈ Clf/H we have τ (H˜) = H˜−1 .
3. H contains all elements of F which are coprime to f.
Lemma 3. The discriminants ,d and the conductor f satisfy
 = dNΩ/F (f) = df 2 and f = f oΩ.
Lemma 4. The generating element f of the conductor f is a product of distinct primesπ of oF . For q ≡ 1 mod 3
all prime divisors π of f must be decomposed in Ω . For q ≡ 2 mod 3 only those primes π can divide f which
are either decomposed with deg(π) even or inert with deg(π) odd.
Further, Pohst [11] gives an algorithm for determining the number N() of cubic subﬁelds of Γ by
using invariants of Ω only. It is remarkable that in certain cases it is easy to predict the non-existence
of cubic ﬁelds E .
Remark. There are two special cases with N() = 0:
(i) f contains a prime divisor which is not of the form prescribed by Lemma 4.
(ii) f equals 1 and the class number of Ω is not divisible by 3.
We note that the computation of N() essentially requires the computation of the (3-part) of the
class group of Ω . Only in the case N() > 0 we proceed as follows.
We calculate the ray class group of Ω of conductor f. Then we determine all subgroups of index 3
and the corresponding class ﬁelds Γ . We check whether Γ has the correct conductor and a non-
abelian Galois group. Finally, we compute the cubic subﬁelds E of Γ . All these tasks can be carried
out easily with Magma.
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form equation corresponding to (4). We note that calculating elements of given index in a cubic ﬁeld
just requires to solve cubic Thue equations. For solving index form equations and Thue equations
in general we refer to [3], and for the function ﬁeld case to [4,5]. The solutions of the index form
equations provide all elements whose minimal polynomials have the correct discriminant.
4. Examples
In the last section we illustrate our procedure by several examples. We remark that for κ ∈ Fq all
solutions X , Y of (1) also belong to Fq by Lüroth’s theorem. If κ is a constant times a sixth power in
Fq[t] the solutions of (1) are easily reduced to the case κ ∈ F×q .
4.1. Example 1
We consider the equation
Y 2 = X3 + (t2 + 3t − 1)2, (6)
over F = F25(t). We denote by ζ a ﬁxed generator of the cyclic multiplicative group F∗25 satisfying
ζ 2 = ζ +3. We note that (X, Y ) is a solution of (6) if and only if (X0, Y0) = (X/ζ 2, Y /ζ 3) is a solution
of
Y 20 = X30 + 3
(
t2 + 3t − 1)2. (7)
This requires to ﬁnd cubic polynomials of discriminant
−108 · 3 · (t2 + 3t − 1)2 = (t2 + 3t − 1)2.
A root of this polynomial generates a cyclic cubic extension E of F , see Section 3.2.1. This ﬁeld must
be of the form E = F ( 3√μ). The irreducible factorization of t2 + 3t − 1 over F25[t] is
t2 + 3t − 1 = (t − ζ 2)(t − ζ 10),
hence by the arguments of Section 3.2.1 there are four possible values of μ:
μ1 = t2 + 3t − 1, μ2 = ζμ1, μ3 =
(
t − ζ 10)μ1, μ4 = ζμ3.
In order to show that Eq. (6) has inﬁnitely many solutions, it suﬃces to consider μ = μ3. The
other values of μ will not be discussed.
We observe that E = F ( 3√μ) is the same ﬁeld as F (α) where α is a root of the polynomial
f (y) = y3 − ty2 − (t + 3)y − 1. Indeed the roots of f can be represented in the integral basis
(
1, 3
√
μ,
( 3
√
μ)2
t − ζ 10
)
of E with the coordinates
(
2t,−ζ 10,−ζ 2), (2t,−ζ 2,−ζ 10), (2t,2,2).
Therefore in the following it is easier to work with E as E = F (α) with integral basis (1,α,α2). The
three roots of the polynomial f are
744 C. Fieker et al. / Journal of Number Theory 133 (2013) 738–750α = α1, α2 = −1
1+ α1 , α3 =
−1
1+ α2 .
Because of dE = d(α) = (t2 +3t−1)2, determining integers of E of discriminant (t2 +3t−1)2 requires
the calculation of integers of index 1 in E . Hence, we have to calculate x, y ∈ F25[t] such that ϑ =
xα + yα2 has index 1 in E . We set ϑi = xαi + yα2i (i = 1, 2, 3). By standard arguments we have
1 = I(ϑ) = 1√
dE
∏
1i< j3
(ϑi − ϑ j) =
∏
1i< j3
ϑi − ϑ j
αi − α j
=
∏
1i< j3
(xαi + yα2i ) − (xα j + yα2j )
αi − α j =
∏
1i< j3
(
x+ (αi + α j)y
)
=
∏
1k3
(
x+ (t − αk)y
)= ∏
1k3
(x0 − αk y0)
with x0 = x+ ty, y0 = y.
The Thue equation
∏
1k3
(x0 − αk y0) = 1 (8)
was already considered in [5] (over F5 instead of F25 but we shall have the same phenomenon also
over F25). Setting βi = x0 − αk y0 Siegel’s identity can be written as
(α1 − α2)β3 + (α2 − α3)β1 + (α3 − α1)β2 = 0
from which we obtain the unit equation
ε + η = 1 (9)
with the unknown units
ε = (α2 − α3)β1
(α2 − α1)β3
and
η = (α3 − α1)β2
(α2 − α1)β3
in E . (We note that by Eq. (8) the βi as well as the cross ratios of the conjugates of α are units
in E .) In E there are three inﬁnite valuations, all of degree 1. Using the fundamental Lemma 2.2 of
[5] we obtain that all solutions of (9) are either of height  1, or are 5m-th powers of such solutions.
Enumerating all possible elements of heights  1 we obtain constant solutions (ε,η) of (9), and on
the other hand the solutions
(ε,η) = (4α1α2,4α2),
(
4
α1
,
4
α1α2
)
,
(
4α1,
4
α2
)
, (10)
and three more solutions by interchanging the roles of ε and η.
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β1
β3
= α2 − α1
α2 − α3 ε
and
β2
β3
= α2 − α1
α3 − α1 η.
By Eq. (8) we then have
β33
β1
β3
β2
β3
= 1,
hence,
β33
(α2 − α1)2
(α2 − α3)(α3 − α1)εη = 1,
and
β33 =
1
εη
(α2 − α3)(α3 − α1)
(α2 − α1)2 =
1
εη
1
α21α2
.
Similarly as in [5], for (ε,η) = (4α1α2,4α2), (4/α1,4/(α1α2)), (4/α2,4α1) the solutions (ε5m , η5m )
give rise to inﬁnite families of solutions of the Thue equation (8). Therefore we get inﬁnitely many
integers ϑ = xα + yα2 of index 1 in E , inﬁnitely many solutions (X0, Y0) of (7) as well as inﬁnitely
many solutions (X, Y ) of the original Mordell equation (6).
To show that the number of solutions of the Mordell equation is indeed inﬁnite (i.e. the solutions
of the Mordell equation deduced from the inﬁnitely many solutions of the Thue equation are indeed
distinct) we take for example the solution (ε,η) = (4α1α2,4α2) of the unit equation. We set
A = α(−52m+1)/31 , B = α(5
2m+2)/3
2 .
According to [5] the solutions of the Thue equation (8) are
x0 = 1
α1 − α2
(
α1AB − α1B
A2
)
, y0 = 1
α1 − α2
(
AB − α1B
α2A2
)
.
From (x0, y0) we get the solutions (x, y) = (x0 − ty0, y0) of the index form equation I(ϑ) = 1. Using
symmetric polynomials we can easily calculate the minimal polynomial of ϑ = xα1 + yα21 and the
quadratic term can be eliminated from it. In this way we obtain a trinomial y3 + U y + V which has
a root ϑ + w for a suitable additive constant w ∈ F25[t]. Then X = 3U , Y = 2V is a solution of the
Mordell equation.
We want to show that we obtain inﬁnitely many different trinomials y3 + U y + V . It is easily
seen that we obtain inﬁnitely many elements ϑ . Namely, E has three inﬁnite valuations which can
be computed with KASH [2]. We choose v satisfying v(α1) = −1. A straightforward calculation yields
v(y0) = (−52m + 1)/3. As a consequence, we get inﬁnitely many minimal polynomials for the ele-
ments ϑ . When we apply the Tschirnhaus transformation ϑ → ϑ + w from above we could get the
same trinomial for, say ϑ1 = ϑ2. But then the elements ϑ1, ϑ2 can only differ by an additive constant
from F25[t]. The presentation ϑ = xα1 + yα21 from above shows that this cannot be the case. (We
recall that y = y0.) Hence, we indeed obtain inﬁnitely many solutions of the Mordell equation.
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(degree) of the solutions of the unit equation and the solutions of the Mordell equation. Hence, the
bounds for the latter at the end of the introduction can be used to establish bounds for the degrees
of the solutions of the unit equation. Contrary to the number ﬁeld case, at present there is no direct
method known how to calculate small solutions of a unit equation in the function ﬁeld case. (In
the number ﬁeld case this can be done by continued fraction expansions.) The method of [5] allows
to calculate solutions of the unit equation which are not p-th powers. Hence, the bounds of the
introduction can certainly be used to fasten the calculation of potential p-th powers. For example,
these bounds will often apply in the non-Galois case when κ is not a square.
Remark 2. We note that we can replace the generating polynomial f (y) = y3 − ty2 − (t + 3)y − 1 by
f (y) = y3 − h(t)y2 − (h(t) + 3)y − 1 with suitable square-free polynomials h(t) of F . Then the same
considerations as above yield an inﬁnite family of elliptic curves which have inﬁnitely many integral
points.
4.2. Example 2
We consider the equation
Y 2 = X3 + t2(1− t), (11)
over F = F7(t). Then our task is to compute cubic polynomials of discriminant
 = −108t2(1− t) = 3t2(t − 1).
Using the procedure described in Section 3.2.2 we ﬁnd that there is only one cubic ﬁeld with dis-
criminant dividing , namely the one generated by the root ρ of the polynomial
f (y) = y3 + 6ty2 + 2ty + 5t2 + 2t,
over F . The function ﬁeld E = F (ρ) has integral basis {1,ρ, (4 + 5ρ + ρ2)/(t + 2)} and discriminant
dE = 6t2(t − 1). According to (3) we have to ﬁnd integral elements of index 1 in this ﬁeld.
We denote by ρ1, ρ2, ρ3 the conjugates of ρ . The index of any element α = a + xρ + y(4+ 5ρ +
ρ2)/(t + 2) (with a, x, y ∈ F7[t]) can be written as
I(x, y) = 1√
dE
∏
1i< j3
[
(ρi − ρ j)x+
5(ρi − ρ j) + (ρ2i − ρ2j )
t + 2 y
]
= (t + 2) ·
∏
1i< j3
[
x+ 5+ ρi + ρ j
t + 2 y
]
= (t + 2) ·
3∏
k=1
[
x+ 5− 6t − ρk
t + 2 y
]
.
Using symmetric polynomials it is easily shown that
I(x, y) = (t + 2)x3 + 2(t + 4)x2 y + (t + 6)xy2 + 5y3.
For our task, to ﬁnd elements of index 1 we rather write I(x, y) = c (c ∈ F×7 ) in the form
3∏(
(t + 2)x+ (5− 6t − ρk)y
)= c · (t + 2)2,
k=1
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3∏
k=1
(z − ρk y) = c · (t + 2)2
with z = (t + 2)x+ (5− 6t)y.
This Thue equation can be solved using the method of [4]. In the ﬁeld E the fundamental unit is
η = 1+ 4 · 4+ 5ρ + ρ
2
t + 2 ,
and up to unit factors there are two elements of norm (t + 2)2, namely
(3t + 4) + 5ρ + 6 · 4+ 5ρ + ρ
2
t + 2 , 1+ 2ρ. (12)
This yields that β = z − ρ y can be written in the form
β = c · μ · η,
where c ∈ F×7 , μ is one of the elements in (12) and  ∈ Z. Using Siegel’s identity (denoting the
conjugates of any γ ∈ E by γ1, γ2, γ3) we obtain
c1 · (ρ1 − ρ2)μ3η

3
(ρ1 − ρ3)μ2η2
+ c2 · (ρ2 − ρ3)μ1η

1
(ρ1 − ρ3)μ2η2
= 1, (13)
with suitable c1, c2 ∈ F×7 . This is a unit equation in two variables. 7-th powers can be excluded by
considering ﬁnite valuations occurring in the cross ratios of ρ . Hence the bound for the heights of the
solutions of this unit equation gives directly a bound for ||.
We note that according to [4] all elements should be represented in a sextic ﬁeld containing all
conjugates of ρ . This function ﬁeld is generated by a root of
y6 + (5t + 5t2)y4 + (t4 + 2t3 + t2)y2 + (t5 + 3t4 + 3t2)
over F .
Using the fundamental lemma of [4] we get bounds for the heights of the solutions of the unit
equation above. (13) yields
|| · H
(
η3
η1
)
 H
(
(ρ1 − ρ2)μ3
(ρ1 − ρ3)μ2
)
+ H
(
(ρ1 − ρ3)μ2
(ρ1 − ρ2)μ3
)
.
The ﬁrst term on the right-hand side is bounded by the fundamental lemma, the other terms can be
calculated easily. We obtain
|| < 5.
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tx− ρ1 y = c · μ1η1, tx− ρ2 y = c · μ2η2
has solutions x, y ∈ F7[t] for some . We note that μ is only determined up to a constant factor
c ∈ F×7 . Hence, if (x, y) is a solution of the index form equation, then also (cx, cy) is a solution.
Calculating the deﬁning polynomials of
cxρ + cy 4+ 5ρ + ρ
2
t + 2
we obtain distinct solutions (X, Y ) of the Mordell equation (11).
From the solution (x, y) = (0,5) of the index form equation we obtain the solutions
(X, Y ) = (2t2 + 6t, t3 + t2 + 6t), (t2 + 3t, t3 + t2 + 6t), (4t2 + 5t,6t3 + 6t2 + t),(
4t2 + 5t, t3 + t2 + 6t), (t2 + 3t,6t3 + 6t2 + t), (2t2 + 6t,6t3 + 6t2 + t)
of the Mordell equation. From the solution (x, y) = (2,5) of the index form equation we obtain the
solutions
(X, Y ) = (2t,6t), (t,6t), (4t, t), (4t,6t), (t, t), (2t, t)
of the Mordell equation.
Looking for reducible polynomials we follow the arguments of Section 3.1. The solutions of
3t2(t − 1) = B2(A2 − 4B)
are B = t , A = 2, 5, B = 2t , A = 1, 6 and B = 4t , A = 3, 4. The polynomial h(Z) = Z3 + AZ2 + B Z is
transformed into the polynomial Z3+(B+2A2)Z +(5A3+2AB) from which we get the corresponding
solutions X = 4A2 + 2B , Y = A3 + 6AB of the Mordell equation which are
(X, Y ) = (t + 1,±(2t + 6)), (2t + 2,±(2t + 6)), (4t + 4,±(2t + 6)).
4.3. Example 3
We consider the equation
Y 2 = X3 + 3t6 + 2t3, (14)
over F = F11(t). This requires to ﬁnd cubic polynomials of discriminant
−108(3t6 + 2t3)= 6t6 + 4t3.
By Section 3.2.2 we conclude that the only cubic ﬁeld with suitable discriminant is E = F (ρ) where
ρ is a root of the polynomial
f (y) = y3 − ty + t3.
The function ﬁeld E = F (ρ) has an integral basis {1,ρ,ρ2/t} and discriminant dE = 6t4+4t . Therefore
we have to ﬁnd integral elements of index t in this ﬁeld.
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a, x, y ∈ F11[t]) can be written as
I(x, y) = 1√
dE
∏
1i< j3
[
(ρi − ρ j)x+
ρ2i − ρ2j
t
y
]
= t ·
∏
1i< j3
[
x+ ρi + ρ j
t
y
]
= t ·
3∏
k=1
[
x− ρk
t
y
]
.
Using symmetric polynomials it is easy to show that
I(x, y) = tx3 − xy2 + ty3.
In order to ﬁnd elements of index t we rather write I(x, y) = c · t (c ∈ F×11) in the form
3∏
k=1
(tx− ρk y) = c · t3.
This Thue equation can be solved using the method of [4]. In the ﬁeld E the fundamental unit is
η = (9t2 + 8t + 1)+ (2t + 8)ρ + 9ρ2,
and up to units factors there are three elements of norm t3, namely
ρ, 10t + ρ + 10ρ2/t, t. (15)
This yields that β = tx− ρ y can be written in the form
β = c · μ · η,
where c ∈ F×11, μ is one of the elements in (15) and  ∈ Z. Using Siegel’s identity (denoting the
conjugates of any γ ∈ E by γ1, γ2, γ3) we obtain
c1 · (ρ1 − ρ2)μ3η

3
(ρ1 − ρ3)μ2η2
+ c2 · (ρ2 − ρ3)μ1η

1
(ρ1 − ρ3)μ2η2
= 1
with some c1, c2 ∈ F×11. This is a unit equation in two variables. 11-th powers can be excluded by
considering ﬁnite valuations occurring in the cross ratios of ρ . Hence, the bound for the heights
of the solutions of this unit equation gives directly a bound for ||. We note that according to [4]
all elements should be represented in a sextic ﬁeld containing all conjugates of ρ . Similarly as in
Example 1 we obtain
|| < 16.
Finally, we have to check if the systems of equations
tx− ρ1 y = cμ1η1, tx− ρ2 y = cμ2η2
has solutions x, y ∈ F11[t] for some  and c ∈ F×11.
750 C. Fieker et al. / Journal of Number Theory 133 (2013) 738–750From the solution (x, y) = (1,0) we obtain the solutions
(X, Y ) = (4t,±5t3)
of the Mordell equation (14). From the solution (x, y) = (3t + 1,8t) of the index form equation we
obtain the solutions
(X, Y ) = (9t4 + 6t3 + 3t2 + 4t,6t6 + 6t5 + 4t4 + 10t2),(
9t4 + 6t3 + 3t2 + 4t,5t6 + 5t5 + 7t4 + t2)
of the Mordell equation.
Looking for reducible polynomials (Section 3.1), we ﬁnd that the equation
6t6 + 4t3 = B2(A2 − 4B)
has no solutions A, B in F11[t].
5. Computational aspects
In our calculations we used KASH [2] and Magma [1] in an interactive way. All computations took
just a few seconds.
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