Abstract-A code-aided constant modulus algorithm (CMA) based approach is presented for blind detection of asynchronous short-code DS-CDMA (direct sequence code division multiple access) signals in intersymbol interference (ISI)/multipath channels. Only the spreading code of the desired user is assumed to be known; its transmission delay may be unknown. A linear equalizer is designed by minimizing the Godard/CMA cost function of the equalizer output with respect to the equalizer coefficients subject to the fact that the equalizer lies in a subspace associated with the desired user's code sequence. Constrained CMA leads to extraction of the desired user's signal whereas unconstrained minimization leads to the extraction of any one of the active users. The results are further improved by using unconstrained CMA initialized by the results of the code-aided CMA. Identifiability properties of the approach are analyzed. Illustrative simulation examples are provided.
D
IRECT sequence code division multiple access (DS-CDMA) systems have been a subject of intense research interest in recent years. In CDMA systems, multiple users transmit signals simultaneously leading to multiuser interference (MUI). In addition to MUI, presence of multipath propagation introduces intersymbol interference (ISI) causing distortion of the spreading code sequences. Moreover, in reverse links, unknown transmission delays (user asynchronism) also contribute to performance degradation. In future/planned high-rate CDMA systems, the processing gain (chips/symbol) can be much lower (as low as the order of about 10 [25] ) than that for low-rate voice applications [11] , [25] . Finally, unlike in low-rate systems, ISI can be significant (due to multipath delays of the order of several symbol periods) in high-rate CDMA systems.
There are two main approaches to the CDMA signal detection problem [23] . The conventional DS-CDMA detector follows a single-user detection strategy where the interfering users are modeled as noise [23] , [24] . The RAKE receiver and the matched filter are examples of this strategy [23] , [24] . Such receivers are sensitive to the near-far problem and have limited T. Li is the with Bell Labs., Lucent Technologies, Holmdel, NJ 07733 USA (e-mail: tongtong@lucent.com).
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performance in multipath channels [6] . Significant improvement can be obtained with multiuser detectors where the MUI is explicitly part of the signal model [1] , [2] , [5] - [10] , [20] , [21] and [23] . Linear multiuser detectors offer an attractive performance-to-complexity tradeoff and have received significant attention in the literature [21] . Implementation of these receivers requires the knowledge of the spreading code, timing (bit/symbol epoch and carrier phase) and channel impulse response for the desired user, and possibly for MUIs. While such information can be acquired by using pilot (training) signals, blind methods which offer better spectrum efficiency by not requiring pilot signals have received increasing attention [1] , [2] , [5] - [10] , [20] and [21] . Blind methods have typically been used with short spreading codes where the codes repeat every information symbol [7] , [21] . This is in contrast with the conventional DS-CDMA detector where use of aperiodic (long) spreading codes extending over a large number of symbols, is common (e.g., IS-95 standard). A linearly modulated digital communications signal is a scalar cyclostationary process with period equal to the symbol period. DS-CDMA signals with short spreading codes fall into this category. After chip-rate sampling, the aforementioned signal can be modeled as a vector stationary process [5] . For systems with long (known) codes, the chip-rate sampled signal and MUIs can only be modeled as time-varying scalar cyclostationary processes or time-varying vector processes. The time-varying nature of the received signal models in the case of long codes severely complicates the development of blind approaches as consistent estimation of the needed signal statistics can not be achieved by time-averaging over the received data record. In contrast, for short codes, one has time-invariant multiple input multiple output (MIMO) signal models (see Section II) which allows consistent estimation of the needed signal statistics. This paper is restricted to short spreading codes, as in [1] , [2] , [5] - [10] , [20] and [21] .
In this paper, we consider blind detection (i.e., no training sequence) of the desired user signal, given knowledge of its spreading code, in the presence of MUI, ISI, and user asynchronism (lack of knowledge of user transmission delays, including that of the desired user). Past work on blind detection of DS-CDMA signals include [1] , [2] , [5] - [10] , [20] , [21] and references therein. The literature on this topic is vast and growing rapidly; our references are by no means exhaustive, but they are representative. In [1] , an inverse filtering approach (direct equalizer design) using the second-order statistics, knowledge of the desired user's code and of the desired user's transmission delay, has been presented. It is an extension of [21] to include multipaths. It works well for high signal-to-noise ratios (SNRs) and 0733-8716/01$10.00 © 2001 IEEE small multipath delays (a fraction of the symbol period). A more general approach is given in [8] under the same assumptions as in [1] . Subspace based approaches exploiting the desired user's spreading code structure have been proposed by several investigators [2] , [5] , [6] and [10] . The methods of [2] , [5] and [10] are concerned with blind channel estimation whereas [6] directly designs an MMSE equalizer. In [9] , CMA (constant modulus algorithm) has been used where an exhaustive search (over all users and initializations) for the desired user's signal has been carried out. A code-aided CMA approach to non-ISI channels (no multipaths) may be found in [22] .
As shown in [1] , [2] , [5] - [10] , at chip rate sampling, the CDMA system can be formulated as symbol rate MIMO (multiple input multiple output) system with different users' signals as the inputs and the chip-rate sampled data per symbol as the outputs ( is the processing gain). Therefore, at least in principle, existing approaches to blind MIMO channel identification and deconvolution (equalization) are applicable to the current problem. In [3] (see also references therein), an iterative, Godard (or constant modulus algorithm: CMA) cost-based approach was proposed for spatio-temporal equalization and MIMO impulse response estimation, in which the inputs (i.e., user signals) are extracted and then subtracted from the received signal one by one. (Similar ideas using inverse filter criteria and higher order statistics may be found in [4] .) There is no control over which user's signal is extracted at any given stage. In this paper, we enhance/modify the approach of [3] to focus on extraction of a desired user's signal. In a forward link (base station to mobile), only the mobile's signal is of interest. In a reverse link (mobiles to base station), only the in-cell signals are of interest, and the proposed approach allows extraction of the in-cell users' signal one-at-a-time in parallel (as in [1] , [2] , and [5] - [10] ). Unlike [1] , [2] , [5] , [7] , and [8] , we do not assume synchronization with the desired user's signal. ( We do note that [1] , [2] , [5] , and [7] propose searching for the desired user's transmission delay-we do not need such a search.) Also, the identifiability conditions for the proposed approach turn out to be much milder than the approaches of [1] , [2] , [6] , and [8] .
In this paper, we investigate minimization of the Godard cost function of inverse filtered data (i.e., linear equalizer output) w.r.t. the equalizer coefficients subject to the equalizer lying in a subspace associated with the desired user's code sequence. Constrained minimization leads to extraction of the desired user's signal whereas unconstrained minimization leads to the extraction of any one of the existing users. The underlying system model is discussed in Section II. The code-aided CMA-based solution is presented and analyzed in Section III. Two illustrative simulation examples are provided in Section IV where we compare the performance of the proposed approach with those of [2] , [5] and [6] .
II. SYSTEM MODEL
Consider an asynchronous short-code DS-CDMA system with users and chips per symbol with the th user's spreading code denoted by . Then, the th user's transmitted signal at the chip rate in a baseband discrete-time model representation is given by [1] , [2] , and [5] - [10] (1) where is the th user's th symbol. The sequence is zero-mean, independently and identically distributed (i.i.d.) either four-quadrature amplitude modulation (QAM) or binary . For different s, s are mutually independent. In the presence of a linear dispersive channel (frequency-selective fading or multipaths) where the receiver collects one sample per chip, the received discrete-time (sampled) signal due to user is (2) where is the effective channel impulse response (IR) sampled at the chip interval (assuming zero transmission delay) and is the effective transmission delay (mod ) of user in chip periods. The channel IR is assumed to include the effects of chip matched filtering at the receiver. From (1) and (2), we have (3) (4) where represents the effective signature sequence of user (i.e., code "distorted" due to multipath etc.). The total received signal at chip-rate is the superposition of contributions of all users observed in additive white Gaussian noise (AWGN) as (5) Finally, collect measurements of into -vector to obtain, at the symbol rate, the MIMO model ( is defined in a manner similar to )
where is the length of the th user's vector IR. depends upon the multipath delay spread and the transmission delay . In asynchronous CDMA systems, (transmission delay mod ) is unknown; recall that (after sampling). In (6)
Clearly, if , then has its its first components as zero since [see (4) ] is causal. Assume that for (in addition to for ) where is an integer, i.e., the (excess) multipath delays can be of maximum symbol periods ( chips). Using (3), (4) , and (7), it follows that for any and (8) where the superscript denotes the complex conjugate transpose (Hermitian) operation, and and are given by (9) and (10) at the bottom of the page, is -vector, is , and is -vector. Note that most other papers (e.g., [1] , [2] , and [8] ) assume the multipath delays to be only a fraction of the symbol duration, which is not true for high-speed (future) CDMA systems [11] . Note also that not all elements in are nonzero. Given the above formulation (i.e., and for and ), it follows that for .
III. CODE-AIDED CMA
In Section III-A, we briefly review the approach of [3] for general MIMO systems based upon minimization of the CMA/Godard cost of the equalizer output. This approach results in extraction of one of the users where there is no control over which user is extracted. In Section III-B, we first analyze the convergence points of the unconstrained cost [see (12) ] and then deduce the required constraints on the equalizer solution to extract the desired user. The desired equalizer belongs to a subspace associated with the desired user's code sequence. In Section III-C, we propose a constrained, stochastic gradient, code-aided, projection algorithm for CMA cost minimization. The constrained solution may be followed up by an unconstrained minimization to further improve the results as the practical data-based constraints are not "perfect." The identifiability aspects of the problem are investigated in Section III-D.
A. CMA [3]
Consider an inverse filter (vector equalizer) of length symbols ( chips) operating on the data [see (6) ] to yield (11) where is . Following [3] consider minimization of the Godard/CMA cost (12) for designing the linear equalizer [ is defined in (17) ]. It is shown in [3] (see also [4] , [14] , and [15] ) that under certain mild sufficient conditions and absence of noise (see Theorem 1 in the Appendix), when (12) is maximized w.r.t. using a stochastic gradient algorithm, then (11) reduces to (13) where some complex constant; some integer; some user out of the given users, i.e., the equalizer output is a possibly scaled and shifted version of one of the users. The problem is that there is no control over which user is extracted. We would like to be able to extract the desired user, given the knowledge of the spreading code of the desired user. Henceforth, we assume that user 1 is the desired user.
B. Code-Aided CMA (CA-CMA)
The equalizer that yields (13) (ideally) satisfies [3] (14)
where for otherwise, , and . As noted earlier in Section III-A, we assume that the desired user is user 1 . Furthermore, suppose that the desired equalizer delay (or lag) [ in (13) and (14) 
Then, , is the MIMO IR of (6) . Recall that in our formulation, . Using (14) and (15), and setting and (desired solution), we have
Equation (16) can be written in a matrix form as (17) where is the matrix (a generalized Sylvester matrix) given by (18) at the bottom of the page, is and on the right side of (17) is at the st block position. Equation (17) may be rewritten as (19) assuming that . Since the user information sequences are assumed to be mutually independent with unit power each, we have matrix (20) where has as its th block element and . Therefore, where is the noise variance, is the data correlation matrix with th block element and is the identity matrix. It follows from (8), (19) , and (20) 
Further, define a matrix as (24) Then, by (8) and (21)- (24), we have (25) where matrix (26) and is given by (9) . Let columns of denote an orthonormal basis for the orthogonal complement of . Since is of full column rank, is an matrix [it can be obtained via an SVD (singular value decomposition) of ]. Then
In the absence of noise in (6), we have , which combined with (27) leads to (28) Thus, the desired solution satisfies (28) in addition to maximizing (12) [in fact, in addition to being a stationary point of (12)]. In (28), is .) Therefore, our next step is to optimize (12) subject to (28).
C. Code-Aided Optimization
It follows from (28) that the desired equalizer belongs to the null space of . Let denote the projection matrix onto the null space of . Carry out an SVD of and suppose that its effective rank is . Then Note that, in view of (29), we may modify (28) to read (31)
We will follow the following iterative, batch, projection stochastic gradient algorithm. Let denote the data-based cost (12) and let denote its gradient ( -column) w.r.t. evaluated at ; (the symbol denotes the complex conjugation operation). Note that we follow [16] in defining the complex derivatives. The batch-mode code-aided projection al-
gorithm for CMA cost minimization can be summarized as follows. CONSTRAINED Solution (0) Let denote the initial guess which is obtained as follows. Let denote a fixed integer in . Set for and set all elements of to ones; denote the corresponding vector (see (17) ) by . Set (32) Let denote the result of (11) when the equalizer is given by . Define , then accept as the new equalizer tap vector, increment by one and go to (I). Else set and go to (II). If (where is a "small" positive number and denotes the -th component of vector ), we take this as an indication that the algorithm has converged and quit the iterative optimization procedure. UNCONSTRAINED Enhancement (IV) Next, the equalizer obtained from the code-aided CMA is used as the initialization for the unconstrained CMA, and we continue iterative optimization until convergence. The procedure for unconstrained CMA is the same as for the code-aided CMA except that we do not impose the projection operator anymore. Further details may be found in [3] where the unconstrained case is treated. The choice of (33) for initialization follows from the fact that for four-QAM or binary information sequences, minimization of w.r.t. the linear equalizer leads to (13) for some and [4] . We could have used (12) ; however, since the cost in (33) is invariant to any scaling of the equalizer, unlike (12) , it seems to be a better choice for initialization.
It follows from [12] (Section 10.9) [see also ([17] , Appendix C, p. 504) and ( [18] , Section 18.7)] that the above projection algorithm for constrained optimization yields, in the limit of iterations, a stationary point of the following Lagrange multiplier problem: Choose and to be a stationary point of (recall (31) (12) satisfy (14) and (28). In Section III-D, we further characterize such equalizer solutions.
2) Stationary Points: It has been shown in [3] (see also [4] , [14] , and [15] ) that under the conditions specified in Theorem 1 in the Appendix, all stable stationary points of the CMA cost (12) lead to a solution such as (13) . Let denote an equalizer (not necessarily unique) which satisfies (14) . Then by [3] , is a stable stationary point of (12) (12) . That is, from among the stable stationary points of the unconstrained cost (12) , only the solutions that also satisfy (28) are also the stable stationary points of the Lagrangian (35). Existence and characterization of stable stationary points of (35) that are not the stable stationary points of (12), is an open problem.
Remark 1:
Under the assumption that constrained optimization (steps (0)-(III)) leads to close-to-desired solution, we follow it up with the unconstrained refinement in step (IV) of the algorithm. The motivation for this is as follows. Implementation of the constraint (28) based on data-based estimate of requires effective rank determination via SVD to define the null space of the data-based (see (29)). Moreover, presence of additive noise in the data will also influence the results. Therefore, any practical implementation of the constraint (28) will only be approximate. Finally, we do not yet have a full understanding of all the stationary points of the Lagrangian (35) that lead to stable local constrained minima of (12) subject to (31). However, the stationary points of the unconstrained cost (12) are well understood (in the absence of noise) [3] (see also Theorem 1 in the Appendix). These results imply that if one starts "close enough" to the desired solution, unconstrained minimization will converge to the desired equalizer. Hence, if constrained optimization leads to close-to-desired solution, unconstrained optimization should yield the desired equalizer without being affected by any errors in specifying the null space of in (28). ; therefore, one requires about flops to compute the same for a complex-valued matrix. Therefore, the computational load to compute in (27) is of the order of and where is processing gain and is the equalizer length in symbols, as the flops needed are . The computational load to compute in (30) is of the order of since the flops needed are . As the proposed approaches (constrained and unconstrained) are iterative, the computational requirements of the remaining parts of the algorithm are difficult to estimate (they are problem dependent). It is worth noting that the overall computational load does not (explicitly) depend upon the number of active users (if only one user is of interest), although it appears that as the system loading increases, the number of iterations to convergence also may increase.
In Section IV, we provide simulation comparisons with the approaches of [2] , [5] , and [6] . The approach of [5] requires an eigenvalue decomposition (EVD) of an (complex) data correlation matrix. By [26] (p. 421), one requires flops for EVD of a Hermitian matrix. Thus, the computational load of the approach of [5] will be of the order of . The approach of [6] requires computations similar to that for in (27), of the order of and , and computation of the EVD of an (complex) data correlation matrix, of the order of . Thus, the two versions of the proposed approaches, [5] and [6] , all require computations of the order of , where is the equalizer length in chips, and the computational load of all four approaches does not depend upon the number of active users (if only one user is of interest).
As precise computational requirements are hard to ascertain particularly since the proposed approaches are iterative, in Section IV, Example 1, we provide MATLAB flop counts to illustrate the computational differences for a particular example.
D. Identifiability
Now, we further characterize the equalizer solutions that satisfy both (28) and (14) . Define the -column vector, for
Using (39) and mimicking (17)- (25), (14) can be rewritten as ( under the no noise assumption)
Therefore, solutions satisfying (28) and (14) It is also equivalent to that stated in ( [2] , Theorem 1) after accounting for some notational differences. By Lemma 1, our identifiability condition is (C1). Notice that, unlike [2] and [5] , there is no "interaction" between undesired users' IRs. This is a consequence of the cost (12) (and therefore, exploitation of the higher order statistics) which "decomposes" the data into its statistically independent components. We also note that [5] requires that a certain channel matrix (a generalized Sylvester matrix (see (18) ) corresponding to the MIMO channel impulse response) should have full column rank for an appropriate choice of a smoothing factor. In [2] also, such a condition has been assumed to define the signal subspace (although in a "deterministic" context). If this condition is not satisfied, the approaches of [2] and [5] may not necessarily work because, then, the range space of a data correlation matrix (as in [5] ), or of a data matrix (as in [2] ), does not equal the signal subspace. This condition is equivalent to the assumption that the MIMO transfer function (see (48) in the Appendix) of the underlying system model is irreducible (i.e., including but excluding ) as well as column reduced [3] , [14] . The same assumption has also been made either implicitly or explicitly in [1] , [6] , [8] and [10] . In this paper, we require the MIMO transfer function to be irreducible and column reduced only under Theorem 1(B) of the Appendix where one is restricted to finite-length equalizers. If "long" equalizers are used (see also Remark 5 in the Appendix), it is enough to have for any . We conclude by presenting an example where irreducibility of (therefore, full column rank of the generalized Sylvester matrix in (18)) does not hold true. Let the transmission delays be for and where is the desired user. Then, by (7), we have (45) whereas (46) It follows from (15), (45) and (46) that for . By (48) in the Appendix, . Therefore, is not irreducible and in (18) is not of full column rank; hence, the range space of the data correlation matrix in [5] does not equal the signal subspace for the given example.
Remark 3: System Loading: Ignoring any algorithm initialization problems, the identifiability condition (C1), together with Theorem 1 of the Appendix, provides a limit on the number of active users that can be handled by the proposed approach. By Theorem 1, the number of active users (processing gain). If (C1) is violated, convergence to a wrong user is possible. Condition (C1) is a complicated function of other users' spreading codes and channel impulse responses (including the transmission delays). We are unable to draw any general conclusions although case-by-case analysis for a given scenario is possible. As noted in Remark 2, our condition (C1) is less restrictive than the corresponding condition (C2) in ( [5] , Prop. 2]. Simulations are presented in Example 2 of Section IV to explore the loading issue in a limited context. For the presented example, the performance of the proposed approach deteriorates as the loading increases beyond 50%; however, it is superior to that of [2] , [5] and [6] . (42) IV. SIMULATION EXAMPLES In this section, we consider two simulation examples to illustrate the proposed approach and to compare it with the approaches of [2] , [5] , and [6] . Note that the approaches of [2] and [5] are essentially the same. In [2] , one has the choice of extracting the signal subspace using a data matrix , via SVD of or EVD of . In [5] , the same signal subspace is extracted via EVD of a data correlation matrix which is the same as . In our simulations, we have used the approach of [5] in exploiting the data correlation matrix. In extracting the signal subspace, one has to determine the effective rank of this data correlation matrix, say . In [2] and [5] , the rank of this matrix has been specified in terms of several unknown parameters: number of active users, channel length for the various users, etc., provided that certain generalized Sylvester matrix for the underlying MIMO channel is of full column rank. Use of this theoretical rank did not work for the simulation examples considered in this section. In this paper, we determine the effective rank as number of effectively nonzero singular values (or eigenvalues) of the relevant matrix. Suppose that a correlation matrix is . Let denote its eigenvalues (or singular values) in descending order of magnitude. The rank of is determined as the smallest for which (47) where is a small number (threshold). The normalized equalization mean-square error (NEMSE) (normalized by the desired user's information sequence power) and the probability of symbol detection error after equalization were taken as the two performance measures after averaging over 100 Monte Carlo runs. Since lower MSE does not necessarily imply lower (because the former measures an average quantity whereas the latter is strongly influenced by the probability distribution of the noise and residual intersymbol interference at the equalizer output) and since use of MSE as a performance measure is widespread (see [1] , [6] , and [8] , for instance), we use both these performance measures to illustrate our simulation results. The equalized data were rotated and scaled before calculating the two performance measures; in practice, in a blind setting, this step can be avoided by using differential encoding/decoding. After designing the equalizers based on the given data record, the designed equalizer was applied to an independent record of length 3000 symbols in order to calculate normalized MSE and . Therefore, the estimated is not reliable below approximately , hence, these values are not shown in the figures to follow.
A. Example 1: Eight Chips/Symbol, Three Users
We consider the case of three users, each transmitting four-QAM signals, and short-codes with eight chips per symbol. The spreading codes were randomly generated binary ( , with equal probability) sequences. The multipath channels for each user have four paths with transmission delays uniformly distributed over one symbol interval, and the remaining three multipaths having mutually independent delays (w.r.t. the first arrival) uniformly distributed over one symbol interval (leading to in Section II). All four multipath amplitudes were mutually independent, complex Gaussian with zero-mean and identical variance. The channels for each user were randomly generated in each of the 100 Monte Carlo runs (i.e., they were different in different runs). Complex white zero-mean Gaussian noise was added to the received signal from the three users. The SNR refers to the symbol SNR of the desired user, which was user 1, and it equals the energy per symbol divided by ( one-sided power spectral density of noise ), i.e.
In the equal-power case (0 dB MUIs), all users have the same power; in the near-far case (10 dB MUIs), the desired user power is 10 dB below that of other users. Equalizer of length five symbols and desired delay (lag) was designed using the proposed algorithm (both versions: constrained alone as well as constrained followed by unconstrained). As discussed in Section III-D, the possible convergences points included solutions with delays and (recall that ). The rank determination for (29) was carried out using (47) (with ). The approach of [5] (equivalent to that of [2] , as noted earlier) was also simulated with a "smoothing factor" ( in [5] ) of 5 with rank determination of the data correlation matrix in [5] using (47) (with , as for the proposed approach). The approach of [5] was used to estimate the desired user's channel IR which, in turn, was used in a MMSE equalizer with delay
. We also applied the approach of [6] using equalizer of length 5 symbols and desired delay . To determine the rank of the data covariance matrix in [6] , we use EVD and take the rank as the number of effectively nonzero eigenvalues with in (47) set to 0.02. For a baseline comparison, we also simulate an ideal (clairvoyant) matched filter receiver which is matched to the true effective signature sequence (or ) of user 1. This matched filter has information (e.g., channel for user 1 including transmission delay) which is not available to other approaches.
Figs. 1 and 2 show the results for various SNRs for the equal power case, and Figs. 3 and 4 show the same for the near-far scenario. The label unconstrained in the figures refers to the use of steps (0)-(IV) of the proposed algorithm whereas the label constrained refers to the use of steps (0)-(III) only. The approach of [2] , [5] is sensitive to the (unknown) rank of the correlation matrix. As seen in Figs. 1 and 2 , the performance of [2] , [5] deteriorates below the dB. (Note that [2] and [5] estimate the unknown transmission delay of the desired user in the asynchronous case.) Overall, it is seen that the proposed approaches are significantly better than the approaches of [2] , [5] and [6] . The ideal matched filter exhibits significant near-far sensitivity. As discussed in Remark 2, the identifiability conditions for the proposed approaches are milder than that for [2] , [5] , and [6] .
Computational Complexity: We also compared the computational complexity of the various approaches with regard to the number of flops needed to execute one simulation run for Example 1 using MATLAB, involving equalizer design and equalization execution. In the case of the ideal matched filter, there was no filter/equalizer to be designed and therefore, the flop count is for filter execution (implementation) only. Table I shows the flop count for dB and equal power case. For the proposed approaches, it includes flop count for the equalizer initialization and subspace projections. It is seen that the computational complexity of the proposed approaches is higher than that of [2] , [5] and [6] , but not unduly so, while their performances are significantly better.
B. Example 2: 12 Chips/Symbol, Variable Number of Active Users
In this example, we fix the (desired user's) SNR at 20 dB and vary the number of active users with processing gain equal to 12. The details regarding the channel and codes are as for Example 1: random binary spreading codes with 12 chips/symbol, channel with four mutually independent multipaths having complex Gaussian amplitudes (mean zero, identical variance) randomly generated in each of the 100 Monte Carlo runs, transmission delays uniformly distributed over one symbol duration and remaining multipath delays (relative to the first arrival) also uniformly distributed over one symbol duration. Equalizers of length 4 symbols and desired delay (lag) were designed for all approaches except the proposed one, for which took and (see Section III-D for the reasons). The smoothing factor for the approach of [5] was set to . Thresholds for rank determination etc. were exactly as for Example 1. None of the approaches had the knowledge of the number of active users.
The simulation results are shown in Figs. 5 and 6. It is seen that, overall, the proposed approaches (both versions) outperform [2] , [5] and [6] . The observations made in Example 1 regarding the various approaches, apply here too. It is also seen that the near-far resistance starts to break down as the number of active users increases. The overall performance of the proposed methods deteriorates rapidly as the number of active users becomes seven (or more, i.e., approaches the processing gain). Possible reasons for this include possible loss of effectiveness of the initial guess selection in step (0) of the constrained solution, and possible violation of the condition (C1) of Section III-D.
V. CONCLUSION
A constrained code-aided CMA approach was presented for blind detection of asynchronous short-code DS-CDMA signals in multipath channels. Only the spreading code of the desired user was assumed to be known. Its transmission delay was unknown. We exploited the CMA approach of [3] for blind MIMO deconvolution, in conjunction with the structure imposed by the desired user's spreading code sequence. With the knowledge of the desired user's code sequence, one can (under certain conditions) extract the desired user's signal whereas the original approach of [3] leads to extraction of any one of the active users. The identifiability aspects of the problem were investigated.
Two illustrative simulation examples were presented where the proposed approaches (two versions) were compared with the approaches of [2] , [5] , and [6] . For the presented examples, the proposed approaches outperform the other approaches.
APPENDIX
Here, we summarize some sufficient conditions under which minimization of (12) yields (13) . For details, the reader is referred to [3] , [4] and [15] (see also [14] ). Define (48) Theorem 1: Given the finite impulse response (FIR) model (6) such that and are mutually independent, zero-mean i.i.d. sequences. As the record length tends to infinity, minimization of (12) yields (13) if one of the following holds true.
(A) for any , and doublyinfinite equalizers are used. (B) for any (including but excluding ), is column-reduced and FIR equalizers with length are used. Remark 4: It is well known that if for any (i.e., is irreducible), then finite-length equalizers exist [3] , [15] . However, this fact alone is not sufficient for the stationary points of (12) to be characterized by (13) . One needs an additional condition that is column-reduced, as specified in Theorem 1(B).
Remark 5: Part (A) of Theorem 1 require the use of doubly-infinite equalizers whereas, in practice, one can only use finite-length (though "long") equalizers. The effects of finite-length equalizers have been analyzed in [13] (Section 4.5) where it has been shown that if the equalizer coefficients are kept "centered" (i.e., equalizer coefficients at the two "edges" are "small"), then the finite-length equalizer converges to a "close" neighborhood of a desirable infinite-length equalizer convergence point. The centering may require joint adaptation of equalizer coefficients and equalizer length. One should monitor the equalizer coefficients to ensure that they remain "small" at the two "edges"-this is why one uses the center-tap initialization: set the center tap to one and all others to zero.
