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Ogiwara and Watanabe showed that if SAT is bounded truth-table reducible to a sparse set, 
then P = NP. In this paper we simplify their proof, strengthen the result and use it to obtain 
several new results. Among the new results are the following: 
• Applications of the main theorem to log-truth-table and log-Turing reductions of NP  sets 
to sparse sets. One typical example is that if SAT is log-truth-table reducible to a sparse set 
then NP is contained in DT IME (2°(1°g2")). 
• Generalizations of the main theorem which yields results similar to the main result at 
arbitrary levels of the polynomial hierarchy and which extend as well to strong nondeter- 
ministic reductions. 
• The construction of an oracle relative to which P ¢ NP but there are NP-complete sets 
which are f(n)-tt-reducible to a tally set, for any f(n)co(log n). This implies that, up to 
relativization, some of our results are optimal. @ 1994 Academic Press, Inc, 
1. INTRODUCTION 
The study of reductions of hard sets to (polynomially) sparse sets has a long and 
rich history in complexity theory. This history is comprised of several paths, but 
typically considers if such reductions are possible, and when so, what such reduc- 
tions imply about the structure of intractable sets and the relationships between 
complexity classes. There are two, quite different, motivations for exploring such 
results. One is that sparse sets can be stored in polynomial-sized tables. Thus if 
there is a reduction from a hard (e. g., NP-complete) problem, say C, to a sparse 
set, then C can be efficiently solved using a table encoding the information about 
(a large enough initial part of) the sparse set. So, even if the sparse set is costly to 
compute, its computation can be carried out once and stored in a table and from 
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then on this table can be used to quickly answer questions about C or any other 
problems efficiently reducible to C. 
A second consideration is the connection with the isomorphism conjecture of 
Berman and Hartmanis. This conjecture states that all NP complete sets (that is 
complete with respect o many-one polynomial-time r ductions) are polynomial- 
time isomorphic. A direct consequence of this conjecture is that NP-complete sets 
cannot be sparse. The first research in this area considered reductions of NP-com- 
plete sets to sparse (and also co-sparse) sets and it is such reductions we consider 
in this paper. The most notable arly result, a culmination of considerable previous 
work, is due to Mahaney [-Mah823, who proved that if every NP set is many-one 
reducible to a sparse set (or, equivalently, if SAT~<~ sparse) then P = NP. Hence 
this result concerning reductions to sparse sets provides some evidence for the 
verity of the isomorphism conjecture. A long-standing open problem has been to 
extend Mahaney's result to weaker reductions, particularly to polynomial-time 
truth-table reductions. Recently Ogiwara and Watanabe [OW90] have given a dif- 
ferent, more general, proof which subsumes Mahaney's result and extends it to 
again conclude that P = NP, assuming that the reductions are only bounded truth- 
table rather than many-one. Ogiwara and Lozano [OL91 ] prove similar results for 
a number of other complexity classes. (Definitions of the truth-table reductions are 
given at the beginning of Section 2.) 
There has also been a succession of results concerning polynomial-time Turing 
reductions of NP sets to sparse sets. The first such is due to Karp and Lipton 
[KL80, KL82] who proved that if SAT is Turing reducible to a sparse set then 
the polynomial hierarchy collapses to the third level. Sipser improved the 
collapse to _re, and this improvement is included in the Karp and Lipton papers. 
Long [-Lon85] showed a stronger collapse, assuming that the sparse sets are con- 
tained in pNv. Kadin [Kad89] showed a collapse to pNPC~og3 (the class of sets 
Turing reducible to NP with only log-many queries to the NP oracle), assuming 
that the sparse set is in NP. Kadin also gave some evidence that his result is 
optimal. 
In this paper we simplify and strengthen the Ogiwara/Watanabe proof and use 
it to obtain several new results in this field. We achieve results not only for bounded 
truth-table reductions but also for more general truth-table and Turing reductions 
of NP to sparse sets. Furthermore, from this strengthening wecan prove a trade-off 
between the number of queries asked by the reductions and the density of the 
sparse set. Among the main results of this paper are: 
1. Applications of the main theorem to log-truth-table and log-Turing 
reductions of NP sets to sparse sets. In particular, 
• If SAT is log-truth-table-reducible to a sparse set then NP is contained in 
DTIME(2°0°g 2~)). 
• If S is (log n)-sparse and f(n)-tt-hard for NP with f (n)  e O(log n/log log n) 
then P = NP. 
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• If there is a sparse set which is loglog-Turing hard for NP then NP is 
contained in DTIME(2°(I°g2n)). 
2. Generalizations of the main theorem which yields results, similar to the 
main result, at arbitrary levels of the polynomial hierarchy and which extend as 
well to strong nondeterministic reductions. 
3. The construction of an oracle relative to which P ~ NP but there is a tally 
set which is f(n)-tt-hard for NP, for any f(n)~co(log n). This implies that the 
results in Section 3 are essentially optimal. 
Section 2 contains the new proof of the Ogiwara/Watanabe r sult. This result 
and its proof are used in Section 3 to prove several strengthenings of the prior 
results and to obtain a relativized version of the theorem which extends the results 
to other classes in polynomial hierarchy. Section 4 contains the oracle result 
mentioned above. 
2. A NEW PROOF OF THE OGIWARA/WATANABE THEOREM 
We begin by defining the various truth-table reductions. 
DEFINITION 1. For any function f :  N-~ N, A is f(n)-truth-table reducible to B 
(A ~f(n)-ttP B) if there is a polynomial time computable function which, on input x, 
computes t strings xl,... ,xt, where t<<.f([xl) and a predicate, e, of t boolean 
variables, such that x e A ~* e(al, a2, ..., at), where ai is a boolean value which is 
true ,~ xi e B. If f is the constant function f (n)= k we say that A is k-truth-table 
reducible to B (A-<~" B). "~ k-tt 
DEFINITION 2. A is truth-table reducible to B if, for some polynomial-time f, 
P A ~f(n)-tt B. A is bounded truth-table reducible to B (A ~P-tt B) if there is a k such 
that ~' A ~ k-tt B. 
The following theorem was proved by Ogiwara and Watanabe in [OW90]. The 
proof given here, while based on their ideas, is new, simpler, and yields a more 
efficient algorithm which is then used to obtain a number of further results. 
THEOREM 3. I f  there is a sparse <~_tt-hard set for NP, then P-~ NP. 
Proof Let A be a ~<P-complete s t for NP. Let M be a nondeterministic Turing 
machine accepting A. Let W~P be a witness set for A: 
W= {(x, w)[w is the encoding of an accepting computation of M on x}. 
Without loss of generality, we can assume that the size of witnesses w is a fixed 
polynomial: (V(x, w)~ W)[lwl = p(lx[)]. 
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If x6A, let Wm~ x be the maximum (in 
(x, w} ~ W. 
We define the left set L associated with W: 
lexicographic order) w such that 
L= {(x,  w} Ix~A and w<~wm~x}. 
Note that A P ~<~ L because 
yeA<=> ( x, OP(IxD ~ ~ L. 
_P Since L ~ NP and A is ~<mV-complete for NP, we have A =m L. We will exploit the 
structure of L to search for a witness more easily than with A. We actually prove 
the following, from which the theorem easily follows. 
LEMMA 3.1 I f  L is a left set for A ~ NP and L~k_ttSP for a sparse set S, then 
there is a polynomial time algorithm that given a string x ~ A, outputs Wm~x associated 
with x (if x ¢ A, the algorithm halts and says so). 
Proof The technique is a pruned search of all the possible witnesses for x. The 
search algorithm is defined as follows. The function qk (n) (whose value depends on 
both k and n) will be defined later. For k fixed, it is polynomial in n. The implemen- 
tation of the line marked with (**) is the main part of the proof. 
Input. x. 
• compute p(]x[), the size of witnesses, and consider the interval 
(X, 0P(Ixl)} --. (X, 1 p(jxD) 
• partition the interval into qk([x[) pieces of equal size (_+ 1) 
• while there are intervals of size > 1 do 
- -  split each interval into two equal pieces (_+ 1). 
- -  (**) drop intervals from the set of intervals until we have ~<qk([x[) of 
them, while making sure not to drop the interval containing w . . . .  if such an 
interval is in the set. 
• search the intervals exhaustively to find the maximum witness and output it 
if it exists. 
The rest of the proof consists of finding a polynomial qk (n) and a polynomial 
time algorithm that implements (**). It is straightforward to verify that once (**) 
has been implemented in polynomial time, the whole search algorithm terminates 
in polynomial time and finds Wmax if X ~ A. 
We now turn to the implementation of (**). Let t~, t2, t3 ..... t~ be an ordered set 
I of disjoint intervals associated with x. Assume x ~ A, so Wm~x is well defined. If 
x ~ A, the algorithm halts in polynomial time and obviously does not find a witness. 
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To ease visualization, we assume strings are ordered from left to right. Let (x, w~ ) 
be the leftmost element of t~. Suppose L ~<~_ ttS through the function f For each 
wi, compute 
f (  (x,  w i ) )  = (c~i, Yil, Yi2, ..., Yik ), 
where ei is the predicate and the y's are the strings computed by the reduction. Let 
l be a polynomial upper bound on the number of those strings y that can be in the 
sparse set S. Because the reduction f is computable in polynomial time, the size of 
the strings is polynomial in the size of x, and S is sparse, we know this upper bound 
I is polynomial in the size of x. 
We associate with interval ti the truth-table i and the variables Yil, .-., Y~k. We 
say that interval ti maps to the set of variables Y(ti) -- 01~j~k {Y~}. 
We now implement a recursive procedure that takes a set of intervals, each inter- 
val having a k-truth-table and a set of k variables associated with it, and returns 
qk(n) of the intervals. If the k-truth-table and variables are valid (i.e., they reflect 
the membership of the leftmost element of the interval) and one interval contains 
w . . . .  then that interval will be among the qk (n) intervals returned. 
To implement the procedure, first partition I into two sets I 0 and I1. Put into Io 
all intervals ti such that ~1 (0, 0, ..., O) = 0 and put into I1 all intervals ti such that 
e~(O, O, ..., O) = 1. (Here 0 stands for false and 1 stands for true.) We first see how 
to treat intervals in I o. 
We now select intervals t'l, t~, t~, ... from the set I o. 
Let t~ be the leftmost interval in Io. 
Let t~ be the leftmost interval in I o that maps to a disjoint set of strings, i.e., 
t~ = t~ EIo, where i is the minimum i such that Y(t'~)~ Y(tg) = ~.  
Let t; be the leftmost interval that maps to a set of strings disjoint from those 
mapped by t] and t~, i.e., g(t '3)n Y( t ] )=~ and Y(t'3)c~ Y( t~)=~.  
Continue to select intervals in this manner (always choosing the leftmost interval 
in I 0 that maps to a set of strings disjoint from those mapped by previously selected 
intervals) until no more such interval exists or until we have selected l+  1 intervals. 
If l + 1 intervals have been selected, since the sparse set has at most 1 of the 
strings y, at least one of the intervals so selected maps to only strings not in the 
sparse set. Since for all the intervals in I0, e(0, 0 ..... 0) = 0, Wma~ cannot be in that 
interval or to the right of that interval. This means that if the interval containing 
w~,~ is in Io, it maps to a set of strings that is not disjoint from the set of strings 
mapped by one of our selected intervals. So, if l + 1 intervals have been selected, all 
intervals to the right of the last selected interval can be dropped from I o, forming 
a set [o. 
We now proceed to partition i o. Let Y= ~)z {Y(t'z)}. We partition Io using the 
following procedure: 
• Label each interval in fo "unmarked." 
• For each y ~ Y (in arbitrary order) 
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- -  Form a set Py as follows: 
Py= {t[t is unmarked, te io ,  andy6 Y(t)}. 
- -  Mark the intervals that have been put in Py. 
Since the intervals in Io have at least one variable in common with one of the t;, 
the collection of Py does form a partition of i o. The size of Y is at most k(l + 1), 
so there are at most that many parts Py of the partition. 
We now concentrate on a part Py, where every interval maps to y. For any inter- 
val in Py, if we fix y to false in the truth table associated with that interval, this will 
result in a new truth-table of k - 1 variables. Apply the algorithm recursively on the 
intervals from Py by associating to each interval the new truth-table of k -1  
variables. Let F be the set of intervals that are kept by the recursive algorithm. The 
algorithm will give us a set F of size at most qk_l([X[). NOW, if we fix y to true, 
this will result again in a truth-table of k -1  variables. Apply the algorithm again 
recursively to keep a set T of intervals. Whether the string y is in the sparse set or 
not, one of our recursive calls will have all valid truth-table and variables associated 
with the intervals. If Wma x was in one of the intervals of Py, then Wma x is in Fu  T, 
so drop all intervals from Py that are not in F~ T. The size of Py is now at most 
2qk_l (Jx[). 
For I1, we need to select our intervals t], t~, ..., t~, from the rightmost intervals, 
going to the left instead. If l + 1 intervals are selected, we still have the property that 
one of the selected intervals maps to only string not in the sparse set, and Wr~ax is 
either in that interval or to the right of it, so every interval eft of the last selected 
interval can be dropped and the same recursive application can be done. 
After doing this for each set Py from both Io and 11, we are left with at most 
4k( l+ 1)qk-~(fX]) intervals. The following recurrence equation arises: qe(n)= 
4k( l+ 1) qk_l(n). 
The basis for our recursive procedure is k = 0. A truth-table of zero variables is 
a boolean that is true or false. Given a set of intervals with a boolean value 
attached to each of them, we only need to keep the last interval with a true attached 
to it, so q0(n)= 1. 
Solving the recurrence, we obtain qk(n)=4k(k!)(l+ 1) k. | 
Notice that in addition of being relatively simple, this proof provides a better 
bound for qk(n). The original bound in [OW90] was 22k(k!) 22k(l+ 1) k. The domi- 
nant factor is the 22~, whereas our dominant factor is the (k!) ~< kk = 2 kl°gk. It is just 
this difference which we exploit in the next section in order to obtain stronger 
results. 
3. RESULTS DERIVED FROM THE NEW PROOF 
Having presented the strengthened proof, we can now use it to obtain more 
general results concerning reductions to sparse sets. First, we want to extend the 
571/48/2-9 
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previous results by considering the running time of the algorithm when the reduc- 
tion is allowed to ask a bounded, but growing, number of truth-table queries to the 
sparse set and when the density of the sparse set varies. The next theorem arises 
from directly following the algorithm described in the proof of Theorem 3, replacing 
the fixed bound k by the function f(n) and the parameter l by the census of size 
~<n t elements of the sparse set. 
DEFINITION 4. The census function of a set A, c A (n) is the number of elements 
of A of size ~< n. 
THEOREM 5. Let 
Ts, f(n) = 4F<n/(f(n) + 1)! (Cs(n) + 1)A~)n. 
I f  S is <~f~n)_tt-hard for NP, then 
NP _~ U DTIME[  Ts, f(nt) ] • 
t 
Proof Take any set A in NP and take its left set L which is also in NP. Letp(n) 
be the size of the witness. Let g be the f(n)-tt reduction reducing the left set L to 
the sparse set S and suppose g runs in time r(n). Let t be such that n t >~ r(p(n) + n). 
Then n t is an upperbound on the size of the strings queried during the reduction. 
In the search algorithm in the proof of Theorem 3, recall that k is the fixed num- 
ber of truth-table queries given by the b-tt reduction, and 1 is a polynomial in n 
derived from the density of the sparse set which assumed NP-hard. We now analyze 
the time taken by the search when k is f(n t) and I is Cs(nt). 
The outer loop of the algorithm is done p(n) times since there are 2 p(n) possible 
elements in the left set which are associated with an input of size n and the intervals 
of left set elements are repeatedly halved until they contain only one element. We 
chose t above so that n t >~ p(n) + n, so n t also bounds the number of times the outer 
loop is repeated. Finally, the time required to execute part (**) is 
Tk(n)<<.cqk(n)+4k(l+ 1) Tk l(n). 
The solution of this recurrence is in O(kqk(n)). Hence, putting this all together, 
the running time of the algorithm is proportional to kqk(n)n' which is 
O(4k(k+ 1)! ( l+ 1)knt), which is what was required. | 
From this general theorem, we can derive interesting corollaries, substituting 
more concrete functions for f(n) and cs(n). 
-<P for NP and both f(n)! and cs(n) ¢~n) are COROLLARY 6. I f  S is .~.f¢n)_tt-hard 
bounded by polynomials, then P = NP. 
Proof The time bound in Ts, f,t(n ) is dominated by f(nt)! and cs(nt) f~n'). If 
f(n)! and cs(n) f~n) are bounded polynomials, then so aref (n  t) and cs(nt) f~n'). If the 
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terms are bounded by polynomials, then so is Ts, y,t(n). So the conclusion of 
Theorem 5 is now P=NP.  | 
Using this corollary, we can now give reasonably precise bounds on the relevant 
function which enable our proof to yield P = NP. In essence the next corollary says 
that we can extend the main theorem to include truth-table reductions which are 
weaker than bounded truth-table, if we increase the sparseness of the NP-hard set. 
There is a trade-off between the density of the sparse set and the growth rate o f f  
in the following result. 
COROLLARY 7. I f  S is such that: 
1. cs(n)e O(log n), 
2. S is <~n).tt-hard for NP, and 
3. f(n) ~ O(log n/log log n), 
then P = NP. 
Theorem 5 can also be looked at in a second, slightly different light. Namely, 
instead of insisting on the conclusion that P = NP, or even that the polynomial 
hierarchy collapses, we can instead conclude that NP is unexpectedly easy to deter- 
ministically compute (although still not in P) using weaker hypotheses concerning 
reductions to sparse sets. Recall that NP ~ Uk DTIME(2nk) • However, it would be 
very suprising if NP ~ DTIME(2"k), for some fixed k. 
Letting f (n )=logn,  Theorem 5, together with some straightforward algebra, 
yields. 
COROLLARY 8. I f  there is a sparse set which is ~<lPog_tt-hard for NP then 
NP _ DTIME(2 °0°g2")). 
Observing that A ~Pg log-a'uring B implies A ~<lPog_tt B, the previous corollary yields. 
COROLLARY 9. I f  there is a sparse set which is P log log-Turing-hardf°J NP then 
NP _ DTIME(2 °°°g2")). 
We now turn to a strong relativization of the main theorem which yields several 
further corollaries. Theorem 3 in the previous section relativizes in the following 
way. 
THEOREM 10. For any oracle A, if there is a sparse <~_tt-hard set for NP A, then 
NpA = pA. 
Proof In the previous proof, one can define the witness set in pA. The left set 
can accordingly be defined. The pruned search can be done having access to the 
oracle. It just involves simulating the reduction on many inputs and dropping inter- 
vals according to the output of the reduction. At the end, take the maximum string 
that is in the witness set. | 
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Using this relativized version of the theorem, we can translate the theorem to 
P 
higher levels of the polynomial hierarchy. In the following, a ~<~)tt-reductaon is a 
~<P_tt-reduction that has access to a S e oracle. 
COROLLARY 11. I f  a set <~Pm-complete for ZP+ ~ is <.~!~t-reducible to a sparse set, 
then the polynomial hierarchy collapses to A P. 
Proof Just take A to be a ~< P-complete set for 2;~ e. ] 
Another application of the relativized theorem is to address bounded strong non- 
deterministic reductions. Strong nondeterministic reductions were first studied by 
Long [Lon82]. We take the definition of [GS88]. 
DEFrNITION 12. A function f is in NPSV if there is a nonderterministic Turing 
machine N such that at least one of the computing paths of N on x computes f (x) ,  
and such that all accepting computing paths of N on x compute the same value. 
DEFINITION 13. For any constant k A is k truth-table strong nondeterministi- 
cally reducible to B (A .<SN B) if there is a function in NPSV which computes "~ k - t t  
k strings xl,  ...,xk and a predicate, e, of k boolean variables, such that 
x s A ~* e(al, a2, ..., ak), where ai is a boolean value which is true ~*x~ e B. 
DEFINITION 14. A is bounded truth-table strong nondeterministically reducible to 
B (A-<SN B) if there is a k such that A SN k- t t  B. b- t t  
The following corollary, first proved by Ogiwara (private communication) is here 
a simple application of Theorem 10. 
COROLLARY 15. I f  a set <~V-hard for NP is _<SN ">-b-tt o a sparse set, then the polyno- 
mial hierarchy collapses to NP. 
sN Proof Since a ~b- t t  reduction is actually equivalent o a reduction having a 
NP c~ CoNP orcle, just take the oracle A in Theorem 10 to be an arbitrary set in 
NP c~ CoNP. Note that NP NP c~ CoNP = NP and pNP c~ CoNP = NP c~ CoNP. | 
4. RELATIVIZED LIMITS TO THE NUMBER OF ORACLE QUERIES 
Looking back at what we have achieved, we now address the question of how 
much we can improve the above results using proof techniques that relativize. In 
other words, our results hold relative to every oracle. How much can they be 
improved in such a way that they still hold for every oracle? The oracle build in 
this section puts a limit on this kind of improvement. 
Theorem 3 says that if a sparse set is <~bP_tt-hard for NP, then P=NP.  
Corollary 7 says that if a set with log n density is ~<y(n)_tt-hard for NP, with 
f (n)~ O(log n/log log n), then P =NP.  Kadin [Kad89] constructed an oracle 
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relative to which there is a sparse ~<P-hard set an P ~ NP. Relative to his oracle, 
there is also a sparse ~<P-hard set. 
But there is a gap between k or log n truth-table queries and a polynomial 
number of truth-table queries. We are interested in trying to close this gap. 
The following oracle shows that in the case of Corollary 7, f(n) cannot be 
increased by much in some relativized world. Our oracle shows that the time bound 
in Theorem 5 is close to optimum for low es(n), again in a relativized world. For 
Theorem 3, the gap is narrowed, but not yet closed. 
THEOREM 16. Let f(n) be polynomial time computable and such that f(n)/log n is 
non-decreasing and unbounded. Then there is an oracle B and a tally set T having at 
most f(n) strings of length <~n such that 
1. pBCNp~ 
2. T is <<.~(~)_tt-hard fo  NP B. 
Proof Without loss of generality, we may assume that f (n )~ n, since if the 
theorem is true for small f, then it is clearly true for larger f As in the oracle by 
Kadin in [Kad89],  we construct a sparse set A and let B= QBFGA. The tally set 
T will be an encoding of A. We use Kolmogorov complexity to hide strings in A 
and in this way ensure pB ¢ Np~. The Kolmogorov complexity of a string is in the 
size of the smallest program that prints it. See [Lon86, LV93] for more accurate 
definitions and further discussions. 
The construction of A is done by the following procedure: 
Stage O. Let t 1 = 4 and nl be chosen so that f(nl)/log nl >~ 16. This is possible 
by the assumption o f f  
Stage i > 0. (put a string of size n~ i into A.) 
• Choose a K-random of size f(ni)/2. 
ti • Pad it with zeros up to length n e. 
• Put the padded string into A. 
• Iff(n~i+l)/(log i(nti+l]>>.(ti+l)2, then ti+ l~t i+ l  else ti+l,,--t i.
ti-b 1 
• hi+ 1 ~ n i  
The set T= code(A) is defined as 
{lnle[ there is a string of size n in A and its ith bit is a 1}. 
Note that if a string of size n is in A, then the next string in A has size at least 
n 4, so  there is no conflict in coding. Also, the size of strings in A can be computed 
so there is no ambiguity in separating the 1 n from the 1". 
Before proving the main lemmas, we need to prove a few properties about f
LEMMA 16.1. For i> 1, f(ni)/f(ni_l)>>-4. 
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Proof Because f(n)/log n is non-decreasing, 
f(n~ 1) f(n,) 
log ni_l log ni" 
t~ is either ,i- 1 ,,t~- 1 + 1 n t~- 1 This implies that S ince  ni~-Fl i_ 1 n i_  1 or ,~i-  , i )n i -1  • 
f(ni_l) <f(ni )_  f(ni) 
logni_ l  lognt/y~ ti_llogni_t' 
from which we can conclude that 
f(ni) 
f(ni-  1 ) 
- ->~t i _ l>~4.  | 
LEMMA 16.2. For i >~ 1, 
f(ng) >I t2" 
log n~ 
Proof The condition is true for i= 1 by our choice of nl. It will remain true, 
since we always check that the condition is true before increasing t. If t is not 
increased, the condition remains true because f(n~)/log ne does not decrease. | 
LEMMA 16.3. There are at most f(n) strings of length <~n in T. 
Proof Putting a string of size n~ ' into A puts <<.f(n~)/2 strings into T. The 
strings have length m where n~'<~ m<~n~ ~ +f(n~)/2. It is sufficient o verify that the 




By Lemma 16.1, f(ni_ 1 ) <~f(ni )/4, f(ni_ 2 ) <~f(ni )/16, f(ni _j ) <~ f(n i)/4 j. From this, 
the sum above is bounded by 
f(ni) ~ 4 i=2/3f(ni)<f(m). | 
2 j=0 
LEMMA 16.4. code(A) is in NP ~ but not in pB. 
Proof The set code(A) is obviously in NP B. Leading to a contradiction, 
suppose that code(A) is in pB. Then, on input 1 nli, a Turing machine could use 
code(A) and compute the string in A of length n~ i in time n c't', for some constant 
c'. This string has Kolmogorov complexity at least f(ni)/2. We derive a contradic- 
tion by showing that any deterministic polynomial time Turing machine having 
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access to oracle B, on input 1 n~i, can only have strings of K-complexity strictly less 
than f(n~)/2 on its tapes. 
Let M be a polynomial time deterministic oracle Turing machine having access 
to oracle B. To describe a string that appears on a tape of M during its computa- 
tion on input 1 n~', we need: 
• a description of M, 
• the value n~ ~, 
• the time step at which the string appears on the tape, 
• the strings in A of size <n~ i. 
The size of this description except for the strings in A is ~< ct~ log n~ plus some 
constant c2. By Lemma 16.2, this is at most cf(n i)/ti + c 2. For description purposes, 
the strings in A can be stripped of their trailing zeroes, so the total size s for their 
description is 
s =f(nl )/2 +f(n2 )/2 + .-- +f(ni_ l  )/2. 
Using Lemma 16.1, f(ni_j)<~f(ni)/4 j. From this, 
j= l  
So, the total description size is at most f(n~)/6 + cf(n,)/t, + c2, which is strictly less 
than f(n~)/2 when ti is large enough. 
To compute a string on a tape of M from its description, simulate M on its input. 
Whenever M makes a query to QBF, compute the answer by brute force (time is 
of no concern here). Whenever M makes a query of size <n~ i to A, use the descrip- 
tion of A to answer it. When M makes a larger query to A, answer no. The strings 
in A of size ~>n~ ~ all have K-complexity at least f(ni )/2. If such a string were ever 
queried, M would need to compute the query before asking it, and our simulation 
above would be valid up to the first time such a string is queried, providing a short 
description for a string of high K-complexity. | 
LEMMA 16.5. T=code(A)  is <~)_tt-hardfor NP B. 
Proof Let D be a problem in NP B and let M B be a nondeterministic oracle 
Turing Machine that solves D in time n c. To solve D, using oracle B andf(n)  truth- 
table queries to T, given a string w of length n, let i be the largest integer such that 
n~'<~ n c. Without loss of generality, t~ > c and ni < n. Query all the possible strings 
in T that encode strings in A of length up to n~'. The number of queries is at most 
f(nj)/2 <f(ni) <f(n),  
l<~j<~i 
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by the same argument as in the proof  of Lemma 16.3. Then use these strings and 
one addit ional  query to QBF  to decide whether M B accepts w or not. | 
This completes the proof  of Theorem 16. | 
The above proof  can be modif ied to provide a more accurate lower bound on the 
time required to solve code(A). Rather than just having code(A)~ pB, the lower 
bound on time can be made arbitrar i ly close to 2 f(n) (more accurately, 2 f(nl/t), where 
t is a slow growing polynomial  time computable function). Theorem 5 gives an 
upper bound of 2 °~f(')l°g~(n/~) when the census is less than f (n ) .  So for the case of 
low census, our results are essentially opt imal  with respect to proofs which 
relativize. The problem remains open for general sparse sets. 
In a recent manuscript,  Arvind et al. [AHH +93 ] have given a slightly stronger 
version of Theorem 16. Their theorem achieves an improvement of condit ion 1 of 
our theorem to BH B (the boolean hierarchy relative to B) does not collapse. 
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