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Abstract
Efﬁciencies of the maximum pseudolikelihood estimator and a number of related estimators
for the case-cohort sampling design in the proportional hazards regression model are studied.
The asymptotic information and lower bound for estimating the parametric regression
parameter are calculated based on the effective score, which is obtained by determining the
component of the parametric score orthogonal to the space generated by the inﬁnite-
dimensional nuisance parameter. The asymptotic distributions of the maximum pseudolikeli-
hood and related estimators in an i.i.d. setting show that these estimators do not achieve the
computed asymptotic lower bound. Simple guidelines are provided to determine in which
instances such estimators are close enough to efﬁcient for practical purposes.
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1. Introduction
Cox’s proportional hazards regression model [7] is often used to quantify the
effects of prognostic factors on survival. One common choice of hazard function
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used in the Cox model, for an individual having covariate ZðtÞ at time t; is
lðtjZÞ ¼ l0ðtÞ expfy0ZðtÞg; tX0 ð1Þ
where y0AR is an unknown parameter of interest to be estimated, and l0ðtÞ is a
baseline hazard function, common to all subjects in the cohort. More modeling
ﬂexibility is obtained by leaving the baseline hazard function l0ðtÞ unspeciﬁed, as we
may only know that the hazard function is, say, monotone, but be otherwise
unaware of it having any particular functional form. In this form, the Cox model
is semi-parametric, as it is determined by the real valued parameter y0; and the
function l0:
We consider a cohort of n individuals, R ¼ f1; 2;y; ng; with ZiðtÞ denoting
the value of the covariate of individual i at time t: Suppose that t1ot2o?
are the ordered failure times, and that ij is the index of the failure at time tj:
Let Rj be the risk set at time tj ; that is, the set consisting of all individuals who
are still at risk at time tj; and the failed individual ij: Estimates of y0 are often
based on ﬁrst choosing a sample SjCRj according to some rule, and then
maximizing the function
LðyÞ ¼
Y
tj
expfyZij ðtjÞgP
lASj expfyZlðtjÞg
( )
: ð2Þ
One advantage of an estimator of this form is that it can be computed without
making assumptions on the baseline hazard function l0; the censoring mechanism,
or the distribution of the covariates.
When information is available on the entire cohort, the choiceSj ¼ Rj is possible
and yields the maximum partial likelihood estimator, or MPLE, which we denote by
#y: When the cohort is large or the collection of covariate information is costly or
difﬁcult, sampling schemes for which covariate information need to be collected on
only a small subset Sj of Rj are clearly desirable. In this paper we address the
question of the efﬁciency of certain estimators for the case-cohort sampling design.
In the case-cohort design, following Self and Prentice [17], the sampled risk setSj
at failure time tj is chosen to be *Rj; consisting of all individuals included in a simple
random sample *R at time t ¼ 0 who are still at risk at time tj ; that is, *Rj ¼ *R-Rj :
We term the estimator obtained by maximizing (2) withSj ¼ *Rj the SP88 estimator,
and denote it *y: In this paper, we consider a slight variation on the model in [17] and
take *R to be a random sample of R selected by i.i.d. inclusion indicators. We
mention in Section 3, that by the same technique as that used in [17], under mild
moment conditions in our i.i.d. setting, the estimator *y is asymptotically equivalent
to the maximum pseudolikelihood estimator speciﬁed in [16], where Sj ¼ *Rj,fijg:
Therefore we henceforth consider *y and the maximum pseudolikelihood estimator of
Prentice [16] asymptotically interchangeable.
Chen and Lo [5] proposed to improve the SP88 estimator by incorporating
information from all cases rather than only those cases included in the random
sample. If covariates are time dependent then use of such an estimator may require
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additional data collection, but when the covariates are time ﬁxed then the inclusion
of case information at all times previous to the failure of the case carries no burden.
Chen and Lo [5] showed that these estimators, referred to here as the CL99
estimators, generally perform somewhat better than the SP88 estimator (see also
Table 1). In this paper, we consider the CL99 estimators under the independent
sampling model described above.
In Theorem 1 of Section 1, we present a formula which shows, under the null
y0 ¼ 0; how close asymptotically the SP88 estimator and the CL99 estimators are to
efﬁciency, as compared to an information bound over a set of ‘reasonable’ estimators
based on the same data. In particular, in Section 5 we show that for a simple model
with exponential failure time and uniform censoring over the time interval [0,1], the
efﬁciencies of the SP88 and CL99 estimators are
eSP ¼ 1þ 2ð1 pÞ
p
J1ðdÞ
 
½1þ ð1 pÞJ2ðdÞ
;
eCL ¼ 1 ð1 pÞ
p
J2ðdÞ
 
½1þ ð1 pÞJ2ðdÞ
;
where J1ðdÞ and J2ðdÞ are given by
J1ðdÞ ¼ 2 d logð1 dÞ=ðd þ logð1 dÞÞ; ð3Þ
J2ðdÞ ¼ 2 ð2d logð1 dÞ þ ð1 dÞ log2ð1 dÞÞ=ðd þ logð1 dÞÞ; ð4Þ
here p is the sampling fraction, and d is the probability of disease before time 1. In
particular, in the case of small disease probability d; the formulas show that the SP88
and the CL99 estimators are close to efﬁcient when the sampling fraction is at least
10 or 30 percent. In these cases, even an ‘optimal’ estimator could not improve these
estimators signiﬁcantly. In other cases, for example, when p is very small, the
formulas show that both SP88 estimator and CL99 estimators are not efﬁcient, and
hence there may exist other, perhaps more complicated estimators, that may perform
better given the same data.
The question of the efﬁciency of estimators that use sampled data is real one, as
the need for sampling arises often in practice. For example, in a study to explore the
relationship between particulate exposures and esophagus cancer in a certain aircraft
manufacturing ﬁrm with 14,067 employees (see [9]), computing the MPLE using the
full cohort where Sj ¼ Rj would require the collection of a great deal of
information. For each individual, such information could include the date and age
at entry into and exit from the cohort, mortality status, the date and cause of death if
dead, and exposure status. Such detailed exposure and job histories would be
expensive or impossible to collect for the entire cohort. Furthermore, if the disease is
rare, there is only a diminishing amount of information obtained by adding more
controls to the risk set.
There are a number of sampling designs employed in epidemiological cohort
studies, including case-cohort [16], nested case-control [3,4,14,18,19], counter-
matching [12] and its derivatives such as counter-matching with additional randomly
sampled controls. All these schemes involves selecting, according to some rule, a
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sampled risk set Sj: These schemes offer a substantial reduction of the work and
expense of data collection as compared to what is required when working under the
full cohort model.
Naturally, there is some information loss inherent in any sampling scheme, the
extent of which can be determined by computing the asymptotic relative efﬁciency of
the estimator under sampling to that under full cohort information. But additionally,
under any sampling scheme, the question arises as to whether estimators obtained by
maximizing (2) are using the available data in the most efﬁcient manner. In a regular
parametric model, the Cramer–Rao lower bound provides the answer to such
questions in terms of a variance lower bound for estimators of the unknown
parameter. Under regularity it is well known that the maximum likelihood estimator
achieves this lower bound and so is asymptotically efﬁcient. But the partial
likelihood LðyÞ is not a likelihood in the usual sense since, for instance, the terms in
the product (2) are not independent, and any information over intervals between
failures is neglected. However, tools for calculating theoretical lower bounds for
semi-parametric models, as developed by LeCam [13], and Ha´jek [11], may be
applied. In the case of full cohort information, it was shown that the maximum
partial likelihood estimator achieves a theoretical asymptotic variance lower bound
(cf. [1,10]).
In this paper, we provide an analysis to determine the efﬁciencies, deﬁned
in reference to a theoretical lower bound, of the SP88 estimator and the
CL99 estimators for the i.i.d. case-cohort design. Although we do not know if
there exists any estimators which achieve this lower bound, we believe our analysis
will aid in the development of better, or perhaps even efﬁcient, estimators in
the future.
Our paper is organized as follows. In Section 2, after presenting the i.i.d. case-
cohort design model formally, we derive the information and variance lower bounds
in the null case, y0 ¼ 0; when there is no relation between exposure and disease.
These results give a bound on the performance of any reasonable estimator based on
the same data as that available to these estimators.
In Sections 3 and 4, we derive the asymptotic distributions of the SP88 estimator
and the CL99 estimators using a counting process and martingale theory approach.
All these analysis are based on the techniques in [17].
For the purposes of comparing the computed lower bounds to the actual variance
achieved by the SP88 and the CL99 estimators, models satisfying the conditions in
Sections 2–4 are considered, and such a comparison is carried out in Section 5
explicitly under the null y0 ¼ 0; assuming exponential failure times and uniform
censoring on [0,1], independent of covariates. We show that the SP88 estimator *y (or
equivalently, the maximum pseudolikelihood estimator of Prentice [16]) and the
CL99 estimators do not achieve the asymptotic lower bound. The asymptotic
variances of these estimators along with the asymptotic lower bounds are tabulated
for certain subcohort sampling fractions and disease probabilities in Table 1. It turns
out that for small disease probabilities, the maximum pseudolikelihood estimator
and the CL99 estimators generally perform well if the sampled risk set is of an
appropriate size. Some concluding remarks are given in Section 6.
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2. Information and asymptotic variance lower bounds
The case-cohort sampling design as originally proposed [16] requires the
collection of covariate histories on the subjects who develop the disease of
interest, and on a control set selected by a simple random sample of the
entire cohort at the start of the study. We will consider the related model
where the control set is selected using independent Bernoulli random variables.
We obtain the lower bound on the information for this setup by closely
following the treatment of Begun et al. [1], referred to as BHHW in what
follows.
We now specify the model of this section more formally. The variable Z denotes
covariate value, Y censoring time, X 0 the failure time and B the indicator of
inclusion into the sampled risk set.
Condition 2.1. The covariate Z is time independent and has density hðzÞ with respect
to Lebesgue measure n in R:
Each individual is observed up to the time when either the individual fails, or is
censored; the distribution of the failure time may depend on the covariate Z:
Condition 2.2 (Independent censoring). Given Z ¼ z; the failure time X 0 has
density function gðtjzÞ with respect to Lebesgue measure n: Moreover, the
censoring time Y has density function cðtÞ with respect to Lebesgue measure n;
independent of both the covariate Z and the failure time X 0: Neither hðzÞ nor cðtÞ
involves y or l:
Some independence between the failure and censoring times is necessary since it
would clearly be impossible to obtain meaningful survival data if, for example,
individuals were withdrawn from the study when they appeared to be at high risk for
failure.
With failure occurring according to intensity (1), we let GðtjzÞ denote the
cumulative distribution function of X 0 when Z ¼ z; and let %GðtjzÞ ¼ 1 GðtjzÞ; note
that the dependence of these quantities on y0 and l0 is suppressed. The distribution
function GðtjzÞ and density function gðtjzÞ are connected to the hazard function
lðtjzÞ given in (1) through the relation lðtjzÞ ¼ gðtjzÞ= %GðtjzÞ; therefore, %GðtjzÞ ¼
ð %GðtÞÞexpðy0zÞ: Note that for y0 ¼ 0 we have lðtjzÞ ¼ l0ðtÞ ¼ gðtÞ= %GðtÞ: Further, let
CðtÞ denote the cumulative distribution function of the censoring time Y and let
%CðtÞ ¼ 1 CðtÞ:
In what follows, yAR1 is a real-valued parameter and g is an element of G; a ﬁxed
subset of the set of all densities with respect to Lebesgue measure n on Rþ ¼ ½0;NÞ:
We also assume
Condition 2.3. EfZ2eyZg is bounded uniformly in a neighborhood of the true
value y0:
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For each individual i there is an associated time Ti ¼ minðX 0i ; YiÞ of withdrawal
from the study, and the indicator Di ¼ 1ðTi ¼ X 0i Þ that the withdrawal use due to
failure. To build the case cohort sampling mechanism into our model, we introduce
the sampling indicator B that speciﬁes whether an individual is included in the
sample taken at time 0, where
Condition 2.4. The indicator B is a Bernoulli random variable with success
probability p:
Finally, we operate under an i.i.d. cohort model:
Condition 2.5. The variables Zi; Yi; X
0
i ; Bi over individuals in the cohort are i.i.d.
copies of Z; Y ; X 0 and B:
In the case cohort framework, information is only available on failed individuals,
i.e., those with Di ¼ 1; and those selected to be in the sampled risk set, i.e., those with
Bi ¼ 1: We summarize the data for each member of the cohort by the i.i.d. vectors
Xi ¼ ðTi;Di; Bi; ZiÞ:
With n Lebesgue measure on R; and t counting measure on f0; 1g; the vectors
Xi ¼ ðTi;Di; Bi; ZiÞ; which take values in the space
X ¼ Rþ  f0; 1g  f0; 1g  R ð5Þ
have density f ðxÞ ¼ f ðx; y; gÞ; with respect to the product measure m ¼ n t t n;
given by
f ðxÞ ¼
gðtjzÞ %CðtÞhðzÞ; D ¼ 1;
pcðtÞ %GðtjzÞhðzÞ; D ¼ 0; B ¼ 1;
ð1 pÞ RNN RN0 cðtÞ %GðtjzÞhðzÞ dnðtÞ dnðzÞ 	jðxÞ; D ¼ 0; B ¼ 0;
8><
>: ð6Þ
where x ¼ ðt;D; B; zÞ; and jðxÞ is an arbitrary density function. The density jðxÞ
does not depend on either y or l since the subjects who do not fail and are not
included in the sampled cohort do not provide any information for y or l: The
density g is the ‘nuisance parameter’ which prevents the parametric estimation of y:
To interpret the density function f ðxÞ above, consider for example f ðt; 0; 1; zÞ; the
‘probability’ that there is an event at time t for an individual with D ¼ 0; sampling
indicator B ¼ 1 and covariate Z ¼ z: Since D ¼ 0 the individual is censored. The
covariate value z occurs with density hðzÞ; and given this covariate value, censoring
occurs at time t with density cðtÞ: In addition, being censored at time t means that the
failure time is greater than t; an event of probability %GðtjzÞ: Lastly, such an
individual is included in the sample with probability p: Multiplying these factors
gives the density for such individuals. The other factors can be understood similarly.
We closely follow BHHW to develop our asymptotic lower bound. Let L2ðmÞ ¼
L2ðX; mÞ and L2ðnÞ ¼ L2ðRþ; nÞ denote the usual L2-spaces of square integrable
functions and let /; Sm ðjj  jjmÞ and /; Sn ðjj  jjnÞ denote the usual inner products
(and norms) in L2ðmÞ and L2ðnÞ; respectively. To compute the effective information
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for y in the presence of the unknown function g; we need to parametrize G locally by
a subspace B of L2ðnÞ; where each bAB is a possible ‘‘direction’’ in which to
approach g: Explicitly, for gAG and bAL2ðnÞ; let Cðg;bÞ denote the collection of all
sequences of densities fgngCG such that
jjn12ðg
1
2
n  g
1
2Þ  bjjn-0 ð7Þ
as n-N: Note that (7) implies that b is orthogonal to g1=2 since jjg1=2n jjn ¼ jjg1=2jjn ¼
1 for all nX1:
As mentioned in BHHW, for the stability of the model we need to restrict
attention to those sequences fgngACðg; bÞ in which each gn is absolutely continuous
with respect to g: Doing so implies that the support of the associated b is contained
in that of g: Therefore, for every gAG; let
B  bAL2ðnÞ : jjn12ðg
1
2
n  g
1
2Þ  bjjn-0 as n-N for some fgngCG

and gn absolutely continuous with respect to g

ð8Þ
and
C0ðg; bÞ  fgnAG; ð7Þ holds with gn absolutely continuous with respect to gg;
i.e. C0ðg; bÞ is Cðg; bÞ if the support of b is contained in the support of g:
Furthermore, we let C0ðgÞ be the union of all C0ðg; bÞ over bAB:
Similarly, let Yðy; hÞ denote all sequences fyngnX1 such that
jn12ðyn  yÞ  hj-0; as n-N; ð9Þ
and YðyÞ ¼ ShAR1 Yðy; hÞ: Given ðyn; gnÞnX1AYðyÞ  C0ðgÞ let fn  f ð; yn; gnÞ
denote the corresponding sequence of densities.
In order to apply the results of BHHW, we require the following result.
Proposition 1. The set B is a subspace of L2ðnÞ:
Proof. Deﬁnition (8) implies that
B ¼ fbAL2; b>g1=2; supportðbÞCsupportðgÞg; ð10Þ
and the proposition follows. &
Before we introduce our main result, we need the following deﬁnition.
Deﬁnition 2.1. We say that an estimator #yn of y is regular at ðy; gÞ if for every
sequence ffngnX1; fn  f ð; yn; gnÞ with ðyn; gnÞnX1AYðyÞ  C0ðgÞ the distribution of
n1=2ð#yn  ynÞ (under fn) converges weakly to a law which depends on f (and hence y
and g) but not on the particular sequence ðyn; gn).
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This is a type of stability property on an estimator and it is implied by uniform
weak convergence of n1=2ð#yn  ynÞ (under fn) to a law which might depend on f in
neighborhoods of g and y; for more details see BHHW.
Now we present the main results for this section, the proofs of the theorems are
deferred to the end of this section.
Theorem 1. Consider a cohort R with n individuals and assume Conditions 2.1–2.5 are
satisfied. Suppose that #yn is any regular estimator of y based on the case-cohort design
with i.i.d. sampling such that, under y0 ¼ 0; its limit law is L ¼Lðf Þ: Then L may be
represented as the convolution of a Nð0; 1=I
*
Þ distribution with L1 ¼L1ðf Þ; a
distribution depending only on f ¼ f ð; y0; gÞ; where
I
*
¼ varðZÞ
Z N
0
ð1þ 2ð1 pÞ log %GðtÞ þ ð1 pÞ log2 %GðtÞÞ %CðtÞ dGðtÞ ð11Þ
for %CðtÞ ¼ 1 CðtÞ and %GðtÞ ¼ 1 GðtÞ:
To present our asymptotic minimax result, we make the following
Deﬁnition 2.2. We say l : R1-Rþ is a loss function if it is subconvex,
that is, if fx : lðxÞpyg is closed, convex, and symmetric for every yX0; and
satisﬁesZ N
N
lðzÞfðszÞ dzoN ð12Þ
for all s40; where f denotes the standard normal density function.
Theorem 2. Consider a cohort R with n individuals and assume Conditions 2.1–2.5 are
satisfied. Let lðxÞ be a loss function and Fðf Þ be given by (16) below. Then under
y0 ¼ 0 and with BnðcÞ  ffnAFðf Þ : n1=2jjf 1=2n  f 1=2jjmpcg;
lim
c-N
lim
n-N
inf
#yn
sup
fnABnðcÞ
Efn lðn1=2ð#yn  ynÞÞXElðZ* Þ;
where Z
*
BNð0; 1=I
*
Þ for I
*
given by (11) in Theorem 1. If lðxÞ ¼ x2; then we say that
1=I
*
is the asymptotic lower bound for the variance of any regular estimator when
y0 ¼ 0:
Here the inﬁmum over estimators #yn is taken over the class of
‘‘generalized procedures,’’ the class of randomized (Markov kernel) procedures, as
in BHHW.
The following proposition is required for the computation of the asymptotic
information for regular estimators of y; and hence for the proofs of Theorems 1
and 2.
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Proposition 2. Suppose ðy; gÞAR1  G: If fðyn; gnÞgnX1AYðy; hÞ  C0ðg; bÞ for
hAR1; bAL2ðnÞ; and fn  f ð; yn; gnÞ and f  f ð; y; gÞ; then under y0 ¼ 0;
we have
jjn12ðf
1
2
n  f
1
2Þ  ajjm-0 as n-N ð13Þ
with aAL2ðmÞ given by
a ¼ hrþ Ab; ð14Þ
and rAL2ðmÞ and A : L2ðnÞ-L2ðmÞ are given by
rðt; 1; B; zÞ ¼ 1
2
zð1þ log %GðtÞÞf 12ðt; 1; B; zÞ;
Abðt; 1; B; zÞ ¼ RbðtÞ þ
RN
t
bg
1
2 dn
%GðtÞ
0
@
1
Af 12ðt; 1; B; zÞ;
rðt; 0; 1; zÞ ¼ 1
2
z log %GðtÞf 12ðt; 0; 1; zÞ;
Abðt; 0; 1; zÞ ¼
RN
t
bg
1
2 dn
%GðtÞ
0
@
1
Af 12ðt; 0; 1; zÞ;
for B ¼ 0 or 1, and
RbðtÞ ¼ bðtÞg12ðtÞ 
RN
t
bg
1
2 dn
%GðtÞ : ð15Þ
Proof. For y0 ¼ 0; the veriﬁcation of (13) and the determination of a; r
and A parallel computations in Section 6 of BHHW for the full cohort case,
and Lemma 1 of Begun and Wellner [2] for the two-sample case without
censoring. &
From now on we will focus on the case y0 ¼ 0: Let H  faAL2ðmÞ : a ¼ hrþ
Ab for some hAR1; bABg: Note that by Proposition 1, H is a subspace of L2ðmÞ
since it is the image of a subspace (of R1  L2ðnÞ) under a bounded linear
transformation. For aAH; we let Fðf ; aÞ denote the collection of all sequences ffng
such that (13) holds for the given a and let
Fðf Þ 
[
aAH
Fðf ; aÞ: ð16Þ
To obtain the effective information for y in the presence of the unknown function g;
we orthogonally project r onto the nuisance space fAb : bABg to yield the ‘‘effective
score’’ for y; r Abn; where Abn; the orthogonal projection, is such that bn satisﬁes
the ‘‘normal equation’’
AnAbn ¼ Anr; ð17Þ
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where An is the adjoint operator of A: The effective asymptotic information then
equals
I
*
ðyÞ ¼ 4jjr Abnjj2m: ð18Þ
We are now ready for the proofs of the theorems.
Proof of Theorems 1 and 2. Our proofs parallel those of Theorems 3.1 and 3.2 of
BHHW. We have veriﬁed the subspace condition of BHHW in Proposition 1, and
the conclusion of Proposition 2.1 of BHHW in Proposition 2. Therefore, it remains
only to compute I
*
:
First, following the notations in Proposition 2, we compute bnðtÞ; the solution of
the ‘‘normal equation’’ (17), and so the orthogonal projection AbnðxÞ: This is a
technically challenging part of the computation. Note that with classical functional
analysis theory (cf. [15]), we have
AnAbðtÞ ¼ p RbðtÞ M0ðtÞ
%GðtÞ 
Z t
0
RbðsÞ M0ðsÞ
%GðsÞ
dG
%G
 
g1=2ðtÞ
þ ð1 pÞbðtÞg1=2ðtÞ M0ðtÞ
%GðtÞ
 
g1=2ðtÞ; ð19Þ
AnrðtÞ ¼ 1
2
g
1
2ðtÞ M1ðtÞ
%GðtÞ þ ð1 pÞ
log %GðtÞ
%GðtÞ M1ðtÞ  p
Z t
0
M1ðsÞ
%GðsÞ
dG
%G
 
; ð20Þ
where
MiðtÞ ¼ EfZi1ðT4tÞg ¼
Z N
N
zi %CðtÞ %GðtjzÞhðzÞ dnðzÞ: ð21Þ
Now notice that, with y0 ¼ 0 and the independence of Y and Z; we have
M1ðtÞ ¼ M0ðtÞEðZÞ; M0ðtÞ ¼ %GðtÞ %CðtÞ: ð22Þ
Therefore, the normal equation (17) is simpliﬁed as
p RbðtÞ %CðtÞ 
Z t
0
RbðsÞ %CðsÞ dG
%G
 
þ ð1 pÞbðtÞg1=2ðtÞ %CðtÞ
¼ EðZÞ
2
p %CðtÞ 
Z t
0
%CðsÞ dG
%G
 
þ ð1 pÞð1þ log %GðtÞÞ %CðtÞ
 
: ð23Þ
Let bnðtÞ ¼ EðZÞ
2
ð1þ log %GðtÞÞg12ðtÞ: It is not too hard to see that ðr AbnÞ>Ab for
any bAB after simple and straightforward calculations. Therefore, the orthogonal
projection AbnðxÞ of rðxÞ onto the closed space fAb : bABg of L2ðnÞ with y0 ¼ 0 is
H. Zhang, L. Goldstein / Journal of Multivariate Analysis 85 (2003) 292–317 301
given by
Abnðt; 1; B; zÞ ¼ EðZÞ
2
ð1þ log %GðtÞÞf 12ðt; 1; B; zÞ; ð24Þ
Abnðt; 0; 1; zÞ ¼ EðZÞ
2
log %GðtÞf 12ðt; 0; 1; zÞ; ð25Þ
for B ¼ 0 or 1. Therefore, with (24), (25) and (22) above, it is easy to get (11) after
tedious but straightforward computations. Theorem 2 now follows by a direct
application of Theorem 3.2 of BHHW with I
*
given by (11). &
3. The SP88 estimator under independent sampling
To evaluate the properties of the SP88 estimator for the case-cohort design, we
introduce a counting process and martingale framework. This framework and the
subsequent analysis in this section parallel the treatment of Self and Prentice [17]. Let
ðO;F; PÞ be a complete probability space and fFtgtA½0;1
 a right continuous,
nondecreasing family of sub-s-algebras ofF withF0 containing all P null subsets of
F: We suppose that fFtg includes failure time and covariate histories up to time t;
and censoring histories to tþ for all subjects in a cohort R ¼ f1; 2;y; ng: To the ith
individual, iAR; we associate the triple ðNiðtÞ; YiðtÞ; ZiðtÞÞ; which are independent
replicates of ðNðtÞ; YðtÞ; ZðtÞÞ; where NiðtÞ ¼
P
jX1 1ðtjpt; ij ¼ iÞ is the counting
process counting the number of times individual i is observed to fail in ð0; t
; YiðtÞ is
the censoring process so that YiðtÞ ¼ 1 if the ith subject is observed at time t; and
YiðtÞ ¼ 0 otherwise, and ZiðtÞ is the (possibly) time-dependent covariate process
corresponding to the ith subject. We also assume Nið1ÞoN a.s. for every i: Note
that Ni can only jump when YiðtÞ ¼ 1:
Corresponding to each counting process NiðtÞ; deﬁne the intensity process
liðtÞ ¼ YiðtÞl0ðtÞ expðy0ZiðtÞÞ ð26Þ
determining the rate at which individual i is observed to fail at time t; given the
cohort history Ft up to just before time t:
Recalling the notation introduced in Section 1, the maximum partial likelihood
estimator #y and the SP88 estimator *y are obtained by maximizing L of (2) for
Sj ¼ Rj and Sj ¼ *Rj; respectively. Equivalently, in the counting process setting, #y
and *y are the respective solutions of the estimating equations
Ulðy; 1Þ ¼ 0; l ¼ 0; 1;
where
Ulðy; tÞ 
Xn
i¼1
Z t
0
½ZiðwÞ  Elðy; wÞ
 dNiðwÞ; l ¼ 0; 1;
E0ðy; wÞ  S
ð1Þðy; wÞ
Sð0Þðy; wÞ; E1ðy; wÞ 
S˜ð1Þðy; wÞ
S˜ð0Þðy; wÞ; ð27Þ
H. Zhang, L. Goldstein / Journal of Multivariate Analysis 85 (2003) 292–317302
and for j ¼ 0; 1;
SðjÞðy; wÞ  ð1=nÞ
X
lAR
YlðwÞZjlðwÞeyZlðwÞ;
S˜ðjÞðy; wÞ  ð1=n˜Þ
X
lA *R
YlðwÞZjlðwÞeyZlðwÞ: ð28Þ
To study the asymptotic properties of these estimators we assume the following
conditions.
Condition 3.1 (Finite interval condition).
R 1
0 l0ðtÞ dtoN;
Condition 3.2. There exists a neighborhood N0 of the true value y0 such that
E sup
tA½0;1
;yAN0
YðtÞjZðtÞj2 expfyZðtÞg
( )
oN:
Condition 3.3. PfY ðtÞ ¼ 1; 8tA½0; 1
g40:
Condition 3.4. R ¼ R 1
0
vðy0; tÞsð0Þðy0; tÞl0ðtÞ dt40; where sð0Þ; sð1Þ and sð2Þ are deﬁned
by sðjÞðy; tÞ  EfY ðtÞZjðtÞeyZðtÞg; and vðy; tÞ  sð2Þðy; tÞ=sð0Þðy; tÞ  e2ðy; tÞ; where
eðy; tÞ  sð1Þðy; tÞ=sð0Þðy; tÞ:
Condition 3.5 (Stability of subcohort averages). The sequence of distributions of
n1=2fE1ðy0; tÞ  E0ðy0; tÞg is tight on the space D ¼ D½0; 1
 of left-continuous
functions with right-hand limits equipped with Skorohod topology, where E0 and
E1 are deﬁned by (27).
Theorem 3. Under Conditions 3.1–3.5, as n-N;
1. (Consistency of *y) *y-
P
y0; the true value of y; and
2. (Asymptotic normality of *y)
n1=2ð*y y0Þ-d N 0;S1 1þ 1 p
p
S1G
  
; ð29Þ
where
G ¼ 2
Z 1
0
Z t
0
EfY ðuÞY ðwÞðZðuÞ  eðuÞÞðZðwÞ
 eðwÞÞeyðZðwÞþZðuÞÞg dL0ðuÞ dL0ðwÞ; ð30Þ
S ¼
Z 1
0
EfY ðtÞðZðtÞ  eðtÞÞ2eyZðtÞg dL0ðtÞ; ð31Þ
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for L0ðtÞ ¼
R t
0 l0ðwÞ dw the cumulative hazard function, and eðtÞ ¼ eðy0; tÞ ¼
sð1Þðy0; tÞ=sð0Þðy0; tÞ:
The proof of the theorem requires some preliminary lemmas.
Lemma 1. Let I1; I2;y; In be i.i.d. Bernoulli random variables with success probability
0opo1 and n˜ ¼Pni¼1 Ii: From a population of n items labeled with deterministic
values f1; f2;y; fn; let %Y denote the sample average, i.e. %Y ¼ n˜1
Pn
i¼1 Iifi; and let
%f ¼ n1Pni¼1 fi be the population average. If
n1
Xn
i¼1
ðfi  %fÞ2-s2f40 and
fn  %fﬃﬃﬃ
n
p -0 ð32Þ
as n-N; then
n1=2ð %Y  %fÞ-d Nð0; s2f ð1 pÞ=pÞ:
Proof. Let Zi ¼ Iiðfi  %fÞ and let Sn ¼
Pn
i¼1 Zi ¼
Pn
i¼1 Iiðfi  %fÞ; then EZi ¼ pðfi 
%fÞ; ESn ¼ 0 and s2n ¼ varðSnÞ ¼ pð1 pÞ
Pn
i¼1 ðfi  %fÞ2: We ﬁrst demonstrate that
n1=2Snﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pð1 pÞn1Pni¼1 ðfi  %fÞ2
q ¼ Sn  ESnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
varðSnÞ
p -d Nð0; 1Þ: ð33Þ
Using the Central Limit Theorem for independent but nonidentically distributed
random variables (cf. [8, Chapter 2]), and then Chow and Teicher [6, p. 314] to
replace esn by esi in the Lindeberg condition, it sufﬁces to show
1
s2n
Xn
i¼1
EfjZi  EðZiÞj21ðjZi  EðZiÞj4EsiÞg-0: ð34Þ
From (32) we know that there exists n040 such that jfi  %fjoEsi for all i4n0: In
addition, jZi  EðZiÞj ¼ jðIi  pÞðfi  %fÞjojfi  %fj: Therefore, the summation in (34)
consists of at most n0 terms, and division by sn-N yields the desired limit. Hence,
(33) holds and therefore n1=2Sn-
d
Nð0; pð1 pÞs2f Þ: Lastly, note that
n1=2ð %Y  %fÞ ¼ n
1=2Pn
i¼1 Iiðfi  %fÞ
n1
Pn
i¼1 Ii
¼ n
1=2Sn
n1
Pn
i¼1 Ii
and n˜n1 ¼ n1Pni¼1 Ii-P pAð0; 1Þ: The lemma follows by Slustky’s theorem. &
Proposition 3. Let Xn ¼ ðX1n; X2n;y; XnnÞ and In ¼ ðI1n; I2n;y; InnÞ be independent
random sequences such that
1. I1n; I2n;y; Inn are i.i.d. Bernoulli random variables with success probability
pAð0; 1Þ; and n˜ ¼ I1n þ?þ Inn:
H. Zhang, L. Goldstein / Journal of Multivariate Analysis 85 (2003) 292–317304
2. For some scalar functions finðXnÞ of Xn; and for sf40; with
%fnðXnÞ ¼ n1
Xn
i¼1
finðXnÞ and S2fn ¼ n1
Xn
i¼1
½finðXnÞ  %fnðXnÞ
2;
we have
S2fn-
P
s2f40 and
fnnðXnÞ  %fnðXnÞﬃﬃﬃ
n
p -P 0: ð35Þ
3. The scalar functions gnðXnÞ of Xn in distribution to a Gaussian random variable with
mean zero and variance s2g:
Then for hnðXn; InÞ ¼ n
1
2½n˜1Pni¼1 IinfinðXnÞ  %fnðXnÞ
; we have that
ðgnðXnÞ; hnðXn; InÞÞ converges in distribution to a bivariate normal random variable
with mean zero and covariance matrix given by
s2g 0
0 1p
p
s2f
 !
:
Note the proposition above is almost the same as Proposition 1 in [17] except the
second convergence in (35). However, the independent sampling assumption makes
the proof much simpler.
Proof of Proposition 3. Let
anðXnÞ ¼ jS2fn  s2f j þ
fnnðXnÞ  %fnðXnÞﬃﬃﬃ
n
p

;
and ðgn; hnÞ denote ðgnðXnÞ; hnðXn; InÞÞ: The sequence an converges to zero in
probability by hypotheses. The vector ðgn; hnÞ converges in distribution to ðg; hÞ if
and only if every subsequence nk has a further subsequence nkj such that convergence
in distribution to ðg; hÞ occurs along the further subsequence. Let nk be any
subsequence. Clearly ank converges to zero in probability. But since every sequence
converging in probability has a further subsequence converging almost surely, there
exists a further subsequence of nk; say nkj ; such that an evaluated along nkj converges
to zero a.s. Hence, it sufﬁces to show that ðgn; hnÞ evaluated along nkj has the claimed
limiting distribution. For notational simplicity, we relabel ðgn; hnÞ evaluated along nkj
as ðgn; hnÞ; and hence, under the relabeling, PðAÞ ¼ 1 where A ¼ flimn-N an ¼ 0g:
Let
FgðwÞ ¼ Fðw=sgÞ and Ff ðvÞ ¼ Fðv=ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 pÞ=p
p
sf ÞÞ:
Write
Pfgnpw; hnpvg ¼ Ef1ðAÞ1ðgnpw; hnpvÞg ¼ Ef1ðgnpwÞ1ðAÞP½hnpvjXn
g:
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Lemma 1 gives that 1ðAÞP½hnpvjXn
-1ðAÞFf ðvÞ a.s. Hence
jPfgnpw; hnpvg  FgðwÞFf ðvÞj
pjEf1ðgnpwÞð1ðAÞP½hnpvjXn
  1ðAÞFf ðvÞÞgj þ Ff ðvÞjEf1ðgnpwÞ  FgðwÞgj
pEj1ðAÞP½hnpvjXn
  1ðAÞFf ðvÞj þ jPfgnpwg  FgðwÞj-0: &
Proof of Theorem 3. The consistency of *y follows easily by consistency arguments as
in Lemma 3.1 of [17]. To derive the asymptotic distribution of *y; we reason the same
as in the proofs of Theorems 3.1 and 3.2 of Self and Prentice [17] but with the
independent sampling scheme. Therefore, it is enough to verify (35) in Proposition 3,
where Xin represents fYiðuÞ; NiðuÞ; ZiðuÞ; 0pup1g; and finðXnÞ represents a linear
combination of YiðtÞey0ZiðtÞ and YiðtÞZiðtÞey0ZiðtÞ: Notice that for the ﬁxed time t;
finðXnÞ; i ¼ 1; 2;y; n are actually independent replicates of f ðXÞ; a linear combina-
tion of the processes Y ðtÞey0ZðtÞ and YðtÞZðtÞey0ZðtÞ; evaluated at the same time
point t:
Because of the i.i.d. cohort assumption, n1=2 %fnðXnÞ ¼ n1=2n1
Pn
i¼1 finðXnÞ
converges to 0 a.s. by Condition 3.2 and the law of large numbers. In addition,
for E40;
P
fnnðXnÞﬃﬃﬃ
n
p

4E
 
¼ Pðjf ðXÞj4n1=2EÞpEjf ðXÞj
n1=2E
:
Therefore, fnnðXnÞ=
ﬃﬃﬃ
n
p
converges to 0 in probability, again, by Condition 3.2. Lastly,
the ﬁrst part of (35) is trivial because of the i.i.d. assumption of the full cohort and
the independence of the sampling. Hence our result follows with the easy
simpliﬁcation from Theorem 3.2 in [17] due to the independent sampling and
exponential risk function. &
Finally, we mention the asymptotic equivalence of the maximum pseudolikelihood
estimator in [16] and the SP88 estimator *y under our i.i.d. sampling model. Using the
same proof as in [17, Section 4], under the condition
Condition 3.6. EfsuptA½0;1
Y ðtÞjZðtÞj2 expf2y0ZðtÞggoN;
we have
Proposition 4. Under Conditions 3.1–3.5 and 3.6 above, *y and the maximum
pseudolikelihood estimator under the i.i.d. sampling are asymptotically equivalent,
i.e. both have the same asymptotic distribution.
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4. The CL99 estimators under independent sampling
In this section, we apply the same techniques as those used in Section 3 to derive
the asymptotic properties of the CL99 estimators under independent sampling.
Following the notation from previous sections and Chen and Lo [5], we deﬁne
W ¼
Z 1
0
ðZðtÞ  eðtÞÞeyZðtÞ1ðTXtÞ dL0ðtÞ; a ¼ PðD ¼ 1Þ;
V1 ¼ varðW jD ¼ 1Þ; V0 ¼ varðW jD ¼ 0Þ; K0 ¼ EðW jD ¼ 0Þ: ð36Þ
It is seen that G ¼ varðWÞ ¼ aV1 þ ð1 aÞV0 þ ð1 aÞ=aK20 ; where G is given by
(30) of Theorem 3 in Section 3. Recall that R and *R denote the set of all individuals
in the cohort with size of n and subcohort with size of n˜; respectively. We let n1ðn˜1Þ
and n0ðn˜0Þ be the respective numbers of the cases and controls in the cohort
(subcohort). We further let R1; *R1 and R0; *R0 to denote, respectively, the index sets
of all cases and all controls in R; *R:
From Chen and Lo [5], the CL99 estimators, *yl ; l ¼ 2; 3; respectively, are the
solutions of the estimating equation
Ulðy; 1Þ ¼ 0; l ¼ 2; 3; ð37Þ
where
Ulðy; tÞ 
Xn
i¼1
Z t
0
½ZiðwÞ  Elðy; wÞ
 dNiðwÞ; l ¼ 2; 3;
E2ðy; wÞ 
fn˜1=ðn˜n1Þg
P
jAR1 YjðwÞZjðwÞeyZjðwÞ þ ð1=n˜Þ
P
jA *R0 YjðwÞZjðwÞeyZjðwÞ
fn˜1=ðn˜n1Þg
P
jAR1 YjðwÞeyZjðwÞ þ ð1=n˜Þ
P
jA *R0 YjðwÞeyZjðwÞ
and
E3ðy; wÞ 
ð1=nÞPjAR1 YjðwÞZjðwÞeyZjðwÞ þ fn0=ðnn˜0ÞgPjA *R0 YjðwÞZjðwÞeyZjðwÞ
ð1=nÞPjAR1 YjðwÞeyZjðwÞ þ fn0=ðnn˜0ÞgPjA *R0 YjðwÞeyZjðwÞ :
We consider *y2 and *y3; the two most practically useful estimators discussed in [5].
Since it is claimed in that paper that *y3 is better than *y2 we will focus on the
asymptotic properties of *y3 and only brieﬂy comment on *y2:
First, similar to Self and Prentice [17], the score process n1=2U3ðy0; tÞ can be
simpliﬁed as
n1=2U3ðy0; tÞ ¼
Xn
i¼1
Z t
0
n1=2½ZiðwÞ  E0ðy0; wÞ
 dMiðwÞ

Z t
0
n1=2fE3ðy0; wÞ  E0ðy0; wÞg d %LðwÞ;
where %L ¼ L1 þ L2 þ?þ Ln and E0 is given by (27) in Section 3. Note that under
the independence and Conditions 3.1–3.4 in Section 3, the ﬁrst term above, i.e., the
score process of the full-cohort case, converges to a continuous Gaussian process
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with limiting variance function
R t
0 EfY ðuÞðZðuÞ  eðuÞÞ2ey0ZðuÞg dL0ðuÞ; which equals
S at t ¼ 1:
Regarding the second term above, we ﬁrst assume the following tightness
condition similar to Condition 3.5 in Section 3.
Condition 4.6. The sequence of distributions of n1=2fE3ðy0; tÞ  E0ðy0; tÞg is tight on
the space D ¼ D½0; 1
 of left-continuous functions with right-hand limits equipped
with the Skorohod topology.
Under the independent sampling and Condition 4.6 above, one can show that the
second term converges to a Gaussian process independent of the ﬁrst term, using
techniques similar to [17] and in Section 3 of this paper. Hence, it will be sufﬁcient to
derive the limiting covariance process of
R t
0 n
1=2fE3ðy0; tÞ  E0ðy0; tÞg d %LðwÞ:
The following theorem provides the asymptotic properties of *y3:
Theorem 4. Assume that Conditions 3.1–3.4 and 4.6 hold. With *y3 the solution of the
estimating equation (37) for l ¼ 3; under independent Bernoulli sampling, *y3 is
consistent and asymptotically normal with asymptotic variance
s23;Ber ¼ S1 þ
1 p
p
S1ð1 aÞV0S1; ð38Þ
where S and G are given by (31) and (30) in Section 3, respectively, and V0 is
defined in (36). Here the subscript Ber stands for the independent Bernoulli
sampling.
Proof. The proof of the consistency of *y3 is similar to that for SP88 estimator in
Section 3 and so is omitted. To prove the normality, we apply the usual Taylor series
expansion of the score function U3ðy; 1Þ about y0 evaluated at *y3; similar to the
expansion in Theorem 3.2 of Self and Prentice [17]. In addition, n1@U3ðy; 1Þ=@y
converges in probability to S of (31) in a small neighborhood of the true value y0:
Therefore, it is sufﬁcient to derive the limiting distribution of the score statistic
n1=2U3ðy0; 1Þ: Hence, as we mentioned earlier, we only need to focus on the
covariance function of the limiting Gaussian process of
R t
0
n1=2fE3ðy0; tÞ 
E0ðy0; tÞg d %LðwÞ evaluated at time t ¼ 1:
We introduce a convenient representation of E3ðy; tÞ: For each j ¼ 0; 1; we deﬁne
SˇðjÞðy; tÞ  ðn1=nÞSˇðjÞ1 ðy; tÞ þ ðn0=nÞSˇðjÞ0 ðy; tÞ ð39Þ
with
Sˇ
ðjÞ
0 ðy; tÞ  ð1=n˜0Þ
X
lA *Rj
YlðtÞZjlðtÞeyZlðtÞ;
Sˇ
ðjÞ
1 ðy; tÞ  ð1=n1Þ
X
lARj
YlðtÞZjlðtÞeyZlðtÞ: ð40Þ
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Then
E3ðy; tÞ ¼ Sˇð1Þðy; tÞ=Sˇð0Þðy; tÞ:
In addition, we write SðjÞðy; tÞ; j ¼ 0; 1 of (28) in Section 3
SðjÞðy; tÞ ¼ ðn1=nÞSðjÞ1 ðy; tÞ þ ðn0=nÞSðjÞ0 ðy; tÞ; ð41Þ
where
S
ðjÞ
0 ðy; tÞ  ð1=n0Þ
X
lARj
YlðtÞZjlðtÞeyZlðtÞ;
S
ðjÞ
1 ðy; tÞ  ð1=n1Þ
X
lARj
YlðtÞZjlðtÞeyZlðtÞ: ð42Þ
By the law of large numbers and Condition 3.2, one can notice that
E0ðy0; tÞ and Sˇð0Þðy0; tÞ converge to eðtÞ ¼ eðy0; tÞ and sð0Þðy0; tÞ in probability.
Therefore, from (39) and (41), and applying the same calculation as in [17],
we have
n1=2ðE3ðy0; tÞ  E0ðy0; tÞÞ
¼ n1=2ðSˇð1Þðy0; tÞ=Sˇð0Þðy0; tÞ  Sð1Þðy0; tÞ=Sð0Þðy0; tÞÞ
¼ n1=2fðSˇð0Þðy0; tÞ  Sð0Þðy0; tÞÞeðtÞ  ðSˇð1Þðy0; tÞ
 Sð1Þðy0; tÞÞgsð0Þðy0; tÞ1 þ oPð1Þ;
¼ n1=2ðn0=nÞfðSˇð0Þ0 ðy0; tÞ  Sð0Þ0 ðy0; tÞÞeðtÞ  ðSˇð1Þ0 ðy0; tÞ
 Sð1Þ0 ðy0; tÞÞgsð0Þðy0; tÞ1 þ oPð1Þ
¼ ðn1=20 =n1=2Þn1=20 fðSˇð0Þ0 ðy0; tÞ  Sð0Þ0 ðy0; tÞÞeðtÞ  ðSˇð1Þ0 ðy0; tÞ
 Sð1Þ0 ðy0; tÞÞgsð0Þðy0; tÞ1 þ oPð1Þ
 Zn þ oPð1Þ;
say. It is easily seen from the i.i.d. and independent sampling assumptions that
n˜=n-p and n1=n-a; in probability as n-N: Furthermore, from Lemma 1 and
Proposition 3 in Section 3 and the idea similar to that in [17], one can show that,
after a straightforward but tedious computation, the covariance function of Zn is
given by
Gðy0; x; wÞ ¼ 1 p
p
ð1 aÞ  sð0Þðy0; xÞ1sð0Þðy0; wÞ1
 ½hð1Þðy0; x; wÞ þ hð0Þðy0; x; wÞeðxÞeðwÞ  hð2Þðy0; x; wÞeðxÞ
 hð2Þðy0; w; xÞeðwÞ
;
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where
hð0Þðy0; x; wÞ ¼Ef1ðTXxÞ1ðTXwÞey0ZðxÞey0ZðwÞjD ¼ 0g
 Ef1ðTXxÞey0ZðxÞjD ¼ 0gEf1ðTXwÞey0ZðwÞjD ¼ 0g;
hð1Þðy0; x; wÞ ¼Ef1ðTXxÞ1ðTXwÞZðxÞZðwÞey0ZðxÞey0ZðwÞjD ¼ 0g
 Ef1ðTXxÞZðxÞey0ZðxÞjD ¼ 0gEf1ðTXwÞZðwÞey0ZðwÞjD ¼ 0g;
hð2Þðy0; x; wÞ ¼Ef1ðTXxÞ1ðTXwÞZðwÞey0ZðxÞey0ZðwÞjD ¼ 0g
 Ef1ðTXxÞey0ZðxÞjD ¼ 0gEf1ðTXwÞZðwÞey0ZðwÞjD ¼ 0g:
The weak convergence of the process n1=2 (E3ðy0; tÞ  E0ðy0; tÞ) is implied by the
ﬁnite-dimensional convergence of the process similar to that in [17] and the tightness
Condition 4.6. Therefore,
R t
0
n1=2fE3ðy0; tÞ  E0ðy0; tÞg d %LðwÞ converges to a
Gaussian process with limiting covariance function at time t ¼ 1 given by
1 p
p
ð1 aÞ
Z 1
0
Z 1
0
Gðy0; x; wÞsð0Þðy0; xÞsð0Þðy0; wÞl0ðxÞl0ðwÞ dx dw
¼ 1 p
p
ð1 aÞV0: &
The same idea can be applied to derive the asymptotic normality of *y2; the
solution of estimating equation (37) with l ¼ 2:
Proposition 5. Under independent (Bernoulli) sampling, Conditions 3.1–3.4 and 4.6
with the replacement of E3ðy0; tÞ by E2ðy0; tÞ; *y2 is consistent and asymptotically
normal with asymptotic variance
s22;Ber ¼ S1 þ
1 p
p
S1ð1 aÞV0S1 þ 1
p
S1
1 a
a
K20
 
S1: ð43Þ
Remark. Although the value obtained here for s23;Ber under the assumption of
independent sampling is the same as that obtained in [5] under simple random
sampling (SRS), the variance s22;Ber under independent sampling is slightly larger
than the variance s22;SRS given in [5] under SRS, the difference being S
1 1a
a K
2
0
 	
S1:
However, when the true value y0 ¼ 0;
s22;Ber ¼ s23;Ber ¼S1 þ
1 p
p
S1ð1 aÞV0S1
¼S1 þ 1 p
p
S1ðG aV1ÞS1 ð44Þ
since K0 ¼ 0:
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5. Estimator efﬁciency for the case-cohort sampling design
In this section, we consider a model where the asymptotic information, the
asymptotic variance of the SP88 estimator *y; and the asymptotic variances of the
CL99 estimators *y2 and *y3 are given by (11), (29), (43) and (38), respectively. With
these in hand, we are able to compare how close the variances of the maximum
pseudolikelihood estimator of Prentice [16] and the CL99 estimators come to the
theoretical lower bound; we ﬁnd that the lower bound is not achieved in both cases.
Throughout this section we will assume time-independent covariates, and focus on
the case y0 ¼ 0: In particular, we will compute the asymptotic efﬁciencies of the
maximum pseudolikelihood estimator of Prentice [16] and the CL99 estimators
under a model, labeled Model A, which satisﬁes the following assumptions.
1. All subjects are followed from time t ¼ 0 to either an exponential failure time with
parameter l; or to censoring according to a uniform distribution over ð0; 1Þ:
2. The failure time and the censoring time are independent of covariates.
5.1. Efficiency of SP88 estimator
Condition 2.3 in Section 2 is clearly stronger than Conditions 3.2 and 3.6.
Therefore, the following Corollary follows from Theorems 1, 3 and Proposition 4.
Corollary 1. Under Conditions 2.1–2.5, 3.1, and 3.3–3.5, the asymptotic information
lower bound when y0 ¼ 0 is given by (11), and the SP88 estimator *y is a consistent
estimator of y0 and has asymptotic distribution given by (29). Furthermore, *y and the
maximum pseudolikelihood estimator of Prentice [16] are asymptotically equivalent.
We now compare the asymptotic variance lower bound derived in Section 2 to the
asymptotic variance of the SP88 estimator *y under Model A, where the assumptions
of Corollary 1 are assumed to hold. For this special case, we have
Corollary 2. 1. The asymptotic variance of *y in Model A when y0 ¼ 0 equals
*s2Ber ¼ S1 1þ
2ð1 pÞ
p
J1ðdÞ
 
; ð45Þ
where J1ðdÞ is given by (3), d ¼ 1 expflg is the probability of failure prior to time
t ¼ 1; and p is, again, the probability that a risk subject is added to the sampled cohort
at time 0. Here S ¼ varðZÞ½1þ d=logð1 dÞ
 is the variance of the maximum partial
likelihood estimator #y for the full cohort case.
2. The asymptotic information (11) for y in Model A when y0 ¼ 0 equals
I
*
¼ Sð1þ ð1 pÞJ2ðdÞÞ; ð46Þ
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here J2ðdÞ is given by (4). Hence, the asymptotic variance lower bound is
V 2B ¼
1
I
*
¼ S1 1
1þ ð1 pÞJ2ðdÞ
 
: ð47Þ
Proof. From the assumptions, the ﬁrst claim follows directly from Theorem 3 in
Section 3 if we let d ¼ 1 expflg: The second part is a special case of Theorem 1
in Section 2 where %CðtÞ ¼ ð1 tÞ for 0pto1 and equals 0 if tX1: Therefore,
I
*
¼ varðZÞ
Z 1
0
ð1þ 2ð1 pÞ log %GðtÞ þ ð1 pÞ log2 %GðtÞÞð1 tÞ dGðtÞ: ð48Þ
Note that GðtÞ ¼ 1 expfltg from assumption 1 for Model A; using this relation
(48) can be simpliﬁed to yield (46). &
Now deﬁne eSPðd; pÞ; the (asymptotic) efficiency of the SP88 estimator, as a
function of dAð0; 1Þ and pAð0; 1
; to be the ratio of *s2Ber to V 2B; i.e.
eSPðd; pÞ ¼ *s
2
Ber
V 2B
¼ 1þ 2ð1 pÞ
p
J1ðdÞ
 
½1þ ð1 pÞJ2ðdÞ
; ð49Þ
for J1ðdÞ and J2ðdÞ given by (3) and (4), respectively. We say the SP88 estimator *y in
the case-cohort design is asymptotically efficient if eSPðd; pÞ ¼ 1: Before we
investigate the properties of the efﬁciency eSPðd; pÞ; we present the following lemma
for J1ðdÞ and J2ðdÞ: The proof of the lemma is simple and therefore is omitted.
Lemma 2. 1. J1ðdÞX0 for dX0 and J1ðdÞ ¼ 0 if and only if d ¼ 0: Moreover,
J1ð1Þ ¼ 1 and J1ðdÞ is a strictly increasing function of d for d40;
2. J2ðdÞo0 for all dAð0; 1Þ: In addition, J2ð0Þ ¼ J2ð1Þ ¼ 0;
3. for every d40; J2ðdÞ þ 2J1ðdÞ40 and 1þ J2ðdÞ40:
For each ﬁxed dAð0; 1Þ; let eSPd ðpÞ denote the efﬁciency (49) as a function of p only.
Then we have the following proposition for eSPd ðpÞ:
Proposition 6. 1. eSPd ð0Þ ¼N;
2. eSPd ð1Þ ¼ 1;
3. eSPd ðpÞ is a strictly decreasing function for pAð0; 1Þ;
4. eSPd ðpÞ41 for all dAð0; 1Þ and pAð0; 1Þ:
Proof. Properties 1 and 2 are clear, and therefore 3 sufﬁces to show 4. Thus we only
need to prove that with each ﬁxed dAð0; 1Þ; deSPd ðpÞ=dpo0 for pAð0; 1Þ: Fixing
dAð0; 1Þ and taking the derivative of eSPd ðpÞ on p; we have
p2
deSPd ðpÞ
dp
¼ 2p2J2ðdÞ J1ðdÞ  1
2
 
 2J1ðdÞð1þ J2ðdÞÞ: ð50Þ
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Note that deSPd ðpÞ=dpo0 if J1ðdÞ  12X0 for any pAð0; 1Þ from Lemma 2. Now if
J1ðdÞ  12o0; (50) can be written as
p2
deSPd ðpÞ
dp
¼ 2ð1 p2ÞJ2ðdÞ J1ðdÞ  1
2
 
 ðJ2ðdÞ þ 2J1ðdÞÞ;
which is negative, again from Lemma 2. &
Note that Property 2 above, for p ¼ 1; recovers the result in BHHW, that the
MPLE is efﬁcient when data is collected on all cohort individuals.
From Proposition 6 and the asymptotic equivalence of the maximum pseudo-
likelihood estimator with the SP88 estimator *y we conclude that the maximum
pseudolikelihood estimator of Prentice [16] for the case-cohort design does not
achieve the asymptotic lower bound.
5.2. Efficiency of CL99 estimators
We apply the same technique as in the previous subsection to compute the
asymptotic efﬁciency of the CL99 estimator under our simpliﬁed model when y0 ¼ 0:
First note that when y0 ¼ 0; both CL estimators have the common asymptotic
variance s23;Ber given by (44).
Proposition 7. Under the same assumptions given in Theorem 4, Model A and y0 ¼ 0;
the asymptotic variance s23;Ber of the CL99 estimators simplifies to
s23;Ber ¼ S1 1
1 p
p
J2ðdÞ
 
; ð51Þ
where J2ðdÞ is given by (4) and d ¼ PðX 0p1Þ ¼ 1 el:
Proof. Note that under Model A with y0 ¼ 0; W deﬁned in (36) can be simpliﬁed as
follows:
W ¼
Z 1
0
ðZ  EðZÞÞ1ðTXtÞ dL0ðtÞ
¼ lTðZ  EðZÞÞ:
Therefore, since K0 ¼ 0 where K0 is deﬁned by (36),
ð1 aÞV0 ¼E½W 21ðD ¼ 0Þ

¼ l2 varðZÞE½T21ðX 0XYÞ

¼ l2 varðZÞE½EðY 21ðX 0XYÞjYÞ

¼ l2 varðZÞE½Y 2elY 
; since X 0; Y are independent:
Substituting l ¼ logð1 dÞ a simple calculation shows that ð1 aÞV0=S ¼ J2ðdÞ:
The result follows. &
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For each ﬁxed dAð0; 1Þ; let eCLd ðpÞ denote the relative efﬁciency of the CL99
estimators when compared to the asymptotic lower bound given by Corollary 2, as a
function of p only, i.e.,
eCLd ðpÞ ¼
s23;Ber
V2B
¼ 1 ð1 pÞ
p
J2ðdÞ
 
½1þ ð1 pÞJ2ðdÞ
; for fixed dAð0; 1Þ:
We have the following proposition for eCLd ðpÞ:
Proposition 8. 1. eCLd ð0Þ ¼N and eCLd ð1Þ ¼ 1;
2. eCLd ðpÞ is a strictly decreasing function for pAð0; 1Þ;
3. eCLd ðpÞ41 for all dAð0; 1Þ and pAð0; 1Þ:
Proof. It is sufﬁcient to prove 2. Simple calculation gives
p2
deCLd ðpÞ
dp
¼ ð1 p2ÞJ2ðdÞð1þ J2ðdÞÞo0
since J2ðdÞo0 and ð1þ J2ðdÞÞ40 from Lemma 2. &
From Proposition 8 above, we ﬁnd that the estimators proposed by Chen and Lo [5]
in the case-cohort sampling design do not achieve the asymptotic lower bound.
5.3. Discussion
Although the maximum pseudolikelihood estimator of Prentice [16] and the
estimators of Chen and Lo [5] are technically inefﬁcient for all po1; for practical
purposes one wants to ﬁnd the distance between their asymptotic variances and the
theoretical variance lower bound. Table 1 gives the asymptotic variance *s2Ber of the
SP88 estimator *y; the common asymptotic variance s23;Ber of the CL99 estimators y2
and *y3; and the asymptotic lower bound V 2B; each relative to the same asymptotic
variance of MPLE #y; for various values of p ranging from 0.001 to 0.5 and d ¼
0:001; 0:01; 0:1; 0:5 and 0.8.
One important feature we can see from Table 1 is that when d is small, the SP88
estimator and the CL99 estimators are nearly efﬁcient for the case-cohort design with
a sample of only 10–30% or so of the whole cohort. That is, given the information
gathered in a case-cohort design in this range of p; other estimators can only improve
on the SP88 and the CL99 estimators by a small amount. We can also see from Table
1 how the SP88 estimator and the CL99 estimator are far from efﬁcient for small
values of p; if these designs are necessary then one should perhaps look for
alternative methods of estimation.
A main point to take away from Table 1 is that p should be at least as high as d to
obtain reasonable efﬁciency. For example, if d ¼ 0:5; and we sample only p ¼ 0:1%
of the whole cohort, the asymptotic variances of both the SP88 estimator and the
CL99 estimators are far from the asymptotic lower bound. However, even though
H. Zhang, L. Goldstein / Journal of Multivariate Analysis 85 (2003) 292–317314
both estimators are far from efﬁcient, one can see how the CL99 estimators greatly
improve the SP88 estimator in this situation, with the CL99 estimator having 83.9%
of the variance of the SP88 estimator in this particular situation. Lastly, in many
studies, the disease probability d is known in advance approximately, and we see
from Table 1 how this information would be valuable in helping us decide what
fraction of the whole cohort to sample.
Table 1
Comparison of asymptotic variances of SP88 and CL99 estimators with asymptotic lower bound
Disease probability Sampling fraction Variance (SP88) Variance (CL99) Lower bound
d p *s2Ber s
2
3;Ber V
2
B
0.001 0.001 1.666 1.666 1.001
0.005 1.133 1.133 1.001
0.010 1.066 1.066 1.001
0.050 1.013 1.013 1.001
0.100 1.006 1.006 1.001
0.300 1.002 1.002 1.000
0.500 1.001 1.001 1.000
0.010 0.001 7.682 7.666 1.007
0.005 2.331 2.328 1.007
0.010 1.662 1.661 1.007
0.050 1.127 1.127 1.006
0.100 1.060 1.060 1.006
0.300 1.016 1.016 1.005
0.500 1.007 1.007 1.003
0.100 0.001 69.947 68.150 1.072
0.005 14.734 14.376 1.072
0.010 7.833 7.654 1.071
0.050 2.311 2.277 1.068
0.100 1.621 1.605 1.064
0.300 1.161 1.157 1.049
0.500 1.069 1.067 1.035
0.500 0.001 411.889 345.606 1.526
0.005 82.849 69.645 1.523
0.010 41.719 35.150 1.519
0.050 8.815 7.554 1.487
0.100 4.702 4.105 1.450
0.300 1.960 1.805 1.318
0.500 1.411 1.345 1.208
0.800 0.001 818.837 541.781 2.178
0.005 163.912 108.723 2.167
0.010 82.047 54.591 2.155
0.050 16.554 11.285 2.059
0.100 8.368 5.872 1.950
0.300 2.910 2.263 1.610
0.500 1.819 1.541 1.371
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6. Concluding remarks
Neither the asymptotic variance of the maximum pseudolikelihood estimator of
Prentice [16], nor that of the estimators proposed in [5] achieve the computed lower
bound for the case-cohort design under the null y0 ¼ 0: In principle, the tools used
here can also be applied in the case when y0a0: However, when doing so a difﬁculty
arises when we attempt to compute the solution bnðtÞ of the normal equation and
obtain the orthogonal projection AbnðxÞ of rðxÞ onto the closed space fAb : bABg
of L2ðnÞ; as was done in (24) and (25) when y0 ¼ 0: Following the same setup as
given in Section 2, one can show that the normal equation to be solved in the general
case when y0a0 is given by
RbðtÞ M0ðtÞ
%GðtÞ 
Z t
0
RbðsÞ M0ðsÞ
%GðsÞ
dGðsÞ
%GðsÞ  ð1 pÞ
Z t
0
RN
s
bg1=2 dn
%GðsÞ
K0ðsÞ
%GðsÞ ds
¼ 1
2
M1ðtÞ
%GðtÞ 
Z t
0
M1ðsÞ
%GðsÞ
dGðsÞ
%GðsÞ  ð1 pÞ
Z t
0
log %GðsÞ
%GðsÞ K1ðsÞ ds
 
;
where MiðtÞ ¼ E½ZieyZ1ðT4tÞ
; KiðsÞ ¼ ð1=pÞ
RN
N z
ie2yzf ðs; 0; 1; zÞdz: Unfortu-
nately, the solution to this equation, and therefore a variance lower bound for the
case of nonzero y0 is not as forthcoming as in the null case.
In conclusion, although the maximum pseudolikelihood estimator of Prentice [16]
and the estimators of Chen and Lo [5] do not achieve the asymptotic lower bound,
they generally perform well in the case-cohort design with a large enough sampling
fraction and small disease probabilities. It is our hope that our analysis of the
asymptotic variance lower bound will provide better insight into the case-cohort
sampling design in general.
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