In this paper we describe a three-dimensional Isogeometric BEM in the time domain based on the T-spline and Non Uniform Rational B-Splines (NURBS) basis to study the free surface behavior. Traditionally, the Lagrange polynomials have been used to discretize the geometry and the BEMs variables. The Lagrange basis are discontinues across the elements although the physical variables are continuous. In dynamics problems with high mesh distortions this approach can produce numerical instabilities that can be quickly propagated. This problem could be overcome using T-spline or NURB basis. The main advantages of this approach are: (1) the control of the continuity and smoothness of the T-spline and NURBS basis, which makes the model numerically stable without the need of artificial smooth techniques;(2) the high order geometrical approximation by non-rational splines;(3) the refinement capabilities without affecting the geometry and BEM's variables; and (4) the direct integration with computer aid geometrical design tools. We use the concept of the Bézier extraction operation which provides an element point of view of the T-Spline and NURBS similar to the traditional finite element. The boundary integral Equation is solved at each time step by the GMRES algorithm and the time marching scheme is performed with a fourth-order Runge-Kutta method to update the model. Additionally, the hydrodynamic force is calculated by an auxiliary boundary equation. Some numerical benchmark examples are analysed to show the accuracy and the stability of the method
INTRODUCTION
In the last decades, numerical models have been developed for the prediction of the propagation of gravity waves in the time domain. These models have been applied to simulated tsunami generation and [1] overturning waves [2] [3] [4] , to design breakwaters [5, 6] , to predict the wave pressure impact on structures [7] , or to study radiation and diffraction waves produced by a wave-maker [8] [9] [10] [11] . Nowadays, because of the increasing interest on the ocean renewable energy, in which the generation systems are installed near-shore or off-shore, new applications of such models are being used to study the fluid-structure interaction considering the effect of the waves [12] [13] [14] [15] [16] .
Early numerical studies on the non-linear wave propagation appeared in 1976 when Longuet-Higguin and Cokelet [17] presented their bi-dimensional (2D) approach to simulate the transient surface waves. Their approach was based on the potential flow theory and used the Boundary Element Method (BEM) to solve the Laplace's equation in conjunction with a Mixed Eulerian-Lagrange (MEL) technique to update the free surface. Similar models were used to study a wide variety of non-linear water waves problems [18] [19] [20] [21] [22] , but it was the study of Dommermuth et al. [23] that demonstrated the validity of the potential flow theory applied to the unsteady gravity wave propagation. These authors presented a successful comparison between the numerical results obtained by a 2D-BEM model and experimental results in a water tank. It is worth to mention the studies reported by Grilli et al. [2, 24, 25] who developed an advanced approach using 2D high order BEM. Later, Grilli et al. [3] and Guyenne and Grilli [4] extended the model to three-dimensional (3D) geometries to analyse overturning waves over an arbitrary bottom.
Some full non-linear high-order 3D BEM models have been proposed to simulate the unsteady interaction of the wave with a rigid body. An overview of such works can be found in Tanizawa [26] . Among them, Lee et al. [27] studied the non-linear waves and the hydrodynamic force generated by the movement of a submerged sphere. Bai and Taylor [10] investigated the wave radiation produced by a moving submerged truncated cylinder and the wave diffraction around a vertical cylinder [28] . They used an unstructured triangular mesh constructed with second order Lagrange elements in order to obtain a good approximation of the geometry. Later, these authors extended the model to flared floating structures [29] . Sung and Grilli [30] analysed the waves generated by an advancing surface disturbance. Following the Grilli's works, these authors used a structured mesh formed by isoparametric bi-cubic piecewise overlapping elements that provided a local smoothness of the geometry and of the physical variables. More recently, Hannan et al. [31, 32] studied the interactions between water waves and fully submerged fixed or moving structures. In the same line, but limited to 2D, Dombre et al. [33] extended the early work presented in [34] to study the dynamics of free fully submerged structures.
In addition, other models have been proposed to analyse more specific problems such as the post-breaking phenomenon, violent wave impact against structures, large fluid movement in confined space with steep non-linear waves or viscous and vortex force in the context of floating structure. In such cases, the potential flow theory is not valid and other tools based on Computational Fluid Dynamics (CFD) solvers to resolve the full Navier-Stokes equations or Lattice Boltzmann method (LBM) have been used [35] [36] [37] [38] [39] [40] . Most of these problems have been formulated in 2D, and despite the increase of computational power, the full 3D models require a considerable computational cost. Therefore, unless in such specific cases, the potential theory together with BEM provides good results for non-linear gravity waves problems with reduced computational time. Some advantages are: (1) the reduced dimensionality of the domain; (2) the ability to handle complex 3D geometric models; (3) and the Sommerfeld radiation condition is implicitly satisfied in the Green function.
In the last two decades, the Non-Uniform Rational B-Spline (NURBS) representation has been widely used in the marine industry through of the modern Computational Aid Design (CAD) systems. NURBS exhibits multiple advantages, such as: (1) the quadratic surface can be represented exactly; (2) advanced construction techniques and shape modification tools are available (3) the smoothness of the basis can be managed via knot; and (4) h, p and k-refinement can be applied without modifying the geometry. These characteristics, in combination with other mathematical properties, give to NURBS the ability to handle complex geometries and provide suitable basis for numerical analyses. In this line, the incorporation of NURBS into the BEM to simulate wave-structure interaction has appeared recently in the literature (see for example references [41] [42] [43] [44] [45] [46] ). These approaches use two different basis functions, one to represent the geometry and the other for physical variables. Hughes et al. [47, 48] and Cottrell et al. [49, 50] introduced the concept of the Isogeometrical Analysis (IGA) in the context of Finite Element Method (FEM) that consists on approximate the full model by the same basis functions used for the geometry. This concept, that has acquired enough maturity in recent years, allows a direct link between the CAD geometry and the engineering analysis tools. Politis et al. [51] extended the IGA to the BEM and applied it to a 2D external potential flow problem. Simpson et al. [52] applied an IGA-BEM method to a 2D elastoestatic problem. More recently, Belibassakis et al. [53] presented a 3D IGA-BEM model based on the Neumann-Kelvin problem to study the ship wave resistance and showed a novel combination of a modern CAD system with hydrodynamic solvers.
Although the NURBS is widely used by the CAD industry, it has some limitations associated with the fact that only surfaces with four edges can be represented. This entails that complicated geometries require many NURBS patches and the smoothness between patches is lost. The T-spline technology has been introduced to overcome these limitations [54] . T-splines are a generalization of the NURBS, in which several NURBS patches can be integrated into a unique T-spline. Moreover, unlike the NURBS, T-splines allow local refinements and unstructured meshes this makes their use attractive for the engineering analyses. In this direction, Scott et al. [55] and Li et al. [56] formulated the analysis-suitable T-spline in which necessary mathematical properties of the basis (as linear independence) are guaranteed to be used in IGA. However, the implementation of T-spline in the IGA requires a more advanced development. Adopting the idea of the Bézier extraction operation, presented by Borden et al. [57] and Scott et al. [58] , the T-spline and NURBS can be incorporated efficiently via modifying the shape functions in the classical BEM and FEM. Thomas et al. [59] developed a generalization of such technique. In recent years, the application of the T-spline in the IGA framework to different areas has been developed [60] [61] [62] [63] [64] . In the context of IGA-BEM Scott et al. [58] extended the analysissuitable T-spline to unstructured meshes for elastostatic problems and developed a collocation procedure based on a generalization of the Grenville abscissae. Simpson et al. [65] applied this method to acoustic problems and demonstrated the higher accuracy in comparison to the conventional Lagrange discretization due to the superior geometric approximation. Ginnis et al. [66] exploited IGA-BEM based on the T-spline to analyse in the ship wave resistance problem and Kostas et al. [67] used this method to optimize the hull shape.
Other alternatives to analysis-suitable T-spline are appearing in the literature. These alternatives include hierarchical spline (B-splines, NURBS and T-spline), PHT-splines and LR-splines. In addition to the limited works cited above, the interested reader can be found an overview of the IGA [68] .
The literature review performed shows that the IGA-BEM based on the NURBS and analysissuitable T-spline reveals that is a very recent topic. The objective of this study is the application of this method to solve non-linear unsteady gravity wave propagation and wave-structure interaction problems. We consider the full non-linear potential flow theory in combination with the MEL procedure. In this work we exploit the advantages of the IGA-BEM based on T-spline and NURBS basis in the framework of the Bézier extraction procedure. The high continuity of the basis functions allows to deal with large mesh distortion [69] in the Lagrange formulation as well as it prevents numerical instabilities as the saw-tooth effect that occurs when classical C 0 piecewise basis are used. The Bézier extraction concept provides an easy and standard way to introduce the NURBS and T-spline basis in the BEM. In addition, we employ direct integration with CAD software [70] to make and handle 3D geometrical models.
FORMULATION OF THE PROBLEM
We consider a fluid volume Ω(t) defined by an arbitrary lateral boundary Γ W (t), composed by one or several surfaces, a bottom surface Γ S (t) and a free surface Γ F (t) located at the top. The fluid can move freely with the time (t) by the action of a submerged moving rigid body Γ B (t) or by imposing a specific initial condition. In Fig. 1 we show a sketch of the domain and the Cartesian coordinate adopted. The plane z = 0 corresponds to the free surface at rest. The flow is assumed to be incompressible, inviscid and irrotational fluid. Under these hypotheses, the movement of a fluid particle x(t) can be described in terms of a velocity potential (φ(x, y, z, t)), such that the velocity of a fluid particle can be expressed as:
The continuity equation in the a fluid domain Ω(t) can be reduced to a Laplace equation:
that is subjected to different boundary conditions on the surfaces Γ(t) that define the domain.
On the free surface Γ F (t), the kinematic and dynamic conditions in the Lagrangian descrip-tion are expressed as:
respectively. In Eqs. (3-4) D/Dt denotes the material derivative, g is the gravity acceleration, p a is the atmospheric pressure and ρ is the density of the fluid. The instantaneous kinematic conditions on the lateral boundaries Γ W (t), the bottom Γ S (t) and wetted body surfaces Γ B (t) are:
with n the normal pointing out of fluid and v B the velocity vector of the rigid body. In the case of a free floating body, the velocity should be computed using the second Newton's law. Here we consider the rigid body motion given by v B =ẋ G +θ G × r B , whereẋ G andθ G are the velocity and rotation vectors referred to the center of mass, and r B = x B − x G is the location of a body particle respect to the center of mass.
As it can be noted in the formulation expressed above, the lateral boundaries are considered solid and impermeable. This means that waves are reflected and kept into the domain as it would occur in a tank. In some cases treated in this study, we are interested on simulating an infinite domain. For these cases, an artificial damping method is used to absorb the wave energy near the boundaries [10, 71] . This is done by modifying the kinematic and dynamic boundary conditions over a finite zone of the free surface, known as damping zone, located near the boundaries as follows:
Dφ
where x 0 and φ 0 are reference values at the rest state, and µ(x) is the damping factor, which is gradually increasing along the damping zone as:
In Eq. 9 α is the maximum damping factor, L D is the length of the zone and l D (x) is distance between x D and the specific location considered (see Fig. 1 ).
FORMULATION OF THE METHOD

Geometry
Considering a 3D BEM model, the geometry of the problem is defined uniquely by the boundary surfaces Γ of the fluid domain. In this paper we use NURBS and cubic T-spline technology which are widely used in CAD applications. Particularly, we focus on 3D surfaces where the physical space is given by Γ ∈ ds with d s = 3 and the parameter space can be reduced to Γ ∈ dp with d p = 2.
A NURBS surface is described in terms of a control mesh and a valid pair of knot vectors. A knot vector is denoted by
is the kth knot value, and n i is the number of B-spline basis functions of degree p i in the i direction. Hereinafter, we denote the multi-index p = {p 1 , p 2 }, n = {n 1 , n 2 } and the parametric coordinate ξ = {ξ 1 , ξ 2 }. The control mesh is a set of vertices that forms a structured set of quadrilateral elements. Each vertex has associated a control point P A ∈ ds and a weight w A ∈ , where A = 1, 2, ..., n cp is the global index that denotes all vertices n cp = dp i=1 n i . If we define the parametric space by
, the NURBS surface that maps the parametric space to the physical space x : Γ → Γ can be expressed as:
where N A (ξ) is the bivariate B-spline basis functions associated with the global vertex A and R A (ξ) denotes the rational basis functions made by the weights and the B-spline basis functions. Note that the NURBS is limited to surfaces defined by four edges. To represent more complex geometries it is necessary to divide the models in different rectangular patches. This limitation can be overcome naturally using the T-spline framework T-splines which allows the existence of hanging and extraordinary points within the control mesh. For a cubic T-spline, the mapping is expressed in a similar way as in Eq. (10). However, unlike NURBS, the surface is locally parametrized by defining of a local pair of knot interval vectors
where the Tspline basis functions is restricted to be non-null. This provides the capacity of making unstructured meshes and local refinements. For more details about the T-spline or NURBS theory, the reader is refereed to [47, 55, [72] [73] [74] [75] .
A finite element structure
The idea is to discretize the physical domain with a series of independent elements x e (ξ) defined over a parent domainξ ∈ Γ [57] . Considering the compact support property of the basis functions, there exists a number of them, n e , which are non-null over each element e. Then, we can construct a matrix A = IEN (e, a), that maps the local basis functions number a in the element e to the global function A. The local geometry, restricted to each element domain, is defined as:
and in compact form it can be rewritten as:
where P e = {P e a } ne a=1 is a set of the control points, w e = {W e a } ne a=1 is a vector of weights, W e = diag(w e ) is a diagonal matrix and N e (ξ) = {N e a (ξ)} ne a=1 is a vector of the basis functions relative to the element e.
It should be noted that the number of T-spline basis functions contained in each element can be different, while in the case of NURBS are exactly equal to dp i=1 (p i + 1). Furthermore, the T-spline and NURBS basis functions affect to different elements and their definition depends on the topology. An elegant and efficient way to standardize the T-spline and NURBS basis functions to the same set of compact basis functions restricted to a unique element is using the Bézier extraction operator. This operator determines the Berstein basis combination (B p (ξ) of p degree) in which the T-spline and NURBS basis functions are decomposed.
Let us define a vector of the Berstein basis functions
. The geometry, can be expressed as:
being C e ∈ ne×n B the matrix extractor operator corresponding to the element e that only depends on the topology. This method provides a Bézier-element point of view such that the geometry is decomposed in a set of Bézier elements without changing the properties of the geometry. In addition, this method provides a equivalent treatment for T-spline and NURBS. A detailed explanation of the Bézier extraction can be found in [57] [58] [59] .
Isogeometric BEM
Given the domain Ω(t) delimited for a piecewise smooth boundary Γ(t), the external Boundary Integral Equation (BIE) applied to the potential problem can be written as:
The symbol − denotes that the integral is evaluated in the Cauchy Principal Value sense, C(x 0 ) is the solid angle defined at the source point x 0 ∈ Γ, that can be calculated directly with the expression proposed by Mantic [76] or indirectly as described in Section 4.1, and G(x, x 0 ) is the fundamental solution of the Laplace's problem.
In the examples treated here, we consider three possible orthogonal symmetric planes parallel to the Cartesian planes, such that the geometric complexity and computational costs can be reduced. Using the method of the images, the Green function can be expressed as:
where:
with x = x sym , y = y sym and z = z sym being the location of the symmetric planes. Considering a Isogeometric Analysis (IGA), the variables introduced in the BIE (i.e. the potential and the flux) are defined in a finite dimensional space given by the same basis functions than the geometry. This provides the BIE variables and the geometry the intrinsic properties of the T-spline (or NURBS) as demonstrated in the previous section. The BIE variables can be written as:
where φ e (t) = {φ e a (t)} ne a=1 and q e (t) = {q e a (t)} ne a=1 are the temporal potential and temporal flux vector corresponding to the local basis functions of each element, respectively.
Introducing Eqs. (17) and (13) into Eq. (14), and applying the result on a particular source point
T P e i contained in the element e i , we obtain the discrete IGA BIE:
In Eq. (19) ∂x e ∂ξ is the Jacobian determinant of the geometrical mapping, N is the number of elements. For more details about the calculation of the Jacobian and the tangential derivatives, the reader is referred to [57, 77] . Hereinafter, we drop the upper index e i and for convenience we keep the subindex i to refer to the source point.
In this study we employ a collocational method, such that the BIE must be satisfied for a set of i = 1, 2, ..., n cp specific source points known as collocation points. Particularly, we use a generalization of the Greville abscissae as presented in Scott et al. [58] , since it provides accurate results in the context of the IGA BEM. However, we relax the continuity condition for the position of control points such as these are allowed to lie in sharp edges and corners. As demonstrated in [65] , this relaxation does not reduce the accuracy of the results and it facilitates the special treatment of the velocity in these locations, as shown in Section 4.3.
NUMERICAL IMPLEMENTATION
Numerical integration
It is well known that the first and second kernel of the BIE (see Eq. 14) contain a weak and a strong singularity, respectively, when the point of evaluation approaches to the collocation point. The integrals are defined, but they have to be suitably evaluated to avoid numerical problems. This topic has been studied intensively and an overview of the available techniques can be found in [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] .
In this study we regularize the second kernel using the rigid body method [78] , that provides an indirect way to calculate the jump term as:
Introducing Eq. 20 in Eq. 14 gives:
The weak singularity is solved using a local change of variables over the element containing the collocation point, as proposed by Lachat and Watson [79] . Once regularized, these kernels can be numerically evaluated by applying the quadrature rule to each element in the parent domain. We use the standard Gauss-Legendre quadrature. Recently, new specific quadrature rules for NURBS have been proposed to take into account the continuity of the basis functions [80] .
In addition, if the collocation point is not located on the element but very close, the integrals become nearly singular and their calculation can exhibit numerical instability. For this case, we use an adaptive regular element subdivision on the parent domain.
System of equations
The discretization of the BIE in all collocation points leads to a set of n cp equations with 2n cp variables corresponding to the potential and the flux at the control points. This set of equations can be written compactly as,
in which, using the global notation, φ = {φ} ncp A=1 is the potential vector, q = {q} ncp A=1 is the flux vector, and the matrices C, T , H and G ∈ ncp×ncp are given by:
As it has been shown in Section 2, the problem under consideration consists in a mixed boundary problem in which the potential, once integrated in time, is known on the free surface and its flux on the rest of the boundaries. The discretization of the boundary conditions on the set of collocation points yields,
We reorder the system of equations (22), (27) and (28) to obtain a linear system that can be written as Ka = b, where a ∈ 2ncp is a vector containing the control variables, b ∈ 2ncp is a vector with the boundary conditions at the collocation points and K ∈ 2ncp×2ncp is in general a dense non-symmetric matrix. The minimum residual method (GMRES) have been found to be efficient and suitable for solving the system of equations [10, 88] . In the present study the tolerance has been set to 10 −12 . Moreover, to correctly model the physical variables at the sharp edge and corners, we use the semi-discontinuous basis technique, as presented in [58] , such that the flux is allowed to be discontinuous while the potential is continuous.
Velocity field
Before the update of the free surface, we need to calculate the velocity field. Following the idea of IGA, we use the same set of T-spline (or NURBS) basis functions to approximate the velocity which can be expressed as,
where v(t) = {v A (t)} ncp A=1 is the global velocity vector. Using Eq. (1), the velocity of the fluid particle at any point of the domain can be determined as a function of the potential, of the flux and of the Jacobian of the mapping:
In the case of a damping zone on the free surface, the terms on the right hand side have to be corrected as shown in Eq. (7) .
The sharp edges and corners where several surfaces meet need a special attention. Because the derivatives of the potential and the flux are discontinuous at the intersections, the velocity associated to each surface can be numerically different and also it can be incompatible with the movement of each boundary. An usual procedure to overcome this problem is, first compute an average velocity and second make a normal projection of the intersections on the new boundary position during the time marching [10] . In this work we employ an alternative procedure that consists on calculating an unique velocity compatible with the normal velocity of each surface. We consider two possible cases as shown in Fig. 2 . The first one ( Fig. 2a ) correspond to a corner at the intersection of three surfaces. In this case, the velocity can be determined using the follow equation: 
where n i are the normals corresponding to each surface. The second case (Fig. 2b) is found in the edge defined by the intersection of two surfaces. The velocity can be computed as,
In Eq. (32) ξ represents the common axis along the direction of the edge. Note that, since φ is continuous, its derivative along the edge is unique. Now, if we particularize Eq. (30) for the collocation points contained inside the surfaces, Eq. (32) for the collocation points on the edges and Eq. (31) for the corners, we obtain a system of equations (Eq. 33) that allows the determination of the global velocity vector.
In Eq.
is the velocity vector at the collocations points and T is an invertible and well conditioned matrix. Note that this matrix, that we denote as the interpolation matrix, allows the mapping of the information of the control points to the collocation points. In addition, it can be applied to any variable because we use an IGA.
Therefore, using this procedure, the velocity field is forced to be unique and compatible with the normal movement of the body or the walls. Moreover, the intersections can be managed directly through collocation points due to the interpolatory nature of the basis functions at the sharp edges or corners. However, a slight separation of the intersections from the body or the walls can appear during the time marching. The points on these intersections are relocated back by the normal projection technique as proposed by Bai and Taylor [10] .
Hydrodynamic pressure
The pressure force exerted by the fluid on the surface of a body can be computed as,
The pressure field at any point can be calculated using the Bernoulli equation:
The last term on the right hand side of the Eq. 35 can be computed directly once the BIE (14) is computed. The term ∂φ ∂t , which is not known at this stage, can be approximated by using temporal integration schemes. However, this can produce numerical errors. Here, we use an auxiliary BIE to find a more accurate approach. As proposed by Dombre et al. [3, 33] , an analogous BIE for ψ = ∂φ/∂t can be considered. This auxiliary BIE does not increase significantly the computational cost because the discretization is the same as in the main BIE. Only, the boundary conditions have to be changed. The equations for the new variable ψ can be written as,
∂ψ ∂n = 0 on Γ W (t) and Γ S (t) (38)
where d dt denotes Lagrangian time derivative following the body motion.
Time marching
As shown in the formulation of the problem, the position of the fluid particles and the physical variables, Eq. (3) and Eq. (4), depend on the time. Therefore, to obtain the temporal evolution of the free surface, a temporal integration scheme is needed. In the context of strong non-linear gravity waves, several schemes has been proposed [3, 29, 71, 90] . In this study, we use the the standard 4th order Runge Kutta method (RK4), which has been shown to be numerically stable and accurate.
An important aspect of temporal integration is the adequate selection of the time step to provide an accurate and stable temporal resolution. This depends on the integration scheme, physical discretization and the particular problem under consideration. For periodic wave problems the time step is usually chosen as a fraction of the wave period such that the physical phenomenon is represented accurately [71] . For a solitary wave, Grilli et al. [3] proposed an adaptive time steeping method as a function of the spatial discretization and the Courant number, C (Eq. 40). They demonstrated that there exists an optimal Courant number such that the error is minimum. We use this method, adapted to the IGA-BEM, and investigate about the optimal value of the Courant number. ∆t = CLe min / gh (40) In Eq 40 Le min is the minimum characteristic element size defined as the square root of its surface and h is the depth of the bottom surface. The steps for the time marching procedure are:
1. The initial geometrical model is defined and an initial boundary condition for the potential (φ 0 ) and the flux (q 0 ) are specified on the free surface and on the rest of the surfaces, respectively.
2.
A time step (∆t n ) is selected. This can be set dynamically at each step depending on the type of problem.
3.
The time integration is carried out to update the position of the fluid particles and potential ( φ n+1 , x n+1 ) from the actual time (t n ) to the next time step (t n+1 = t n + ∆t n ). Due to the non-linear behaviour, several sub-steps are required. (22) is calculated, and the boundary conditions (Eq. (27) and Eq. (28)) are applied at the each sub-step (k). A linear system of equations is obtained and solved by using the GMRES. 
The BIE equation
3.3.
The potential is updated to the next sub-step (φ k+1 n+1 ) by applying the integration scheme to the kinematic relation for the free surface (Eq. (3) or Eq. (8)).
3.4.
The positions of the fluid particles are updated to the next sub-step (x k+1 n+1 ) using the known velocity field. If fluid particles are separated from the walls or body surface, these are relocated back to the boundaries using a normal projection.
3.5.
The flux is computed in the next sub-step (q k+1 n+1 ) using the kinematic equations for the walls, bottom surface, and body surface.
3.6. For the RK4 scheme, this process is repeated four times (k = 1 to k = 4).
4.
The fluid forces on the body are computed (Eq. (35) and Eq. (34)).
5.
The volume and total energy is calculated in order to monitor their temporal evolution as,
where λ z is the unit vertical vector.
6.
Steps 2 to 5 are carried out iteratively until a maximum time is reached.
It should be noted that we are employing a collocational method and all variables are evaluated at the collocations points. The values of the variables on the control points can be obtained using the interpolation matrix.
NUMERICAL RESULTS
In this section we show some numerical examples to validate the present IGA-BEM formulation. Each example is focused on a particular computational aspect of the method. The first example is a train of small amplitude waves and we analyse the spatial convergence of the IGA-BEM solution. In the next example we simulate a solitary wave to evaluate the temporal stability and the accuracy of the method. In the third example we check the ability of the method to handle wave-structure problems by simulating the waves generated in a tank.
All geometric models were construct using the T-spline plugin of Rhino [70] . Symmetric boundary conditions were imposed at the symmetric planes of the problems. These planes have the zero flux condition as the wall and are not discretized because symmetric conditions are implicitly incorporated in the Green function. Moreover, unless otherwise is specified, the time was made dimensionless using the time scale h/g with h being the depth of water tank. The dimensionless variables are denoted with * .
Periodic wave: convergence of the spatial discretization
The objective of this example is to analyse the convergence of the IGA-BEM method presented in this study. The test, which has analytical solution, consists on the propagation of steady regular gravity waves over a horizontal bottom surface. For the case of small wave amplitude with respect to the depth and the wavelength λ, the dynamic boundary conditions on the free surface (Eq. (4)) can be linearised and the exact solution to potential and the free surface elevation (η) can be written as:
where A is the amplitude, h is the depth, ω is the wave frequency, and k = 2π/λ is the wave number. This is a 2D periodic problem where the gravity waves propagate along the x-direction and they are invariant along y-direction. Since the presented method is formulated in 3D, we study a representative domain (Ω) defined by its length x = [0, 2λ], depth z = [0, −λ] and width y = [0, 2λ]. The parameters are set by the relation between the amplitude and the wave number kA = 0.2, and the dispersion equation ω 2 = gk tanh(kh). Moreover, a specific timet = π/(2ω) is chosen such the flux across the lateral boundaries along the longitudinal direction are zero.
Considering three symmetric planes at x = 2λ, y = 2λ and z = −λ, the geometry is discretized with three NURBS surfaces. Note that these surfaces can be converted into a unique T-spline patch. We set a number of Bézier elements that varies in a range from 8 to 24 regular elements with an increment of 4 elements per wavelength along the longitudinal direction, while along the other two directions we utilize 24 Bézier elements. All weights are set to unity. Moreover, three different basis degree p = 2, 3, 4 are selected.
It should be noted that a sinusoidal function cannot be represented exactly by a rational spline, and a geometrical error is expected. To minimize this error we use a L 2 -projection method. Fig. 3a shows the L 2 -error between the elevation function and the free surface representation. It can be seen that the geometrical discretization shows an optimal convergence (i.e. convergence rate ≥ p + 1). In the same line, given the potential function expressed in Eq. (43), we use the L 2 -projection technique to apply the boundary conditions on the free surface. Its convergence is also optimal as shown in Fig. 3b . In Fig. 4 we show the point-wise error between the analytic and BEM solution ( w − w h with w h being the flux or potential) for three levels of refinement (8, 16 and 24 elements per wavelength) and the standard cubic basis degree. The error on the Neumann boundaries is considerable lower (one order of magnitude smaller) than on the Dirichlet boundary (free surface). Moreover, small fluctuations are detected near the intersections of the free surface due to lateral boundary effects that become negligible for a distance greater than λ/2.
Given the previous findings, we limit the converge study of the IGA-BEM solution to a central region [λ × λ] of the free surface. The result is given in Fig. 5 where an optimal convergence ratio is shown for all cases.
Solitary wave: temporal accuracy
Our next benchmark example consists on a solitary wave propagating over constant depth. This example has been studied by Tanaka [91] , who obtained a 2D full non-linear numerical solution, and then used by other authors to validate their models [3, 25, 92] . In this subsection we analyse the temporal stability and accuracy of the present method by computing the numerical errors along the time with respect to the steady solution presented by Dutykha and Clamond [92] .
We consider a wave of amplitude A = 0.6h, where h is the depth of the free surface at the rest. The domain is given by a length x = [0, 20h], width y = [0, 2h] and depth z = [0, −h]. The wave is propagated along the longitudinal direction (x-direction) and at the initial stage the crest is located at x = 7.5h.
As in the previous example, we set three symmetric planes at at x = 20h, y = 2h and z = −h and the model is represented by three NURBS surfaces with weight unity. The free surface elevation and the potential are established with the L 2 -projection method applied over the solution proposed by Dutykha and Clamond [92] . We consider two longitudinal discretizations with element lengths of 0.25 and 0.5. The element length along y-direction is 0.5 and 0.25 along z-direction. We use quadratic and cubic NURBS basis functions. Moreover, simulations with an equivalent model using the standard quadratic Lagrangian basis functions has been performed for comparison purposes.
We carried out some simulations for different Courant numbers (calculated based on the length of the elements of the free surface along x-direction, given the invariance along ydirection) in the range of 0.3 ≤ C ≤ 1.0. The instantaneous shape, energy and volume of the wave have been monitored during a period of ∆t * = 4. We found that the wave is kept stable during the simulation for all cases and the elements are concentrated around the crest, as it can be seen in Fig.6 . In Fig. 7 we show the average of the relative energy error ( e = (e(t) − e(0))/e(0)), volume error ( v = (V (t) − V (0))/V (0)) and L 2 -error of the shape normalized by h √ A F with A F being the area of the free surface. It can be seen that the errors We also analysed the numerical stability of the same solitary wave propagating over a 1:15 slope that starts at the initial position of the crest (x = 7.5h). This configuration, that produces the overturn of the wave, was studied in detail by Grilli et al. [2] using a 2D BEM mode. Later these results have been used used to validate a 3D BEM formulation [3] . Here we consider the numerical model described above for the fine mesh and a Courant number of 0.5. Additionally, we discretize the bottom surface with the same number of uniform elements than the free surface and we extend the length of domain up to x = 22h. The simulation is carried out until the wave reaches the breaking point (at t * BP = 7.78). At larger times the lateral mesh becomes very distorted and the numerical errors increase very fast. In fact, for the quadratic Lagrange model, numerical instabilities appear before that point (at t * = 7.11), as it can be observed in Fig. 8a , and the simulation stops. This problem is associated with the lack of smoothness across the elements that produces a sawtooth effect near the crest. However, the models using NURBS are stable for t * <= 7.78 and the free surface remains smooth (see Fig. 8a and b) . For the cubic NURBS model the wave reaches a maximum height of 6.85 · 10 −1 h which is very close to the reported in [2] (6.89 · 10 −1 h), while for the quadratic NURBS model is lightly lower (6.81 · 10 −1 h) due to the lower degree of accuracy. In Fig. 9 we compare the central section of the cubic NURBS model and the results presented by Grilli et al. [2] at the breaking time. The relative errors for volume and energy are v = 1.21 · 10 −4 and e = 7.62 · 10 −5 , respectively, and the shape is in very good agreement with the data reported in [2] . 
Wave in a cylindrical tank: Fluid-structure interaction
The objective of this section is to demonstrate the ability of the present formulation to reproduce fluid-structure phenomenon considering the effect of the waves propagating on the free surface of a tank.
We consider a cylindrical water tank with a solid cylindrical bar located at the center. The radius of the tank is r T = 10h and the bar is r B = 1h with h being the depth of the tank. Initially a wave is established in the middle point between the the bar and the external wall of the tank. The elevation of the wave is given by a Gaussian pulse z = Aexp[−(x − (r B + r T )/2) 2 − y 2 ] with A = 0.1h being the amplitude of the wave. This problem has been solved by Chern et al. [93] using a Pseudo-Spectral Matrix Element Method and then used by Bai and Taylor [10] to validated their BEM formulation. More details about the problem can be found in [10, 93] .
The geometry is discretized using three regular cubic NURBS surfaces that represent the free surface, the bar and the external wall. Two symmetry planes are considered at y = 0 and z = −h. We set 26 × 25 Bézier elements (radial × circumferential) for the free surface, and 6 × 25 (vertical × circumferential) for the body and external wall. There are a total of 1316 control points.
A comparison of the surface elevation adjacent to the body ([x = r B , y = 0]) and horizontal force along the time between the present results and those reported by Chern et al. [93] is shown in Fig. 10 . The simulation is run until t * = 30 with a time step ∆t * = 0.1. As it can be seen, the present results are in good agreement with those in [93] where we have used less DoF than the required by [10] to obtain a close approximation (this is, 1316 vs 4208 DoF of the mesh b in Fig. 3a ). 
CONCLUSIONS
In this paper a 3D IGA-BEM formulation using T-spline and NURBS basis to study fully non-linear gravity wave propagation in the time domain has been presented. The use of splines basis provides a high geometrical approximation and also it can be directly integrated with computer aid geometrical design tools. The properties of these basis within the BEM have been analysed using numerical examples. First, an optimal spatial convergence of the method have been demonstrated simulating a periodic wave. Following, the temporal stability and accuracy have been analysed simulating the propagation of a solitary gravity wave. The numerical errors are kept practically constant to a low order over a wide range of time steps demonstrating the robustness of the time marching scheme. Moreover, the smoothness of the basis provides stability to the method without the need of artificial smooth techniques, and it allows relatively large distortion of elements. In addition, the ability of the method to the simulate the fluidstructure interaction with fixed bodies has been shown simulating the waves field in a tank.
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