Abstract. Starting with a discrete 3 × 3 matrix spectral problem, the hierarchy of Bogoyavlensky lattices which are pure differential-difference equations are derived with the aid of the Lenard recursion equations and the stationary discrete zero-curvature equation. By using the characteristic polynomial of Lax matrix for the hierarchy of stationary Bogoyavlensky lattices, we introduce a trigonal curve K m−1 of arithmetic genus m − 1 and a basis of holomorphic differentials on it, from which we construct the Riemann theta function of the trigonal curve, the related Baker-Akhiezer function, and an algebraic function carrying the data of the divisor. Based on the theory of trigonal curves, the Riemann theta function representations of the Baker-Akhiezer function, the meromorphic function, and in particular, that of solutions of the hierarchy of Bogoyavlensky lattices are obtained.
Introduction
The famous Volterra system (1.1) u n,t = u n (u n+1 − u n−1 ) , which is also known as the Lotka-Volterra system, the discrete Korteweg-de Vries equation, the Langmuir lattice, the Kac-van Moerbeke lattice, and so on, is an integrable discretization of the Korteweg-de Vries equation. It describes the dynamics of preys and predators in ecology [1] and has important applications in plasma physics [2] . Investigation of the Volterra system was carried out in a large number of works [1] [2] [3] [4] . A family of integrable extension of the Volterra system,
was introduced in [5] by Bogoyavlensky in 1988 . All these systems, as well as the Volterra system corresponding to q = 1, admit the Lax representations with spectral parameter. The Korteweg-de Vries equation is also the continuous limit of these systems [6] . The dynamical systems have Hamiltonian structures [7, 8] and the same applications in mathematical ecology and plasma physics as the Volterra model [9] .
where u is a potential and λ is a constant spectral parameter. In order to derive the hierarchy of lattice equations associated with (2.1), we first solve the stationary discrete zero-curvature equation: 
The equation JG 0 = 0 is equivalent to −1 is given in the Appendix. It is easy to see that ker J = {α 0ĝ0 + β 0ǧ0 + γ 0ǵ0 + δ 0g0 + 0ḡ0 |∀α 0 , β 0 , γ 0 , δ 0 , 0 ∈ R},
In order to find a general representation of solutions of (2.8), we first find its sets of special solutions with constraint conditions. Sinceḡ 0 ∈ ker K ∩ ker J, we only need to introduce four sets of Lenard recursion equations, 
It can be calculated out that
where α 0 , β 0 , γ 0 , δ 0 , 0 are arbitrary constants of summation. Then the constraint condition ensures that
T can be uniquely given by
Similarly, the other first members read aš
where the explicit expression of (E − 1) −1 is also given in the Appendix, and
Based on Lenard's gradient sequencesĝ j ,ǧ j ,ǵ j , andg j determined by the recursion relations (2.12)-(2.15) and the constraint condition, we shall give the general representation of solutions of (2.8). Noticing ker J, equation JG 0 = 0 has the general solution (2.17)
with arbitrary constants α 0 , β 0 , γ 0 , δ 0 and 0 . Operating with J −1 K upon (2.17) and using the Lenard recursion equations (2.12)-(2.15), we have (2.18) 
where α j , β j , γ j , δ j , and j are arbitrary constants of summation. In fact,
Assume functions
satisfy KG l = JG l+1 ; then we only need to prove G j+1 satisfies KG j = JG j+1 . Obviously,
It is easy to see that (2.19 ) is the general solution of (2.8) .
Notice that it is a basic requirement that the genus of the resulting trigonal curve is exactly like the numbers of μ j in our method. To this end, we choose special solutions of (2.8), (2.20 )
in the following text, which keeps the genus of the resulting trigonal curve in accordance with the numbers of μ j (see Section 3). Then
where each entry V
) is a polynomial of eigenparameter λ with
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In the following, we discuss the time-dependent case. Let ψ satisfy the spectral problem (2.1) and the auxiliary problem (2.24)
and
Hereα j ,β j ,γ j ,δ j , and˜ j are arbitrary constants of summation, and we emphasize that the constants of summation, α j , β j , γ j , δ j , j andα j ,β j ,γ j ,δ j ,˜ j , are independent of each other. In other words, the constants of summationα j ,β j ,γ j ,δ j ,˜ j denoted in the time-dependent case distinguish from the constants of summation α j , β j , γ j , δ j , j in the stationary case. It is easy to see that G j satisfy the Lenard equation
Then the compatibility condition of the spectral problem (2.1) and the associated auxiliary problem (2.24) yields the discrete zero-curvature equation,
which is equivalent to the hierarchy of lattice equations
The first member in the lattice hierarchy for q = 0 is (2.29)
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For q = 1, the second nontrivial member in the lattice hierarchy reads as (2.30)
Equations (2.29) and (2.30) are the differential-difference-"integral" equations. Here, the so-called "integral" means an equation with inverse operators such as (E + 1)
It is well known that many important lattice models are the pure differentialdifference equations such as the Toda lattice, the Kac-van Moerbeke lattice, the discrete nonlinear Schrödinger equation, the discrete sine-Gordon equation, and others. For convenience, most researchers are only interested in pure differentialdifference equations in the theoretical development and the application of method. In this paper, we shall deal with the hierarchy of Bogoyavlensky lattices which are pure differential-difference equations. For this purpose, we choose
which guarantee the derived hierarchy of Bogoyavlensky lattices are pure differentialdifference equations. With the help of (2.31) and
T , the auxiliary problem (2.24) is reduced to (2.32)
where each entry V (r) ij
Then the discrete zero-curvature equation,
, is equivalent to the hierarchy of pure differential-difference equations,
Correspondingly, the first member in the lattice hierarchy (2.34) for r = 0 is (2.35)
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3. The Baker-Akhiezer function and the Dubrovin-type equation
In this section, we first introduce the Baker-Akhiezer function, a trigonal curve K m−1 of degree m, and an associated meromorphic function on it. Then the hierarchy of Bogoyavlensky lattices is decomposed into the systems of solvable ordinary differential equations. Now we introduce the Baker-Akhiezer function ψ(P, n, n 0 , t r , t 0,r ) by
where K m−1 will be defined later. The compatibility conditions of the first three expressions in (3.1) yield that
A direct calculation shows that yI − V (p) also satisfies the Lax equations (3.3) and (3.4), which implies that the characteristic polynomial
is a constant independent of the variables n and t r with the expansion
where R m (λ), S m (λ), and T m (λ) are polynomials with constant coefficients of λ. Utilizing u(E 3 − 1)c p = 0 and taking c p as constant , we can see that
Then F m−1 (λ, y) = 0 naturally leads to the trigonal curve of degree m,
where m = 3p + 2 for α 0 β 0 = 0. According to (3.6) and (3.7), the trigonal curve K m−1 can be compactified by adding two infinite points P ∞ 1 , P ∞ 2 ; without loss of Licensed to AMS.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use generality, let P ∞ 1 be the double branch point. In the following K m−1 will always denote the compactified curve. Thus K m−1 becomes a three-sheeted Riemann surface of arithmetic genus m − 1 if it is nonsingular and irreducible. Obviously, the discriminant of (3 .7) is
Therefore, the Riemann-Hurwitz formula shows that the arithmetic genus of K m−1 is m − 1 for α 0 β 0 = 0. Points P on K m−1 are represented as pairs P = (λ, y(P )) satisfying (3.7) together with P ∞ j , j = 1, 2, the points at infinity. The complex structure on K m−1 is defined in the usual way by introducing local coordinates ε P : P → (λ − λ ) near points P ∈ K m−1 which are neither branch points nor infinite points of
, and similarly at other branch points of K m−1 .
Closely related to ψ(P, n, n 0 , t r , t 0,r ) is the following algebraic function φ(P, n, t r ) carrying the data of the divisor, also called the meromorphic function, defined by (3.9) φ(P, n, t r ) = ψ
such that the Baker-Akhiezer function ψ 1 (P, n, n 0 , t r , t 0,r ) can be expressed as (3.10)
that is,
Using the third expression in (3.1) and (3.9), a straightforward calculation shows that (3.12) 
From (3.7) and (3.12), we can get the interrelationships among the polynomials
and T m , some of which are listed below:
For later use, we also introduce
33 ; then E m−1 can be expressed as
12 A m . By virtue of (3.3) and (3.14), it is not difficult to verify that there exists an interrelationship between the polynomials E m−1 and F m−1 : 
It is easy to see that the two representations ofμ j (n, t r ) are equivalent. In fact, from (3.17) and (3.19), we obtain
. 
Concerning the dynamics of the zeros
Proof. From (3.4), (3.6), (3.13), (3.14), and (3.16), we arrive at (3.26) 33 . Noticing (3.21), we have
= −y(μ j (n, t r )).
Thus (3.28)
.
Licensed to AMS.
THE RIEMANN THETA FUNCTION SOLUTIONS
On the other hand, (3.19) implies that
Using (3.28) and (3.29), we can easily give the expression of μ j,t r (n, t r ).
The Riemann theta function solutions
In this section we will derive the explicit Riemann theta function representations for the meromorphic function φ(P, n, t r ), for the Baker-Akhiezer function ψ 1 (P, n, n 0 , t r , t 0,r ), and, especially, that of the potential u(n, t r ) for the hierarchy of Bogoyavlensky lattices.
Investigating the asymptotic expansions of φ(P, n, t r ) near the neighborhoods of P ∞ 1 , P ∞ 2 , and P 0 , we have the following lemma.
Lemma 4.1. Suppose that u(n, t r ) satisfies the rth Bogoyavlensky lattice. Moreover, let P
∈ K m−1 \{P ∞ 1 , P ∞ 2 , P 0 }, (n, t r ) ∈ Z × R. Then φ(P, n, t r ) = ζ→0 ζ −1 + κ 0 + κ 1 ζ + O(ζ), as P → P ∞ 1 , ζ = λ −1/2 , (4.1) φ(P, n, t r ) = ξ→0 −u − u ++ u + uξ + O(ξ 2 ), as P → P ∞ 2 , ξ = λ −1 , (4.2) φ(P, n, t r ) = η→0 χ 1 η + O(η 2 ), a s P→ P 0 , η= λ 1/3 . (4.3) where κ 0 = (E + 1) −1 u − , κ 1 = −(E + 1) −1 (κ + 0 κ 0 + u − κ − 0 ), χ ++ 1 χ + 1 χ 1 = u.
Proof. A direct calculation shows that φ(P, n, t r ) satisfies the Ricatti-type equation (4.4)
φ ++ (P, n, t r )φ + (P, n, t r )φ(P, n, t r ) = λφ(P, n, t r ) + λu(n, t r ).
Choose the local coordinate ζ = λ −1/2 near P ∞ 1 , and insert
into (4.4). A comparison of the same powers of ζ yields (4.1). Similarly, we can prove (4.2) and (4.3).
One obtains from Lemma 4.1 and (3.12) that the divisor of φ(P, n, t r ) is given by , which are independent and have intersection numbers as follows:
For the present, we will choose as our basis the following set: A
It is possible to show that the matrices A and B are invertible. Now we define the matrices C and τ by C = A −1 , τ = A −1 B. The matrix τ can be shown to be symmetric (τ jk = τ kj ) and has a positive definite imaginary part (Imτ > 0). If we normalize l into a new basis ω = (ω 1 , . . . , ω m−1 ),
The normalized Abelian differential of the third kind ω
with simple poles at P 0 and P ∞ 1 with residues ±1, respectively, that is,
Integrating (4.9) yields (4.10)
where e
2 (Q 0 ) are integration constants with Q 0 an appropriately chosen base point on
with the natural linear extension to the factor group Div(K m−1 ),
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Expression (4.15) implies that
For brevity, define the function z : 
Then the Riemann theta function representation of the meromorphic function φ(P, n, t r ) reads as follows.
Theorem 4.2. Assume that the curve K m−1 is nonsingular and irreducible. Let
Proof. Using (4.5), we immediately obtain that φ has simple zeros atμ + 1 (n, t r ), . . . , μ + m−1 (n, t r ) and P 0 , and simple poles atμ 1 (n, t r ), . . . ,μ m−1 (n, t r ) and P ∞ 1 . Let Φ be defined by the right-hand side of (4.20); we intend to prove that Φ = φ. It 
Employing Riemann's vanishing theorem and the Riemann-Roch theorem, we deduce that Φ has the same simple poles and zeros with φ, especially that the holomorphic function Φ/φ = γ, a constant with respect to P . Using (4.21) and Lemma 4.1, one computes
from which one concludes γ = 1.
Motivated by the integrand in (3.10), one defines the function I r (P, n, t r ) by
whose homogeneous case is denoted by
T denotes the corresponding homogeneous case ofg
Proof. One easily verifies (4.29) by direct computation. We use the inductive method to prove (4.27), while (4.28) can be proved similarly. By (2.12), (4.1), and (4.24), it is easy to see that (4.30)
Therefore, (4.27) holds for r = 0 and r = 1. Assume (4.27) is true for arbitrary r ∈ N ∪ {0}. Hence we may rewrite (4.27) as
for some coefficients {σ j (n, t r )} j∈N to be determined. Differentiating (3.9) with respect to t r and using (3.1) yields (4.32)
Furthermore, we arrive at
Comparing coefficients of ζ in (4.33) by means of (4.1) and (4.31), we obtain (4.34)
Taking use of (2.12), (2.34), and Lemma 4.1, we get the first two expressions, (4.35)
from which it can be inferred that (4.36)
where the summation constants are taken as zero because there are no arbitrary constants in the expansion of φ(P, n, t r ) near P ∞ 1 nor in the homogeneous coefficientsâ j ,b j ,ĉ j with the condition Δ −1 Δ = ΔΔ −1 = 1. It follows that (4.37)
Thus I r (P, n, t r ) is proved to have the expansion as seen in (4.27) near P ∞ 1 .
From Lemma 4.3 and (4.26), we arrive at (4.38)
On the basis of the asymptotic expansions of I r (P, n, t r ) near P ∞ 1 , P ∞ 2 , P 0 , we introduce the following Abelian differential:
Integrating (4.40) yields (4.41)
0 (Q 0 ) are integration constants. The b-periods of the differential Ω (2) r are denoted by
Given these preparations, we can easily derive the theta function representation of ψ 1 (P, n, n 0 , t r , t 0,r ).
Theorem 4.4. Assume that the curve K m−1 is nonsingular and irreducible. Let
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Proof. Denote the right-hand side of (4.43) by Ψ 1 (P, n, n 0 , t r , t 0,r ). Our goal is to prove Ψ 1 (P, n, n 0 , t r , t 0,r ) = ψ 1 (P, n, n 0 , t r , t 0,r ). In fact, (4.44) Ψ 1 (P, n, n 0 , t r , t 0,r ) = Ψ 1 (P, n, n 0 , t r , t r )Ψ 1 (P, n 0 , n 0 , t r , t 0,r ).
It is easy to see from (3.10), (3.11) , and (4.20) that
It is necessary for us to prove (4.46) ψ 1 (P, n 0 , n 0 , t r , t 0,r ) = Ψ 1 (P, n 0 , n 0 , t r , t 0,r ).
In the following, we shall inspect the zeros and poles of ψ 1 (P, n 0 , n 0 , t r , t 0,r ) on 
Hence (4.48)
where O(1) = 0. Hence we see that all zeros and poles of ψ 1 (P, n 0 , n 0 , t r , t 0,r ) and Ψ 1 (P, n 0 , n 0 , t r , t 0,r ) on K m−1 \{P ∞ 1 , P ∞ 2 , P 0 } are simple and coincide. By (4.38) and (4.41) we see that the singularities of ψ 1 (P, n 0 , n 0 , t r , t 0,r ) and Ψ 1 (P, n 0 , n 0 , t r , t 0,r ) at P ∞ 1 , P ∞ 2 , P 0 coincide. The Riemann-Roch uniqueness results in the fact that Ψ 1 (P,n 0 ,n 0 ,t r ,t 0,r ) ψ 1 (P,n 0 ,n 0 ,t r ,t 0,r ) = γ, where γ is a constant. It is not difficult to verify that γ = 1 from the asymptotic expansions near P ∞ 1 ,
which completes the proof of the theorem.
The straightening out of the Bogoyavlensky lattice flows by the Abel map now quickly follows from the material prepared thus far. 
From the representation (4.43) we have (4.52) 
1 − U (3) n + U (2) r t r ) θ(M (2) 0 − U (3) n + U (2) r t r ) × exp e θ(z(P ∞ 1 ,μ + (n, t r )))
θ(z(P ∞ 2 ,μ + (n, t r )))
θ(z(P ∞ 2 ,μ(n, t r )))
× exp e
2 (Q 0 ) − e Comparing this with the asymptotic expansion of φ near P ∞ 2 in Lemma 4.1, we can get (4.58) u(n, t r ) = − θ(z(P ∞ 1 ,μ(n, t r ))) θ(z(P ∞ 1 ,μ + (n, t r ))) θ(z(P ∞ 2 ,μ + (n, t r ))) θ(z(P ∞ 2 ,μ(n, t r )))
2 (Q 0 ) − e
1 (Q 0 ) , which is immediately equivalent to the expression of u(n, t r ) in (4.56).
In the following, we give a nontrivial example in the small genus by applying our technique. We choose p = 0, that is, m = 2, for the sake of simplicity. Through direct calculation, we have 
0 − U
1 n + U (2) r,1 t r ) θ(M 1 n + U (2) r,1 t r ) θ(M (2) 0 − U (3) 1 n + U (2) r,1 t r ) × exp e 
