We are concerned with the following nonlinear three-point fractional boundary value problem: 0+ ( ) + ( ) ( , ( )) = 0, 0 < < 1, (0) = 0, and (1) = ( ), where 1 < ≤ 2, 0 < < 1, 0 < < 1, 0+ is the standard Riemann-Liouville fractional derivative, ( ) > 0 is continuous for 0 ≤ ≤ 1, and ≥ 0 is continuous on [0, 1] × [0, ∞) . By using Krasnoesel'skii's fixed-point theorem and the corresponding Green function, we obtain some results for the existence of positive solutions. At the end of this paper, we give an example to illustrate our main results.
Introduction
Fractional differential equations have been of great interest recently. With the development of nonlinear science, the researchers found that nonlinear fractional differential equations could describe something's changing rules more accurately. Therefore, it is significant to study nonlinear fractional differential equations to solve the nonlinear problems. Recently, many researchers paid attention to existence and multiplicity of solution of the boundary value problem for fractional differential equations with different boundary conditions, such as [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Bai and Lü [1] investigated the existence and multiplicity of positive solutions for nonlinear fractional boundary value problem:
0+ ( ) + ( , ( )) = 0, 0 < < 1, (0) = (1) = 0,
where 1 < ≤ 2 is a real number, 0+ is the standard Riemann-Liouville fractional derivative, and : [0,1] × [0, ∞) → [0, ∞) is continuous. By means of some fixedpoint theorems on cone, some existence and multiplicity results of positive solutions are obtained. Agarwal et al. [2] investigated the existence of positive solutions for the singular fractional boundary value problem: 0+ ( ) + ( , ( ) , ( )) = 0, 0 < < 1,
where 1 < ≤ 2, > 0 are real numbers, is positive, and 0+ is the standard Riemann-Liouville fractional derivative. By means of a fixed point theorem on cone, the existence of positive solutions is obtained. Delbosco and Rodino [3] investigated the nonlinear Dirichlet-type problem:
They proved that if ( ) is a Lipschitzian function, then the problem has at least one solution ( ) in a certain subspace of [0, 1] . In this paper, we study the following three-point fractional boundary value problem. Consider
where 1 < ≤ 2, 0 < < 1, 0 < < 1, 0+ is the standard Riemann-Liouville fractional derivative, ( ) > 0 is continuous, and ≥ 0 is continuous on [0, 1] × [0, ∞). By using Krasnoesel'skii's fixed-point theorem, we get the existence of at least one positive solution.
Background Materials and Preliminaries
For convenience of the readers, we present here the necessary definitions from fractional calculus theory. These definitions can be found in the recent literature [1] [2] [3] [4] [5] .
Definition 1. The fractional integral of order
> 0 of a function : (0, ∞) → is given by
provided that the right side is pointwise defined on (0, ∞).
Definition 2.
The fractional derivative of order > 0 of a function : (0, ∞) → is given by
where = [ ] + 1, provided that the right side is pointwise defined on (0, ∞). 
as unique solutions.
Lemma 4.
Assume that ∈ (0, 1) ∩ (0, 1) with a fractional derivative of order > 0 that belongs to (0, 1) ∩ (0, 1). Then
for some ∈ , = 1, 2, . . . , .
Definition 5. Let be a real Banach space. A nonempty closed convex set ⊂ is called cone of if it satisfies the following conditions:
(1) ∈ , > 0 implies ∈ ;
(2) ∈ , − ∈ implies = 0. 
holds. Then has a fixed point in ∩ (Ω 2 \ Ω 1 ).
In the following, we present the Green function of fractional differential equation boundary value problem.
Lemma 7 (see [4] ). Let ∈ [0, 1], then the boundary value problem
has a unique solution
where
Lemma 8. The function ( , ) defined by (11) satisfies ( , ) > 0 for , ∈ (0, 1).
Abstract and Applied Analysis
With 0 < ≤ < 1, 1 < ≤ 2, we have
With 0 ≤ ≤ < 1, 0 < − 1 ≤ 1, there is ( − )
Therefore, ( , ) > 0 for , ∈ (0, 1). The proof is complete.
Proof. To get ( , ) ≤ ( , ), firstly, we prove the following inequality:
where = − 1, 0 ≤ < ≤ 1. Let ( ) = ( − )/( − ) , then
With 1 < ≤ 2, there is − 1 ≤ 0; with < , there is
Here we prove ( , ) ≤ ( , ).
With
Consider
It means that ( , ) ≤ ( , ) holds.
or
From ( 
With 0 < < 1, ≤ , there is ( − ) ≤ ( − ) < (1 − ) ; with ≤ , there is
It means that ( , ) ≤ ( , ) holds. (4) For 0 < max{ , } ≤ ≤ 1,
It is obvious that ( , ) ≤ ( , ). The proof is complete.
Lemma 10. ( , ) ≥ ( ) ( , ) for , ∈ [1/ , 1 − (1/ )], where > 2 is an integer and
(1/4)
Proof. From (11), we have
It is obvious that
(1) For 1/ ≤ ≤ min{ , } ≤ 1 − (1/ ), let
Abstract and Applied Analysis 
−2 > 0; with 0 < < 1, / > 0. It means that ( , ) is monotonically increasing in . Similarly,
It means that ( , ) is monotonically decreasing in . Therefore
It means that ( , ) is monotonically increasing in
It means that ( , ) is monotonically decreasing in
By Lemma 8, for = 1,
then ( , ) is monotonically decreasing in . Consider
then ( , ) is monotonically increasing in . Therefore,
It is obvious that ( , ) is monotonically increasing in and monotonically decreasing in ; then
we have
there is
The proof is complete.
We consider the Banach space = [0, 1] equipped with standard norm ‖ ‖ = max 0≤ ≤1 | ( )|, ∈ . We define a cone by 
It is obvious that min 1/ ≤ ≤1−1/ ( )( ) ≥ ( )‖ ‖, ⊆ . Thus ⊂ . In addition, standard arguments show that is completely continuous. 
Main Results
We denote some important constants as follows:
( , ( )) ( ) ,
Here Proof. We choose > 0 sufficiently small such that ( 0 + ) ≤ 1. By the definition of 0 , we can see that there exists
Then we have ‖ ‖ ≤ ‖ ‖. Thus if we let Ω 1 = { ∈ : ‖ ‖ < such that ( , ) ≥ ( ∞ − ) for > 2 . Therefore, for each ∈ with ‖ ‖ = 2 , we have
Thus if we let Ω 2 = { ∈ : ‖ ‖ < 2 }, then Ω 1 ⊂ Ω 2 and ‖ ‖ ≥ ‖ ‖ for ∈ ∩ Ω 2 . Condition (H1) of Krasnoesel'skii's fixed point theorem is satisfied. So there exists a fixed point of in . This completes the proof. Let Ω 1 = { ∈ : ‖ ‖ < 1 }; then we have ‖ ‖ ≥ ‖ ‖ for ∈ ∩ Ω 1 . Choose > 0, ∈ (0, 1/4); then we have ( ∞ + ) ≤ 1. There exists 2 > 1 > 0, such that ( , ) ≤ ( ∞ + ) for > 2 . For each ∈ with ‖ ‖ = 2 , we have 
where ( , ( )) = (( + 1)(2014 3 + )/( 2 + 1)) + (sin + 1), ( ) = 1.
By calculations, 
The condition ∞ > 0 is obtained. From Theorem 12, we see that if ∈ (0.15138, 0.42494), the problem (67) has a positive solution.
