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RESUMEN
Este artículo presenta una heurística constructiva visionaria para resolver el problema de
máquinas paralelas no relacionadas con tiempos de setup dependientes de la secuencia, donde
el objetivo es minimizar el tiempo de completación del último trabajo, o makespan. Este es un
problema NP-hard. A pesar de que una gran variedad de situaciones prácticas pueden ser
modeladas usando este problema, existe una pequeña cantidad de artículos desarrollados que
se puede encontrar en la literatura. La heurística constructiva propuesta en este artículo posee
un mecanismo visionario basado en un criterio de ahorro, que permite mejorar la calidad de las
soluciones que se obtienen al comparar este enfoque con otras reglas heurísticas encontradas
en la literatura.
Palabras clave: heurísticas constructivas, makespan, scheduling, máquinas
paralelas no relacionadas.
ABSTRACT
This paper presents a look-ahead constructive heuristic for solving the unrelated parallel machine
problem with sequence dependent setup times, where the objective is to minimize the completion
time of the last job, or makespan. This is an NP-hard problem. Although a variety of practical
situations can be modeled using this problem, still a modest number of articles devoted to it can
be found in literature. The constructive heuristic proposed in this paper has a look-ahead
mechanism based on a saving criterion, which permits to improve the quality of solutions against
another constructive heuristic rule already reported in literature.
Keywords: constructive heuristics, makespan, scheduling, unrelated parallel
machines.
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1. INTRODUCCIÓN
En este artículo se presenta una heurística constructiva visionaria (look-ahead) para
resolver el problema de máquinas paralelas no-relacionadas con tiempos de setup dependientes
de la secuencia, donde el objetivo es minimizar el tiempo de completación del último trabajo
(makespan). El principal objetivo en este trabajo es desarrollar una heurística constructiva para
encontrar buenas soluciones para el problema en estudio. Esta solución debe ser obtenida
rápidamente para poder aplicarse a problemas reales.
Desarrollar heurísticas constructivas es necesario porque el funcionamiento de muchas
metaheurísticas requiere de soluciones iniciales, las cuales pueden ser entregadas por una
heurística constructiva.
Este artículo se organiza de la siguiente manera: en la sección 2 se presenta una revisión
bibliográfica, en la sección 3 se realiza una descripción del problema en estudio. En la sección
4 se presenta la heurística constructiva propuesta y un ejemplo numérico de su uso, en la
sección 5 se presentan los resultados computacionales. Finalmente en la sección 6 se presentan
las conclusiones.
2. REVISIÓN BIBLIOGRÁFICA
Casos prácticos de problemas de máquinas paralelas son muy comunes en la vida
real. En la literatura se pueden encontrar aplicaciones en las áreas de producción de textiles
(Guinet, 1991), transporte (Guinet, 1993), programación de actividades de oficina (Herrmann et
al., 1997), metalurgia de aluminio (Dhaenens-Flipo, 2001), producción de semiconductores (Kim
et al., 2002), producción de plásticos por moldeo (Lin et al., 2002), producción de placas de
circuito impresas (Yu et al., 2002).
Revisiones del estado del arte sobre problemas de programación de la producción en
máquinas paralelas pueden ser encontradas en Graves (1981), Cheng & Sin (1990), Lawler et
al. (1993), y más recientemente en Mokotoff (2001). En general, las investigaciones que






 son escasas. Sin embargo la literatura relacionada con
variantes del problema es bastante extensa. Algunas de estas investigaciones han considerado
la restricción de tiempos de setup dependientes de la secuencia (Franca et al., 1996; Lee &
Pinedo, 1997; Anagnostopoulos & Rabadi, 2002; Helal & Hosni, 2003; Al-Salem, 2004; Rabadi
et al., 2006).
Anagnostopoulos & Rabadi (2002) proponen un algoritmo de Simulated Annealing para
el problema de máquinas paralelas no-relacionadas con tiempos de setup dependientes de la
secuencia, minimizando el makespan. La solución de partida que usa este algoritmo es obtenida
en forma aleatoria. Helal & Hosni (2003), estudiaron el mismo problema y desarrollan un algoritmo
basado en Tabú Search y proponen la utilización de la regla SPT (shortest procesing time) para
construir una solución inicial, debido a la inexistencia a esa fecha de una heurística constructiva
para el problema en consideración.
Al-Salem (2004), propone un enfoque de solución basado en particionamiento, el cual
consiste en tres fases. La primera de ellas es una fase constructiva que asigna trabajos a las
máquinas según una regla simple, la segunda fase es una fase de mejoramiento al resultado
entregado en la primera fase. La última fase es donde se realiza el secuenciamiento de trabajos,
basándose en técnicas para resolver el problema del agente viajero (TSP).
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Recientemente, Rabadi et al.(2006) propone la aplicación de Meta-RaPS para resolver
el problema en estudio en este trabajo. Adicionalmente propone una heurística constructiva
glotona, llamada SAP-SL, para obtener soluciones de partida.
3. DESCRIPCIÓN DEL PROBLEMA
El problema de máquinas paralelas no relacionadas (R
m
) consiste en n trabajos
disponibles en el tiempo cero que deben ser programados sin interrupción en m máquinas en
paralelo que pueden procesar trabajos con tiempos de procesamiento arbitrarios. Cada trabajo
es asignado a una máquina y cada máquina puede procesar un trabajo a la vez. Cuando un
trabajo va a ser procesado en una máquina, es necesario preparar ésta, por lo que se requiere
un tiempo de setup. Esto significa que si el trabajo j es programado en la máquina k, el tiempo
necesario para procesar ese trabajo es P
j
k, que depende del trabajo j, y la máquina k.
Adicionalmente, el problema considera tiempos de setup dependientes de la secuencia (S
ij
k),
donde el tiempo necesario de setup para procesar el trabajo j después del trabajo i en la máquina
k puede ser diferente de aquel que se necesita para procesar el trabajo i después del trabajo j
en la misma máquina. La idea es encontrar el mejor programa de producción que minimice el
tiempo de completación del último trabajo (también llamado makespan o C
max
). En términos de
la notación de tres parámetros propuesta por Graham et al. (1979) el problema en estudio en







El problema de programar trabajos en máquinas paralelas idénticas minimizando el
makespan es un conocido problema NP-hard, aún cuando se consideran 2 máquinas (Pinedo,
2002). Por lo tanto como el problema en consideración en este estudio es una generalización
de aquel problema básico, éste debe ser también NP-hard. El modelo matemático del problema,
propuesto por Muñoz  et al. (2005), se presenta a continuación:
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En el modelo anterior, n es la cantidad de trabajos, m es la cantidad de máquinas, WLk
es la carga de trabajo en la máquina k, P
j
k  es el tiempo de procesamiento del trabajo j en la
máquina k, S
ij
k es el tiempo de setup dependiente de la secuencia para procesar el trabajo j
después del trabajo i en la máquina k, S
0j
k es el tiempo de setup inicial si se procesa el trabajo









k = 1 si el trabajo j es el primer trabajo procesado en la máquina k, 0 en otro caso,
X
i0
k = 1 si el trabajo i es el último trabajo procesado en la máquina k, 0 en otro caso.
La función objetivo (1) es minimizar el tiempo de completación del ultimo trabajo
(makespan); el grupo de restricciones (2) asegura que cada trabajo es programado solamente
una vez y es procesado por una máquina; los grupos (3) y (4) aseguran que cada máquina
tiene sólo un trabajo inicial y un trabajo final respectivamente; el grupo (5) asegura que cada
trabajo tiene un predecesor y un sucesor en la máquina. El grupo de restricciones (6) determina
la carga de trabajo en cada máquina. El grupo (7) asegura que el makespan sea igual a la
máxima carga de trabajo entre todas las máquinas. El grupo (8) asegura la no-negatividad de











La heurística constructiva visionaria propuesta (llamada LACH, Look-Ahead Constructive
Heuristic) se basa en criterios de ahorro. En la cual se asignan y secuencian iterativamente los
trabajos a las máquinas, de manera de aumentar las cargas de trabajo de las máquinas lo
menos posible. Lo cual tiene como resultado un programa de producción que logra un mejor
balance de cargas de trabajo en las máquinas y un menor makespan o C
max
.
Como definimos anteriormente, sea m la cantidad de máquinas y n la cantidad de
trabajos. Denotaremos por Pk
j
 al tiempo de procesamiento del trabajo j en la máquina k, y a S
ij
k
como el tiempo de setup que necesita la máquina k para procesar el trabajo j si anteriormente
se realiza el trabajo i.






, se utilizará el concepto de Matriz de Tiempos de
Procesamiento Ajustado [APk] para cada máquina k propuesto por Rabadi et al. (2006) (Figura
N°1). En general las Matrices de Tiempos de Procesamiento Ajustado [APk] para cada máquina




k : tiempo de procesamiento ajustado, es decir, al tiempo necesario para realizar el trabajo j
después del trabajo i en la máquina k. Agrupa el tiempo de procesamiento y el tiempo de setup
de la máquina.
Con lo anterior se pueden construir m matrices de orden (n+1)×n, que contienen los
tiempos de procesamiento ajustado, de tal forma que el elemento (i,j)-ésimo de la matriz k sea
el tiempo de procesamiento ajustado si se realiza el trabajo j después del trabajo i en la máquina
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k. En esas matrices, los elementos de la primera fila, llamada fila cero (ap
0j
k), indican el tiempo
necesario para procesar el trabajo j como el primero en el programa de producción de la máquina k.
En la Figura N°2 se muestra un diagrama de la heurística constructiva LACH.
Dada las características de la heurística, su aplicación estará limitada para problemas
de tamaño pequeño, es decir, la heurística puede ser aplicada a problemas de gran tamaño.
Específicamente a los problemas donde se cumpla la inecuación n≥3m, que indica que la cantidad
de trabajos del problema debe ser mayor o igual a tres veces la cantidad de máquinas.
A continuación se describe cada parte del diagrama detalladamente.
Parte 1: Asignar inicialmente una secuencia de dos trabajos a cada máquina.
Esta es la parte inicial de la heurística, y su objetivo es asignar una secuencia de dos
trabajos a cada una de las m máquinas. Esa secuencia inicial no indica que el primer trabajo
sea el trabajo inicial en el programa de producción. Para ello es importante hacer una diferencia
entre el programa de producción final y el programa de producción parcial. Por lo tanto al
finalizar esta parte, cada máquina tendrá un programa parcial compuesto por dos trabajos. En
las siguientes etapas de la heurística, ese programa parcial de cada máquina será completado,
de tal manera que los demás trabajos serán secuenciados antes del primer trabajo y después
del segundo (último) trabajo del programa parcial.
La variable L es un contador de los trabajos que han sido programados. Por lo tanto,
cuando se finalice esta etapa, L tendrá un valor igual a 2m (dos trabajos para cada máquina).
Un criterio glotón para seleccionar los dos trabajos del programa parcial asignado a
cada máquina, podría considerar solamente que el tiempo de procesamiento ajustado asociado
sea mínimo, por lo que bastaría buscar en las matrices de tiempos de procesamiento ajustado
aquel ap
ij
k menor para una determinada máquina k. Sin embargo, utilizar ese criterio podría
llevar a programas parciales muy malos. Eso se debe principalmente a que no se considera
que trabajo puede ser asignado antes del trabajo i o después del trabajo j. Para considerar esto
LACH utiliza un estimador, que indica que tan prometedora es la asignación de dos trabajos en
una máquina en términos de aumentar en mínima cantidad su carga de trabajo. En la Figura
N°3 se muestra gráficamente una evaluación de dos trabajos (x e y), donde F(x) y F(y) son
estimadores del tiempo de procesamiento ajustado de los trabajos que podrían asignarse antes
del trabajo x, y después del trabajo y respectivamente.
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LACH utiliza los estimadores F(x) y F(y) para evitar la evaluación de una gran cantidad
de combinaciones que se pueden generar. Si n indica la cantidad de trabajos y m la cantidad de
máquinas, la cantidad de combinaciones a evaluar sin el uso de los estimadores (búsqueda
exhaustiva) sería del orden O(n4m), para n suficientemente grande. Luego, mediante el uso de
los estimadores F(x) y F(y), la búsqueda se reduce a un orden O(n2m), para n suficientemente
grande.
Supongamos un problema donde n=100 y m=10. Mediante búsqueda exhaustiva de
combinaciones se deberían probar 941.094.000 combinaciones, mediante el uso del estimador
esa búsqueda se reduce a 99.000, lo cual es significativamente menor.
Los estimadores F(x) y F(y) se obtienen buscando el menor elemento de la columna x
y el menor elemento de la fila y en la matriz [APk], sin considerar la fila cero. Esto es similar a
buscar que trabajo programar antes de x, y después del trabajo y respectivamente, aumentando
en menor cantidad la carga de trabajo de la máquina k.
En resumen, esta parte de la heurística consiste en asignar un par de trabajos mediante
el estimador LB a cada máquina del problema.
Parte 2: Ordenar máquinas en orden descendente de cargas de trabajo.
Esta parte consiste simplemente en ordenar las máquinas en forma descendente según
la carga de trabajo asociada a su programa parcial, de tal forma que la primera de la lista sea la
que tiene la mayor carga de trabajo, y la última máquina de la lista sea la que tiene la menor
carga de trabajo.
La idea fundamental de esta parte es ordenar los trabajos según una prioridad, de tal
forma que la máquina que tenga la mayor carga de trabajo, es aquella que tiene mayores
posibilidades de aumentar el makespan si se le asigna un trabajo adicional. Luego, la máquina
que tiene la siguiente mayor carga de trabajo tiene la siguiente mayor prioridad y así
sucesivamente. De tal forma que la máquina que tenga la menor carga de trabajo aumentará
en menor cantidad el makespan si se le asigna un trabajo adicional. Como se explicó en la
Parte 1, ese trabajo puede asignarse antes del primer o después del último trabajo en la secuencia
parcial.
El orden establecido en esta parte se utiliza para realizar el proceso de reserva de
trabajos (Parte 3) y el proceso de asignación de trabajo (Parte 4).
Parte 3: Para todas las máquinas excepto la última, reservar el trabajo que incrementa en
menor cantidad su carga de trabajo.
Para explicar más fácilmente este paso, consideraremos que la notación de una
secuencia parcial de trabajos en cada máquina estará dada por [X-...-Y], donde X e Y representan
el primero y último trabajo respectivamente en la secuencia parcial de cada máquina. La heurística
asigna o reserva trabajos al comienzo o al final de la secuencia parcial [X-...-Y] hasta completar
el programa de producción (secuencia de trabajos completa) en cada máquina.
Se denotará por Z a un trabajo que es asignado o reservado antes de X (es decir, Z-X-




En esta parte de la heurística, se reservan trabajos utilizando el orden establecido en la
Parte 2. De tal forma que la máquina que tiene la mayor carga de trabajo busca dentro de los
trabajos factibles, aquellos trabajos Z o W que aumentasen en menor cantidad su carga de
trabajo. Aquel trabajo Z o W se saca temporalmente de la lista de trabajos factibles. Esto se
repite de manera sucesiva con la siguiente máquina en la lista hasta llegar a la última máquina,
para la cual no se realiza el proceso de reserva. En ese momento se sigue con el siguiente
paso (proceso de asignación).
El proceso de reserva consiste básicamente en utilizar la información disponible para
reservar un trabajo, utilizando un criterio basado en “el peor de los casos”. La filosofía detrás de
esto es: “si se fuese a asignar un trabajo en una máquina en particular, ese trabajo debiese
afectar lo menos posible su carga de trabajo, y con ello afectar lo menos posible el makespan”.
Esta filosofía unida al orden entregado por la lista creada en el Paso 2, permiten el uso del
criterio basado en el peor de los casos.
Las dos formas de reservar trabajos se denotarán por P1 y P2. Donde P1 consiste en
asignar un trabajo (W) después del último trabajo (Y) en el programa parcial, y P2 consiste en
asignar un trabajo (Z) antes del primer trabajo (X) en el programa parcial. Luego el trabajo
reservado se obtiene del menor valor (tiempo) asociado a P1 o P2. Esto es lo mismo que
buscar el menor elemento en la columna X de la matriz [APk] para obtener Z, y buscar el menor
elemento en la fila Y de la matriz [APk] para obtener W (sin considerar la fila cero de cada
matriz).











, se reserva el trabajo Z
En caso de empate, elegir arbitrariamente entre W o Z y reservarlo.
Parte 4: Para la última máquina, asignar el trabajo que incrementa en menor cantidad su
carga de trabajo.
En esta parte, se considera solamente la máquina que tiene el programa de producción
con la menor carga de trabajo, considerando como trabajos factibles los que no fueron reservados
en la Parte 3. En esa máquina se realiza el proceso de asignación, que es exactamente igual
que el proceso de reserva, con la salvedad que en esta parte el trabajo no es reservado, sino
que asignado. Por lo tanto en esta parte de la heurística se altera el programa parcial de la
máquina que tiene la menor carga de trabajo. Al terminar esta parte, el contador de trabajos
asignados (L) debe incrementarse en 1, y los trabajos reservados en la Parte 3 son liberados,
es decir, se devuelven al conjunto de trabajos factibles.
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Parte 5: Eliminar máquina con la mayor carga de trabajo (el primero en la lista).
Esta parte se realiza siempre que la cantidad de trabajos factibles sea menor que la
cantidad de máquinas por programar, y consiste en eliminar una máquina. La máquina eliminada
es aquella que tiene la mayor carga de trabajo asociada al programa, de tal forma que al
continuar el proceso se tendrán la misma cantidad de trabajos que máquinas.
Parte 6: Calcular y Reportar C
max
Esta parte se realiza cuando todos los trabajos han sido asignados, y consiste en calcular
el tiempo de completación del último trabajo (makespan) y reportar el programa de producción
de cada máquina.
Como se mencionó anteriormente, el diseño de LACH no permite resolver problemas
de pequeño tamaño, específicamente los problemas donde no se cumpla la inecuación n≥3m.
Esto se debe a que LACH comienza con la asignación de dos trabajos a cada máquina (Parte
1). Donde, si m es la cantidad de máquinas, se asigna una cantidad de 2m trabajos del total de
trabajos del problema. Adicionalmente LACH requiere de un proceso completo de reserva y
asignación de trabajos (Parte 3 y 4), por lo que se necesita como mínimo una cantidad de
trabajos igual a la cantidad de máquinas (m). Por lo tanto para que LACH funcione se requiere
de al menos 3m trabajos.
4.1 Algoritmo LACH.
Notación
m: cantidad de máquinas del problema.
n: cantidad de trabajos del problema.
MCk: vector que contiene los mínimos elementos de cada columna en la matriz [APk] para la
máquina k sin considerar la fila cero. mc
i
k es el i-ésimo elemento en el vector MCk.
MFk: vector que contiene los mínimos elementos de cada fila en la matriz [APk] para la máquina
k sin considerar la fila cero. mf
j
k es el j-ésimo elemento en el vector MFk.
apk
ij
: es el (i,j)-ésimo elemento de la matriz [APk] de tiempos de procesamiento ajustado para la
máquina k.
WLk: carga de trabajo en la máquina k.
Se considera que en caso de cualquier empate, ese se rompe arbitrariamente.
El conjunto VM contiene todas las máquinas disponibles a cargar con trabajos y s es la cantidad
de máquinas disponibles a cargar. El conjunto J contiene los trabajos disponibles para programar
y L es un contador de la cantidad de trabajos asignados en cualquier momento. Además M, T y
b son variables de la heurística constructiva. El algoritmo de esta heurística constructiva visionaria
se presenta en la Tabla Nº1.
4.2 Aplicación de LACH a un ejemplo numérico.
Se considerará un ejemplo de dos máquinas (m=2) y siete trabajos (n=7), donde los
tiempos de procesamiento y setup de los trabajos se muestran en las Tablas N°2 y N°3
respectivamente. Como este problema cumple con la condición n≥3m, se puede aplicar LACH.
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En la Tabla N°3, la fila cero indica el tiempo de setup de la máquina para realizar un trabajo, si
anteriormente no se ha realizado ninguno. Por ejemplo, si el trabajo 3 es el primero en
programarse en la máquina 1, el tiempo de setup de la máquina es 5 unidades de tiempo (de la
Tabla N°3), y el tiempo de procesamiento de ese trabajo es 20 unidades de tiempo (de la Tabla
N°2).
Con los datos presentados anteriormente, se pueden obtener los tiempos de
procesamiento ajustado que se muestran en la Tabla N°4.
La forma como se resuelve un problema usando LACH, se muestra en los siguientes
pasos:
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La heurística constructiva LACH fue comparada con una heurística constructiva glotona
(greedy) llamada SAP-SL (Rabadi et al., 2006) utilizando la librería de problemas propuesta por
Rabadi (2005). Los problemas propuestos consideran combinaciones de 20, 40, 60, 80, 100,
120 trabajos, y m = 2, 4, 6, 8, 10, 12 máquinas. Estos problemas de prueba consideran tres
tipos de escenarios y fueron generados según se muestra en la Tabla Nº6. La librería contiene
15 problemas para cada combinación de cantidad de trabajos, máquinas y para cada escenario.
En total 1620 problemas.
Los resultados preliminares de LACH fueron presentados por Muñoz et al. (2005). En la
Tabla Nº7 se muestra un resumen de los resultados obtenidos agrupados por escenario según
Rabadi (2005). El análisis excluye los problemas para combinaciones de m = 8, 10, 12; y n=20
debido a que no cumplen la condición n≥3m exigida por LACH (se excluyeron un total de 135
problemas debido a esta razón).
Las desviaciones (δ) fueron calculadas según la expresión propuesta por Rabadi et al.
(2006), de tal manera que desviaciones negativas indican que SAP-SL reporta mejores
resultados. En caso contrario LACH reporta mejores resultados.
Donde:
Existente: resultado generado por la aplicación de SAP-SL.
Propuesto: resultado generado por la aplicación de LACH.
En el 61.89% de los problemas, LACH encontró mejores resultados que SAP-SL. Para
los tres escenarios (Escenario 1, Escenario 2 y Escenario 3), las soluciones encontradas por
LACH son mejores que las encontradas por SAP-SL en 0.58%, 0.60%, 0.52% respectivamente
en promedio. En general, LACH entrega soluciones que son 0.57% mejores que SAP-SL en
promedio. Se puede observar que las desviaciones (δ) son pequeñas, eso se debe
exclusivamente a la forma en que se calcularon.
En la Figura Nº4 se muestra un histograma de las desviaciones obtenidas para todos
los problemas del estudio, donde se puede observar que la mayor cantidad de observaciones
tiene desviaciones ubicadas en la parte positiva del eje horizontal, lo que indica que LACH
reporta mejores resultados para la mayoría de los problemas. También se observa que en los
problemas donde LACH no logra encontrar mejores soluciones que SAP-SL las desviaciones
son bajas (cercanas a cero).
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6. CONCLUSIONES
Este articulo introduce una nueva heurística constructiva para minimizar el makespan
en problemas de máquinas paralelas no relacionadas con tiempos de setup dependientes de la
secuencia. Los resultados indican que el 61.89% de las instancias en estudio, la técnica propuesta
arroja mejores resultados con respecto a otra heurística constructiva encontrada en la literatura.
Esta nueva heurística puede ser usada como solución inicial para otros procedimientos de
resolución como las meta-heurísticas o búsqueda local; esto constituye una línea de futuras
investigaciones para los autores.
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Figura N°1: Tiempos de procesamiento ajustado.
Figura N°2: Diagrama de LACH
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Figura N°3: Criterio de selección de trabajos para la Parte 1.
Figura Nº4: Histograma de desviaciones LACH v/s SAP-SL
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