Designing a call admission control (CAC) algorithm that guarantees call blocking probabilities for arbitrary traffic distribution in CDMA networks is difficult. Previous approaches have assumed a uniform traffic distribution or excluded mobility to simplify the design complexity. We define a set of feasible call configurations that results in a CAC algorithm that captures the effect of having an arbitrary traffic distribution and whose complexity scales linearly with the number of cells. To study the effect of mobility and to differentiate between the effects of blocking new calls and blocking handoff calls, we define a net revenue function. The net revenue is the sum of the revenue generated by accepting a new call and the cost of a forced termination due to a handoff failure. The net revenue depends implicitly on the CAC algorithm. We calculate the implied costs which are the derivatives of the implicitly defined net revenue function and capture the effect of increases in the number of calls admitted in one cell on the revenue of the entire network. Given a network topology with established traffic levels, the implied costs are used in the calculation of a CAC algorithm that enhances revenue and equalizes call blocking probabilities. Moreover, our algorithm provides guaranteed grade-of-service for all the cells in the network for an arbitrary traffic distribution.
I. INTRODUCTION
ALL admission control (CAC) deals with the question C of whether or not a network can accept a new call.
CAC must be designed to guarantee both a grade of service (GoS), i.e., the blocking rate, and a quality of service, i.e., the loss probability for communication quality. In code division multiple access (CDMA) cellular systems, designing a CAC algorithm that guarantees call blocking probabilities for arbitrary traffic distribution while meeting the above objectives is difficult. Due to self interference in CDMA, the number of simultaneous calls that can be handled within one cell depends on the number of simultaneous calls being carried in all its neighboring cells. One approach to simplifying the design is to assume a uniform traffic distribution with an equal number of simultaneous calls in every cell. In this case, the maximum number of calls, N , per cell that can be supported while maintaining an acceptable signal to interference ratio (SIR) is determined, and a possible CAC algorithm would be to allow This work was partially supported by the McDonnell Foundation and by the National Science Foundation under Grant Number NCR 9706545. 0-7803-6596-8/00/$10.00 0 2000 IEEE no more than N calls in any one cell. In this algorithm, a call arriving at a cell which has N calls in progress is blocked.
Another approach models each cell as an independent M / M / c o queue [l] , implying that no call requests will be denied. In [l] , the authors emphasize that the notion of blocking used is that of "soft blocking", i.e., when the SIR requirements of all users cannot be met. This model appears in several papers [2-41. This approach is used to study the teletraffic capacity of CDMA cellular networks but provides no input to the understanding of how calls should be admitted to the system.
Using a uniform traffic distribution simplifies design but sacrifices performance. On the other hand, designing an optimal CAC algorithm (optimal in the sense that it minimizes the blocking probabilities) for an arbitrary traffic distribution results in a design computational complexity which is exponential in the number of cells [5] . In addition, the CAC algorithm requires global state, i.e, the number of calls in progress in all the cells of the network. Moreover, none of the approaches described above include a mobility model.
In order to simplify the CAC algorithm, we consider those algorithms which only require local state. Our algorithm has a design computational complexity that is linear in the number of cells. The resulting CAC algorithm is scalable and can be easily implemented in a network of any size. Furthermore, a mobility model is included in this algorithm without increasing its complexity or sacrificing its attractive features.
TRAFFIC AND MOBILITY MODEL
Consider a multi-cell CDMA network with spread signal bandwidth of W , information rate of R bits/s, voice activity factor of cy, and background noise spectral density of No. Assuming a total of M cells with 1zi calls in cell i, the bit energy to interference density ratio in cell i is given by where I G ,~ = Iji1n.j is the per user inter-cell interference factor from cell j to cell i, and where Iji denotes the relative average interference of cell j to cell i (see [U] for more detail). To achieve a required bit error rate we must have (e)i 2 r for some constant I ? . Thus, rewriting ( l ) , the number of calls in every cell must satisfy for i = 1, ..., M. , (2) A set of calls n = (121, ..., n M ) satisfying the above equations is said to be a feasible call configuration or a feasible state, i.e., one that satisfies the 2 constraint. The right hand side of (2) is a constant, determined by system parameters and by the desired maximum bit error rate, and can be regarded as the total number of effective channels, teff, available to the system. The call arrival process to cell i is assumed to be a Poisson process with rate X i independent of other call arrival processes. The call dwell time is a random variable with exponential distribution and mean l/p, and it is independent of earlier arrival times, call durations and elapsed times of other users. At the end of a dwell time a call may stay in the same cell, attempt a handoff to an adjacent cell, or leave the network. Let qij be the probability that a call in progress in cell i after completing its dwell time goes to cell j . If cell i and cell j are not adjacent then q;j = 0. Define qii as the probability that a call in progress in cell i remains in cell i after completing its dwell time. In this case a new dwell time that is independent of the previous dwell time begins immediately. Let qi be the probability of departure from the network of a call in progress in cell i.
The uniform traffic distribution is the case where the call arrival rates in all the cells in the network are equal.
We assume that the occupancy of the cells evolves according to an M-dimensional birth-death process, where the total arrival rate or offered traffic to cell i is p i , and the departure rate from cell i when the network is in state n is nip, = nip(1 -q j i ) . Let e be the vector of offered traffic to the cells and 14 be the vector of departure rates. Let be the set of cells adjacent to cell i. Let uji be the handoff rate out of cell j offered to cell i. The handoff traffic from cell j to an adjacent cell i is the sum of the proportion of new calls accepted in cell j that go to cell i and the proportion of handoff calls accepted from cells adjacent to cell j that go to cell i. Thus
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which can be rewritten as where p j , the total offered traffic to cell j , is given by
where v denotes the matrix whose components are the handoff rates vij for i , j = 1, ..., M.
A CAC algorithm can be constructed as follows. A call arriving to cell i is accepted if and only if the new state is a feasible state. Clearly this CAC algorithm requires global state, i.e., the number of calls in progress in all the cells of the network. Furthermore, to compute the blocking probabilities, the probability of each state in the feasible region needs to be calculated. Since the cardinality of R is O ( c e f j M ) , the calculation of the blocking probabilities has a computational complexity that is exponential in the number of cells.
In order to simplify the CAC process, we consider only those which require local state. To this end we define a state n to be admissible if ni 5 Ni for i = 1, ..., M , (7) where Ni is the maximum number of calls allowed to be admitted in cell i. Clearly the set of admissible states denoted 52' is a subset of the set of feasible states R. The state N = ( N I , ..., N M ) is chosen so as to equalize the blocking probabilities in all the cells. The blocking probability for cell i is then given by Equation (8) 
A . Sensitivit y Analysis
Having formulated the equations for the calculation of the blocking probabilities, we calculate the sensitivity of the blocking probability (9) to Xi + 1, the maximum number of calls admitted. The total derivative of the blocking probability recursive relation with respect to the maximum number of calls is given by revenue becomes the carried traffic or throughput in the network.
The total offered traffic is given by the fixed point model. The fixed point model describes p as a function of v, v as a function of B and p , and B as aTunction of p and N. Con- sequently, H ( B , p , A ) is an implicit functionof N. We can obtain relations of total and partial derivatives of the net revenue by differentiating the fixed point equations. These relations are manipulated to obtain a system of linear equations in the derivatives of the offered traffic with respect to the number of calls admitted. This allows us to calculate the implied cost, i.e., the derivative of H with respect to the implicit variable N. The second partial derivative in (14) is obtained as follows
A . Calculation of the Implied Cost
-(Xi + 1)Ai aB(Ai, Xi + 1) -BB(Ai, Xi) (Xi + 1 + AiB(Ai, X i ) ) 2 '
As for w , it is obtained recursively with the final term calculated from (10) -3Aa + A! + 2 -2 X : )
--( 1 + A i ) ( l + 3 A i + A T ) ' (17)

NET REVENUE
Our CAC algorithm also accounts for mobility of users between cells. To study the effect of mobility and to differentiate between the effects of blocking new calls and blocking handoff calls, we define a net revenue function. The net revenue consists of two components: the first is the revenue generated by accepting in each cell i a new call, the second takes into account the cost of a forced termination due to handoff failure of those calls that have arrived and been accepted in cell i. Hence The partial derivatives needed in (19) T{D} is equal to one if event D is true and zero otherwise.
Finally, from (5), the derivatives of the handoff rates with respect to the number of calls admitted in cell k are given by where B is the vector of blocking probabilities, is the vector of call arrival rates, wi is the revenue generated by accepting a call in cell i, and c, is the cost of a forced termination of a call due to a handoff failure. We should
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dNk aBX dNk dv (Bx, ~x ,x i ) d p ( v , A x , Ax) Equations (24) and (25) are substituted back in (23) which is substituted in (22) which results in expressions of the total derivatives of dp(:kda) in terms of dB(2;;Nzr and dp(v&'Azl. Then (14) is substituted in (22) (20) and (21). This completes the derivation of the implied cost of the net revenue with respect to the maximum number of calls that are allowed to be admitted in each cell. The implied costs capture the effect of increases in the number of calls in one cell on the entire network.
Having derived the implied costs of the net revenue function with respect to the maximum number of calls that are allowed to be admitted in a cell, we form a constrained nonlinear optimization problem in order to maximize the net revenue subject to upper bounds on the blocking probabilities as well as the feasibility condition in (2). The goal is to optimize the usage of network resources and provide consistent GoS for all the cells in the network. In the optimization problem the arrival rates are given and the maximum number of calls that are allowed to be admitted in the cells are the independent variables. This is given in the following of ( N I , ..., N M ) , the maximum number of calls that can be admitted in each cell in the network.
IV. NUMERICAL RESULTS .
The following results have been obtained for the twentyseven cell CDMA network shown in Fig. 1 . The base stations are located at the centers of a hexagonal grid whose radius is 1732 meters. Base station 1 is located at the origin. The base stations are numbered consecutively in a spiral pattern. The COST-231 propagation model with a carrier frequency of 1800 MHz, average base station height of 30 meters, and average mobile height of 1.5 meters is used to determine the coverage region. We assume the following for the analysis. The path loss coefficient is 4. The 0.012 0.240 0.700 0.010 0.240 0.700 . A211 is the number of cells adjacent to cell i. qij is the probability a call in cell i goes to cell j . qii is the probability a call in cell i stays in cell i. q, is the probability a call in cell i leaves the network.
shadow fading standard deviation is 6 dB. The processing gain is 21.1 dB. (This corresponds to the processing gain in IS-95.) The bit energy to interference ratio threshold, r, is 9.2 dB. The interference to background noise ratio is 10 dB. The voice activity factor is 0.375. The whole area is divided into small grids of size 150 m by 150 m. The revenue generated by accepting a call in cell i, wZ, is chosen to be 1 for all cells. The cost of rejecting a call in cell i, Q , is chosen to be 10. The blocking probability threshold, 77, is set to 0.1.
We consider three mobility scenarios: no mobility, low mobility, and high mobility. The following probabilities are chosen for the no mobility case qtl = 0, qii = 0.3 and qZ = 0.7 for all cells i and j. For low and high mobility, the mobility probability parameters are given in Tables I   and 11 , respectively. In all three cases, the probability that a call leaves the network after completing its dwell time is 0.7. Thus, the average dwell time of a call in the network is constant regardless of where the call originates and the mobility scenario used.
The traffic distribution in the network is not uniform. We choose the call arrival rates to be equal to 3 calls per unit time for all cells except those in Group A (i.e., cells 5 , 13, 14, and 23) and Group B (i.e., cells 2, 8, 9, and 19) as shown in Fig. 1 . For Groups A and B the call arrival rates are equal to 14 calls per unit time. The total rate of offered traffic per cell (the sum of the call arrival rates and the handoff rates) is shown in brackets for the no mobility, low mobility, and high mobility cases in Figures l,  2, and 3 , respectively. The maximum number of calls that should be admitted in each cell, calculated from equation (26), is shown in parentheses in the same figures. If a traditional CAC algorithm (where the maximum number of calls that can be admitted i s the same in all the cells) was 
High mobility
to be implemented for the same values of call arrival rates, system parameters, and the bit energy to interference ratio requirement, the maximum number of calls that could be admitted in each cell would be 18. In our algorithm for the no mobility case, it can be seen that for the cells belonging to Groups A and B the maximum number of calls admitted has increased from 18 to 23, while for all other cells it has decreased from 18 to 7. It can be seen that our algorithm trades off the calls in the cells with low arrival rate for the calls in the cells with high arrival rate. In what follows, the effect of this will be demonstrated more clearly when we present the blocking probabilities. As the mobility model changes from no mobility to high mobility, the handoff rates increase thus increasing the total offered traffic per cell (the dwell time of a call per cell decreases). For the high mobility case (Fig. 3) , the maximum number of calls admitted now ranges from 21 to 23 for cells belonging to Groups A and B, and from 7 to 10 for all other cells. The values of the blocking probabilities per cell resulting from our algorithm and the traditional CAC algorithm for the no mobility, low mobility, and high mobility cases are given in Figures 4, 5, and 6 , respectively. The traditional CAC algorithm has almost zero blocking probability for cells with low traffic. On the other hand, the blocking probability for the cells with high traffic is unacceptably large. This disparity is of course undesirable. Our algorithm, on the other hand, achieves a good balance between the blocking probabilities of the low and high traffic cells. Due to its call trade-offs between low and high traffic cells, this algorithm is able to accommodate the non-uniform traffic distribution of the network and achieve low blocking probabilities in all the cells. In fact, as the example in Figures  4-6 demonstrate, our algorithm provides guaranteed GoS (blocking probability less than r ] ) for all the cells in the network for arbitrary traffic distribution. 
V. CONCLUSION
We show how to design a CAC algorithm that guarantees call blocking probabilities with arbitrary traffic distribution in CDMA networks. Our CAC algorithm accounts for mobility of users between cells and its complexity scales linearly in the number of cells. We form a constrained optimization problem that maximizes a net revenue function. This net revenue consists of two components: the first is the revenue generated by accepting in each cell a new call, the second is the cost of a forced termination due to handoff failure of those calls that have arrived and been accepted in a cell. The net revenue depends implicitly on the CAC algorithm. The solution to the optimization problem is the maximum number of calls that can be admitted in each cell for a given blocking probability threshold and set of system parameters. For a uniform traffic distribution, our CAC algorithm is identical to a traditional CAC algorithm where the maximum number of calls that can be admitted is the same in all the cells (ignoring edge effects). For a non-uniform traffic distribution, our algorithm achieves equalized blocking probabilities and higher throughput compared with the traditional CAC algorithm. Furthermore, our CAC algorithm provides better GoS than the traditional algorithm for the same bit energy to interference ratio requirements.
