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ABSTRACT
The United States Department of Energy (DOE) currently manages approximately 2500 metric tons of heavy metal (MTHM) of spent nuclear fuel (SNF), primarily from naval sources and domestic research reactors, and has agreements in
place to accept 10,000 MTHM of aluminum-clad SNF from foreign reactors by 2029.
However, due to the closure and the Yucca Mountain site and difficulties in the vitrification process, the majority of this fuel is expected to be placed in intermediate
dry storage.
Before being placed in interim storage, all assemblies must be subjected to a
drying process, either by forced gas recirculation (FGR) or by vacuum. Failure to
do so can result in a variety of undesirable outcomes are possible. In spite of the
well-established acceptance criteria for these processes, there is at present no reliable
method of judging their efficacy.
The purpose of this work is to develop a model on the basis of computational
fluid dynamics (CFD) by which a reasonable and accurate estimate of any residual
water content may be estimated. The resulting framework is built on the basis
of the classical Navier-Stokes equations for the conservation of mass, momentum,
and energy, with the addition of drying physics driven by a long-known mass flux
expression known as the Hertz-Knudsen relation. To complete the drying model, an
accomodation constant was derived from past characterization work performed at
USC. These physics were combined with the finite volume software STAR-CCM+
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and a geometry based on the aluminum-clad fuel assemblies used at Idaho National
Laboratory’s (INL) Advanced Test Reactor (ATR) to complete the model.
A limited number of test cases are presented illustrating the sensitivity of FGR
to temperature and flow rate. An increase in inlet temperature will, unsurprisingly,
lead to a higher ultimate temperature for the system and a higher peak temperature
lag in the assemblies, but will not cause the system to arrive at them earlier. On the
other hand, increasing either the inlet temperature or the recirculation rate (or both)
will reduce the time required to fully dry the assemblies, although in relative terms
increasing the inlet temperature is up to 55% more effective. In any case, results from
these studies show complete drying within 6 to 8 hours at moderate to high flow rates
regardless of inlet temperature.
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CHAPTER 1
INTRODUCTION
As of 2017, the United States Department of Energy (DOE) manages approximately
2500 metric tons of heavy metal (MTHM) of spent nuclear fuel (SNF) spread across
four different facilities nationwide [17], primarily at the Hanford Site in Washington
state. Due to the 2010 closure of the Yucca Mountain site, there is no current or
future geological depository available to accept this (or any other) SNF, requiring it
to remain in interim dry storage for much longer than planned. This issue is most
acutely felt at Idaho National Laboratory (INL), where a 1995 agreement requires
all fuel at the site to be placed in dry storage by 2023 and all fuel currently in wet
storage be removed from the state entirely by 2035 [17].
INL currently maintains 325 metric tons of heavy metal (MTHM) of SNF in both
wet and dry storage [17]. The inventory is primarily received from defense and naval
sources, but a substantial amount comes from various research reactors, including
INL’s own Advanced Test Reactor (ATR) [17], typically in the form of aluminum-clad
plate fuels. Because the ATR is expected to continue operating for the foreseeable
future, drying and storage of its spent fuel is of special importance to the site.
In addition to the demands at INL, the DOE and the Savannah Rive Site are
expected to accept approximately 10,000 MTHM of aluminum-clad SNF from foreign research reactors by 2029 [17]. While vitrification and disposal is preferred,
limitations in processing capacity mean most of this fuel will likely be placed into
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dry storage [17]. The need for intermediate dry storage is therefore an urgent short
and medium term concern for the DOE.
Before being placed in dry storage, all assemblies are loaded into an interim storage cannister, blown down, and subjected to a drying process, either by forced gas
recirculation (FGR) or by vacuum. Failure to do so can result in a variety of undesirable outcomes are possible; the gradual release of water vapor and hydrogen (via
radioysis [7]) can cause the canister to over-pressurize, or even create flammability
concerns [7, 12].
Unfortunately, at present there is no reliable method of judging the efficacy of these
processes. It is unknown how much, if any, residual water is left in the cannister after
drying. The purpose of this work is develop a model on the basis of computational
fluid dynamics (CFD) capable of making such a prediction. In addition, this model
will be a valuable tool for industry to evaluate and improve its practices and ensure
the integrity of all fuel placed into interim dry storage.

2

CHAPTER 2
LITERATURE REVIEW
2.1

Overview of ATR Fuel and Storage Canister Geometry

A single ATR fuel assembly consists of nineteen aluminum clad plates. Each plate is
49.5 in long, while the fuel itself is 48 in long [4]. The inner-most plate is 0.08 in thick
and has an arc radius of 3.015 in, while the outer-most plate has a thickness of 0.10
in and an arc radius of 5.45 in [4]. The remaining seventeen plates in between are
each 0.05 in thick. This give each assembly a surface area of approximately 43.32 ft2
and a volume of approximately 170 in3 [2]. An 0.078 in gap is left between each plate,
making the assembly a total of 2.57 in thick [4]. Additional data and specifications
for the assemblies are compiled in Table 2.1.
Table 2.1: Dimensions and data of an ATR assembly [4].
Length
Cross Sectional Area

49.5 in (125.73 cm)
5.02 in2 (32.39 cm2 )
Plate 1 – 0.08 in (2.03 mm)
Plate 2 to 18 – 0.05 in (1.27 mm)
Plate 3 – 0.10 in (2.54 mm)
0.078 in (1.98 mm)

Plate Thickness
Gap Width

The standard DOE canister is designed for all-purpose use, including interim
storage, transportation, and disposal of spent fuel [1]. Canisters are manufactured
in two different lengths (10 ft and 15 ft) and with two different diameters (18 in and
24 in), for a total of four different configurations [1]. Two-inch thick plates on each
end maintain the canister’s integrity during drops or other shocks, and a variety of
spacers are available to control the center of gravity.
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For the storage of ATR fuel, the 15 foot length and 18 inch diameter configuration
is used. Thirty assemblies are loaded into the canister by placing ten each into a
single type 1a basket, then stacking three baskets within each canister. Each basket
consists of a rectangular grid (see Fig. 2.1) formed by 3/8 in thick steel plates and
has a diameter of 16.9” [3].

Figure 2.1: Cross-section of a standard type 1a basket
[3].
2.2

Sources of Residual Water

Even after a blowdown of the bulk water within a loaded canister, residual water
remains. This primarily takes the form of physisorbed water adsorbed to the surface
of the assemblies and chemisorbed water bound within hydrated aluminas [7, 9, 12].
In addition to this, additional unbound bulk water may be present in small cracks,
crevices, and other niches throughout the canister [7,12]. While physisorbed water
is found on all surfaces of an assembly, generally speaking its mass is much less
than that which is chemically bound to the aluminas [7] and can be removed at low
temperatures by a vacuum or recirculation process [12].

4

2.2.1. Formation and Decomposition of Hydrated Aluminas. There are two main
hydrates found on the surface of aluminum clad fuels. The first, gibbsite (Al(OH)3),
as well as its polymorph bayerite, is naturally occurring, forming at room temperature on submerged aluminum [5]. The second is boehmite (AlOOH), known to form
starting at approximately 80o C [5]. However, due to solubility and stability concerns,
gibbsite/bayerite is the predominant phase under 100o C, while boehmite dominates
between 100o C and 330o C [6].
Beginning somewhere between 150o C [5] and 220o C [6, 14], gibbsite/bayerite begins to decompose. The two primary reactions are:
Al2 O3 (H2 O)3 (Gibbsite) → Al2 O3 (Boehmite) + 2H2 O(g)
Al2 O3 (H2 O)3 (Gibbsite) → Al2 O3 + 3H2 O(g)
Decomposition of gibbsite ceases at 350o C [14]. Boehmite begins its decomposition
starting at 250o C [14], and requires temperatures as high as 450o C [13, 14] to complete dehydroxylation and transformation to alumina. The majority (85-90 percent)
of all chemisorbed water is released during the decomposition of gibbsite [13].

2.3

Drying Processes

2.3.1. Forced Gas Recirculation. At its most basic, forced gas recirculation involves
circulating a non-reacting gas through a chamber at an elevated temperature [8]. Such
a gas may be nitrogen, carbon dioxide, a light hydrocarbon, or any of the inert gases
[8]. Helium in particular is recommended for its high thermal conductivity. After
loading a standard canister with ASNF, the chamber is back-filled with the chosen
gas so as to achieve a starting vapor pressure less than 3 Torr and a temperature at
or below 21o C [8].
The circulation process begins by heating the gas and cycling it through the drying chamber at some flow rate R (either by volume or by mass) [8]. If possible, it is
recommended that the chamber be modified to allow the gas to enter at the bottom
5

and removed from the top [8] in order to take advantage of buoyant effects. The heat
from the gas both warms the assemblies, eventually leading to the decomposition of
the hydrated aluminas, and extracting any physically bound water through evaporation. The (now wet) gas is flowed through a condenser and demoisturizer to remove
any water vapor present before being reheated (usually by an external heater) and
returned to the chamber. This process is continued until the chamber reaches some
threshold level of dryness, as determined by the chamber’s vapor pressure [8].
2.3.2. Vacuum Drying. A standard vacuum drying process sees the canister blown
down to remove as much free water as possible before being sealed for vacuum [12].
The chamber is then evacuated to under 3 torr [12, 15], and the system pressure
is monitored for thirty minutes [15]. During this period, a slight pressure rebound
is expected due to the increase in vapor pressure due to evaporation and release
of chemisorbed water. Should the system pressure remain below 3 torr, the fuel is
deemed to be dry; otherwise, the system must be re-evacuated and monitored again
[12, 15]. This process may be repeated as many times as necessary to achieve adequate
dryness.
One potential concern during vacuum processes is the freezing of any free water
present if the system is evacuated too quickly [12, 15]. In addition to itself being
a source of residual water after drying, icing may also create blockages preventing
removal of water from other sources [15]. To avoid this, external heaters are sometimes
applied [12]. In addition, evacuation may be carried out in stages, with thirty minute
holds separating each application of the vacuum [12, 15]. Doing so will not only avoid
icing but also allow for the removal of additional water before the final hold at 3 torr,
increasing the chance of acceptance.
2.4

Physical Models for Drying

Traditionally, evaporation and drying have been treated in terms of kinetic theory.
Expressions for the molecular flux from one phase to another were accordingly based
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on a Maxwell-Boltzmann velocity distribution [10, 11]. For example, when moving
from the liquid phase to the vapor phase, liquid molecules constantly impact the
liquid-vapor interface with a velocity consistent with such a distribution, penetrate
approximately one mean free path, and absorbed into the vapor phase (see Fig 2.2)
[10, 11]. The expression for this transition to the vapor phase is accordingly:
r

V

j =

Ps (TIL )

m
2πkB TIL

(2.1)

Where j V is the flux going to the vapor phase, TIL is the temperature on the liquid
side of the interface, m is the molecular mass of the liquid, kB is the Boltzmann constant, and Ps is the saturation pressure of the vapor (and is a function of the liquid
temperature).

Figure 2.2: Illustration of molecular kinetics at
the liquid-vapor interface.

It therefore follows that evaporation (and condensation) can be considered as the
net molecular flux between the liquid and vapor phases, expressed by [10, 11]:
r

j=

Ps (TIL )

m
− PV
2πkB TIL
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r

m
2πkB TIV

(2.2)

Where j is the net flux, TIV is the temperature on the vapor side of the interface, PV
is the vapor pressure, m is the mass of a molecule, and kB is the Boltzmann constant.
The first term on the right-hand side corresponds to movement from the liquid phase
to the vapor phase, and the second corresponds to movement from the vapor phase
to the liquid phase [10]. Accordingly, if j is greater than zero (i.e., net movement
from liquid to vapor) evaporation is said to be taking place, and if j is less than zero
condensation is taking place.
Eq. 2.2 can be further modified by introducing two constants, σe and σc . These
constants represent the fraction of molecules that actually complete the phase change,
rather than being reflected back to their original phase, and therefore must have a
value between zero and one [10]. Introduction of these gives the classic Hertz-Knudsen
relation for evaporation/condensation [10]:

j=

σe Ps (TIL )

r

m
− σ c PV
2πkB TIL

r

m
2πkB TIV

(2.3)

Two further simplifying assumptions are commonly made when dealing with the
Hertz-Knudsen relation. The first is the assumption of thermal equilibrium (that is,
TIL =TIV ). The second is the equivalence of σe and σc (that is, σe =σc ) [10]. Application
of these assumptions gives Eq. 2.4. Determination of the evaporation constant σ is a
common subject of evaporation studies.
r
j = σ(Ps (T ) − PV )

m
2πkB T

(2.4)

It is thus apparent by observation of Eq. 2.4 that evaporation (or condensation)
at a given temperature is driven by the difference between the saturation pressure
(i.e., the maximum vapor the atmosphere can hold) and the actual vapor pressure.
If the vapor pressure is greater than the saturation pressure, the system will move
towards equilibrium by condensing some of the vapor to the liquid phase. Conversely,
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if the vapor pressure is less than the saturation pressure, evaporation will take place.
2.4.1. Characterizing σ. Historically, the objective of most drying studies has been
to determine a value for the accomodation constant σ by experimentation. A diagram
of the typical experimental set-up is pictured below in Fig. 2.3 [10, 26]. The figure
depicts a funnel filled with the desired fluid; the system pressure and atmospheric
gases are carefully predetermined and controlled from outside the appartus. Fluid is
then pumped into the funnel from below so as to keep the level in the funnel constant.
The pumping rate is therefore equal to the evaporation rate, and a value for σ can
then be computed by rearranging Eq. 2.4.

Figure 2.3: Experimental apparatus of a typical
drying study.
By this and similar methods, the value of σ for water has been estimated to range
from 0.001 to 1 [10]. Such a large range in the results is generally attributed to two
reasons [10]. Firstly, that one or both of the two simplifying assumptions are inappropriate. The second is measurement error, specifically as regards to temperature;
9

because the width of the liquid-vapor interface is on the order of only one mean free
path, obtaining temperature readings at or near the actual interface is extremely
difficult. It is also thought that a variety of other factors, including impurities in
the liquid phase, surface curvature, and surface tension, may serve to reduce this
coefficient [10].
2.4.2. The Antoine Equation. As mentioned in the previous section, an expression
for the saturation pressure, typically a polynomial of temperature, is required to
complete the Hertz-Knudsen equation. Historically, these relations have had a semitheoretical basis in the Clausius-Clapeyron equation [21]:
∆H
dP
=
dt
T (Vg − Vl )

(2.5)

where t is the temperature (in degrees Celsius), ∆H is the heat of vaporization, T
is the absolute temperature (in Kelvin), and Vg and Vl are the molecular volume of
the gas and liquid phases, respectively. By integrating Eq. 2.5 once and assuming
Vl  Vg , ∆H is constant, and that the vapor is an ideal gas, an expression with the
form:

log P = A −

B
T

(2.6)

is obtained. Note that while individually these assumptions are highly imperfect, the
combination leads to a good approximation because some of the errors cancel [21].
The simplest and most commonly used solution of this form is the Antoine equation
[21, 23]:

log P = A +

B
T +C

(2.7)

where T is in Kelvin. One suggested set of coefficients for water over a large temperature range is given in Table 2.2 [23]:
10

Table 2.2: Antoine equation coefficients for water.
Temperature
Range (o C)
0-30
31-60
61-90
71-100
106-200

2.5

A

B

C

5.40221
5.20389
5.07680
5.08354
3.55959

1838.675
1733.926
1659.793
1663.125
643.748

-31.737
-39.485
-45.854
-45.622
-198.043

The Computational Fluid Dynamics Approach

The above physical models can be coupled with computational methods to simulate
the drying of full-scale assemblies and cannisters. The finite element method (FEM)
and finite volume method (FVM) are the two dominant numerical methods associated
with CFD models. The general method is as follows [19, 20]: first, the physical domain
is divided into an arbitrary number of subdomains (called elements in FEM and cells
in FVM). Second, the governing equations are multiplied by a test function, ψ, and
integrated (this is called the weak form) [19]. Typically, this test function is some
polynomial, but this is not required. For example, for the continuity equation (see
Section 2.5.1):
δρ
+ ∇ · (ρv) = 0
δt

(2.8)

the weak form, after applying the divergence theorem, would be [20]:
δ
δt

Z

Z

Z
n · ψρvdA +

ψρdV +
A

ψSdV = 0

(2.9)

V

where the first term represents the total change in mass within the volume, the second
term represent mass transport across the boundaries, and the third term represents
internal mass generation.
The weak form is then applied to each element in the domain. The result can
be reassembled into one large system of equations constituting the solution over the
11

whole of the domain. Finally, any required boundary and initial conditions are applied
and the system of equations is solved.
The key difference between FEM and FVM is in the selection of the test function.
To be precise, the distinctive feature of FVM is that the test function is always equal
to 1 [19, 20]. In this sense, the finite volume method can be thought of as a special case
of FEM. The major consequence of this difference, and the reason FVM is preferred
for CFD applications, is that it is by nature conservative; that is, when applied to
a conservation law, such as that of mass, momentum, or energy, the quantity will
always be conserved in each and every element. Had a polynomial test function been
chosen, as in traditional FEM, the volume averaged integral would be the same, but
because of the weighting from the test function localized imbalances become possible.
2.4.1. The Navier-Stokes Equations. The basic governing equations upon which
all CFD models are based are the Navier-Stokes equations. These expressions describe
the conservation of mass (Eq. 2.10a) and momentum (Eq. 2.10b) within a control
volume, and are as follows [18, 20]:
δρ
+ ∇ · (ρv) = 0
δt

(2.10a)

δ(ρv)
+ v · (∇ · (ρv)) + ∇p − µ∇2 v + Sv = 0
δt

(2.10b)

where the S term in Eq. 2.10b represents a source term (i.e., internal generation of
momentum). In the case of multi-species flows, these equations can be applied to
each species individually and summed to find the total within each control volume.
For incompressible flows, Eq. 2.10a reduces to:

∇·v =0

(2.11)

2.4.2. The Energy Equation. The energy equation (Eq. 2.12 below) completes the
required set of conservation laws. Note that the particular form given here describes
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the transport and conservation of internal energy, i. Other forms may also be used
characterizing energy in other terms, such as enthalpy or temperature. Like in Eq.
2.10b, Si represents a source term, while Φ represents the contribution of viscous
stresses.
ρ

δi
+ v · ∇i + p∇ · v − ∇2 T − Φ + Si = 0
δt

(2.12)

For solids, this energy term simplies to:

ρ

δi
− ∇ 2 T + Si = 0
δt

(2.13)

indicating a reliance on conduction to transport energy. In addition to Eq. 2.10 and
2.12, an equation of state, such as the ideal gas law, may be required to fully describe
the system.
2.5.2. The k- Turbulence Model. One common turbulence model is the k- model,
which focuses on the effects and contributions of turbulent kinetic energy. The first
step is to consider the instantaneous kinetic energy, k(t), to be a function of the mean
kinetic energy of the flow, K, and the kinetic energy of turbulence, k, such that:

k(t) = K + k

(2.14)

The transport equation for the mean kinetic energy can be found by multiplying
the momentum equation (Eq. 2.10b) by v. After some rearrangement and algebra,
this gives the form:
δ(ρK)
0 0
0 0
+ v · ∇(ρK) + v · ∇(pv − 2µvS + ρvui uj ) + 2µS · S − ρui uj · S = 0 (2.15)
δt
Note that in Eq. 2.14 S represents the average deformation tensor rather than a
0

0

source term, while ui and uj represent components of the turbulence’s contribution
to the velocity.
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The distinctive trademark of the k- model is the definition of the velocity and
length scales in terms of k and the rate of viscous dissipation , such that:

v = k 1/2

(2.16a)

k 3/2


(2.16b)

l=

By use of dimension analysis the eddy viscosity can be determined as:

µt = ρCµ

k2


(2.17)

where Cµ is a dimensionless constant with a value of 0.09 [20].
The transport equation for the turbulent kinetic energy and the viscous dissipation
are given by [20]:
δ(ρk)
µt
+ v · ∇(ρk) − ∇ · ( ∇k) − 2µS · S + ρ = 0
δt
σk

δ(ρ)
µt
2

+ v · ∇(ρ) − ∇ · ( ∇) − C1 2µt S · S + C2 ρ = 0
δt
σ
k
k

(2.18a)

(2.18b)

where S is the average deformation of the control volume and σk , σ , C1 , and C2 are
all dimensionless constants. By extensive data fitting, these values have been found to
be 1.00, 1.30, 1.44, and 1.92, respectively [20]. The final two terms of Eq. 2.18a and
2.18b are associated with the production and destricution of k and . In fact, it can
be seen by observation that these terms are proportional to one another by factors of
C1 and C2 . The result is that as turbulence increases, so too does the dissipation;
eventually, the growth of the dissipation will overtake the growth of the turbulent
kinetic energy, and k will begin to decline. This leads to a cyclical process in which
k grows and shrinks. Subsequently the instantaneous value of k(t) is highly variable,
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depending upon the turbulent kinetic energy, while having a constant time-averaged
value of K.
2.5.3. Time-Averging the Conservation Laws. In order to account for the contributions of turbulence to the mass, momentum, and energy, one must take the
instantaneous form of Eq. 2.10 and convert them to a time-averaged form [20]. Doing so to Eq. 2.10 yields the Reynolds-averaged Navier-Stokes equations, given for
incompressible flows as [20]:

∇·V =0

(2.19a)

dρV
+ V · (∇ · (ρV )) + v 0 · (∇ · (ρv 0 )) − µ∇2 V = 0
dt

(2.19b)

Where V is the mean velocity and v ’ is the instantaneous velocity. One will notice
that Eq. 2.19a is identical to Eq. 2.11 (unsurprising for an incompressible fluid). Eq.
2.19b is likewise extremely similar to Eq. 2.10b; the key difference is the appearance
of the v 0 · (∇ · (ρv 0 )) term. Here is where the contributions from turbulence are
felt, manifesting themselves as the Reynolds stresses [20]. These contributions make
themselves felt in the energy equation through the convective term of Eq. 2.12.
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CHAPTER 3
METHODOLOGY
3.1

Problem Geometry.

3.1.1. The Test Chamber. The test chamber used in the experiments accompanying
this work is a roughly 1/3 scale version of the standard DOE cannister described in
section 2.1. The outer diameter remains 18 in, while the height is reduced to 64 in
[22]. The approximate internal volume is approximately 15,000 in3 , not including
attached viewports and flanges. The chamber can thus comfortably accomadate
one basket and ten assemblies. Three inches of fiberglass insulation is uniformly
applied to the exterior (top, bottom, sides, etc.); heating tape may also be used to
maintain the wall temperature. These are applied to reduce heat losses and improve
the perfomance of the process.
3.1.1. The Test Chamber. Two modified basket designs were proposed [22].
The first featured a series of “mousehole” cutouts (see Fig. 3.1) at the bottom
of the basket’s internal dividing walls, designed to promote cross-flow between the
assemblies. A 3/4 in siphon tube runs from the top of the chamber, terminating 0.1
in from the basket floor, through which heated gas is blown during FGR. The gases
exit through a vent in the top of the chamber.
The second design, the “false bottom” configuration of Fig. 3.2, consists of a 2.5”
tall void space beneath the main body of the basket. A series of 1/4 in holes are
drilled into the basket floor to connect the void space to the main chamber volume.
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Hot gases are blown directly into the void space by the siphon tube, and are drawn
upwards through the basket floor on their way to the vent in the ceiling.

Figure 3.1: “Mousehole” basket configuration [3].

Figure 3.2: “False bottom” basket configuration.
Unfortunately, the mouseholes did not encourage cross-flow effectively enough [22],
and the assemblies subsequently heated in a very uneven and inefficient manner. Very
little of the heated gas reached the assemblies on the side of the chamber opposite
17

the siphon tube. Subsequently the assemblies opposite the inlet show little to no
temperature increase even after hours of recirculation. On the other hand, the false
bottom distributed the heat load evenly to all assemblies.
The difference between the two is best illustrated by the temperature contour
plot in Fig. 3.3 [22]. The temperature distribution of the mousehole configuration
(Fig. 5a) is extremely lopsided. The assemblies nearest the inlet receive the bulk
of the heated gas and have the highest temperatures, while the rest show virtually
no change from their initial state at 300 K. The distribution of the false bottom
configuration (Fig. 5b), by contrast, shows no real difference in the radial direction;
the only gradient visible is along the axis of the chamber. For this reason, the false
bottom design was deemed to be the most efficient way to heat all the assemblies,
and is used in all further modelling efforts.
3.1.3. The Surrogate Assemblies. As mentioned in section 2.1, the typical ATR
assembly is made from a series of arced, aluminum clad plate elements. For the
purposes of experimental design, solid aluminum replicas were judged to be too difficult and expensive to manufacture. The surrogate design described in this section is
used as a concession to these concerns; in order to make a true comparison between
experimental and modeling results, the same geometries must be used. It was thus
necessary to devise a rectangular design by bolting together twenty aluminum sheet
metal plates [22]. The surrogate design was precisely dimensioned to have the same
surface area as the originals (6238 in2 ) and to be cheaply and easily built from standard sheet metal sizes. In addition, an effort was made to recreate other important
features of the ATR assembly, such as plate thickness and gap width.
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Figure 3.3: Temperature distribution in the a) “mousehole” configuration and b) “false bottom” configuration.

For example, each plate is fabricated from 16-gauge 6061 aluminum (thickness
0.05072 in), almost perfectly reproducing the 0.05 in thickness of ATR fuel elements.
By making each of these plates 3.15 in wide and 49.5 in long (identical to the originals),
the desired surface area is achieved. To seperate the plates, a pair of half-inch wide
spacers (also 49.5 in long) made from 12-gauge aluminum (thickness 0.08081 in) are
employed. This creates a gap between plates which compares favorably to the 0.078 in
gap width in an ATR assembly. An example of the resulting cross-section is pictured
in Fig. 3.4. While these dimensions do achieve the desired surface area, they also
produce a 38% increase in metal volume (from 170 in3 to 234.6 in3 ).

Figure 3.4: Cross-section of a rectangular surrogate.
During the design phase, there was some concern that the hot gas would have
difficulty reaching the interior of the surrogates. To alleviate this, four plates (# 1, 7,
13, and 20 in Fig. 6) are extended to 50 in. This creates a small 1/2 in overhang that
can be used to lift the main body of the assembly off the basket floor, thereby allowing
flow through the gaps. Once placed into the basket, the assemblies are numbered as
in Fig. 3.5 for easy reference.
3.1.3. The Heating Element. An exception to this configuration is assembly #4
(see Fig. 3.6). In this assembly, one plate is removed and replaced with an extra
20

Figure 3.5: Layout and numbering of surrogate assemblies.

21

spacer and two sheets of boron nitride (BN). One of these sheets is machined with a
U-shaped groove through which a length of nichrome wire is threaded. The BN plates
serve as an electrical insulator while the assembly is warmed by resistive heating in
the nichrome wire. This apparatus is used to simulate the effects of decay heat and
is designed to provide loads from 10 W to 100 W [22].

Figure 3.6: Cross-section of assembly #4, including the boron
nitride heater.
3.1.4. The Surrogate Aluminas. A number of plates are chemically treated to
artifically grow a layer of gibbsite and boehmite on their surface [22]. This is achieved
by submerging a shorter 12 in. long panel in high-purity water for several weeks at a
time [30]. Such a process has been shown to generate films of up to 2 microns after
31-days at 50o C [30], and may become thicker with longer submersion. The primary
hydroxide formed under these conditions is bayerite, a polymorgh of gibbsite. The
remainder of the plate is made of solid aluminum cut to the appropriate size so as
to create the assembled plate seen in Fig. 3.7. Four assemblies (#1, 4, 7, and 10;
see Fig. 3.5), roughly bisecting the test chamber, are each equipped with three such
plates, two on the exterior (plates #1 and #20) and one on the interior. Samples
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are taken from these regions before and after each test to evaluate the efficacy of the
drying process and study any phase changes made during operation.
Assuming a 10 µm thick layer of pure gibbsite/bayerite (density 2.43 g/cm3 [31])
and given a panel surface area of 75.6 in2 (or 487.74 cm2 , 1.185 g of alumina will be
present on each panel. Given that bayerite is 34.64% water by mass [31], it follows
that there will be 0.411 g of chemisorbed water present per panel. Thus, with 12
treated panels there will be a total of 4.93 g of chemisorbed water present at the
start of any given test. Furthermore, because this calculation assumes 0% porosity
in the oxide layer and because any boehmite present is guaranteed to have a smaller
water content that bayerite [31], this estimate may be viewed as the absolute upper
limit of the chemisorbed content.

Figure 3.7: Sketch of a surrogate
assembly, including 12” long treated
panels (in grey).
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3.2

Physical Models.

The geometries describe in section 3.1 were reproduced in Trelis (version 16.3.2) and
imported into the multi-physics package STAR-CCM+ (version 13.02.013) for use.
They were then subdivided into four domains: an aluminum domain (the surrogate
assemblies), a stainless steel domain (the basket), a boron nitride domain (the heater),
and a fluid domain (consisting of the remaining volume, sans the siphon tube).
3.2.1. Solid Domains. The aluminum, steel, and boron nitride domains required
only an energy solver and equation of state be specified. The Segragated Solid Energy
(see Eq. 2.13) and Constant Density models were chosen. Each domain was assigned
the appropriate material properties; aluminum and steel were already included in
STAR-CCM’s database, while an entry had to be made for boron nitride.
3.2.2. Fluid Domain. The fluid domain was modelled as a non-reacting, multicomponent gas composed of helium and water vapor. The mass and momentum
equations (Eq. 2.10a and 2.10b) were modeled by the Segragated Flow module (this
automatically enables the Segregated Species model for the species solutions). The
energy equation (Eq. 2.12) was likewise modeled with the Segregated Energy module. The ideal gas law was chosen as the equation of state. An estimate of the
Reynolds number found parts of the domain (particularly the false bottom) to occupy the transition region between laminar and turbulent flow. Therefore, a standard
k- turbulence model (Eq. 2.18a and 2.18b) was employed.

3.3

Boundary Conditions

3.3.1. Inlet Conditions. One of the key parameters for FGR drying was identified as
the recirculation rate. Past operational experience recommended a recirculation rate
of at least 50 fluid volumes per hour through the test chamber; given a total fluid
volume of approximately 177 L and an inlet diameter of 3/4 in, this equates to an
inlet velocity of 28.27 ft/s (8.62 m/s), or a mass flow of 3.47 lb He/hr. With this in
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mind, three different flow rates were selected to explore the impact of this criterion:
a “low flow” inlet velocity of 24.44 ft/s (7.45 m/s or 3 lb/hr), a “high flow” velocity
of 407.41 ft/s (124.21 m/s or 50 lb/hr), and an intermediate velocity of 203.69 ft/s
(62.10 m/s or 25 lb/hr). This inlet gas is considered to be pure helium (that is, 0%
water vapor). During vacuum processes, this condition is removed and the inlet is
treated as a solid surface.
A second key inlet parameter is the inlet temperature. For aluminum clad fuels
specifically, a lower limit of 220o C is recommended to ensure at least partial decomposition of any gibbsite on the surface of the assemblies. Studies at INL [24] have found
undesirable microstructure changes ate possible in aluminum cladding at relatively
low temperatures. More specifically, two commonly-used alloys, AA5052-H32 and
AA6061, are believed to undergo a phase change around 250o C, the product of which
is structurally weaker and considered a threat to the fuel’s integrity. Subsequently,
the upper temperature limit in this work is 260o C. While this does slightly exceed the
given material limitation, it is thought that doing so will encourage decomposition
of any boehmite present with minimal adverse effects. Finally, for the k- turbulence
model the viscosity ratio, defined as the ratio between the eddy viscosity µt of Eq.
2.17 and the general flow viscosity, was left on the default value of 10.
3.3.2. Outlet Conditions In general, for FGR the outlet velocity is set to match
that of the inlet (but with a reversed sign, to signify gases leaving the domain); no
specific temperature or species conditions are set. For a vacuum, a pressure outlet
condition is used to drive the evacuation. The specified pressure is given as a function
of time, and was derived by curve-fitting data from tests performed at the University
of South Carolina’s Used Fuel Drying (UFD) lab [25]. Three tests, dated 05/01/2019,
05/08/2019, and 05/15/2019 were chosen for this purpose. Each test had no external
heating applied and had the lowest decay heat available (0.25 kW), as these conditions
were as similar as possible to what was expected from future experiments. In addition,
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each test consisted of a single, continuous vacuum hold to reduce the chamber pressure
to 2-3 torr (with the exception of the test on 05/08/2019, in which the vacuum was
temporarily removed around 11 torr due to operating error; this did not affect curve
fitting results).
After an initial inspection of the experimental results, it was determined that
function (with t in seconds) of the form:

P = Ae−Bt + Ct + D

(3.1)

would best fit the data. It was observed that the first term in Eq. 3.1 is analogous
to the commonly used expression [27]:

P = P0 exp −

qt
V

(3.2)

where V is the volume placed under vacuum, q is the pump displacement, P0 is
the initial system pressure, and P is the system pressure at time t. It thus became
clear that A and B would be equal to the P0 and q/V , respectively. Therefore the
coefficient A was replaced with the nominal initial system pressure (101325 Pa), and
the remaining coefficients, B, C, and D, were fitted using a short Python script. For
example, for the test on 05/01/2019, B=0.00390, C=-0.104, and D=3069.979, with
coefficients of correlation and determination of 0.981 and 0.962 respectively. The
figure below (Fig. 3.8) shows the experimental and curve-fitting results for this test
below 4000 Pa ( 30 torr), and complete results for the coefficients for each test are
compiled in Table 3.1. Note that while the elbow of the two curves may appear to be
quite far apart, with about a 40% difference between the two, the absolute difference
is actually quite small, at around only 200 Pa (or 2 torr). The approximation found
was therefore deemed to be acceptable.
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Figure 3.8: Outlet pressure curve fitting results, UFD test 05/01/2019

Table 3.1: Coefficients for computing outlet pressure by Eq. 3.1.
Test
05/01/2019
05/08/2019
05/15/2019
AVERAGE

Coefficient
C
-0.104
-0.110
-0.062
-0.092

B
0.00390
0.00457
0.00521
0.00456

D
3069.979
3221.036
2586.579
2959.198

Because vacuum drying is generally performed in stages to avoid icing, one final
adjustment to the above is made:

P = Ai e−0.00145(t−t0,i ) − 0.0973(t − t0,i ) + 2939.47

(3.3)

In this equation, Ai is equal to the initial pressure of the ith stage. For example, in
a vacuum process beginning at atmospheric pressure with holds at 100 torr (13,332
Pa) and 50 torr (6,666 Pa) will have A1 =101325, A2 =13332, and A3 =6666. In Eq.
3.3 t0,i is the time at which the evacuation of the ith stage begins, and depends on
the pump down time (which can be estimated by Eq. 3.2) and the length of the hold
between vacuum stages (typically at least 30 minutes).
3.3.3. Chamber Walls. In addition to the typical no-slip conditions, a convective
boundary condition was applied to the chamber walls, with an assumed ambient
temperature of 300 K. To determine an effective heat transfer coefficient, a heat
transfer circuit was set up using the dimensions and materials previously mentioned
in section 3.3.1 (see App. A for properties).
In the schematic (Fig. 3.9), R1 = 1/hHe , R2 = x1 /kst , R3 =x2 /kins , and R4 =1/hamb ,
where x1 and x2 are the thickness of the steel and the insulation, respectively. Thus,
the effective heat transfer coefficient hef f is given by:
1
hef f

=

1
x1
x2
1
+
+
+
hHe kst kins hamb
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(3.4)

Values for kst and kins were taken to be 15.1 W/m-K and 0.038 W/m-K [18],
respectively. The constants hHe and hamb were each taken to be 10 W/m2 -K,

Figure 3.9: Heat transfer circuit for the test chamber walls.

corresponding approximately to natural convection [18]. Note that although hHe will
likely actually be much greater (as there is forced convection on the interior of the
canister), a sufficient increase will cause the associated term in Eq. 3.4 to become
negligible relative to the others. The value of hef f is thus found to be 0.453 W/m2 -K.
As an alternative, during testing heating tape was also applied in addition to the
insulation. This tape has a maximum rated output of 627 W at 300o C. Four such
strips were applied to the chamber walls with their temperature set to 260o C, implying
a power output of 543.4 W per strip for a total of 2173.6 W. When distributed over
the surface area of the chamber walls (not including the ceiling and floor; these
have no tape applied) of 2.335 m2 , a heat flux of 930 W/m2 is found. This may be
then be added to the losses found via the convective condition described above to
find the total heat flux through the walls.
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3.3.4. Vaporization Mass Flux. As previously described, the Hertz-Knudsen relation (Eq. 2.4) is a commonly used expression for modeling evaporation (and condensation) mass fluxes. The primary weakness of the relation is the need to supply
a value for the accommodation constant σ, which is typically fitted to experimental
data. In the present case, a study [6] in which a series of TGA tests were conducted to
characterize mass loss and phase change in bulk gibbsite samples was re-purposed to
develop an empirical relation for the mass flux of water from bulk gibbsite during drying as a function of temperature. In each test, the samples were heated at a constant
rate of 5o C/min to the maximum test temperature, and held at that temperature
for several hours; a summary of the maximum temperatures and hold times is found
in the test matrix of Table 3.2. A plot of the results of a typical test, corrected for
buoyancy effects, is pictured in Fig. 3.10. Note that the term “mass loss” in this case
indicates the absolute, total mass loss of each sample.
Table 3.2: Aluminum coupon TGA test matrix [6].

Test

Area (in2 )

Initial
Mass
(mg)

RT0226a
RT0226b
RT0226c
RT0226d
RT0226e
RT0226f
RT0226g
RT0226h
RT0226i
RT0226j

0.353
0.319
0.409
0.333
0.343
0.319
0.166
0.560
0.122
0.164

956.52
859.22
1115.50
906.00
918.69
873.55
455.16
1563.58
319.85
451.28

Final
Mass
(mg)

Mass Loss
(mg)

Max
Temp.
(o C)

954.36
857.48
1104.25
903.95
917.56
872.32
453.93
1560.05
319.10
450.32

2.16
1.74
11.25
2.05
1.13
1.23
0.97
3.53
0.75
0.96

500
260
500
500
200
220
500
500
500
500

Time at
Max
Temp.
(hr)
6
4
6
6
24
24
4
4
6
6

Despite the buoyancy corrections, a small mass growth region was still observed,
typically ending at around 55o C; this was neglected during the curve fitting. In order
to maximize the temperature range of the derived relations, work focused on tests
RT0226a, c, d, g, i, and j (maximum temperature 500o C). The valid temperature
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range for the empirical relations is therefore 55o C to 500o C. In addition, because very
little mass loss was observed during the hold times, only the first two hundred data
points of the constant temperature part of the test were considered.
Figure 3.10 shows a plot of this refined data set. It was observed that there are
three clear regions in the mass loss data: Region 1, from 55o C (start of the data)
to 220o C (onset of gibbsite decomposition), Region 2, from 220o C to 260o C, and
Region 3, from 260o C to 500o C (maximum temperature). The data for each test was
accordingly split into three different subsets, and each was fit with its own empirical
relation.
In each region, the total remaining water content was modeled as a linear function
of temperature (in Kelvin):

m = m0 + ∆m = aT + b

(3.5)

where m is the instantaneous mass, m0 is the initial water content, ∆m is the measured mass loss, T is the instantaneous temperature. By differentiating Eq. 3.5 with
respect to time and dividing by the area of the sample, the instantaneous mass flux
is found for each region as:

ṁ00 =

a dT
A dt

(3.6)

The accommodation constant σ in the Hertz-Knudsen relation can be found as a
function of temperature and pressure by setting Eq. 3.6 equal to the Hertz-Knudsen
relation (Eq. 2.4) and rearranging to give:

σ=

a
M −1/2 dT
(
)
A(Ps (T ) − Pv ) 2πRT
dt

(3.7)

where A is the area, Ps is the saturation pressure as a function of temperature, Pv is
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Figure 3.10: Typical mass loss curve of an aluminum coupon.

the vapor pressure, M is the molecular mass, R is the ideal gas constant, and T is
the temperature.
The curve fitting results for the coefficients in Eq. 3.5 are summarized in Table
3.3. When plotted, the values for mass flux as computed by Eq. 3.6 (see Fig. 3.11)
cluster together in Regions 1 and 2, implying a constant mass flux consistent with the
roughly linear nature of those regions. Across all six tests, the average mass flux in is
-0.01793 mg/cm2 -s in Region 1 and is -0.08467 mg/cm2 -s in Region 2. The mass flux
in Region 3 has an average of -0.007114 mg/cm2 -s prior to the start of the temperature
hold; afterwards, the value approaches zero due to the constant temperature. Note
that Fig. 3.11 displays the results for test RT0226a only, and so may have slightly
different values than the overall averages.
An average σ was likewise computed using Eq. 22 for each region. The constant
had an average value of 1.625 x 10−6 in Region 1, 2.368 x 10−7 in Region 2, and 2.237
x 10−9 in Region 3. Complete results for mass flux are summarized in Table 3.3.
Unfortunately, initial simulations found these values for σ to be an overestimation;
this was caused by the fact that the aluminum coupons used in the TGA tests have a
much smaller mass of aluminum, relative to water content, than the assemblies ( 440
g Al/ g H2 O vs. 2460 g Al/g H2 O). Subsequently, the dT /dt term in Eq. 3.7 is much
larger for the coupons than for the assemblies which results in a larger calculated σ.
In the abscense of experimental data, a single full-scale simulation of the proposed
domain was perfomed (inlet temperature 220o C) to obtain a more realistic temperature history for the assemblies. Substituting these histories for T and dT /dt in Eq.
3.7, the σ of Region 1 was reduced by a factor of 0.00392, to 6.735x10−9 . Because of
the relatively low inlet temperature, no value could be calculated for Regions 2 and
3; instead, these were reduced by the same factor to give estimates of 9.803x10−10
and 9.261x10−12 , respectively.
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Table 3.3: Curve fitting results aluminum coupon mass loss.
Test
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a
RT0226a
-4.2x10−3
RT0226c
-4.8x10−3
RT0226d -4.3x10−3
RT0226g
-2.0x10−3
RT0226i
-1.6x10−3
RT0226j
-2.2x10−3
AVERAGE -3.2x10−3

T <220o C
b
3.59
12.88
3.55
1.69
1.24
1.68
4.106

σ
2.1x10−6
1.9x10−6
1.0x10−6
3.9x10−7
2.5x10−6
1.9x10−6
1.6x10−6

220o C <T <260o C
a
b
σ
−2
-2.3x10
12.69
3.4x10−7
−2
-2.6x10
23.51
3.9x10−7
-2.1x10−2
12.03
2.6x10−7
-9.7x10−3
5.46
1.4x10−7
-7.6x10−3
4.16
1.1x10−7
−2
-1.9x10
6.41
1.8x10−7
-1.7x10−2
10.71
2.4x10−7

a
-1.3x10−3
-1.4x10−3
-9.0x10−4
-5.8x10−4
-1.7x10−4
-8.5x10−4
-8.6x10−4

T <500o C
b
1.27
10.16
1.02
0.61
0.23
0.57
2.31

σ
1.9x10−9
8.00x10−9
1.3x10−9
8.4x10−10
2.4x10−10
1.2x10−9
2.2x10−9
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Figure 3.11: Mass flux vs. temperature for an aluminum coupon.

One reservation to the above should be noted: the derived accomodation constant
was found primarily using samples with only chemisorbed water available; only one,
RT0226c, had any free water present [6]. Therefore, it may be considered more representative of the kinetics of decomposing aluminas than evaporating water. This
difference likely means a substantially different (and most probably larger) σ should
be used in cases where substantial amounts of bulk water are expected. The above
estimate is presented to be used as a starting point until a more precise estimate can
be experimentally verified (this work is ongoing as of writing). In addition, differences
in geometry may also impact the constant, and further experiments are recommended
when adapting this framework to other fuel types.

3.4

Initial Conditions.

Forced recirculation tests are conducted at 4 atm absolute, and accordingly have this
initial pressure. Vacuum tests begin at 1 atm absolute. For both FGR and vacuum,
an initial temperature of 300 K and an initial composition of 1% by mole water vapor
(or 95% relative humidity) are chosen. While the initial relative humidity may seem
high, it is purely a function of the elevated initial pressure; the water content remains
low, and operational experience in both past drying tests [25] and current efforts
confirm this to be normal. The default values were left in place for the purposes of
turbulence modeling; that is, a viscosity ratio of 10 and a velocity scale (see Eq. 2.16)
of 1 m/s.
The only remaining condition yet to be determined is the initial water content
placed on the assemblies. As described in section 3.1.4, a total of 4.93 grams of
chemisorbed water are expected at the start of any given test. This is equivalent to
an areal density on the treated panels of 0.841 mg/cm2 .
In the coupon drying tests performed by Shalloo [6], drip-dried samples were found
to have a substantially larger water content than those with only chemisorbed water
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present (4.26 mg/cm2 vs. 0.94 mg/cm2 ). This would seem to imply a ratio of 3.53
mg bulk water for each mg of chemisorbed water. Scaling this to the size of a full
assembly, it is found that 110 g of bulk water can be expected per assembly, for a
grand total of 1100 grams in the test chamber. For practical purposes, this is applied
as an initial condition of 2.97 mg/cm2 of water to the surface of each assembly (or a
condition of 3.811 mg/cm2 on the treated panels, signifying the contributions of both
bulk and chemisorbed water).

3.5

Mesh Independence

Mesh independence is a process used to optimize a mesh for performance and accuracy.
First, the solution for a base case with a given mesh size is obtained. The base mesh
is then refined by, for instance, doubling the number of cells, and a new solution to
the problem is obtained. If the solution is unchanged between meshes, it indicates
that the base mesh returns the “true” solution. This process can be repeated as many
times as required to find the coarsest possible mesh that will also return a solution
with minimal numerical error. The process can also be done in reverse by iteratively
coarsening each successive mesh.
In this work, the initial, base case mesh was built using STAR-CCM’s “Auto
Mesh” feature, using a cell base size of 0.05 m in both the fluid and solid domains.
The resulting mesh contained 2,264,092 fluid domain cells and 2,258,681 solid domain
cells (including the aluminum surrogates and the steel basket), for a total of 4,522,773
cells. Subsequent meshes were developed by either increasing (i.e., coarsening; Rev
3b) or decreasing (i.e., refining, Rev 3c, 3d, and 3e) the cell base size in the fluid
domain of the base case (Rev 3a). A summary of the mesh data is found in Table 3.4
(see next page).
Each simulation was given initial and boundary conditions for forced recirculation
as described in sections 3.3.3 and 3.3.4. The flow field was established by obtaining
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stable steady-state solution after 2000 iterations, with the species and energy equations frozen in their initial state. The transient solver was then activated and the
species and energy equations were unfrozen. To simulate drying, the Hert-Knudsen
relation (Eq. 2.4) was applied using the accomadation constants previously derived
(Table 3.3). This relation was applied to the whole of the solid surface of assembly #4
(see Fig. 3.5). The final solution for use in comparison between meshes was obtained
after five hours of physical time.
To compare each solution, a total of 20 temperature an vapor pressure probes
were placed on four different assemblies. The five probes were located every 12.375
in. in the axial direction of assemblies #1, #4, #7, and #10 (see Fig. 3.5). Because
the flow tends to stagnate in the narrow gaps between plates, the probes were placed
on the outermost plate of eah assembly (i.e., the topmost plate in Fig. 3.4). An effort
was made to make the placement of these probes roughly approximate to the center
line of the basket cross-section, as pictured in Fig 3.5.
Results of the initial study are summarized in Table 3.6 and 3.7 (for temperature)
and 3.8 and 3.9 (for water content, in mole fraction). The solution was considered
converged if the relative change in solution at each probe was less than 10%. Accordingly, the solution for temperature was accepted after one refinement (Rev3c), with
an average change of 2.75% and a maximum change of 7.61%. However, the species
solution for H2 O continued to be highly variable; even after a further two refinements
(Rev 3d and 3e) the average difference failed to fall below 16.85% (with a maximum
change of 42.34% observed). Due to the computational costs of continued refinement,
it was determined that an unstructured mesh be used with a base cell size of 0.04 m
for the majority of the domain, while a selectively refined, structured mesh be utilized
in the regions expected to see drying.
To this end, a second set of meshes (Rev4) was developed with an emphasis on
refining the region surrounding assembly #4, achieved by manipulating the target size
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of cells located on the surface of the assembly. Details of each iteration of the selective
meshes can be found in Table 3.5. Additionally, the number of mole fraction probes
on the assembly was increased from five to twenty to aid in the evaluation of the mesh.
Unfortunately, even after multiple refinements a converged solution was not reached
(see Tables 3.8 and 3.9 for full results). At no point did the average change drop
below the desired 10%, and the maximum change observed between solutions was
regularly upwards of 40%. It was, however, noted that the solution was highly stable
in the middle four-fifths of the assembly (average percent difference 7.91% between
Rev4d and 4b). The measurements taken at the extreme end of the assembly tended
to return wildly varying results between iterations even with a highly refined mesh
(29.26% difference between Rev4d and 4b). This was attributed to poorly resolved
cross-flows altering the solution in these regions.
A final set of meshes was created by adding a boundary layer (via the ”Prism
Layer” option in STAR-CCM+) to better resolve and stabilize the velocity field near
the surface of the assembly (see Table 3.5 for mesh details and Table 3.8 and 3.9 for
results). This new series of meshes (Rev5) refined the mesh either by incrementing
the level of selective refinement around assembly #4 (in the fashion of Rev4) or by
incrementing number of cells in each prism layer. After some experimentation, an
acceptable mesh was found in the fourth iteration (Rev5d), at which point all probes
measured a change of less than 10% (maximum 7.13%, average 3.42%). Thus, the
mesh utilized in this study consisted of 12,218,978 fluid cells and 2,261,931 solid
(aluminum assembly, steel basket, and boron nitride) cells, for a total of 14,480,909
cells.
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CHAPTER 4
RESULTS
Three key parameters were selected for attention in this study: recirculation rate,
inlet temperature, and test duration. Selection of the former two was discussed in
section 3.3.1; namely, three different flow rates (3 lb He/hr, 25 lb/hr, and 50 lb/hr)
and two inlet temperatures (220o C and 260o C) were to be applied. The final criterion, duration, were determined largely in keeping with the experimental test plan
of [22]; simulation with the given inlet temperature and duration was performed
at each flow rate for a total of 12 simulations. In addition to these pre-determined
tests, additional simulations at each flow rate and an inlet temperature of 260o C were
performed with durations of 8 hours and 12 hours to better understand the effects
inlet temperature may have on the drying of the system, bringing the total number
of tests to 18. During all tests, the power output of the boron nitride heater was
set to 0 W. A complete description of the simulations performed is found in Table 4.1.

4.1

Thermal Results

There are two primary benchmarks in judging the thermal results: assembly average
temperature and bottom-to-top temperature lag. The former is computed by a
simple average of any temperature probes placed in a particular location. Four such
probes are placed, spaced 12 inches apart in the axial direction, along the length of
assemblies #1 and #10, as well as in the corner of slot #3 (junction of slots #1 and
#4) and slot #8 (junction of slots #7 and #10). Assemblies #4 and #7, judged to
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have the most in common with regards to symmetry, have eight probes each, four
placed in the axial direction on the exterior of the assembly, and four arranged axially on an interior plate. This is intended to mimic the instrumentation of the
accompanying experiments. In general, the average temperature is expected to rise
rapidly at the start of a simulation before eventually flattening out as the assembly
reaches its ultimate temperature (equal to the test’s inlet temperature).
Table 4.1: Simulation test matrix.
Test Name
3lb 220 4
3lb 220 8
3lb 220 12
3lb 260 4
3lb 260 8
3lb 260 12
25lb 220 4
25lb 220 8
25lb 220 12
25lb 260 4
25lb 260 8
25lb 260 12
50lb 220 4
50lb 220 8
50lb 220 12
50lb 260 4
50lb 260 8
50lb 260 12

Flow Rate (lb/hr)
3
3
3
3
3
3
25
25
25
25
25
25
50
50
50
50
50
50

Inlet Temperature (o C)
220
220
220
260
260
260
220
220
220
260
260
260
220
220
220
260
260
260

Duration (hr)
4
8
12
4
8
12
4
8
12
4
8
12
4
8
12
4
8
12

The bottom-to-top temperature lag is calculated by subtracting the temperature
of the upper-most probe (the coolest) from the bottom-most probe (the hottest). This
gives a measure of the overall temperature state of the assembly more descriptive than
a simple average can provide. Typically the temperature lag will increase swiftly at
the start of a test as the bottom of the assemblies are heated, peaking within one to
two hours, before rapidly falling off as the rest of the assembly warms. Over the
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duration of the test, the lag begins to approach zero coincidental with the flattening
of the average temperature curve.
4.1.1. 3lb He/hr. As the lowest flow rate selected for this work, it was expected
that a 3 lb/hr recirculation rate would be the least efficient, and, indeed, this is
the case. With a 220o C inlet temperature, the highest temperature obtained was
116.257o C on assembly #10 (coincidentally, the one nearest the siphon tube/inlet)
after 12 hours of circulation and was still climbing. Clearly, this flow rate is inadequate for achieving the desired temperature within a reasonable time. Likewise, the
temperature lag in this case took exceptionally long (233 min) to reach its peak value
of 83.6o C, a notably lower peak than that found when using higher flow rates at the
same temperature (see sections 4.1.2 and 4.1.3). As expected from the average temperature results, the temperature lag also failed to converge to zero, as the assemblies
were still in their warm-up phase. A plot of each of these measures at each duration
is found in Fig. 4.1a-c and 4.2a-c.
Likewise, increasing the inlet temperature to 260o C fails to improve the low flow
rate’s performance, as seen in Fig. 4.3a-c and Fig. 4.4a-c. While the final average
temperature obtained after 12 hours, 124.109o C, is a slight improvement, it is still
nowhere close to the ultimate goal. This is likewise reflected in the temperature lag,
which fails to even begin to converge, though the peak value does surge to 100.956o C
on corner #8 after a virtually unchanged 232 min.
4.1.2. 25 lb He/hr. As expected, the efficiency of heating was much improved
by increasing the recirculation rate to 25 lb/hr. Fig. 4.5a-c are plots of the average
temperatures obtain by recirculating at 220o C, and Fig. 4.6a-c plot the temperature
lag. Unlike in the 3 lb/hr case, the average temperature does begin to plateau, after
around 525 min ( 8.75 hr), at 209o C. Likewise, the temperature lag reaches a much
higher peak, 126.138o C on assembly #1 (now the furthest from the siphon tube,
though assembly #10 is not far behind), much sooner at 72 minutes.
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Figure 4.1: Average temperature of select assemblies and basket corners, recirculating 3 lb/hr of helium at 220o C at a) 6 hr,
b) 8 hr, and c) 12 hr.
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Figure 4.2: Bottom-to-top temperature lag of select assemblies and basket corners, recirculation 3 lb/hr of helium
at 220o C at a) 6 hr, b) 8hr, and c) 12hr.
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Figure 4.3: Average temperature of select assemblies and basket corners, recirculating 3 lb/hr of helium at 260o C at a) 6 hr,
b) 8 hr, and c) 12 hr.
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Figure 4.4: Bottom-to-top temperature lag of select assemblies and basket corners, recirculating 3 lb/hr of helium
at 260o C at a) 6 hr, b) 8hr, and c) 12hr.
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Figure 4.5: Average temperature of select assemblies and basket corners, recirculating 25 lb/hr of helium at
220o C at a) 6 hr, b) 8 hr, and c) 12 hr.
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Figure 4.6: Bottom-to-top temperature lag of select assemblies and basket corners, recirculating 25 lb/hr of helium at
220o C at a) 6 hr, b) 8hr, and c) 12hr.

Similar trends are observed after increasing the inlet temperature to 260o C. The
average temperature curve (Fig. 4.7a-c) begins to flatten out to its ultimate value of
246o C after an identical 525 min. The temperature lag (Fig. 4.8a-c) similarly reaches
a higher peak value, 152.656o C, at the same 72 minute mark.
4.1.3. 50 lb He/hr. Finally, the plots of average temperature with a 50 lb He/hr
flow rate at 220o C are found in Fig. 4.9a-c. The associated temperature lag plots can
be seen in Fig. 4.10a-c. While the ultimate value was only slightly higher than that
of the 25 lb/hr tests ( 215o C vs. 205o C), there was also notably little change in the
peak temperature lag, increasing less than five degrees to 130.055o C on assembly #1.
This peak did, however, occur slightly earlier, just shy of an hour at 57 minutes.
The trend at an elevated temperature remains the same. The ultimate average
temperature, seen in Fig. 4.11a-c, increases to 255o C obtained after 439.5 min ( 7.3
hours). The peak temperature lag (Fig. 4.12a-c) also increased, from 130.055o C to
157.951o C, but did not significantly change its time stamp, now at 56 min.
4.1.4. Discussion. Two primary findings are evident from these results. Firstly,
and most obviously, the “low flow” rate of 3 lb He/hr is unsuitable for the efficient and
timely heating of fuel assemblies. The second finding regards the impact of increasing
the temperature and flow rate. It would appear from these results that increasing the
inlet temperature provides no improvement in the rate of heating; for each flow rate,
an increase in temperature led to an increased ultimate average temperature and peak
temperature lag, while the time stamps of these events was completely unchanged.
It should be noted however that this result may be due to the relatively small 40o C
change in inlet temperature, especially when compared to the much larger changes in
flow rate. It is entirely reasonable to expect that bringing the chamber to even higher
temperatures where possible would shift all curves to the left with respect to time.
This factor is instead determined by the flow rate. In general, the higher the flow
rate, the sooner the ultimate temperature will be reached and the sooner the
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Figure 4.7: Average temperature of select assemblies and basket corners, recirculating 25 lb/hr of helium at 260o C at a)
6 hr, b) 8 hr, and c) 12 hr.
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Figure 4.8: Bottom-to-top temperature lag of select assemblies and basket corners, recirculating 25 lb/hr of helium at
260o C at a) 6 hr, b) 8hr, and c) 12hr.
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Figure 4.9: Average temperature of select assemblies and basket corners, recirculating 50 lb/hr of helium at 220o C at a)
6 hr, b) 8 hr, and c) 12 hr.
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Figure 4.10: Bottom-to-top temperature lag of select assemblies and basket corners, recirculating 50 lb/hr of helium at
220o C at a) 6 hr, b) 8hr, and c) 12hr.
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Figure 4.11: Average temperature of select assemblies and basket corners, recirculating 50 lb/hr of helium at 260o C at
a) 6 hr, b) 8 hr, and c) 12 hr.
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Figure 4.12: Bottom-to-top temperature lag of select assemblies and basket corners, recirculating 50 lb/hr of helium at
260o C at a) 6 hr, b) 8hr, and c) 12hr.

temperature lag will peak. There does, however, appear to be a point of diminishing
returns to this effect. When moving from 3 lb He/hr to 25 lb/hr, the peak lag is
observed 69% sooner, at 72 minutes versus 232 minutes, an improvement of 7.27 minutes for every pound per hour. Meanwhile, doubling the flow rate from 25 lb/hr to 50
lb/hr causes the peak lag to arrive 21% earlier, from 72 minutes to 57 minutes, for an
improvement of a mere 36 seconds for each pound per hour. It is therefore apparent
that while in general a higher flow rate will always reduce the time required to heat
the system, beyond a certain point the benefits are minimal, and further studies are
recommended to determine the point of inflection.

4.2

Residual Water Results

More important than any heating improvements, and the true gauge of effective
drying, is measuring the remaining water content of a cannister (if any). As described
in section 3.4, the initial water content, representing both bulk and chemisorbed
water, is applied to the surface of each assembly as an average areal density, and
is steadily reduced by the application of the Hertz-Knudsen equation (Eq. 4) as a
boundary condition. The remaining content can be monitored at any time from within
STAR-CCM+ by taking the area integral of the current areal density of water. The
following sections shall investigate the effects of varying either the inlet temperature
or the recirculation rate on the total drying time required, before looking at the
assembly-by-assembly results of a typical case.
4.2.1. Effects of Increasing Inlet Temperature. The below Fig. 4.13a-c plots the
residual water remaining at the three selected flow rates at 220o C after 12 hours.
Most obviously, the “low-flow” case failed to complete drying at all, even with an elevated temperature. This was expected, given the poor temperature results previously
mentioned. That said, some improvement was still observed. The 220o C case
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Figure 4.13: Total residual water remaining after 12 hours at 220o C with an a) 3 lb He/hr, b) 25 lb He/hr, and c) 50 lb
He/hr flow rate.

left 692.3 g of an initial 1050 grams of water clinging to the surrogate surfaces, while
the 260o C reduced the total to 537.1 g, a difference of 155.2 grams.
The intermediate flow rate of 25 lb/hr fared much better. The 220o C case left
a mere 2 mg of water behind, an amount nearly negligible when compared to the
initial total. The assembly may therefore be considered effectively dry. Meanwhile,
the 260o C saw complete dryness after 517 minutes ( 8.61 hr) with the same flow rate.
As one might expect, a 50 lb/hr rate saw continued improvement, achieving drying
after 371.5 minutes ( 6.2 hr) in the 220o C case and 285.0 minutes (4.75 hr) in the
260o C.
4.2.2. Effects of Increasing Flow Rate. As it happens, maintaining a constant
temperature and varying the flow rate yields quite similar results, as seen in Fig.
4.14a-b. However, the scale of improvement is entirely different. For example, with
a 220o C inlet, the system goes from almost (but not completely) dry after 12 hours
of 25 lb/hr of recirculation to completely dry within six and a half hours in the “high
flow” scenario. Effectively, the drying time has been cut nearly in half. This ratio
continues to hold when the temperature is increased to 260o C, with drying times of
517 minutes and 285 minutes observed. This would seem to imply that the expected
reduction in drying time is inversely proportional to the increase in flow rate.
4.2.3. Assembly-by-Assembly Drying. Now that overall trends have been observed
with respect to temperature and flow rate, it is useful to focus on more detailed
assembly-by-assembly results. For the sake of brevity, a single representative case has
been selected for study. The example chosen for this purpose is test 25lb 260 12, the
results of which are plotted in Fig. 4.15.
The majority of the assembly complete their drying within a roughly 30-minute
period between 292 minutes ( 4.86 hr, assembly #9) and 333 minutes ( 5.55 hours,
assembly #4). The lone exception is assembly #2, which completes its drying at 514
minutes, a full three hours after the other assemblies. This extreme outlier is

58

Figure 4.14: Total residual water remaining after 12 hours with selected flow rates at a) 220o C and b) 260o C.
59
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Figure 4.15: Residual water on an assembly-by-assembly basis, test 25lb 260 12.

consistent across all tests, and accounts for the extended elongation observed in Fig.
4.14 and 4.15, and is caused by the gas in the region traveling at a reduced velocity
when compared to the rest of the chamber. The energy input to the assembly is
therefore smaller than the others, and the assembly takes longer to both heat and
dry.
More encouraging is the plot of the residual water against the observed average
temperature, seen in Fig 4.16. Note that this plot is necessarily limited to the curves of
assemblies #1, 4, 7, and 10, as these were the only assemblies instrumented during the
test. Results indicate that all assemblies all assemblies dry at a consistent temperature
of 215o C, just shy of the decomposition point of gibbsite.
4.2.4. Discussion. As the results of section 4.2.1 indicate, raising the inlet temperature will result in noticeable improvements in the drying time. The explanation
is simple: the generally higher temperatures shown to be obtained in section 4.1
lead to higher evaporation rates, even despite the inverse relationship to temperature
given in Eq. 2.4. This is caused by the temperature dependence of the Ps term; the
gains in saturation pressure greatly dwarf the losses from the T −1/2 term, leading to
an overall greater max flux. The gains made from increasing the flow rate have an
equally simple explanation: the assemblies heat up faster (as shown in section 4.1),
thereby spending more time at a high temperature and subsequently dry sooner.
More interesting to note is the relative effect of each factor. In the elevated
temperature case, the inlet is 18.2% warmer, but drying time is reduced by 28.2% (in
the case of 25 lb/hr recirculation) and 23.3% (in the case of 50 lb/hr). On the other
hand, the decrease in drying time is almost exactly proportional to the increase in flow
rate. The clear implication is that increasing the inlet temperature is a more efficient
way of improving the efficacy of a drying process; an increase in inlet temperature
will lead to a reduction in drying time 28-55% greater than the same relative increase
in flow rate. This is especially important to mention in view of the conclusions of
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section 4.1.4; on larger volumes where a high flow rate may not be feasible, a much
smaller relative increase in temperature can result in significant gains.
Finally, as the results of section 4.2.3 and Fig. 4.16 show, all instrumented assemblies, no matter the flow rate or inlet temperature, dry at a consistent temperature.
This, combined with the long delay in drying of assembly #2, would seem to indicate
that this assembly takes the longest to dry. It is therefore recommended that in any
given storage cannister the assembly with the highest decay heat should be placed in
this slot in the basket in order to facilitate the drying of this assembly.
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CHAPTER 5
CONCLUSIONS
In the preceding chapters a model for the drying of SNF was developed and presented.
Chapter 2 discussed the geometry of INL’s ATR fuel elements and their storage
baskets and cannister, which may be considered typical for aluminum clad fuels,
as well as providing background on residual water sources and commercial drying
processes. The chapter closed with a discussion of the current understanding of
evaporation and drying and a brief overview of CFD and the finite volume method.
In Chapter 3, the ATR geometries were simplified and scaled down to provide a
system suitable for computational and experimental purposes. The governing equations, initial conditions, and boundary conditions necessary for a drying model were
introduced and explained, and a mesh independence study was conducted to ensure
that any results provided a true converged solution. Finally, in Chapter 4 a series
of simulations were performed, varying the inlet temperature, recirculation rate, and
time duration in order to judge the efficiency of the process by its thermal results
(which can easily be measured during live tests) and by the residual water remaining
on the assemblies (which cannot). The key findings are as follows:
1. An increase in inlet temperature will, unsurprisingly, lead to a higher ultimate
temperature for the system and a higher peak temperature lag in the assemblies, but will not cause the system to arrive at them earlier. However, this
may be cause by the modest temperature range explored here; if taken to even
higher temperatures, some improvement is expected. If this is not possible, to
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expedite the heating of the system the recirculation rate should be increased
instead, although there does appear to be a point of diminishing returns.
2. Increasing either the inlet temperature or the recirculation rate (or both) will
reduce the time required to fully dry the assemblies. However, in relative terms
increasing the inlet temperature is more effective. While most assemblies completed drying within a narrow half hour band, it was noted that one particular
surrogate, assembly #2, took excessively long to dry; it is therefore recommended that the fuel with the highest decay heat in the cannister be placed in
this slot.
Three avenues for future work are suggested. Firstly, that validation of this
model be completed by experiment (a series of which are, at writing, ongoing).
Secondly, that this model be adapted to the drying of other fuel types, especially
commercial zirconium-clad fuel. Should this be done, it must be emphasized that
additional experiments be performed to verify the value of the accomodation constant
σ. Finally, it is suggested that a surface chemistry model be developed and coupled
to the present work. Doing so would provide a more detailed and accurate description
of the decomposition of gibbsite and boehmite.

64

BIBLIOGRAPHY
[1] US DOE, “Design Considerations for the Standardized DOE SNF Canister
Internals,” DOE/SNF/DSN-019, Rev. 1, March 2008.
[2] Kim, S. S., Pope, C., Taylor, L. L., et al., “Criticality Analysis for Proposed
Maximum Fuel Loading in a Standardized SNF Canister with Type 1a Baskets”
INL/EXT-0712326. 2007.
[3] US DOE, “Design Considerations for the Standardized DOE SNF Canister
Internals,” App. I – Interals Dimensional Tolerance Considerations for Use with
ATR, ORR, MIT, MURR and Peach Bottom Aluminum Fuels, DOE/SNF/DSN019, Rev. 1, March 2008.
[4] US DOE, “Criticality Safety Evaluation for Handling and Transfer of ATR Fuel
in the BU-GSF-ATR4 Bucket,” RPT-1566, Rev. 0, June 2018.
[5] Hart, R. K., “The Formations of Films on Aluminium Immersed in Water.”
Transactions of the Faraday Society, 1957, Vol 53, 1020-1027.
[6] Shalloo, M. “Characterization and Drying of Oxyhydroxides on Aluminum Clad
Spent Nuclear Fuel.” Master’s Thesis, University of South Carolina. 2019.
[7] Large, W. S., Sindelar, R. L. “Review of Drying Methods for Spent Nuclear Fuel.”
WSRC-TR-97-0075. 1997.
[8] Singh, K. “Forced Gas Flow Canister Dehydration.” US Patent 7,096,600 B2.
Holtec International, Inc., Marlton, NJ assignee. Aug. 29, 2006.

65

[9] Smith, R. E., Murray, D. J., Winston, A. J., Adkins, C. A., Winston, P. L. “Evaluation of Aluminum-clad Spent Nuclear Fuel during Drying and Dry Storage”
INL/CON-19-52764. 2019.
[10] Persad, Aaran H. and Ward, Charles A. “Expressions for the Evaporation and
Condensation Coefficients in the Hertz-Knudsen Relation,” Chem. Rev., 2016,
Vol. 116, No. 14, 7727-7767, DOI: 0.1021/acs.chemrev.5b00511
[11] Ytrehus, T. and Ostmo, S. “Kinetic Theory Approach to Interphase Processes,”
Int. J. Multiphase Flow, 1996. Vol. 22, No. 1, 133-155.
[12] ASTM C1553-16, Standard Guide for Drying Behavior of Spent Nuclear Fuel,
ASTM International, West Conshohocken, PA, 2016, www.astm.org
[13] Stacey, M. H. “Kinetics of Decomposition of Gibbsite and Boehmite and the
Characterization of the Porous Products,” Langmuir, 1987. Vol. 3, 681-686.
[14] Kloprogge, J. T., Ruan, H. D., and Frost, R. L. “Thermal decomposition of
bauxite minerals: infrared emission spectroscopy of gibbsite, boehmite, and diaspore,” Journal of Material Science, 2002. Vol. 37, 1121-1129.
[15] NUREG-1536, Standard Review Plan for Spent Fuel Dry Cask Storage Systems
at a General License Facility, Revision 1, U.S. Nuclear Regulatory Commission.
[16] Glazoff, Michael V., and Lister, Tedd E. “Transition of Spent Nuclear Fuel to
Dry Storage,” INL/EXT-18-51694. December 2018.
[17] U.S. Nuclear Waste Technical Review Board, 2017, Management and Disposal
of U.S. Department of Energy Spent Nuclear Fuel, U.S. DOE, Arlington, VA.
[18] Incropera, Frank P., Dewitte, David P., Bergman, Theodore L., Lavine, Adriennes S. Principles of Heat and Mass Transfer, 7th Edition, 2003.

66

[19] Reddy, J. N., An Introduction to the Finite Element Method, 3rd Edition, 2006.
[20] Versteeg, H. K., and Malalasekera, W., An Introduction to Computational Fluid
Dynamics, 2nd Edition, 2007.
[21] Thomson, George W. M., “The Antoine Equation for Vapor-Pressure Data,”
Chemical Review, 1946. Vol. 38, 1-39.
[22] Knight, T. Cooper, N. Shalloo, M., Farouk, T., Wang, Y. Khan, J. and Smith,
R. “Aluminum-clad Spent Nuclear Fuel Engineering Scale Drying Experiment
Design.” INL/EXT-19-56017. 2019.
[23] “Water,” NIST Chemistry WebBook. National Institute of Standards and Technology, 2018, https://webbook.nist.gov/cgi/inchi/InChI%3D1S/H2O/h1H2.
[24] Glazoff, Michael V. and Lister, Tedd E., “Transition of Spent Nuclear Fuel to
Dry Storage” INL/EXT-18-51694. 2018.
[25] Perry, J. ”Yet Untitled Thesis.” Master’s Thesis, University of South Carolina.
2020. (Unpublished)
[26] Narusawa, U. and Springer, G.S., ”Measurements of evaporation rates of water,”
Journal of Colloid and Interface Science, 1975. Vol. 50, No. 2, 392-395.
[27] Hoffman, Dorothy M., Singh, Bawa, Thomas, John H. Handbook of Vacuum
Science and Technology, 1998.
[28] STAR-CCM+ 13.02 User Guide, 2018.
[29] ”Boron

Nitride

Solids

Product

Data

Sheet,”

https://www.bn.saint-gobain.com/sites/imdf.bn.com.

67

Saint-Gobain,

2017.

[30] d’Entremont, Anna L., Fuentes, Roderick E., Olson, Luke C., and Sindelar,
Robert L. ”Preparation of Aluminum Oxide Films Under Water Exposure - Preliminary Report on 6061 Series Alloys.” SRNL-STI-2018-0049, Rev. 0. August
2018.
[31] Wefers, K. and Misra, C. ”Oxides and Hydroxides of Aluminum,” Alcoa Laboratories, 1997. Technical Paper No. 19.

68

APPENDIX A
LIST OF MATERIAL PROPERTIES
Table A.1: Selected Properties of Solids at 25o C.
Aluminum
2.70 g/cm3 [28]
237.0 W/m-K [28]

Density
Thermal Conductivity
Boron Nitride

1.90 g/cm3 [29]
78 W/m-K [29]

Density
Thermal Conductivity
Steel

Density
8.01 g/cm3 [28]
Thermal Conductivity
15.1 W/m-K [18, 28]
Fiberglass Insulation
Thermal Conductivity
0.038 W/m-K [18]

Table A.2: Selected Properties of Gases at 25o C.
Air
Molar Mass
Density
Dynamic Viscosity
Thermal Conductivity

28.97 g/mol [28]
1.18x10−3 g/cm3
1.86x10−5 Pa-s
0.026 W/m-K [28]
Helium

Molar Mass
Density
Dynamic Viscosity
Thermal Conductivity

4.00 g/mol [28]
1.64x10−4 g/cm3 [28]
1.99x10−5 Pa-s [28]
0.155 W/m-K [28]
Water Vapor

Molar Mass
Density
Dynamic Viscosity
Thermal Conductivity

18.02 g/mol [28]
5.95x10−4 g/cm3 [28]
1.27x10−5 Pa-s [28]
0.025 W/m-K [28]
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