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How  important are  local  country  conditions  to  firms’ operations performance, as  revealed  in 
their  inventory  levels?   Under a “flat world” hypothesis, differences  in firms’  inventory  levels 
are  explained  more  by  differences  among  industries  and  firms  themselves,  rather  than 
differences  among  country  conditions  (e.g.,  institutions,  infrastructure).    In  a  “round  earth” 
hypothesis,  country  factors  out‐weigh  firm  and  industry  factors.    Using  all  COMPUSTAT 
observations for manufacturing firms in 70 countries, covering the years 1994 through 2004, we 
find  little  evidence  for  the  “round  earth” hypothesis.    In our baseline model,  country  effects 
explain at most 12.7% of inventory variance, while firm differences explain 35.5%, and industry 
differences explain 28.5%.   This finding  is robust  to a number of sensitivity  tests.   Apart from 















One  answer  is  in  the  form  of  a  “flat  world”  hypothesis.    It  has many  variants,  but  the 
underlying  theme  is  that  firms’  inventory  levels  are dictated more by global  conditions  (e.g., 
global  demand,  global  interest  rates)  than  by  indigenous  conditions  (e.g.,  institutions, 
infrastructure).    In  the  popular  literature‐‐indeed,  we  take  the  phrase  “flat  world”  from 
Friedman  (2005)—there  is a  frequent argument  that  integrated supply chains across countries 
means  that  country‐specific  factors  matter  less.    In  the  theoretical  literature,  it  is  also  the 
paradigm  in  much  of  international  economics—usually  under  the  rubric  of  convergence  of 
productivity or technologies—and international business—where it is sometimes called “global 
determinism” (e.g., Khanna and Rivkin (2001)).   Firms are subject to the overwhelming gale of 
global  forces:  foreign  competition  in  the  form  of  imports  and  foreign  firms  competing  in 
domestic markets, international learning, the pressures of financial markets. 
In  contrast,  a  “round  earth”  hypothesis  says  that  firms’  operational  performances  are 
different because  they operate under different  country  conditions.   Much  of  the  thinking  on 
                                                     
2 Inventory, of course, is not the only parameter in operations management.  We confine our attention 




“appropriate  technologies”  for  third‐world  firms  is consistent with  this  theme  (e.g., Basu and 
Weil  (1998)).    There  are  also  other  reasons  offered.    For  example,  Zeira  (1998)  argues  that 
innovations might be adopted only in countries already with high productivities.  Following his 
logic,  firms  with  innovative  inventory  management  are  more  likely  to  be  found  in  some 
countries  than  others.    Goodfriend  and  McDermott  (1998)  suggest  that  some  “economies 
diverge substantially and persistently” (pg. 1277) because they are not learning much from the 
global  economy  (see also Krugman & Venables  (1995)).   Bernard  and  Jones  (1996) document 
evidence that manufacturing technologies do not converge, even among OECD countries. 
Given so many variants of these two hypotheses, how does one empirically test whether the 
earth  is “flat” or “round”?   We propose one operational definition:  in  the  round earth  (null) 
hypothesis, differences in inventory levels are due more to country differences than to others—
such as differences in industry or firm.  We are not claiming that this is the best definition, only 
that  it  is useful and has some theoretical basis.   It  is certainly useful empirically, since we can 
now formally test the hypotheses by decomposing and comparing firm‐level inventory variance 
in terms of country, industry, and firm effects.  It is also grounded in the theoretical tradition in 
explaining differences  among  firms.    In  section  2, we present  our  case  for  considering  these 
three  factors‐–country,  industry,  firm  differences—as  explanations  for  why  inventory  at  the 
firm level might be different. 
In  section  3,  we  link  the  theoretical  discussion  to  empirical  antecedents  in  operations 
management.   We also discuss methodological antecedents  in related  fields such as  industrial 
organization and strategy. 
In section 4, we describe  two methods we use  to distinguish  the hypotheses.   Specifically, 
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we  employ VCA  (variance  components  analysis)  and  nested ANOVA  (analysis  of  variance).  
These  methods  are  standard  in  the  industrial  organization  and  strategy  literature  (e.g.,  
McGahan  and  Porter  (1999),  Rumelt  (1991)).  Schmalensee  (1985)),  so  we  review  them  only 
briefly here.   There are  two key  reasons  for using  these methods,  rather  than  say,  regression 
analyses.   The  first  is  that  they allow us  to  identify variances; a standard LSDV  (least squares 
dummy variables)  regression would need  to  cope with  the  identification  challenge  involving 
several thousand indicator variables for firms, industries, and countries on the right‐hand side.  
In  other  words,  the  regression  would  be  under‐specified.    The  second  reason  is  that  such 
regressions  are  computationally  expensive,  even with  the  Sun  Enterprise V890  to which we 
have access. 
In section 5, we describe how we assemble firm‐year data.  One of the empirical challenges 
is  to  account  for  the  range  of  accounting  standards  used  across  countries.    Fortunately,  the 
dataset  contains  details  of  standards  used.    For  example,  some  firm‐years  are  tagged  with 
“accounts  reclassified  to  show  allowance  for  doubtful  accounts  and/or  accumulated 
depreciation  as  a  reduction  of  assets  rather  than  liabilities”  versus  others  with  “domestic 
standards generally in accordance with IASC (International Accounting Standards Committee) 
and OECD guidelines.” 
In  section 6, we  report our baseline  results.   We  find  that,  consistent with a “flat world” 
hypothesis,  country  differences  have  the  least  explanatory  power,  compared  with  firm  and 





In  section  7, we  subject our  analysis  to  a battery of  robustness  checks.   We use different 
transformations  of  the  dependant  variable  (inventory),  next‐period  dependant  variables,  3 
different  treatments  of  outliers,  9  sub‐samples  with  homogenous  accounting  conventions  in 
each, 2 time periods, 4 firm size quartiles, and interactions with time.  In all cases, our baseline 
conclusion stands. 
In  section 8, we  conclude by discussing  future work.   Our analyses do not answer many 
other  questions.    For  example,  we  have  not  examined  the  direction  of  causality,  given  the 
limitations of  the methods, although  this stance  is standard  in  the  literature  (e.g., McGahan & 









conditions  explain  much  less  about  Toyota’s  inventory  policies  than  the  fact  that  Toyota  is 





provide significant advantage  for a  firm.   What we document here  is  that country differences 
turn out to be smaller than firm or  industry differences.   “How much”  less strategic this  is, of 
course, is in the eye of the beholder.  But given the evidence here, we believe managers do need 
to think especially hard now about arguments such as those that suggest strategic advantages in 
operations could be obtained by relocating plants  to foreign countries.   We must  immediately 





that no modification  is needed.    Instead, we are saying  that with country differences at  three 
times  less  than  the explanatory power of  firm differences, and  two  times  less  that of  industry 




Gaur,  et  al.  (2005)  show  that  several  firm‐specific  factors  such  as  capital  intensity  and  gross 






2. COUNTRY, INDUSTRY, AND FIRM EFFECTS 
As  explained,  we  couch  the  “round  earth”  null  hypothesis  as  one  in  which  inventory 
variance  among  firms  could  be  better  explained  by  country  rather  than  industry  or  firm 
differences.  We draw on three streams of literature on country, industry, and firm explanations. 




system”  (see  Jaikumar  (1985)).    Supporting  this  view  is  the  very  large  literature  from 
institutional economics (e.g., North (1990)) and law and finance (e.g., La Porta, et al. (1998)) that 
argue for the wide‐ranging impact of country‐specific factors.  To the extent that supply chains 
and  key  aspects  of  inventory  management—such  as  the  cost  of  capital  and  financial 
constraints—are  influenced by  such  factors, we expect  that  country differences  loom  large  in 
explaining why foreign firms’ inventory levels and trends are different from those in say, U.S. 
firms. 
The  second  possibility  is  that  industry  is  the  dominant  explanation.    This  parallels  the 
                                                     





analogous  view  called  “industry  analysis”  in  the  strategy  literature  (e.g.,  Porter  (1980))  or 
“industrial  organization”  in  economics  (e.g.,  Caves  (1974)).    In  this  view,  performance  is 
primarily  dependant  on  industry‐level  factors  such  as  entry  barriers, market  share,  and  the 
number  of  competitors.    Firm‐specific  differences may  be  present  in  a  cross‐section,  but  are 




The  third  possibility  is  that  firm  differences  is  the  dominant  explanation.    This  too  has 
foundations in economics, chiefly propounded by Demsetz (1973).  In the strategy literature, it 
is  most  closely  associated  with  the  resource‐based  view  (e.g.,  Amit  and  Schoemaker  (1993), 
Barney (1986), Dierickx and Cool (1989), , Rumelt (1984), Wernerfelt (1984)).  In this view, firm 




3. EMPIRICAL ANTECEDENTS 






find  that  inventory variance can be explained by differences  in  technological  factors  like  lead 
time  and  managerial  factors  like  employee  activism  in  problem‐solving.    Netessine  and 





al.  (2000), Hendricks  and  Singhal  (1997), Lieberman  and Demeester  (1999),  Sakakibara,  et  al. 
(1997),  Schultz,  et  al.  (1999)).    Hendricks  and  Singhal  (2005)  document  how  inventory 
differences  could  be  due  to  supply  chain  disruptions.    Finally,  there  are  others  who  study 
inventory‐reducing programs within industries, but it seems quite clear that their findings have 
broader  impact, outside  their  industries of study.   For example, Hopp, et al.  (1997) propose a 
number  of  control  policies  that  can  reduce  inventory  levels  by  20‐25%  without  sacrificing 
service  levels.   Others  include  the Fisher and Ittner (1999) study of General Motor’s Delaware 
plant, the work of Iyer and Bergen (1997) and Raman, et al. (1997) on quick response systems in 








Whybark  (1990)  survey  firms  in  South  Korea,  China,  Western  Europe  and  Hungary  and 
conclude  that more  industrialized countries have  lower  inventory.   Prasad and Babbar  (2000) 




We  now  turn  to  the  literature  on  methods.   Here,  a  very  large  number  of  papers  have 
developed  a  strong  tradition,  focused  on  explaining  not  inventory  variance  but  variance  in 
financial performance, typically measured using return on assets (ROA).  Schmalensee (1985) is 
generally  credited  with  the  first  study.    Some  widely‐cited  papers  in  this  stream  include 
Bowman  &  Helfat  (2001),  Brush  &  Bromiley  (1997),  McGahan  &  Porter  (1997), McGahan  & 
Porter (2002), Roquebert et al. (1996), Rumelt (1991).  All study the question of whether firm or 
industry effects are  larger, rather  than country effects.   The exception  is Makino, et al.  (2004), 
who  look  at  the  performance  of  Japanese MNC  (multinational)  subsidiaries  in  79  countries.  
They find  that country effects explain 4%  to 8% of differences  in ROS (return on sales).   They 
interpret  these as “strong,” but only as  relative  to  the weak  industry effects, which also have 
explanatory power  in the single digit percentages.   The relevance of these papers to us  is that 
they  provide  guidance  on  sensitivity  tests.    We  describe  them  in  detail  in  our  section  on 
                                                     














do not have  information  on  industry diversification.   To  the  extent  that  there  are  corporate‐
parent effects that we do not model, our finding of small country effects is further strengthened. 
Following  the  literature, we  estimate  equation  (1) using  two primary methods: VCA  and 
nested ANOVA.  Because these have been extensively discussed by the papers cited earlier, we 
do  not  describe  them  in  detail  here.   VCA may  be  less  familiar  to  some  researchers,  so we 
provide a brief summary in the Online Appendix.  We also refer interested readers to Searle, et 
al.  (1992)  for a  textbook  treatment.   Here, we highlight  just  the  few salient points about  these 
methods. 
First,  with  thousands  of  variables  on  the  right‐hand‐side,  the  individual  effects  are  not 




many  variables,  cannot  rigorously  identify  causality.    Following  the  empirical  literature, we 
focus  on  the  issue  of  locus—i.e.,  the  size  of  the  effects,  however  generated,  that  explains 
inventory variance.  We do, however, attempt to shed more light than is normal in the literature 
by  employing  next‐period  dependent  variables  (please  see  robustness  section).    Third,  the 
difference between VCA and nested ANOVA is that the former assumes random effects, in that 
processes generating the effects are not correlated with the levels of the effects7.  Nested ANOVA 
does  not use  this  assumption,  but  it  suffers  the disadvantage  that  the  order with which  the 







7 As McGahan and Porter  (2005) point out  in a paper  summarizing  the decades of  research  in  this 
field,  this  assumption  is  “often  misconstrued”  (pg.  874)  and  is  a  lot  weaker  than  often  assumed.  
Technically, it only means that there is no relationship between the sizes of the effects on an observation 
and the frequency with which these effects are generated and their sizes.  “It is worthwhile to reflect on 
the  fact  that  the  original VCA  by  Schmalensee  (1985) did not depart  from historical precedent…VCA 
identifies  the  first‐order  influence  of  the  classes  of  effects  and  apportions  variance  between  them.  
Without  additional  information,  it  is  not  unreasonable  to  make  a  first‐order  approximation  of  the 








through  2004  and  for  the manufacturing  industry  (NAICS  codes  31  through  33).    Following 
Chen, et al. (2005), we  limit our  investigation to manufacturing firms because  inventory could 
have very different  interpretations  in non‐manufacturing  firms.   There are 9,617 unique  firms 
from  70  countries.    COMPUSTAT  claims  that  the  dataset  covers  “over  90%  of  the  worldʹs 
market  capitalization,  including  coverage of over 96% of European market  capitalization and 
88% of Asian market capitalization.” 
For firms that restate their numbers, we use the restated figures.  To deal with outliers, we 
winsorize  the data  at  1%  and  99%,  as  is  standard  in  the  financial  economics  literature  –  e.g., 












detailed  information about various  conventions our  firms  take and conduct analyses  for  sub‐
samples in which firm‐years have the same conventions.  These conventions are summarized in 
panels (e) through (h). 
In  Figure  1,  we  show  our  inventory  variance  for  all  the  firms  over  time.    We  see  that 
variance has been increasing in recent years.  As mentioned earlier, it is hard to attribute this to 





the  three—0.010  for  raw materials,  0.007  for work  in progress,  and  0.015  for  finished goods.  
Finally,  the  global  variance  is  generally  larger  than  within‐country  variances,  as  shown  in 
Figure 2. 





might have been  thought  to be  country‐specific  –  for  example,  inadequate  access  to  external 





This  last  step  follows  Brush  and  Bromiley  (1997),  who  suggest  that  the  raw  variance 
components  should be  scaled non‐linearly  to properly  interpret  the  components against each 
other.  Specifically, they suggest scaling with square roots.  Econometrically, this flattens out the 
differential explanatory power of the various effects.  In our context, this means conservatively 
attributing more  explanatory power  to  country  effects, which we  claim  is  smaller  compared 
with  firm  and  industry  effects.    In  the  rest of  the paper, all  figures  reported  are after  taking 
square roots. 
In  panel  (b),  we  show  the  variance  components  for  various  types  of  inventory.    The 
relatively small size of country effects continues to hold.  For finished goods inventory, country 
effects are much smaller  than when we  look at  inventory  in aggregate, at  just 6.7% compared 
with  12.7%.    This  would  be  consistent  with  several  explanations,  one  of  which  is  that  the 
inventory management  technology at  the customer  interface  is considerably more even across 
countries than that at the supplier interface (for raw materials) or production (for WIP).  We do 
not check this here, but press onto robustness. 













all  three  effects  –  country,  industry,  firm  –  explains  88.09%  of  inventory  variance.    This 
estimation  is very significant, with the Wald statistic at 18916.02 and a p value of zero.   Going 
northwest, we  impose  a  restriction  on  firm  effects,  and  the  explained  adjusted R‐squared  is 
reduced  to 54.32%.   The  reduction  is not as great  if we had gone north.   Excluding  industry 
effects,  the R‐squared  is 86.52%.    In other words,  firm  effects  explain more.    If we had gone 
northeast, the reduction is negligible.  Country effects hardly explain anything at this level.  All 
arrows pointing northeast  represent  zero  restrictions  on  country  effects,  and we  see  that  the 
other  three  northeast  arrows  reduce  R‐squared  by  small  amounts  too  –  54.32%  to  53.21%, 
86.52% to 86.52%, and 2.27% to 0.16%  These incremental reductions compare unfavorably with 
the  reductions  for  northwest  (firm  effects)  and  northward  (industry  effects)  arrows.    As 
mentioned, we  run  several  sub‐samples,  and  the magnitudes  of  their  results  are  similar.    In 











In panel  (b), we use next‐period dependant variable.   Recall  that our basic result does not 
claim any causality.   The  figures with next‐period  inventory  suggest  that our  result could be 
stronger:  it  is  consistent with one  causality  story,  in which  current‐period  effects  affect next‐
period inventory.  It is also consistent with a story that the effects have persistence through time.  
We do not delve on  these possibilities here, but  simply want  to  show  that  there  is  evidence 
stronger than our basic claim. 






McNamara, et al.  (2005).   Following  them, we  remove  firm‐years  that are outside 3  standard 






finding  is  robust  to  these  variations.    In  the  right‐most  column,  we  combine  all  different 
dimensions of conventions –  from accounting standards  to  inventory accounting –  to create a 
sub‐sample  in  which  all  are  the  same.    Country  effects  are  still  the  smaller  than  firm  and 
industry effects, although somewhat larger than before.  However, given that we can find only 
154 observations in this sub‐sample, we are less confident of these larger country effects. 
In panel  (e), we address  the  issue of whether our  results are  robust  to  time periods.   For 
example,   while Aggarwal, et al. (1999)) argue that country‐level crises have only  local effects, 
Forbes and Rigobon (2002) argue  that countries co‐move during periods of downward shocks 
(which  they consider not as contagion, but simply  inter‐dependence).    If  the  latter  is  true,  the 
concern is that if our period does not include down periods, then our finding might under‐state 
country effects, which could be bigger during these periods.  Fortunately, our period does cover 
both  ups  (1994  through  1999)  and  downs  (2000  through  2004).    For  further  robustness,  we 
investigate country effects during these two periods separately.   Indeed, our results show that 
country  effects  are  similar whether  in up  or down periods,  for  aggregate  and most  types  of 
inventories.  Importantly, our key message stays: country effects remain the smallest. 




chicken  feed  to  chicken  rearing  to  the Kentucky  Fried Chicken  franchise.    In  this way,  they 
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might be able to neutralize country effects, compared with small firms.  A counter‐view is that 
while  small  firms  are  forced  to  be  operationally  efficient  everywhere,  large  firms  in  some 
countries – where the focus might be on say, managing politicians – might be operationally less 






that perhaps much  of  the  industry  and  firm  effects  are  time‐varying,  so  that  country  effects 
might really be big, compared with  just the time‐stable industry or firm effects.  As the results 
show for aggregate inventory, time‐stable industry effects explain 27.0% of inventory variance 
while all of  country effects – both  time‐stable  (12.0%) and varying  (1.9%) – are  still  small by 
comparison.   We do  not  have  the  computational  resources  to  disentangle  time‐varying  firm 





We  have  begun  by  asking  whether  how  significant  are  country  effects  in  explaining 
inventory variance among  firms.   We couch  this  in  the  form of a horse‐race between  the “flat 







the  channels  through which  country,  firm, or  industry  effects  affect  inventory variance.   For 
example, we have not looked at country effects within sub‐samples of countries (e.g., emerging 
markets) because  in our  judgment,  this  is a  second order question given  that our variable of 
interest is country effects in the first place. 
Our result also suggests that a broader range of operational parameters might be amenable 
to  this  same  type  of  investigation.    We  study  inventory  here  because  it  is  probably  the 
operational parameter most observable and of greatest concern  to managers, who “repeatedly 
describe  inventory as wasteful, excessive,  indeed  ‘inherently evil’” (Zipkin (1991), pg. 7).   Can 
the results be generalized to other operational parameters, such as variances in lead time, cash 
conversion cycle  time, etc.?   A particularly  intriguing one  is  the suggestion by Netessine and 
Roumiantsev  (2005b),  that  it  is not  inventory  levels but  inventory sensitivity  to sales  that  is a 
critical operational parameter.  What explains inventory sensitivity? 
All  these  fit our  investigation  into a  larger effort  in  the  research  community  to  locate  the 
empirical origins of operations performance.  In the near term, the intriguing implication of our 


















































































































































The dataset includes all 71,203 annual firm-year observations in the COMPUSTAT tapes, for years 1994 through 
2004 and for the manufacturing industry (NAICS codes 31 through 33).  Each observation is a firm year, with 9,617 
unique firms from 70 countries.  For firms that restate their numbers, we use the restated figures.  Inventory figures 
are all scaled with the costs of goods sold.  To deal with outliers, we winsorize the data at 1% and 99%. 
 
(a) – Inventory 
 
Inventory figures are all scaled by contemporaneous costs of goods sold, in local currencies for both numerators and 
denominators. 
 
 N Median Std. dev. 
Year 71203 1,999        2.94  
Inventory – total 51187        0.22         0.21  
Inventory – raw materials 34965        0.08         0.11  
Inventory – WIP (work in progress) 34066        0.03         0.09  
Inventory – finished goods 34785        0.09         0.12  
 
(b) – Distribution by Year 
 
 Freq. Percent 
1994 4,518 6.35 
1995 4,829 6.78 
1996 5,755 8.08 
1997 7,362 10.34 
1998 7,609 10.69 
1999 7,633 10.72 
2000 7,478 10.5 
2001 7,083 9.95 
2002 6,886 9.67 
2003 6,655 9.35 
2004 5,395 7.58 
Total 71,203 100 
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(c) – Distribution by Country 
 
1 Argentina 145 25 Hong Kong, China 458 49 Papua New Guinea 7 
2 Australia 921 26 Hungary 92 50 Peru 82 
3 Austria 489 27 Iceland 10 51 Philippines 374 
4 Bangladesh 10 28 India 1,728 52 Poland 143 
5 Belgium 509 29 Indonesia 1,188 53 Portugal 202 
6 Bermuda 1,659 30 Ireland 185 54 Romania 15 
7 Brazil 804 31 Israel 272 55 Russian Federation 20 
8 British Virgin Islands 16 32 Italy 1,036 56 Singapore 1,430 
9 Canada 2,083 33 Japan 14,629 57 Slovak Republic 25 
10 Cayman Islands 478 34 Jordan 8 58 Slovenia 25 
11 Chile 332 35 Korea, Rep. 1,014 59 South Africa 273 
12 China 587 36 Lithuania 2 60 Spain 610 
13 Colombia 129 37 Luxembourg 44 61 Sri Lanka 4 
14 Croatia 16 38 Malaysia 3,089 62 Sweden 1,058 
15 Cyprus 7 39 Mauritius 7 63 Switzerland 1,039 
16 Czech Republic 60 40 Mexico 347 64 Taiwan 1,416 
17 Denmark 735 41 Morocco 28 65 Thailand 1,625 
18 Egypt, Arab Rep. 35 42 Namibia 3 66 Turkey 252 
19 Estonia 9 43 Netherlands 833 67 United Kingdom 4,109 
20 Finland 595 44 Netherlands Antilles 10 68 United States 16,921 
21 France 2,655 45 New Zealand 156 69 Venezuela, RB 53 
22 Germany 3,135 46 Norway 443 70 Zimbabwe 13 
23 Greece 272 47 Pakistan 214    
24 Guyana 10 48 Panama 20  Total 71,203 
 
(d) – Distribution by Industry 
 
In this summary, industries are grouped by 3-digit codes.  The dataset uses full 6-digit NAICS codes. 
 
NAICS  Percent Cum. 
311 Food Manufacturing  5,024 7.06 
312 Beverage and Tobacco Product Manufacturing 2,206 3.1 
313 Textile Mills 1,857 2.61 
314 Textile Product Mills 409 0.57 
315 Apparel Manufacturing 1,873 2.63 
316 Leather and Allied Product Manufacturing 666 0.94 
321 Wood Product Manufacturing 988 1.39 
322 Paper Manufacturing 2,456 3.45 
323 Printing and Related Support Activities 781 1.1 
324 Petroleum and Coal Products Manufacturing 1,078 1.51 
325 Chemical Manufacturing 9,996 14.04 
326 Plastics and Rubber Products Manufacturing 2,271 3.19 
327 Nonmetallic Mineral Product Manufacturing 3,478 4.88 
331 Primary Metal Manufacturing 3,921 5.51 
332 Fabricated Metal Product Manufacturing 2,920 4.1 
333 Machinery Manufacturing 7,083 9.95 
334 Computer and Electronic Product Manufacturing 12,301 17.28 
335 Electrical Equipment, Appliance, and Component Manufacturing 3,555 4.99 
336 Transportation Equipment Manufacturing 4,494 6.31 
337 Furniture and Related Product Manufacturing 1,063 1.49 
339 Miscellaneous Manufacturing 2,763 3.88 
31-33 Unclassified Manufacturing 20 0.03 
 Total 71,203 100 
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(e) – Distribution by Accounting Standard 
 
 Freq. Percent
Domestic standards generally in accordance with IASC (International Accounting 
Standards Committee) and OECD (Org for Ec Cooperation & Development) guidelines  
18 0.03 
Domestic standards generally in accordance with IASC guidelines  2,785 3.91 
Domestic standards generally in accordance with OECD guidelines  51 0.07 
Accounts reclassified to show allowance for doubtful accounts and/or accumulated 
depreciation as a reduction of assets rather than liabilities  
2 0 
Domestic standards  67,307 94.53 
Domestic standards in accordance with principles generally accepted in the United States 
and generally in accordance with IASC and OECD guidelines  
62 0.09 
Domestic standards in accordance with principles generally accepted in the United States  339 0.48 
Modified United States' standards (Japanese companies' financial statements translated 
into English)  
232 0.33 
United States' standards  407 0.57 
Total 71,203 100 
 
(f) – Distribution by Accounting Method 
 
 Freq. Percent 
Current Cost   22 0.03 
Historic Cost (company does not revalue fixed assets)  50,639 71.16 
Modified Historic Cost (company states assets at cost in its statements but assumes 
replacement cost for depreciation)   
20,500 28.81 
Total 71,161 100 
 
(g) – Distribution by Consolidation Method 
 
 Freq. Percent 
Only domestic subsidiaries are consolidated  1 0 
Fully consolidated (parent companies and subsidiaries) 66,272 93.07 
Nonconsolidated holding company  26 0.04 
Nonconsolidated (parent company only)  4,904 6.89 
Total 71,203 100 
 
(h) – Distribution by Inventory Accounting Method 
 
 Freq. Percent 
No Inventory           168         0.34  
First In, First Out (FIFO)       17,240       35.29  
Last In, First Out (LIFO)        1,572         3.22  
Specific Identification           139         0.28  
Average Cost       13,692       28.03  
Retail Method (See note below)             21         0.04  
Standard Cost           771         1.58  
Current or Replacement Cost           503         1.03  
Primarily First In, First Out (FIFO)        5,269       10.79  
Primarily Last In, First Out (LIFO)        3,166         6.48  
Primarily Specific Identification           934         1.91  
Primarily Average Cost        1,875         3.84  
Primarily Retail Method (See note below)               3         0.01  
Primarily Standard Cost        3,431         7.02  
Primarily Current or Replacement Cost             70         0.14  




The dataset includes all 71,203 annual firm-year observations in the COMPUSTAT tapes, for years 1994 through 
2004 and for the manufacturing industry (NAICS codes 31 through 33).  Each observation is a firm year, with 9,617 
unique firms from 70 countries.  For firms that restate their numbers, we use the restated figures.  Inventory figures 
are all scaled with the costs of goods sold.  To deal with outliers, we winsorize the data at 1% and 99%. 
 
(a) – Total Inventory 
 
N = 50868.  In column (3), “Square roots” takes the square root of the raw variance components before computing 
the percentages, as in Brush and Bromiley (1997). 
 
 (1) (2) (3) 
 Raw Percentages Square roots 
Year 0.000096 0.0% 0.7% 
Country 0.03 5.8% 12.7% 
Industry 0.149 29.5% 28.5% 
Firm 0.232 45.9% 35.5% 
Error 0.095 18.7% 22.7% 
 
(b) – Components of Inventory 
 
WIP is “work in progress.”  All percentages have been transformed using square root. 
 
 (1) (2) (3) 
 Raw materials WIP Finished goods 
Year 1.1% 4.9% 1.6% 
Country 12.2% 13.4% 6.7% 
Industry 20.2% 25.7% 24.3% 
Firm 38.4% 33.3% 39.5% 
Error 28.1% 22.8% 27.8% 




The dataset includes all 71,203 annual firm-year observations in the COMPUSTAT tapes, for years 1994 through 
2004 and for the manufacturing industry (NAICS codes 31 through 33).  Each observation is a firm year, with 9,617 
unique firms from 70 countries.  For firms that restate their numbers, we use the restated figures.  Inventory figures 
are all scaled with the costs of goods sold.  All but panel (b) have data winsorized at 1% and 99%. 
 
(a) – Variants of Dependent Variables 
 
The left half uses inventory scaled by cost of goods sold, but without taking logs as in the baseline.  The right half 
uses inventory scaled by total assets. 
 
 Levels    Scaled by assets   
 Total Raw mat WIP Fin gds Total Raw mat WIP Fin gds 
Year 0.6% 1.6% 1.9% 1.0% 5.1% 3.6% 6.0% 3.9% 
Country 10.8% 9.2% 9.8% 4.2% 9.8% 9.4% 13.4% 8.7% 
Industry 27.3% 18.8% 27.2% 25.5% 22.5% 21.7% 18.7% 22.6% 
Firm 33.6% 38.7% 37.0% 38.6% 38.0% 37.7% 37.5% 39.4% 
Error 27.7% 31.6% 24.1% 30.7% 24.7% 27.7% 24.4% 25.5% 
N 51187 34965 34066 34785 69571 50167 43512 49444 
 
(b) – Next-Period Dependant Variables 
 
 Total Raw mat WIP Fin gds 
Year 1.3% 1.6% 4.9% 1.9% 
Country 12.0% 10.8% 13.5% 6.6% 
Industry 29.0% 21.0% 26.4% 24.4% 
Firm 35.5% 39.1% 33.2% 39.8% 
Error 22.2% 27.5% 22.1% 27.2% 
N 44300 29206 25366 28822 
 
(c)  - Outlier Treatment 
 
The “McNamara” method removes firm-years that are outside 3 standard deviations of the industry mean 
performance - see McNamara, et al. (2005). 
 
 None    McNamara    
 Total Raw mat WIP Fin gds Total Raw mat WIP Fin gds 
Year 0.7% 1.0% 4.8% 1.5% 0.7% 1.0% 4.8% 1.5% 
Country 12.3% 11.9% 13.1% 6.6% 12.3% 11.9% 13.1% 6.6% 
Industry 27.1% 19.6% 25.1% 23.6% 27.1% 19.6% 25.1% 23.6% 
Firm 34.4% 37.4% 33.5% 38.6% 34.4% 37.4% 33.5% 38.6% 
Error 25.5% 30.1% 23.6% 29.7% 25.5% 30.1% 23.6% 29.7% 
N 50868 33709 29218 33202 50868 33709 29218 33202 
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(d) – Sub-samples by Accounting Convention 
 
Sub-sample (1) uses only observations that adopt “Domestic standards generally in accordance with IASC 
guidelines” and (2), “Domestic standards in accordance with principles generally accepted in the United States.”  
Sub-sample (3) uses only observations adopting “Historic Cost” and (4), “Modified Historic Cost (company states 
assets at cost in its statements but assumes replacement cost for depreciation)”.   Sub-sample (5) uses observations 
adopting “Fully consolidated (parent companies and subsidiaries)” and (6), “Nonconsolidated (parent company only).”  
Sub-sample (7) uses observations adopting “First In, First Out (FIFO)” and (8), “Average Cost.”   Sub-sample (9) uses 
observations at the intersection of those in (1), (3), (5), and (7). 
 








 (1) (2) (3) (4) (5) (6) (7) (8) (9) 
Year 7.4% 4.7% 0.3% 3.4% 1.4% 2.7% 3.7% 4.2% 5.7% 
Country 9.6% 13.8% 13.3% 11.9% 11.7% 17.0% 7.0% 9.4% 21.7% 
Industry 43.4% 24.8% 30.1% 22.1% 28.5% 29.2% 26.0% 22.6% 38.9% 
Firm 18.9% 36.8% 34.6% 37.9% 35.8% 32.7% 37.1% 36.3% 28.6% 
Error 20.7% 19.9% 21.7% 24.8% 22.6% 18.4% 26.2% 27.4% 5.0% 
N 1390 287 38830 12003 47810 3048 12545 7975 154 
 
(e) – Time Periods 
 
 94-99    00-04    
 Total Raw mat WIP Fin gds Total Raw mat WIP Fin gds 
Year 1.1% 0.7% 2.8% 0.2% 1.7% 2.2% 1.9% 1.2% 
Country 13.5% 16.8% 13.0% 5.2% 11.8% 8.4% 12.8% 8.7% 
Industry 29.4% 20.5% 26.1% 26.2% 27.9% 20.0% 27.8% 23.7% 
Firm 36.1% 38.4% 36.0% 43.3% 37.4% 42.9% 36.5% 41.0% 
Error 19.8% 23.5% 22.0% 25.1% 21.2% 26.5% 21.0% 25.3% 
N 25579 16938 14545 16530 25289 16771 14673 16672 
 
(f) – Firm Size 
 
Firm size is measured using cost of goods sold.  The dataset has been divided into four quartiles. 
 
 1 (smallest) 2 3 4 (largest) 
Year 1.2% 1.9% 2.5% 1.1% 
Country 8.4% 4.6% 10.3% 13.9% 
Industry 21.5% 28.3% 30.1% 34.2% 
Firm 39.6% 40.7% 35.8% 34.6% 
Error 29.3% 24.4% 21.3% 16.2% 
 
(g) – Interactions and Persistence 
 




(sub-sample) Raw mat WIP Fin gds 
Year 0.6% 1.9% 2.0% 4.7% 1.4% 
Country 12.0% 3.0% 11.1% 12.8% 6.5% 
Country×Year 1.9% 1.2% 5.4% 1.8% 1.6% 
Industry 27.0% 34.8% 18.4% 24.6% 23.7% 
Industry×Year 3.8% 1.0% 3.0% 2.5% 1.3% 
Firm 33.7% 21.8% 35.1% 31.9% 38.5% 
Firm×Year  15.9%    
Error 21.1% 20.3% 25.1% 21.7% 27.0% 




The dataset includes all 71,203 annual firm-year observations in the COMPUSTAT tapes, for years 1994 through 
2004 and for the manufacturing industry (NAICS codes 31 through 33).  Each observation is a firm year, with 9,617 
unique firms from 70 countries.  For firms that restate their numbers, we use the restated figures.  Inventory figures 


















The values shown are for firm-year observations of inventory, pooled over all firms for the period.  The dataset 
includes all 71,203 annual firm-year observations in the COMPUSTAT tapes, for years 1994 through 2004 and for the 
manufacturing industry (NAICS codes 31 through 33).  Each observation is a firm year, with 9,617 unique firms from 
70 countries.  In this summary, we show only countries with at least 200 observations.  For firms that restate their 
numbers, we use the restated figures.  Inventory figures are all scaled with the costs of goods sold.  To deal with 














































































The specification uses just the primary business model and industry for each firm-year: 
ic,n,f,t = µ…. + αc + βn + γf + δt + εc,n,f,t  , 
where ic,n,f,t is inventory (scaled by cost of goods sold of firm f’s inventory over year t when it has primary industry n at 
the NAICS 6-digit level and is located in country c; µ.…  is a constant for the overall mean effect with the three dots 
denoting averaging over the three indices,  αc the country effect, βn  the (primary) industry effect,  γf  the firm effect, δt 
the year effect, and εc,n,f,t  is white.   The estimation is run with AR(1) disturbances. 
 
Starting from the bottom is the unrestricted model.  Arrows pointing northwest represent restrictions on firm effects, 
those pointing north represent restrictions on industry, and those northeast represent restrictions on country.  The 
figures on the arrows are p-values of the restrictions.  The figures in the boxes are the adjusted R-squared, the Wald 
statistics, and p-values of the models in the box. 
 
The data is a random sub-sample of 7,341 firm-year observations out of the baseline dataset of 71,203 observations.  

























p = . 0000
Industry
. Adj R-sq=. 5321
Wald = 2007.06









Firm   Industry Country
.053 .000 .000
 
 
