In this paper 
Introduction
In this paper we focus on appearance-based object detection against general background. A great deal of work has been done in this direction ( [21, 31, 29, 10, 26, 23, 24, 8, 18, 14, 1] and many others). However the problem is still challenging, because most of the existing methods require thousands of training images of the object. These images have to be collected, and sometimes manually segmented or aligned, which is tedious and expensive task. Another conundrum is the modeling of the background class. While the patterns of the target object usually have a definitive (to some degree) structure, the background is a much richer class, and learning it properly requires collecting huge data sets with large variability for the initial training, followed by several iteration of retraining on false positives. In this paper we address these issues and propose a method for object detection from a small number of both positive and negative examples.
The problem of learning from a few examples has been recently addressed in [30, 15, 16, 7, 32] . The techniques proposed in these papers are very different, but all of them stress the importance of the problem.
We base our method on Support Vector Machine (SVM) [28] . SVM separates two classes by a hyperplane with maximal margin between the two sets of training examples. The maximal margin constraint can be considered as a regularizer that improves the generalization of the classifier, thus allowing to train from relatively small datasets. However, in the case of object detection the dimensionality of images viewed as vectors is very high and even SVM cannot learn the separation properly from a small number of examples. Few training examples do not represent the distribution of the classes and can fall far from the separation boundary. In this case, demanding a maximal margin will not help to choose the correct separation hyperplane. Fortunately, images are not spread equally in all dimensions. The statistics of natural images shows that most of the energy in them resides in low frequencies. This means that the distribution of natural images is directional and this property can be efficiently used as a prior on background images. We incorporate this prior by requiring that the separating hyperplane will not only separate with a wide margin, but also that the corresponding positive half space (i.e. the set of images that are accepted) will have a low probability to contain natural images (the background). We show experimentally that the performance of a maximal margin classifier trained on 10 positive and 10 negative examples is highly dependent on the choice of the training samples. When samples are "good", it performs well, but if samples fall far from the boundary the performance drops significantly. Our method that combines a wide margin constraint with the prior on natural images is more robust to a choice of training samples and substantially improves over both linear and kernel SVMs.
Related Work
Object recognition models usually have a large number of parameters. Learning these parameters requires many training examples. The penalty for using small training sets is overfitting. This means that the classifier shows very good performance on the training samples, but fails to classify unseen samples. Such a classifier has poor generalization. There are two common (and somewhat related) ways to reduce overfitting: 1) regularization, 2) using priors.
There are several regularization techniques. One is limiting the number of free parameters in the model, for example LDA [6] , RDA [3] , or the more recent QDDA [4] . Another regularization technique is to minimize the empirical error subject to constraints on the learned functions, for example maximal margin in SVM [28] . Another method is noise injection [5] , where the training dataset is enriched by multiple copies of each training data point with zero-mean, low-variance Gaussian noise. By keeping the labels of all the copies the same, these techniques force the classification function to be smoother and reduce overfitting. Another variation of noise injection is using rotated ( [25] ) or corrupted [30] copies of the training samples.
The second method to reduce overfitting is by using priors. Since priors can be of different nature, there is no one single way of incorporating them into a model. In [16] a Bayesian approach is employed, in which the prior information about object categories is incorporated as a probability density function of the parameters of the generative model. This density function is learned from previously seen models or unrelated categories. The prior is updated, when observations become available, into a "posterior" to be used for recognition. A very different way of using prior knowledge is introduced in [7] . This method learns to discriminate between two classes given a single example from each class. This is achieved by first learning from more examples of other related classes a metric over the instance space that guarantees that all within-class distances are smaller than all distances between classes. Then, the original examples are used in a nearest neighbor classifier that calculates distances using the class relevance metric. Fung et. al. [9] suggests incorporating a prior knowledge in the context of SVMs. They assume that there are polyhedral sets which are known in advance to belong to one of the categories (positive or negative).
Fisher kernel [12] allows incorporating prior knowledge about the data distribution into the classification process. Based on this feature, one can consider the Fisher kernel to be a possible choice for incorporating the knowledge on the distribution of natural images into SVMs. We discuss the Fisher kernel in Section 3.2.
In this paper we consider the problem of object detection against a general background, and the prior we use is on the distribution of the background class. We don't use any prior on the object class. Such use of prior is asymmetric, but the problem is asymmetric as well. The background class is significantly richer than the object class. Since we employ a discriminative framework, incorporating the prior on a much bigger class is a sensible method to reduce overfitting.
The prior on the distribution of the natural images has been successfully used in the antiface method [13] to model the negative set instead of learning it from examples.
Learning from a single example was also addressed in event recognition in video [32] . The prior we use for images also holds for video [20] , and this suggests that our method can be extended to event detection.
Background
Our model combines linear SVM with soft classification with a prior on the distribution of natural images. In this section we give some background on both topics.
Linear SVM
The support vector machine (SVM) [28] model has proved to be extremely useful for the task of image recognition. Given positive and negative examples, SVM tries to find a hyperplane which separates them, and has the maximum margin among all separating hyperplanes.
Formally, consider a training set of m i.i.d. samples
, where x i , for i = 1, .., m is a vector of length n and y i = {+1, −1} is the class label for data point x i . In its simplest form, SVM searches for a vector of coefficients w and scalar b such that (a) y i (w · x i + b) ≥ 1, ∀i (b) the margin between two classes, given by 2/ w , is maximal. Such a hyperplane is found by solving the following minimization problem:
This problem can be reformulated in a dual representation (in terms of support vectors) and solved using quadratic programming. In practice, a separating hyperplane may not exist due to high noise level. To allow the possibility of samples violating condition (a), slack variable are introduces:
in order to relax the constraints in (a) to
Such a soft margin classifier is obtained by optimizing
subject to constraints 1 and 2, where the constant C > 0 determines the trade-off between margin maximization and training error minimization. SVMs can be extended to non-linear models by using the famous "kernel trick" [28] .
Modeling of natural images
SVM makes no assumptions on the distribution of classes; it learns the separation from the given training set. However, it is known that typical images are "smooth", that is, most of their energy is concentrated in the low frequencies. It was empirically demonstrated [13] that the distribution of natural images roughly follows the Boltzmann distribution, which has its origins in statistical mechanics. According to this distribution, the probability of a physical system to be in a certain state X equals
, where E(X) is the system's energy, T its temperature, k the Boltzmann constant, and Z a normalizing factor (the "partition function").
The idea to apply this type of probability was introduced in the seminal work [11] . Various modifications have been proposed. A simple choice for the energy function, which has proved helpful for detection [13] , is to choose a global measure of image roughness as the image "energy". Thus, up to normalization, the probability of an image I is defined as e.g.
where λ is a positive constant. It is much easier to work in the Fourier or DCT domain, which diagonalizes the energy operator. For example, for a discrete n × n image I with DCT coefficientsĨ k,l , the probability density is defined as e.g.
Next we would like to use this simple prior to reduce overfitting in training of object detectors from a small number of examples.
The Fisher kernel [12] allows incorporating the prior knowledge on the marginal distribution p(x) about the data into SVM. Thus it seems natural to use Boltzmann distribution as p(x) in Fisher kernel formulation. Next we will show that this approach reduces to a Mahalanobis distance.
The
. Thus, the Fisher kernel in this case yields a Mahalanobis-like distance, which is also noted in [2] . Note that the approach proposed in this paper doesn't measure the distances "correctly"; it proposes an optimization framework for reducing misclassification errors.
The model of natural images (Eq. 5) has been successfully used in the antiface method [13] to model the negative set instead of learning it from examples. In this approach, the positive set is tightly bounded by a number of slabs that are "tilted away" from the set of smooth -i.e. typical -images. This greatly reduces the number of false alarms. For further details, see [13] .
A similar idea can be used in a discriminative framework. We will still require that the region of the space that a classifier predicts as the positive set will be chosen by minimizing the probability of natural images in this region.
Our Approach
When trained on an "unfortunate" choice of examples, the maximal margin separation in SVM is unfavorably affected by the "bad" training samples. We suggest to use the above approximation of the background class to choose the hyperplane (w, b) such that the positive half space
will contain as few natural images as possible.
In order to keep the notations used in Section 3.1, we will denote the DCT coefficientsĨ k,l of an image I by x i . Then the probability density in Eq. 5 will take the following form:
. We minimize the probability of natural images, described by Eq. 6, over the positive half space H:
To compute the integral we make a change of variables
and the half-space to
Define a vector
(the Jacobian of the transformation need not be considered because it is fixed in the subsequent analysis, as are factors such as (2π) n/2 which appear in the Gaussian integral). The integral simplifies to {u|(w ,u)+b≥0}
Since the norm function is isotropic, one can rotate the axis without changing the integral's value; this is equivalent to rotating w . Rotate the axis then so that w transforms to ( w , 0, 0, ...0). It is straightforward to see that, again up to a constant which is fixed throughout, the integral equals the one dimensional integral {x| w x+b≥0
If we denote the above integral by Q then:
Returning to the original variables we get
We empirically tested the correctness of this model. We randomly chose w, constraining its norm to be 1, and randomly chose b in the range [-0.5, 0,5]. For each choice of w, b we computed the integral in Eq. 8. Figure 1 shows the percentage of randomly chosen natural images that lie in the positive half space as a function of the integral value. It's very clear from this plot that the number of the background images residing in the positive half space is nearly proportional to the value of the integral. This demonstrates that by minimizing the value of the integral we minimize the probability of natural images in the positive half space. Based on these findings we propose the following algorithm that combines the wide margin requirement with the Boltzmann prior. 
Incorporating the prior
We showed that by minimizing the expression in Eq. 7 we reduce the probability of the positive half space to include background images. On the other hand we require this half space to include samples from the positive set. Note that we make no assumptions on the smoothness of the object class. The algorithm seeks an acceptance region which contains as little smooth images as possible -except for the object class. Even if the object class samples are smooth, the acceptance region still contains a relatively small volume of the entire set of smooth images. Thus, the algorithm will perform well both for a smooth and non-smooth object class.
We also make use of negative examples, because if they are located close to the positive set, they provide information useful for discrimination. Thus we combine the SVM criteria with minimization of Eq. 7. Specifically if x i are training samples and y i are corresponding labels, y i ∈ {−1, 1}, i = 1..m (m is small), we first use standard SVM to obtain w MM and b MM that provide maximal margin on the training set transformed to frequency domain. Then we refine this hyperplane by solving the following minimization problem:
The above formulation of the problem sacrifices some of the margin's width in order to allow the prior to influence the hyperplane. The shrinkage of the margin is controlled by the parameter α, which determines the tradeoff between the data and the prior. In our experiments we used α = 2.
The optimization in Eq. 9 is non-linear. We applied a standard routine for constrained non-linear optimization that uses a sequential quadratic programming (SQP) method [22] . In this method, the optimization solves a quadratic programming (QP) subproblem at each iteration. An estimate of the Hessian of the Lagrangian is updated at each iteration using the BFGS formula.
When the new w and b are found, the classification proceeds as with the ordinary linear classifier -an input x is classified according to sgn(w · x + b).
Experiments
The goal of the experiments is to test the effectiveness of incorporating the prior in the case of rather small training sets. The results presented in this section are with training sets of 10 positive and 10 negative examples. Our experiments with less examples still show a significant advantage of our method. However, overall performance is not good enough to make an interesting case. The explanation for this is that too few positive examples with no prior on the object class are insufficient for training good classifiers.
Data sets
We have experimented with the UIUC car database 1 [1] and with the CBCL face set 2 [27, 23] . In the car set we used the part that contains images of cars cropped around the bounding box. This collection contains 549 grey level images of cars viewed from the side. In order to speed up the testing we downscaled the original images from 100x40 pixels to 35x14 (which also makes the recognition task harder). We reserved the first 250 images for training and the rest were used for testing. This set contains also 500 background images. We reserved 250 background images for training and the rest were used for testing. Since the remaining part contains only 250 background images, we needed to add more background images from other source to make the ratio more realistic. A real image may contain just a few cars, but tens or even hundreds of background non-overlapping images. We added 9861 background images cropped from the Graz2 database 3 [19] that contains general background images with no cars. Many of these images show roads and buildings which are natural surroundings of cars. Overall, our test set contained 299 car images and 10111 background images.
The face set contains 19x19 grayscale images of nearly frontal faces [27, 23] . The training set consists of 2,429 faces and 4,548 non-faces. The test set consists of 472 faces, 23,573 non-faces.
Experiments
We compared our method, outlined in Section 4.1, to linear SVM with soft margin and to kernel SVM with second degree polynomial kernel. The experiments reported here are with C = 10. However, varying C didn't influence the performance. All the tests were performed in MATLAB using OSU SVMs Toolbox based on LIBSVM [17] and MAT-LAB Optimization Toolbox for minimizing the expression in Eq. 9.
We ran 50 trials. In each trial we have randomly chosen 10 positive and 10 negative examples that were used to train linear SVM, kernel SVM and the SVM with prior on the background class. So overall we trained 50 classifiers for each method. Then we tested these classifiers on the test set. This experiment showed that our method generally performs better than linear and kernel SVMs that assume no prior knowledge, and it's more robust than other methods to the choice of training examples. This is not surprising, because it uses a prior on the larger class that helps to reduce overfitting. In order to quantify the results, we computed the equal error rate (EER) of each classifier in each trial. Figure 2 shows the results, and Table 1 summarizes means and variances of the detection performance in the car experiment (the point on the ROC curve that corresponds to EER) of the three method in 50 trials. Both Figure 2 and Table 1 clearly show the advantage of using the Boltzmann prior in SVM framework.
We ran the same protocol on the face database. Our method outperformed both linear and kernel SVM on this set too. However, the performance of all three methods was lesser than on the car set, probably due to higher variability in the set. Table 2 shows the average performance of the three methods in this experiment.
In summary, our method outperforms linear and kernel SVM. Although the gap in performance with kernel SVM is smaller, our method is significantly faster than the kernel approach. When trained on 20 examples, kernel SVM usually chooses all of them as support vectors. Thus, during runtime it must compute the kernel function for all the recognition recognition rate mean(%) rate std(%) support vectors (20 in this case), compared to a single inner product in our method.
Conclusions and future research
This paper suggests to incorporate the prior information on the background, in the form of a Boltzmann-like distribution, into the linear SVM paradigm. The suggested method outperforms both linear and kernel SVM; its detection rate is much higher than linear SVM, and significantly higher than kernel SVM. It is also much faster than kernel SVM.
We plan to further test and improve the method, e.g. by extending it to the kernel case, and refining the prior.
