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 Kurzfassung 
Im Rahmen dieser Arbeit wird die elektronische Struktur von organischen Halbleitern, Graphen und 
Übergangsmetall (TM)-Oxyden (Co-PI als Katalysator für die Wasserspaltung), unter Nutzung von 
Synchrotron-Strahlung basierter Spektroskopie, untersucht. Der Schwerpunkt liegt hierbei bei den 
exzitonischen und polaronischen Effekten. Für eine genaue Beschreibung der elektronischen Struktur 
dieser Materialien müssen auch Elektron-Phonon- und Elektron-Elektron-Wechselwirkungen, sowie 
Polarisation und exzitonische Effekte in Betracht gezogen werden. Von Exzitonen und Polaronen als 
lokalisierte Bandlückenzustände ist bekannt, dass diese die optischen Materialeigenschaften beeinflussen 
können. Dieser Einfluss kann im resonanten Auger Zerfall aufgedeckt werden. 
Sogar in TM-Oxyden können Polaronen und Exzitonen als Konsequenz von einem Sauerstoff 2p nach 
TM3d Ladungstransfer beobachtet werden. 
 
Hierfür sind die folgenden drei Materialklassen für die Untersuchungen des Einflusses von Exzitonen und 
Polaronen im resonanten Auger Zerfall ausgewählt worden. 
 
Erstens wird die Existenz von lokalisierten polaronischen und exzitonischen Zuständen anhand von 
Poly(3-hexylthiophene-2,5-diyl) (rr-P3HT) und Phenyl-C61-butyric acid methyl ester (PCBM) untersucht, 
welche als Lichtabsorber in organischen Solarzellen eingesetzt werden. Die Existenz von 2D-Polaronen, 
Singulett-Exzitonen und Triplett-Exzitonen wird für rr-P3HT belegt, wohingegen für PCBM nur Singulett-
Exzitonen beobachtet werden. Singulett-Exzitonen zeigen ihren Einfluss auf den resonanten Auger Zerfall 
durch einen kombinierten Spectator-Participator (S+P) Auger Zerfall im π*-Band. 
 
Zweitens wird für eine ausführliche Diskussion der (S+P) Zerfälle hoch orientierter pyrolytischer Graphit 
(HOPG) untersucht. Für Graphen, als eine Monolage HOPG, in dem keine Van-der-Waals-Kräfte wirken, 
können weitere Kombinationen von Auger Zerfällen beobachtet werden: ein Doppel Spectator (S+S) und 
ein Doppel Spectator (S+S)* Auger-Gain Zerfall im π*-Band. 
 
Drittens wird Co-PI (Kobaltoxyd-Verbindung) untersucht. Es handelt sich hierbei um ein TM-Oxyd 
welches als Katalysator für die Sauerstoffentwicklung in photoelektrochemischen Zellen verwendet wird. 
Selbst lokalisierte Exzitonen werden durch resonante Anregung eines Rumpfelektrons in einem selbst 
lokalisierten Lochzustand erzeugt und ermöglichen dadurch einen kombinierten Auger Zerfall (S+P). 
 
Für jeden der neuartigen Auger Zerfallsprozesse {(S+P), (S+S) und (S+S)*} wird ein Zerfallsmodell 
vorgestellt. 
 Abstract 
In the framework of this thesis synchrotron radiation spectroscopy is applied to study the electronic 
structure of organic semiconductors, of Graphene, and of transition metal (TM) oxide water splitting 
catalysts (Co-PI) with emphasis on excitonic and polaronic effects. 
For a correct theoretical description of the electronic structure of these material classes electron-phonon 
and electron-electron coupling as well as polarization and excitonic effects have to be considered. Excitons 
and Polarons are localized in-gap states. They are known to affect the optical properties of the material. 
Their influence can also be revealed in the resonant Auger decay profile. 
Even in TM-oxides Polarons and Excitons are observed as a consequence of an oxygen 2p to TM3d 
charge transfer. 
 
Therefor, the following three material classes are chosen for the fundamental study of Excitons and 
Polarons in resonant Auger decay processes. 
 
First, the existence of localized polaronic and excitonic states is investigated for regioregular-
Poly(3-hexylthiophene-2,5-diyl) (rr-P3HT) and Phenyl-C61-butyric acid methyl ester (PCBM) used as a 
light absorber in organic solar cells. The existence of 2D-Polarons, singlet Exciton, and triplet Exciton is 
demonstrated for rr-P3HT whereas for PCBM only singlet Excitons are observed. Singlet Excitons show 
an influence on the resonant Auger decay by a combined spectator-participator (S+P) Auger decay in the 
π*-band. 
 
Second, for a more detailed study of the (S+P) decay Highly Ordered Pyrolytic Graphite (HOPG) is 
chosen. For Graphene as a single layer of HOPG without van der Waals force another combination of 
Auger decays can be observed: a double spectator Auger (S+S) and a double spectator Auger-Gain 
(S+S)* decay. 
 
Third, Co-PI (cobalt oxide compound) is investigated. It is a TM-oxide catalyst used for the oxygen 
evolution reaction in photo-electrochemical cells. Self-trapped Excitons formed by resonant core electron 
excitation into self-trapped hole states give rise to a combined Auger decay process (S+P). 
 
For all three novel Auger decay processes {(S+P), (S+S), and (S+S)*} a model is proposed. 
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Introduction 
Nowadays, organic semiconductors and Graphene are of interest for flexible electronics and 
high-speed transistor devices. The fundamental work on these two classes of materials led to 
the 2000 Nobel Prize in chemistry and 2010 Nobel Prize in Physics [GEI07], [HEE01]. 
These carbon thin films are known to exhibit localized states such as Polarons or Excitons 
which can be observed in X-ray absorption studies [BRA81], [PSI09], [ROB02]. 
Localized gap states cannot be described by Bloch wave functions. Polarization, electron-
phonon, electron-electron, electron-phonon-electron, and excitonic effects have to be taken 
into account in order to describe the data properly. Standard DFT calculations (LDA, Norm-
conservation pseudo potential, Plane-wave) have to be improved by Gutzwiller (GW) 
approximation and Bethe-Salpeter equation [CUD10], [WEI12], [WEI13]. Crystal local field 
effects, e-h interaction, e-e interaction, and charge transfer excitonic effects as many-body 
effects have to be included. Examples are calculations of Graphane (hydrated Graphene with 
a large band gap) [WEI12] and Graphene [LIA11], [YAN09] which include e-h interaction. 
Only with e-h interaction the prominent excitonic features are captured which give rise to 
absorption peaks at low excitation energies below the band gap. In Graphane the hole is 
localized on the C-C bonds whereas the electron is mainly localized over several lattice 
constants on top of the H-atoms [CUD10]. 
 
In Graphene, without e-h coupling the simulated absorption spectrum resembles a Gaussian 
distribution which peaks at the π-π* transition at the M-point of Graphene. With e-h coupling 
the spectra is red shifted and is described by a FANO type transition. This has also been 
shown by optical conductivity and transmission measurements [CHA11], [MAK11], 
[YAN09]. Remarkable is that the absorption limit for zero excitation energy approaches a 
finite value, which is defined as a multiple integer of πα (α is the fine structure constant) that 
is basically the inverse of the quantum resistivity h e2  [NAI08]. 
Consequences of Excitons and charge transfer (CT) states are that band gaps obtained from 
optical measurements (UV-Vis) do not resemble the valence band (VB)-conduction band 
(CB) transition. They rather probe VB-Polaron, VB-Exciton, or VB-CT transitions. These 
can be in the order of a few eV lower than the real VB-CB band gap. 
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In oxides, especially transition metal oxides, excitonic and polaronic effects also have to be 
considered. It was found that many wide band gap semiconductors exhibit n-type 
conductivity. P-type conductivity is in most cases difficult to achieve [JAN06], [JAN10], 
[POZ11]. The reason for this is the fact that the O2p holes are not highly mobile and 
delocalized over many lattice constants. They are trapped by local lattice distortions and can 
be referred to self-trapped holes or more general small Polarons [MCK12], [VARL12]. The 
lattice displacement and thus the localization of the self-trapped hole are in the order of one 
lattice constant. Self-trapped holes are stable if their energy is lower than the one of a 
delocalized mobile hole. O2p hole states can be created by an O2p to metal 3d charge 
transfer. 
If an electron is coulombically attracted to the self-trapped hole even self-trapped Excitons 
can form.  
Hence, under resonant excitation at the O1s resonance self-trapped Excitons can be formed in 
the presence of self-trapped holes. Without self-trapped holes the excited electron can only 
form a self-trapped electron.  
 
As many-body effects have a huge influence on the optical properties in the UV-Vis region 
they also affect the X-ray absorption spectroscopy (XAS) at the core level threshold. 
Especially near the core level and ionization threshold the decay of the resonantly excited 
core level is highly influenced. Auger resonant Raman scattering shows a linear dispersion of 
the kinetic energy of the Auger electrons below the core level threshold. Small dips of the 
spectator Auger electron kinetic energy are observed at van Hove singularities [FOE02]. Post 
collision interaction, the interplay of a low-energy photoelectron with a high-energy Auger 
electron, blue shifts the kinetic energy of the spectator Auger electron. These effects are still 
noticeable up to 100 eV above threshold [COW00]. 
Ohno describes the effect of post collision interaction (PCI) before the ionization threshold in 
terms of localized metallic or CT gap states [OHN01]. This inherent PCI is discussed in this 
work in terms of the combined spectator-participator Auger decay involving localized 
excitonic or CT gap states. 
 
The individual contributions of sp2-, sp3-hybridization, the existence of localized states like 
Polarons, Excitons, and CT states and their differences in the resonant behaviour of carbon 
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films and oxides need to be comprehended. These are relevant for understanding the 
electronic properties of thin carbon films as well as transition metal (TM) oxides. 
 
In this work the resonant behaviour of sp2 hybridized systems (organic semiconductors and 
Graphene) is investigated. The focus is on the existence of localized in-gap states (Excitons 
and Polarons) that affect the optical (band gap) and electronic properties (conductivity, 
mobility, catalysis). The resonant Auger decay processes are highly influenced by these 
localized states. As a consequence combinations of multiple Auger decays are observed. By 
analysis of the resonant decay profile at the core level threshold the interlayer interaction, the 
substrate hybridization, the substrate screening, and the properties of pristine Graphene as 
well as organic semiconductors can be deduced. Resonant Auger decay combinations are also 
observed in oxides because of the existence of self trapped hole in-gap states. These states are 
characterized for the oxygen evolution reaction catalyst Co-PI. 
 
In Chapter 1 the investigated sp2 hybridized carbon systems and TM-oxide (Co-PI) will be 
introduced and a description of the charge carriers in organic semiconductors will be given. 
Chapter 2 deals with the experimental setup, the applied techniques of resonant 
photoemission and X-Ray absorption spectroscopy, the background of the resonant excitation 
process (Kramers-Heisenberg) and Auger decay processes, as well as the sample preparation. 
This is followed in Chapter 3 by the results of Poly(3-hexylthiophene-2,5-diyl) (P3HT), 
Phenyl-C61-butyric acid methyl ester (PCBM), Graphene and Co-PI. These results will be 
discussed in Chapter 4 in terms of charge carriers in organic semiconductors (Excitons and 
Polarons). Their lifetime will be evaluated and as a consequence the concept of the different 
combinations of Auger decays at the carbon resonance will be discussed. Models for each of 
the new combined (S+P), (S+S), and (S+S)* Auger decay processes will be introduced. On 
this basis the resonant behaviour of the oxygen evolution reaction catalysts Co-PI will be 
described. The new combined Auger decay processes and systematic findings of the Auger 
decay at resonance are used to identify CT states and the spin state of the catalyst by a 
parallel resonant photoemission (resPES) at the Co2p and O1s edge. An overall conclusion 
follows in Chapter 5. 
Materials 
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Chapter 1 Materials 
In this chapter the three material systems organic semiconductors, Graphene, and the oxygen 
evolution reaction (OER) catalyst Co-PI are briefly introduced. The focus will be on the 
respective charge carriers i.e. Excitons and Polarons. Their existence and properties are of 
particular interest for the later discussion on multiple Auger decay processes at the core level 
threshold. 
 
1.1 Organic Semiconductors 
P3HT and PCBM are widely applied in organic solar cells and organic field effect transistors. 
P3HT is a thiophene. Its carbon backbone is similar to polyacetylene (all-cis-polyacetylene), 
which is conductive. This observation led to the 2000 Nobel Prize in chemistry awarded to 
Alan J. Heeger, Alan G. MacDiarmid, and Hideki Shirakawa for their work on organic 
semiconductors in 1977 [CHI77], [HEE01]. 
Doping, Excitons, and Polarons are well-established properties. Interchain and inter-lamellae 
interaction are accepted properties, which are necessary for a high conductivity not only 
along a single chain but also through the complete organic crystal. 
The Fullerene PCBM is a 0D-Material that can be build up by wrapping up Graphene, the 2D 
building block for many sp2 bonded materials. Graphene can also be stacked into 3D Highly 
Ordered Pyrolytic Graphite (HOPG) a reference system with only sp2 character, which can be 
easily cleaved to prepare a clean surface. 
Depending on the chemical structure organic materials can exhibit insulating, semiconducting 
or even metallic behaviour. The special case of Graphene, which exhibits ballistic 
conduction, is discussed in Chapter 1.2. 
In order to obtain conducting organic materials the carbon atoms have to be sp2 hybridized 
(Figure 1.1). Two C2p (px, py) orbitals and the C2s orbital form three sp2 orbitals (σ-orbitals). 
One σ-orbital and the single C2pz orbital (π-orbital) take part in the C=C bonding. The 
structure is held together by the trigonal planar σ-orbitals. The one remaining electron per 
carbon atom in the pz orbital is delocalized in the π-system made up by the overlapping pz 
orbitals of neighbouring atoms, which are perpendicular to the σ-system. Due to the 
Materials 
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delocalized π-system and weak interchain interaction the conjugated polymers are able to 
conduct charges. 
 
A metallic state is not formed in C=C bonding due to electron-phonon coupling. A structure 
with equal bond length is not stable against kF (Fermi wave vector) phonons and the structure 
will form long and short bonds (dimerization) [PEI55]. 
In fact the π and σ states split into occupied π- and σ-bands and unoccupied π*- and σ*-bands 
with a band gap in between (Peierls distortion). In the Su, Schrieffer and Heeger (SSH) 
model the band gap is given by the electron-phonon coupling α and the dimerization distance 
u0 (difference between long and short bonds) [HEE88], [SU79]: 
Egap = 8 ⋅α ⋅u0  (1) 
Organic semiconductors can be classified into two categories: conjugated polymers 
(e.g. polythiophene) and macromolecules (e.g. fullerenes).  
Functionalization by additional side groups is used to increase e.g. solubility, light absorption 
efficiency, and sensitivity or modifies the electronic properties. 
 
σ C C 
π 
(a) (b) 
C2 σ π σ π 
C1 
π 
π* 
σ 
σ* 
Egap 
 
Figure 1.1:  Bonding of sp2 hybridized carbon atoms develop molecular bands. The 
π-band originates from the Highest Occupied Molecular Orbital (HOMO) and 
the π*-band originates from the Lowest Unoccupied Molecular Orbital 
(LUMO) with a band gap in between due to Peierls distortion (a). π- and 
σ-bonds of a simple conjugated electron-system (b). The Figures were 
reproduced from [BRU08]. 
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1.1.1 P3HT 
(a) 
(b) 
 
 
 
Figure 1.2:  Schematic structure of (a) regioregular (rr)- and (b) regiorandom 
(rra)-P3HT. 
 
In organic electronics, especially organic solar cells, poly(3-hexylthiophene) is an ideal 
p-type semiconductor and a widely used conjugated polymer which exists in two main phases 
(Figure 1.2) [DEN09], [MA05], [SET08], [SHE07]. Regioregular-P3HT (rr-P3HT) is noted 
for its low photoluminescence and high carrier mobility in contrast to regiorandom-P3HT 
(rra-P3HT). These properties are assigned to the formation of a self-organized nanostructure 
due to the regio-regularity (Figure 1.3) [SHE07]. The rr-P3HT 1D chains are separated by a 
inter-chain distance of A= 0.38 nm and the 2D lamellae are separated by 1.64 nm (B) 
(Figure 1.3) [MA05]. 
 
 
Figure 1.3:  Lamellae structure of rr-P3HT with the inter-chain distance A and the inter-
lamellae distance B. 
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1.1.2 PCBM 



 
Figure 1.4:  Schematic structure of (6,6)-Phenyl C61 butyric acid methyl ester. 
 
Fullerenes and their derivatives are widely used as electron acceptors in organic solar cell 
applications because of their high electron affinity. In particular, (6,6)-Phenyl C61 butyric 
acid methyl ester is a well-known and extensively applied candidate (Figure 1.4). In the field 
of organic bulk heterojunction solar cells PCBM is commonly used as the electron acceptor 
[CHI10]. In organic field effect transistors (OFET) Fullerenes function as electron 
transporting semiconductor (n-channel) [ANT06]. 
Fullerenes are also extensively investigated for ultra low-k applications because of their 
ability to form porous frameworks [BRO10], [KLO12a], [KLO12b]. Replacing C60 with the 
better soluble derivative PCBM showed positive effects on the reduction of the dielectric 
constant [KLO12a], [KLO12b]. 
In Bioscience Fullerenes are used e.g. as antioxidants because of their ability to add and 
remove electrons without any significant energy cost and for slow-release drug delivery 
[QUI08], [ZAK05]. 
In a recent publication the influence of functional groups onto the π-system of fullerenes was 
investigated [Frie11]. The π states are drastically reduced in consequence of the addition of 
functional OH groups (C60OHx, x= 20-28). 
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1.1.3 Charge carriers in organic semiconductors 
In contrast to classical inorganic semiconductors (e.g. Si, Ge, GaAs) free electrons or holes 
do not exist in organic semiconductors as charge carriers, which can move freely through the 
material. In fact a respectable number of quasiparticles do exist. 
 
CB 
VB 
(c) (d) 
P+ 
S=1/2 
q=1 
P- 
S=1/2 
q=-1 
(e) (f) 
BP+ 
S=0 
q=2 
BP- 
S=0 
q=-2 
(a) (b) 
ES 
S=0 
q=0 
ET 
S=1 
q=0  
Figure 1.5:  Electronic energy-level diagrams of singlet Exciton (a), triplet Exciton (b), 
positive Polaron (c), negative Polaron (d), positive Bipolaron (e), and 
negative Bipolaron (f). 
 
1.1.3.1 Exciton 
Photo-excitation of organic semiconductors does not lead to free charge carriers at first. Upon 
photo-excitation a bound localized electron hole pair is formed which can freely move 
through the organic material. This pair of an electron and a hole is bound by Coulomb 
attraction and has opposite spin (Figure 1.5a). The formation of an Exciton is accompanied 
by a modification in the local polymer geometry. 
Depending on the degree of localization it will be distinguished between a Wannier-Mott 
Exciton (r= 4 – 10 nm; EBind≈ 1 eV) and a Frenkel Exciton (r < 0.5 nm; EBind≈ 0.1 eV). 
Whether a Wannier-Mott or Frenkel Exciton will be formed depends on the permittivity ε of 
the material, which defines the coulomb interaction U. 
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U = 14πε
Q
r  (2) 
Hence, in organic materials most of the photo-excitations lead to Frenkel type Excitons due 
to a small ε. 
Equation 3 can calculate the binding energy of an Exciton in correspondents to the hydrogen-
like atom with µ as the reduced effective mass. 
Ebind = µ ⋅13.6 eV ε 2 ;    µ ∝
d 2E
dk2
⎡
⎣
⎢
⎤
⎦
⎥
−1
 (3) 
Excitons in solids are only accessible at low temperatures as their binding energy is in the 
order of 110 kT  (T= 300 K), for instance in InP. They are considerable smeared out at room 
temperatures and thus hardly are noticeable [TUR64]. 
In contrast, Excitons in organic semiconductors have a binding energy of about 0.5 eV for the 
singlet excitonic state and are thus clearly visible even at room temperatures. Triplet Excitons  
(Figure 1.5b) have even higher binding energies in the range up to 2 eV (see Chapter 4.1.1). 
They are more localized than their counterparts in inorganic crystals. 
Localized singlet Excitons (Figure 1.5a) can dissociate at boundaries, interface defects, or 
virtual Polarons [Mue12a] into Polarons. A competing process is the relaxation into a triplet 
excitonic state by intersystem crossing (Figure 1.5b) [KOE09]. Triplet Excitons have a longer 
lifetime than singlet Excitons. Still organic solar cells based on singlet Excitons are up to 
now more efficient due to higher dissociation barrier for triplet Excitons which wastes a 
fraction of the collected solar energy. 
Core-hole excitonic effects (the resonantly excited core electron is still coulomb bound to its 
core hole) are of particular importance when referencing XAS measurements to the 
Fermi level by using the core level binding energy. Excitonic effects can red shift the XAS 
spectrum by several eV due to Coulomb interaction. This fact has to be kept in mind when 
referencing XAS spectra to the Fermi energy. ResPES diagrams have the special feature to 
estimate the particular influence of core-hole Excitons on the XAS spectrum 
(see Chapter 2.3.4). 
In case of resonant excitation the excited electron can also bind to a valence hole that is 
stabilized by local polarization. In this case the core Exciton is replaced by a highly localized 
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Exciton. This reflected in its high lifetime and the excitonic shift in XAS can be neglected 
(see Chapter 2.3.4). 
In polar systems Excitons can be conceived as a combination of a negative and a positive 
Polaron, which are interacting with each other. This is especially of importance for organic 
solar cells were Excitons are primarily formed upon light absorption and need to be 
dissociated into two Polarons with opposite charge in order to contribute to the photocurrent 
[Mue12a]. 
 
1.1.3.2 Polarons and Bipolarons 
Polarons and Bipolarons are established charge carriers in organic semiconductors [BRE85], 
[BRE87], [NOW89]. They are formed by adding or removing charges from or to the 
π-system and are stabilized by electronic and geometric relaxation along the polymer chain. 
These are self-localized electrons or holes together with their self-induced polarization 
(e-ph coupling).  
 
From the interaction between two electrons or holes via Coulomb force and e-ph-e interaction 
two Polarons or a Bipolaron state could arise. The latter is a possible state for High-TC 
superconductors because of its analogy to Cooper-pairs [MIC90]. 
 
Polarons cause two energy levels to appear within the electronic band gap (Figure 1.5c, d). 
They carry a single charge and can merge along the chain to form 1D-Bipolarons, which 
carry a double charge (Figure 1.5e, f). For high concentration of Polarons the localized levels 
will evolve into broad bands [BAE90]. 
Small Polarons are of particular interest for transition metal oxides. Here an electron or hole 
is trapped by a self-induced lattice displacement, which is in the order of one lattice constant. 
These are also called self-trapped holes (STH) or self-trapped electrons (STE) [VARL12]. 
The stability of STH depends on the total energy of localized holes and delocalized holes. 
STHs are stable if their energy is lower than that of a delocalized hole. An excited electron 
trapped by a STH is considered as a self-trapped Exciton (STX). 
STHs, STEs, and STXs are identified in this study by a FANO transition (Chapter 2.3.5) and 
CT states {(S+P) Auger decay} (Chapter 1.3.1) in resonant photoemission diagrams at the 
O1s edge. 
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1.1.3.3 2D-Polarons 
CB 
VB 
P+ P+ 2D-P++ 
2D-lamellae single chain single chain 
 
Figure 1.6:  Electronic energy-level diagram of a 2D-Polaron. The two positive Polarons 
on two neighbouring polymer chains can overlap and create a two 
dimensional Polaron. 
 
2D-Polarons form from the polaronic energy levels of two cofacial oligomers delocalized 
over two adjacent lamellas (Figure 1.6). This interaction leads to a splitting of the two 
1D-Polaron levels into four levels within the band gap [BEL01]. They are observed in optical 
data and confirmed by theoretical studies for poly(para-phenylenevinylene) [BEL01]. 
The concept of 2D-Polarons can also be applied for P3HT because of a similar structural 
configuration in its quasi-crystalline domains [BEL01], [PSI09]. Several groups have 
observed such additional optical absorption features of 2D-Polarons in rr-P3HT films 
(lamellae structure), while they are absent in rra-P3HT, isolated polymer chains or disordered 
rr-P3HT films [BEL01], [JIA02], [OST00], [OST01]. 
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1.1.3.4 Doping 
Very early it was recognized that the conductivity of organic semiconductors could be 
increased by several orders of magnitude if they are doped [CHI77]. Doping of organic 
semiconductors differs from inorganic crystals as no lattice atoms are substituted but occurs 
via charge transfer reaction from a counter-ion. 
This can either be done chemically, electrochemically or photochemically (organic solar 
cells). Organic semiconductors can be even doped by a charge transfer to the substrate 
[XU09]. Oxidation or reduction of the organic material will result in p- or n-doping, 
respectively. 
E.g. the conductivity of trans-[CH]n can be increased by oxidation with AsF5 from 
10-5 Ω-1cm-1 to 220 Ω-1cm-1. Reduction by NH3 reduces the conductivity to 10-9 Ω-1cm-1 
[CHI77]. 
The oxidation removes electrons from the π-orbitals of the conjugated polymer whereas the 
reduction adds additional electrons. The achievable doping percentage of the polymer is 
limited by the fact that only electrons can be removed or added to πz-orbitals until they are 
empty or full, respectively. Further doping will also affect the σ-orbitals and results in broken 
C=C bonds. 
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1.2 HOPG and Graphene 
The interests of physicists, chemists, and material engineers in Graphene and Graphene like 
materials demonstrate the wide field of carbon-based materials, which has grown in the last 
couple of years [GEI07], [GEI12].  
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Figure 1.7: Schematic structure of the lattice of HOPG (A= 6.7 Å; B= 3.35 Å; C= 1.42 Å) 
[ROB91] (a), the Brillouin zone of HOPG (b), and the corresponding band 
diagram of HOPG (c). The band diagram (c) was modified from [CAR99], 
[CAR00]. 
 
Highly Oriented Pyrolytic Graphite is a semimetal and has only sp2 hybridization because of 
its planar conjugated structure. HOPG is made out of stacks of Graphene layers that are 
weakly coupled by van der Waals forces (Figure 1.7a). 
Therefore it resembles the 2-dimensional band structure of Graphene except some band 
dispersions along ΓA , KH , and ML  directions (Figure 1.7c and Figure 1.8c). Deviations 
from this ideal 2-dimensional system however occur, as a high surface planarity with large 
terraces is not obtained by the fresh surface preparation by the scotch tape method [GEI07]. 
Also, step bunching, pinholes, and bubbles are visible in atomic force microscopy (AFM) 
studies of the HOPG surfaces [KAM08], [NIC03]. 
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Figure 1.8: Schematic structure of the honeycomb lattice of Graphene (sub-lattices α 
and β) (a), the Brillouin zone of Graphene (b), and the corresponding band 
diagram of Graphene (c). The band diagram (c) was modified from [SAI98]. 
 
Graphene (2D) is the building block of various carbon materials: HOPG (3D), carbon 
nanotubes (1D), and Fullerenes (0D) [GEI07].  
Graphene's ballistic conduction, mechanical strength, elasticity, impermeability, 
transparency, and thermal conductivity open a wide field for potential new applications 
[CAS09]. Indeed, a single layer sheet of HOPG (Graphene) represents a material that once 
could replace Si in many areas of communication technologies. 
Graphene's extraordinary properties are given by its sp2 hybridization. The sp2 hybridization 
induces a hexagonal planar structure with two equivalent sub-lattices α and β (Figure 1.8a). 
The σ-bonds are responsible for robustness and the half filled π-bonds for the conductivity of 
Graphene. The band structure can be quite accurately described by the tight binding 
approximation [SAI98]. Ab initio calculation including wave function overlap, first, second, 
and third nearest neighbour interaction produce a more accurate description of the band 
dispersion of Graphene [REI02]. 
However, Graphene has a peculiarity at the K-point where π- and π*-band meet each other 
(Dirac point). The zero-gap is due to the fact that the involved electrons are from different 
sub-lattices. For Graphene the π- and π*-band exhibit a linear dispersion at the K-point as a 
result of the periodic potential of the honeycomb lattice. The linear dispersion can be 
described by massless Dirac-Fermions, which in consequence implies that an infinite 
conductivity σ and mobility μ can be expected: σ = neμ ∝ 1
m
. 
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A fundamental understanding of the electronic processes that give rise to the unique 
properties of these class of materials is necessary in order to obtain high quality films 
[GEI07]. 
For integrated circuits, especially for transistors, p-doping, n-doping, and contacts to 
Graphene become necessary. A key question is how to create an electronic contact to the 
Graphene sheet without destroying its free carrier properties. Direct contact of Graphene with 
metals or highly doped semiconductors could either introduce screening effects or even open 
a band gap. The hybridization of Graphene π–states with metal d- and s- states could cause a 
pinning of the π–cloud to the metal substrate [MIT11], [VAN10], [VAR08]. 
It is an analytical challenge for these films to determine parameters such as the fraction of sp3 
in relation to sp2 hybridization [ROB02], the amount of C-H bonds [ROB02], the size of 
Graphene-like flakes or the relative content of structural defect sites. More general it may be 
discussed whether their properties are determined by the extended π-system (Bloch wave 
function) or by localized states (molecular orbital picture). Furthermore, carbon thin films are 
known to exhibit localized states such as Polarons or Excitons as possible to detect by X-ray 
absorption studies [BRA81], [PSI09], [ROB02]. 
Recent absorption measurements and calculations on the optical response of Graphene and 
Graphite showed strong excitonic effects [CHA11], [MAK11], [YAN09].  
Excitons are found to give rise to a new prominent peak near 4.5 to 4.9 eV. It is red-shifted 
and shows a different line shape than interband transitions at the π-band saddle point at the 
M-point in the Brillouin zone (Figure 1.8c). The experimental data can be well described by a 
FANO type transition [FAN66]. The binding energy of the Exciton extracted from the data is 
the difference of the resonance energy (Exciton energy) to the energy of the van Hove 
singularity (inter-band transition). It is in the range of 420 meV for monolayer Graphene and 
270 meV for bilayer Graphene [CHA11]. This indicates that there is a dependency of the 
binding energy on the number of Graphene layers N. The net energy of the Exciton only 
shows a slight dependence on N because of effective cancelation of repulsive e-e and 
attractive e-h Coulomb interaction. From Graphene to Graphite it is only shifted by about 
0.1-0.2 eV to lower energies [MAK11]. On the other hand the position of the van Hove 
singularity is lowered by interlayer interactions, thus drastically decreasing the binding 
energy of the Exciton (compare Figure 1.7c and Figure 1.8c). 
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By applied uniaxial strain the π- and π*-symmetry can be broken. Depending on the 
polarization direction a single or double excitonic peak can be observed with increased 
e-h interaction [LIA11]. 
A very detailed description about Graphene can be found in [BAT12], [GEI07], [RIE10]. 
 
1.3 OER catalysts 
Solar hydrogen will be the key for the realization of a number of related renewable fuel 
production processes, such as hydrodeoxygenation of biomass into fuels and chemicals, or 
the reduction of CO2 into methanol or other carbonaceous fuels [NEW12]. An important step 
for such applications is the availability of catalysts that enable water oxidation at potentials 
close to the thermodynamic limit. 
Transition metal composites are candidates for cheap and efficient catalysts for the oxygen 
evolution reaction [GAR11], [SUB12], [WAN05]. 
Especially the complex OER limits the efficiency of photocatalytic cells. Recently cobalt-
based catalysts (Co-PI, PI = electrodeposited from pH 7 phosphate electrolyte) have been 
introduced by the Nocera group which are promising candidates for OER because of their 
stability and reasonable efficiency for the OER at neutral pH [ESS11], [KAN08a], 
[KAN08b], [REE11], [SUR09]. 
In addition, there is particular challenge in the understanding of the basic mechanism during 
the photo catalytic reaction by the structural similarity to the Mn based Photosystem II active 
centrum in natural photosynthesis [KAN10], [MUK12], [RIS09b]. 
 
(a) (b) 
 
Figure 1.9: Structural models of Co-PI: corner-sharing cubane model (a) and edge-
sharing molecular cobaltate cluster (MCC) model (b). Cobalt atoms are 
shown in blue, oxygen atoms in red, and oxygen ligands (including water, 
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hydroxide, and phosphate) in white. The Figures were reproduced from 
[KAN10]. 
 
The structure and valency was revealed by Extended X-ray Absorption Fine Structure 
(EXAFS) investigations for thin surface and thick bulk Co catalyst layers [KAN10], 
[RIS09b]. Two possible structural motifs for the cobalt catalysts could be identified. One are 
corner-sharing cubane clusters {Cox(µ-O)y units} (Figure 1.9a) [RIS09b]. The other possible 
configuration is based on edge-sharing CoO6 octahedra (Figure 1.9b) [KAN10]. In both cases 
the valency of Cobalt deduced from the position of the Co1s edge within the EXAFS data is 
greater or equal to 3+. Only for ultrathin layers the catalyst is reduced to Co2+ [KAN10]. 
In catalysis the knowledge of the particular oxidation state of the active metal ions certainly 
is of importance. In addition also the spin state plays a significant role as reported by recent 
theoretical and experimental studies [BUC04]. 
The spin and oxidation state of Co-PI catalysts is already investigated by several groups. 
X- and Q-band electron paramagnetic resonance (EPR) measurements indicate a low spin 
Co3+ for Co-PI [MCA10], [MCA11]. In X-ray absorption studies also a Co3+ state is reported 
[KAN10], [RIS09a], [RIS09b] to exist in bulk layers of Co-PI which are attributed to be 
more active and stable due to their larger Co-PI clusters [KAN10], [SUR10]. 
The particular OER mechanism involving Co-PI was studied by electro kinetic and 
18O isotope experiments by the Nocera group [SUR10]. A possible proton-coupled electron 
transfer reaction for the catalysis of the OER by Co-PI was proposed by Surendranath et al. 
and is given in Figure 1.10 [SUR10]. 
 
film evaluated in Pi electrolyte at pH 8. The current densities
plotted in Figure 5 are corrected for mass-transport limitations
using Koutecky´-Levich plots (Figure S7), and, thus, cannot be
merely attributed to local pH changes. Tafel plots of a catalyst
film in 0.1 M Pi, pH 8, generated immediately after experiments
conducted in 0.1 M NaClO4, pH 8.0, exhibit a slope of 59 mV/
decade (Figure 5) and these Tafel data overlay with data
obtained from a fresh film under identical conditions (Figure
S8). This observation indicates that the film does not degrade
during experiments in unbuffered solutions.
The marked increase in the Tafel slope in an unbuffered
medium is consistent with a change in mechanism. Slopes
significantly larger than 120 mV/decade are indicative of a
turnover-limiting single electron transfer with a very high
symmetry factor, !, which occurs from the catalyst resting
state,50 or a turnover-limiting chemical process occurring from
the same resting state22 (species A). In either case, the high
slope indicates that the only available bases in an unbuffered
medium (i.e., H2O and ClO4-) cannot support the PCET
equilibrium described in eq 9; at pH 8, the concentration of
OH- is too low to support this equilibrium. The inability of
water to be an efficient acceptor in PCET reactions has also
been observed in the PCET interconversions of homogeneous
OsII-OH2, OsIII-OH, and OsIVdO complexes.59 Studies of
these osmium complexes and other systems have shown that
buffers such as phosphate are efficient in triggering concerted
PCET reactions that occur with high kinetic facility. These
precedents, taken together with the results described here in
unbuffered electrolyte, lead us to conclude that phosphate
species, as opposed to OH2 or OH-, are the proton acceptors in
the pre-equilibrium step. A buffer strength of 0.03 M is sufficient
to maintain this equilibrium (Figure 4). While HPO42- is the
most efficient proton acceptor at pH 7, the linearity in the
galvanostatic pH profile (Figure 3) to pH 4.6 suggests that
H2PO4- is also a kinetically competent proton acceptor in this
PCET equilibrium.
Films prepared from isotopically labeled 18OH2-enriched
water yield 32O2 and 34O2 and, to a lesser extent, 36O2, when
operated in nonisotopically labeled water (Figure 7). A real-
time measure of the generation of labeled O2 cannot be obtained
because water oxidation must be performed over the time period
of several minutes for appreciable quantities of O2 to be detected
by mass spectrometry (see SI). Additionally, to permit efficient
purging of the in-line MS setup, 18O-labeled catalyst films were
equilibrated for a minimum of 1 h in unenriched water prior to
electrolysis. Thus, interpretation of the results hinges on
assumptions made regarding exchange of the label from catalyst
films with bulk solvent. Rapid exchange of all or most of the
label can be ruled out by the observation that substantial
percentages of label are accounted for by 34O2 and 36O2. For
example, over the course of two extensive electrolyses with the
same film (passage of 2.8 C/cm2 in aggregate, corresponding
to >150 turnovers per Co), ∼22% of the 18O deposited in the
material can be accounted for in 34O2 and 36O2 products. As
noted above, the volume of the unenriched electrolyte used in
these experiments is large enough that quantitative exchange
of the labeled 18O in the film with bulk solvent would contribute
a negligible additional amount to the natural 0.2% 18O abun-
dance in the electrolyte. We note, however, that the extrusion
of a substantial percentage of 18O from the film in the form of
34O2 and 36O2 says little about the rate of exchange of 18O atoms
at active Co centers that may comprise a small portion of the
material.
Labeling studies indicate that phosphate in a thick Co-Pi film
exchanges appreciably with phosphate in solution in 1 h at both
open circuit and at a potential sufficient for water oxidation.42
These results suggest that terminal Co-18OHx species in the
extremely thin films used in the 18O experiments here are subject
to exchange with bulk solvent in the time required to purge the
gastight electrochemical cell (>1 h) prior to the initiation of
electrolysis. If the terminal Co-18OHx species at active centers
are exchanged with bulk solvent prior to electrolysis but µ-oxo/
µ-hydroxide moieties at these centers are subject to much slower
exchange, then the observation of 34O2 and 36O2 may be ascribed
to the participation of µ-oxo/µ-hydroxide moieties in oxygen
production. This proposal is in line with MS studies of
NiCo2O460,61 and RuO262 that demonstrate the participation of
O-atoms of the oxide lattice in O2 evolution. In this mechanistic
picture, the slow extrusion of label during the catalysis may
result from relatively slow migration of an 18O to a position
suitable for participation in O-O bond formation. Thus, multiple
turnovers with µ-oxo/µ-hydroxide derived from unenriched
solvent accompany a single turnover involving an 18O originally
incorporated in the film. We note, however, that this analysis
assumes that a single mechanism predominates in the film. We
cannot rule out that the slow extrusion of 18O reflects a minor
pathway for O2 evolution that contributes negligibly to the
observed electrokinetics. Due to the ambiguities associated with
interpreting the 18O-labeling results, studies that identify the rate
and nature of oxo-exchange in these films are needed before
specific conclusions can be drawn about the mechanism of O-O
bond formation.
(59) Costentin, C.; Robert, M.; Save´ant, J.-M.; Teillout, A.-L. Proc. Natl.
Acad. Sci. U.S.A. 2009, 106, 11829–11836.
(60) Hibbert, D. B. J. Chem. Soc., Chem. Commun. 1980, 202–203.
(61) Hibbert, D. B.; Churchill, C. R. J. Chem. Soc., Faraday Trans. 1 1984,
80, 1965–1975.
(62) Wohlfahrt-Mehrens, M.; Heitbaum, J. J. Electroanal. Chem. 1987,
237, 251–260.
Figure 8. Proposed pathway for OER by Co-Pi. A PCET equilibrium proceeded by a turnover-limiting O-O bond forming step is consistent with current
dependencies on proton and electron equivalencies. Curved lines denote phosphate, or OHx terminal or bridging ligands.
16508 J. AM. CHEM. SOC. 9 VOL. 132, NO. 46, 2010
A R T I C L E S Surendranath et al.
 
Figure 1.10: A p ssible proton-coupl d lectron transfer reactio  for the catalysis of the 
OER by Co-PI. The Figure was taken from [SUR10]. 
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1.3.1 Charge transfer 
In transition metal oxides the excitation of a ligand electron from an oxygen 2p to the 
transition metal ion 3d state is described by the energy Δ, the charge-transfer energy. The 
other possibility is the excitation of a TM3d electron of one ion and electron transfer to 
another transition metal ion defined by Udd, the correlation energy between 3d electrons. 
In case of Udd<Δ the TM-oxide is a Mott-Hubbard insulator and for Udd>Δ it is considered to 
be a charge transfer insulator. 
In the framework of this work the charge transfer process is of importance denoted in the 
following as 3dn+1L with a one-electron transfer from the O2p (L) valence state to an empty 
transition metal 3d state. In general, such CT states are stabilized by the strong Coulomb 
interaction between the metal ion and the oxygen ligand. They also have a weak but 
significant hybridization between the occupied TM3d states and the O2p states from the VB. 
All of these facts require sophisticated theoretical models for their description [OKA92a], 
[OKA92b]. In a more recent calculation such states are considered as self-trapping electron 
and hole polaronic states [MCK12], [VARL12]. 
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Chapter 2 Experimental basics and 
details 
In this chapter the basics of the utilized techniques are described. More details on this topic 
can be found in [STO03] and [HUE03]. A short description of the experimental setup at the 
synchrotron BESSY II is included as well as a comment on the preparation of the samples. 
 
2.1 X-ray photoelectron spectroscopy (XPS) 
Photoemission probes the occupied density of states. When matter is excited by X-rays with 
the proper energy electrons from core levels and valence band states will be excited into the 
vacuum where they can be described as free electrons. The kinetic energy of these electrons 
with reference to the vacuum level will be analysed by an electron analyser and quantified by 
the electron detector. The kinetic and binding energies of the electron have the following 
relation: 
 ω = EKin + EBind +φSample  (4) 
With respect to Koopmans' Theorem the excitation of one electron does not induce a change 
in the energies of the remaining electrons [KOO34]. Hence, photoelectron spectroscopy 
(PES) spectra can then be interpreted as the occupied density of states where PES is a one-
electron process. 
As the work function (the energy difference between vacuum level and Fermi energy) of the 
individual material under investigation is not always known the Fermi energy is used as point 
zero instead of the vacuum level: 
 ω = EKin + EBind  (5) 
The binding energy of the electrons depends not only on their particular core level or valence 
band state but also on the chemical environment (next neighbour) of the atom (ΔEChem ), the 
next but one neighbour – influence of the lattice (ΔEMad ), and the relaxation and/or screening 
of the core hole – multi electron effects (ΔERelax ): 
Experimental basics and details 
 
 
20   
EBind = EAtomic-BE + ΔEChem + ΔEMad + ΔERelax  (6) 
The oxidation or reduction of an atom removes or adds electrons to valence band states 
(complete or partial charge transfer), respectively. After excitation the remaining hole is 
screened less effectively for oxidized atoms and the binding energy increases. For reduced 
atoms it is the other way around; here the higher effective core hole screening decreases the 
binding energy. 
On the other hand final states effects also shift the binding energy (e.g. spin-spin and 
spin-orbit coupling) and lead to a splitting of the atomic lines. The most prominent candidate 
is the spin-orbit coupling. As the spin of  s  can be parallel (lower binding energy) or 
antiparallel (higher binding energy) to the angular momentum  l  two states are possible, 
j = l + s  and j = l − s . The intensity ratio corresponds to the multiplicity M = 2J +1 , for 
example we have for p-orbitals a doublet of p1/2  and p3/2with an intensity ratio of 1:2. The 
energy splitting of both emission lines depends on the electron interaction and increases with 
 n  and  l . 
 
2.1.1 Stoichiometry 
PES can also be used to determine the specific atomic ratio of a sample. Due to different 
photoionization cross sections σ, inelastic mean free path λ, and electron transmission 
function T of the analyser the peak intensity IX of the individual atomic lines have to be 
weighted by an atomic sensitivity factor ASFX which includes these corrections. The cross 
section and inelastic mean free path can be obtained from data tables [TAN94], [YEH85]. 
Because the electron transmission function is a property of the analyser it has to be measured 
separately. Equation 7 then gives the atomic ratio of two species A and B. In summary the 
atomic ratio will have an error of about 5 %. 
NA
NB
=
IA ASFA
IB ASFB
 (7) 
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2.2 X-ray absorption spectroscopy (XAS) 
X-ray absorption probes the absorption cross-section σx of the material as a function of the 
excitation energy of the X-ray beam. The intensity of the transmitted X-ray beam through a 
sample is given by the Beer-Lambert law (Equation 8). 
I = I0e
− µ(x )dx∫  (8) 
The absorption coefficient µ(x) has a linear dependence on the absorption cross-section σx of 
the material. The absorption cross section can be derived from Fermi's Golden rule 
(Equation 9).  
 
σ x ∝ Pif =
2π

f V i 2 ⋅δ Ef − Ei − ω( )  (9) 
A finite transition probability per unit time Pif is given only if  ω = Ef − Ei  is fulfilled. For 
an excitation from a discrete state into a discrete state this would give a delta function. On the 
other hand the excitation from a discrete state into the continuum (vacuum for PES) would 
give a step-function. Its height is proportional to the concentration of the specific atom of the 
initial discrete state.  
As XAS probes the transitions from a core level into unoccupied state absorption appears 
only if both, core level and unoccupied state, have an overlap in their wave functions. Due to 
this XAS is very element specific and probes the partial density of states (pDOS). By 
hybridization and/or charge transfer the absorption into additional states of neighbour atoms 
is possible due to a now excising overlap in the wave function of both atoms. The next 
neighbour must not be necessarily of the same atomic species but can be any other element. 
The wave-function overlap of unoccupied states of neighbouring atoms is of high importance 
for the subsequent decay processes of the excited atom, which are one of the key aspects of 
this work. 
 
2.2.1 Dipole selection rules 
In Equation 9 V is the perturbation between final and initial states f  and i , respectively. 
For the interaction of spinless particles with a charge e and mass m with an electromagnetic 
field (optical excitation) the perturbation V  is proportional to the dipole operator e ⋅r . 
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As a consequence the dipole selection rules have to be taken into account for the transitions, 
especially when polarized radiation is utilized. I.e.: 
1. Angular momentum quantum number: Δl= ±1 
2. Magnetic quantum number: Δm= 0, ±1 
3. Spin quantum number: Δs= 0 
4. Parity of wave-functions has to change: πf = -πi 
But also spin-orbit coupling has to be taken into account. Light and heavy atoms are treated 
here separately, both having different selection rules. 
Atoms as multi electron systems are described by their primary quantum number n, angular 
momentum number L, spin quantum number S and total angular momentum J and are thus 
represented by the term symbol 2S+1LJ . L is always an upper character of 
"S, P, D, F, G, H, I, K,...". 
For light atoms as the interaction between an electron's angular momentum and orbital 
momentum is weak it can be treated by a perturbation of the Hamiltonian (LS-coupling). 
Thus for light atoms as multi electrons system the following rules with J= L+S 
( J = L − S ,...,L + S ) have to be considered: 
1. Orbital angular momentum: ΔL= 0, ±1 (transition from L= 0 to L= 0 is not allowed) 
2. Spin: ΔS= 0 
3. Total angular momentum: ΔJ= 0, ±1 (transition from J= 0 to J= 0 is not allowed) 
In case of intermediate coupling: 
• If ΔS= 0 then ΔL= 0, ±1, ±2 
For heavy atoms the coupling term cannot be considered as a perturbation anymore. Here 
jj-coupling is a better way to quantify the electron energy states. Instead of coupling of the 
total L and S the individual single l couple to their corresponding s ( J = ji
i
∑ = li + si
i
∑ ): 
1. Total angular momentum: ΔJ= 0, ±1 (transition from J= 0 to J= 0 is not allowed) 
2. Angular momentum quantum number: Δj= 0, ±1 
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2.3 Resonant photoemission (resPES) 
Resonant photoemission can be considered as photoelectron energy resolved XAS. The 
integral XAS spectrum will be split into its individual PES spectra contributions for each 
excitation energy value. 
ResPES is based on the fact that at the particular core level absorption edge the absorption 
cross section for the particular element increases drastically. It is of several orders of 
magnitude higher than for the other elements present in the material. Due to the increased 
absorption cross section and the decay processes of resonantly created core holes the 
particular density of states of the element probed are amplified. Hence, resPES valence bands 
give evidence about the partial density of valence band states (occupied states). For a 
complete set of resPES VB spectra, where the excitation energy over the core level 
absorption edge is scanned, also the partial density of states of the CB is probed.  
 
2.3.1 Kramers-Heisenberg 
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Figure 2.1: Schematic picture of the Kramers-Heisenberg mechanism. The Figure was 
reproduced from [GLA09]. 
 
The resonant excitation and decay mechanisms can be described by the Kramers-Heisenberg 
mechanism (Figure 2.1 and Equation 10) [GLA09]. An electron from the ground state g  is 
excited into an intermediate state n  modulated in intensity by the transition operator T1 . 
The lifetime of the intermediate state Γn  determines the full width of these resonances. The 
intermediate state n  will then decay under the emission of electrons into a final state f . 
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A second transition operator T2  describes this decay process. In particular T2  describes the 
Auger decay processes. 
F(Ω,ω ) = f T2 n n T1 g
Eg − En +Ω− i
Γ INT
2
n
∑
f
∑
2
⋅
ΓFIN
2π
Eg − Ef +Ω−ω( )2 + ΓFIN
2
4
 (10) 
The Kramers-Heisenberg formulation of resonant photoemission already indicates that the 
absorption and de-excitation process occurs on the same atom. 
 
2.3.2 Decay of the excited state 
The understanding of core and valence hole decay processes plays an important role for the 
interpretation of PES spectra, especially under resonant excitation. In particular lifetime, 
screening, hybridization, and bonding arrangements influence the decay of core and valence 
holes. 
Two competing processes do take part in the complex process of the core hole decay. First of 
all the core hole is refilled by an electron from a higher (sub)shell. Inverse to PES the energy 
difference can be emitted as a photon. As this is an optical process the dipole selection rules 
have to be fulfilled.  
The emission of an electron after the core hole decay is more complex e.g., via spectator or 
participator Auger decay. The Coulomb operator describes these Auger decays rather than the 
dipole operator and therefore the Auger decay do not have to obey the dipole selection rules. 
The fraction of the kind of decays via emission of photons or electrons depends on the atomic 
number Z [KRA79a]. 
For light elements (Z< 15) the Auger decay is the dominant decay mechanism for K-level 
transitions (> 90 %), but the fluorescence yield gradually increases with Z and is dominant 
for Z> 60 (equal at Z= 30). 
In the following only the Auger decay processes will be discussed as the radiative decay 
processes are not of relevance for this thesis with focus on PES. 
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Figure 2.2: Schematic picture of the Participator Auger decay with a 1h final state and the 
Spectator Auger decay with a 2h final state. The slope in a EBind ω( )  
diagram defines the angle α. 
 
2.3.2.1 Participator Auger decay 
After the excitation of a core level into an unoccupied state above the Fermi energy (in this 
example at the C1s resonance) the atom is in an excited intermediate state (denoted by the 
asterisk in Equation 11). The minimum energy required to excite from a core level into 
unoccupied states is determined by its binding energy. 
 
1s2 2s2 2pn⎡⎣ ⎤⎦ + ω → 1s12s2 2p((n)+1)
*⎡⎣ ⎤⎦  (11) 
In case of the participator Auger decay the initial excited core electron will "take part" in the 
decay process of the core hole (Equation 12). In consequence we have only one valence hole 
in the final state (Figure 2.2). 
1s12s2 2p(n+1)
*⎡⎣ ⎤⎦→ 1s2 2s2 2p(n−1)⎡⎣ ⎤⎦ + e−  (12) 
The final state of a participator Auger decay is identical to the one of direct photoemission of 
the particular valence electron (Equation 13). 
 1s
2 2s2 2pn⎡⎣ ⎤⎦ + ω → 1s2 2s2 2p(n−1)⎡⎣ ⎤⎦ + e−  (13) 
Hence, the kinetic energy of the emitted Auger electron depends on the excitation energy. 
The participator Auger decay lines appear as well as core level and valence state 
photoemission lines at constant binding energy (α= 0°, Figure 2.2). 
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2.3.2.2 Spectator Auger decay 
1s12s2 2p(n+1)*⎡⎣ ⎤⎦→ 1s
2 2s2 2p((n−2)+1)*⎡⎣ ⎤⎦ + e
−  (14) 
In case of the spectator Auger decay the atom will stay in an excited state. The core hole will 
be refilled by one valence electron under emission of a second valence electron. As a result 
we have to deal with two valence holes in the final state. The kinetic energy of the emitted 
Auger electron is only determined by the energy difference of the initial core level and the 
energy level of the refilling electron. It is therefore independent on the provided excitation 
energy. Thus a spectator Auger decay appears under constant kinetic energy (α= 45°, 
Figure 2.2). 
Spectator Auger transitions (τ ≈ 1 fs) are slower than Participator Auger transitions 
(τ ≈ 500 as) as one more electron is involved in the decay process (see Table 2.1). 
As already discovered in 1935 by D. Coster and R. Kronig there exist two other faster Auger 
decay processes, which can reduce the intensity of the normal Auger decay process [COS35]. 
A low normal Auger decay intensity does not necessarily mean that the decay of the core 
hole took place by a fluorescence process. Here, if possible, the Coster-Kronig decay can be 
responsible. The following two Coster-Kronig decays are not possible for K shell holes but 
for higher subshells. 
 
2.3.2.3 Coster-Kronig decay 
If the initial hole and one of the two initial electrons involved in the decay process have the 
same principal quantum numbers (e.g. L2L3M45) the Auger transition is called a 
Coster-Kronig transition [MCG72]. 
 
2.3.2.4 Super Coster-Kronig 
On the other hand if the initial hole and both initial electrons involved have the same 
principal quantum numbers (e.g. M23M45M45) the Auger transition is called a 
Super Coster-Kronig transition [MCG72]. In contrast to the Coster-Kronig transition 
Super Coster-Kronig transitions are only possible for M shell electrons and upward. 
A short summary about the lifetimes of these Auger decay processes is given in Table 2.1. 
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Table 2.1: Overview of the typical lifetime of the different core hole decay processes. 
Process Holes in final sate Lifetime τ Reference 
Excitation - < 1 as - 
Participator 1h 500 as - 
Spectator 2h 1 fs [KRA79b] 
Coster-Kronig 2h < Spectator - 
Super Coster-Kronig 2h 1/10 Coster Kronig - 
Core hole - < 6 fs [FOE06] 
 
2.3.2.5 Auger decay – selection rules 
A KVV Auger transition c à jk where the primary core hole c decays via two valence states 
j and k under emission of an Auger electron e is described by the coulomb and exchange 
matrix elements Jjk and Kjk = Jkj, respectively. Jjk (Kjk) depends on the four orbitals of e, c, j, 
and k and is given by Equation 15 [SIE75], [UMB84]. 
J jk = ϕ jϕk
e2
r ϕcϕe  (15) 
Approximating the continuum by a spherical wave centred at the atom and neglecting matrix 
elements with contributions of neighbouring atoms can simplify these matrix elements. This 
assumption is only valid if most of the charge density is located on the same atom as the 
primary core hole for instance oxygen in water.  
The orbital wave function can just be described in this simple approximation by the quantum 
numbers l and m. It is now possible to calculate the intensity of the Auger decay transition by 
the sum over all channels of l and m. For the involved valence states j and k it is then given 
by Equations 16, 17, and 18 [SIE75]. 
I jk (singlet)∝ Jlm, jk + Klm, jk
2
lm
∑ ,    j≠ k  (16) 
I jk (triplet)∝ 3 Jlm, jk − Klm, jk
2
lm
∑ ,    j≠ k  (17) 
I jk ∝ 2 Jlm, jk
2
lm
∑ ,    j=k  (18) 
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In the one-electron picture the kinetic energy of the Auger decay line with the Intensity Ijk 
can be approximated by Equation 19 [UMB84]. 
Ekin = Ebind, c − Ebind, j − Ebind, k −Ueff ( j,k;s)  (19) 
The kinetic energy depends on the binding energy of the core hole (Ebind, c), the valence 
electron j (Ebind, j), the valence electron k (Ebind, k), and Ueff, which includes spin-dependent 
interaction, coulomb repulsion, and static relaxation. 
As the coulomb operator is a scalar operator the angular momentum quantum numbers are 
preserved in the Auger decay. For the final state consisting of the atom and the emitted Auger 
electron with Πb and Πa as their combined parity of the initial and final ionic state the 
selection rules of the coulomb matrix element are given in Equation 20 [CLE01]. 
ΔS = ΔL = ΔJ = ΔMS = ΔML = 0,    Πa =Πb  (20) 
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2.3.3 ResPES diagram 
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Figure 2.3: Schematic picture of the 2D resPES diagram. The initial state energy 
(valence band) is the ordinate and the abscissa reflects the excitation energy 
(conduction band). The 2nd order core level excitation is indicated in the 
lower left corner by the grey line. Valence band state photoemissions are 
shown in blue, the spectator Auger (α= 45°) and participator Auger decay 
(α= 0°) are indicated by green lines. The angle α is defined by the slope in this 
EBind ω( ) diagram (red). Constant initial state (CIS; α= 0°) and constant 
final state (CFS; α= 45°) spectra are indicated by black arrows. 
 
The resPES diagram, which consists of typically 100 valence band spectra, reflects the full 
resPES dataset used in this thesis (Figure 2.3). 
Experimental basics and details 
 
 
30   
The initial valence state energy is the ordinate and the abscissa reflects the excitation energy. 
The electron yield intensity is usually given in a colour coded logarithmic contour plot, where 
the brightness corresponds directly to the intensity. In this resPES diagram the Auger, 
constant initial state (CIS), constant final state (CFS), and XAS data are displayed 
simultaneously. In terms of such a  EBind ω( )  diagram valence band features appear at 
constant binding energy (α= 0°, blue line in Figure 2.3). The two-hole final state Auger decay 
(spectator decay) is propagating under constant kinetic energy (α= 45°, green C2p++ line in 
Figure 2.3). A participator Auger decay (one-hole final state) appears at constant binding 
energy and leads to resonances in the valence band states (α= 0°, green C2p+ line in 
Figure 2.3). The second order core electron excitation is found in the lower left corner and 
can be used to identify the Fermi energy position for XAS. 
 
2.3.4 Determination of Fermi energy in resPES diagram 
A special case for resPES is the parallel excitation of the core level by 1st and 2nd order light 
at synchrotron beamlines with a PGM monochromator. At resonant excitation the 2nd order 
line can be used to deduce the position of EF in XAS spectra (Figure 2.3). 
The energy of the first and second diffraction order of the monochromator, meeting both the 
requirements of the exit slit and optics to reach the sample, have the following relation taking 
into account core level excitation and "Fermi” excitation:  
 EKin. Core = 2 ⋅ω1st order + EBind. core = ω 2nd order + EBind. core ≅ EKin. Fermi  (21) 
As both, the XAS and 2nd order line spectrum are recorded in the same spectra and 
influenced by the same potential they also see the same Exciton shift. If the second order core 
level – at core level resonance – and a first order core level – far away from resonance – 
show the same core level binding energy no Exciton shift is present and the approximation in 
the XAS spectra is valid. 
Hence, the excitation energy of the zero initial state crossing of the 2nd order line determines 
the Fermi energy in a resPES diagram. For instance, this is the case when the core Exciton is 
replaced by a localized Exciton, i.e. the excited electron is bound to a valence hole localized 
by polarization of charges rather than to the initial core hole. 
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2.3.5 FANO resonance 
A FANO resonance is the interference of two excitation channels. The interference is 
possible when for both emission channels the final state electron configuration is the same 
[FAN66]. 
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Figure 2.4: FANO resonance mechanism. The channel α corresponds to a photoemission 
of a C2s valence band state involving an intermediate trapping level TL and 
channel β to a direct photoemission of a C2s valence band state. 
 
Under resonant excitation for instance at the carbon 1s resonance the emission of carbon 2s 
valence band states is resonantly enhanced as both states are coupled together: γ 1s + 2s . 
For a trap state TL near a continuum of states the photo emitted electron from a C2s VB state 
can be excited into in this trapping level as an intermediate state before it is further emitted 
into the continuum. This is considered as channel α of the FANO resonance (Figure 2.4). 
Channel β is simply the direct photoemission without involving the trapping level. 
In both processes the initial state of the C1s atom and the final state with a VB hole in the 
C2s level are the same. Both emitted electrons by channel α and β have the same kinetic 
energy and can interfere. The result is a FANO profile at the C2s VB level.  
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The intensity of the emission can be described by the FANO line shape (Equation 22) 
[FAN66].  
 
I(ω )  ε + q( )
2
ε 2 +1  
(22) 
The FANO parameter q describes the ratio of the transition probabilities into channel α or β 
q2 = α
2
δ ⋅ β 2
⎛
⎝⎜
⎞
⎠⎟
 with δ as the number of unperturbed continuum states for direct 
photoemission β. The reduced energy ε depends on the excitation energy ħω, the binding 
energy (TLBE) and the Full Width at Half Maximum (FWHM) of the particular trapping state 
(TLFWHM): 
 
ε = ω −TLBETLFWHM 2
 (23) 
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2.4 Experimental setup 
 
Figure 2.5: Experimental Setup of the ASAM Endstation at the beamline U49/2-PGM2 at 
BESSY II, Helmholtz-Zentrum Berlin.† 
 
The U49/2-PGM2 beamline at BESSY II is based on a planar hybrid Undulator with a period 
length of 49.4 mm and 84 periods. It is equipped with a Jenoptik collimated plane grating 
monochromator with switchable gratings of 1000 l/mm and 300 l/mm [FOL01]. The 
resolving power of the monochromator is E/ΔE= 10.000 and it is aligned via N2 gas phase 
1s→π* core hole absorption. An automatic switching ability between 1st, 3rd, and 5th 
harmonic covers an excitation energy range of 85 eV to 1890 eV. The accuracy of the 
excitation energy setting is better than 0.1 eV. 
                                                
 
† CAD draw of Experimental Setup by Guido Beuckert. 
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In addition the resolution of the photon beam depends on the setting of the exit slit. 
For the experiments an exit slit of 10 µm for photoemission measurements and an exit slit of 
20 µm for XAS and resPES diagram measurements both in multi-bunch hybrid mode of the 
synchrotron (≈ 300 mA ring current at 1.7 GeV) was used. The most common exit slit 
settings with possible energy resolution are given in Table 2.2. 
 
Table 2.2:  Overview of the most common energy settings. The values in meV represent 
the experimental broadening of the beamline without additional broadening 
by the experimental station. 
 Exit slit 
Excitation energy 10 µm 20 µm 30 µm 
150 eV 2.6 5.2 7.8 
285 eV 6.8 13.6 24 
300 eV 7.4 14.7 22.1 
530 eV 17.3 34.6 51.9 
640 eV 22.9 45.9 68.8 
780 eV 30.9 61.7 92.6 
900 eV 38.3 76.5 114.8 
1000 eV 44.8 89.6 134.4 
1200 eV 58.9 117.8 176.7 
 
The Near Edge X-ray Absorption Fine Structure (NEXAFS) chamber (Figure 2.5) consists of 
a Multi Channel Plate  (MCP) detector for the fluorescence yield (TFY) at an angle of 55° 
with respect to the incident photon beam. A Keithley picoammeter‡ is used for measuring the 
sample current {total electron yield (TEY)}. Another Keithley picoammeter is used for 
measuring the photon flux (I0) obtained from the refocusing mirror as the mirror-current or a 
gold-mesh that was put into the beam. 
                                                
 
‡ Keithley Model 487 Picoammeter/Voltage Source. 
Experimental basics and details 
 
 
  35 
An ARM interface controller (SPECS Armin 10) collects the digital count signal of the MCP 
and the analogue signals from the picoammeters and is connected to the measurement 
computer.  
In case of the ASAM system (Figure 2.5) the MCP detector is replaced by a 
SPECS Phoibos 150 hemispherical electron analyser with a 2D-CCD (10 virtual channels) or 
by a Surface-Concepts 1D-DLD§ electron detector (100 virtual channels). TEY and I0 
measurements are carried out in the same way as for the NEXAFS system. 
The SpecsLab2 measurement software allows the parallel measurement of TFY or PES, TEY 
and I0. It also controls the selection of the desired excitation energy via a connection to the 
beamline computer. Automatic selection of the excitation energy is a necessary requirement 
for X-ray absorption measurements.  
This enables the use of PES, resPES, CIS, and CFS measurement modes. An external 
program can create templates for resPES diagram measurements routinely for SpecsLab2. 
                                                
 
§ Delay Line Detector. 
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2.5 Data normalization 
Due to the contamination of X-ray optics in the synchrotron beamline by nitrogen, oxygen, 
and especially carbon the recorded X-ray absorption spectra do not show the real spectra of 
the pure substance under investigation. The contamination can produce artefacts and can even 
dominate the as-recorded spectra. Therefore it is necessary to correct the spectra regarding 
these contaminations.  
A correction spectra which contains the flux intensity of the storage ring and the 
contaminations from the beamline optics was obtained from either the photocurrent of a 
GaAs diode that was put into the beam (before the installation of the Refocusing-Mirror at 
the U49/2-PGM2), by using the mirror current of the installed refocusing-mirror (after its 
installation at the U49/2-PGM2), a gold-mesh (90 % transmittance), or by using the sample 
current of a sputter cleaned gold reference sample. Each of these reference signals is 
equivalent and is referred in the following only as I0. Detailed information on the XAS 
normalization process can also be found in [WAT06]. 
 
2.5.1 XAS normalization 
For standard XAS measurements the recorded raw spectra have to be divided by an offset, 
slope, and energy shift corrected I0 spectrum. The offset and slope compensate for the 
different detector sensitivity and gain of the used detectors. An energy shift in the wavelength 
space (the monochromator energy drift is linear in the wavelength space) is necessary to 
compensate time dependent drifts of the energy if I0 and raw spectrum are not measured in 
parallel. This process has been automated in OriginPro as shown in Figure 2.6. After the I0 
correction each spectrum was normalized before the absorption edge to zero and to one at the 
high excitation energy side of the recorded spectra (0-1 edge-jump normalization). 
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Figure 2.6: Example of the XAS normalization process of PCBM at the C1s edge. The TFY 
and TEY spectra are shown in green and orange, respectively. The bottom 
panel depicts the raw data spectrum (solid line) and the offset, gain, and 
energy shift corrected I0 spectrum (dashed line). In the top panel the I0 
corrected and 0-1 edge jump normalized raw data are shown. 
 
2.5.2 ResPES diagram normalization 
Resonant photoemission diagrams have to be corrected in the same way as the XAS spectra. 
This is done by dividing the raw data matrix by an appropriate I0 spectrum. The appropriate 
I0 spectrum is obtained by normalizing the integrated resPES diagram. In addition, especially 
at the C1s edge, the 2nd order excitation line of the core level has to be taken into account. As 
the 2nd order excitation line is excited by second order light the flux is different and in 
principle the I0 of the double excitation energy has to be used only to correct this single line. 
For the sake of convenience, and also because the 2nd order light shows monotone behaviour 
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or is of low intensity at the absorption edges under investigation in this work the additional 
correction by a 2nd order I0 spectrum is neglected. 
Only at the C1s edge a correction for the 2nd order excitation line was performed. 
In Figure 2.7 this three step process is displayed: (a) the uncorrected raw resPES diagram, 
(b) the I0 corrected resPES diagram, and (c) the I0 and 2nd order corrected resPES diagram. 
This process is applied to all measured C1s edge resPES diagrams in this work. 
  
280 285 290 295 300
0
-5
-10
-15
-20
-25
-30
-35
in
iti
al
 s
ta
te
 e
ne
rg
y 
/ e
V
excitation energy / eV
280 285 290 295 300
0
-5
-10
-15
-20
-25
-30
-35
in
iti
al
 s
ta
te
 e
ne
rg
y 
/ e
V
excitation energy / eV
280 285 290 295 300
0
-5
-10
-15
-20
-25
-30
-35
in
iti
al
 s
ta
te
 e
ne
rg
y 
/ e
V
excitation energy / eV
(a)          0.) raw data (b)           1.) I0 corr. (c)  2.) I0 + 2nd order corr.  
 
Figure 2.7: Example of resPES diagram normalization in two steps at the C1s edge of 
PCBM: (a) the raw uncorrected resPES diagram, (b) the raw I0 corrected 
resPES diagram, and (c) the raw I0 and 2nd order corrected resPES diagram. 
 
2.5.3 PES normalization 
Photoemission spectra are simply divided by the parallel measured current from the flux 
monitor (refocusing-mirror or gold mesh in the gas-cell). 
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2.6 Sample preparation 
2.6.1 Organic material 
PCBM (purity 99.5 %), rr-P3HT (purity 99.995 %, Mn= 54000-75000), rra-P3HT 
{1:1 (head-to-head):(head-to-tail) linkages of regioisomers}, and Indium tin oxide (ITO) 
coated glass slides with a surface resistivity of 30-60 Ω/□ were purchased from Sigma-
Aldrich.  
P3HT and PCBM layers were prepared using the spin-coating technique. ITO glass slides of 
1x1cm2 were used as the substrate. 
P3HT was dissolved in chloroform giving film thickness of about 100 nm for 1 wt% and 
170 nm for 2 wt% (15 sec at 1500 rpm). 
Chloroform was used as solvent for PCBM (2 wt%). The chosen spin coating speed (15 sec at 
1500 rpm) led to film thicknesses of about 50 nm after drying. 
All samples were annealed at 140 °C for 30 min to improve the crystallinity. The preparation 
and the transport of the samples were done under inert argon atmosphere. 
 
2.6.2 HOPG 
The HOPG sample (supplied by Veeco) was cleaved several times using Scotch tape right 
before the introduction into the vacuum system and the measurement [GEI11]. In this way a 
fresh surface without contamination was obtained (under the detection limit of synchrotron 
radiation photoelectron spectroscopy). 
 
2.6.3 Graphene 
Graphene flakes grade AO-2 and AO-4 were obtained from Graphene-supermarket**. The 
powder was annealed at 1000 °C under nitrogen atmosphere for 30 min. In this way high 
quality Graphene flakes were obtained. 
                                                
 
** http://graphene-supermarket.com/ 
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A high quality Graphene reference sample on Ni(111) was prepared by a CVD process 
(prepared and delivered by MPI Stuttgart). The Ni(111) substrate layer was grown epitaxial 
on an MgO(111) substrate [IWA11]. 
Graphene layers on Cu were prepared by a CVD process and while those on SiO2 are 
transferred from the Graphene-on-Cu process. Both, monolayer Graphene on Cu and SiO2 
were obtained from Graphenea††. 
 
2.6.4 OER Catalyst 
The Co-PI catalysts were prepared as described in literature [ESS11]. Anodized Nickel was 
used as a substrate (2 mA cm-1 in 1M KOH for 5 min), a Pt foil as the counter electrode, and 
a Ag/AgCl reference electrode. The deposition of the cobalt catalyst was performed in an 
electrolyte containing 0.5mM Co(NO3)2·6H2O, 0.1M potassium phosphate (K2HPO4, and 
KH2PO4) (pH= 7.0). Cyclic voltammetry sweeps were performed with a VersaSTAT 4 
potentiostat in a potential range of -1.5 V to 1.5 V with a sweep rate of 0.5 V/s until a steady 
state was reached. 
The catalyst films were deposited at a constant potential of 1.1 V. By increasing the 
deposition time at the given potential the deposited amount of Co ions is increased. The as 
deposited charge is normalized to the surface area of the sample (0.38 cm2) and can be used 
as a measure of the film thickness of each sample (0.3 C/cm2 up to 4.5 C/cm2). For increased 
deposition time of the Co-PI layer – the charge density (C/cm2) – the Co-PI layer thickness is 
increased and a bulk-like Co-PI catalyst is grown. 
After preparation the samples were rinsed with ultra-pure water (18 MΩ) before the 
introduction into the UHV system. 
                                                
 
†† http://www.graphenea.com/ 
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Chapter 3 Results 
In this chapter the results on the three different systems organic semiconductors, Graphene, 
and OER catalyst Co-PI will be described in detail. 
Beginning with charge carriers (Polarons and Excitons) in P3HT and PCBM the first 
combination of a new multiple Auger decay {spectator-participator (S+P)} is observed. 
This is followed by Excitons in HOPG and Graphene. Another two new combinations of 
Auger decay processes {double spectator (S+S) Auger and double spectator (S+S)* 
Auger-Gain decay} are observed here which are characteristic for free-standing Graphene. 
Last, the results on Co-PI will be presented. Core level PES is used to deduce the structural 
motif and oxidation state. Parallel study of the Co2p and O1s resPES give evidence about the 
spin and oxidation state of the particular cobalt and oxygen states. By the use of the multiple 
Auger combinations the existence of localized in-gap states (localized charge transfer states – 
a special class of Polaron and exciton states in TM-oxides) is evident. 
 
3.1 P3HT 
3.1.1 XRD and UV-Vis 
The as prepared regioregular-Poly(3-hexylthiophene-2,5-diyl) films were characterized by 
optical (UV-Vis) and surface characterizing methods {AFM, X-ray diffraction (XRD)}. The 
results are briefly summarized here. Atomic force microscopy showed no pinholes and is also 
used to give an estimation of the film thickness with a roughness of RMS= 10 nm. 
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Figure 3.1: X-ray Diffraction (Cu Kα) measurements‡‡ of annealed rr-P3HT and annealed 
rra-P3HT (a). ITO background was subtracted from a separate measured 
sample. UV-Vis absorption spectra of rr-P3HT§§ (b). The electronic (Egap,el.) 
and optical (Egap,opt.) band gaps are indicated. 
 
In X-ray Diffraction (Cu Kα) measurements rr-P3HT showed reflexes at 2Θ= 5.4°, 10.8°, and 
16.2° resulting in an inter-chain distance of A= 1.64 nm (Figure 3.1a). In contrast rra-P3HT 
did not show any features. The correlation length LC of 10 nm was determined using 
Scherrer's equation and the FWHM of the (100) peak [YAN96]. It can be identified as the 
crystallite size and its value is in agreement with the literature [JOS09]. 
From the UV-Vis absorption data of the samples an optical band gap of 2.0±0.1 eV could be 
extracted (Figure 3.1b). The π-π* absorption, starting at 2 eV, also shows vibronic fine 
structure. This indicates as well that π-π stacking occurred in rr-P3HT [FAN11], [YAM98]. 
The optical transitions of 2D- and 1D-Polarons are represented through the weak peak below 
0.5 eV and the weak broad absorption centred on 1.3 eV. The particular transition energies 
for 2D-Polarons are determined in more sensitive data (TFY and TEY-XAS). They are 
                                                
 
‡‡ XRD measurements by Mathias Kappa (BTU Cottbus). 
§§ UV-Vis measurements of rr-P3HT were performed by Shine Philip (BTU Cottbus) at HZB, 
Berlin-Wannsee. 
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calculated by the energetic position of Polaron features in the high resolution XAS data. The 
Polarons are originating from the charge transfer at the interface as discussed later. 
 
3.1.2 Core level 
The core level spectra of rr-P3HT give evidence about correct composition of the layer and 
possible oxidation of the layer. For referencing the C1s X-ray absorption spectra and resPES 
profile to the Fermi level the binding energy of the C1s core level has to be known. 
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Figure 3.2: Overview spectrum of rr-P3HT at an excitation energy of 640 eV. The inset 
shows the range where the O1s core level would be expected. The oxygen 
content is under the detection limit of synchrotron radiation photoemission 
(SR-PES). 
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Figure 3.3: S2p (a) and C1s (b) core level spectra of rr-P3HT taken at an excitation 
energy of 640 eV. The circles represent the measurement data whereas the 
solid lines show the peak decomposition. Carbon 1s peaks 4 and 5 are shown 
magnified (x15) in addition. 
 
An overview spectrum of rr-P3HT is shown in Figure 3.2. No traces of oxygen are detectable 
(inset of Figure 3.2). 
In Figure 3.3 the S2p and C1s core level spectra of a pristine rr-P3HT film are shown. A peak 
decomposition of the corresponding core level spectra was performed and is included in 
Figure 3.3. Voigt-profiles were used in this process. The peak position and FWHM values of 
all contributions of the C1s and S2p core level that are obtained from the peak decomposition 
are listed in Table 3.1. 
In the S2p core level spectrum the S2p3/2 component is found at -163.75 eV. A small satellite 
feature is observed at the higher binding energy side at -166 eV, which can be attributed to 
oxidized sulphur species [FAN11]. 
The main C1s core level line is found at a binding energy of -284.83 eV. Satellites are visible 
on the higher binding energy side at about -287.36 eV and -289.74 eV, which can be 
attributed to π-π* shakeup transitions [KEA90], [SAL88]. 
From the X-ray photoemission spectroscopy (XPS) peak intensities the stoichiometry was 
determined, which is found to be in excellent agreement with the expected composition of 
rr-P3HT films (C/S= 10±0.5). 
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Table 3.1: Peak decomposition data of the C1s and S2p core level shown in Figure 3.3. 
Peak Assignment Peak Position / eV Area / %  
(FWHM / eV) 
S2p (1) S2p3/2 -163.75 65 (0.75) 
S2p (2) S2p1/2 -164.93 33 (0.75) 
S2p (3) ox. S  -166.00 2 (2.6) 
C1s (1) - -283.90 3.6 (0.55) 
C1s (2) C=C -284.83 85.5 (0.99) 
C1s (3) - -285.50 7.7 (1.06) 
C1s (4) π-π* shakeup -287.36 2.8 (1.63) 
C1s (5) π-π* shakeup -289.74 0.4 (1.24) 
 
3.1.3 C1s resPES 
For the identification of Excitons, Polarons, and especially in order to observe the 
propagation of the resonant Auger decay a full resPES profile at the C1s edge of rr-P3HT is 
necessary. 
For rr-P3HT the resPES diagram is shown Figure 3.4. The photoelectron intensity is 
color-coded and scaled logarithmic. 
The 2h final state Auger (spectator decay) is propagating under 45° (constant kinetic energy) 
as indicated by the black arrows.  
Below 292 eV and above 287 eV an additional Auger transition (white arrow) is observed.  
This Auger propagates under 67.5° and is assigned to a 3h final state, for which the model is 
given in Chapter 4.2.2.1 and is referred from here on as the (S+P) Auger decay.  
In the presence of the (S+P) Auger decay the spectator Auger decay (2h) is shifted by 5 eV 
towards higher kinetic energy from Ekin= 258 eV to Ekin= 263 eV. 
The 67.5° Auger decay does not start with the first absorption resonance at 285 eV (ET). It is 
obvious that the 67.5° Auger decay is starting at higher excitation energies at 287 eV (ES). 
The feature at 285 eV is therefore of different nature and will be discussed later on. 
In the resPES two valence bands – C2p π and C2p π-σ band – are marked. These are used 
further in the next section for the identification of excitonic states, polaronic states, and the 
conduction band minimum (CBM). 
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Figure 3.4: resPES diagram of rr-P3HT on ITO. The intensity of the signal is color-coded 
in a logarithmic scale. The white and black arrows indicate the 67.5° 3h 
(S+P) Auger and 45° 2h (S) Auger process, respectively. Indicated by the 
dashed line is the shift of the 2h (S) Auger between π*- and σ*-band. The 
position of the singlet (ES) and triplet (ET) Exciton is indicated on top. The 
CIS spectra are taken by horizontal cuts as indicated by the corresponding 
arrows. 
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3.1.4 Conduction and valence band 
Valence band and constant initial state spectra (conduction band) taken from the C1s resPES 
diagram (Figure 3.4) can be further use to evaluate the nature of the prominent features ET 
and ES of rr-P3HT. 
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Figure 3.5: The valence band spectra of rr-P3HT recorded at an excitation energy of 
280.0 eV (off-resonance), 285.4 eV (triplet π* Exciton resonance ET), 
287.2 eV (CBM, singlet π* Exciton ES) and 292.0 eV (σ* Exciton) (a). 
XAS spectra in constant initial state mode, in constant final state mode and the 
total electron and partial electron yield (TEY and PEY) of rr-P3HT (b). 
The excitonic levels are marked with ET (285.4 eV), ES (287.2 eV) and σ* 
(292 eV). P0 and P1 are related to polaronic contributions. 
 
In Figure 3.5a the Valence band spectra of rr-P3HT taken off-resonant at ħω= 280 eV, at the 
resonance of ET (285.4 eV), ES (287.2 eV), and σ* (292.0 eV) are shown. 
In the off-resonant spectra the valence band maximum is found at -0.43 eV, 
the C2p π/HOMO (1) between -0.5 eV and -2.5 eV, the S3p π (2) at -3.4 eV, the S3p-C2p 
states (3) between -5 eV and -12 eV, and the C2s-S3s bands (4) between -12 eV and -20 eV 
[DAN93], [FUJ90], [GHI96], [SAL88]. 
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All resonant VB-spectra show three resonances labelled A, B, and C in Figure 3.5a. They 
correspond to the HOMO (A), S3p π (B), and onset to the C2p/S3p (C) band. Feature A is 
especially pronounced for ET (attributed to a triplet Exciton as discussed in Chapter 4.1.1). 
The increase in intensity is due to participator Auger decays (1h final state). Aside from that 
the major difference is found in the spectator Auger decay, as expected. From previous 
observations the contribution to each of the three VB-spectra should be fundamentally 
different due to the fact that at ET no spectator decay is observed, at ES the spectator Auger 
decay is following an angle of 67.5° and for the σ* spectrum the normal spectator is observed 
(Figure 3.4). 
Indeed, for the VB taken at the threshold of the σ* resonance at 292 eV the normal C-KLL 
Auger feature is found at a kinetic energy of 263 eV (Equation 5). At the π* threshold of 
287.2 eV this feature is broadened due to the observed 67.5° Auger decay, which is neither at 
constant kinetic energy nor at constant binding energy. In contrast the contribution to the first 
resonance at 285.4 eV, where no 67.5° or 45° Auger decay is observed, is broad and 
unstructured. From its profile the decay into the KLL Auger decay channels can be excluded. 
Therefore there must be different mechanisms or states involved. 
In Figure 3.5b several cuts of the rr-P3HT resPES diagram (Figure 3.4) at constant initial 
state energy (CIS) and constant kinetic energy (CFS) are shown. In addition, XAS spectra in 
the total electron and partial electron yield (TEY and PEY) are included. For TEY, the total 
electronic signal during the scan is measured, the PEY represents the integral over the 
corresponding resPES diagram. In all modes, a sharp resonance with a main peak at an 
excitation energy of 285.4 eV (ET) and a second feature as a sharp resonance for an 
excitation energy of 287.2 eV (ES) is present for rr-P3HT. 
Except for the excitation out of the C2p π band also a third resonance for an excitation energy 
of 292 eV (σ*) is observed. Smaller contributions on the low excitation energy side of ET are 
related to the polaronic states P0 and P1. 
Focusing on these resonances in rr-P3HT the first resonance ET is found to remain at constant 
excitation energy without any further intensity variation going to higher initial state energies. 
Instead the resonances at 287.2 eV (ES) and 292 eV (σ*) show a shift in excitation energy 
and an increase in their intensity for higher binding energies (from π towards σ states). The 
shift for ES and σ* is due to an increase in intensity of the π*-CB and σ*-CB peak, the overall 
intensity increase is due to the Auger decay. 
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It can be concluded that ET, ES, and σ* (292) are localized features. The energy shift of ES 
and σ* is due to the appearance of the π*- and σ*-bands. In particular, the apparently shifted 
ES feature is attributed to the CBM at 287.6 eV (Figure 3.5b). 
The localized features ES and σ* can be attributed to the singlet π* and σ* Excitons. From the 
energy shift of these peaks their binding energy can be extracted. A value of 0.4 eV is 
obtained for the π* Exciton and 1 eV for the σ* Exciton. These values are in agreement with 
the literature [DEI10], [HOR02]. 
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Figure 3.6: XAS spectra of rr- and rra-P3HT as measured in TFY mode (a). The 
difference curve (bottom) of these two spectra shows the existence of six peaks 
(P0, P1, P2, P3, ET, and ES). For a quantitative analysis the spectra are 
normalized to the absorption at 287.6 eV. The contributions of P0, P1, P2, and 
P3 are decomposed by Gaussian curves for the quantitative analysis. The 
contributions marked ET and ES are assigned to Excitons. 
TEY/TFY-XAS spectra for two different rr-P3HT layer thicknesses (b). When 
increasing the information depth relative to the substrate interface, the 
2D-Polaron intensity decreases. This gives evidence for a doping gradient. 
The extracted 2D-Polaron doping concentration for each spectra is labelled. 
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For both, the rr- and rra-P3HT films the XAS (TFY) spectra are shown in direct comparison 
in Figure 3.6a. The dominant features at the C1s edge are the peaks at 285.4 eV and around 
287.6 eV, in agreement with energies reported in literature [TOU88], [WAT11]. Very 
remarkable is the double peak structure (P0, P1) on the rise of the leading absorption band for 
rr-P3HT. It is readily observed that these features are much weaker in the rra-P3HT films. 
Focusing on these peaks the difference curve of both data sets {Figure 3.6a (bottom)} is 
shown in addition in order to identify the major distinction between the two polymer 
structures in the region below 287 eV. The additional peaks of rr-P3HT in comparison to 
rra-P3HT are labelled P0 (284.50 eV), P1 (284.85 eV), P2 (285.96 eV), P3 (286.32 eV), 
ET (285.4 eV), and ES (287.2 eV) (Table 3.2). 
 
In Figure 3.6b XAS data for two rr-P3HT films with different thickness are shown. The data 
clearly depict that the intensity of the polaronic states exhibit a gradient with distance to the 
interface. Here the bulk sensitive TFY probes the electronic structure closer to the interface. 
The surface sensitive TEY mode analyses the polymer apart from the interface. It is evident 
that the P0 and P1 features are more pronounced in the TFY mode rather than in the TEY 
mode of the same sample. 
 
Table 3.2:   Energy positions and FWHM values of the Polaron and Exciton levels 
evaluated from Figure 3.6a. 
Level Excitation energy / eV  FWHM / eV 
P0 284.50 0.4 
P1 284.85 0.4 
P2 285.96 0.5 
P3 286.32 0.5 
ET 285.40 0.6 
ES 287.20 1.9 
CBM 287.6 - 
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Figure 3.7: Combined UPS (He I) and C1s XAS spectra for doped rr-P3HT. The solid 
lines show the TFY (green), TEY (orange) and UPS (black) spectra. Red 
arrows mark the VBM and CBM. The energy levels of 1D (P1 and P2) and 2D-
Polarons (P0, P1, P2, and P3) are indicated by vertical lines; the features ET 
and ES are of excitonic nature and marked by black arrows. The SEO of P3HT 
on ITO and of plain ITO substrate (dashed line) are depicted. 
 
The combination of both the XAS and the UPS data enables the construction of the band 
scheme with the energy scale referred to the Fermi energy (Figure 3.7). The He-I valence 
band spectrum for rr-P3HT on ITO is also included in Figure 3.7. For the XAS spectra the 
Fermi energy is defined by EF= ħω-EC1s±Δ. Some screening of the core hole is expected 
which is included in Δ. It is used to adjust the data to the differences that are expected by 
comparison with optical data as well as by the use of different physical pictures. In these data 
the term EC1s±Δ was set to 284.5 eV. The screening Δ is about 0.3 eV and is in the order of 
the binding energy of ES (0.4eV). 
The position of the valence band minimum (VBM) is found to occur at -0.43 eV in agreement 
with previous work in our group [SCH03]. A work function of 3.93 eV for rr-P3HT on ITO is 
determined from the secondary electron onset (SEO). It is in good agreement with Xu et al. 
[XU09]. 
The CBM is assigned to the peak at 287.6 eV [FEN07], [DEI10]. From the VBM and the 
CBM difference an electronic band gap of about 3.5±0.2 eV is obtained for the doped 
rr-P3HT. 
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The observation of Polaron and Exciton features in the resPES profile, a photon in – electron 
out process, can be confirmed by resonant inelastic X-ray scattering (RIXS), a photon in – 
photon out process, in the next section. 
 
3.1.5 RIXS 
Resonant inelastic X-ray scattering as a photon in – photon out process is well suited to 
further clarify the existence of the polaronic and excitonic in-gap states. 
In Figure 3.8a a RIXS map of rr-P3HT is shown. The emission signal only covers the region 
of the π- and σ-bands  (285 eV – 270 eV). Here emission contributions of valence band π and 
σ states are found over the complete excitation energy range (284 eV – 300 eV). 
In contrast, in the resPES spectra (Figure 3.4 and Figure 3.5b) these valence band π and σ 
states only show contributions at the two resonances ET and ES. 
In respect to Figure 3.7 the position of the Fermi energy EF, VBM, and CBM are indicated. 
RIXS agrees very well to these results obtained from UPS and XAS (TEY). Especially the 
CBM position is shown in RIXS by a characteristic branch of the Rayleigh line at an 
excitation energy of 287.6 eV. 
Remarkably, the modulation of the elastic scattering channel (Rayleigh scattering; 
Figure 3.8b) is in agreement with the peak position of the polaronic (P0 – P3) and excitonic 
features (ET and ES). The elastic channel of RIXS gives further evidence about the 
assignment of these six features to Polarons and Excitons as they act as scattering centres in 
RIXS. This is another evidence for their localized nature. 
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Figure 3.8: Resonant Inelastic X-ray Scattering diagram of rr-P3HT*** (a). Vertical and 
horizontal red lines indicate the position of the Fermi energy. In addition 
vertical and horizontal white lines depict the VBM and CBM. The black arrow 
marks the Rayleigh line (yellow line). A second yellow line parallel to the 
Rayleigh line depicts the Raman loss of the π-π* transition. 
Comparison of the elastic RIXS channel {Rayleigh line, indicated by the black 
arrow in (a)} to the TFY spectrum (green) and integrated RIXS spectrum 
(dark red) of rr-P3HT (b). Indicated are the peak positions of the polaronic 
(P0 - P3) and excitonic features (ES and ET), which are obtained by a 
quantitative analysis of the spectra in Figure 3.6 (see Table 3.2). 
 
                                                
 
*** RIXS measurements have been performed by Marcus Bär and Regan Wilks at beamline 
8.0 (Advanced Light Source, Lawrence Berkeley National Laboratory, Berkeley, USA). 
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3.2 PCBM 
3.2.1 XRD and UV-Vis 
Phenyl-C61-butyric acid methyl ester was as well as P3HT briefly characterized by XRD and 
UV-Vis (Figure 3.9). 
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Figure 3.9: X-ray Diffraction (Cu Kα) measurements††† of annealed PCBM and ITO (a). 
The 2Θ peak positions for C60 and PCBM were taken from [SUB02] and 
[KAR11], respectively. UV-Vis absorption spectra of PCBM‡‡‡ (b). 
 
The XRD pattern of PCBM on ITO does not exhibit any of the reported characteristic peaks 
indicated by arrows in the graph (Figure 3.9a). Instead two small features are visible at 
2Θ= 6.5° (1.36 nm) and 2Θ= 7.2° (1.23 nm) indicating that a small quantity of the PCBM 
layer is in a crystalline phase. These angles are around half of the reported values for PCBM 
(13.9° and 16.7°; 25.3° and 29.3°) [KAR11]. 
                                                
 
††† XRD measurements by Mathias Kappa (BTU Cottbus). 
‡‡‡ UV-Vis measurements of PCBM were performed by Shine Philip (BTU Cottbus) at HZB, 
Berlin-Wannsee. 
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From the UV-Vis absorption data of PCBM an absorption onset of 1.75 eV is obtained which 
is in agreement with the optical band gap of PCBM [PRE10], [ZOO09]. 
 
3.2.2 Core levels 
In Figure 3.10 the O1s and C1s core level spectra of a pristine PCBM film are shown. A peak 
decomposition of the corresponding core level spectra was performed and is included in 
Figure 3.10. Voigt-profiles were used in this process.  
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Figure 3.10: O1s (a) and C1s (b) core level spectra of PCBM taken with an excitation 
energy of 640 eV. The circles represent the measurement data whereas the 
solid lines show the peak decomposition. The satellite structure (2-5) of the 
C1s core level is shown magnified. 
 
The peak positions and FWHM values of all contributions of the C1s and O1s core levels 
obtained from the peak decomposition are listed in Table 3.3. 
The main C1s core level line is found at a binding energy of -285.3 eV (1). Satellites are 
visible on the higher binding energy side (2-5), which are characteristic for PCBM [FEL09]. 
The two oxygen contributions from the ester group indicated as O1 (-534.1 eV) and 
O2 (-532.6 eV) in the O1s spectrum in Figure 3.10 are well resolved with a splitting of 
1.5 eV [LOP91]. 
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Table 3.3: Peak decomposition data of the C1s and O1s core levels shown in Figure 3.10. 
Peak Assignment 
[FEL09], [LOP91] 
Peak Position / eV Area / % 
(FWHM / eV) 
O1s (1) C=O -534.1 50 (1.20) 
O1s (2) C-O-C -532.6 50 (0.79) 
C1s (1) C=C (C60) -285.3 84 (0.61) 
C1s (2) C-C -286.1 3 (0.54) 
C1s (3) C-O -287.2 2 (0.93) 
C1s (4) C(O)O -289.3 3 (0.91) 
C1s (5) Shake-up π-π* -291.2 8 (3.0) 
 
3.2.3 C1s resPES 
For PCBM the resPES diagram is shown in Figure 3.11. In case of PCBM the C1s resPES 
diagram is rich on C1s-π* and C1s-σ* transitions. Thus the propagation of the resonant 
Auger decay is difficult to determine here. 
In case of PCBM the different valence band (π and σ) and conduction band states (π* and σ*) 
are clearly visible. Their position is marked for further discussion in the next section by black 
arrows to the right and to the top of Figure 3.11. 
Because of the high intensity of the molecular orbital transitions in the π*-band of PCBM 
(285 eV – 291 eV) the Auger transitions are hardly noticeable. The features propagating 
under 45° above 291 eV excitation energy are due to the carbon KLL Auger transition 
(2h final state, black arrow). Below 291 eV and above 285 eV, the KLL auger transition is 
shifted by 3 eV towards higher kinetic energy from Ekin= 264 eV to Ekin= 267 eV. A 
combined (S+P) Auger decay process (67.5°) in π*-band is hardly evident. Only the shifted 
KLL Auger decay indicates the presence of an (S+P) Auger decay process. 
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Figure 3.11: resPES diagram of PCBM on ITO. The intensity of the signal is color-coded in 
a logarithmic scale. The CIS and VB spectra are taken from these data by 
horizontal and vertical cuts as indicated by the corresponding arrows. The 
black arrows indicate the 45° 2h (S) Auger process in the π*-and σ*-band. 
Indicated by the dashed line is the shift of the 2h (S) Auger decay between the 
π*- and σ*-band. 
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3.2.4 Conduction and valence band 
The valence band and conduction band spectra at the excitation and initial state energies 
marked in Figure 3.11 will be further used to evaluate the nature of the conduction and 
valence band states. Based on this discussion the position of the singlet Exciton level, its 
binding energy and the electronic band gap can be deduced. 
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Figure 3.12: Valence band (a) and Conduction band spectra (b) of PCBM. The VB data are 
taken from Figure 3.11 at various excitation energies as indicated in 
Figure 3.11. An additional off-resonance VB spectrum is included recorded at 
150 eV. The CIS spectra are deduced from the resPES data as indicated by the 
arrows in Figure 3.11. In addition, the two upper curves correspond to the 
TEY and TFY XAS spectra (b). The peak assignment is shown in the 
off-resonant VB (a) and in the TFY data (b). The asterisk marks the second 
order of the C1s core level. 
 
In Figure 3.12a the valence band spectra of PCBM taken off-resonant at ħω= 150 eV and at 
resonance with ħω= 284.5 eV (π*1), 285.0 eV (π*p; phenyl side-group), and 288.4 eV (π*4) 
are shown. The valence band spectra at π*1 and π*p are significantly different to the other 
VBs at higher excitation energies. The π*1-VB exhibits three strong resonances 
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corresponding to the π1, π2, and π3-VB states, whereas the π*p-VB only exhibit an increase in 
photoemission for the second VB state (π2). In contrast, no significant resonances are 
observed in the valence bands taken at excitation energies of higher unoccupied states than 
these two. 
The conduction band of PCBM is represented by the XAS spectra in the total electron (TEY) 
and total fluorescence yield (TFY), which are shown in Figure 3.12b. The first six resonances 
are assigned to the π*1, π*p, π*2/3, π*4, and σ*5 band states [GER09], [KOL06], [PUT04]. 
The CIS spectra at VB states as indicated in the 150 eV spectra of Figure 3.12a are included 
in Figure 3.12b, too. These spectra are significantly different to the TEY and TFY spectra as 
they show the coupling of the respective VB state into the various CB states. The first π1 VB 
state couples only into the first π*1 resonance, i.e. the π-π* transition (π* Exciton).  
For the higher VB states with admixture of σ-character (π/σ4,5, π/σ6, σ7) also the coupling 
into the higher π* states is observed. 
From the data it can be concluded that the π-system of the side group shows no overlap with 
the π-system of the fullerene as discussed later. The π2 (primary phenyl) state couples only 
into the general excitonic state π*1 and into its own unoccupied band (π*p). 
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Figure 3.13: Combined data of the occupied (valence band at 150 eV excitation) and 
unoccupied states (conduction band, TEY at C1s edge) of PCBM. Both spectra 
are referred to the Fermi energy. The CB and VB states are assigned as listed 
in Table 3.4. The indirect band gap Egap,ind= 1.4±0.1 eV and direct band gap 
Egap= 2.0±0.1 eV are indicated. 
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The electronic structure of PCBM can be constructed by the combination of the valence band 
and XAS spectra (Figure 3.13). Both spectra can be referred to the Fermi energy. For the 
XAS spectra the Fermi energy is defined by EF= ħω-EC1s. In this case a value of 
EC1s= 285.3 eV was determined from core level and resPES measurements (Figure 3.10b and 
Figure 3.11). 
The assignment of the π- or σ-character to the individual peaks is done using the resonant 
valence band spectra and the CIS spectra of the corresponding peaks. The S and (S+P) Auger 
gives also an instrument for this classification. Based on these observations the peaks are 
assigned in Figure 3.13. 
The occupied/unoccupied π- and σ-band system of PCBM resembles the one of C60, showing 
the minor influence of the side group on the sp2-hybridized system as shown in [Frie11]. This 
is also evident from the CIS spectra. Only the π2 and π*p can be assigned to arise partly from 
states of the side group. 
With both, occupied and unoccupied states referred to the same energy scale, the electronic 
band gap as the energy difference between the VBM and the CBM can be extracted. As 
shown in Figure 3.13 the band gap is almost completely filled with states. These states can be 
assigned to scattering, defects or to excitonic excitation as discussed later. The value of 
Egap,ind= 1.4±0.1 eV, as the distance of the π1 and π*1 peak maxima, corresponds to the 
theoretical value of the indirect band gap in a PCBM crystal [NAP08]. Considering the first 
CB state π*1 as an excitonic state inside the gap the band gap is the distance between π1 and 
π*p carrying a value of Egap= 2.0±0.1 eV, which is in agreement with other experimental 
values [KOS06]. Both Egap and Egap,ind are indicated in Figure 3.13. 
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Table 3.4: Peak assignment of the VB and CB spectra. 
Character VB peak position [eV] CB peak position [eV] 
Pure π and π* -2.2: π1 C60 
-3.6: π2 phenyl 
284.5: π*1 Exciton 
285.0: π*p phenyl 
285.8: π*2 C60 
286.2: π*3 C60 
288.4: π*4 C60 
Overlap of π and σ -5.7: π3 (σ) C60 
-7.4: π/σ4 C60 
-8.1: π/σ5 C60 
-10.6: π/σ6 C60 
- 
Pure σ and σ* -13.3: σ7 C60 
-17.2: σ8 C60 
290.8: σ*5 C60 
 
Next, the result of the second class of materials will be presented starting with HOPG and 
Graphene flakes. 
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3.3 Graphene 
For the different Graphene systems a comparison of their C1s core level and C1s XAS 
spectra is done before the resPES results for each system are discussed individually. 
The resonant decay process at the C1s edge is discussed starting with Highly Ordered 
Pyrolytic Graphite as the basis and model system for further investigations of Graphene. It is 
further discussed for two grades of Graphene flakes and for monolayer Graphene on three 
different substrates (Ni, Cu, and SiO2). 
The single layers of the multi layer system of HOPG are bound among each other by van der 
Waals forces. Hence, in HOPG additional interlayer interactions are present that will 
influence the Auger decay processes in a similar way as the π-π stacking of rr-P3HT. 
 
3.3.1 C1s core level and XAS 
For HOPG and the different Graphene systems it is useful to have a comparative study of 
their C1s core level and properties because of their similarities in the structure. Likewise a 
comparison of the total electron yield X-ray absorption spectra of these systems is valuable. 
In Figure 3.14a a direct comparison of the C1s core levels of Graphene flakes, HOPG, and 
monolayer (ML) Graphene on different substrates obtained by synchrotron PES with an 
excitation energy of ħω= 450 eV is shown. This comparison shows the high quality of the 
films obtained by the heat treatment of the Graphene flakes. The obtained FWHM values are: 
FWHMHOPG= 0.23 eV; FWHMML/SiO2= 0.66 eV; FWHMML/Cu= 0.59 eV; 
FWHMML/Ni= 0.51 eV. For more details see Table 3.5. 
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Figure 3.14: A comparison of C1s core level spectra obtained from synchrotron 
measurements is given for HOPG, AO-2 (1000 °C), AO-4 (1000 °C), and ML 
Graphene on Ni(111), Cu, and SiO2 (a). FWHM of the main C1s line for the 
different Graphene types (b). 
 
 
Table 3.5:  Binding Energy, FWHM, and asymmetry factor α of the C1s core level 
recorded with a excitation energy of 450 eV (see Figure 3.14) of different 
types of Graphene. Doniach Sunjic line profiles were used for the peak 
analysis. 
Sample Binding energy / eV FWHM / meV α 
HOPG -285.0 235 0.058 
Flakes AO-4 -284.6 303 0.060 
Flakes AO-2 -284.5 325 0.090 
ML/Cu -284.5 590 0.069 
ML/SiO2 -284.6 657 0.057 
ML/Ni(111) -284.9 / -284.5 2x 505 (total 900) 0.046 
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For an easy comparison the FWHM values of the different systems are displayed in 
Figure 3.14b. In this comparative study the C1s core level for the HOPG sample has the 
smallest width. Here the FWHM is 0.23 eV with a Doniach Sunjic asymmetry factor α of 
0.058. 
Graphene flakes exhibit a FWHM of 300 meV after annealing. Their line shape is highly 
asymmetric (αAO-4= 0.06, αAO-2= 0.09). 
The FWHM for the Graphene systems on Cu, SiO2, Ni(111) is found to be much larger. In all 
systems the asymmetry factors α are similar (αCu= 0.069, αSiO2= 0.057, αNi(111)= 0.046). 
In comparison, in the work of Christian Riedl [RIE10], he obtained a FWHM of 0.56 eV 
(α= 0.03) for mono- and 0.53 eV (α= 0.03) for bilayer epitaxial Graphene on SiC(0001) at an 
excitation energy of 600 eV. For hydrogen treated epitaxial Graphene on SiC(0001) Riedl 
deduced a FWHM of 0.28 eV (α= 0.04) for lifted bilayer and 0.34 - 0.42 eV (α= 0.04) for 
monolayer Graphene at an excitation energy of 450 eV. 
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Figure 3.15: X-ray absorption spectra at the carbon K-edge of different Graphene types in 
the total electron yield mode. The black arrows indicate the Auger decay 
plateaus. 
 
In Figure 3.15 the X-ray absorption spectra at the carbon K-edge in the total electron yield 
mode for different Graphene types is shown. To compensate the strong polarization 
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dependence of π*- and σ*-resonances the magic angle of 54.7° was chosen. The XAS-TEY 
spectra can be referred to the Fermi energy by the binding energy of the C1s core level 
(Table 3.5). 
The XAS of HOPG is showing two characteristic resonance features at 285.5 eV and 292 eV 
labelled with E1 and E2 in Figure 3.15. The plateau between these two features is showing a 
decrease in intensity with increased excitation energy. In contrast, this is not observed for the 
plateau above 292 eV (see arrows in Figure 3.15). The former is characteristic for the 
multiple Auger decay with a three-hole final state. The normal Auger decay with a two hole 
final state is characterized by a constant intensity. 
When moving over to Graphene flakes the intensity of the Auger decay between the two 
resonance features E1 and E2 is increased. 
The intensity ratio of E1 to the Auger (height of the Gaussian step function in the π*-region) 
is reduced from 6.6 for HOPG to 1.9 for Nickel (Table 3.6). The FWHM of the main E1 peak 
for all carbon thin films is increased from 1.0 eV for HOPG to 1.2 eV Ni(111) showing a 
lower lifetime for the ML Graphene (τ∝1/Γ). A higher FWHM is an indication of reduced 
multiple Auger decay (S+P). 
In contrast to HOPG a new feature E1* is evolving at 284.1 eV in the TEY XAS spectra, 
characteristic for Graphene, which has an intensity contribution of about 5 %. 
 
Table 3.6:  Intensity ratio of the first XAS resonance at 285 eV (E1) and the Auger decay. 
In addition the FWHM of E1 is given. The shoulder (E1*) has an intensity 
contribution of about 5 % to the resonance E1. 
Sample Exciton intensity E1 (E1*) FWHM / eV 
HOPG 6.6 1.00 
Flakes AO-4 3.3 1.09 
Flakes AO-2 2.1 1.18 
ML/Cu 2.3 1.21 (0.46) 
ML/SiO2 2.8 1.21 (0.37) 
ML/Ni(111) 1.9 1.22 (0.32) 
 
Next a more detailed analysis of the resonant photoemission profiles of the individual 
Graphene Systems is presented. 
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3.3.2 HOPG 
The surface of the used HOPG crystal was pre-characterized by AFM for control of the 
surface quality. 
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Figure 3.16: Atomic force microscopy image (a) and extracted height profile (b) of the 
surface of the investigated HOPG sample. 
 
In Figure 3.16a an AFM image of the surface of the HOPG sample is depicted. A height 
profile extracted from the image (white line) is shown in Figure 3.16b. Terraces, steps, and 
kinks are visible due to the preparation by the scotch tape method [GEI11]. 
 
3.3.2.1 C1s resPES diagram 
The resPES diagram of HOPG at the carbon K-edge is shown in Figure 3.17. 
The (C1s-C2p-C2p)-KLL Auger decay line with a kinetic energy of 264 eV becomes evident 
in the resPES diagram as a line following an angle of 45° {2h (S) Auger decay}. These Auger 
decay lines are observed for excitation energies above 292 eV (σ*-region) only.  
Below a excitation energy of 292 eV and above 285 eV (π*-region) the spectator Auger 
decay is shifted by 3 eV to a higher kinetic energy of 267eV. In addition, two different Auger 
decays are evident. They have a slope of 67.5° (3h) and 78.75° (4h) and are attributed to an 
(S+P) and an (S+S) combined Auger decay (Chapter 4.2.2.1 and 4.2.2.2), respectively. This 
behaviour indicates that there must be different mechanisms or different states involved in the 
resonant behaviour in the π*-region.  
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Figure 3.17: resPES diagram of HOPG§§§. Black arrows indicate the individual multiple 
Auger decays. The vertical white lines show the position of polaronic 
resonances P1 and P2 at the Γ-point and the two red arrows indicate two 
valence states with a FANO profile. The 2h (S) Auger is shifted between the 
π*- and σ*-band. Indicated by the dashed lines are the principal VB states 
involved in the decay process and the shift of the 2h (S) Auger decay between 
π*- and σ*-band. To the right the position of the CIS spectra for π and σ states 
is indicated. 
                                                
 
§§§ Raw Data of HOPG was recorded by Daniel Friedrich (BTU Cottbus). 
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The first resonance appears at 285.5 eV and marks the beginning of the π*-band. A second 
resonance is found at 292 eV which assigns the beginning of the σ*-bands. Both resonances 
give rise to an Auger decay and can be attributed to a π*- and σ*-resonance (E1 and E2), 
respectively. The latter is generally attributed to be of excitonic nature (E2) and the former to 
the 1s-π* 'white band’ transition showing strong polarization dependence with excitonic 
contributions [BRU95], [BRU02], [CHO12], [MED09]. 
The term "Exciton” represents a quasi-particle stabilized by Coulomb interactions and is 
considered to exist in the band gap. In terms of resonant PES an Exciton is a state in which 
the excited electron is trapped and does not contribute to the decay channel. The lifetime of 
the trapped state is longer than the Auger decay lifetime (𝜏Auger, Table 2.1). 
In a semi-metal there should be no excitonic state. However, for graphite, for Graphene, and 
for HOPG there exists a band gap at the M point which is around EBG= 4.7 eV [CAR95], 
[CHA11]. This gap would be sufficient for the creation of an Exciton but requires higher 
excitation energy for its excitation. Furthermore, for few-layer Graphene or due to substrate 
interaction with the carbon layers a band gap opens up at the K-point [ALZ09], [GIO07], 
[LUI11], [RUT11], [ZHO07]. 
Below the first resonance (285.5 eV) at an initial state energy region of -15 eV – -20 eV a 
strong FANO type resonance is found as indicated by the two red arrows in Figure 3.17. In 
the resPES diagram this is indicated by a dip in intensity prior to the absorption edge in the 
corresponding CIS spectrum (see Figure 4.4). 
Both the shifted Auger transition and the FANO resonance are considered in the (S+P) Auger 
decay model. 
Close to the position of the FANO resonance two resonances are found at -14 eV and -17 eV 
initial state energy prior to the first π*-resonance at 285.5 eV. These resonances are an 
indication of polaronic levels at the Γ-point (compare to Figure 1.7c). For Polarons two levels 
are expected in the band gap. The first polaronic level is the one observed at the FANO 
resonance at an excitation energy of 282 eV; the second level is found at a excitation energy 
of 288 eV as indicated in Figure 3.17 by P1 and P2. As evident the pre-edge Polaron 
resonances, in particular the corresponding valence band states at the Γ-point, give rise to a 
spectator Auger decay at the C1s core level threshold. 
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Figure 3.18: Auger contribution spectra at the C1s edge of HOPG at 282 eV 
(off-resonance), 285 eV (on-resonance), and 285.6 eV (on-resonance). Four 
features are visible: 2nd order excitation of the C1s core level (0 – -5 eV), 
(S+P) and (S+S) Auger decay (-5 – -16 eV), FANO-Resonance at -18 eV, and 
KLL spectator Auger decay (S) starting at around -19 eV (Ekin= 267 eV). The 
normal Auger is at -22 eV (Ekin= 264 eV). The asterisk marks the 2nd order of 
the C1s core level. 
 
The Auger contributions of the first resonance at 285 eV are shown in Figure 3.18. The 
spectra can be divided into four regions. From 0 eV to -5 eV the 2nd order excitation of the 
C1s core level is evident, from -5 eV to -16 eV a spectator and participator decay channel of 
the (S+P) and (S+S) Auger decay followed by a FANO dip is found and from -20 eV onward 
the normal C1s KLL spectator Auger decay is observed. The latter three regions are all 
evident for the (S+P) Auger decay and the (S+S) Auger decay that are visible in Figure 3.17. 
 
The second order excitation of the C1s core level is found in Figure 3.17 in the lower left 
corner. For initial state energy of zero the corresponding excitation energy on this line 
corresponds to the binding energy of the core level. Here a value of Ebind= -285 eV is 
obtained for the binding energy of the C1s core level in agreement with XPS C1s core level 
measurements. This indicates that no excitonic shift is present in the resPES diagram. With 
the knowledge of the binding energy of the core level the XAS spectra, the CIS spectra, the 
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CFS spectra, and the position of all molecular bands can be referred to the Fermi energy in 
the next section. 
3.3.2.2 Conduction and valence band 
Valence band spectra and conduction band spectra of HOPG are referred to the same energy 
scale by use of the excitation energy value of the second order excitation at zero initial state 
energy (285.0 eV, see Figure 3.17) (i.e. the binding energy of the C1s core level). 
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Figure 3.19: A combined spectrum of the occupied (valence band at 150 eV excitation) and 
unoccupied states (conduction band, TEY at C1s edge, and constant initial 
state spectrum of the π-band and σ-band) of HOPG. All spectra are referred 
to the Fermi energy. The excitonic levels are marked with E1 (+0.5 eV) and 
E2 (+7 eV). 
 
In Figure 3.19 a combination of XPS (VB) and XAS (CB) data in reference to the 
Fermi energy is given showing the density of states around the Fermi energy. The π- and 
σ-CIS spectra are taken from the resPES diagram (Figure 3.17) whereas the TEY, the XAS, 
and the valence band with an excitation energy of ħω= 150 eV are recorded separately. The 
assignment of the occupied and unoccupied states can be partially derived from the resPES 
diagram. Further assignments are taken from references [CAR95], [MA99], [NEG06]. The 
occupied π-bands of HOPG appear between 0 eV and -11 eV whereas the pure σ-bands are 
assigned to the features above -11 eV. Intermixing of both bands is given between -5 eV and 
-11 eV, as shown by band structure calculation and angle resolved photoemission 
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measurements [CAR95], [NEG06]. The excitonic features E1 (285.5 eV) and E2 (292 eV) 
separate the unoccupied π*- and σ*-bands from each other. 
3.3.3 Graphene flakes 
The size of both Graphene Flakes grade AO-2 and AO-4 can be deduced by AFM. 
 
(a) (b) 
 
Figure 3.20: AFM images of Graphene flakes grade AO-4 (a) and AO-2 (b). 
 
AFM images of the Graphene flakes grade AO-4 and AO-2 are given in Figure 3.20a and b, 
respectively. The lateral dimension for AO-4 is about 2–4 µm and for AO-2 about 20 µm. 
 
3.3.3.1 C1s resPES diagram 
Already the C1s core level and C1s TEY XAS spectra indicated a very similar spectroscopic 
characteristic for both flakes, even so the size of the Graphene flakes grade AO-4 is only a 
fifth to tenth of the size of Graphene flakes grade AO-2. The spectroscopic similarities are 
sustained also for the resonant photoemission profile at the C1s core level threshold. 
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Figure 3.21: ResPES diagram of Graphene flakes grade AO-4 (a) and grade AO-2 (b). The 
intensity of the signal is given in logarithmic scale and colour scale contours. 
Black arrows indicate the 2h (S) Auger decay, white arrows the ±4h decay, 
and the two red arrows indicate two valence states with a FANO profile. 
Indicated by the dashed line is the shift of the 2h (S) Auger decay between 
π* and σ*-band. 
 
The resPES diagram of Graphene flakes grade AO-4 and AO-2 are plotted in Figure 3.21. 
In all data the first (π*-) resonance appears at around 285.5 eV. There is a second (σ*-) 
resonance at an excitation energy of 291.5 eV. The plots are dominated by the appearance of 
the broad C-KLL Auger emission {2h (S) final state} which is indicated by the black arrows 
in both the π*- and σ*-band. In the π*- band the C-KLL is shifted by 4 eV to a higher kinetic 
of Ekin,π*= 267 eV compared to the σ*-band with a kinetic energy of Ekin,σ*= 263 eV. 
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At the first resonance at 285.5 eV at the lower binding energy end close to the Fermi energy a 
V-shape decay is observed indicated by the white arrows which propagate under an angle 
α= ±78.75°. The Graphene flakes show in addition in the pre-resonance region at -15 eV to 
-20 eV initial state energy a shallow FANO type resonance that is indicating a discrete state 
in the band gap at the M-point [FAN66], [CHA11]. 
For both Graphene flakes the second order excitation of the C1s core level crosses the 
Fermi energy of the initial state axis at an excitation energy of 284.5 eV. This value agrees 
well with the C1s core level binding energy. Hence, the binding energy of the C1s core level 
can be used for referencing the respective X-ray absorption spectra to the Fermi energy. 
 
3.3.3.2 Conduction and valence band 
The C1s core level binding energy deduced from the resPES profile measurements is used in 
the following to combine both valence and conduction band of both Graphene flakes on the 
same binding energy scale. 
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Figure 3.22: A combined spectrum of the occupied (valence band at 150 eV excitation) and 
unoccupied states (conduction band, TEY at C1s edge) of Graphene flakes 
type AO-4 and AO-2. All spectra are referred to the Fermi energy with the 
help of the binding energy of the C1s core level (Table 3.5). The excitonic 
levels are marked with E1 (+1 eV) and E2 (+7 eV). 
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In Figure 3.22 a combination of XPS (VB) and XAS (CB) data in reference to the 
Fermi energy is given for Graphene flakes grade AO-4 and AO-2 showing the density of 
states around the Fermi energy. The excitonic features E1 at +1 eV (285.5 eV) and E2 at 
+7 eV (291.5 eV) separate the unoccupied π*- and σ*-bands from each other. 
The size of the Graphene flakes has no apparent influence of the valence and conduction 
band for both grades of Graphene flakes. For both Graphene flakes, AO-4 and AO-2 no 
conduction band states below the Fermi energy are evident. 
 
3.3.4 Monolayer Graphene 
In the case of monolayer Graphene on nickel, on copper, and on SiO2 no AFM images were 
taken. Still, the high quality of these samples was ensured by pre-characterization of these 
samples by their respective manufacturer. 
 
3.3.4.1 C1s resPES diagram 
In contrast to Graphene flakes the C1s core level of monolayer Graphene were considerable 
broadened (Figure 3.14). Also in the C1s TEY XAS spectra of monolayer Graphene the first 
π*-resonance E1 is red shifted and shows a characteristic pre-edge feature E1* (Figure 3.15). 
Hence, the C1s resPES profile of monolayer Graphene is considered to exhibit significant 
differences compared to Graphene flakes (Figure 3.21). 
For monolayer Graphene on Ni(111), on copper, and on SiO2 the resPES diagrams are shown 
in Figure 3.23. It is remarkable that the general Auger pattern for the monolayer Graphene 
samples displays significant differences than for Graphene flakes. 
The resPES data of ML Graphene do not show an Auger decay in the π*-band. Instead a 
strong excitonic feature above 285 eV is found. The 2h (S) KLL-Auger only appears above 
the σ*-resonance. Furthermore, the V-shape at the π*-resonance is not observed as the FANO 
resonance at the CIS(-17 eV) σ–states is suppressed. 
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Figure 3.23: ResPES diagram of ML Graphene on Ni(111) (a), on Cu (b), and on SiO2 (c). 
The intensity of the signal is given in logarithmic scale and colour scale 
contours. The black arrow indicates the 2h (S) Auger decay. 
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3.3.4.2 Conduction and valence band 
In Figure 3.24 a combination of XPS (VB) and XAS (CB) data in reference to the 
Fermi energy is given for ML Graphene on Ni(111), Cu, and SiO2 showing the density of 
states around the Fermi energy.  
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Figure 3.24: A combined spectrum of the occupied (valence band at 150 eV excitation) and 
unoccupied states (conduction band, TEY at C1s edge and constant initial 
state spectrum of the π-band and σ-band) of monolayer Graphene. All spectra 
are referred to the Fermi energy with the help of the binding energy of the C1s 
core level (Table 3.5). The excitonic levels are marked with E1* (-0.4 eV), 
E1 (+0.7 eV) and E2 (+7 eV). 
 
The excitonic features E1 at +0.7 eV (285.2 eV) and E2 at +7 eV (291.5 eV) separate the 
unoccupied π*- and σ*-bands from each other. 
For ML Graphene on Ni(111) the resonant transition E1* at -0.3 eV (284.2 eV excitation 
energy) coincides with in the combined VB and CB spectrum with the Ni3d band indicating a 
hybridization of Ni3d and C2p states. For ML Graphene on Cu and on SiO2 the hybridization 
is apparently smaller as the corresponding Cu3d and Si3p states are further apart from the 
C2p states at the Fermi energy. 
In the next section the results of the last material class (Co-PI) are presented which was 
investigated in this thesis under the aspect of Polarons and excitons at the resonant core level 
excitation. 
Results 
 
 
  77 
3.4 Co-PI 
In this chapter the results of the water oxidation TM-oxide catalyst Co-PI are discussed.  
For the investigation of the OER catalyst Co-PI four samples where prepared with different 
deposited charges as listed in Table 3.7. The deposited charge density is used as a measure 
for layer thickness. In the following these four prepared samples will be referred to as Cat-A, 
Cat-B, Cat-C, and Cat-D. 
Cat-C was only characterized by C2p and O1s core level PES. 
 
Table 3.7: List of the prepared and investigated Co-PI samples. 
Sample Deposited charge / 
(C/cm2) 
Cat-A 0.26 
Cat-B 0.8 
Cat-C 1.05 
Cat-D 4.47 
 
 
3.4.1 CV and AFM 
Co-PI is prepared from a Co ion containing electrolyte at pH= 7. The cyclic voltammetry 
curves of the Co-PI catalysts show a strong anodic wave at 1.1 V vs. Ag/AgCl and cathodic 
wave at 0.65 – 0.8 V vs. Ag/AgCl (Figure 3.25). These CV-curves are in good agreement 
with the results and description of Nocera [SUR09]. 
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Figure 3.25: Cyclic voltammogram of Co-PI catalysts in 0.5mM Co(NO3)2·6H20 and 0.1M 
potassium phosphate electrolyte at pH= 7.0. The CV-curve of Cat-A is shown 
on the left and the one of Cat-D on the right. 
 
The surface of the prepared samples was characterized after synchrotron measurements by 
Atomic force microscopy. An AFM image of the dried Cat-C sample shows a homogeneous 
film without pinholes (Figure 3.26). The cobalt oxide clusters have diameter of about 1 µm 
and a layer thickness of about 400 nm.  
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Figure 3.26: AFM image of Co-PI Cat-C (a). Profile extracted from the AFM image as 
marked by the white line (b). 
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3.4.2 Core levels 
For further evaluation of the structural motif, the oxidation state, and as a Fermi energy 
reference in XAS spectra the core level spectra of Co-PI are depicted in the following. 
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Figure 3.27: Co2p (a) and O1s (b) core level of the Co-PI Cat-A to Cat-D. The vertical 
solid line in (a) gives the position of the Co2p3/2 Co2+ main peak of Cat-D. 
Here the binding energy is modified by 1.2 eV with the film thickness (Cat-A to 
Cat-D). The dashed vertical line in (a) indicates the Co2p3/2 Co0 peak of 
metallic Co. In addition arrows denote the Co2+ and Co3+ satellite peaks. The 
vertical solid line in (b) gives the position of the O1s main peak of Cat-D. 
 
The deposited Co-PI films were characterized by means of synchrotron radiation X-ray 
photoelectron spectroscopy with an excitation energy of ħω= 1000 eV (λ= 12.4 Å). 
In Figure 3.27a the Co2p core level of the Cat-A to Cat-D are shown. The main emission of 
the Co2p3/2 peak is found at -780.8 eV for Cat-D. It gives rise to two additional satellite 
structures (marked by arrows in Figure 3.27a) at -785.7 eV (Δ= -4.9 eV) and -790 eV 
(Δ= -9.2 eV). They are attributed to Co2+ and Co3+, respectively [SCH10]. For thicker films 
the Co2+ satellite structure decreases in intensity. The emission of the Co2p1/2 line is found at 
-796.5 eV for Cat-D. Only one satellite structure is found here with a splitting of 6.4 eV. 
The main O1s peak, shown in Figure 3.27b, is centred on a binding energy of 
EB,O1s= -531.0 eV for Cat-D and shifted by 0.6 eV compared to Cat-A. There is an increase of 
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the high-energy shoulder at -533 eV for Cat-D (-533.6 eV for Cat-A) for increased Co-PI 
thickness (Figure 3.27b). Their origin is mainly due to water and hydroxyl adsorption 
[PET08]. 
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Figure 3.28: K2p (a), C1s (a) and P2p (b) core level spectra of the Co-PI catalysts Cat-A, 
Cat-B, and Cat-D. The vertical line indicates the position of the main core 
level emission line of the thick Co-PI layer (Cat-D). 
 
In addition the P2p, K2p, and C1s core levels were recorded for catalyst Cat-A, Cat-B, and 
Cat-D (see Figure 3.28). The corresponding binding energies are EB,P2p= -133.3 eV, 
EB,K2p= -292.5 eV (Δ= 2.77 eV), and EB,C1s= -284.8 eV for Cat-D. The data obtained for 
films prepared with a low charge density show higher binding energies, the values are given 
in Table 3.8. 
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Table 3.8:  Parameters deduced from PES data analysis of the Co-PI catalyst samples. 
The binding energy of the core levels and the VBM and CBM are given 
relative to the position of the Fermi energy EF. For Cat-C only Co2p and O1s 
core level data were measured. 
Sample Charge 
density 
[C/cm2] 
Co2p3/2 
[eV] 
O1s 
[eV] 
P2p 
[eV] 
K2p3/2 
[eV] 
C1s 
[eV] 
VBM 
[eV] 
CBM 
[eV] 
Cat-A 0.26 -782.0 -531.6 -133.7 -293.5 -285.2 -1.8 +2.6 
Cat-B 0.80 -781.3 -531.1 -133.4 -292.7 -284.8 -1.5 +2.6 
Cat-C 1.05 -781.1 -531.3 - - - - - 
Cat-D 4.47 -780.8 -531.0 -133.3 -292.5 -284.8 -0.8 +2.6 
 
It is possible to deduce the atomic composition of the cobalt catalyst layers by XPS and give 
a quantitative atomic concentration for each element. That analysis was performed for the 
Cat-A and Cat-D. The results are given in Table 3.9. For both films the total amount of cobalt 
and oxygen is about 60 % (Table 3.9). Also, the individual concentration of phosphor, 
potassium, and carbon is comparable with a relative P:K ratio of 2:1. There is a significant 
difference, however, as for Cat-D the total cobalt to oxygen concentration is strongly reduced 
by almost a factor of 3 when compared to the thin catalyst layer of Cat-A.  
The increase of the oxygen content and the decrease of the cobalt content are the result of 
increased water adsorption and incorporation into the thicker layer D. A change in the cluster 
size also affects the composition. Results from the calculation of the composition for Cat-A 
and Cat-D are given in Table 3.9 together with results from [YOU10] and results derived 
from the structural models of [KAN10]. The composition results are also in good agreement 
with other reported values [YOU10]. Based on the edge sharing cubane and molecular 
cobaltate cluster models (MCC) a Co concentration of around 20 % is expected with a 
minimum of 25 % oxygen content [KAN10]. The last 55 % are non-bridging oxygen, 
hydroxide, phosphate ligands, and water (Table 3.9). Out of Cat-A and Cat-D only the Cat-A 
with the lowest deposited Co-PI is in this range. 
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Table 3.9:  Atomic composition of the Co-PI films Cat-A and Cat-D (atomic 
concentration). For comparison results from Young et al. are included of 
electrodeposited films [YOU10]. Structural models from Kanan et al. were 
used for Cubane and MCC bulk/surface concentration calculation [KAN10]. 
Sample O / % Co / % P / % K / % C / % 
 Lattice/Bridging Ligands     
Cat-A 34.3 10.3  19.7 8.2 4.3 23.2 
Cat-D 22.3 30.7 7.5 9.4 5.7 24.4 
Young 5k x 51.5 9.3 5.2 34.0 - 
Young 15k x 53.2 14.0 5.8 27.0 - 
Cubane 
surface 
24.2 54.6 21.2 - - - 
Cubane bulk 27.8 50 22.2 - - - 
MCC surface 38.7 38.7 22.6 - - - 
MCC bulk 47.6 27 25.4 - - 
- 
 
 
 
 
3.4.3 Valence bands 
In order to deduce the pDOS for cobalt and oxygen derived valence band states (Co3d and 
O2p) resonant excitation was selected at 780.6 eV and 531.0 eV, respectively. The valence 
band structure at 150 eV can be considered as a non-resonant excitation with the benefit of 
integrating over all contributions at a rather high cross section. Such data can be understood 
as giving the total density of states (DOS) in the VB regime and, in addition, is ideal for 
deriving the position of the VBM with respect to the Fermi energy EF. 
In Figure 3.29 the VB spectra of Cat-A and Cat-D taken at 150 eV and at resonant excitation 
are shown. The VB spectra consist of Co3d and O2p states. 
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Figure 3.29: Valence band spectra of Cat-A (a) and Cat-D (b) taken at an excitation energy 
of 150 eV and at the O1s (531 eV) and Co2p (780.6 eV) resonance of the 
Co-PI catalysts. The position of the individual Co3d and Co3d charge transfer 
states (L) are indicated. 
 
In the Cat-A, Figure 3.29a, a broad band that shows up between 0 eV and -15 eV dominates 
the VB regime in the 150 eV data. There is a general agreement that this band is 
predominantly from O2p states (pDOS) [HUE03]. This is in particular true for the thin layers. 
In the resonant excited spectra of the O1s resonance a pronounced peak is found which must 
be O2p derived at -4.3 eV. Further oxygen contributions are found at higher binding energies 
with distinct peaks at -18 eV (overlap with K3p).  
The pDOS contributions from Co states (Co3d and Co4s) show up in the VB spectra excited 
with 780.6 eV. Here rather deep lying contributions peaking at -7 eV and at -11.5 eV are 
observed. 
The data of considerable higher amount of deposited Co-PI Cat-D appear similar, however, 
there are weak features, which appear at -3 eV and at -1.8 eV. These features are attributed to 
charge transfer states, which are indicated in the Figure 3.29b. Their appearance is discussed 
later in Chapter 4.3.3. 
The VBM can be deduced from the data taken at 150 eV excitation and is determined to be at 
-1.8 eV for Cat-A. In the corresponding VB spectra for thicker Co-PI films (Cat-D) the 
valence band shifts by 1 eV to lower energies. Such a shift of the VBM with respect to EF is 
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found for all films (Cat-A, Cat-B, and Cat-D). The values are listed in Table 3.8 of the 
previous section. 
 
3.4.4 Co2p and O1s XAS 
The XAS data for the Co-PI Cat-A, Cat-B, and Cat-D at the Co2p and O1s absorption edge 
are shown in Figure 3.30. In the XAS spectra the position of the Fermi energy is indicated as 
derived from the binding energy of the O1s and Co2p3/2 (L3) core levels, respectively. 
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Figure 3.30: Co2p (a) and O1s (b) XAS spectra of Co-PI catalysts. In the XAS spectra the 
position of the Fermi energy is given by the binding energy of the O1s, 
Co2p1/2 (L2), and Co2p3/2 (L3) core levels. 
 
In the Co2p XAS spectra the L3 and L2 edges consist of several peaks centred at 779 eV and 
795 eV, respectively. At the L3 edge six transitions are found indicated by 1 – 6. They appear 
at excitation energies of (1) 777.0 eV, (2) 778.4 eV, (3) 779.0 eV, (4) 779.8 eV, (5) 780.6 eV, 
and (6) 782 eV.  
For the O1s XAS spectra the main absorption line is found at 538 eV which extents up to a 
small pre-edge peak at 531 eV. The pre-edge peak is increased, with larger thickness, but not 
yet existent in the thinnest Cat-A. 
In both XAS spectra the position of the Fermi energy is indicated as derived from the binding 
energy of the O1s and Co2p3/2 (L3) core levels (Table 3.8), respectively. 
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3.4.5 ResPES diagram at the Co2p and O1s edge 
In Figure 3.31 the resPES diagram of the Co-PI catalyst Cat-A and Cat-D are displayed. 
In both resPES diagrams the Co L3 edge consists of six main resonances. 
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Figure 3.31: Cobalt 2p L3 edge resPES diagrams of the Co-PI catalyst for Cat-A (a) and 
Cat-D (b). The black arrows indicate the participator Auger decay; the 
dashed line guides the eye towards the spectator Auger decay. The white 
arrow at -2 eV in panel (b) indicates a valence state with a FANO profile. The 
top panels of the Figures show the TEY-XAS spectrum of the corresponding 
catalyst (compare to Figure 3.30a). 
 
The valence band region can be divided into three regimes. For Cat-A two main bands at 
-11.5 eV and -7.0 eV initial state energy and a shoulder at lower binding energies at -4.3 eV 
are found giving rise to participator Auger decays (black arrow; Figure 3.31a). In the 
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corresponding data of Cat-D two new features can be observed (Figure 3.31b). The former 
band at -7.0 eV is broadened and shifted by 1 eV to lower binding energies. At -1.8 eV a 
sharp feature arises not present in the thinner layer.  
The spectator Co-LMM Auger (2h final state) is propagating under 45° corresponding to its 
constant kinetic energy (dashed line) of Ekin= 775 eV. 
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Figure 3.32: FANO resonance of Co-PI Cat-D at a constant initial state energy of -1.8 eV. 
For visualisation a CIS spectrum far away from the FANO resonance is 
included. 
 
A constant initial state (CIS) cut at the initial state energy of the resonance at -1.8 eV (Co3+) 
reveals a FANO resonance (Figure 3.32), as it is also observed for the corresponding 
resonance for previous studies on Cobalt-Oxide at our group [MUE146], [SCH10], 
[SCHM12]. 
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Figure 3.33: Oxygen 1s edge resPES diagram of the Co-PI catalyst Cat-A (a) and 
Cat-D (b) at the onset of the KLL-(O1s-O2p-O2p) [1], 
KLL-(O1s-O2s-O2p) [2], and KLL-(O1s-O2s-O2s) [3] Auger decay. 
 
The corresponding resPES diagram at the O1s edge of the Cat-A and Cat-D is given in 
Figure 3.33. In this range of excitation energies the initial states of the VB are found at 
around -3 eV and of the O2s at around an initial state energy of -24 eV. The weak feature at -
17 eV is due to emission from K3p states. Dominating in that resonant profile is the O-KLL 
Auger (kinetic energy of 510 eV), which has a maximum intensity at around 538 eV. 
Three main lines of Auger decays are found (labelled by [1] – [3] in Figure 3.33). They 
correspond to a O1s-O2p-O2p [1], O1s-O2s-O2p [2], and O1s-O2s-O2s [3] KLL-Auger 
decay. For the spectator Auger decay (region 2h) a kinetic energy of Ekin,1= 510 eV, 
Ekin,2= 487 eV, and Ekin,3= <475 eV is obtained. 
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There are two particular observations in these O1s resPES diagrams. First, there are weaker 
resonances already at lower excitation energies (region 3h(1)). In particular, there is a 
pronounced feature, which appears between 528 eV and 533 eV peaking at around 
530 eV (3h(1)). 
The second observation concerns the slope of the Auger contributions. Only above the 
resonance energies starting around 540 eV the Auger decay has the expected slope of 45°. 
Both features around 530 eV (3h(1)) and around 537 eV (3h(2)) have a different slope with an 
angle of 67.5°.  
The decays of the first two regions (3h(1) and 3h(2)) differ in their way of propagation from 
the one above an excitation energy of 540 eV as they have a slope of 67.5° in terms of a 
Ebind(ħω) diagram instead of 45° for the KLL-Auger decay.  
 
Here, the two 67.5°Auger decays initially appear at a higher kinetic energy (Ekin= 514 eV for 
[1]) at ħω= 530 eV (3h(1)); the second one (3h(2)) shows up around Ekin= 537 eV which is 
shifted by 3 eV from the first 67.5° Auger band. They approach the value of the normal O-
KLL Auger transitions of Ekin= 510 eV [1] within a small range of excitation energies. 
 
In the next Chapter the three material classes (organic semiconductors, Graphene, and Co-PI) 
are discussed on the basis of localized states (Polarons, Excitons, and CT states) and the 
concept of the multiple hole Auger decay is illustrated. 
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Chapter 4 Discussion 
In this chapter localized states (i.e. Excitons and Polarons) and the novel combined Auger 
decay processes which are observed first in organic semiconductors, in Graphene systems, 
and in OER catalyst Co-PI will be discussed in detail. 
In the first section the focus is on the organic semiconductors rr-P3HT and PCBM, their 
characteristic charge carriers (Excitons and Polarons), and the influence of these charge 
carriers on the resonant Auger decay processes. For both materials a combined 
spectator-participator Auger (S+P) is found in the π*-band at the threshold of the singlet 
Exciton. As the rich amount of possible π*- and σ*-transition make detailed discussion on the 
characteristics of the combined Auger decay difficult HOPG (without van der Waals force) as 
a more suitable model system is chosen for further investigation about the (S+P) Auger decay 
and development of a model for the combined Auger decay. 
Together with additional new Auger decay combinations observed for Graphene flakes and 
monolayer Graphene (without van der Waals force) – i.e. a combined double spectator (S+S) 
Auger and a double spectator (S+S)* Auger-Gain decay – the concept of the combined (S+P) 
Auger decay will be discussed in the next section. The lifetime of the mandatory excitonic 
state is covered and a model for each Auger decay combination is proposed. 
The last section deals with another class of material (TM-oxide), which also shows indication 
of combinations of Auger decays at resonance. Here Polarons and Excitons – already known 
for the organic systems – can also be attributed to this process in oxides as well. 
Based on the resPES Auger profile the spin state of the catalyst can be deduced. 
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4.1 Organic Semiconductors 
rr-P3HT as a p-type organic semiconductor is used for organic solar cells as the light 
absorber and for OFETs as the active layer. 
It shows several transition features in the C1s XAS indicating the presence of Excitons (first 
charge carrier product after light absorption in organic solar cells) and Polarons (dissociation 
products of Excitons in organic solar cells). Two types of Excitons (singlet and triplet 
Exciton) and two types of Polarons (interchain 2D-Polarons and intrachain 1D-Polarons) are 
identified. In rr-P3HT a Fermi level pinning is identified due to a substrate charge transfer. 
The charge transfer is responsible for doping of rr-P3HT. CT doping of rr-P3HT proceeds 
solely via 2D-Polarons as identified by a 2D-Polaron doping gradient.  
In contrast, PCBM as the electron acceptor material in organic solar cells only shows 
indication of one singlet Exciton. 
For both materials, rr-P3HT and PCBM, the singlet Exciton give rise to a combined 
spectator-participator (S+P) Auger process at the C1s resonance. The concept of the (S+P) 
Auger decay will be discussed later on in Chapter 4.2.2.1. 
 
4.1.1 Charge Carriers in P3HT 
In the rr-P3HT XAS spectra three localized features could be identified in Figure 3.5b which 
are the ES, the ET and the σ* Exciton. ES is the singlet Exciton below the CBM with a 
binding energy of Ebind= 0.4 eV. At ES the (S+P) Auger decay process starts (Figure 3.4). 
In contrast, the absorption resonance ET does not decay via an S or (S+P) Auger decay, as it 
is the case for the other two resonances (ES, σ*). For an Auger decay the participating 
electrons need an overlap in their wave function in order to transfer the energy after refilling 
the core level. This is not fulfilled for ET. It can be concluded that this level is strongly 
localized (has a long lifetime, see Chapter 4.2.1) with no overlap to the other VB states.  
The energy difference of ET relative to the VBM and CBM is 1.4 eV and 2.2 eV respectively 
(Figure 3.7). These values are in good agreement with values reported for triplet Excitons, 
also confirmed by the strong localization of this level in the resPES measurements in 
Figure 3.5b [KOE09], [OHK08], [OST03].  
A formation of triplet Excitons is possible by intersystem crossing (spin-flip) or singlet 
Exciton fission. The efficiencies for spin-flip or fission is strongly correlated to the energetic 
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difference between the optical singlet Exciton and the lowest triplet Exciton, with low rates 
for higher differences [ARY12]. A calculation of the energetic values for singlet ES and 
triplet ET states give ES= 2.69 eV and ET= 1.46 eV for poly(paraphenylenevinylene) (PPV) 
[ARY12]. The value of ET of 1.4 eV of this work is in good agreement. Also, Gou et. al 
estimated an energy level of 1.55 eV for the lowest triplet state and 2.0 eV for the singlet 
Exciton in rr-P3HT [GUO09]. Triplet Excitons show longer lifetimes and stronger spin 
interaction than their singlet counterparts [SHA05] (see also Chapter 4.2.1). 
 
DP1 
DP2 C3/C3‘ P2/C2 
P1/C1 
CB 
VB 
P3 
P2 
P1 
P0 
ES 
ET 
0.40 
1.28 
1.64 
2.19 
2.75 
3.10 
Egap 
2D-P 1D-P 
 
Figure 4.1: The diagram combines the energy values (eV) referred to the CBM (binding 
energies) evaluated from the XAS data of the polaronic levels P0 - P3 (this 
work) and excitonic levels ES and ET (this work) with the optical transitions 
for 2D-Polarons (DP1, DP2, C3) and 1D-Polarons (P1, P2, C1, C2) for rr-P3HT 
from [BEL01], [OST00], [OST01]. 
 
In addition to the two excitonic levels ES and ET four polaronic levels P0 - P3 are identified.  
The energy values of the polaronic (P0 - P3) and excitonic levels (ES and ET) relative to the 
CBM at 287.6 eV are included in Figure 4.1 {energy positions taken from Table 3.2 
(this work)}. The corresponding optical transitions for Polarons are indicated in addition and 
are in excellent agreement with the literature [BEL01], [OST00], [OST01]. They are also 
given in Table 4.1. Both, the energy values and the number of transitions confirm the 
assignment in terms of 2D-Polarons. 
The assignment of the transitions ES and ET to Excitons and P0 - P3 to Polarons is in addition 
emphasized by measurements of the elastic photon scattering channel on rr-P3HT by 
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RIXS (Figure 3.8). All six transitions are evident in the elastic channel indicating their 
localized nature as scattering centres in RIXS (see Figure 3.8b). 
 
From the combined VB and XAS spectrum the binding energy of the Excitons and the band 
gap of rr-P3HT was obtained (see Figure 3.7). The binding energy of the π*-CB Exciton (ES) 
is in the order of 0.4±0.1 eV in agreement with the literature [ARY12], [HOR02]. For ET a 
value of 2.19 eV for the binding energy is obtained. Taking the FWHM of the ES peak into 
account (1.9 eV) the resulting electronic band gap {Δ(ES-VBM)} of 2.4±0.2 eV is close to 
the optical band gap (2.0±0.1 eV) obtained from the UV-Vis measurements (Figure 3.1). 
These band gap values are also in agreement with the literature (Egap= 2.6 eV deduced from 
combined inverse photoemission spectroscopy and UPS spectra; Egap= 1.86 eV deduced from 
UV-Vis measurements) [DEI10]. 
 
Table 4.1:  Comparison of the Polaron transition energies from photo-induced absorption 
spectroscopy [OST00], [OST01] and charge modulated spectroscopy 
[BEL01] measurements to the XAS findings (this work). All values are 
referred to the VBM. 
Transition Österbacka et al. 
[OST00], [OST01] 
Beljone et al. 
[BEL01] 
This work 
DP1 0.06/0.07 - >0.1 
DP2 1.7/1.8 - 1.82 
P1/C1 0.37 0.35-0.45 >0.45 
P2/C2 1.3 1.25 1.11 
C3/C3' - 1.65/1.35 1.46 
2Δ/CT 0.3-0.4 0.1-0.4 
0.35 
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4.1.1.1 2D-Polaron in P3HT 
In the previous section the existence of Excitons and 2D-Polarons in the XAS spectrum of 
rr-P3HT was verified. 
Especially, the appearance of the split absorption band in the C1s XAS of rr-P3HT gives 
evidence for the existence of 2D-Polarons (see Figure 3.6). By the decomposition of the 
rr-P3HT XAS spectra into Gaussians a quantitative analysis of the polaronic and excitonic 
states is enabled. The doping concentration of rr-P3HT can be calculated from the intensity 
fraction of (P0+P1) relative to the intensity of the main line at 287.6 eV. The area of the 
Gaussians gives the intensity of the states. From the analysis the following intensities are 
extracted for the TFY (TEY) spectrum: 
• AP0= 0.14 (0.09);  FWHMP0= 0.4 (0.4) eV; 
• AP1= 0.17 (0.14);  FWHMP1= 0.4 (0.4) eV; 
• ACBM= 1.92 (2.00);  FWHMCBM= 1.7 (1.3) eV. 
Further the relative amount of the 2D-Polarons is determined by the relative intensities of P0 
and P1 to the CBM. The relative doping concentration can now be calculated from these three 
values and is given as: 
• dopingtotal =
APO + AP1
ACBM
; 
•  doping2D = dopingtotal ⋅
AP0
AP1
; 
• doping1D = dopingtotal ⋅ 1−
AP0
AP1
⎛
⎝⎜
⎞
⎠⎟
. 
For the 100 nm sample at the interface (TFY) the doping concentration amounts to 
[total= 16 %; 2D= 13 %; 1D= 3 %]. In contrast, the concentration of 2D-Polarons is reduced 
when surface sensitive data (TEY, 100 nm) are analysed [11 %; 7 %; 4 %] (see Figure 3.6b). 
The error within the determination for 1D- and 2D-Polaron doping concentration is about 
2 %. In Table 4.2 the relative doping concentration is given for both samples of Figure 3.6b. 
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Table 4.2:  Polaron (Doping) concentration of rr-P3HT of samples with two different 
thicknesses. 
Sample Total Polaron 
concentration 
2D-Polaron 
concentration 
1D-Polaron 
concentration 
100nm TFY 16 % 13 % 3 % 
170nm TFY 12 % 9 % 3 % 
100nm TEY 11 % 7 % 4 % 
170nm TEY 9 % 5 % 4 % 
 
S2p core level spectra of rr-P3HT likewise indicate an oxidized species (doping of rr-P3HT). 
From the S2p spectrum a doping concentration of 2 % per thiophene unit is obtained 
(Table 3.1). This is in the order of the 1D-Polaron doping concentration (see Table 4.2) and 
could be due to small quantities of oxygen which are under the detection limit of SR-PES as 
neither O1s core level nor O-Auger decays are observed (see Figure 3.2). However, this does 
not explain the high doping concentration of 2D-Polarons.  
 
x
interface bulk 
CB 
VB 
inter-chain 
(2D) 
intra-chain 
(1D) 
EF 
CT 
ITO rr-P3HT 
 
Figure 4.2: 2D-Polaron Fermi level pinning at the organic–inorganic interface of 
rr-P3HT on ITO by charge transfer with the corresponding charge 
distribution and the transition from 1D-Polarons to 2D-Polarons. 
 
The intensity of the 2D-Polaron features is increasing with the information depth (distance to 
the substrate interface i.e. the rr-P3HT layer thickness). This is shown for two different 
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samples (100nm and 170nm thickness) in Figure 3.6b. The intensity of the 2D-Polarons 
increases from 5 % (TEY, 170 nm sample) to 13 % (TFY, 100 nm sample) (see Figure 3.6, 
Figure 4.2, and Table 4.2). 
The highest 2D-Polaron concentration is thus found in the TFY spectrum of the 100 nm 
sample (Table 4.2) where rr-P3HT closest to the substrate interface is sampled. Hence, the 
doping of rr-P3HT should be substrate induced and arise from an interface charge transfer. 
 
EF 
EVAC 
P+/P0 EVBM 
ECBM 
dipole (>0.2 eV) 
>4.13 eV 
3.93 eV 
ITO rr-P3HT  
Figure 4.3: Schematic band line-up at the interface of rr-P3HT on ITO. The Fermi level is 
pinned to the positive Polaron charge transfer state (P0). The values are taken 
from Figure 3.7. 
 
The driving force for an interface charge transfer and doping of rr-P3HT is the energy 
difference between the work function of the ITO substrate (ΦITO= >4.13 eV, Figure 3.7) and 
the P0 level, which is the positive charge transfer (P+) state in rr-P3HT (3.9 eV) [XU09]. The 
work function of rr-P3HT on ITO was determined to be Φrr-P3HT= 3.93 eV (Figure 3.7). 
Electrons flow from P3HT to the substrate until the positive charge transfer state and the 
Fermi level of the substrate is equalized, i.e. the Fermi level is pinned to P0/P+. A dipole of 
>0.2 eV at the interface is a consequence of the pinning (see Figure 4.2 and Figure 4.3). The 
CT of electrons from rr-P3HT to the substrate therefore can be treated as a substrate 
oxidation of the polymer and is responsible for the high concentration of 2D-Polarons. 
The constant doping concentration of 1D-Polarons (see Table 4.2) on the other hand is 
probable due to residual oxygen. 
From the data it can be clearly stated that the number (3 % – 4 %) of 1D-Polarons remains 
unaffected by the charge transfer and is independent on the distance to the interface 
(see Table 4.2). Consequently, it can be deduced that the charge transfer proceeds exclusively 
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via 2D-Polarons causing a pinning at the polaronic energy levels. However, the interface 
charge transfer could either create new 2D-Polarons or change the occupation number of the 
existing 2D-Polarons (see Figure 4.2).  
2D-Polarons can carry a single charge (+) up to three charges (+++) (see Figure 4.2). Here it 
cannot be differentiated between the charge states of (+), (++), and (+++) of 2D-Polarons. 
 
In summary, in the carbon K-edge XAS spectra of rr-P3HT four additional features are 
identified alongside the excitonic transition ES and ET.  
These four transitions can be attributed to arise from Polarons. Especially, their characteristic 
energy level splitting identifies these features to arise from 2D-Polarons in excellent 
agreement to optical measurements and theoretical studies [BEL01], [OST00], [OST01]. In 
addition, a doping gradient of these 2D-Polarons was identified. Their number increases 
through charge transfer from the interface inducing a Fermi level pinning in rr-P3HT at the 
positive charge transfer state P+ of rr-P3HT. The CT at the interface proceeds solely via 
2D-Polarons. Next to the interface the intensities indicate 13 % of 2D-Polarons at a total 
Polaron density of approximately 16 %. 
Out of the two excitonic states only the singlet exciton ES 0.4 eV below the CBM shows an 
influence on the Auger decay in π*-band of rr-P3HT. Here the Auger decay proceeds via a 
combined (S+P) Auger decay. The concept of this new resonant Auger decay will be 
discussed in Chapter 4.2.2.1. 
 
4.1.2 Valence and conduction band states in PCBM 
PCBM as an electron acceptor material is added in organic solar cells to increase the 
dissociation rate of singlet Excitons by increased Exciton dissociation rate at the interface of 
PCBM to the light absorbing material, for instance rr-P3HT [SAR92], [ZHU11]. Its light 
absorbing properties are rather weak in the visible light range compared to rr-P3HT 
(compare Figure 3.9b and Figure 3.1b). Thus only Excitons are expected to exist in a high 
concentration (e.g. charge transfer Excitons at the interface to rr-P3HT – the electron is 
transferred to PCBM whereas the hole stays in rr-P3HT). 
The resPES diagram of PCBM is rich on transitions to different π*- and σ*-bands. Their 
nature is investigated in the following by resonant photoemission (Figure 3.12a). Only the 
intensity of the first three valence orbitals π1, π2, and π3 (almost pure π-character) is 
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resonantly increased for direct excitation into the π*-band systems. Higher valence band 
states – with σ-character – can also be excited into higher π*-band states and even into the 
σ*-band system for pure σ character of the VB state. This is evident from the profile of the 
corresponding VB spectra (π*2,3, π*4, σ*5), which excepting the Auger contribution do not 
differ in shape and intensity and are different to the VB spectra of π*1 and π*phenyl. Their 
shape is exemplary shown for the VB at the π*4 resonance in Figure 3.12a. 
Under resonant excitation from the first π-band states (π1) electrons can only be excited into 
the first π*-band (π*1). This is evident from only one sharp peak in the corresponding 
CIS spectra (CIS π1, Figure 3.12b). It has a low FWHM of 450 meV, which can be correlated 
to a long lifetime.  
Excitons have typically lifetimes in the range of 10-9 to 10-6 s [SHA05]. It is also known that 
the C1s→π* and C1s→σ* transitions at their threshold energies have high excitonic 
contributions [BRU95], [PET98]. The first resonant excitation can therefore be attributed to 
arise from the direct C1s (π)-π* excitation, which leads to the formation of the π* Exciton 
(singlet Exciton). 
For the direct excitation from higher valence band states (π3, π/σ4,5, π/σ6), the formation of an 
Exciton (π*1) is also apparent but direct excitation into the higher π*-band states is as well 
possible (π*2,3, π*4). This is due to the fact that higher states posses also admixture with 
σ-character.  
For VB states of pure σ-character (σ7) the excitation proceeds into an additional level (σ*5). 
Above this energy also excitations into the σ*-system are possible. 
States originating from the phenyl side group are exceptions of this rule. They can only be 
excited into the excitonic state or into their own π*-orbitals (285.0 eV, π*phenyl), but not into 
the π*-system of the fullerene. 
It has to be noted that the CIS of π3 shows excitation not only into π*1. This is an indication 
that π3 has also σ-character to some extend, not apparent only by VB-spectra. 
The shoulder in higher CIS spectra at 285.3 eV is not due to excitation from the C60 π-system 
into the π*-system of the side group, as the intensity is expected to be much higher. Rather 
C60 also has some states in this energy region. 
Therefore the peaks in the range of 285 eV – 291 eV excitation energy can be assigned to 
arise from C1s/VB-π* transitions. Above 291 eV the bands consist solely of σ*-character. 
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Both π* and σ* states can also be distinguished in the resPES measurements by the difference 
in the Auger decay (Figure 3.11). The kinetic energy of the initial spectator Auger decay of 
Ekin= 267 eV for the core electron excitation into π* states (starting with π*1 at 284.5 eV) is 
decreased by 3 eV to Ekin= 263 eV for the core electron excitation into σ* states (starting 
with σ*5 at 290.8 eV). This shifted spectator Auger decay gives evidence that also in PCBM 
as well as in rr-P3HT the singlet Exciton give rise to a combined spectator-participator Auger 
decay (see Chapter 4.2.2.1). The C1s core hole is refilled by an (S+P) Auger decay only as 
long as the initial excitation happens into π* states (until π*4). 
Hence, in order to obtain the electronic band gap not the difference of π1-π*1 has to be 
calculated, as this value is equivalent to the Exciton energy with a value of 1.4 eV, but the 
difference to the next XAS feature π*p has to be given which is 2.0 eV. The binding energy 
of the Exciton in PCBM is about 0.6 eV similar to the value obtained for rr-P3HT of about 
0.4 eV. 
 
In summary, PCBM shows a strong first excitonic resonance. No Polarons are evident for 
PCBM. The singlet Exciton with a binding energy of 0.6 eV and a low FWHM of 450 meV 
(equivalent to a lifetime of 1.5 fs) give rise to a combined (S+P) Auger decay. The core hole 
only decays via the (S+P) Auger process until excitations from C1s directly into σ* states are 
possible. 
 
4.1.3 Conclusion - organic semiconductors 
In summary, both organic semiconductors rr-P3HT and PCBM exhibit strong excitonic 
resonances below the CBM. The singlet excitonic binding energy is about 0.4 eV for rr-P3HT 
and 0.6 eV for PCBM, respectively. It is found to give rise to a combined 
spectator-participator Auger decay (S+P) only for transitions into the π*-band, for both 
rr-P3HT and PCBM. 
Excitation into triplet Exciton or Polaron in-gap states, found only for rr-P3HT, do not induce 
an Auger decay. They act as strongly localized scattering centres as evident from elastic 
scattering channel of RIXS. In rr-P3HT the Fermi level is pinned to the lowest polaronic 
level (P0) by a substrate induced charge transfer. The Polarons in rr-P3HT are identified to be 
2D-Polarons because of their characteristic level splitting in agreement with optical 
measurements [BEL01], [OST00], [OST01]. 
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Singlet Excitons do not only give rise to a combined (S+P) Auger decay as observed for 
rr-P3HT and PCBM. For Graphene systems also additional combinations are possible as 
evident by the ±78.75° slope for Graphene flakes (see Figure 3.21). 
For rr-P3HT and especially PCBM the rich amount of transitions to different 
π*- and σ*-bands make a detailed discussion of the basics of the (S+P) Auger decay rather 
problematic. 
Therefore, in order to study the concepts of the (S+P) Auger decay in more detail HOPG as 
an ideal candidate is chosen as it's XAS is not superimposed by several strong π*- and 
σ*-resonances. HOPG only shows a strong first π* and a second σ* resonance. 
Its van der Waals force bound layers (Figure 1.7a) show similar influence on the Auger decay 
as the crystalline lamellae structure (π-π stacking) of rr-P3HT (Figure 1.3).  The Auger decay 
starts right at the C1s threshold. Therefore HOPG (with van der Waals force) and Graphene 
systems (without van der Waals force) are ideal candidates to study the fundamentals of the 
combined Auger decay processes. 
Thus, in the next chapter, the fundamentals of the combined (S+P) Auger decay will be 
discussed on the basis of HOPG and the additional combinations {(S+S) and (S+S)*} on the 
basis of Graphene flakes and monolayer Graphene. 
 
4.2 Multiple hole Auger decay 
Singlet Excitons are found to give rise to a novel combined spectator-participator Auger 
decay (S+P) in the π*-band of sp2 hybridized systems. This chapter will not only cover the 
concepts of  (S+P) Auger decay found in rr-P3HT and PCBM at the threshold of the singlet 
Exciton in the π*-band but also the concepts of additional combinations of Auger processes 
that are found at the Exciton threshold in Graphene flakes (double spectator (S+S) Auger and 
double spectator (S+S)* Auger-Gain decay).  
Instead of rr-P3HT and PCBM as a basis for further discussion of the (S+P) Auger decay 
HOPG was chosen due to the clear separation between π* and σ* resonance (E1 and E2) in 
HOPG which are undisturbed by additional transitions. 
At the resonant excitation at the carbon C1s edge of these sp2 hybridized systems (rr-P3HT, 
PCBM, HOPG, and Graphene) multiple hole Auger decay processes are observed. They are 
attributed to the existence of localized states above EF (singlet Excitons for rr-P3HT and 
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PCBM). The multiple Auger decay processes are found to be very sensitive for the lifetime of 
the photo-excited state, which is influenced by polarization of VB and CB states or by the 
existence of localized (in-gap) states above EF. In the Kramers-Heisenberg scenario, the 
FWHM of the resonance can be attributed to the lifetime of the respective photo-excited 
intermediate state. 
Interlayer interaction (van der Waals force for HOPG and π-π stacking for rr-P3HT), 
substrate interaction, substrate screening, charge redistribution, and in-gap states are reflected 
in this lifetime. Also, a different lifetime is observed for the individual trapping levels 
(Exciton, Polaron). 
As the photo-excited electron has a chance to probe the various intermediate states the 
observation of these individual Auger processes allows to conclude for instance on the 
quality of Graphene in terms of the magnitude of perturbation of the π-cloud by localization 
effects and trapped localized states. 
Different Auger decay channels {1h (P), 2h (S), 3h (S+P), +4h (S+S), and -4h(S+S)*, see 
Figure 3.17, Figure 3.21, and Figure 3.23} can be identified by their individual slope in the 
Ebind(hω) diagram as a consequence of the different individual lifetime of the photo-excited 
intermediate state (Table 4.3). In particular, at resonant excitation at the C1s edge there is a 
high probability to find a combination of new Auger decays due to the high density of excited 
states.  
The Auger angle α in the resPES data is defined by the slope in a Ebind(ħω) diagram. Here the 
following relation can describe the characteristic feature of this resonant mechanism. 
±Δ = ± Δinitial
Δexc.
= tan(±α ) = cot ± π2n
⎛
⎝⎜
⎞
⎠⎟  (24) 
The number n of holes in the final state in this relation also describes the slope of the 
participator (1h) and spectator (2h) Auger decay. n= 2 gives the regular spectator process 
with α= 45°. n= 1 in the participator decay with α= 0°. 
The case for n= 3 (α= 67.5°) is explained in the following (Chapter 4.2.2.1) by the concept of 
the combined spectator-participator (S+P) Auger decay process, which can be found in 
sp2 hybridized systems only in the π*-region at the Exciton threshold. The interlayer coupling 
(van der Waals force) for instance on HOPG give rise to an (S+P) Auger decay with a 
3h final state at the π*-resonance (see Figure 3.17). 
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The case of n= ±4 (α= ±78.75°) is found for Graphene flakes and will be covered in 
Chapter 4.2.2.2 and 4.2.2.3. 
For the Graphene flakes (Figure 3.21) two decay processes next to the π*-resonance at 
285 eV are found. The slope of the decay below the resonance energy is inversed to that 
above (α+4h= +78.75° and α-4h= -78.75°) which results in a V-like shape profile. For the first 
process the kinetic energy of the Auger decay is increased with increased excitation energy. 
This Auger-Gain process gives the slope of -78.75°. On the other hand the +78.75° slope 
corresponds to a conventional Auger decay mechanism. Both processes are indicative for a 
four hole final state and can be attributed to combinational (S+S) and (S+S)* processes, 
respectively. 
 
Table 4.3:  Multiple Auger decay combinations; their final state and angle in resonant 
photoemission. S denotes to the spectator and P to the participator Auger 
decay with the asterisk indicating additional kinetic energy of the Auger decay 
gained by the decay of an Exciton. 
Combination Holes in Final state Angle of inclination α 
P +1h 0° 
S +2h +45° 
(S+P) +3h +67.5° 
(S+S) +4h +78.75° 
(S+S)* -4h -78.75° 
 
Each individual multiple hole Auger decay is affected by the lifetime of Excitons. The 
presence of an excitonic state in HOPG and Graphene flakes is indicated by a FANO 
resonance (see Chapter 4.2.2). In addition, the strong excitonic nature of the first resonance 
feature E1 at 285.5 eV in HOPG is indicated by the low FWHM in the XAS data with 
E1FWHM= 1.0 eV and its high intensity (up to 2x) compared to Graphene flakes, few-layer 
Graphene, and monolayer Graphene Figure 3.15). Most of the intensity is found in the 
π*-resonance (E1) which indicates a very long lifetime of the excited state (0.7 fs). A long 
lifetime of the excited state also promotes the decay into many elemental low energy 
channels (e.g. plasmons) and scattering at defects. The normal photoemission is strongly 
suppressed. Only very weak valence band features are apparent above the C1s threshold and 
Discussion 
 
 
102   
only strong spectator Auger decay contributions are visible (see Figure 3.17 and Figure 3.18). 
Based on the lifetime of E1 (0.7 fs), its high intensity, its strong spectator Auger decay 
contributions, its suppression of normal photoemission channels, and the appearance of a 
FANO resonance (see Figure 3.17) the main feature at 285.5 eV is assigned to arise from a 
localized excitonic state due to carbon layer interaction in addition to its C1s-π* character for 
HOPG. Also for Graphene flakes the first C1s-π* transitions can be attributed to have a 
strong excitonic component due to the appearance of a FANO resonance (see Figure 3.21) 
and long lifetime (0.6 fs, see next section). 
 
In the next section the lifetime of the excitonic and polaronic in-gaps states for rr-P3HT, 
PCBM, HOPG, Graphene flakes, and monolayer Graphene is discussed. 
After this the concept of each individual combination of the Auger decay processes will be 
discussed separately {(S+P), (S+S), and (S+S)*} and a model for each of the combinations 
will be proposed. A summary is given in the end. 
 
4.2.1 Lifetimes 
The lifetime of the core level excitation into an intermediate state in XAS is indirect 
proportional to the FWHM of the transition and can be calculated by the following equation 
(uncertainty principle): 
 
τ = 
Γ
= 6.58211928 ⋅10
−16 eV ⋅s
FWHM  (25) 
Intermediate states are not only transitions to π*- and σ*-bands but also transitions to 
excitonic and polaronic in-gap states. 
In Table 4.4 the Exciton and Polaron lifetimes are given which are extracted from the 
individual XAS spectra (Figure 3.5b, Figure 3.12b, and Figure 3.15). For comparison the 
values for P3HT and PCBM are included in this table. In general the lifetime of Polarons and 
Excitons of the organic semiconductors in this work (P3HT and PCBM) are higher than for 
the Excitons found in HOPG and Graphene (excepts for the singlet Exciton in P3HT). The 
highest lifetime is obtained for the Exciton in PCBM, but the lowest for the singlet Exciton 
ES in P3HT. The latter is probably due to the fact that most of the singlet Excitons get 
converted to triplet Excitons in their decay process. 
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Remarkable is the relative high lifetime of the pre-edge resonance in ML Graphene. This is 
an effect of the substrate interaction and hybridization (Chapter 4.2.2.4). 
A combined Auger decay is only found for the singlet Exciton in rr-P3HT (ES), PCBM (π*1), 
and Graphene flakes (E1). For rr-P3HT and PCBM their binding energy is 0.4 eV and 0.6 eV, 
respectively. For HOPG and Graphene it is expected to be in the same order. Optical 
absorption measurements indicate a binding energy of about 0.42 eV for monolayer 
Graphene [CHA11]. The FWHM of the singlet Exciton is in the same order as the one of 
their binding energy. Hence, the singlet Excitons have a significant overlap with the CB. 
Triplet Excitons and 2D-Polarons found in rr-P3HT and the Polaron found in HOPG have 
negligible overlap with the CB, as their binding energy is too high compared to their FWHM. 
For instance for rr-P3HT the binding energy of the triplet Exciton is 2.2 eV and the FWHM is 
0.4 eV (compare Figure 4.1). 
Hence, only singlet Excitons can contribute as localized in-gap states to a combined Auger 
decay. The lifetime of the singlet Exciton is reduced by about 10 % for Graphene compared 
to Graphene flakes. For HOPG interlayer Excitons can be formed compared to only intralayer 
Excitons for Graphene. An (S+P) Auger decay is only found in HOPG (in addition to P3HT 
and PCBM) whereas (S+S) and (S+S)* Auger decays are only found for Graphene.  
On the other hand for monolayer Graphene on Ni, Cu, and SiO2 no combined Auger decay is 
observed despite overlap of the singlet Exciton E1 with the CB. This is a consequence of 
substrate hybridization and is covered in Chapter 4.2.2.4. An indication is already found here 
in the high lifetime of the pre-edge shoulder E1* for monolayer Graphene of about 
1.4 - 2.1 fs. In addition E1* is separated by about 1 eV from E1 and is 0.3 eV below 
Fermi energy (Figure 3.24). Hence this feature is cannot be attributed to an Exciton but rather 
to a hybridized carbon metal-substrate state as discussed in Chapter 4.2.2.4. 
Thus, the combined Auger decay is very sensitive to structural details (substrate screening, 
substrate interaction, and interlayer interaction) and modifications of the lifetime of the 
singlet Exciton i.e. overlap with the CB. 
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Table 4.4: Lifetime of Polaron and Exciton, extracted from XAS measurements. 
Charge state FWHM / eV Lifetime / fs 
PCBM ES (π*1) 0.45 1.5 
P3HT ES 1.9 0.35 
P3HT ET 0.6 1.1 
P3HT P(0-3) 0.4 – 0.5 1.3 – 1.6 
HOPG 1.0 0.7 
HOPG Polaron 0.5 1.3 
AO-2/AO-4 E1 1.09 – 1.18 0.6 
ML/Ni(111) E1 (E1*) 1.22 (0.32) 0.5 (2.1) 
ML/Cu E1 (E1*) 1.21 (0.46) 0.5 (1.4) 
ML/SiO2 E1 (E1*) 1.21 (0.37) 0.5 (1.8) 
 
The localized singlet excitonic state with its long lifetime and low Exciton binding energy – 
enabling a significant overlap with the CB – gives rise to the combined Auger decays. On the 
basis of HOPG and Graphene flakes the combined (S+P), (S+S), and (S+S)* Auger decay 
will be discussed in the following. 
 
4.2.2 Auger decay channels 
Only singlet Excitons give rise to the combined Auger decay as they have a significant 
overlap with the CB and can thus also be identified by a FANO resonance.  
For an existing singlet excitonic in-gap state in Graphene systems a FANO transition is 
observed for the excitation of σ states with an initial state energy of -18 eV and -15 eV below 
the π*-resonance (see Figure 4.4, Figure 3.17, and Figure 3.21). 
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Figure 4.4:  FANO resonance of HOPG at a constant initial state energy of -18 eV. 
 
The lifetime and screening of the excitonic in-gap state determines the magnitude and 
presence of the FANO transition. 
The intensity of the FANO- and of the first π*-transition at 285 eV are reduced for pure 
Graphene flakes compared to HOPG. This is an indication of a lower concentration of the 
excitonic in-gap states in Graphene. 
The higher FWHM of the π*-transition of pure Graphene flakes compared to HOPG also 
indicates a lower lifetime of the Exciton by more than 10 % (Table 4.4). These changes may 
already be enough for the (S+P) decay to disappear in Graphene flakes. Especially the change 
in lifetime and localization of the excitonic state due to non-existence of interlayer coupling 
can be made responsible for the absence of the (S+P) Auger decay channel in Graphene and 
appearance of the (S+S) and (S+S)* decay. 
Substrate screening and hybridization of metal 3d - carbon 2p states will further reduce the 
lifetime of the excitonic state. The consequence is a dramatic reduction in the intensity of the 
FANO transition. For strong substrate coupling no FANO transition is observed. A new 
pre-edge feature E1* is found 0.3 eV below Fermi energy with a long lifetime (1.4 - 2.1 fs). 
The implication is that the singlet excitonic states are completely attenuated. This scenario is 
found in the resPES diagram of ML/Ni(111), ML/Cu, and even ML/SiO2 (Figure 3.23). Here 
no FANO transition is observed indicating that transitions to the excitonic in-gap states are 
completely hindered. 
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In the next four sections the (S+P) decay (interlayer interaction in HOPG), the (S+S) decay 
(intralayer Exciton in Graphene), the (S+S)* decay (intralayer Exciton in Graphene), and the 
pre-edge decay (substrate interaction in monolayer Graphene) is discussed and a model for 
each Auger decay combination is given. 
 
4.2.2.1 The (S+P) Auger decay 
HOPG is the prototype for the (S+P) Auger decay, because of its well-ordered layer structure, 
interlayer interaction and clear separation between 67.5° and 45° propagation of the two 
separate Auger decays. In the resPES data of HOPG the π*-resonance show a different Auger 
decay profile when compared to the Auger decay in the σ*-region. As shown in Figure 3.17, 
in the π*-region the Auger decay appears under α= 67.5° (S+P) while in the σ*-region the 
Auger process proceeds with α= 45° (S). 
The ordered multilayer structure of HOPG facilitates carbon layer interaction and opening of 
small band gaps at the K-point. This enables the formation of singlet excitonic states 
[ALZ09]. The photo-excited electron will be trapped by these localized states. Interlayer 
interaction singlet Excitons will be formed due to the trapping, which contribute to the strong 
resonance at 285.5 eV. CIS spectra of the π-band region show that the excitation of π-band 
states primary forms singlet Excitons, as the corresponding CIS spectrum mainly consists of 
the first π*-resonance feature (Figure 3.19). 
These localized singlet excitonic states have a long lifetime, as evident by the low FWHM 
and high intensity of E1, account for the FANO resonance below the first resonance in the 
σ-region, and induce the (S+P) Auger decay. The low intensity of the normal Auger decay 
(not noticeable in the resonance profile) and the absence of valence band photoemission 
underline this conclusion (Figure 3.17). 
Therefore, this novel Auger decay can be found in any carbon thin film containing a 
well-ordered structure of multiple carbon layers with a strong singlet excitonic resonance. 
This as well includes crystalline polymer-structures of rr-P3HT (Figure 3.4) and PCBM 
(Figure 3.11). 
The singlet excitonic state mainly decays into two channels: the larger part (>60 %) is 
deactivated by scattering into low-energy excitations (e.g. plasmons) or scatters at defects 
while the rest decays via the (S+P) Auger mechanism. 
For HOPG as the model system of the (S+P) Auger decay these different contributions can be 
quantitatively extracted by the analysis of the intensity of the π*-region (intensity of E1, 
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Auger decay intensity and intensity of additional superimposed resonances). The analysis 
shows that 10 % of the excitations lead to the (S+P) Auger decay and 63 % are scattered at 
singlet interlayer Excitons. 
Structural defects or a distortion of the sp2 band structure lead to localized (analogue to 
molecular orbitals) features superimposed in the XAS data between 285 eV and 290 eV. 
Contributions of carbon adsorbates are also visible in this excitation energy region. The 
contribution of adsorbates and structural defects amounts to 27 % of the XAS spectrum in the 
π*-band.  
However the resonances at 287.5 eV (+2.5 eV) and 289 eV (+4 eV) (Figure 3.17 and 
Figure 3.19) are not solely due to adsorbates. The resonance at 287.5 eV can rather be 
attributed to a polaronic level at the Γ-point with the Γ-point resonance being at 289 eV. This 
assumption is also confirmed by a pre-edge resonance at an excitation energy of 282 eV as 
the second polaronic level at the Γ-point. 
 
Four main requirements for the (S+P) Auger decay can be derived from the measurements 
(Figure 3.17 and Figure 3.18) and are included in the (S+P) model. 
First it is necessary to have a localized state inside the band gap of the material. For 
well-ordered carbon thin films singlet interlayer Excitons act as the localized state. The 
localized state is evident in the data by a strong FANO resonance at a binding energy of 
Ebind= -18 eV indicating a localized state slightly above the Fermi energy. 
Secondly, the lifetime of the intermediate state (electron is bound to the localized state after 
its excitation and relaxation) has to be higher than the one of the spectator decay (Table 2.1). 
The FWHM of the singlet excitonic resonance E1 is indirect proportional to the lifetime of 
the intermediate state (τ∝1/Γ). By comparing the FWHM of E1 of HOPG to the one of 
Graphene the higher lifetime of the singlet excitonic feature is evident 
(FWHMHOPG < FWHMGraphene; Table 3.6). 
Thirdly, a high mobility and delocalization (Bloch wave function) of the valence band states 
are required for the recombination of the second core hole, which is given only in covalent 
bands. This is a natural property of sp2-hybridized systems like rr-P3HT, PCBM, and HOPG 
[HEE01], [KAR03]. Both decay channels, spectator (step 4 in Figure 4.5) with Ekin= 267 eV 
and participator (step 6 in Figure 4.5), are evident in the Auger difference spectrum 
(Figure 3.18) and in the resPES diagram (Figure 3.17) as proposed in the (S+P) Auger decay 
model.  
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Finally, this mechanism becomes possible only at resonances where a high density of core 
holes is available. Because of the high photon flux of the synchrotron X-ray source this 
requirement is fulfilled in this case. 
The (S+P) Auger decay model based on these requirements and the spectroscopic 
observations in this work is presented in the following. 
CB π* 
VB π 
V1 V2 V3 
1 
2 
3 
4 
5 
6 
Exciton 
C2 C1 
C1s C1s 
(S+P) = +3h Auger process 
S 
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Figure 4.5: Schematic picture of the singlet interlayer Exciton – (S+P) Auger process. C1 
and C2 are core holes of two carbon atoms. The V1, V2, and V3 are three final 
valence hole states. The trap state can be assigned to the singlet interlayer 
Exciton state. The initial excitation and relaxation of the excited core electron 
(step 1+2) is followed by a KLL spectator decay (step 3+4) and a participator 
decay {(S+P) decay} of the initial excited electron (step 5+6). 
 
The (S+P) Auger decay process is a final state process in which the primary core hole at the 
C1s level is filled to cause three valence holes V1, V2, and V3. The resulting kinetic energy is 
transferred to the resonantly excited electron to leave as a participator electron. Figure 4.5 is 
illustrating this process of the (S+P) Auger decay.  
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The first step (1 in Figure 4.5) involves the creation of the primary core hole at the C1s level 
and the excitation of the electron over the band gap into an empty state in the π*-band 
system. This electron relaxes in step 2 (2 in Figure 4.5) into an empty localized state (singlet 
excitonic level). Here the electron is stabilized by the Exciton binding energy. This means it 
has a longer lifetime compared to a conduction band electron and consequently also higher 
lifetime than the spectator decay, which follows the previous step. 
The normal C-KLL Auger decay involves now step 3 and 4 (see Figure 4.5). The primary 
core hole is filled from one valence electron and a second valence electron escapes the 
material as an Auger electron yielding valence holes V1 and V2. Up to this point the process 
is just a typical spectator decay. 
The (S+P) Auger decay process now involves the trapped electron, which becomes emitted as 
a participator Auger electron, before it would decay by low energy decay processes with 
longer lifetimes than a fast Auger decay (e.g. plasmons, phonons or scattering at defects). 
The decay of the trapped electron must be distinguished from a common participator Auger 
decay, as the trapped electron has to find another suitable core hole because the original core 
hole was already filled. 
The trapped electron will take any bypassing hole state and considers it as a virtual initial 
state. It can be released when one of these core holes will be filled by a third valence electron 
by creating the third valence hole V3 (5 in Figure 4.5). Thereby the energy is transferred to 
the electron in the localized trapped intermediate state and it becomes emitted as a 
participator Auger electron (6 in Figure 4.5). 
The result of the complete decay of the trapped electron is a combined spectator-participator 
Auger decay mechanism (C1s-V1-V2-S-V3-P). It requires that the valence holes are 
delocalized covalent bonded π states and the Auger decay process is no longer atomic-like. 
The coupling of the valence electrons to the core holes is by the covalent interaction within 
the π-band, not by Coulomb interaction. Insofar, it must not necessarily be the next neighbour 
core hole, which enables the V3-P decay; it could be any other core hole as the energy is 
transferred to a delocalized valence electron (represented by Bloch wave functions).  
 
In the literature, resonant Raman Auger and post-collision interaction are other models to 
explain similar effects in terms of deviation from the normal spectator Auger decay 
propagation in the vicinity of resonant excitation.  
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Auger resonant Raman scattering leads also to deviations from the constant kinetic energy of 
the normal Auger decay shifting the energy of the Auger electrons to higher and lower kinetic 
energies [FOE02]. Below the core level threshold resonant Raman Auger decay shows linear 
dispersion with the excitation energy and changes at the threshold to constant kinetic energy. 
In the close environment of van Hove singularities the kinetic energy decreases and the initial 
value is regained after leaving the vicinity of the singularity [FOE02]. However, in the (S+P) 
Auger decay model, the magnitude of the Auger electron energy shift is constant and only 
depends on the number of holes in the final state and therefore should be independent on the 
method of ionization at the resonance. The energy shift starts above the core level threshold, 
not below, and is maintained until approximately the ionization threshold is reached. In terms 
of the Ebind(ħω) diagram a linear dispersion with a slope of 67.5° is observed for the (S+P) 
Auger decay and a slope of 45° for the spectator Auger decay (see relation 24). 
PCI describes the interaction of a high-energy Auger electron with a low energy electron 
[COW00]. However, as this model is based on slow free electrons, this effect would not be 
visible until the ionization threshold is reached. In the resPES diagram data this should take 
place above 290 eV excitation energy (Figure 3.17), therefore it is not corresponding to the 
(S+P) Auger decay. 
PCI at the resonance below the ionization threshold is described as the inherent post-collision 
interaction [OHN01]. Here the electron is captured in a band (metallic or localized virtual 
charge transfer band) or in an empty bound level splitting from the former band by an 
attractive Coulomb core-hole potential. Two scenarios are discussed in this model. In the 
unscreened case the effective holes-excited electron interaction energy Uf is lower than the 
effective core-hole-excited electron interaction energy Uc. The delocalized excited electron 
gains energy and the Auger electron loses energy. On the other hand, in the case Uf>Uc 
(screened case) the excited electron loses energy and the Auger electron gains energy. In the 
former case the excited electron in its final state is located in a band whereas in the latter case 
the electron stays in a bound state. In the inherent PCI only a spectator Auger electron is 
emitted with two holes in the valence band in the final state. 
The inherent PCI model can also be applied onto a wide domain of the (S+P) Auger decay 
model. Up to step 4 in Figure 4.5 the (S+P) decay is similar to the inherent PCI with Uf>Uc.  
In the resPES diagram this is seen as a shift of the kinetic energy of the spectator Auger 
decay. The spectator Auger decay is shifted by about 3 eV in the π*-region to higher kinetic 
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energies (Ekin= 267 eV) compared to the spectator Auger decay in the σ*-region with 
Ekin= 264 eV. 
But for the full description of the resPES wallpaper (the 67.5° Auger transition) the decay of 
the excited electron has also to be taken into account; here the inherent PCI is not sufficient 
to explain the data. The signature of the decay of the excited electron is found in the Auger 
contribution spectra in the π*-region at high kinetic energies (low binding energies in 
Figure 3.18). 
In the resPES spectra of rr-P3HT Polarons and triplet Excitons predominate with only a small 
singlet Exciton induced (S+P) Auger decay feature in the π*-band (Figure 3.4). The spectra 
of PCBM is governed by molecular orbital resonances that are superimposed by the (S+P) 
and spectator Auger decay and their presence is thus difficult to identify (Figure 3.11). 
Perfect free-standing monolayer Graphene (a single layer of HOPG) does not exhibit any 
interlayer or substrate interaction. Two different multiple Auger decays that will be explained 
in the following characterize it. In Graphene the initial excited core electron does not take 
part in the decay process. Hence, the (S+P) Auger decay is replaced by an (S+S) Auger decay 
cascade. 
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4.2.2.2 The (S+S) Auger decay 
Without interlayer interaction in Graphene the (S+P) decay is replaced by a combination of 
an (S+S) and (S+S)* decay at resonance. The initial excited core electron does not take part 
in the decay process. First the (S+S) decay is discussed being very similar in its decay 
behaviour as the previously discussed (S+P) Auger decay. 
1 
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Figure 4.6: Schematic picture of the (S+S) Auger process. C1 and C2 are core holes of two 
carbon atoms. The V1, V2, V3, and V4 are four final valence hole states. The 
initial excitation and relaxation of the excited core electron (step 1+2) is 
followed by an initial KLL spectator decay (step 3+4) and a second KLL 
spectator decay (step 5+6). The initial excited electron remains trapped in the 
excitonic intermediate state. 
 
The α= +78.75° Auger decay (S+S) is described in the following by means of Figure 4.6. 
With the creation of the initial core hole (step 1) the core electron is excited under resonance 
into the unoccupied CB. This initial step does not result in the generation of a core Exciton, 
as this would involve a transition from the core level into a level below the 'principal’ 
minimum of the CB. After the excitation into the CB the electron will relax into a lower state 
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stabilized and screened by a polarization which causes a 'virtual’ hole pulled up from the VB 
(step 2). As a consequence this e-h pair becomes localized. It will no longer behave as a 
charge carrier described by Bloch wave functions. 
The binding energy of this e-h pair is lower than the one of a core Exciton as it is less 
localized. It is formed at the π-π* band gap at the M-point [CHA11], [MAK11]. Parallel to 
the relaxation of the initial excited electron into the e-h state the initial core hole is filled in 
the third step by one π-band electron and the energy is transferred to a π-band (VB) electron 
that scatters at the weakly localized e-h (step 4). Because of the scattering with the e-h pair 
the energy of the spectator Auger decay is shifted by 3 eV to higher kinetic energies 
compared to the normal KLL spectator Auger above the ionization threshold (Figure 3.21a 
and Figure 3.21b) [OHN01]. The lowering of the energy of the core electron after the 
excitation into the CB by relaxation into the excitonic state by U=Uf-Uc (change in effective 
core-hole-excited electron interaction energy) is increasing the kinetic energy of the 
KLL Auger electron (Ekin= 267 eV) as visible in the spectra (downshift of the Auger line) 
[OHN01]. This effect is also known as inherent post collision interaction (inherent PCI) as it 
appears below ionization threshold but above core-level threshold [OHN01].  
The (S+S) Auger decay involves now a second core hole that becomes filled by a third 
valence electron. For the (S+S) decay the energy from the decay of the second core hole has 
to be transferred to another valence electron that becomes emitted as a second spectator 
electron (step 5 and 6). The communication between the two KLL Auger decay processes is 
handled by the scattering of the delocalized VB electrons at the localized e-h pair, as the 
e-h pair is present over the complete time scale of both decays. Obviously the lifetime 
of the e-h pair has to be long enough to allow a coupling of the two spectator decays under 
the spectating initial photo-excited core electron. 
In total the (S+S) Auger decay is a combination of two spectator decays – scattered at an 
Exciton – and a net four hole final state with one additional virtual hole in the e-h pair. 
The scattering process is the key mechanism to understand the building of combined Auger 
processes at all. It is based on the fact that localized hole states – by polarization effects – 
coexist with delocalized Bloch like valence holes. 
For Graphene flakes also a second combined Auger process is observed (S+S)*. The asterisk 
denotes to the fact that the initial excited core electron is not trapped in a singlet Exciton. It 
rather perturbs an already existing singlet Exciton and the excess energy is transferred to 
two spectator Auger decay indicated by the asterisk. 
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4.2.2.3 The (S+S)* Auger decay 
For the Graphene flakes (Figure 3.21) an additional feature on the lower excitation energy 
side is found which mirrors the (S+S) Auger decay. Both decays together, the (S+S) and 
(S+S)* Auger decay, are giving the lower binding energy region of the π*-resonance at 
285 eV a V-like shape. The slope of this decay is inversed to the one of the (S+S) Auger 
decay (α+4h= +78.75° and α-4h= -78.75°). Because of the negative slope this decay has to be 
handled as an Auger-Gain decay process. With increased excitation energy the kinetic energy 
of this Auger decay is gradually increased in contrast to other Auger decay mechanisms with 
constant or decreasing kinetic energy. However, to enable such an Auger-Gain decay excess 
energy has to be transferred to the Auger electron.  
 
1 
(S+S)* = -4h Auger process 
E. 
V1 V2 
3 
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C1 
C1s 
(S    +    S)* 
CB π* 
VB π 
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V3 V4 
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6 
C2 
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Figure 4.7: Schematic picture of the (S+S)* Auger process. C1 and C2 are core holes on 
two carbon atoms. The V1, V2, V3, and V4 are four final valence hole states. 
The initial excitation below the CB (1) into the gap perturbs and destroys the 
Exciton (2). The excess energy is transferred to a subsequent double spectator 
decay (3+4) and (5+6). 
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In close vicinity of the first π*-resonance a high amount of e-h pairs is expected to exist. Low 
energy decay processes can create these e-h pairs after direct photoemission of VB electrons.  
Below the core level threshold a core electron that is excited to a level below the minimum of 
the CB (for the (S+S) it has to be excited above the CB) will perturb the existing e-h pairs 
(step 1 in Figure 4.7). The perturbed e-h pair will decay under the release of its energy 
(step 2).  
This excess energy, about 0.5 eV to 1 eV, is transferred to the combined double spectator 
Auger decay (S+S)* (step 3+4 and 5+6). The asterisk denotes the fact that this process has 
gained excess energy. Close to resonance a high amount of core holes is found to be already 
present.  
Analogue to the (S+S) Auger model the two simultaneously spectator decays, however here 
with a minus sign (-78.75°), give rise to a -78.75° slope in the resPES diagram. A high 
lifetime of the Excitons is again needed. 
 
4.2.2.4 The low Ekin Auger decay 
In contrast to the Graphene flakes monolayer Graphene on a metallic substrate (nickel, 
copper, and even SiO2) does not exhibit the (S+P), the (S+S), or the (S+S)* Auger decay at 
the carbon K-edge. This is due to substrate interaction as indicated by the corresponding 
C1s core level spectra of monolayer Graphene. They are considerably broadened compared to 
Graphene flakes and even show a double peak in the case of ML/Ni(111) (Figure 3.14a).  
The C1s double peak for ML/Ni(111) is discussed to arise from two different carbons to 
nickel distances. The α Graphene sub lattice is on top of a Ni atom and the β–sub lattice on 
top of a Ni hollow site (see Figure 1.8a) [SCHU12], [VAR12]. It is also attributed to 
corrugation of the Graphene layer [PRE09], [SCHU11]. 
The metal interaction also leads to hybridization of Ni3d states with the π-band states of 
Graphene [MIT11], [VAN10], [VAR08]. Even the lifetime of the intermediate state in the 
resPES data is influenced. In fact, in the resPES profile a strong localization above the 
π*-resonance is found, only above the σ*-resonance the common C-KLL Auger emission is 
observed. 
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Figure 4.8: TEY XAS spectra of monolayer Graphene on Ni(111). A CFS 264 eV, an 
integrated resPES diagram spectrum, and a difference spectrum of TEY and 
CFS are included for ML/Ni(111). 
 
In the XAS data of monolayer Graphene an additional shoulder (E1*) at the first 
π*-resonance in the total electron yield spectra is found (Figure 3.15). 
The resonance E1* is not present in the corresponding resPES diagrams. In Figure 4.8 the 
resPES diagram of ML/Ni(111) is represented by its integral over the initial state energy. In 
addition a CFS 264 eV and a TEY spectrum for ML/Ni(111) are included. In order to 
emphasize this finding a difference spectrum (Figure 4.8 red spectrum) of the TEY and 
CFS spectra of ML/Ni(111) is added indicating an asymmetric pre-edge peak at an excitation 
energy of 284.2 eV. 
The pre-edge peak in the ML Graphene XAS spectra is discussed in the literature to arise 
from doping exposing new unoccupied states below the Fermi energy [SCHU11], [SCHU12]. 
New unoccupied states or states due to doping should be visible at the resonant valence band 
spectra. No such states are visible in Figure 3.23. Valence band states up to a binding energy 
of -35 eV and Auger decay contributions above a kinetic energy of 250 eV that should be 
present for doping or new unoccupied states can be ruled out. 
The pre-edge feature E1* is only present in the TEY spectra whose main intensity comes 
from low energy contributions. Pacile et al. used the TEY mode and Schultz et al. the 
transmission mode for their studies giving similar results [PAC08], [SCHU11]. 
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The peak E1* is 0.3 eV below the Fermi energy that is almost exactly the separation of the 
two carbon core levels. Still the double C1s core level peak cannot be responsible for the 
XAS pre-edge peak as both C1s core levels have almost equal intensity but E1* is only about 
5 % of E1. The pre-edge peak E1* is only found in TEY, not in the CFS or resPES diagram. 
It is at a lower excitation energy whereas the second C1s core level is at a higher binding 
energy. Hence, an overlap of two XAS spectra from the two C1s core levels can be excluded. 
Also the work function energy of Graphene is about 4.2 eV to 4.5 eV [KWO12], [XU13]. 
Plasmons and Excitons don’t provide this amount of energy necessary for ionization of 
VB states. 
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Figure 4.9: The pre-edge peak in Graphene TEY XAS is due to a low kinetic energy Auger 
decay cascade. 
 
Based on the findings in this work a new model for the pre-edge peak is proposed 
(Figure 4.9). The hybridization of metal 3d and Graphene π-orbitals is a consequence of 
strong metal substrate coupling [MIT11], [VAN10], [VAR08]. 
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New in-gap states are induced at and below EF, in case of ML/Ni(111), by the 
Ni3d-C2p hybridization (in the other cases: Cu3d-C2p and Si3p-C2p). The hybridization also 
influences the lifetime of the intermediate excitonic excitation changing it to unfavourable 
conditions for an (S+P), (S+S), or (S+S)* Auger processes. 
EF is defined in the resPES diagram by the binding energy of the C1s core level. The core 
level is found at a binding energy of -284.5 eV (Figure 3.14a). Indeed the pre-edge resonance 
in the TEY data is found at an excitation energy of 284.2 eV and -0.3 eV relative to EF. This 
coincides with the initial state energy of the Ni3d states. 
After resonant excitation of the C1s core electron into the pinned in-gap state at 284.2 eV 
(step 1) it cannot take part anymore in a participator Auger cascade as the excited electron is 
transferred directly to the metal due to hybridization and therefore it is not available to an 
Auger decay process. In consequence a KL1L1 spectator Auger decay (Ekin= <250 eV) fills 
the core hole (step 2+3) where the spectator electron has been transferred to the metal 
substrate. The KL1L2 with Ekin= 264 eV is attenuated as the L2 states (π-band) are hybridized 
with the metal states. The two C2s holes can be further decay via two low kinetic Auger 
decays or a cascade with more then two emitted electrons {Figure 4.9, step 4+5)}. 
The spectator decay will only yield a single electron of <250 eV kinetic energy (<-36 eV 
initial state energy). In comparison to the ≥2 low kinetic energy electrons the intensity of the 
high kinetic energy decay channel is rather small. Indeed a strong pre-edge resonance in the 
low kinetic energy TEY spectrum is found (Figure 4.8). A shallow increase in intensity at 
-35 eV initial state energy in the resPES diagram of ML/Ni(111) (Figure 3.23a) indicates the 
presence of the high kinetic energy decay channel of the pre-edge resonance. 
The metal induced pinning of the π-system is attenuating the resonant excitation into the 
excitonic state. In consequence also the spectator Auger decay with a 2h final state lose in 
intensity (Ekin= 264 eV). Therefore decay processes involving excitonic bound electrons like 
(S+P), (S+S), (S+S)*, and the FANO transition are quenched.  
Indeed, for ML/Ni(111), for ML/Cu, and for ML/SiO2 none of these decay processes are 
observed. 
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4.2.3 Conclusion - Graphene 
By resonant photoemission and X-ray absorption spectroscopy new resonant Auger decay 
processes could be identified. They could be assigned to a combined spectator-participator 
(S+P), to a combined double spectator (S+S) Auger, and to a double spectator (S+S)* 
Auger-Gain decay. For each of the three new resonant Auger decay combinations a model 
was introduced. 
 
The (S+P) process deviates from the normal continuum Auger decay. It is characterized by a 
net 3h final state with the number of holes determining its slope in a Ebind(ħω) diagram of 
67.5°. Interlayer coupling (van der Waals force for HOPG or π-π stacking for rr-P3HT) is 
found to give rise to the (S+P) Auger decay process in carbon films. The physical origin is 
the interaction of the photo-excited electron with singlet interlayer Excitons close to the 
CBM. The localized states involved in the combined (S+P) Auger process are also 
accompanied by a FANO profile transition in the pre C1s edge resonance region. The FANO 
resonance is used as a fingerprint to identify the presence of singlet Excitons in HOPG and in 
Graphene. 
 
In Graphene flakes no interlayer interaction is present. For pure Graphene the (S+P) Auger 
decay is replaced by a combination of an (S+S) and an (S+S)* Auger decay. The scattering of 
the spectator Auger electrons at one single Exciton facilitates the double spectator decay. 
This process is determined by the scattering time rather than the lifetime of the singlet 
Exciton. The (S+S) and (S+S)* Auger decay is assigned to be characteristic for free-standing 
Graphene. 
 
For monolayer Graphene metal substrate induced screening of the π electrons suppresses the 
Auger decays completely in the π*-band. Only when the upper σ*-bands are involved the 
C-KLL Auger process appears. Instead a low Ekin Auger decay cascade appears as an 
alternative decay channel that gives rise to the pre-edge π*-resonance at 284.5 eV. This 
process indicates that by the metal interaction for instance for Nickel as a substrate 
Ni3d-C2p hybridized states at the Fermi energy are existent and become involved. 
Hybridization influences the Exciton lifetime and the electron-Exciton scattering time in a 
negative way. Instead of the excited core electrons getting localized in a singlet Exciton, they 
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are getting trapped in the metal-carbon hybridized states. The hybridized states have a 
significant higher lifetime and reduced overlap with the CB of Graphene as indicated by the 
low FWHM of the corresponding transition E1* and the absence of a FANO transition. 
 
Thereby resonant photoemission is very sensitive to the existence of defects, interlayer 
interactions, and screening and polarization effects. The observation of the resonant 
behaviour at the C-K edge can provide a novel and powerful tool to learn about the influence 
on the Graphene properties by the underlying metal or oxide substrates. 
 
As the multiple Auger decay requires localized in-gap states that have a significant overlap 
with the CB states (e.g. singlet Excitons) it should be also observed for other systems. 
TM-Oxides are known to exhibit polaronic and Excitonic effects [MCK12], [VARL12]. 
Excitation into these levels therefore should also induce multiple Auger decays. The next 
chapter will focus on one particular TM-oxide: Co-PI (cobalt oxide) which is used as a 
catalyst for the oxygen evolution reaction in photo-electrochemical cells. 
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4.3 Co-PI - Water oxidation catalyst  
Multiple combinations of Auger decays are not only limited to sp2 hybridized carbon 
systems. One requirement for multiple Auger decays is that an intermediate state with a long 
lifetime exists which can act as a trap level to enable further combinations of Auger decays. 
For sp2 hybridized carbon systems it is a singlet excitonic state whose FWHM (lifetime 
τ∝1/Γ) is in the same order as the one of its binding energy in order to ensure sufficient 
overlap between singlet Exciton and VB states. 
In all concepts of the new multiple Auger decays (S+P), (S+S), and (S+S)* two core holes 
are necessary which have to have an overlap with the VB states of neighbouring atoms to 
enable the decay of a core hole from one atom by a VB electron from another atom. The 
delocalized π-band of sp2 hybridized carbon systems naturally give this. But it is not limited 
to homogeneous systems. The (S+P) Auger decay can also be observed for instance at the 
N1s edge of CoPc****  which indicates hybridization of C and N atoms. Here one C1s and one 
N1s core hole are involved. 
As already stated in the paper by Ohno [OHN01] the inherent PCI is not limited to metallic 
systems (like HOPG and Graphene) but can also appear in CT systems. 
Hence, also in CT systems combinations of Auger decays should be observed, for instance 
the (S+P) decay. 
Transition metal oxides are an example for CT systems, which are also widely used as 
catalysts [GAR11], [MUE10], [SUB12]. For TM-oxides Polarons and Excitons are also 
existent. These small Polarons are highly localized on one or several anion sites [MCK12], 
[VARL12]. Core level excitation into these small Polarons – also called self-trapped holes – 
can create a self-trapped Exciton. 
By a ligand (O2p) to metal (TM3d) charge transfer holes are created on the oxygen side. 
These can form STHs by lattice displacements, which act as traps for excited electrons – for 
instance at the O1s resonance – out of which form self-trapped Excitons can be formed. 
Further, STXs can give rise to the multiple hole Auger decay. 
                                                
 
****  Unpublished data: N1s resPES of CoPc indicating (S+P) and (S+S) Auger processes. 
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In the following section the results on the TM-oxide catalyst Co-PI (cobalt oxide) will be 
discussed. The influence of the multiple Auger decay on this catalyst and its properties is a 
central point in this discussion as well as the identification of the cobalt spin state by making 
use of the characteristics of the different Auger decay mechanism at resonance. 
First the structure and oxidation state of Co-PI is discussed on the basis of core level 
measurements. Second by a combined resPES study at the Co2p and O1s edge the cobalt spin 
state of Co-PI is identified. The presence of (S+P) Auger decays at the O1s edge is further 
used to identify two charge transfer states. Especially the Co3+ CT state is found to be 
important for catalysis as it energetically located at the E0(O2/H2O) redox potential of water 
splitting. 
By knowledge of the presence of CT states identified by the (S+P) Auger decay an improved 
band scheme is proposed for Co-PI. 
 
4.3.1 Structural and elemental analysis 
The TM-oxide catalyst Co-PI is prepared by electrochemical deposition. Two possible 
structural motifs for the cobalt catalyst are under discussion, namely corner-sharing cubane 
structures or edge-sharing MCC (Figure 1.9) [KAN10], [RIS09b]. The coexistence of both 
structures is not expected.  
Both, Dau et al. and Nocera et al. agree on the resulting relative Co-Co and Co-O distances 
derived from EXAFS analyses of the Co-PI catalyst. However, they favour the cubane and 
the MCC structure, respectively. 
The group of Dau conclude for their "thick” samples that they have the cubane motif with a 
mean Co valence of 3+ [RIS09b]. In contrast, Noceras group deduces a valency of greater 
than three for bulk Co-PI and slight lower valency for surface Co-PI [KAN10]. They 
highlight the sensitivity of valency to cluster size. Based on their X-ray absorption near edge 
structure results the cobaltate motif is favoured. Both groups used the Co1s edge as the basis 
of their argumentation. 
The possible MCC and cubane motifs of Co-PI share the same amount of cobalt content 
(Table 3.9). They only differ in the relative Co/O ratio (lattice and bridging oxygen) for small 
and medium clusters. Oxygen is also used for the surface termination in these clusters 
(non-bridging oxygen) in form of hydroxide and phosphate.  
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In general the cubane clusters comprises of less bridging oxygen than the MCC clusters – 
only around two third. With increased cluster size both motifs show a general trend in 
incorporating more oxygen into the lattice because of higher volume to border and surface 
ratio. 
The model structures from Kanan et al. [KAN10] give a Co/O ratio of 0.88 (0.80) for cubane 
surface (bulk) and 0.58 (0.53) for MCC surface (bulk) (see Table 3.9). The size of the 
clusters plays an important role in the Co/O ratio as with increased cluster size (surface and 
bulk) the Co/O ratio decreases. This ratio defines the upper Co/O limit. The lower limit is for 
both around 0.3 when also the terminating/non-bridging oxygen is included. 
The XPS analysis provides an additional parameter in that discussion, as the determination of 
the relative amount of the Co atoms, lattice O atoms, and neighbours (O, K, P) is possible. 
From the deconvolution of the O1s core level spectra into water/phosphate and 
lattice/termination oxygen contributions the Co/O ratio of the lattice can be calculated. For 
the Co-PI Cat-A a ratio of Co/O of 0.57 is obtained. It has 77 % lattice oxygen. Cat-D is 
showing a high content of hydroxide and especially water (high binding energy shoulder at 
-532 eV) resulting in only <42 % lattice oxygen and a Co/O ratio of 0.34. 
By using a linear chain and a sphere model as the shape of the cluster, the lower and upper 
Co/O ratio limit was calculated. The results for all Co-PI layers (Cat-A – Cat-D) are in the 
Co/O ratio window of the theoretical MCC motif (0.67 > Co/O > 0.28), which itself is also in 
the lower end of the much bigger cubane window (1 > Co/O > 0.25). 
The low Co/O ratio of the Co-PI layer of Cat-D with Co/O= 0.34 has several reasons: the 
cluster surface to volume ratio is higher compared to Cat-A, an overestimation of the amount 
of lattice oxygen based on the O1s core level data is probable, a higher amount of phosphate 
termination can be the case, and structural defects can exist. None of these can be excluded. 
Still a higher surface ratio would be beneficial for catalysis. A slight overestimation of the 
lattice oxygen is indeed the case because not all conceivable contributions were included in 
the peak analysis (water, phosphate, bridging and non-bridging lattice oxygen, hydroxyl 
groups). Also, a low Co/O ratio is more probable for small clusters. 
Based on the elemental analysis the possibility of the cubane structure cannot be ruled out. 
But, as the Co/O ratios of all samples are within the MCC-window and none have higher 
ratios than 0.6 – solely attributed to cubane – the interpretation of the Nocera group in term 
of the molecular cobaltate cluster model as proposed in [KAN10] is favoured in this work. 
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One more important aspect of the Cobalt catalyst, the oxidation state of cobalt, can also be 
determined by Co2p core level and XAS analysis. It is discussed in the next section. 
 
4.3.2 Cobalt oxidation state of Co-PI 
The Co oxidation state (Co2+; Co3+) can be derived by an analysis of the Co2p core level 
data. Each oxidation state of cobalt has characteristic Co2p core level spectra. In general, 
there are satellite features, which are characteristic for the Co2+ and the Co3+ states. Their 
position and intensity is characteristic for the cobalt oxidation state.  
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Figure 4.10: Cobalt 2p core level of the catalyst Cat-A and Cat-D (a). Spectral 
decomposition: Co2+ satellite (blue) and Co3+ satellite (red). The area of the 
satellite peaks is used to estimate the amount of Co3+ (7 % Cat-A and 20 % 
Cat-D) (b). The progression of the Co3+ content is in agreement with binding 
energy shift of the Co2p core level. 
 
The Co2p core level spectra of Co-PI Cat-A shows a strong Co2+ satellite structure at 786 eV 
under absence of the corresponding satellite at 790 eV for Co3+ (Figure 4.10a). 
By comparing the Co2p core level of the thin Co-PI layer to the one of the much thicker film 
of Cat-D the characteristic satellite peak for Co2+ is found to be attenuated. With a coexisting 
increase in the Co3+ satellite peak at 790 eV it can be concluded that with increasing layer 
thickness a rising admixture of three-valent cobalt is given (see Figure 4.10b). The existence 
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of Co metal can be excluded by comparing the Co2p core level spectra to the one of a 
Co metal film as indicated by Co0 in Figure 4.10a (compare to Figure 3.27a). By peak 
deconvolution the relative Co2+ and Co3+ can be obtained as indicated in Figure 4.10a. The 
results are given in Figure 4.10b. The Co3+ content is increased from 7 % for Cat-A to 20 % 
for Cat-D.  
This saturation of the Co3+ content from Cat-C to Cat-D is also observed in the continuous 
shift of the Co2p core level and VBM (shift of EF) towards lower binding energies as 
displayed for both the content of Co3+ and the shift of the Co2p core level in dependence of 
the deposited charge density in Figure 4.10b.  
The position of the Fermi energy is shifted from mid-gap position (intrinsic or slight n-type) 
for a thin layer of Co-PI catalyst Cat-A towards p-type Co-PI for thick bulk Co-PI by 1 eV. 
Instead of a normal band bending, surface enrichment, or phase segregation the shift is 
therefore probable due to an increase in the cobalt oxidation state from CoO to Co3O4. 
This conclusion is also assisted by the Co2p XAS and resPES spectrum of the Co-PI catalyst.  
The Co2p XAS of Cat-A (Figure 3.30a) looks similar to that of CoO, Co:ZnO, Co:CeO2, and 
Co:TiO2 [MUE08], [OPE08]. It is however rather different from LiCoO2 [SCH10]. The 
former materials are based on Co2+ and the latter on Co3+ states. 
In the Co L3 TEY spectra (Figure 3.30a) six transitions are indicated by 1-6. According to 
multiplet calculations the transitions 1 and 5 are characteristic for Co2+ and Co3+, 
respectively [CSI05], [HU04]. 
 
In addition the spin state of Co-PI can be derived from the TEY-XAS spectra. For a Co2+ 
high spin (HS) state the transitions 2 and 3 are higher in intensity than transition 4, as it is the 
case for Co-PI Cat-A (Figure 3.30a top and Figure 3.31a). For a low spin (LS) state instead of 
transition 2 and 3 only a single transition line lower in intensity than transition 4 is observed 
[CSI05], [KIM03].  
A similar comparison in the XAS data can be done for Co3+. For a Co3+ HS state a shoulder 
on the lower excitation energy side of the main XAS profile is expected and for a LS state a 
broad band on the higher excitation energy side [BUR06], [HAV06], [HU04]. 
As evident from the TEY XAS data of Cat-D (Figure 3.30a top and Figure 3.31b) the band on 
the high excitation energy side (transition 6) indicates the presence of the Co3+ LS state. 
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Despite this general agreement in determining the Co oxidation and spin state by using TEY 
XAS spectra and multiplet calculations, the advantage of recording the initial state resolved 
profile over the absorption edge (i.e. measuring a complete resPES profile) is that the 
resonant behaviour of individual initial states can be followed. It enables the assignment of 
coexisting spin and oxidation states and also the determination of their relative abundance. 
This new method is more reliable than the complex decomposition of the integral TEY-XAS 
data following the atomic multiplet splitting obtained from calculations. Based on resPES 
measurements at the Co2p and O1s edge a more detailed discussion of the oxidation state, the 
spin state, and the band scheme of Co-PI is possible. Here the multiple Auger decay is used 
to identify localized in-gap states and bands. It is covered in the next two sections. 
 
4.3.3 Spin State of Co-PI by resPES 
ResPES on the Co2p and O1s edge is used in the following to identify the spin, the oxidation 
state, the relative Co3+ content, and the energetic position of the Co ion as well as the 
existence of metal-to-ligand charge transfer states by use of the (S+P) Auger decay which are 
involved in the electronic structures of Co-PI. 
In general, X-ray magnetic circular dichroism or magnetization measurements [OPE08] can 
be used to deduce the spin configuration (LS or HS) of Co-PI however the parallel 
identification of CT states with their particular spin is unique to resPES profile 
measurements. CT states when localized can be treated as STHs, which form STXs upon 
resonant excitation, which in turn give rise to a multiple Auger decay only detectable by a 
complete resPES profile measurement.  
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Figure 4.11: Cobalt 3d configuration for 3d8, 3d7, and 3d6 occupation. Completely filled 3d 
orbitals in a LS configuration cause a spectator (S) Auger decay (orange 
lines). A HS configuration favours the participator Auger decay. Empty 3d 
orbitals can give rise to a FANO resonance at the Co2p edge for 
CT configurations (blue). A CT is identified in the O1s resPES diagram by a 
combined (S+P) Auger decay. 
 
For the interpretation of the contributing spin states some systematic findings are used which 
are helpful for the interpretation of the resonance profiles. A LS state with its filled 3d 
orbitals can readily cause a spectator Auger decay (compare to Figure 4.11). For a 
HS configuration the coulomb operator selection rules (Equation 20) limits the formation of 
spectator Auger processes and favours participator decays, hence. With these considerations a 
LS and a HS system can be distinguished by resPES whether a spectator Auger decay 
(2h final state) or a participator Auger decay (1h final state) is observed, respectively. In 
addition, ligand-to-metal CT states can be identified which give evidence for particular 
localized states within the electronic structure of the catalyst. These show up as FANO 
resonances at the Co L3 edge, are able to trap the photo-excited electron and cause the 
resonant decay into combined (S+P) channels at the O1s edge. 
A FANO resonance at the Co L3 edge accompanied by an (S+P) Auger decay at the O1s edge 
indicates a LS CT state whereas only an (S+P) decay at the O1s edge indicates a HS CT state 
(compare to Figure 4.11). 
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For Cat-A the resPES profile can be divided into three contributions (Figure 3.31a, lower 
panel). The two contributions with the highest intensity are found at an initial state energy of 
-11.5 eV and -7.0 eV, respectively. The resonance profile of these two bands is characteristic 
for participator (1h) Auger decays. From the core level studies it is known that Cat-A has a 
high amount (>90 %) of Co2+. A pure participator scenario is only consistent with the Co2+ 
HS Co3d7 (s= 3/2) state, as the LS configuration would favour a spectator Auger 
contribution. The absolute position of the Co valence band states reflects the spin state, and in 
particular the emission at around -7 eV is indicative of the Co2+ (s= 3/2) HS state, in 
agreement with Co:ZnO [OPE08]. This confirms the assignment of the two contribution at 
-11.5 eV and -7.0 eV which give rise to a participator Auger decay at the Co2+ (s= 3/2) HS 
states. 
The third contribution is found at lower initial state energy of -4.3 eV. There is only a weak 
shoulder within a rather small excitation energy range between 777 eV and 780 eV. It is 
attributed to a metal-to-ligand charge transfer state, in which an electron originating from an 
O2p valence state (ligand) is transferred to an empty metal state. The CT states are 
characterized by the weak resonances at 780 eV and also by their corresponding features in 
the O1s resPES profile as discussed below. 
The resPES data indicate that the shoulder at -4 eV is also a HS state (s= 1) because it again 
appears as a participator decay. For the Co-PI Co2+ system this will be a HS (s= 1) 3d8L state 
which is assigned to the initial state of -4 eV. 
 
In the corresponding data of Cat-D (Figure 3.31b, lower panel) the two main bands with their 
dominating participator contributions are still present, now they are shifted to -6.0 eV and 
-10.5 eV, indicating the presence of HS configurations. These must be attributed to the 
content of Co2+ (3d7 HS) in that film. 
Beside this shift of the two initial states of about 1 eV two new features are observed, in 
addition. First, there is an increased amount of a spectator Auger decay (LS) clearly visible 
with a kinetic energy of Ekin= 775 eV as indicated by the black dashed arrow (Figure 3.31b). 
It is only pronounced for Cat-D and is due to a spectator Auger decay that can be attributed to 
the Co3+ content. This indicates that the Co3+ relative content belongs to the LS 3d6 (s= 0) 
state to facilitate the spectator Auger decay out of the filled 3d levels. The intensity of this 
Auger process gives an estimate on the relative content of the Co3+ states, which amounts to 
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about 10 % for Cat-A and 30 % for Cat-D. The Auger intensity was calculated by subtracting 
an off-resonant VB spectrum (772 eV) from the Co2+ (transition 3) and Co3+ (transition 6) 
resonances and normalizing all spectra to the Co2+ resonance (transition 3). These values are 
in agreement with the amount of Co3+ content which were also independently deduced from 
the intensity of the satellite structure of the Co2p core level (Figure 4.10b). 
The second new feature arises at the initial state energy of -1.8 eV very close to the 
Fermi energy. This feature is very sharp, as it appears only around a excitation energy of 
780.6 eV. It is characteristic only in the Co-PI samples prepared under high amperometric 
load. In fact, the CIS profile at this initial state of -1.8 eV has a FANO line shape 
(Figure 3.32). The FANO profile results from an interference of two photoemission channels. 
One is the direct emission channel; the second one is indirect as the emitted electron rests for 
a fraction of attoseconds within a completely empty level in the 3d orbitals until the emission 
process is continued. For enabling a FANO profile empty 3d states must be available. Such 
possible configurations could be either a LS 3d6 (s= 0) and/or LS 3d7L (s= 1/2). The 
accompanying CT transitions are observed at the corresponding O1s resonance 
(Figure 3.33b). As at the Co L3 edge both, the spectator Auger decay (Ekin= 775 eV) and the 
FANO profile are evident, it can be concluded that the Co3+ (3d7L) LS configuration 
contributes. 
 
Charge transfer states (from O2p to Co3d) can be distinguished from the other states in the 
resPES spectrum by their fingerprint in the Auger decay (S+P) at the O1s edge.  
Under resonant excitation the Auger decay at the O1s edge close to the Fermi energy 
(EF≙531 eV) 3h(1) and close to the CBM 3h(2) deviates from the normal two-hole spectator 
decay at higher excitation energies (Figure 3.33).  
For the Co-PI catalyst the two (S+P) decays are assigned to arise from CT states. The one at 
530 eV (3h(1)) is solely associated to the (3d7L) CT state for the Co3+ species as its intensity 
increases with the amount of incorporated Co3+ (Figure 3.30b). The other one at 537 eV 
(3h(2)) is associated to the (3d8L) CT state of the Co2+ species. 
Cat-A with >90 % Co2+ (Figure 3.33a) shows only evidence for a single (S+P) decay (charge 
transfer state) at the CBM (3h(2)) whereas Cat-D (Figure 3.33b) with >20 % Co3+ shows an 
additional separate (S+P) Auger decay at the Fermi energy (3h(1)). Because of the localized 
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nature of the trapped state in the CT state these two resonances appear with a reduced 
spectral width. 
As for the Co2+ 3d8L CT state no FANO transition and no spectator decay are observed at the 
Co L3 edge it is in a HS state. Only the Co3+ 3d7L CT state is in a LS state to facilitate the 
FANO resonance. 
The identification of the two CT bands by the (S+P) Auger decay demonstrates the existence 
small Polarons in the band gap. This has to be taken into account for proposing a band 
scheme and deducing the electronic band gap for Co-PI. 
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4.3.4 Band scheme 
Because of the (S+P) Auger decay an underestimated CBM is found at lower values close to 
the Fermi energy. Here a low intensity band tail from the (S+P) Auger decay is starting at the 
Fermi energy. The (S+P) Auger decay in Co-PI is an evidence of an oxygen to metal charge 
transfer state. Lattice distortion is localizing the O2p hole. This self-trapped hole can trap the 
resonantly excited core electron and from a self-trapped Exciton. STHs and STXs are in-gap 
states, which have to be considered in the band scheme. 
From the combination of core level, valence band, XAS, resPES and partial density of states 
measurements the band diagram of the Co-PI catalyst layers can be constructed (Figure 4.12). 
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Figure 4.12: Schematic band diagram of (a) the surface Co-PI catalyst with a mean 
oxidation state of Co2+ (Cat-A) and of (b) bulk Co-PI catalyst with an 
oxidation state mixture of Co2+ and Co3+ (Cat-D). The red arrows indicate 
the band gap without taking into account the (S+P) Auger (3d8L) (electronic 
band gap: 4.4 eV for Cat-A and 3.4 eV for Cat-D) and the blue arrows the 
band gap with consideration of the FWHM of the (S+P) Auger (3d8L) (optical 
band gap): 2.4 eV for Cat-A (a) and 1.4 eV for Cat-D (b). The work functions 
for CoO (Cat-A) of 4.6 eV and for Co3O4 (Cat-D) of 6.3 eV were taken from 
[GRE12]. The approximate position of the E0(O2/H2O) potential is indicated 
by black boxes. 
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The 3d8L state of Co2+ gives rise to an (S+P) Auger decay at the conduction band minimum. 
Due to the increase of the cobalt valency both 3d8L CT and 3d7L CT states are observed for 
Cat-D. The latter give rise to a second (S+P) Auger decay at the Fermi energy. 
Accurately, the position of the real CBM is given by the starting point of the normal spectator 
Auger decay (two-hole final state), which can be determined by the rising edge of the main 
resonance at 538 eV in the oxygen XAS spectrum (Figure 3.30b). 
With a CBM value of 534.2 eV for Cat-A, 533.6 eV for Cat-D, the corresponding binding 
energy of the O1s core level as the reference position for EF, and the VBM (Table 3.8) the 
band gap Egap for the surface Co-PI catalyst (Cat-A) is 4.4±0.2 eV and 3.4±0.2 eV for the 
bulk Co-PI catalyst (Cat-D) (Figure 4.12, red arrow). The difference in the band gap between 
surface and bulk can be ascribed to the increase in Co valency from Co2+ to Co3+. 
CoO (Co2+) and Co3O4 (Co2+ and Co3+) have a band gap of 2.2 – 2.8 eV and 1.4 – 1.8 eV, 
respectively [WOL03]. These values are around 1.5 eV smaller than the values reported 
herein. This discrepancy can be explained by taking into account the FWHM of the 3d8L CT 
state, which is around 2 eV. The smaller band gaps obtained from this lower CBM by 
considering the FWHM of the (S+P) decay are then comparable to the reported band gap 
values of CoO and Co3O4 (Figure 4.12, blue arrow). 
 
Under consideration of the these band gaps the Cat-A Co2+ layer would be more n-type and 
the Cat-D Co3+ layer would be intrinsic (slight p-type). Surface and bulk Co-PI in contact 
could then be considered as a pn-junction. A utilization for improved solar-to-hydrogen 
efficiency is conceivable. 
Taking into account the E0(O2/H2O) level for OER relative to the vacuum level 
(-4.5 eV-1.23 eV= -5.73 eV [BAK02]) and a general work function for CoO of about 4.6 eV 
and about 6.3 eV for Co3O4 [GRE12] the E0(O2/H2O) level is found to be about 0.7 eV above 
the VBM for Cat-A and about 1.4 eV above the VBM for Cat-D. Hence, in case of Cat-D the 
E0(O2/H2O) level is in the Co3+ 3d7L CT band with a LS configuration of (s= 1/2) for Cat-D 
(compare to Figure 4.12). Only the 3d7L (s= 1/2) CT of Co3+ at EF will therefore contribute 
via polarization to a reduced overpotential in the OER. 
Therefore this 3d7L (s= 1/2) CT state is considered to be most important for the catalysts 
activity. 
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Finally it has to be noted that the intensity of the (S+P) Auger decay at 530 eV at the O1s 
edge is still rather weak. As it is a measure for cobalt atoms with a 3d7L configuration an 
even better performance is expected if the intensity of these states could be increased by 
optimizing the preparation parameters. 
 
4.3.5 Conclusion - Co-PI 
Co-PI catalysts were successful deposited on oxidized Nickel substrates using 
electrochemical deposition from Co2+ containing potassium-phosphate electrolyte.  
By performing resPES and core level PES on Co-PI a HS Co2+ state 3d7 (s= 3/2) and a 
3d8L CT state (s= 1) is found for the initial thin layers with a low deposited charge 
concentration (0.26 C/cm2). The spin state of Co and its CT states (special class of Polaron 
and exciton states in TM-oxides) could be identified by resPES using systematic findings in 
the resonant Auger decay process. 
 
Depending on the deposited amount of Co-PI catalyst (charge density) a change in band gap, 
a shift of the Fermi energy and an increase of the cobalt oxidation state is found. The 
evolution of the Co2p core level and XAS spectra for higher amounts of deposited Co-PI 
catalyst (4.5 C/cm2) suggests that for high deposited charge concentrations the Co2+ Co-PI 
gets a reasonable amount of Co3+ admixture. A high deposited charge concentration (Cat-D) 
has additional LS Co3+ states 3d6 (s= 0) and a 3d7L CT state (s= 1/2). 
 
From atomic concentration of the elements (Co, O, K, and P), determined by XPS, of both 
surface and bulk Co-PI the edge sharing molecular cobaltate structure is favoured. Bulk (high 
deposited charge concentration of 4.5 C/cm2) Co-PI has higher surface-volume ratio with 
decreased particle size beneficial for catalysis. 
 
These results are important in order to comprehend the successful catalysation of the 
oxidation reaction of water by these cobalt-based catalysts and their good stability as reported 
by Nocera et al. [ESS11], [REE11], [SUR09]. For the catalysis of the water oxidation a high 
surface area is necessary. In the oxidation cycle – KOK’s basic reaction cycle [KOK70] – 
four oxidizing equivalents have to be stored by oxidizing the metal complex (Co), which is 
Discussion 
 
 
134   
facilitated by the ligand charge transfer states as observed in the thick Co-PI films 
(Co3+ 3d7L). 
The proposed pathway for the OER of the Co-PI catalyst involves a Co3+/Co4+ redox reaction 
with a four electron transfer and a Co2+ final state after the desorption of O2 (Figure 1.10) 
[SUR10]. For the catalytic activity – i.e. the oxygen reduction and OER – in the Co-PI 
catalysts the oxidation state of cobalt should be equal or greater than Co2+ [CAL11], 
[MCA10], [MCA11]. Insofar, the ability of the Co-PI catalyst to have both, the divalent and 
the trivalent oxidation state is of importance. The (s= 1/2) LS state of Co3+ on the other hand 
should be beneficial during the water adsorption and oxidation reaction. The HS Co2+ state 
facilitates desorption of oxygen because the back-reaction is spin-forbidden [BUC96], 
[MIN10], [ZHU13]. 
 
For Cobalt-oxide the existence of two multiple hole Auger decays at the O1s edge, here a 
combined (S+P) decay as evident by a slope of 67.5° in the corresponding resPES diagram 
(Figure 3.33), could identify two CT bands (small Polarons): 3d8L and 3d7L. Here the 
Co3+ LS (s= 1/2) 3d7L is considered to most significant for the OER reaction as the 
E0(O2/H2O) potential is located in this charge transfer band which can store the four 
oxidizing equivalents needed in the oxidation cycle. 
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Chapter 5 Conclusion and Outlook 
The main topic of this thesis is to identify localized states within the band gap of organic 
semiconductors, of Graphene systems, and of transition metal oxide water splitting catalysts 
(Co-PI). 
Therefor the experimental available method of resPES was systematically applied. 
It has been possible to identify Excitons, Polarons, and CT states. The localized states cause 
the appearance of multiple Auger processes right at the core level absorption resonance. For 
each of the new combination of multiple Auger decays models have been developed and 
established to identify the +3h (S+P), +4h (S+S), and -4h (S+S)* Auger processes. 
Besides these localization effects causing defect states in the band gap, an analysis of the spin 
state could also be demonstrated by using resPES. 
 
Reviewing the results of the three different material classes: 
 
Firstly, the organic semiconductors rr-P3HT and PCBM, as used for organic solar cells, 
exhibit a strong singlet excitonic transition just below the CBM in the C1s resPES profile. 
The singlet Exciton gives rise to a combined spectator-participator (S+P) Auger decay in the 
π*-band. In contrast, for rr-P3HT, 2D-Polarons and triplet Excitons do not exhibit any Auger 
decay. The binding energy of these Polarons and triplet Excitons is too high to have a 
significant overlap with the CB. Only for singlet Excitons the binding energy is in the same 
order as the one of its FWHM. Hence, singlet Excitons can act as localized traps for 
resonantly excited electrons and enable the core hole to decay, via a combined (S+P) Auger 
decay which happens only in the π*-band. 
 
Secondly, Graphene systems exhibit likewise a strong excitonic resonance in the C1s resPES 
profile. Here the Exciton is accompanied by a FANO transition, which is used as a fingerprint 
for the existence of singlet Excitons. The singlet Excitons have a suitable lifetime and overlap 
with the CB. Interlayer interaction (van der Waals force for HOPG), substrate interaction, 
and screening (i.e. monolayer Graphene on metal substrates) modify the properties of the 
Exciton. In monolayer Graphene no interlayer interaction is present and the lifetime of the 
singlet Exciton is slightly reduced. 
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As a result an (S+P) Auger decay is observed only for interlayer interaction (HOPG and 
multilayer Graphene). For monolayer Graphene the singlet Excitons give rise to a 
combination of a double spectator Auger decay (S+S) and a double spectator Auger-Gain 
decay (S+S)*. Both, the (S+S) and (S+S)* decay, are considered to be characteristic for 
free-standing monolayer Graphene. The scattering time of the spectator Auger electrons with 
the singlet Exciton is also another parameter responsible for the decay via an (S+P) or (S+S) 
Auger process. An upper limit for the scattering time is the lifetime of the Exciton with about 
0.5 fs deduced for Graphene.  
Screening by the substrate and hybridization of the carbon π-system with substrate valence 
band states diminish the Auger decay in the Graphene π-system. Instead, a characteristic 
pre-edge resonance indicates a substrate-Graphene hybridization.  
 
Thirdly, the multiple Auger combination models can also be applied on TM-oxides. Because 
of a charge transfer from oxygen to metal VB states and delocalization of the oxygen hole 
states by lattice distortion localized self-trapped holes exist in TM-oxides. A resonantly 
excited core electron can get trapped in these STHs out of which a self-trapped Exciton is 
formed. These STXs are identified by their (S+P) Auger decay in the O1s resPES profile.  
Co-PI as a TM-oxide and catalyst for the oxygen evolution reaction in photo-electrochemical 
cells was investigated under this aspect. In this case two STH states (CT bands) could be 
identified. The Co3+ 3d7L and Co2+ 3d8L CT states are found as in-gap states reducing the 
electronic band gap by about 2 eV. Only the Co3+ 3d7L STH state is found at the E0(O2/H2O) 
redox potential and is relevant for the water splitting catalysis. 
Especially by using systematic findings of the resonant Auger decay process, the spin state of 
cobalt and its charge transfer state was identified by the analysis of the Auger decay profile at 
the Co2p and O1s edge. 
 
Summarizing, resonant photoemission at the core level threshold provides a powerful tool to 
learn about the existence of localized in-gap states – Polarons and Excitons – and the spin 
state of the particular material by the analysis of the combined Auger decay processes at 
resonance. In our group this technique has been applied to characterize single crystal oxides, 
to distinguish between optical and electronic band gap, or to explain resistive switching 
devices. 
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Frequently used abbreviations and 
symbols 
 
AFM  Atomic Force Microscopy 
AO-2 Graphene flakes type AO-2 
AO-4 Graphene flakes type AO-4 
CB(M)  Conduction Band (Minimum) 
CFS   Constant Final State 
CIS   Constant Initial State 
Co-PI Cobalt based OER Catalyst 
CT  Charge Transfer 
DOS  Density Of States 
EXAFS Extended X-ray Absorption 
Fine Structure 
FWHM Full Width at Half Maximum 
HOMO Highest Occupied Molecular 
Orbital 
HOPG Highly Ordered Pyrolytic 
Graphite 
HS  High Spin 
LS  Low Spin 
LUMO Lowest Unoccupied Molecular 
Orbital 
MCC  Molecular Cobaltate Cluster 
MCP  Multi Channel Plate 
ML  Mono Layer 
NEXAFS Near Edge X-ray Absorption 
Fine Structure 
OER  Oxygen Evolution Reaction 
OFET Organic Field Effect 
Transistors 
P3HT Poly(3-hexylthiophene-2,5-
diyl) 
PCBM Phenyl-C61-butyric acid 
methyl ester 
PCI  Post Collision Interaction 
pDOS partial Density Of States 
PES  Photoelectron Spectroscopy 
PEY  Partial Electron Yield 
resPES resonant Photoemission 
RIXS Resonant Inelastic X-ray 
Scattering 
rr-P3HT regioregular-P3HT 
rra-P3HT regiorandom-P3HT 
SEO  Secondary Electron Onset 
SR-PES Synchrotron Radiation 
Photoemission 
STE  Self-Trapped Electron 
STH  Self-Trapped Hole 
STX  Self-Trapped Exciton 
TEY  Total Electron Yield 
TFY  Total Fluorescence Yield 
TM  Transition Metal 
VB(M) Valence Band (Minimum) 
XAS  X-ray Absorption 
Spectroscopy 
XPS  X-ray Photoemission 
Spectroscopy 
XRD  X-ray Diffraction 
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