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ABSTRACT
Context. Galaxy groups and clusters are formidable cosmological probes. They permit the studying of the environmental effects on
galaxy formation. A reliable detection of galaxy groups is an open problem and is important for ongoing and future cosmological
surveys.
Aims. We propose a probabilistic galaxy group detection algorithm based on marked point processes with interactions.
Methods. The pattern of galaxy groups in a catalogue is seen as a random set of interacting objects. The positions and the interactions
of these objects are governed by a probability density. The parameters of the probability density were chosen using a priori knowledge.
The estimator of the unknown cluster pattern is given by the configuration of objects maximising the proposed probability density.
Adopting the Bayesian framework, the proposed probability density is maximised using a simulated annealing (SA) algorithm. At
fixed temperature, the SA algorithm is a Monte Carlo sampler of the probability density. Hence, the method provides “for free”
additional information such as the probabilities that a point or two points in the observation domain belong to the cluster pattern,
respectively. These supplementary tools allow the construction of tests and techniques to validate and to refine the detection result.
Results. To test the feasibility of the proposed methodology, we applied it to the well-studied 2MRS data set. Compared to previously
published Friends-of-Friends (FoF) group finders, the proposed Bayesian group finder gives overall similar results. However for
specific applications, like the reconstruction of the local Universe, the details of the grouping algorithms are important.
Conclusions. The proposed Bayesian group finder is tested on a galaxy redshift survey, but more detailed analyses are needed to
understand the actual capabilities of the algorithm regarding upcoming cosmological surveys. The presented mathematical framework
permits adapting it easily for other data sets (in astronomy and in other fields of sciences). In cosmology, one promising application
is the detection of galaxy groups in photometric galaxy redshift surveys, while taking into account the full photometric redshift
posteriors.
Key words. Methods: data analysis – methods: statistical – galaxies: groups: general – galaxies: clusters: general – catalogs –
large-scale structure of Universe
1. Introduction
Galaxy groups and clusters are one of the most widely used
systems in cosmology. For example, they are used to assess
the cluster mass function in observations (Bahcall et al. 2003;
Heinämäki et al. 2003; Pisani et al. 2003; Voevodkin & Vikhlinin
2004; Rines et al. 2007; Wen et al. 2010; Tempel et al. 2014b;
Castro et al. 2016), to estimate the halo assembly bias while
combining the weak lensing and galaxy groups (Dvornik et al.
2017) or to measure the geometry of the Universe from weak
lensing behind the galaxy groups (Taylor et al. 2012). Galaxy
groups are also used to study the environmental effects on galaxy
evolution (Tempel et al. 2009; Sobral et al. 2011; Lietzen et al.
2012; Serra et al. 2012; Catinella et al. 2013; Robotham et al.
2013; Peng & Maiolino 2014; Alpaslan et al. 2015; Knobel
et al. 2015; Davies et al. 2016; Poudel et al. 2016, 2017).
Galaxy groups are key targets in the Galaxy And Mass Assembly
(GAMA1) survey to test the cosmological models and to connect
galaxy evolution with environmental mechanisms (Driver et al.
1 http://www.gama-survey.org.
2009). A successor of GAMA survey is the forthcoming Wide
Area Vista Extragalactic Survey (WAVES2; Driver et al. 2016)
that is part of the four-metre Multi-Object Spectroscopic Tele-
scope (4MOST3) consortium (de Jong et al. 2016). WAVES sur-
vey is designed to probe the evolution of galaxies and structure
down to the smallest galaxy groups.
Detection of galaxy groups and clusters in cosmological red-
shift surveys is a classic problem. The first galaxy group samples
were constructed by Turner & Gott (1976), Huchra & Geller
(1982), and Geller & Huchra (1983). In these papers, group
construction is based on a single-linkage agglomerative clus-
tering algorithm, which in astronomical community is labelled
as Friends-of-Friends (or simply FoF) or percolation algorithm4.
The first attempt to model the spatial clustering of galaxies was
made by Neyman & Scott (1952), where authors propose a math-
2 https://wavesurvey.org.
3 https://www.4most.eu.
4 We note that this procedure is widely used in astronomical commu-
nity, mostly without an awareness of its widespread use in other fields
of sciences.
Article number, page 1 of 19
ar
X
iv
:1
80
6.
04
46
9v
2 
 [a
str
o-
ph
.C
O]
  1
2 J
ul 
20
18
A&A proofs: manuscript no. bayes_groups
ematical model for galaxy clustering (see Lawson & Denison
2002 for an overview of spatial cluster modelling in mathemat-
ics).
The FoF algorithm have been used to build galaxy group cat-
alogues for most major astronomical surveys, including Sloan
Digital Sky Survey (Merchán & Zandivarez 2005; Berlind et al.
2006; Deng et al. 2007; Tago et al. 2008, 2010; Muñoz-Cuartas
& Müller 2012; Tempel et al. 2012, 2014b, 2017; Sohn et al.
2016), GAMA (Robotham et al. 2011), Millennium Galaxy and
Group Catalogue (Calvi et al. 2011), and 2dF galaxy redshift
survey (Merchán & Zandivarez 2002; Eke et al. 2004; Tago et al.
2006). FoF algorithm has a long history in astronomy and it is
actively used since Turner & Gott (1976). Some of the older
surveys, where FoF algorithm was used are the Centre for As-
trophysics redshift survey (Nolthenius & White 1987; Ramella
et al. 1989, 1997), Perseus-Pisces Survey (Trasarti-Battistoni
1998), ESO slice project (Ramella et al. 1999), the Nearby Opti-
cal Galaxy sample (Giuricin et al. 2000), Las Campanas Redshift
Survey (Maia et al. 1989; Tucker et al. 2000), Updated Zwicky
Catalog (Ramella et al. 2002), Southern Sky Redshift Survey
(Adami & Mazure 2002). Most of the previously mentioned sur-
veys are local (redshift z < 0.2), however, FoF algorithm has
also been used to detect galaxy groups in intermediate redshift
surveys (Carlberg et al. 2001; Wilman et al. 2005; Knobel et al.
2009, 2012) and in quasar catalogues (Farrens et al. 2011).
The key point in using the FoF algorithm is related to the
choice of the linking length value5 and how the linking length
value depends on the distance and underlying galaxy density. Be-
cause of its simplicity the method is fast, easy to apply and sim-
ple to understand. However, it is not superior than other methods
for cluster detection. The performance of the FoF method using
different linking lengths is studied in Duarte & Mamon (2014),
where they conclude that the optimal linking length values de-
pend on the scientific goal of the group catalogue.
Another group of methods for group and cluster detection are
halo-based group finders (Yang et al. 2005, 2007; Duarte & Ma-
mon 2015). The idea of these methods is to use the underlying
cosmological model and to group together galaxies that belong
to the same dark matter halo. In addition to the FoF and halo-
based group finders, there are other group finders that are occa-
sionally used, including the Voronoi-Delaunay method (Ramella
et al. 2001; Gerke et al. 2005; Cucciati et al. 2010; Gerke et al.
2012; Pereira et al. 2017), matched filter techniques (Kepner
et al. 1999; Milkeraitis et al. 2010; Bellagamba et al. 2018) and
density field based methods (Miller et al. 2005; Sharma & John-
ston 2009; Smith et al. 2012). Abdullah et al. (2018) propose
a weighting technique to determine galaxy group and cluster
membership. Another class of group finders are developed for
photometric redshift surveys, which take advantage of the red
sequence of galaxies (Gladders & Yee 2000; Koester et al. 2007;
Rykoff et al. 2014; Licitra et al. 2016). An extensive comparison
of various group detection methods is carried out by Old et al.
(2014, 2015, 2018). The reliability of different group detection
methods is also assessed by Frederic (1995), Nurmi et al. (2013),
and Duarte & Mamon (2014).
An interesting region for group detection is the local Uni-
verse that is covered by the Two Micron All Sky Survey
(2MASS; Skrutskie et al. 2006) Redshift Survey (2MRS; Huchra
et al. 2012). The first catalogue of groups based on a FoF was
5 Linking length is a parameter in a FoF algorithm that is used to de-
termine whether two galaxies belong to the same system. If distance be-
tween galaxies is smaller than a given linking length then these galaxies
are linked together.
constructed by Crook et al. (2007). In recent years, several new
group catalogues for 2MRS have been constructed (Tully 2015b;
Lu et al. 2016; Saulder et al. 2016; Tempel et al. 2016a; Kourkchi
& Tully 2017; Lim et al. 2017). The 2MRS groups have been
used in many studies, including the reconstruction of the local
Universe via constrained simulations (Sorce & Tempel 2017,
2018), to measure the gas content of galaxy groups (Hess &
Wilcots 2013), to analyse the galaxy properties in poor groups
of galaxies (Tovmassian & Plionis 2009) or to measure the inter-
galactic medium in fossil galaxy groups (Miraghaei et al. 2014).
It is undeniable that galaxy groups are widely used entities
in astronomy and the detection of galaxy groups from observed
data sets is an important task. In coming decade several new ob-
servational surveys will be carried out that will allow us to map
the galaxy group environment with an unprecedented detail. This
will pose challenges to the available methods. The continuous
increase of computational resources opens the possibility to de-
velop new group finders that take advantage of the Bayesian ap-
proach.
Most of the currently available methods for group and cluster
detection in cosmology are driven by the desire to detect galaxy
groups and clusters. The open question related to the previously
referred methods is the following: does the detected clusters ex-
ist because of the method or because of the data? From mathe-
matical point of view the detection of galaxy clusters is an open
problem that is not solved yet.
The current paper aims to integrate the cluster detection
methodology based on marked point processes described in Sto-
ica et al. (2004, 2005b, 2007a,b, 2010) within a new tool for
group and cluster detection for cosmological redshift surveys.
The method we propose for galaxy group detection is a Bayesian
method developed for pattern detection that can be adapted to
any data sets. Instead of focusing on the detection of points
forming clusters, our proposed method detects the spatial regions
where those points belong to. Our aim is to model the clustered
pattern that is constrained by the observational data. The used
Bayesian methodology allows morphological, quantitative and
qualitative characterisation of the detected cluster pattern.
In the current paper we introduce the new methodology in
its “simplest” form and apply it to the 2MRS spectroscopic sur-
vey to demonstrate the feasibility of our developed Bayesian
methodology. Full capabilities of our proposed method will be
analysed in a separate study. A promising perspective is to apply
the developed methodology to photometric redshift surveys util-
ising the full photometric redshift posteriors. This is especially
promising for the currently ongoing Javalambre Physics of the
Accelerating Universe Astrophysical Survey6 (J-PAS; Benitez
et al. 2014). The proposed Bayesian group finder will potentially
complement available group finders for photometric redshift sur-
veys (Li & Yee 2008; Liu et al. 2008; Gillis & Hudson 2011; Jian
et al. 2014; Zandivarez et al. 2014; Ascaso et al. 2015).
The structure of the paper is following. In Section 2 we de-
scribe the Bayesian marked point process based methodology
for galaxy group detection, in Section 3 we give the algorithm
to extract single galaxy groups using the detected probabilisitic
clustered pattern. The proposed methodology is applied to the
2MRS data set in Section 4 and the constructed group catalogue
is presented in Section 5. In Section 6 we present our conclu-
sions and discuss future prospects. Appendix A gives the de-
scription of our 2MRS Bayesian group catalogue that is made
available in http://cosmodb.to.ee. In Appendix B we ap-
ply the proposed method to a simulated mock data set and anal-
6 http://www.j-pas.org.
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yse the completeness and contamination of detected groups and
clusters. Throughout this paper we assume the Planck cosmol-
ogy (Planck Collaboration et al. 2016): the Hubble constant
H0 = 67.8 km s−1Mpc−1, the matter density Ωm = 0.308, and
the dark energy density ΩΛ = 0.692.
2. Bayesian group finder based on marked point
processes
2.1. Set-up of the problem
The galaxy cluster pattern detection in cosmological observa-
tions has two challenges to be tackled. The first one is the def-
inition of a cluster. It includes the following aspects. The clus-
ters boundaries are not well defined and poor groups (with small
number of galaxies) blend in with the underlying cosmic web,
which complicates the detection of poor systems. Furthermore,
the detection of galaxy groups and clusters in galaxy redshift
surveys is complicated due to various observational selection ef-
fects. The second challenge to deal with is the definition of the
cluster pattern. The latter together with the method to model the
cluster pattern are described in Sections 2.2–2.5. In this section,
we describe the observational data set and discuss some of the
observational selection effects that significantly affect the group
and cluster detection in cosmology.
Galaxy positions in galaxy redshift survey are spatial data,
that is a point field D in an observational bounded region W.
A galaxy position is described by three coordinates: two coordi-
nates on the plane of the sky (spherical coordinates) and the third
one gives the distance from the observer to the galaxy. Based
on these three coordinates, cartesian coordinates can be com-
puted. Since in observations, the distance to a galaxy is not a
directly measurable parameter, the point field D is not isotropic
and galaxies distributions along the line of sight and perpendic-
ular to it are different. The galaxy distribution is elongated along
the line of sight (see discussion below). The observational win-
dow W defines the spatial region, where galaxies are observed.
In sky plane observational window W is defined by the footprint
of a survey, in radial direction it is limited by minimum and max-
imum distances.
Galaxy cluster detection in redshift surveys is a cluster pat-
tern detection problem in spatial data. Here a cluster is defined
as a set of points that are grouped in a rather bounded region of
the observation window, while the points characteristics exhibit
“similar statistical properties”. The cluster pattern is defined as
the set of clusters. Cluster pattern detection means either find-
ing the subset of points in D forming the cluster pattern, or de-
tecting the geometrical characteristics of the regions underlined
by the clusters in the observed data field (e.g. location, perime-
ter, volume). The cluster pattern detection method we propose
takes into account the following aspects: heterogeneity of the
data, smoothing effects (e.g. observational uncertainties), statis-
tical descriptors of the cluster pattern, probability of having a
cluster in a given region, testing for cluster presence.
The data point field D we analyse has the following spe-
cific properties. Only two galaxy coordinates (spherical sky co-
ordinates) are known precisely, while third coordinate (distance)
is only an approximation. Galaxy distances are measured using
the observed recessional velocities (redshifts) and Hubble’s law.
Therefore, even if the redshift is precisely measured, the distance
cannot be inferred accurately from it. The distance estimates of
galaxies are affected by the peculiar motions of galaxies in the
Universe. Due to the gravitational pull of galaxy groups and clus-
ters, the peculiar velocities of galaxies are largest in galaxy clus-
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Fig. 1. Distribution of galaxies (a point field D) in the 2MRS data set.
Positions of galaxies are given in supergalactic coordinates, where ob-
server is located at the origin of coordinates (marked as blue point on
the figure). The thickness of the slice shown in the figure is 15 Mpc.
Some galaxy clusters are visually identified and marked with black el-
lipses to highlight the elongation of galaxy groups and clusters along
the line of sight.
ters, hence the distance estimates of galaxies in galaxy clusters
are most uncertain. As a result of this, all galaxy groups and
clusters seem elongated along the line of sight in redshift-space
as first noted by Jackson (1972). Figure 1 illustrates the galaxy
distribution in redshift surveys. The strong elongation of galaxy
systems along the line of sight is clearly visible. This is impor-
tant property of the observed galaxy field that we specifically
include in our model (see Section 2.2).
In addition to the anisotropic distribution of galaxies, the
galaxy distribution in cosmological redshift surveys is not homo-
geneous. Most redshift surveys are flux-limited surveys, mean-
ing that only galaxies brighter than some limiting observed mag-
nitude (luminosity) are observed. Since the observed luminosity
of galaxies decreases as a function of distance, it poses a dis-
tance dependent intrinsic luminosity limit. Moreover, most of
the galaxies in the Universe are faint galaxies (see the luminosity
function of galaxies, e.g. Tempel et al. 2011), which means that
the number density of galaxies can decrease tenfold in a redshift
survey within a meaningful distance interval (see e.g. Liivamägi
et al. 2012). In practice, it means that the decrease of number
density of galaxies (points) as a function of distance should be
taken into account by the cluster pattern detection algorithm.
2.2. Principles of the cluster pattern detection method based
on marked point processes
In most widely used algorithms (e.g. FoF), the group and cluster
finding algorithm focuses on the detection of galaxies forming
the clusters. The methodology presented in this paper adopts a
different point of view. Our method detects the spatial regions
where galaxies belong to. According to this, galaxy cluster is
defined by the following properties:
– the galaxies are grouped in a rather bounded region, while
their characteristics share the “similar statistical properties”,
– the region occupied by a cluster is approximated by the set-
theoretic union of a finite number of overlapping compact
objects with random centres and shape parameters.
The first property allows to use galaxy properties (e.g.
colour, magnitude, morphology) as an additional information in
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Fig. 2. Shape of the object in our marked point process to detect galaxy
groups and clusters in cosmological redshift surveys. Figure shows the
cross-section of an axisymmetric object. Object consists of two half-
balls connected with a truncated cone (a potato shape). Object is fully
determined by its centre position, radius r and shape parameter t > 1.
Shape parameter t gives the aspect ratio of the object along and perpen-
dicular to the line of sight; for t = 1 the object is a ball. For a given r
and t the height of the truncated cone is defined as h = 2r(t − 1). The
shape of the truncated cone is defined by the lines of sights, which are
indicated by dashed lines on the figure. The observer is located at far
left from the object.
grouping algorithm7. For simplicity, in the current paper we only
use the galaxy positions and additional galaxy properties are ig-
nored. This is in line with a widely used FoF clustering algorithm
(e.g. Robotham et al. 2011; Tempel et al. 2017), where cluster
detection is based only on galaxies positions. The use of galaxy
properties as an additional information in grouping algorithm re-
quires specific analysis that will be tackled in future studies.
The second property allows to consider the cluster pattern as
a set of interacting objects, hence using the mathematical frame-
work of marked point processes for describing it. In order to
take into account the Finger of God effect, the object generat-
ing the cluster pattern has a “potato” shape shown in Fig. 2. The
shape follows the same idea as used in a FoF algorithm, where
the linking length of galaxies along the line of sight is several
times larger than the transversal linking length (see e.g. Duarte
& Mamon 2014). Our objects are elongated along the line of
sight that takes into account the local anisotropy of the observed
galaxy distribution. The object is fully determined by its centre
coordinates, radius r and shape parameter t > 1 that gives the
aspect ratio of an object along and perpendicular to the line of
sight. The object orientation is determined by the orientation of
the line of sight, hence, it is determined by objects centre coordi-
nates. From here on the term object refers to the “potato” shape
object in our marked point process8.
The object body shown in Fig. 2 is a truncated cone with
two half-spheres at its extremities, where cone borders follow
the lines of sights. This cone shape is only important close to the
observer (for small distances) to avoid some pathological cases
(i.e. to forbid the connection of galaxies that are not close to
each other on the sky plane). In practice, for a majority of the ob-
served volume, the object radius is much smaller than object dis-
tance, hence, the object body has nearly cylindrical shape. The
knowledge regarding the shape parameters (r, t) is introduced via
a probability density. This choice is explained in detail later in
the paper.
7 For example, we can include the information from the red sequence
of galaxies as successfully done in redMaPPer cluster finder (Rykoff
et al. 2014) for photometric redshift surveys.
8 An exception is object point process that we use as an alternative
name for marked point process.
2.3. Object point process for cluster pattern detection
The key hypothesis of our work is that the cluster pattern to be
detected is a configuration of random interacting objects driven
by the probability density of a marked point process. The solu-
tion of the cluster detection problem is given by the construction
and manipulation of such a probability density. The probability
density we propose takes into account the inhomogeneity of the
data, while observational biases and uncertainties in redshift sur-
veys are diminished. Statistical inference using this probability
density is done using Markov chains Monte Carlo techniques
(see Sections 2.5 and 2.6). Such a probability density can be
written as
p(y | θ) ∝ exp [−U(y | θ)] , (1)
where U(y | θ) is the energy function, y is the pattern of objects
and θ is the vector of model parameters. The marked point pro-
cess driven by densities (1) are known in the literature as Gibbs
point processes.
The energy function of the cluster pattern can be further writ-
ten as the sum of two terms:
U(y | θ) = UD(y | θ) + UI(y | θ), (2)
where UD and UI are the data and interaction energy terms, re-
spectively. The data energy term controls the placement of the
objects in W depending only on D so that an object is only
placed in a region, where the number density of galaxies (points)
is high enough. This term checks the local properties defining the
spatial regions of interest. The interaction energy term controls
the overlapping of objects so that the unknown spatial regions
will be best fitted by object configurations. This term ensures
that the overlapping of objects will give the best approximation
of the geometrical properties of the galaxy groups and clusters.
The Bayesian framework allows the introduction of the
knowledge regarding the parameters via a posterior distribution
p(θ). This allows to write for the joint distribution of the cluster
pattern and the model parameters:
p(y, θ) = p(y | θ)p(θ). (3)
Finally, a joint cluster pattern and parameter estimator is given
by the maximum of the probability density (3):
(yˆ, θˆ) = arg max
Ω×Θ
p(y, θ) = arg max
Ω×Θ
p(y | θ)p(θ), (4)
where Ω is the pattern configuration space and Θ represents the
parameter space. Using the Gibbs energies introduced in Eq. (2)
we obtain
(yˆ, θˆ) = arg min
Ω×Θ
{
UD(y | θ) + UI(y | θ) − log p(θ)} . (5)
The estimator given by (5) can be computed using a simulated
annealing algorithm (van Lieshout 1994; Stoica et al. 2005a).
2.4. Model construction
Let W be a spatial observation window of volume ν(W). A sim-
ple point process on W is a finite random configuration of points
xi ∈ W, i = 1, . . . , n such that xi , x j whenever i , j, where
n is the number of points in a point process. Characteristics or
marks can be attached to the points via a probability distribu-
tion. A finite random configuration of marked points is a marked
point process if the distribution of the locations only is a simple
point process. A point process with marks representing the pa-
rameters of geometrical objects, is usually called an object point
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process. For further reading on marked point processes we rec-
ommend the monographs by van Lieshout (2000) and Møller &
Waagepetersen (2004).
The generating object of the cluster pattern is given by y =
(x, r, t). The object position is given by x ∈ W. The mark is rep-
resented by the shape parameter (r, t) and here, its distribution is
the uniform law over [rmin, rmax]×[tmin, tmax] (see Section 2.2 and
Fig. 2). Let y = {y1, y2, . . . , yn} be a finite configuration of such
objects. The probability density function p(y | θ) controls the po-
sitions, marks, and the interaction of objects in the configuration.
The simplest marked point process is the unit rate Poisson
point process, where the marks are chosen independently iden-
tically according to some distribution. This process does not
take into account any interactions between the points. For our
problem, more realistic models are constructed by specifying a
probability density p(y | θ) that includes interactions between the
objects. To specify the interaction energy UI in our model, we
utilise area-interaction process and pairwise interaction (Strauss
like) process (Strauss 1975; Kelly & Ripley 1976; Baddeley
& van Lieshout 1995). The area-interaction process is able to
model the clustering of the objects in a pattern, while the pair-
wise interaction controls their overlapping. In the following, we
describe how we construct the Gibbs energy functions UD and
UI in our model using the framework described above.
2.4.1. The data energy term UD
The data term UD(y | θ) is related to the positions of the objects
covering the cluster pattern in W. For galaxy cluster detection,
we want to place the objects in those regions where there are
enough galaxies close to each other. Under this consideration, a
simple option for the energy contribution of an object y is
v(y) =
{
vconst if nD(y) ≥ nthreshold
−vmax otherwise , (6)
where vconst and vmax have positive fixed values and nD(y) is
the number of points (galaxies) covered by an object y. The
threshold parameter nthreshold controls the minimum number of
points to be covered by an object. The role of vmax is to pe-
nalise those objects in a configuration that do not fulfil this crite-
rion. If vmax → ∞, the configurations with objects not fulfilling
the previous condition are forbidden. The threshold value is set
nthreshold = 2. This choice somewhat mimics the FoF algorithm
(see discussion below).
The data energy is the sum of the energy contributions for all
the objects in a configuration:
UD(y | θ) = −
n(y)∑
i=1
v(yi), (7)
where n(y) is the total number of objects in a configuration y.
The exponential of the data energy term exp
[−UD(y | θ)] defines
the probability density of an inhomogeneous Poisson point pro-
cess (see Eq. (1)). This process is well defined.
We can also make a simple analogy to the commonly used
FoF grouping algorithm. We require that the objects used in our
model cover at least two galaxies, this can be also seen as link-
ing length in a FoF algorithm. Hence, each object in our model
links at least two galaxies. Aside from this similarity, there is an
important difference between our model and a FoF algorithm. In
our model the size of an object is not fixed (shape parameters
are defined using a mark distribution) and it is determined by
the model. Additionally, the placement of the objects depends
on other objects through interactions (see Section 2.4.2). Most
importantly, due to its stochastic nature, compared with the FoF
algorithm, our model enables to perform statistical inference re-
lated to the detected cluster pattern.
The energy contribution (6) was chosen to be simple on pur-
pose. This term can be written so that to take into account the
number density of galaxies or the galaxy properties. In this pa-
per, our aim is to test the point process framework for galaxy
group detection and simple energy contribution is sufficient for
this purpose. More detailed definition of energy contribution can
be considered in future studies.
We note that the data energy term UD is the only place in
the model, where the observed distribution of galaxies is used.
Regarding the application of the proposed methodology to pho-
tometric redshift surveys, requires revision of the data energy
term, which can also incorporate full photometric redshift pos-
teriors. Hence, the proposed methodology is straightforward to
apply to photometric redshift surveys.
2.4.2. The interaction energy term UI
If the proposed model would use the data energy term only, some
undesirable effects may occur. By construction, the data energy
term gives the same probability to objects with different vol-
umes. Another phenomenon that may occur is related to the ef-
fect of the maximisation of the probability density of our model
(see Section 2.3). The maximisation of a probability density of
an inhomogeneous Poisson point process explodes the number
of objects in a configuration, while detecting only those cluster
regions with the lowest energy function. The role of the interac-
tion energy term is to regularise the solution of our optimisation
problem.
The interaction energy term is defined as follows:
UI(y | θ) = ν [Z(y)] log γa − no(y) log γo. (8)
The first term of the right-hand side of Eq. (8) describes an
area-interaction process. The quantity ν
[
Z(y)
]
represents the
Lebesgue measure (volume) of Z(y), the set-theoretic union of
all the objects in the configuration y:
Z(y) =
n(y)⋃
i=1
A(yi) (9)
with A(yi) the region in observed window W covered by the ob-
ject yi.
The second term of the right-hand side of Eq. (8) describes a
pairwise interaction process. The no(y) represents the number of
pairs of different objects in y that overlap:
no(y) =
1
2
n(y)∑
i=1
n(y)∑
k=1
k,i
1{A(yi) ∩ A(yk) , ∅} , (10)
where 1{·} is an indicator function that is one if the condition is
met and zero otherwise. The model parameters log γa and log γo
are specified later by the prior density p(θ).
Random objects tend to cluster if they are driven by an area-
interaction process with a parameter γa > 1. At the same time,
such a process helps to fit objects better on the location of galaxy
groups and clusters, while reducing the volume occupied by the
cluster pattern. Using such a term for the interaction energy im-
plies that a higher probability is given to objects that are more
closely clustered together. Simultaneously, smaller objects fit
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better the data field than big ones, hence reducing the smooth-
ing effects and allowing to adapt the object size individually for
each cluster. To prevent the clustering of objects on the best lo-
cations of the data term, we use a Strauss-like pairwise inter-
action process. This process allows objects to superpose, yet,
configurations with pairs of objects that overlap are penalised.
The repulsion-like interaction prevents the number of objects
in a configuration to explode while the maximisation procedure
is started. Simultaneously, this interaction forces the objects to
spread over the entire spatial domain. The marked point process
with probability density exp
[−UI(y | θ)] is well defined. See Sto-
ica et al. (2007a) for more details.
2.5. Simulation method
Several Monte Carlo techniques are available to simulate marked
point processes: spatial birth-and-death processes, Metropolis-
Hastings (MH) algorithms, reversible jump dynamics or more
recent exact simulation techniques (Geyer & Møller 1994; Green
1995; Geyer 1999; Kendall & Møller 2000; van Lieshout 2000;
van Lieshout & Stoica 2006).
In this paper, we need to sample from the joint law p(y | θ).
This is done by using an iterative Monte Carlo algorithm, where
an iteration consists of two steps. First, a parameter value is
chosen with respect to the prior law of the model parameters
p(θ). Then, conditionally on θ, an object pattern is sampled from
p(y | θ) using an MH algorithm (Geyer & Møller 1994; Geyer
1999). The MH algorithm consists of three types of moves.
(i) Birth: with a probability pb a new object ζ, sampled from
the birth rate b(y, ζ), is proposed to be added to the present con-
figuration y. The new configuration y′ = y ∪ ζ is accepted with
the probability
min
{
1,
pd
pb
d(y ∪ ζ, ζ)
b(y, ζ)
p(y ∪ ζ)
p(y)
}
. (11)
(ii) Death: with a probability pd an object ζ from the cur-
rent configuration y is proposed to be eliminated according to
the death proposal d(y, ζ). The probability of accepting the new
configuration y\ζ is computed reversing the ratio (11).
(iii) Change: with a probability pc we randomly choose an
object ζold in the configuration y and propose to slightly change
its parameters using uniform proposals. For the selected object,
we may change its location within the vicinity ∆k of its centre
and change its shape parameters (r, t) within a small tolerance
with respect to its initial values. The new object obtained is ζnew.
The new configuration y′ = y \ ζold ∪ ζnew is accepted with the
probability min{1, p(y′)/p(y)}.
For the birth and death rates, we adopt the uniform choices
b(y, ζ) = 1/ν(W) and d(y, ζ) = 1/n(y), where ν(W) is the
Lebesgue measure (volume) of the observed window W and n(y)
is the number of objects in the configuration.
In order to maximise p(y, θ), the previously described sam-
pling mechanism is integrated into a simulated annealing algo-
rithm. The simulated annealing algorithm is built by sampling
from p(y, θ)1/T , while T goes slowly to zero. The authors in Sto-
ica et al. (2005a) proved the convergence of a simulated anneal-
ing algorithm for marked point processes, if MH dynamics and a
logarithmic cooling schedule are used. According to this result,
the temperature is lowered as
Tk =
T0
log k + 1
, (12)
where T0 is the initial temperature and k is a time-step in a sim-
ulation.
2.6. Inference
The problem we are trying to solve is the cluster pattern detec-
tion. In the framework of our model, the question we are inter-
ested in is what are the centre positions and shape parameters
of the objects approximating the spatial regions induced by the
cluster pattern exhibited by the point fieldD. The only thing we
can observe here is the data point field D. The objects approxi-
mating the spatial regions induced by the cluster pattern and the
model parameters are unknown.
The optimal objects configurations are estimated using the
estimator given by (5), which is computed using MH and sim-
ulated annealing algorithms (see Section 2.5). Additionally, we
have to choose a prior law p(θ) for model parameters. Since prior
knowledge about model parameters is not available, we use fixed
intervals for the model parameters. The values of the intervals
are chosen based on previous knowledge and a trial and error
analysis. Section 4 gives the model parameter values and ranges
that we used for the 2MRS data set.
Due to the complexity of cluster pattern detection, the opti-
misation algorithm does not provide a unique solution. Hence,
a question arises: what is the probability that a given region in
the spatial domain (or a given galaxy) belongs to the cluster pat-
tern? Our proposed method use level sets estimation to answer
this question (Heinrich et al. 2012).
The probability that a given region R ⊂ W is covered by the
cluster pattern configuration is
pvisit(R) = P [R ⊆ Y] = E [1{R ⊆ Y}] . (13)
The pvisit represents the visiting probability of region R by the
clustered pattern in one configuration. The pvisit can be estimated
as follows
pˆvisit(R) = 1n(Y)
n(Y)∑
i=1
1{R ⊆ Yi} , (14)
where Yi, i = 1, . . . , n(Y) are cluster patterns simulated with our
model.
If R = {x} with x ∈ W then pvisit(R) is the probability that
the cluster pattern touches the point x. Under a stationary hy-
pothesis, which is not fulfilled here, this quantity may represent
the volumic fraction of the clustered pattern (Chiu et al. 2013).
The computation of this probability in every point of W gives
a probability field, that we call the visit map. Peaks in the visit
map may correspond to individual galaxy groups and clusters.
If R = {x, y} with x, y ∈ W then pvisit(R) is the probability
that the cluster pattern touches simultaneously the points x and y.
This is known also as the covariance function (Chiu et al. 2013).
Under a similar stationary hypothesis as previously, the covari-
ance function depends only on the distance between the points
x and y. This probability may be used to compute the probabil-
ity that two galaxies belong to the same cluster. The quantities
pvisit(x) and pvisit(x, y) are used to extract individual galaxy clus-
ters and to determine to which cluster a galaxy belongs to. All
this is described in Section 3.
2.7. Special considerations for flux-limited galaxy surveys
In flux-limited galaxy surveys, the number density of galaxies
decreases as a function of distance from the observer. It means
that the data fieldD is inhomogeneous (it depends on distance).
If we do not take this into account in our model then it means
that the probability to have two galaxies in a given object de-
creases as a function of distance from the observer. This is an
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undesirable effect. The decrease of number density of galaxies
can be compensated while increasing the size of objects as a
function of distance from the observer. Similar approach is used
in FoF grouping algorithms, where the linking length increases
as a function of distance from the observer (e.g. Tempel et al.
2017).
To compensate the inhomogeneity of the data field D, the
object radius at a distance d is defined as
r(d) =
[
r0(d) fr,min, r0(d) fr,max
]
, (15)
where r0(d) is a distance dependent function that describes how
object radius depends on distance, and fr,min < 1.0 and fr,max >
1.0 are some pre-defined constants. At a fixed distance d the ob-
ject radius has a uniform law over [r0(d) fr,min, r0(d) fr,max]. The
function r0(d) is an analytical function that is determined based
on the observed data as described in Section 4.2. For the object
shape t (see Fig. 2) we use uniform law over [tmin, tmax] that is
independent of the distance from the observer. In this case the
distance from the observer d and the mean object volume Vy at
distance d are related as
Vy(d) ∝ [r0(d)]3 . (16)
The change of object radius as a function of distance
(Eg. (15)) compensates the decrease of the number density of
galaxies. The aim of this compensation is to ensure that the data
energy given by Eq. (6) is roughly independent of the distance
from the observer. This can be achieved by choosing an ade-
quate form for the function r0(d) (see Section 4.2). In practice, it
means that the local definition of a cluster changes as a function
of distance from the observer, but since the data energy term is
independent of distance, the general cluster pattern is left intact
as much as possible.
In our point process model we have two terms, data energy
term and interaction energy term. The interaction energy term
depends on the volume of the object (see Eq. (9)), the probabil-
ity to add an object to the configuration is proportional to the
volume of the object (see Section 2.4.2). While introducing a
distance dependent radius for an object, the object volume also
depends on distance from the observer as given by Eq. (16). This
means that the probability to add a new object decreases as a
function of distance from the observer (since the mean object
volume increases as a function of distance), which is an unde-
sirable side effect. To compensate this, a volume element dV at
distance d is multiplied by [r0(d)]−3. This can be seen as squeez-
ing of the space so that the mean object volume is independent of
the distance. In our point process model it affects the area inter-
action part in the interaction energy term (see Eq. (8)). The mod-
ification of the volume element can be visualised as following. If
the area that all objects cover are calculated using a regular grid,
then the volume of each grid cell is multiplied by [r0(dcell)]−3,
where the dcell is a cell distance from the observer.
This introduced modification of object radius (and volume)
ensures that the probability to add a new object to the configu-
ration does not depend strongly on distance from the observer,
despite the fact that the galaxies distribution depends on it. The
used point process model for cluster pattern detection assumes
homogeneity of the data field D, which is violated in flux-limited
galaxy redshift surveys. The distance dependent object radius
and the corresponding squeezing of space (volume elements) are
introduced to tackle this inhomogeneity. This is a compromised
solution, it requires more detailed studies to find an alternative
approach.
3. Extracting galaxy groups and assigning galaxies
memberships
This section presents how the quantities pvisit(x) and pvisit(x, y),
defined with Eq. (13), are used for the galaxies classification
into groups. The extraction of galaxy groups and clusters (and
the construction of group catalogue) is complicated because the
number of groups and clusters is not known in advance and even
for relatively isolated systems the boundaries and membership
of groups and clusters is fuzzy. The situation is even more com-
plicated for merging and/or nearby systems. Hence, it is possi-
ble to construct several algorithms for group extraction that all
yield to slightly different results. Below we describe just one
such algorithm based on hierarchical clustering that is simple
enough and, most importantly, parameter free. It deserves a spe-
cial study, whether other algorithms, for example fuzzy k-means
(Bezdek 1981) or neural network based methods (Ripley 1996),
can be meaningfully applied to our marked point process output.
Most likely, depending on the goal of the specific study, different
algorithms can be considered as the preferred ones.
Our group extraction algorithm is done iteratively consist-
ing of two steps. Before we start these two steps, we calculate
pvisit(x, y) between all galaxy pairs. To suppress small computa-
tional noise in our marked point process, we apply a minimum
threshold value for covariance function
pvisit(x, y) =
{
pvisit(x, y) if pvisit(x, y) > cnoise_limit
0 otherwise
, (17)
where cnoise_limit is set to be few per cent from the maximum
covariance function value.
In the first step of group extraction, we use the calculated
covariance function pvisit(x, y) values and assign each galaxy to
a single group using hierarchical clustering as described in Sec-
tion 3.1. In the second step, we use the group refinement proce-
dure and expel all physically unbound galaxies from the groups
as described in Section 3.2. After refinement procedure, we ad-
just the covariance functions for expelled galaxies and go back to
the step one and repeat the procedure until there are no expelled
galaxies. This iterative procedure is outlined in Fig. 3. In case of
2MRS data set, it takes around 30 iterations before it converges.
The adjustment of the covariance function for expelled
galaxies is done in the following way. Let xG,expel be an expelled
galaxy from group G, which after refinement contains galaxies
yG,1, yG,2, . . . , yG,n(G), where n(G) is the number of galaxies in
group G after the refinement procedure. Hence, before refine-
ment galaxy xG,expel belongs to the group G, but after refinement
it does not. For every expelled galaxy xG,expel, the covariance
function with the group members it used to belong to is set to
zero,
pvisit(xG,expel, yG,i) = 0, ∀i ∈ {1, 2, . . . , n(G)}. (18)
This step ensures that physically unbound galaxies are not con-
sidered as group members in the subsequent iterations.
After iterative group extraction is converged, we assign to
each galaxy a probability that it belongs to a given group or clus-
ter. One galaxy can belong to several groups if the groups are
nearby or merging systems. The probability assignment is based
on the initial covariance function pvisit(x, y) and is described in
Section 3.3. The membership probabilities together with group
main properties (e.g. location, size, mass) are made available in
our group catalogue (see Appendix A).
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Fig. 3. Block diagram outlining the group extraction and catalogue gen-
eration procedure. Input for the group extraction is the covariance func-
tion pvisit(x, y) between each galaxy pairs. Group extraction procedure
converges if group membership refinement does not expel any group
members. The output of group extraction procedure is a catalogue of
groups and clusters that is described in Appendix A. See Section 3 for
more details.
3.1. Group extraction algorithm
The aim of group extraction procedure is to group together
galaxies that form a single system (a group or cluster). Group
extraction in this paper is based on an agglomerative hierarchi-
cal clustering, where a measure of “distance” between galaxy xi
and group G j is defined as
d(xi,G j) =
∑
yk∈G j, yk,xi
pvisit(xi, yk), (19)
where the summation is over galaxies yk that belong to the group
G j. The distance measure (19) allows to find the closest group to
each galaxy xi as follows
Gxi,closest = arg max
G j∈[G1,...,GNG ]
d(xi,G j), (20)
where NG is the total number of groups.
To start the hierarchical clustering, initially each galaxy is
assigned to its own group, that means the number of galaxies
and groups is the same. During one step down in hierarchical
clustering, we merge groups Gi and G j if the following criterium
is satisfied
∃yk ∈ Gi : Gyk ,closest = G j. (21)
Using criterium (21) we test all possible group pairs Gi and G j
and merge all of them that satisfy the criterium.
In hierarchical clustering we go down only two steps and
then stop the algorithm. Most of the formed groups after first step
contain only two galaxies, these are galaxy pairs that are most
strongly connected to each other. During the second step down,
isolated systems remain isolated but groups that are relatively
close to each other are merged together.
The used algorithm for clustering is essentially a parameter
free algorithm (the only parameter is the noise limit cnoise_limit)
and depends only on the probabilisitic output of our model
(pvisit). In general, more advanced methods can be used for group
extraction. In this paper we prefer to use a simple algorithm in
order to test the marked point process framework for group de-
tection in cosmological redshift surveys, without altering it with
sophisticated post-processing techniques.
3.2. Group membership refinement procedure
The aim of group membership refinement is to expel physically
(gravitationally) unbound members from extracted systems. This
procedure is purely based on a physical considerations and it
is not connected with the point process framework. For mem-
bership refinement, each group is analysed separately using the
extracted group members (see Section 3.1). The membership re-
finement procedure follows directly the procedure described in
Tempel et al. (2016a). Below we provide a brief summary of it.
Group membership refinement is based on estimates of the
virial radius and escape velocity of the system. Galaxy is ex-
pelled from its group if its projected distance from the group
centre in the plane of the sky is greater than the virial radius of
the system. Similarly, a galaxy is removed from its group if the
velocity of the galaxy with respect to the group centre is higher
than the escape velocity at its sky-projected distance from the
group centre. The escape velocity of a group relates to the grav-
itational potential Φ through
v2esc(r) = −2Φ(r), (22)
where r is projected distance from the group centre.
To calculate the virial radius and escape velocity of a system
we have to assume some dark matter density profile. To calculate
these quantities, we follow Tempel et al. (2014b). Group mass is
estimated using the virial theorem and assuming NFW profile
(Navarro et al. 1997)
Mvir = 2.325
Rg
Mpc
(
σv
100 km s−1
)2
1012M, (23)
where Rg is the gravitational radius, which for a fixed mass den-
sity profile only depends on the group extent in the sky σsky. See
Tempel et al. (2014b) for details about mass and gravitational
radius calculations. Under the assumption of an NFW profile,
the group virial radius is uniquely defined with the virial mass,
which radius is defined as the radius in which the mean den-
sity is 200 times higher than the mean density of the Universe.
Gravitational potential, needed to calculate the escape velocity
in Eq. (22), is directly related to the assumed dark matter density
profile (see e.g. Łokas & Mamon 2001).
In practice, the group membership refinement is purely de-
fined by the group velocity dispersion σv and the group extent in
the sky plane σsky. These quantities are defined with the follow-
ing formulas:
σ2v =
1
2n(1 + zm)
n∑
i=1
(ri)2 (24)
and
σ2sky =
1
(1 + zm)(n − 1)
n∑
i=1
(vi − vm)2, (25)
where zm and vm are the mean redshift and velocity of the group;
vi and ri are velocities and the projected distances for individ-
ual group members. Summation is over all galaxies within the
group.
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We note that the approach for membership refinement is
somewhat conservative, the sky-projected distance generally un-
derestimates the three dimensional distance, thus we tend to
overestimate the escape velocity, leaving some outliers in the
group rather than removing true group members.
The membership refinement procedure is done iteratively
since the group velocity dispersion and size depend on the group
membership. During the iteration process, initially the virial ra-
dius and escape velocity was multiplied by a factor of ten. The
multiplication factor was gradually lowered during each itera-
tion until it reaches unity. This ensures that during one iteration
only few galaxies were excluded and the refinement procedure
converges.
3.3. Assigning probabilities to group members
In Sections 3.1 and 3.2 we described how we extract galaxy
groups and assign galaxies to individual systems. Our probabilis-
tic framework for group detection allows to do more than just
assigning galaxies to individual systems. Using the covariance
function pvisit(x, y) we can compute how strongly each galaxy
is connected with any group. This allows us to define for each
galaxy a probability that it belongs to any detected system. The
probability that galaxy xi belongs to detected group G j is calcu-
lated as
p(xi,G j) =
1
Ci
∑
yk∈G j, yk,xi
pvisit(xi, yk)1
{
Ref. : xi ∈ G j
}
, (26)
where Ci is the normalizing constant for galaxy xi defined as
NG∑
j=1
p(xi,G j) = 1.0 (27)
and NG is the total number of detected (extracted) galaxy groups.
The probabilities defined by Eq. (26) include the constraints
from group refinement procedure. The notation 1
{
Ref. : xi ∈ G j
}
is one if galaxy xi satisfies the group refinement criteria defined
in Section 3.2 and is zero otherwise. The group properties are
not altered while evaluating the group refinement criteria. The
idea of this requirement is to avoid assigning galaxies to groups
that are not physically (gravitationally) bound to these systems.
For majority of the galaxies, the probability p(xi,G j) is non-
zero (exactly one) only for one galaxy group, that means a galaxy
belongs to only one group or the galaxy is an isolated (does not
belong to any systems). In case of nearby and/or merging sys-
tems, galaxies in the outer parts of groups can belong to sev-
eral systems. For each galaxy in our catalogue, we calculate the
probability that it belongs to any of the systems and provide this
information in our group catalogue.
4. Application of the model to the 2MRS data set
In this section we apply the proposed methodology to the 2MRS
data set. The main aim is to test the feasibility of the Bayesian
methodology using a relatively small observational data set.
2MRS is well suited for this task since there are well studied
FoF group catalogues available (e.g. Tempel et al. 2016a). In
Appendix B we apply our method to a simulated mock cata-
logue and analyse how the proposed method recovers the true
members of groups and clusters.
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Fig. 4. Mean separation between the galaxies as a function of distance
from the observer in the 2MRS data set. Red line shows the mean near-
est neighbour separation between galaxies (multiplied by 0.1), which is
usually taken as the linking length in a FoF algorithm. Black line shows
the arctan function that we use to describe the base object radius in our
marked point process.
4.1. Galaxies in 2MRS data set
The proposed model for galaxy group detection is applied to the
2MRS data set described in Huchra et al. (2012). This data set
includes galaxies brighter than 11.75 mag in the KS band. The
galaxy sample is downloaded from the extragalactic distance
database (EDD9; Tully et al. 2009).
The 2MRS data set is highly complete above the Galactic
plane, Galactic latitude |b| > 5◦. The completeness is slightly
lower in very nearby Universe due to the low surface brightness
galaxies (see Karachentsev et al. 2013). 2MRS galaxy sample
becomes very sparse father away, hence we restricted ourselves
with galaxies closer than 300 Mpc. According to the FoF group
catalogue constructed by Tempel et al. (2016a) this includes all
galaxy groups of at least five members. This selection restricts
our 2MRS sample to 42620 galaxies.
4.2. Setting model parameters for group detection
To apply the proposed cluster pattern detection model to the
2MRS data set we have to fix some of the parameters in the
model. There are two types of parameters. The first set contains
parameters related to the model, the second set contains param-
eters related to the simulation of the model that mostly affect the
efficiency and convergence of the point process simulation.
The parameters that most strongly affect the group detection
are the shape parameters of the object in the marked point pro-
cess. The shape parameters are the radius r and ratio t (see Sec-
tion 2.2 and Fig. 2). We chose the values of these parameters fol-
lowing the linking length values used to construct the FoF groups
in Tempel et al. (2016a). The ratio is chosen to be t ∈ [5, 12]
with uniform law in this range. Since the object in our model is
a linking length analogue in a FoF algorithm, the chosen param-
eter range for the ratio t is well justified (see Duarte & Mamon
2014).
As noted in Section 2.7 in flux-limited surveys the number
density of galaxies decreases as a function of distance. To take
this into account, the object radius r depends on the distance
from the observer. We follow the considerations from FoF algo-
rithm, where the linking length in transversal direction is ap-
proximately 0.1 times the mean distance between galaxies in
the survey (see e.g. Tempel et al. 2014b). In Fig. 4 we show
the mean distance between galaxies in 2MRS as a function of
9 http://edd.ifa.hawaii.edu.
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distance from the observer. Farther away from the observer, the
mean separation increases rapidly because most of the galaxies
at these distances are the central galaxies of individual groups or
clusters. To detect groups, where groups parameters are roughly
constant as a function of distance, in a FoF algorithm a moder-
ately increasing linking length value is used (see Tempel et al.
2014b, 2016a). We follow the same approach here and increase
the object base radius r0 according to the arctan function
r0(d) = 0.15 [1 + 4 atan(d/220)] , (28)
where d is distance from the observer in Mpc. This scaling fol-
lows the 0.1 times mean distance between galaxies in nearby
regions and the increase at farther distances is rather shallow
(see Fig. 4). In our model we use a range for object radius r
given with Eq. (15), where we fix fr,min = 0.5 and fr,max = 1.5.
The chosen parameter ranges for r and t are sufficiently wide
and provide reasonable mark distribution for our point process
model. The ranges for model parameter values are chosen using
similar considerations as in a FoF algorithm, which takes into
account the peculiarities of the observed data set. However, the
shape parameters in our model are not fixed and the best values
at each location are determined in a Bayesian manner.
The remaining parameters that we have to specify are related
to the point process model itself. The most important parame-
ters are the interaction parameters where we use the following
ranges: log γa = [0.12, 0.18] and log γo = [−0.1,−0.06]. We
have no prior knowledge about the interaction parameters, so
we have chosen the uniform distribution over these parameters.
We fix the constant data energy parameter νconst = 0.36, which
equals to the mean interaction energy of added objects. The last
quantity and the interaction parameters are not priorly known
and therefore they were estimated based on trial runs of the sim-
ulation. In general, these parameters affect mostly the efficiency
of the cluster pattern detection (how well clusters are detected
in the data set) and have minor effect on the physical parameters
of the individual detected systems. For future applications, we
will consider the ABC Shadow algorithm (Stoica et al. 2017) to
estimate the model parameters in an automated fashion.
The object point process simulation is carried out using the
MH algorithm with simulated annealing (see Section 2.5). The
simulation parameters were set following the same principles as
we used in the Bisous model for filamentary pattern detection
(Tempel et al. 2014a, 2016b). The initial temperature in simu-
lated annealing was set to T0 = 1.2. In our MH simulation, one
move concerns only one object. The temperature was lowered
after 30 000 moves using the logarithmic cooling schedule and
the final temperature in our simulation was around 0.1.
To make an inference from the model as described in Sec-
tion 2.6, we extracted several realisations of the objects con-
figurations. To extract realisations that are statistically uncor-
related, there should be a sufficient number of moves between
realisations. For our analysis, we extracted realisations after 1.2
million moves. We run 8 simulations (the same model param-
eters but different random seed), and from each simulation we
extracted 2500 realisations. For the inference, we only use last
1500 realisations, which gives us in total 12 000 realisations of
the objects configurations for visit map and covariance function
calculations.
4.3. Remarks on the practical implementation of the model
Regarding the practical implementation of the model, there are
several numerical difficulties. The proposed model requires the
calculation of the total volume covered by individual small ob-
jects. Since the geometry of the objects is complicated and most
of the objects are overlapping, this volume cannot be calculated
analytically. To calculate the volume covered by objects, we use
numerical approach. The total volume is divided into small cells
with a cell size of (0.26 Mpc)3. To calculate the total volume
covered by objects, we sum the cells that are covered by small
objects (cell centre is inside the object). To mitigate the effect
of pre-defined grid pattern, the grid origin (first grid point) is
slightly shifted after a certain number of iterations (after one
realisation of objects configuration is extracted). Another nu-
merical difficulty is the counting of overlapping objects. This
is solved using the same grid cells that we use for the volume
calculation. If two objects cover the same grid cell, then these
objects are considered overlapping.
In order to calculate the statistics described in Section 2.6 we
need many realisations. In our 2MRS volume, there are approx-
imately 7000 groups and clusters. In our marked point process,
these groups are detected using roughly 30 000 objects. Hence,
one realisation of our model consists of approximately 30 000
objects. In order to calculate the statistics, we need thousands
of realisations. In order to achieve this, we initially store all re-
alisations (objects locations and shapes) on hard drive and use
a post processing of the realisations to calculate the necessary
statistics.
The use of the proposed object point process model is com-
putationally expensive. In case of 2MRS data set, to run a single
simulation (in one core) it took around 10 days using a personal
computer (3 GHz and 32 GB of RAM). For the future applica-
tions, we will investigate how to optimise the modelling proce-
dure in order to apply it to larger data sets using parallel compu-
tations.
5. Galaxy groups in 2MRS data set
5.1. General properties and selected examples: Coma and
Virgo clusters
We extracted the galaxy groups from the 2MRS data set as de-
scribed in Section 4. Our group catalogue contains 7755 systems
(groups and clusters) with at least two members and 1933 sys-
tems with at least three galaxies. Hence, most of the detected sys-
tems in our catalogue are galaxy pairs. The catalogue of 2MRS
groups includes 95 systems with more than ten members. We vi-
sually looked at all these 95 systems and verified that they are
reasonable galaxy systems and that our Bayesian grouping algo-
rithm works as expected.
Figure 5 illustrates the detection of galaxy groups and clus-
ters in our model. The green colour in Fig. 5 shows the visit
map in a region of the Coma cluster. For isolated systems, the
visit map shows clear maxima and individual groups are clearly
distinguishable. In the Coma cluster region (red points in the fig-
ure), the situation is much more complicated showing a rich in-
ner structure (see discussions below). However, the entire Coma
cluster region is connected through the visit map.
In Fig. 6 we show the number of galaxies in clusters as a
function of distance from us. Since we plot all galaxies in every
group, the rich groups appear as horizontal lines of points (due
to the peculiar motions of galaxies inside the groups). We lim-
ited ourselves with galaxies closer than 300 Mpc in comoving
distances. From Fig. 6 we can see that this includes all systems
with at least five members. The galaxy systems farther away
than 300 Mpc are very poor systems due to the flux-limited na-
ture of the 2MRS data set. As a comparison, in Fig. 6 we also
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Fig. 5. The distribution of galaxies in supergalactic coordinates (points)
and the visit map detected using our marked point process. The thick-
ness of the slice is 4 Mpc around SGX = 0. Red points show galaxies
in the Coma cluster (see also Fig. 7), other coloured points show galax-
ies in other groups with at least five members, and grey points show
all remaining galaxies. Galaxies are divided into groups as explained in
Section 3.
show the group richness in the FoF groups detected in Tempel
et al. (2016a). The general distribution of group richnesses as
a function of distance is the same in both catalogues. In gen-
eral, new Bayesian group catalogue is very similar with the FoF
group catalogue published by Tempel et al. (2016a). More de-
tailed comparison between these two catalogues are carried out
in Section 5.2.
There are several well known clusters (the existence of the
clusters is known but not the properties of the clusters) in the lo-
cal Universe. In Figs. 7 and 8 we show the Coma and Virgo clus-
ter regions, respectively. In case of Coma cluster (see Fig. 7) the
central region (red points) is very well detected by our Bayesian
group finder containing 84 galaxies. Around the Coma cluster,
there is one relatively large system with 15 galaxies (blue points
on the Fig. 7) and several smaller systems with three to four
galaxies marked as green points. Based on Fig. 7, the Coma
cluster is well detected by our Bayesian group finder and the
fragmentation of the Coma cluster outer regions into several sys-
tems is justified. The individual smaller systems are clearly sep-
arated in sky plane and/or in velocity space. Using the Eq. (23),
the estimated mass of the central component of Coma cluster is
Mvir = 1.0 × 1015 M, which is the mass inside the virial radius
R200 = 2.1 Mpc. This mass is somewhat lower than estimated
mass Mvir = 1.8× 1015 M by Tully (2015a). However, the mass
is very sensitive to the measured velocity dispersion of the sys-
tem. In case of Tully (2015a) the velocity dispersion is measured
using all galaxies in a wider window in velocity space, which
yields higher velocity dispersion. Hence the mass difference is
purely described by the difference in velocity dispersion. Using
dynamical mass estimates, the mass of the Coma cluster is esti-
mated to be Mvir = 0.93 ± 0.04 × 1015 M (Rines et al. 2003)
and Mvir = 1.24 ± 0.46 × 1015 M (Łokas & Mamon 2003). Us-
ing weak lensing analysis the estimated Coma cluster mass is
Mvir = 1.2+1.3−0.3 × 1015 M (Okabe et al. 2014). These values are
much closer to our estimate, considering that our mass estimate
Fig. 6. Number of galaxies in a group (Ngal) as a function of distance
from the observer. We plot all galaxies in groups where the distance
is a comoving distance calculated using the heliocentric velocities of
galaxies. Blue points show the number of galaxies in Bayesian groups
as extracted in this study. Red points show the number of galaxies in
the FoF groups as constructed by Tempel et al. (2016a). Red points are
shifted slightly upward to increase the readability of the figure.
includes only the central component of the Coma cluster, hence
the total mass of Coma cluster is even higher.
Virgo cluster is one of our closest nearby massive galaxy
clusters, which makes it very extended system on the sky plane.
Because of its proximity, Virgo cluster has received a lot of atten-
tion (see e.g. Ferrarese et al. 2012 and Tully 2015a and discus-
sions therein) and it is well known that the cluster is composed
of multiple components (see e.g. Böhringer et al. 1994). Fig-
ure 8 shows the Virgo cluster region in 2MRS data set together
with the detected systems using our Bayesian group finder. The
central system in Virgo cluster is well detected and it includes
90 galaxies. There are four other detected groups close to the
Virgo central component that contain 10 to 32 galaxies (bluish
points in Fig. 8). The complicated structure of the Virgo clus-
ter is well discussed in Tully (2015a). Despite the complicated
nature of the Virgo cluster, our Bayesian group finder detects
the main components of the cluster reasonably well. The esti-
mated summed mass of galaxy systems detected in Virgo clus-
ter region is Mvir = 4.8 × 1014 M, which is slightly lower
than Mvir = 7–8 × 1014 M estimated using the virial and in-
fall mass estimates (Mohayaee & Tully 2005; Tully 2015a) or
M = 6.3±0.8×1014 M using the first turn around radius (Shaya
et al. 2017). Once again, the summed mass of our Bayesian
groups does not reflect the total mass of the Virgo cluster and
our summed mass is expected to be slightly lower than the total
mass of the Virgo cluster.
Using two examples, Coma and Virgo clusters, we demon-
strated that our Bayesian group finder works well for these sys-
tems and it detects the main components of the two known large
clusters. Visual assessment of all other rich systems yields to
the same conclusion that the detected systems are reasonable.
However, the detection of the systems is only one aspect of the
problem. The second aspect is how well the detected systems pa-
rameters can be recovered. Our current Bayesian group finder is
not specifically tuned to recover the true parameters of the sys-
tems, nevertheless the mass of the Virgo and Coma cluster is
in the same order of magnitude as reported in the literature. It
requires a special study and the use of mock data sets in order
to analyse how reliably our Bayesian methodology recovers the
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true systems and how to improve the group parameter estimation
in our Bayesian group finder.
5.2. Comparison of Bayesian and FoF groups
In this section we compare the constructed Bayes group cata-
logue with the FoF group catalogue published by Tempel et al.
(2016a). Both group catalogues are based on exactly the same
data, hence we can make a direct comparison between these two
catalogues. We limit ourselves with groups closer than 300 Mpc
in both catalogues, which gives 7755 groups with at least two
members in our Bayes group catalogue and 6251 groups in the
FoF group catalogue. Excluding galaxy pairs, it gives 1933 and
2525 groups in Bayes and FoF group catalogues, respectively.
Although there are more groups in the Bayes group catalogue,
majority of them are galaxy pairs. Considering only groups with
more than five members, then the numbers are more similar,
391 and 431 groups in Bayes and FoF catalogues, respectively.
Hence, there are fewer richer groups in our Bayes group cata-
logue, but the difference is less than 10 per cent. As can be seen
from Fig. 6 the distribution of groups as a function of distance in
both catalogues is similar, which is expected since the grouping
parameter (linking length in the FoF or object size r0 in the cur-
rent Bayesian group finder) as a function of distance is chosen
based on the same considerations (see Section 4.2).
Comparing the number of galaxies in groups, then there are
50 and 46 per cent of galaxies in Bayes and FoF groups, respec-
tively. In overall, our Bayesian group finder leaves 4 per cent less
unclustered galaxies than the FoF group finder. Most of the dif-
ference comes from galaxy pairs, there are more galaxy pairs in
the Bayes group catalogue, which is related with the choice of
the data term in our model. Looking at the separation of galaxy
pairs on the sky plane and in redshift space, then the separation
of galaxy pairs on the sky plane is on average 28 per cent larger
for Bayes groups compared with FoF groups. The separation of
galaxy pairs in redshift space is roughly the same in both cata-
logues. This can be explained by the object shape properties in
our Bayesian group finder, the maximum object size on the sky
plane is 1.5 times larger than the linking length in the FoF group
finder.
To compare groups in both catalogues one-to-one basis, we
first compare how groups in one catalogue are detected in an-
other catalogue. For this we take all members of one group and
look between how many groups these member galaxies are dis-
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tributed in another catalogue, that is for each group we get the
number of matching groups in another catalogue. In this anal-
ysis we only use groups with at least three galaxies. The re-
sults are shown in Fig. 9, where left panels show the results for
Bayes groups and right panels for FoF groups. In both catalogues
there is a small number of groups that are undetected using an-
other method (red lines on the figure). All these groups have less
than ten galaxies and the fraction of these groups is less than 10
per cent for each group richness bin. Hence, all groups with at
least ten galaxies have a detection in both catalogues and ma-
jority of groups with less than ten galaxies have a counterpart
in another catalogue. Green lines in Fig. 9 show the distribution
and fraction of groups with two or more matches in compari-
son group catalogue. The fraction of these groups increases with
group richness reaching to about 0.5. Hence, majority of smaller
groups and about half of richer groups have only one counterpart
in the comparison catalogue.
Another question we may ask is how does the group richness
depend on the grouping method (Bayesian or FoF). For this we
have to match the groups in both catalogues. To find a match for
one Bayes group in the FoF group catalogue (and vice versa),
we require that the matching group have the highest number of
common galaxies in matched group catalogue and vice versa.
This ensures that the found matches are independent of which
catalogue was taken as the base catalogue for matching. Around
80 per cent of all Bayes groups have a well defined match in
the comparison FoF group catalogue. If we only consider groups
with at least three galaxies in Bayes groups, then 96 per cent of
all Bayes groups have a clear match in the FoF catalogue. Hence,
only a small fraction of Bayes groups with at least three galaxies
does not have a clear match in the comparison FoF catalogue.
This shows that the same groups are detected regardless of the
used (Bayesian of FoF) grouping method. In Fig. 10 we show the
richness of matched groups in Bayes and FoF group catalogues.
Among those groups that have clear match in both catalogues,
around three quarters (74 per cent) of groups are identical (con-
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Fig. 10. The comparison of group richness (Ngal) in Bayes and FoF
groups. Green points indicate identical groups, blue ones show groups
where at least half of the galaxies are common in FoF and Bayes groups,
and red ones are groups that differ significantly in Bayes and FoF group
catalogues. For illustrative purposes, each point have a small random
scatter around the true value. Black line shows the one-to-one relation-
ship. Although some of the groups contain the same number of galaxies,
they are not identical. The right and upper side panels show the fractions
as a function of group richness.
tain exactly the same galaxies) in Bayes and FoF group cata-
logues and for 97 per cent of groups at least half of the galax-
ies are common in both catalogues. Figure 10 also shows that
there is small tendency that Bayes groups contain on average less
galaxies than FoF groups (there are slightly more points above
the one-to-one relationship in Fig. 10), but this concerns mostly
smaller groups. This is partially explained by the fact that in the
FoF group catalogue the group membership refinement (see Sec-
tion 3.2) was only applied for groups with at least five galaxies.
In Fig. 11 we compare the masses of groups in Bayes and
FoF group catalogues. Since mass estimation is rather uncer-
tain for poor groups (with small number of galaxies), we only
use groups that have at least ten galaxies in both catalogues.
The mass estimation algorithm is the same in both catalogues,
the only difference is the group membership. Figure 11 shows
a scatter in estimated group masses around the one-to-one rela-
tionship. Group masses in Bayes and FoF catalogues for most
of the cases differ less than two times. There is small tendency
that masses in the FoF group catalogue are slightly higher than
masses in the Bayes group catalogue, which comes from the sen-
sitivity of the mass estimator to the group boundaries (group
membership). As groups in the Bayes group catalogue contain
(statistically) less galaxies (see Fig. 10) they are also slightly
smaller (group membership differs mostly on the outer edges of
groups), hence their estimated mass is slightly smaller.
In general, the groups extracted using Bayesian (this work)
or FoF group finder (Tempel et al. 2016a) are very similar and
majority of the groups are identical. On the one hand this means
that most of the groups in the local Universe are well defined
and easily detectable. On the other hand we can infer from it that
with reasonable grouping parameters the two seemingly different
methods provide very similar results. Considering that the FoF
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grouping method is well tested using simulated mock data (Old
et al. 2014, 2015, 2018), the Bayesian grouping methodology in
its simplest form performs very well and it opens up the possibil-
ity to study the potential of the proposed Bayesian methodology
even further. The differences between Bayes and FoF groups are
in details, which will be briefly analysed in the next section.
5.3. Application of Bayesian groups for constrained
simulations
One application, where group catalogues of local Universe are
utilised, is the construction of constrained simulations. In Sorce
& Tempel (2017) Wiener Filter technique (Zaroubi et al. 1995,
1999) is applied to the catalogue of radial peculiar velocities de-
rived from the cosmicflows project (Tully et al. 2013) in order to
reconstruct the density and velocity field in the local Universe.
To suppress the non-linear motions, the radial peculiar velocities
are grouped using the FoF galaxy groups published by Tempel
et al. (2016a). As follows, we will do a brief comparison how the
reconstruction of the local Universe changes if we use the Bayes
group catalogue instead of the FoF group catalogue.
In Fig. 12 we show the peculiar velocity constraints for the
FoF (upper panel) and Bayes (lower panel) groups. Radial pecu-
liar velocities are grouped (an average value is taken) according
to the used group catalogue. Detailed descriptions are given in
Sorce & Tempel (2017). Overall, the two grouping schemes ex-
hibit catalogues in agreement with each other, the constraints
are quite similar. However, zooming on a particularly dense re-
gion, like the Coma cluster area or the Centaurus cluster region,
differences are more pronounced. To see how these differences
affect the reconstruction, we show in Fig. 13 the over-density
and velocity field using the Bayesian grouping (left panels) and
the residual between reconstructions (right panels) obtained with
Bayesian and FoF grouping. Although the Bayes and FoF group
catalogues are rather similar, there are clear differences between
the reconstructed density and velocity fields (see right panels in
Fig. 13). These differences are of the same order as differences
between FoF grouping and more aggressive grouping algorithm
(see details and fig 5 in Sorce & Tempel 2017). Although the
differences in mean density and velocity fields are small, they
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Fig. 12. Radial peculiar velocities of galaxies in a supergalactic slice
with 15 Mpc thickness. Radial peculiar velocities are grouped (aver-
aged) using the groups obtained with a FoF algorithm (upper panels)
and the Bayesian group finder (lower panels). A red dot means that the
peculiar velocity is positive while a blue dot means that it is negative,
the dot size is proportional to the absolute value of the radial peculiar
velocity. Smaller panels on the right-hand side show two specific re-
gions, Coma and Centaurus cluster regions, to highlight some of the
differences in detail.
change the mass of the large clusters by about at least 5 per
cent on average. When analyzing the specific clusters in the lo-
cal Universe, Sorce & Tempel (2018) conclude that the grouping
scheme used to remove non-linear motions in the catalogues that
constrain the simulations affect the quality of the numerical clus-
ters. These comparisons emphasise that the choice of grouping
method is important in order to suppress the non-linear motions.
Hence, it is important to improve the available grouping tech-
niques for future studies.
6. Conclusions
In this study we proposed a new cluster pattern detection al-
gorithm for the identification of galaxy groups and clusters in
cosmological galaxy redshift surveys. The proposed method is
based on object point processes and follows the methodology
described in Stoica et al. (2007a). In the method we use the
marked point process in order to model the cluster pattern visi-
ble in galaxy redshift surveys. The observed galaxy data is only
used to assign probabilities for marked points in our point pro-
cess model. The marked point process is modelled in a Bayesian
framework, which allows us to study the detected cluster pat-
tern in a probabilisitic way. As a result of this, the detection of
galaxy groups and clusters in the Bayesian group finder is proba-
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Fig. 13. Left-hand panels: supergalactic slices of the reconstructed velocity (arrows) and over-density (contours) fields of the local Universe. The
green colour stands for the mean density field, dashed contours are under-density regions while solid contours are over-density regions. Right-hand
panels: the residual between two reconstructions obtained with Bayesian and FoF grouping schemes. See also fig 5 in Sorce & Tempel (2017).
bilistic, which can be taken into account in practical applications.
The proposed approach is complementary to the currently avail-
able methods for galaxy group and cluster detection, where the
galaxy data is used directly (no modelling of underlying cluster
pattern).
We applied the proposed Bayesian group finder to the 2MRS
data set and extracted galaxy groups from the data. We compared
our group catalogue with galaxy group catalogue constructed us-
ing the FoF algorithm (Tempel et al. 2016a) and showed that the
two group catalogues are very similar and they differ only in de-
tails. Majority of the groups (70 per cent) are identical in both
catalogues and more than 90 per cent of them have a clear coun-
terpart in another catalogue. Although the differences between
two group catalogues are in details, they might have signifi-
cant effect on the specific applications. Following the approach
described in Sorce & Tempel (2017), we used the constructed
Bayes group catalogue to reconstruct the density and velocity
fields in the local Universe. This comparison emphasises that the
grouping of galaxies (in order to suppress non-linear motions)
have significant effect on the reconstructed galaxy clusters. This
emphasises the need for a reliable grouping algorithm and en-
courages to continue the work on the proposed Bayesian group
finder in order to improve it.
Our proposed group finder has two distinct components. The
basis of the Bayesian group finder is an object point process with
interactions that we use to generate the probabilistic group detec-
tion field (visit map for group detection). This step is fully deter-
mined by the marked point process theory and the detection of
cluster pattern can be mainly influenced by the assigned proba-
bilities that depend on the locations and parameters of observed
galaxies. The second component of the proposed group finder
involves the post-processing of the probabilistic group detection
field. Here, various approaches can be taken and depending on
the specific study different methods can be the preferred ones. In
this paper we proposed an approach that is parameter free and
simple to implement. In general, the detected groups of galaxies
are in the peaks of the obtained visit map, which is the outcome
of a number of simulations of the detection model. It requires a
dedicated study in order to analyse various post-processing pos-
sibilities for galaxy group and cluster extraction from the proba-
bilistic visit map data.
In this paper we introduced the concept of Bayesian group
finder based on marked point processes. The application to the
2MRS data set and comparisons with the published FoF cata-
logue show that the new methodology for group detection is fea-
sible. Application of the proposed method to a simulated mock
data set shows that the method in its simplest form perform
equally well in terms of contamination and incompleteness with
other available methods for group and cluster detection (see Ap-
pendix B and Wojtak et al. 2018). The Bayesian approach in-
troduced in this paper provides “for free” additional information
such as the probabilities that a point or two points (e.g. galaxies)
in the observation domain belong to the cluster pattern. These
supplementary tools allow the construction of tests and tech-
niques to validate and to refine the detection result. In a forth-
coming study we will apply the proposed methodology to the
simulated mock data to test the full potential of the proposed
methodology.
In current study we proposed the object point process
methodology for the group detection in galaxy redshift surveys.
However, our model can be adapted to any data sets, where group
or clump detection is required. In general, our proposed model
is meant to detect cluster pattern that does not directly depend
on the used data set. The observational data in our model is only
used to define the data energy term (see Section 2.4.1), which
can be easily adjusted according to the used data set. Additional
advantage of our approach is that it is straightforward to include
observational uncertainties in our model, which only requires the
modification of the data energy term in the model. It is especially
promising for the photometric redshift surveys such as J-PAS
Article number, page 15 of 19
A&A proofs: manuscript no. bayes_groups
(Benitez et al. 2014), where the full photometric redshift poste-
rior can be taken into account in our Bayesian group finder.
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Appendix A: Description of the catalogue
The catalogue of galaxy groups and clusters consists of two ta-
bles. The first table lists galaxies that were used to generate the
group catalogues, the second describes the group properties. The
catalogues are available at http://cosmodb.to.ee and the
catalogues will also be made available through the Strasbourg
Astronomical Data Centre (CDS).
Appendix A.1: Galaxy table
The galaxy table contains the following information (column
numbers are given in square brackets):
1. [1] pgcid – identification number in PGC (principal galaxy
catalogue);
2. [2] groupid_bgf – primary group or cluster id (given in the
present paper) the galaxy belongs to; may be different from
icl1 due to the group membership refinement procedure;
3. [3] ngal_bgf – richness (number of members) of the pri-
mary group or cluster the galaxy belongs to;
4. [4] groupdist – comoving distance to the centre of the pri-
mary group or cluster the galaxy belongs to, in units of Mpc,
calculated as an average over all galaxies within the group or
cluster;
5. [5] zobs – observed redshift (without the CMB correction);
6. [6] zcmb – redshift, corrected to the CMB rest frame;
7. [7] zerr – error of the observed redshift;
8. [8] dist – comoving distance in units of Mpc;
9. [9–10] raj2000, dej2000 – right ascension and declina-
tion (deg);
10. [11–12] glon, glat – Galactic longitude and latitude
(deg);
11. [13–14] sglon, sglat – supergalactic longitude and lati-
tude (deg);
12. [15–17] xyz_sg – supergalactic cartesian coordinates in
units of Mpc;
13. [18] mag_ks – Galactic-extinction-corrected Ks magnitude
as given in the source catalogue;
14. [19] groupid_fof – group or cluster id in the FoF group
catalogue (Tempel et al. 2016a);
15. [20] ngal_fof – richness (number of members) of the group
or cluster the galaxy belongs to, based on the FoF group cat-
alogue (Tempel et al. 2016a);
16. [21] n_cl – number of groups and clusters the galaxy is as-
sociated with;
17. [22—26] icl1..5 – identification numbers of group or clus-
ter the galaxy is associated with;
18. [27] p_field – probability that the galaxy is a field galaxy;
19. [28—32] p1..5 – probabilities that the galaxy belongs to the
specified group or cluster.
Appendix A.2: Group table
The group and cluster table contains the following information
(column numbers are given in square brackets):
1. [1] groupid – group or cluster identification number, given
in the present paper;
2. [2] ngal – richness (number of members) of the group;
3. [3–4] raj2000, dej2000 – right ascension and declination
of the group centre (deg);
4. [5–6] glon, glat – Galactic longitude and latitude of the
group centre (deg);
5. [7–8] sglon, sglat – supergalactic longitude and latitude
of the group centre (deg);
6. [9] zcmb – CMB-corrected redshift of the group, calculated
as an average over all group or cluster members;
7. [10] groupdist – comoving distance to the group centre
(Mpc);
8. [11] sigma_v – rms deviation of the radial velocities (σv in
physical coordinates, in km s−1);
9. [12] sigma_sky – rms deviation of the projected distances in
the sky from the group centre (σsky in physical coordinates,
in Mpc), σsky defines the extent of the group in the sky;
10. [13] r_max – distance (in Mpc) from group centre to the far-
thest group member in the plane of the sky;
11. [14] mass_200 – estimated mass of the group assuming the
NFW density profile (in units of 1012M);
12. [15] r_200 – radius (in kpc) of the sphere in which the mean
density of the group is 200 times higher than the average of
the Universe;
13. [16–18] xyz_sg – supergalactic cartesian coordinates in
units of Mpc.
Appendix B: Application to simulated mock data
We constructed a simulated mock catalogue based on the Multi-
Dark simulation10 in a 1 h−1Gpc box (Riebe et al. 2013; Klypin
et al. 2016). For mock catalogue we used SAG semi-analytic
galaxies attached to the MultiDark MDPL2 simulation as de-
scribed in Knebe et al. (2018). To have a reasonable sample size,
the mock catalogue was constructed using a (250 h−1Mpc)3 sub-
region from the full box. We selected all semi-analytic galaxies
brighter than r-band absolute magnitude −19.5 mag. Observer
was located in one corner of the box and peculiar velocities of
galaxies along the line of sight were added to galaxies to mimic
the Fingers-of-God effect.
The true membership of groups and clusters were determined
based on the dark matter halo catalogue published together with
MultiDark simulation. The largest cluster in our mock catalogue
contains 94 semi-analytic galaxies.
We applied the Bayesian group finder to simulated mock
data using the same model parameters as we used for the 2MRS
data set. The only exception was the base object radius, which
was determined based on the mean separation of galaxies in
the mock catalogue. Since our mock catalogue is a volume-
limited we used distance independent object radius in our model.
The object radius for mock data set had a uniform law over
[0.2, 0.5] h−1Mpc.
To analyse the contamination and incompleteness of the con-
structed groups we followed Wojtak et al. (2018), where the con-
tamination (C) and incompleteness (I) are defined as
C =
NBayes,non−mem
NBayes
,
I =
Nnon−Bayes,mem
Nmem
,
where Nmem is the number of true members, NBayes is the number
of members in extracted Bayes groups, NBayes,non−mem is the num-
ber of interlopers (members in Bayes groups but not true mem-
bers) and Nnon−Bayes,mem is the number of missing true members
in Bayes groups. Contamination and incompleteness are defined
between 0 and 1. For a perfectly extracted groups with no inter-
lopers and all true members included, C = 0 and I = 0.
For the analysis that follows we used only groups with at
least ten true members. For each dark matter halo the matching
10 https://www.cosmosim.org
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Fig. A.1. Left-hand panel shows the contam-
ination versus incompleteness for groups with
at least ten members. Point size is proportional
to the number of true members in a group. Ma-
jority of the large groups and clusters are lo-
cated in bottom left corner with low contamina-
tion and incompleteness. This figure should be
compared with results presented in Wojtak et al.
(2018). Right-hand panel shows the cumulative
distribution of contamination and incomplete-
ness for groups shown in the left-hand panel.
For about 20 per cent of the groups the contam-
ination (red line) or incompleteness (blue line)
is exactly zero.
Bayes group is the one with highest number of common mem-
bers. Hence, for each true group or cluster we have only one
matching group in Bayes group catalogue. The match exists for
each true group.
Figure A.1 shows the contamination versus incompleteness
for extracted Bayes groups. Most of the groups are located in
bottom left corner with low contamination and incompleteness.
The contamination and incompleteness is roughly the same as
in other methods analysed in Wojtak et al. (2018). Hence, our
Bayesian group finder perform equally well with other available
methods. Analysis presented in Wojtak et al. (2018) suggests that
most of the contamination and incompleteness comes from the
redshift-space distortions, not from the used grouping method.
Right-hand panel in Fig. A.1 shows the cumulative distribu-
tion of contamination and incompleteness. For half of the groups
both, the contamination and incompleteness, are less than 20 per
cent. However, for 10 per cent of detected groups the contami-
nation or incompleteness is higher than 0.5. As can be seen from
left-hand panel of Fig. A.1 most of high contamination and in-
completeness groups are poor systems. Large groups and clus-
ters are relatively well detected in the Bayesian group finder.
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