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The Monomial Lattice in Modular Symmetric Power Representations
Eknath Ghate and Ravitheja V
Abstract
We study the monomial lattice in the modular symmetric power representations of GL2(Fp) and
related quotients which arise when studying the reductions of local Galois representations.
1. Introduction
Let Vr, for r ≥ 0, be the r
th-symmetric power representation over the field k, of the general linear group
Γ = GL2(k). This paper studies the monomial lattice in Vr when k = Fp is the finite field with p
elements, for p a prime number. It also studies related quotients of Vr which arise in number theoretic
problems involving Galois representations.
For a general field k, the symmetric power representations Vr have models over k consisting of
homogeneous polynomials F (X,Y ) in two variables of degree r defined over k, with action given by:
(
a b
c d
)
· F (X,Y ) = F (aX + cY, bX + dY ), ∀
(
a b
c d
)
∈ Γ = GL2(k). (1.1)
When k = C is the field of complex numbers, the representations Vr parameterize all the irreducible
representations of Γ up to twists by powers of the determinant character. But the Vr are not always
irreducible if k has characteristic p. In this introduction we consider two special cases. We assume that
k = Fp, so that Γ = GL2(Fp) is a finite group (of Lie type), or k = F¯p, the algebraic closure of Fp, so that
Γ = GL2(F¯p) is an algebraic group (more precisely, the F¯p-valued points of the algebraic group GL2). In
both these cases it is well known that the representations Vr of Γ are irreducible if and only if r ≤ p− 1.
Thus, it is natural to ask what the structure of various Γ-submodules of these representations are. A
particularly important class of Γ-submodules are those generated by the monomials Xr−iY i ∈ Vr, for
0 ≤ i ≤ r. Set
Xr−i := 〈X
r−iY i〉 ⊂ Vr,
for 0 ≤ i ≤ r, which we also denote by Xr−i,r when we wish to specify the ambient space Vr. We refer to
the lattice of submodules in Vr defined by the monomial submodules Xr−i, with partial order determined
by inclusion, as the monomial lattice.
It is not difficult to see (Lemma 2.2) that the monomial lattice starts off as an increasing filtration
Xr ⊂ Xr−1 ⊂ · · · ⊂ Xr−(p−1) (1.2)
and so by the Weyl involution w = ( 0 11 0 ), which flips X and Y , ends as a decreasing filtration
Xp−1 ⊃ Xp−2 ⊃ · · · ⊃ X1 ⊃ X0.
However, the other inclusion relations between these two extremes are not well understood. In fact,
the very next monomial submodule Xr−p behaves erratically with respect to the filtration (1.2), in the
sense that there are infinite families of r (e.g., r = pm + p, for m ≥ 2) such that Xr−p does not contain
Xr−(p−1). Similarly, there are other infinite families of r (e.g., r = p
m + (p − 1), for m ≥ 2) such that
Xr−p is not contained in Xr−(p−1).
When we are in the algebraic group case, so that Γ = GL2(k) with k = F¯p, S. Doty has given an
elegant description of all inclusion relations among the monomial submodules in terms of carry patterns,
even for the general linear groups GLn(k), for n ≥ 2, of higher rank [Dot89] (see also [DW96]). We
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describe his result in the present setting (n = 2). Let 0 ≤ i ≤ r. Each of the three numbers involved in
the identity
r = i+ (r − i), (1.3)
has a base p-expansion. However (as every schoolchild will attest to when p is the non-prime 10), the
sum of the individual p-adic digits of i and r− i do not necessarily coincide with the corresponding p-adic
digits of r. The discrepancy is measured by a sequence of 0s and 1s, called the carry pattern (of i). Doty
proved that, for 0 ≤ i, j ≤ r, there is an inclusion Xr−j ⊂ Xr−i of monomial submodules if and only if
the carry pattern of j is less than the carry pattern of i with respect to the lexicographic ordering on
the set of all sequences of 0s and 1s, thereby setting up an isomorphism of posets between the monomial
lattice and the poset of carry patterns with their lexicographic ordering. Moreover, Doty showed that
any Γ-submodule of the symmetric power representation Vr is a sum of monomial submodules essentially
reducing the study of arbitrary submodules of Vr to the monomial submodules of Vr . A crucial role in
his arguments is played by the fact that k = F¯p is an infinite field.
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In this paper, we study the monomial lattice when k = Fp, which we assume to be the case from
now on. We will focus on the first p monomial submodules in the filtration (1.2) where there are already
many new phenomena to be discovered. It seems to be generally acknowledged (see, e.g., the book of
Humphreys [Hum06, §19.2]) that the study of modular representations of algebraic groups is in general
easier than the study of modular representations of finite groups of Lie type. This in certainly borne out
in the study of the monomial lattice as one moves from k = F¯p to k = Fp. For instance, while the fact
that the carry pattern of j should be less than the carry pattern of i is clearly still a necessary condition
for the inclusion Xr−j ⊂ Xr−i, it is no longer a sufficient condition, not even for the first two monomial
submodules in (1.2) above! Indeed, if the constant term r0 in the base p-expansion of r is non-zero, then
the carry patterns with respect to the equation (1.3) for i = 0 and i = 1 are the same (a string of 0s)
even though it is easily checked that the inclusion Xr ( Xr−1 is strict, for r ≥ p [BG15, Lemma 4.1].
For an integer n ≥ 0, let Σp(n) denote the sum of the p-adic digits in the base p-expansion of n.
The first result of this paper that we state here gives necessary and sufficient conditions for all inclusion
relations among the first p monomial submodules in the filtration (1.2) in terms of additional data
involving such sums.
Theorem 1.1. Let p ≥ 2, 0 ≤ j < i ≤ p− 1, r ≥ p and r0 be the constant term in the base p-expansion
of r. Then the monomial submodules Xr−j = Xr−i are equal if and only if i and j have the same carry
patterns, Σp(r − j) ≤ p− 1 and Σp(r − r0) ≤ j.
The theorem is proved in several lemmas leading up to Lemma 3.15, noting that the cases p = 2 and
j = 0 are trivially true. It may be viewed as a refinement of Doty’s first result recalled above when one
moves from k = F¯p to k = Fp, at least for the first p monomial submodules (1.2) in the monomial lattice.
We now remark that Doty’s second result mentioned above also fails when one moves from k = F¯p
to k = Fp. Let θ(X,Y ) = X
pY −XY p be the Dickson polynomial of degree p + 1, and let V
(1)
r ⊂ Vr
denote the Γ-submodule of Vr consisting of all polynomials F (X,Y ) divisible by θ(X,Y ) studied by
Glover [Glo78], in what was perhaps the first thorough study of the symmetric power representations Vr
when Γ = GL2(Fp). Since Γ acts on θ(X,Y ) via the determinant character (this really uses the fact that
one is working over Fp), the submodule V
(1)
r is indeed stable by Γ. But the sum of the coefficients of a
polynomial in V
(1)
r vanishes, hence V
(1)
r does not contain any monomials and, in particular, V
(1)
r cannot
be spanned by monomial submodules.
Nonetheless, there are many interesting subquotients of Vr involving monomial submodules, so it is
important to describe the structure of these submodules when k = Fp. The submodule Xr generated by
the highest monomial Xr was essentially described by Glover himself [Glo78] and the structure of the
next submodule Xr−1 generated by the second highest monomial X
r−1Y was described completely in
[BG15], for p ≥ 3. There does not seem to be any general literature beyond these results on the other
submodules in the monomial lattice when Γ = GL2(Fp).
1In fact, Doty’s results also hold if k = Fq is a finite field of cardinality q > r. However, in the applications we have in
mind, one wishes to treat all r at the same time for the fixed finite field k = Fp, so this more refined version of his result
becomes of limited use.
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The first main goal of this paper is to extend the aforementioned results to give the structure of the
first p monomial submodules Xr−i in (1.2) in the monomial lattice. To this end, we note that there
is a surjection of Γ-modules φi : Xr−i,r−i ⊗ Vi ։ Xr−i,r given by multiplication (Lemma 3.2), where
Xr−i,r−i is the submodule generated by the highest monomial X
r−i in Vr−i. We prove that generically
this map is an isomorphism. More precisely, we have
Theorem 1.2. Let p ≥ 3, 0 ≤ i ≤ p − 1, r ≥ (i + 1)(p + 1) and r0 be the constant term in the base
p-expansion of r. If Σp(r − r0) ≥ p, then
Xr−i,r ∼= Xr−i,r−i ⊗ Vi.
If Σp(r − r0) < p, the structure of Xr−i,r can also be described in terms of explicit extensions of tensor
products of irreducible and principal series representations.
Here the principal series representations are by definition indΓB(a
mdn), where B is the Borel subgroup of
upper triangular matrices {
(
a b
0 d
)
: a, d ∈ F∗p, b ∈ Fp} ⊂ Γ andm, n are integers. If r0 ≥ i, then Σp(r−i) =
Σp(r− r0) + (r0− i) and the theorem follows from Theorem 3.9. If r0 < i, it follows from Theorem 3.20.
We refer the reader to these theorems for more details. The proofs of these theorems reduce the study of
the structure of Xr−i to that of Xr−(i−1), by noting that the quotients Xr−i/Xr−(i−1) are homomorphic
images of the principal series representation indΓB(a
r−idi), for 1 ≤ i ≤ p − 1 (Corollary 3.4). In any
case, these theorems allow us to state the following explicit dimension formulas for the first p monomial
submodules Xr−i in (1.2) (see Corollaries 3.10 and 3.22).
Corollary 1.3. Let p ≥ 3, 0 ≤ i ≤ p − 1, r ≥ (i + 1)(p + 1) and r0 be the constant term in the base
p-expansion of r.
If r0 ≥ i, then
dimXr−i =


(r0 + 1)(Σp(r − r0) + 1), if Σp(r − i) ≤ r0,
(i+ 1) (Σp(r − i) + 1) , if r0 ≤ Σp(r − i) ≤ p,
(i+ 1)(p+ 1), if Σp(r − i) ≥ p.
If r0 < i, then
dimXr−i =


(p+ r0 + 1)Σp(r − r0), if Σp(r − i) < p,
(i− r0)(p+ 1) + (Σp(r − r0) + 1)(r0 + 1), if Σp(r − i) ≥ p, Σp(r − r0) ≤ p,
(i+ 1)(p+ 1), if Σp(r − i) ≥ p, Σp(r − r0) ≥ p,
We remark that the first dimension formula is continuous at both the boundaries, whereas the second
formula is not continuous at the first boundary.
Although this was not part of the initial goal of this paper, we decided to also include in the final
section, as an example of things to come, the structure of the next submodule Xr−p in the monomial
lattice, generated by Xr−pY p. The module Xr−p behaves more erratically with respect to the filtration
(1.2) when k = Fp than when k = F¯p, since there are infinite families of r (e.g., r = p
m + p − 1, for
m ≥ 2) such that Xr−p simultaneously neither contains nor is contained in Xr−(p−1). In spite of this, we
show that Xr−p has a relatively simple structure when k = Fp, namely, it is isomorphic to the monomial
submodule Xs−1,s ⊂ Vs generated by the second highest monomial, for some s, which is often though
not always equal to r. More precisely, we establish the following trichotomy in Propositions 5.6, 5.8, 5.9,
5.11, 5.14 and 5.15.
Theorem 1.4. Let p ≥ 3 and r ≥ 2p+ 1. Then
Xr−p ≃


Xr/p−1,r/p, if Σp(r − p) < Σp(r − 1),
Xr−1,r, if Σp(r − p) = Σp(r − 1),
Xrp−1,rp, if Σp(r − p) > Σp(r − 1).
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Since the structure of the submodule Xs−1,s was determined in [BG15, §2, §3], the theorem also gives
the structure of the submodule Xr−p, for p ≥ 3 (see Theorem 5.10 and Theorem 5.16 for the precise
structure).2 We remark that in the first case we have p | r, by Lemma 5.5. As a corollary, we obtain:
Corollary 1.5. Let p ≥ 3 and r ≥ p(2p + 1). Write r = pnu, with p ∤ u. Set δ = 1 if n ≥ 2 or
Σp(r − p) > Σp(r − 1) and 0 otherwise. Then
dim Xr−p =
{
2Σp(r) + δ(p+ 2− Σp(r)), if Σp(r) ≤ p,
2p+ 2, if Σp(r) > p.
The proof follows from the theorem and [BG15, Corollary 1.6] (or Lemma 2.4), by checking various cases.
The second main goal of this paper is to give a complete description of certain quotients of the
symmetric power representations Vr involving the monomial submodules Xr−i in (1.2). Let V
(m)
r , for
m ≥ 0, be the Γ-submodule of Vr consisting of all polynomials F (X,Y ) divisible by θ(X,Y )
m. The
submodules V
(m)
r cut out an exhaustive decreasing filtration of Vr :
Vr ⊃ V
(1)
r ⊃ V
(2)
r ⊃ · · · ⊃ V
(m)
r ⊃ · · · ⊃ 0. (1.4)
This filtration is much better understood than the monomial filtration (1.2). For one, the structure of
each of the individual terms in this filtration is easy to write down. By what we have said above, we
have V
(m)
r
∼= Vr−m(p+1)⊗D
m, for D : Γ→ F∗p the determinant character. Moreover, for all (but possibly
the last) non-zero subquotients in the filtration (1.4), we have
V (m)r /V
(m+1)
r
∼= indΓB(a
mdr−m)
are principal series representations (Lemma 2.10) depending only on the congruence classes of r modulo
(p− 1) and m modulo (p− 1), so extensions of length two, which split if and only if r ≡ 2m mod (p− 1)
(Lemma 2.12). Now, consider the quotients Q(i) and P (i) of Vr involving the monomial submodules,
defined by
Q(i) :=
Vr
Xr−i + V
(i+1)
r
,
for i ≥ 0, and
P (i) :=
Vr
Xr−(i−1) + V
(i+1)
r
,
for i > 0. These quotients are of number theoretic importance. They arise when one is trying to compute
the reductions of crystalline two-dimensional representations of the Galois group of Qp of Hodge-Tate
weights (0, r + 1) and positive slope, using the mod p Local Langlands Correspondence. The quotient
P (i) arises for integral slopes i > 0 and Q(i) for fractional slopes in the interval (i, i + 1) with i ≥ 0,
by [BG09, Remark 4.4]. Thus, it is important to know the structure of the quotients P (i) and Q(i) as
Γ-modules. In this paper, we will restrict to discussing the structure of these quotients, deferring the
number theoretic applications to future works, except for an example at the end of this introduction
(Corollary 1.9). Moreover, since P (i) is closely related to Q(i − 1), for i > 0, by the discussion around
the exact sequence (4.1) below, in this paper we will restrict to essentially discussing the structure of the
quotients Q(i), for i ≥ 0.
The quotient Q(0) is irreducible [BG09], whereas the quotient Q(1) has at most three Jordan-Ho¨lder
(JH) factors [BG15]. In this paper, we prove several results which in principle allow us to deduce the JH
factors of the quotients Q(i), for all 1 ≤ i ≤ p−1. We summarize these results now. For an integer n, let
[n] ∈ {1, 2, . . . , p− 1} be such that n ≡ [n] mod (p− 1). Let r ≡ a mod (p− 1), for a ∈ {1, 2, . . . , p− 1},
2Though we caution the reader that there are infinite families of r (e.g., r = pm + p+ 1, for m ≥ 2) for which one is in
the middle case of the theorem, so that Xr−1 ∼= Xr−p, yet neither Xr−p contains nor is contained in Xr−1.
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so that a = [r]. We will also need to consider certain intervals of the congruence classes {0, 1, . . . , p− 1}
mod p.
We prove the following theorem when i is neither a nor p− 1.
Theorem 1.6. Let p ≥ 3, 1 ≤ i ≤ p− 1, r ≥ i(p+ 1) + p, r ≡ a mod (p− 1) with a ∈ {1, 2, . . . , p− 1}
and r0 be the constant term in the base p-expansion of r. If i 6= a, p − 1 and j = min{i, [a − i]}, then
there is an exact sequence of Γ-modules
0→W → Q(i)→ Q(j − 1)→ 0,
where W is an explicit subquotient of V
(j)
r /V
(i+1)
r , completely determined by the relationship between r0
and certain explicit interval(s) of the congruence classes mod p which depend only on a and i (and, in
some cases, a comparison between [a− r0] and r0).
We prove a similar theorem when i = a or i = p− 1.
Theorem 1.7. Let p ≥ 3, r ≡ a mod (p − 1) with a ∈ {1, 2, . . . , p − 1}. Let i = a or p − 1. If
r ≥ i(p+ 1) + p, then there is an exact sequence of Γ-submodules
0→W ′ → P (i)→ Q(i)→ 0,
where W ′ is explicitly determined by whether r0 lies in an explicit interval of the congruence classes mod
p which depends only on a.
The proof of Theorem 1.6 uses several auxiliary results which may be of independent interest. There
is an exact sequence (this is the first column in (4.3) below)
0→ X
(j)
r−i/X
(i+1)
r−i → V
(j)
r /V
(i+1)
r →W → 0, (1.5)
for 0 ≤ j ≤ i ≤ p− 1, so the proof of Theorem 1.6 reduces to determining the quotients
X
(j)
r−i/X
(j+1)
r−i , (1.6)
for all 0 ≤ i, j ≤ p− 1. A novel argument involving principal series representations coming from the R-
valued points of GL2, where R is the ring of dual numbers Fp[ǫ] with ǫ
2 = 0 and higher generalizations,
allows us to show that Q(i) and all the terms in (1.5) and (1.6) are periodic in r modulo p(p − 1)
(Corollary 4.2). Now, determining the quotients (1.6) in the case j = 0 is easy (Lemma 4.3). One may
reduce the case of a given j ≥ 1 to three special values of i, namely i = j, [a− j] and 0 (Lemma 4.4). The
subcase i = 0 is treated in Proposition 4.8. The subcases j = i and [a−i] are treated in Propositions 4.17,
4.21 and 4.27, by dividing our discussion into three cases: (i) i < [a− i], (ii) i = [a− i] and (iii) i > [a− i].
This determines W explicitly, proving Theorem 1.6 (see Theorems 4.18, 4.22 and 4.30). The proof of
Theorem 1.7 is simpler and uses similar ideas. The module W ′ is determined in Propositions 4.33 and
4.37, proving the theorem (see Theorems 4.34, 4.38).
We now illustrate how explicit versions of Theorems 1.6 and 1.7 above can be in principle used to
recursively determine all the JH factors of Q(i), for all 1 ≤ i ≤ p− 1, in terms of Q(0) and Q(1). This
also allows us to introduce the explicit intervals mentioned above. We first treat the case i 6= a, p − 1.
We divide our discussions according to the three cases (i), (ii), (iii) mentioned above.
(i) Assume that a is strictly larger than 2i, that is, i < a− i = [a− i], so i < a. By Theorem 1.6 with
j = i, we see that Q(i) is determined in terms of W and Q(i− 1). It turns out (see Theorem 4.18) that
the interval of residue classes mod p mentioned in the statement of Theorem 1.6 in this case is
I(a, i) = {a− i+ 1, a− i+ 2, . . . , a− 1, a}
and that W is all of (respectively, the cosocle of) V
(i)
r /V
(i+1)
r if r0 ∈ I(a, i) (respectively, if r0 6∈ I(a, i)).
Applying Theorem 1.6 recursively, we see that Q(i) has all the cosocle JH factors of V
(j)
r /V
(j+1)
r , for
0 ≤ j ≤ i0 − 1, and all the JH factors of V
(i0)
r /V
(i+1)
r , where 1 ≤ i0 ≤ i is the smallest integer such that
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r0 ∈ I(a, i0) if it exists, else i0 = i + 1. If i < [a − i], but with i > a instead, then i − 1 still satisfies
these inequalities if i− 1 > a, so we can again recursively apply Theorem 1.6, this time with the interval
I(a, i) = {a, a+ 1, . . . , [a− i]− 1, [a− i]}c,
where c denotes the complement in the residue classes {0, 1, . . . , p−1}mod p, to determine the JH factors
of Q(i) in terms of the W and Q(a). We may then apply Theorem 1.7 to determine the JH factors of
Q(a) and therefore of Q(i).
(ii) When i ≥ [a− i] with i 6= a, p− 1, we also consider the intervals of residue classes modulo p
J (a, i) =
{
{a− i− 1, a− i, . . . , a− 2, a− 1}, if i < a,
{a− 1, a, . . . , [a− i]− 3, [a− i]− 2}c, if i > a.
If we are at the boundary of the cases treated in (i), namely i = [a− i], with i 6= a, p− 1, then it turns
out that it is the interval J (a, i) that plays a role in determining W in Theorem 1.6 (see Theorem 4.22
for precise details). Applying this theorem with j = i again, we are reduced to determining the structure
of Q(i′) with i′ = i − 1. If i′ = 0, we are done, else i′ satisfies 1 ≤ i′ < [a − i′] and we can apply the
arguments in (i) to determine Q(i′), unless i′ = a, in which case we apply Theorem 1.7 instead.
(iii) Finally, if [a− i] < i < p− 1 (the hardest case), then j = [a− i] in Theorem 1.6, and it turns out
that both the intervals I(a, [a− i]) and J (a, i) (along with the size of [a− r0] compared to r0, in some
cases) play a role in determining W (see Theorem 4.30 for a precise statement). So we are reduced to
determining Q(i′), for i′ = [a− i]− 1. As in (ii), if i′ = 0 we are done, else i′ satisfies 1 ≤ i′ < [a− i′],
and we are reduced to case (i), unless i′ = a, in which case we apply Theorem 1.7 instead.
We now make some remarks about determining the JH factors of Q(i) when i = a and p−1. If i = a,
then Theorem 1.7 determinesW ′, so the JH factors of Q(a) can be determined from those of P (a), hence
by what we have said above, from those of Q(a− 1). If a = 2, we are reduced to Q(1) and are done, else
i′ = a− 1 satisfies [a− i′] < i′, so applying Theorem 1.6 with j = min{i′, [a− i′]} = 1, we are reduced to
Q(0). Finally, if i = p− 1 and i 6= a, then Q(p− 1) is determined by P (p− 1) and W ′ by Theorem 1.7,
hence by Q(p − 2), hence by Q(a) if a = p − 2, and again by Q(a) if a ≤ p − 3, applying Theorem 1.6
with j = min{p − 2, [a − (p − 2)]} = a + 1. But we have just determined the JH factors of Q(a) in all
cases, so we are again done.
As an example of the strategy outlined above, we now determine all cases for which the quotient Q(i)
is irreducible, for 1 ≤ i ≤ p− 1 (Theorem 4.44).
Theorem 1.8. Let p ≥ 3, 1 ≤ i ≤ p− 1, r ≥ i(p+ 1) + p, r ≡ a mod (p− 1) with a ∈ {1, 2, . . . , p− 1}
and let r0 be the constant term in the base p-expansion of r. Then the quotient Q(i) of Vr is irreducible
if and only if either
• i = a− 1 or a, and r0 6∈ J (a, a− 1) = {0, 1, . . . , a− 2, a− 1}, or,
• i = p− 1, a = 1 and r0 = 0.
This result is of special number theoretic interest since it immediately solves the reduction problem
for the Galois representations mentioned above in the cases that Q(i) is irreducible and does not have
dimension p − 1. We state the result, assuming some familiarity with the notation. Let k ≥ 2 be an
integer and ap ∈ Q¯p have positive p-adic valuation v(ap), where v is normalized so that v(p) = 1. Let
Vk,ap be the unique two-dimensional p-adic crystalline representation defined over Q¯p of the Galois group
of Qp attached to this data, having Hodge-Tate weights (0, r + 1), for r = k − 2, and slope v(ap) > 0.
Corollary 1.9. Let r = k − 2 ≡ a mod (p− 1), for a ∈ {1, 2, . . . , p− 1}, and assume that the constant
term r0 lies in the range {a, a+1, . . . , p−1}. If the slope v(ap) is fractional, with either v(ap) ∈ (a−1, a)
for 2 ≤ a ≤ p− 1, or v(ap) ∈ (a, a+1) for a 6= p− 2, then the reduction of the crystalline representation
V¯k,ap of Vk,ap is irreducible.
In fact, one checks that the reduction V¯k,ap is isomorphic to the induced representation ind(ω
a+1
2 ), where
ω2 is the fundamental character of level 2 of the Galois group of the quadratic unramified extension of
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Qp. When i = a = p − 2 or i = p − 1, a = 1, the quotient Q(i) is irreducible but has dimension p − 1
and one may only conclude that V¯k,ap
∼= ind(ωa+12 ) if it is irreducible.
2. Preliminaries
The aim of this section is to recall some basic results concerning the symmetric power representations Vr
and the principal series representations of GL2(Fp), and to prove some explicit results involving binomial
coefficients in characteristic p.
Notation: We fix a prime number p. We write Qp (resp. Zp) for the p-adic completion of Q (resp.
Z), Fp for the field with p elements, Fp for a fixed algebraic closure of Fp. We let M := M2(Fp),
Γ := GL2(Fp), B ⊂ Γ the subgroup of upper triangular matrices, U ⊂ B the subgroup of unipotent
matrices and H ⊂ B the subgroup of diagonal matrices.
For a positive integer r, let Σp(r) denote the sum of digits in the base p-expansion of r. It is easy
to see that Σp(r) ≡ r mod (p − 1), for every r ∈ N. Also Σp(p
nr) = Σp(r), for all n, r ≥ 0 and
Σp(r − 1) = Σp(r) − 1 if p ∤ r. We will be considering the base p-expansion of r quite often which we
denote by
r = rmp
m + · · ·+ r1p+ r0, (2.1)
where rm 6= 0 and 0 ≤ rj ≤ p− 1. The constant term r0 and the linear term r1 will play key roles.
For n ∈ Z, define [n] ∈ {1, . . . , p − 1} by n ≡ [n] mod (p − 1). Note that [[m] − [n]] = [m − [n]] =
[[m]− n] = [m− n], ∀ m, n ∈ Z. We finally recall the Kronecker delta function: if S is any set, and s1,
s2 ∈ S we define
δs1,s2 =
{
0, if s1 6= s2,
1, if s1 = s2.
Let Vr denote the space of homogeneous polynomials F (X,Y ) of degree r in two variables X , Y
with coefficients in Fp. The semigroup M acts on Vr by
(
a b
c d
)
· F (X,Y ) = F (aX + cY, bX + dY ), for(
a b
c d
)
∈ M . An Fp[M ]-module V is called singular if every singular matrix t ∈ M annihilates V , i.e., if
t · V = 0, ∀t ∈ M . The largest singular submodule of an arbitrary Fp[M ]-module V is denoted by V
∗.
Let D : Γ→ F∗p denote the determinant character of Γ. Recall the Dickson invariant
θ := XpY −XY p = −X ·
∏
λ∈Fp
(Y − λX) ∈ Vp+1
on which Γ acts by D. Also, for each m ∈ N, define
V (m)r = {F ∈ Vr : θ
m divides F in Fp[X,Y ]},
so that Vr ⊇ V
(1)
r ⊇ V
(2)
r ⊇ · · · is a chain of Γ-modules of length ⌊
r
p+1⌋+ 1. By [Glo78, (4.1)], we have
V ∗r = V
(1)
r and V
(m)
r
∼= Vr−m(p+1) ⊗D
m, for all m ∈ N.
2.1. Modular representations of M and Γ
2.1.1. Results on Vr. Let Xr−i, r be the Fp[Γ]-submodule of Vr generated by the monomial X
r−iY i,
for 0 ≤ i ≤ r. The representations Vr were studied by Glover [Glo78]. In this subsection, we recall a few
results from [Glo78] and [BG15] about Vr and its Γ-submodules Xr, r and Xr−1, r. One has to be careful
with notation when using the results of [Glo78] as Glover indexed the symmetric power representations
by dimension instead of by the degree of the polynomials involved.
We start with the following well-known result describing the irreducible representations of Γ (see
[BN41]). These representation form the Jordan-Ho¨lder (JH) factors of the various representations of Γ
studied later.
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Lemma 2.1. If 0 ≤ r ≤ p− 1 and 1 ≤ j ≤ p− 1, then Vr ⊗D
j is an irreducible Γ-module. In fact these
p(p− 1) modules are the set of all irreducible Γ-modules.
Next we show that the Γ-modules generated by the first p monomials, i.e., Xr−iY i, for 0 ≤ i ≤ p− 1,
form an ascending chain of submodules of Vr.
Lemma 2.2. For r ≥ p, we have Xr, r ⊆ Xr−1, r ⊆ · · · ⊆ Xr−i, r ⊆ · · · ⊆ Xr−(p−1), r.
Proof. Let 1 ≤ i ≤ p− 1. We have
∑
a∈F∗p
a−1
(
1 a
0 1
)
·Xr−iY i =
∑
a∈F∗p
a−1Xr−i(aX + Y )i
=
∑
a∈F∗p
a−1
i∑
j=0
(
i
j
)
ajXr−i+jY i−j
=
i∑
j=0
(
i
j
)
Xr−i+jY i−j
∑
a∈F∗p
aj−1 = −iXr−(i−1)Y i−1.
Since i 6≡ 0 mod p, it follows that Xr−(i−1)Y i−1 ∈ Xr−i, r, hence Xr−(i−1), r ⊆ Xr−i, r.
By the lemma, Xr−i, r is M -stable, for 0 ≤ i ≤ p− 1, since if t is singular, then t ·X
r−iY i ∈ Xr, r, by
[Glo78, (4.4)].
We next recall a Clebsh-Gordon type result from [Glo78] which gives the decomposition of the tensor
product of two irreducible representations of Γ.
Lemma 2.3. [Glo78, (5.5)] Let p ≥ 2 and 0 ≤ m ≤ n ≤ p− 1.
(i) If 0 ≤ m+ n ≤ p− 1, then
Vm ⊗ Vn ∼= Vm+n ⊕ (Vm−1 ⊗ Vn−1 ⊗D) ∼=
m⊕
l=0
Vm+n−2l ⊗D
l.
(ii) If p ≤ m+ n ≤ 2p− 2, then
Vm ⊗ Vn ∼= Vp(m+n+2−p)−1 ⊕ V(p−n−2) ⊗ V(p−m−2) ⊗D
m+n+2−p
∼= Vp(m+n+2−p)−1 ⊕
p−n−2⊕
l=0
V2p−2−m−n−2−2l ⊗D
m+n+2−p+l.
The following dimension formula for Xr−1, r was proved in [BG15].
Lemma 2.4. [BG15, Corollary 1.6] Let p ≥ 3 and r ≥ 2p+ 1. Set δ = 1 if p | r and δ = 0 otherwise.
Then
dim Xr−1, r =
{
2Σp(r) + δ(p+ 2− Σp(r)), if Σp(r) ≤ p,
2p+ 2, if Σp(r) > p.
Proof. Write r = pnu, with p ∤ u. Then Σp(u− 1) = Σp(u)− 1 = Σp(p
nu)− 1 = Σp(r)− 1. Substituting
Σp(u − 1) = Σp(r) − 1 in [BG15, Corollary 1.6] we obtain the lemma.
We next recall the structure of Xr, r and obtain a dimension formula for it. By [Glo78, (4.5)], for
r ≥ p, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, we have an exact sequence of M -modules
0→ X(1)r, r → Xr, r → Va → 0, (2.2)
where X
(1)
r, r = Xr, r ∩ V
(1)
r . More precisely, we have
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Lemma 2.5. Let p ≥ 3 and 1 ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Then
(i) If Σp(r) = a, then Xr, r ∼= Va, as an M -module.
(ii) If Σp(r) > a, or equivalently Σp(r) ≥ a+ p− 1, then there is a short exact sequence of M -modules
0→ Vp−a−1 ⊗D
a → Xr,r → Va → 0.
Moreover, dim Xr, r = p+ 1 if and only if X
(1)
r, r 6= 0, and
dim Xr, r =
{
Σp(r) + 1, if Σp(r) ≤ p− 1,
p+ 1, if Σp(r) > p− 1.
Proof. This is well known, and can be deduced from the results of [Glo78], [BG15]. Write r = pnu with
p ∤ u. Then Σp(r) = Σp(u) and Xu, u ∼= Xr, r via the map F 7→ F
pn . So it is enough to prove the lemma
with r replaced by u. Note that p ∤ u implies that Σp(u− 1) = Σp(u)− 1.
For a = 1, part (i) follows from the fact that Σp(u) = 1 is equivalent to u = 1. The cases Σp(u) = p
and Σp(u) > p of part (ii) follow from [BG15, Proposition 3.3] and [BG15, Proposition 3.8] respectively.
For 2 ≤ a ≤ p − 1, part (i) follows from [BG15, Lemma 4.5], noting that Xu, u ∼= Va if u < p. For
part (ii), if Σp(u) ≥ a+ p− 1 > p, then u ≥ 2p+1 and so by Lemma 2.4, we have dim Xu−1, u = 2p+2.
Thus by [BG15, Lemma 3.5], we have dim Xu, u = p+ 1. Thus by (2.2), we have X
(1)
u, u 6= 0. Further by
[BG15, Lemma 4.6], we have X
(1)
u, u
∼= Vp−a−1 ⊗D
a. This proves part (ii), for 2 ≤ a ≤ p− 1. The other
assertions are clear from the exact sequence (2.2) and parts (i), (ii).
2.1.2. Principal series. In this subsection, we recall a few results about principal series represen-
tations. These representations play a central role in this article as they are related to modules such as
Xr−i/Xr−(i−1) and V
(i)
r /V
(i+1)
r , for 0 ≤ i ≤ p− 1, which we study in later sections.
Let (σ, V ) be a representation of B. The induced representation indΓB(σ) is defined as the space of
functions f : Γ → V satisfying f(bγ) = σ(b)f(γ), ∀ b ∈ B, γ ∈ Γ, this space being endowed with a left
Γ-action defined by right translation of functions, i.e., (γ · f)(γ′) = f(γ′γ), ∀ γ, γ′ ∈ Γ. For any γ ∈ Γ,
v ∈ V we define the function [γ, v] ∈ indΓB(σ) by
[γ, v](γ′) =
{
σ(γ′γ)v, if γ′ ∈ Bγ−1,
0, otherwise.
Every element of indΓB(σ) is a linear combination of functions of the form [γ, v], for γ ∈ Γ and v ∈ V . If
σ is a 1-dimensional representation, then indΓB(σ) is called a principal series representation.
Let w = ( 0 11 0 ). For a character χ : H → F
∗
p, we define χ
w : H → F∗p by χ
w(h) = χ(whw), for all
h ∈ H . Let χ1, χ2 : H → F
∗
p be the characters defined by
χ1 (( a 00 d )) = a, χ2 ((
a 0
0 d )) = d, ∀ (
a 0
0 d ) ∈ H.
These can also be thought of as characters of B via B ։ H . Clearly (χi1χ
j
2)
w = χj1χ
i
2. It is well
known that every character χ : B → F∗p is of the form χ
i
1χ
j
2, for 1 ≤ i, j ≤ p − 1. For a character
χ : B → F∗p, let eχ denote a (fixed) non-zero element of the 1-dimensional representation (χ, Vχ). The
following result explicitly describes the Jordan-Ho¨lder (JH) factors of principal series representations
and the basis elements of the underlying spaces. This explicit description will play a crucial role in the
calculations made in later sections.
Lemma 2.6. Let p ≥ 2, 1 ≤ i, j ≤ p − 1 and χ = χi1χ
j
2. Then we have the following exact sequence of
Γ-modules
0→ V[j−i] ⊗D
i → indΓB(χ
i
1χ
j
2)→ Vp−1−[j−i] ⊗D
j → 0.
The sequence splits if and only if i = j. Moreover,
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(i) An Fp-basis of the image of V[j−i] ⊗D
i in indΓB(χ) is given by
∑
λ∈Fp
λl
(
λ 1
1 0
)
[1, eχ], for 0 ≤ l < [j − i];
∑
λ∈Fp
λ[j−i]
(
λ 1
1 0
)
[1, eχ] + (−1)
j [1, eχ].
(ii) The following elements of indΓB(χ)
∑
λ∈Fp
λl
(
λ 1
1 0
)
[1, eχ], for [j − i] ≤ l ≤ p− 1,
map to an Fp-basis of Vp−1−[j−i] ⊗D
j.
Proof. See [Mor11, Proposition 2.4] and Lemmas 2.3, 2.6, 2.7 and Theorem 2.4 of [BP12].
Corollary 2.7. Let χ, η : B → F∗p be characters. Then
(i) The Jordan-Ho¨lder factors of indΓB(χ) are distinct.
(ii) socle of indΓB(χ)
∼= socle of indΓB(η) if and only if η = χ.
(iii) socle of indΓB(χ)
∼= cosocle of indΓB(η) if and only if η = χ
w.
Therefore indΓB(χ) and ind
Γ
B(η) have a common Jordan-Ho¨lder factor if and only if η = χ or η = χ
w.
Proof. This is an easy consequence of Lemma 2.6.
2.1.3. The filtration V
(m)
r . We now prove some results concerning the modules V
(m)
r , for m ∈ N.
We begin by giving a criterion that allows one to check when an arbitrary polynomial F ∈ Vr is divisible
by θm, slightly generalizing [Bha18, Lemma 3.1].
Lemma 2.8. Let p ≥ 2, r > p and F (X,Y ) =
r∑
j=0
ajX
r−jY j ∈ Vr. Then for any 1 ≤ m ≤ p, we have
F ∈ V
(m)
r if and only if the following hold
(i) aj 6= 0 =⇒ m ≤ j ≤ r −m,
(ii)
∑
j≡ lmod (p−1)
(
j
i
)
aj = 0 in Fp, ∀ 0 ≤ i ≤ m− 1 and 1 ≤ l ≤ p− 1.
Proof. We follow the proof of [Bha18, Lemma 3.1]. Consider f(z) =
∑r
j=0 ajz
j ∈ Fp[z], so that
F (X,Y ) = Xrf(Y/X). Note that
θm | F (X,Y )⇐⇒ F (X,Y ) = (−XY )m
∏
λ∈F∗p
(Y − λX)mF1(X,Y ), for some F1 ∈ Vr−mp−m
⇐⇒ Xm, Y m | F (X,Y ) and f(Y/X) = (−1)m
∏
λ∈F∗p
(Y/X − λ)mF1(1, Y/X)
⇐⇒ Xm, Y m | F (X,Y ) and f(z) =
∏
λ∈F∗p
(z − λ)mf1(z), for some f1 ∈ Fp[z]
⇐⇒ Xm, Y m | F (X,Y ) and (z − λ)m | f(z), ∀ λ ∈ F∗p.
The conditions Xm, Y m | F are equivalent to ai 6= 0 =⇒ m ≤ i ≤ r −m, and (z − λ)
m | f if and only if
f(λ) = f ′(λ) = · · · = f (m−1)(λ) = 0 in Fp. For i ≥ 0 and λ ∈ F
∗
p, we have
f (i)(λ) =
∑
j
j(j − 1) · · · (j − i+ 1)ajλ
j−i =
∑
j
i!
(
j
i
)
ajλ
j−i
=
p−1∑
l=1
λl−i
∑
j≡ l mod (p−1)
i!
(
j
i
)
aj .
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Since f (i)(λ) = 0, ∀ λ ∈ F∗p and 0 ≤ i ≤ m− 1, by the non-vanishing of the Vandermonde determinant
and p ∤ i!, we obtain (ii). This completes the proof.
Corollary 2.9. Let p ≥ 2, r > p and F (X,Y ) =
r∑
j=0
ajX
r−jY j ∈ Vr. For every 1 ≤ l ≤ p − 1, define
Fl(X,Y ) =
∑
j≡l mod (p−1)
ajX
r−jY j ∈ Vr. Then F (X,Y ) ∈ V
(m)
r if and only if F1(X,Y ), . . . , Fp−1(X,Y ) ∈
V
(m)
r , for all 1 ≤ m ≤ p.
For r ≥ p, the map F 7→ (γ 7→ F ((0, 1)γ)) defines a Γ-linear isomorphism from Vr/V
(1)
r to ind
Γ
B(χ
r
2),
see, for example, [Roz14, Lemma 2.4]. We generalize this result as follows:
Lemma 2.10. For p ≥ 2, m ≥ 0 and r ≥ m(p + 1) + p, we have V
(m)
r /V
(m+1)
r
∼= indΓB(χ
m
1 χ
r−m
2 ), as
Γ-modules. Furthermore, if r < m(p+ 1) + p, then V
(m)
r /V
(m+1)
r →֒ ind
Γ
B(χ
m
1 χ
r−m
2 ).
Proof. Let r′ = r−m(p+1), for r ≥ m(p+1). Assume r ≥ m(p+1)+ p. By [Glo78, (4.1)], we see that
V
(m)
r /V
(m+1)
r
∼= Vr′/V
(1)
r′ ⊗D
m as Γ-modules. Since r′ ≥ p, we have Vr′/V
(1)
r′
∼= indΓB(χ
r′
2 ). Hence
V (m)r /V
(m+1)
r
∼= indΓB(χ
r′
2 )⊗D
m ∼= indΓB(χ
r′
2 ⊗D
m) = indΓB(χ
m
1 χ
r−m
2 ). (2.3)
This proves the first assertion. If r < m(p + 1), then V
(m)
r = 0, so the second assertion is trivial
in this case. Assume m(p + 1) ≤ r < m(p + 1) + p. Then V
(m)
r
∼= Vr′ ⊗ D
m and V
(m+1)
r = 0, so
V
(m)
r /V
(m+1)
r
∼= Vr′ ⊗ D
m, which is V[r−2m] ⊗ D
m if 1 ≤ r′ ≤ p − 1, since r′ ≡ r − 2m mod (p − 1),
and is V0 ⊗D
m if r′ = 0. In either case, this submodule is contained in the socle of the principal series
representation (2.3), by Lemma 2.6 (the latter, because we are in the split case of that lemma).
It follows from the lemma that dimVr/V
(m)
r =
∑m−1
n=0 dimV
(n)
r /V
(n+1)
r = m(p + 1), for m ≥ 1 and
r ≥ m(p+ 1)− 1. We have:
Lemma 2.11. Let p ≥ 2, m ≥ 1 and r ≥ m(p+ 1)− 1. Then
Λ = {Xr−iY i + V (m)r : 0 ≤ i ≤ m(p+ 1)− (m+ 1)} ∪ {X
iY r−i + V (m)r : 0 ≤ i < m}
is a basis of Vr/V
(m)
r .
Proof. Since the cardinality of Λ equals dimVr/V
(m)
r , it is enough to show that Λ spans Vr/V
(m)
r as an
Fp-vector space. For this we induct on i to show that X
r−iY i + V
(m)
r belongs to the Fp-span of Λ, for
all 0 ≤ i ≤ r. If 0 ≤ i ≤ m(p+1)− (m+1) or r−m < i ≤ r, then Xr−iY i+V
(m)
r belongs to Λ. Assume
that mp = m(p+ 1)−m ≤ i ≤ r −m, then
Xr−iY i −Xr−i−mY i−mp(XY p −XpY )m = −
m∑
j=1
(−1)j
(
m
j
)
Xr−i+jp−jY i−jp+j .
Observe that the degree of Y on right hand side above is strictly less than i. By induction, the right
hand side modulo V
(m)
r belongs to the Fp-span of Λ, so Λ is an Fp-basis of Vr/V
(m)
r .
Lemma 2.12. Let p ≥ 2, m ≥ 0 and m(p+ 1) + p ≤ r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1. Then we
have a short exact sequence of Γ-modules
0→ V[a−2m] ⊗D
m → V (m)r /V
(m+1)
r → Vp−1−[a−2m] ⊗D
a−m → 0 (2.4)
and this sequence splits if and only if a ≡ 2m mod (p− 1). If r′ = r −m(p+ 1) and a′ = [a− 2m], then
the rightmost map in (2.4) is given by
θmXr
′−iY i mod V (m+1)r 7−→
{
(−1)r
′−i
(
p−1−a′
i−a′
)
Xp−1−iY i−a
′
, if a′ ≤ i ≤ p− 1,
0, otherwise.
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Proof. The exact sequence (2.4) follows from Lemma 2.10 and Lemma 2.6. The explicit description of
the rightmost map in (2.4) follows from results in [Glo78] and [Bre03]. Indeed, by [Glo78, (4.1)], we
see that V
(m)
r /V
(m+1)
r
∼= Vr′/V
(1)
r′ ⊗D
m as Γ-modules. By the proof of [Glo78, (4.2)], we see that the
map ψ : Va′+p−1/V
(1)
a′+p−1 → Vr′/V
(1)
r′ induced by X
a′+p−1−iY i 7→ Xr
′−iY i, for 0 ≤ i ≤ p − 1, and
Y a
′+p−1 7→ Y r
′
, is an M -linear isomorphism. Thus, the composition φ
V (m)r /V
(m+1)
r
∼= Vr′/V
(1)
r′ ⊗D
m ψ
−1
−→ Va′+p−1/V
(1)
a′+p−1 ⊗D
m,
given by θmXr
′−iY i 7→ Xa
′+p−1−iY i, for 0 ≤ i ≤ p−1, and θmY r
′
7→ Y a
′+p−1, is a Γ-linear isomorphism.
Applying φ and using [Bre03, Lemma 5.1.3] for Va′+p−1/V
(1)
a′+p−1, we obtain the explicit description of
the rightmost map in (2.4).
Let 0 ≤ m ≤ p − 1 and F (X,Y ) ∈ V
(m)
r be a polynomial such that the coefficients of Xr−jY j are
non-zero only if j ≡ l mod (p−1) for some l. The following lemma gives another useful way to compute
the image of F (X,Y ) under the rightmost map of the exact sequence (2.4).
Lemma 2.13. Let 0 ≤ m ≤ p − 1 and m(p + 1) + p ≤ r ≡ a mod p with 1 ≤ a ≤ p − 1. Let
F (X,Y ) =
r∑
j=0
ajX
r−jY j ∈ Vr with aj 6= 0 only if j ≡ l mod (p − 1), for some l. If F (X,Y ) ∈ V
(m)
r ,
then
F (X,Y ) ≡ θmG(X,Y ) + θm
(
amX
r−m(p+1) + (−1)mar−mY
r−m(p+1)
)
mod V (m+1)r ,
where
G(X,Y ) =

 r∑
j=0
aj
(
j
m
)
− am + (−1)
m+1ar−m

Xr−m(p+1)−[l−m]Y [l−m].
Further, the image of F (X,Y ) under the quotient map V
(m)
r /V
(m+1)
r → Vp−1−[a−2m]⊗D
a−m in (2.4) is
the same as the image of θmG(X,Y ).
Proof. Let r′ = r −m(p + 1). Since θm | F (X,Y ), there exist H(X,Y ) =
∑r′
j=0 bjX
r′−jY j ∈ Vr′ such
that F (X,Y ) = θmH(X,Y ). Differentiating both sides with respect to Y m-times and substituting
X = Y = 1 we get
m!
r∑
j=0
aj
(
j
m
)
=
(
∂m
∂Y m
F (X,Y )
)∣∣∣∣∣
X=1
Y=1
= m! H(X,Y )
∣∣∣
X=1
Y=1
= m!
r′∑
j=0
bj .
Comparing the coefficients of Xr−mY m, XmY r−m in F (X,Y ) and θmH(X,Y ) we get am = b0 and
ar−m = (−1)
mbr′ . Hence
∑
0<j<r′
bj =

 r′∑
j=0
bj

− b0 − br′ = r∑
j=0
aj
(
j
m
)
− am + (−1)
m+1ar−m. (2.5)
Since aj = 0 if j 6≡ l mod (p− 1), it can be checked that bj = 0 if j 6≡ l −m mod (p− 1). Therefore
F (X,Y ) = θmH(X,Y ) = θm
∑
0<j<r′
j≡l−m mod (p−1)
blX
r′−jY j + θm(b0X
r′ + br′Y
r′)
≡ θm

 ∑
0<j<r′
bj

Xr′−[l−m]Y [l−m] + θm(b0Xr′ + br′Y r′) mod V (m+1)r
(2.5)
≡ θmG(X,Y ) + θm
(
amX
r−m(p+1) + (−1)mar−mY
r−m(p+1)
)
mod V (m+1)r ,
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as required. The last assertion is clear from Lemma 2.12, as θmXr
′
, θmY r
′
map to zero under the
rightmost map in (2.4).
2.2. Binomial coefficients mod p.
In this subsection, we prove several elementary results involving binomial coefficients in characteristic p
which will be used in later sections. We begin by recalling Lucas’ theorem.
Lemma 2.14. (Lucas’ theorem) For any prime p, let m and n be two non-negative integers with base
p-expansions given by m = mkp
k+mk−1p
k−1+ · · ·+m0 and n = nkp
k+nk−1p
k−1+ · · ·+n0 respectively.
Then
(
m
n
)
≡
(
mk
nk
)
·
(
mk−1
nk−1
)
· · ·
(
m0
n0
)
mod p, with the convention that
(
a
b
)
= 0, if b > a.
We note the following congruence mod p which we use often. With the convention 00 = 1 we have
for any i ≥ 0,
∑
λ∈Fp
λi ≡
{
−1, if i = n(p− 1), for some n ≥ 1,
0, otherwise.
(2.6)
We next prove a lemma concerning sums involving products of binomial coefficients.
Lemma 2.15. For m ≥ 0, 1 ≤ b ≤ p− 1 and m < r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, we have
Sr,b,m :=
∑
0≤l≤r
l≡b mod (p−1)
(
r
l
)(
l
m
)
≡
(
r
m
)(
[a−m]
[b−m]
)
+
(
r
m
)
δp−1,[b−m] mod p
where δ is the Kronecker delta function.
Proof. Observe that
Sr,b,m =
∑
m≤l≤r
l≡b mod (p−1)
(
r
l
)(
l
m
)
=
∑
m≤l≤r
l≡b mod (p−1)
(
r −m
l −m
)(
r
m
)
=
(
r
m
)
Sr−m,[b−m],0.
Put r′ = r −m and a′ = [a−m] and b′ = [b −m]. To prove the lemma we compute the following sum
in two different ways. Let
Tr′,b′ :=
∑
λ∈Fp
λp−1−b
′
(1 + λ)r
′
.
First we note that
Tr′,b′ =
∑
λ∈F∗p
λp−1−b
′
(1 + λ)r
′
+ δp−1,b′ =
r′∑
j=0
(
r′
j
) ∑
λ∈F∗p
λj−b
′
+ δp−1,b′
(2.6)
≡ −Sr′,b′,0 + δp−1,b′ mod p.
On the other hand since r > m, we have
Tr′,b′ =
∑
λ∈Fpr{−1}
λp−1−b
′
(1 + λ)r
′
=
∑
λ∈Fpr{−1}
λp−1−b
′
(1 + λ)a
′
=
a′∑
j=0
(
a′
j
) ∑
λ∈Fpr{−1}
λp−1+j−b
′
=

 a′∑
j=0
(
a′
j
) ∑
λ∈Fp
λp−1+j−b
′

−

 a′∑
j=0
(
a′
j
)
(−1)p−1+j−b
′

 ≡ −(a′
b′
)
mod p.
13
Here the last congruence follows from the observation that the first sum doesn’t vanish if and only if
a′ ≥ b′, in which case it equals −
(
a′
b′
)
and for the second sum note that
∑a′
j=0
(
a′
j
)
(−1)j = (1− 1)a
′
= 0.
Hence Sr′,b′,0 ≡
(
a′
b′
)
+ δp−1,b′ mod p, as desired.
In a few proofs, we need to choose some numbers s satisfying appropriate conditions. This choice is
made using the following lemma.
Lemma 2.16. Let p ≤ r = rmp
m + · · · + r1p + r0 be the base p-expansion of r. Then, for every
0 ≤ b ≤ r0 and 1 ≤ u ≤ Σp(r) − r0, there exists a positive integer s with p ≤ s ≤ r, s ≡ b mod p such
that Σp(s) = b+ u and
(
r
s
)
6≡ 0 mod p. In addition, if u < Σp(r) − r0, then s ≤ r − p.
Proof. Since 1 ≤ u ≤ Σp(r)− r0 =
∑m
i=1 ri, we can find integers si for 1 ≤ i ≤ m, such that 0 ≤ si ≤ ri
and
∑m
i=1 si = u. Put s = smp
m + · · · + s1p + b. Since si ≤ ri and b ≤ r0 we have s ≤ r. Also
s ≥
∑m
i=1 sip = up ≥ p. Clearly s ≡ b mod p and Σp(s) = b + u. By Lucas’ theorem and choice of si,
we have
(
r
s
)
≡
(
r0
b
)(
r1
s1
)
· · ·
(
rm
sm
)
6≡ 0 mod p. Further if
∑m
i=1 si = u <
∑m
i=1 ri, then sj < rj for some
j ≥ 1, whence r − s ≥ (rj − sj)p
j ≥ p.
Next we determine when certain matrices built out of binomial coefficients are invertible mod p.
These matrices are typical of the ones we encounter later.
Proposition 2.17. Suppose that r ≥ 2p and 1 ≤ a ≤ p− 1.
(i) If 0 ≤ i ≤ j ≤ a ≤ p− 1, then the matrix((
a− n
j −m
))
0≤m,n≤i
is invertible modulo p.
(ii) If 0 ≤ i ≤ j ≤ i+ j ≤ a < p+ i, then
det
0≤m,n≤i
((
r − n
m
)(
a−m− n
j −m
))
=
(
a− 2i
j − i
) i−1∏
l=0
(a− i− l)!(r − (a− l))i−l
(j − l)!(a− j − l)!
.
The corresponding matrix is invertible mod p ⇐⇒ r 6≡ a− i+ 1, a− i+ 2, . . ., a− 1, a mod p.
(iii) If 1 ≤ a− i ≤ i and r 6≡ a− i− 1 mod p and r 6≡ i+ 1, . . . , a− 1, a mod p, then the matrix(
A′ vt
w 0
)
is invertible modulo p, where A′ is the matrix((
r − n
m
)(
a−m− n
i−m
))
0≤m,n≤a−i−1
and v, w are the 1×a−i row vectors
((
i
0
)
, . . . ,
(
i
a−i−1
))
,
((
r
r−(a−i)
)
, . . . ,
(r−(a−i−1)
r−(a−i)
))
, respectively.
Proof. We use elementary row and column operations to reduce the given matrices to a particular form
to which we can apply results from [GV85] and [Kra99].
(i) By reversing the rows and columns we have det
0≤m,n≤i
((
a−n
j−m
))
= det
0≤m,n≤i
((
a−i+n
j−i+m
))
. Applying the
formula on Line -7 of [GV85, p. 308] with k = (i+1), b = j − i and a1 = a− i, a2 = a− i+1, . . .,
ai+1 = a we get
det
0≤m,n≤i
((
a− i+ n
j − i+m
))
= ((j − i)!)i+1
(
a−i
j−i
)
·
(
a−i+1
j−i
)
· · ·
(
a
j−i
)
(j − i)! · (j − i+ 1)! · · · j!
1! · 2! · · · i!
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=(
a−i
j−i
)
· · ·
(
a
j−i
)
(
j−i
j−i
)
· · ·
(
j
j−i
) .
Since, for 0 ≤ l ≤ i, we have 0 ≤ j − i ≤ j − l ≤ a− l ≤ p− 1, it follows from Lucas’ theorem that
the above determinant is non-zero modulo p and hence the matrix is invertible.
(ii) Pulling out a factor of 1/(m!(j−m)!) and (a− i−n)!/(a− j −n)! from the (m+1)th-row and the
(n+ 1)th-column respectively for 0 ≤ m,n ≤ i we get
det
0≤m,n≤i
((
r − n
m
)(
a−m− n
j −m
))
=
i∏
l=0
(a− i− l)!
(a− j − l)!(j − l)!l!
× (2.7)
det
0≤m,n≤i
(
(r − n)!(a−m− n)!
(r −m− n)!(a− i− n)!
)
.
Applying [Kra99, Lemma 3] with n = i+ 1, and
X1 = r,X2 = r − 1, . . . , Xi+1 = r − i,
A2 = a− r, A3 = a− r − 1, . . . , Ai+1 = a− r − (i − 1),
B2 = 0, B3 = −1, . . . , Bi+1 = −(i− 1),
we get the determinant of the transpose of
(
(r−n)!(a−m−n)!
(r−m−n)!(a−i−n)!
)
0≤m,n≤i
equals
i+1∏
l=1
∏
1≤l′<l
(Xl′ −Xl)×
i−1∏
l=0
∏
2≤m≤n≤i+1
n−m=l
(Bm −An) =
i+1∏
l=1
(l − 1)!
i−1∏
l=0
(r − (a− l))i−l.
Substituting the above expression in (2.7), we obtain the formula in (ii). The statement about the
invertibility can be deduced as in (i).
(iii) If a − i = 1, then the matrix is equal to ( a 1r 0 ), which is invertible in M2(Fp) if p ∤ r. So assume
a− i ≥ 2. Multiplying the (n + 1)th-column by (r − n+ 1)/(a− i − n+ 1) and subtracting from
the nth-column, for 1 ≤ n ≤ a− i− 1, we get
det
(
A′ vt
w 0
)
= −
(a− r)a−i−1
(a− i)!
(r − (a− i− 1)) det
(
A′′ vt
)
,
where A′′ =
((
r−n
m
)(
a−1−m−n
i−m
))
and 0 ≤ m ≤ a− i− 1, 0 ≤ n ≤ a− i− 2.
Now multiplying the (m + 1)th-row by m/(i − m + 1) and subtracting from the mth-row, for
1 ≤ m ≤ a− i− 1, we get
det
(
A′ vt
w 0
)
= −
(a− r)a−i−1
(a− i)!
(r − (a− i− 1))
(a− 1− r)a−i−1
(a− i− 1)!
(
i
a− i− 1
)
× det
((
r − n
m
)(
a− 2−m− n
i−m
))
0≤m,n≤a−i−2
.
Now (iii) follows from (ii).
Let us set
A(a, i, j, r) :=
((
r − n
m
)(
[a−m− n]
j −m
))
0≤m,n≤i
, (2.8)
for 1 ≤ a ≤ p− 1 and 0 ≤ i ≤ j ≤ r. We have the following corollaries.
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Corollary 2.18. Let 2p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1 and let 1 ≤ a ≤ p − 1. Suppose that
0 ≤ i ≤ j < [a− i] < p− 1. Then the matrix A(a, i, j, r) is invertible if r0 6∈ I(a, i), where
I(a, i) =
{
{a− i+ 1, a− i+ 2, . . . , a− 1, a}, if i < [a− i] < a,
{0, 1, . . . a− 1} ∪ {p+ a− i, p+ a− i+ 1, . . . , p− 1}, if a < i < [a− i].
(2.9)
Proof. If i < a, then [a− i] = a− i and the condition i < [a− i] implies 2i < a. Thus, for i < a we have
[a−m− n] = a−m− n, for all 0 ≤ m,n ≤ i. For i > a, we have
(
[a−m− n]
j −m
)
=


(
p−1+a−m−n
j−m
)
, if m+ n ≥ a,(
a−m−n
j−m
)
, if m+ n < a,
≡
(
p− 1 + a−m− n
j −m
)
mod p, (2.10)
where the first equality follows from the definition of [ · ] and the second follows from Lucas’ theorem
as the assumption a < i ≤ j implies
(
p−1+a−m−n
j−m
)
,
(
a−m−n
j−m
)
≡ 0 mod p in the case m + n < a. Let
a′ = [a− i] + i. Note that a′ = a (resp. p − 1 + a) if i < a (resp. i > a). Using these observations, we
see that
A(a, i, j, r) =
((
r − n
m
)(
a′ −m− n
j −m
))
0≤m,n≤i
. (2.11)
Since [a− i] ≤ p− 1 and j < [a− i], we see that 0 ≤ i ≤ j ≤ i + j ≤ a′ < p+ i. Using Proposition 2.17
(ii), it follows that A(a, i, j, r) is invertible if r 6≡ a′ − i+ 1, a′ − i+ 2, . . . , a′ − 1, a′ mod p if and only if
r0 6∈ I(a, i).
Corollary 2.19. Let 2p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p−1 and 1 ≤ a ≤ p−1. Suppose 1 ≤ [a−i] ≤ i <
p−1. Let A′ = A(a, [a−i]−1, i, r) and let v, w be the 1× [a−i] row vectors given by
((
i
0
)
, . . . ,
(
i
[a−i]−1
))
,((
r
r−[a−i]
)
, . . . ,
(
r−([a−i]−1)
r−[a−i]
))
respectively. Then the matrix
(
A′ vt
w 0
)
is invertible mod p if r 6≡ [a− i] + i mod p and r0 6∈ J (a, i)r {i}, where
J (a, i) =
{
{a− i− 1, a− i, . . . , a− 1}, if [a− i] ≤ i < a,
{0, 1, . . . , a− 2} ∪ {p− 2 + a− i, . . . , p− 1}, if a < [a− i] ≤ i.
(2.12)
Proof. Observe that [a− i]− 1 < i < i+ 1 = [a− ([a− i]− 1)]. Let a′ = [a− i] + i. By a check similar
to (2.11), we have
A′ =
((
r − n
m
)(
a′ −m− n
i−m
))
0≤m,n≤[a−i]−1
.
Indeed, let 0 ≤ m,n ≤ [a − i] − 1. If i < a, then a ≤ 2i, so a − m − n ≥ 2i − a + 2 ≥ 2, so
[a−m−m] = a−m− n. If i > a, then p− 1 + a ≤ 2i, so if m+ n < a, then [a−m− n] = a−m− n,
but
(
p−1+a−m−n
i−m
)
,
(
a−m−n
j−m
)
≡ 0 mod p by Lucas’ theorem, and if m+ n ≥ a, then p− 1 + a−m− n ≥
p− 1 + a− 2([a− i]− 1) = 2i− (p− 1)− a+ 2 ≥ 2, so [a−m− n] = p− 1 + a−m− n.
Also, by the definition of [ · ] (by considering the cases i < a and i > a separately), it follows that
v =
((
i
0
)
, . . . ,
(
i
a′ − i− 1
))
w =
((
r
r − (a′ − i)
)
, . . . ,
(
r − (a′ − i− 1)
r − (a′ − i)
))
.
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Applying Proposition 2.17 (iii) (with a there equal to a′), we see that A is invertible if r 6≡ a′ − i − 1
mod p and r 6≡ i+ 1, . . . , a′ − 1, a′ mod p which happens if r 6≡ a′ mod p and r0 6∈ J (a, i)r {i}.
3. The first p monomial submodules
In this section, we determine the structure of the monomial submodules Xr−i, r, the Γ-submodule of Vr
generated by Xr−iY i, for 0 ≤ i ≤ p− 1. Recall that these modules are M -stable.
We begin by describing an Fp-generating set for Xr−i, r, for 0 ≤ i ≤ p− 1.
Lemma 3.1. If 0 ≤ i ≤ p− 1, then {X l(kX + Y )r−l, Xr−lY l : 0 ≤ l ≤ i, k ∈ Fp} generates Xr−i, r as
an Fp-vector space. Hence dim Xr−i, r ≤ (i+ 1)(p+ 1).
Proof. By Bruhat decomposition, Γ = B ⊔ BwB, where w = ( 0 11 0 ). We first look at the action of the
Borel subgroup B on Xr−iY i. Observe that
(
a b
0 d
)
·Xr−iY i = ar−iXr−i(bX + dY )i = ar−i
i∑
l=0
(
i
l
)
bi−ldlXr−lY l.
Therefore B ·Xr−iY i ⊂ Fp-span of {X
r, Xr−1Y, . . . , Xr−iY i}. It is clear that any element of Bw is of
the form ( a bc 0 ) with bc 6= 0. For every 0 ≤ l ≤ i, we have(
a b
c 0
)
·Xr−lY l = (aX + cY )r−l(bX)l = blcr−lX l(ac−1X + Y )r−l.
Hence
BwB ·Xr−iY i ⊂ Fp-span of {Bw ·X
r−lY l : 0 ≤ l ≤ i}
⊂ Fp-span of {X
l(kX + Y )r−l : 0 ≤ l ≤ i, k ∈ Fp}.
Combining these observations, we get γ ·Xr−iY i ∈ Fp-span of {X
l(kX + Y )r−l, Xr−lY l : 0 ≤ l ≤ i, k ∈
Fp}. This completes the proof of lemma as X
r−iY i generates Xr−i, r as a Γ-module.
We next define a surjection Xr−i, r−i ⊗ Vi ։ Xr−i, r, for 0 ≤ i ≤ p − 1, which generalizes [BG15,
Lemma 3.6].
Lemma 3.2. For r ≥ i and 0 ≤ i ≤ p− 1, there exists an M -linear surjection
φi : Xr−i, r−i ⊗ Vi ։ Xr−i, r.
Proof. The map φr−i, i : Vr−i ⊗ Vi → Vr sending F ⊗G 7→ FG for F ∈ Vr−i and G ∈ Vi, is M -linear by
[Glo78, (5.1)]. Let φi be the restriction of φr−i, i to the M -submodule Xr−i, r−i ⊗ Vi ⊆ Vr−i ⊗ Vi. As an
M -module Xr−i, r−i ⊗ Vi is generated by X
r−i ⊗X i, Xr−i ⊗X i−1Y, . . . , Xr−i ⊗ Y i whose images Xr,
Xr−1Y, . . . , Xr−iY i lie in Xr−i, r, by Lemma 2.2. The surjectivity follows as φi(X
r−i ⊗ Y i) = Xr−iY i
generates Xr−i, r as an M -module.
We next define a Γ-linear surjection from an induced representation to the quotient Xr−i, r/Xr−j, r,
for 0 ≤ j ≤ i ≤ p− 1. This map will be crucially used in later sections to obtain the structure of Xr−i, r.
Proposition 3.3. Let 0 ≤ j ≤ i ≤ p− 1 < r. Then there is a Γ-linear surjection
indΓB(Vi−j−1 ⊗ χ
r−i
1 χ
j+1
2 )։ Xr−i, r/Xr−j, r,
where V−1 = 0 by convention.
Proof. Let χ = χr−i1 χ
j+1
2 and eχ be a non-zero element in the representation (χ, Vχ). If i = j, then
Xr−i, r/Xr−j, r = 0 and there is nothing prove. Assume i > j. We claim that the Fp-linear map
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ψ : Vi−j−1 ⊗ χ
r−i
1 χ
j+1
2 → Xr−i, r/Xr−j, r defined by
X i−j−1−lY l ⊗ eχ 7→
(
j + l + 1
j + 1
)−1
Xr−j−l−1Y j+l+1, ∀ 0 ≤ l ≤ i− j − 1,
is a B-linear map. For 0 ≤ l ≤ i − j − 1, we have 0 ≤ j + 1 ≤ j + l + 1 ≤ i ≤ p− 1, whence by Lucas’
theorem,
(
j+l+1
j+1
)
6≡ 0 mod p. So ψ is well defined. For 0 ≤ n ≤ i− j − 1 and γ =
(
a b
0 d
)
∈ B, we have
γ · (X i−j−1−nY n ⊗ eχ) = (aX)
i−j−1−n(bX + dY )n ⊗ ar−idj+1eχ
=
n∑
l=0
ar−j−n−1bn−ldj+l+1
(
n
l
)(
X i−j−1−lY l ⊗ eχ
)
.
Therefore
ψ
(
γ · (X i−j−1−nY n ⊗ eχ)
)
=
n∑
l=0
ar−j−n−1bn−ldj+l+1
(
n
l
)(
j + l + 1
j + 1
)−1
Xr−j−l−1Y j+l+1
=
j+n+1∑
l=j+1
ar−j−n−1bj+n+1−ldl
(
n
l− (j + 1)
)(
l
j + 1
)−1
Xr−lY l
=
(
j + n+ 1
j + 1
)−1 j+n+1∑
l=j+1
ar−j−n−1bj+n+1−ldl
(
j + n+ 1
l
)
Xr−lY l
=
(
j + n+ 1
j + 1
)−1
(aX)r−j−n−1(bX + dY )j+n+1
−
(
j + n+ 1
j + 1
)−1 j∑
l=0
ar−j−n−1bj+n+1−ldl
(
j + n+ 1
l
)
Xr−lY l
=
(
j + n+ 1
j + 1
)−1(
a b
0 d
)
·Xr−j−n−1Y j+n+1 mod Xr−j, r
= γ · ψ(X i−j−1−nY n ⊗ eχ).
This shows that ψ is B-linear. By Frobenius reciprocity (or alternatively [Alp86, Lemma 4, §8]), we
see that ψ extends to a Γ-linear map indΓB(Vi−j−1 ⊗ χ
r−i
1 χ
j+1
2 ) → Xr−i, r/Xr−j, r. As X
r−iY i =(
i
j+1
)
ψ(Y i−j−1 ⊗ eχ) generates Xr−i, r as a Γ-module, the surjectivity of ψ follows.
In particular, taking j = i−1 in the above proposition, we see the successive quotientsXr−i, r/Xr−(i−1), r
are isomorphic to quotients of principal series representations.
Corollary 3.4. If r ≥ p and 1 ≤ i ≤ p− 1, then the map
ψi : ind
Γ
B(χ
r−i
1 χ
i
2) −→ Xr−i, r/Xr−(i−1), r
[γ, eχr−i1 χi2
] 7−→ γ ·Xr−iY i
defines a Γ-linear surjection.
3.1. The case r0 ≥ i
In this subsection, we determine the structure of Xr−i, r, for 0 ≤ i ≤ p− 1, in the case r0 ≥ i, where r0
is as in (2.1).
The structure of Xr−1, r was determined in [BG15] using the surjection φ1 : Xr−1, r−1⊗V1 → Xr−1, r.
It turns out that the map φ1 is an isomorphism if p ∤ r, i.e., r0 ≥ 1 in (2.1). This fact can be verified
using Lemma 2.5 in conjunction with [BG15, Proposition 3.13] and [BG15, Proposition 4.9]. So one
might expect the surjection φi obtained in Lemma 3.2 is an isomorphism in the case r0 ≥ i, for arbitrary
i. We show that if r0 ≥ i and Σp(r − i) ≥ r0, then φi is an isomorphism by showing dim Xr−i, r equals
dim Xr−i, r−i ⊗ Vi, see Proposition 3.6 and Proposition 3.7 for details. Furthermore, in Lemma 3.8 we
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show that Σp(r − i) < r0 if and only if Xr−i, r = Xr−(i−1), r, which allows us to reduce to the previous
case by replacing i by Σp(r− r0), see Theorem 3.9. We remark that this latter case never happens in the
case i = 1 and r ≥ p, by [BG15, Lemma 4.1]. The arguments in this section closely use the techniques
of [BG15, §4].
We first determine a necessary condition for equality Xr−i, r = Xr−j, r, for 0 ≤ j ≤ i < p − 1. For
r0 ≥ i, note that Σp(r − i) = Σp(r) − i.
Lemma 3.5. Let p ≤ r = rmp
m+rm−1p
m−1+ · · ·+r0 be the base p-expansion of r. Let 1 ≤ j < i ≤ p−1
with r0 ≥ i. If rm+rm−1 · · ·+r1 > j, then Xr−j, r 6= Xr−i, r. In particular, if Σp(r−r0) = rm+rm−1 · · ·+
r1 ≥ i, then Xr−(i−1), r 6= Xr−i, r.
Proof. If Xr−j, r = Xr−(j+1), r, then by Lemma 3.1, there exist ak,l ∈ Fp and bl ∈ Fp, for k = 0,
1, . . . , p− 1 and l = 0, 1, . . . , j, such that
Xr−j−1Y j+1 =
j∑
l=0
p−1∑
k=0
ak,lX
l(kX + Y )r−l +
j∑
l=0
blX
r−lY l. (3.1)
For every positive integer t, put At,l :=
p−1∑
k=1
ak,lk
r−l−t. Comparing the coefficients of Xr−tY t on both
sides of (3.1), we get
j∑
l=0
(
r − l
t
)
At,l = δj+1,t, ∀ j < t < r − j. (3.2)
For every 1 ≤ s ≤ j + 1, choose 0 ≤ tn,s ≤ rn for 1 ≤ n ≤ m such that
m∑
n=1
tn,s = s. Put ts =
tm,sp
m + · · · + t1,sp + (j + 1 − s). Clearly Σp(ts) = j + 1 and ts ≡ Σp(ts) ≡ j + 1 mod (p − 1). Since
j < Σp(ts) ≤ ts and r − ts ≥
m∑
n=1
(rn − tn,s)p+ r0 − (j + 1− s) ≥ (j + 1− s)(p− 1) + r0 ≥ i > j, we get
j < ts < r − j. By (3.2), and At,l = At′,l if t ≡ t
′ mod (p− 1), we have
j∑
l=0
(
r − l
ts
)
Aj+1,l =
j∑
l=0
(
r − l
ts
)
Ats,l = 0. (3.3)
Applying Lucas’ theorem we get
(
r−l
ts
)
≡
(
rm
tm,s
)
· · ·
(
r1
t1,s
)(
r0−l
j+1−s
)
mod p, ∀ 0 ≤ l ≤ j. Substituting this in
(3.3) and dividing both sides by
(
rm
tm,s
)
· · ·
(
r1
t1,s
)
, we obtain
j∑
l=0
(
r0 − l
j + 1− s
)
Aj+1,l = 0, ∀ 1 ≤ s ≤ j + 1.
Putting these set of equations in matrix form, we get

(
r0
j
) (
r0−1
j
)
· · ·
(
r0−j
j
)(
r0
j−1
) (
r0−1
j−1
)
· · ·
(
r0−j
j−1
)
...
...
. . .
...(
r0
0
) (
r0−1
0
)
· · ·
(
r0−j
0
)




Aj+1,0
Aj+1,1
...
Aj+1,j

 =


0
0
...
0

 .
Applying Proposition 2.17 (i) (with a = r0 and i = j), we obtain that the above matrix is invertible,
whence Aj+1,0 = Aj+1,1 = · · · = Aj+1,j = 0. Taking t = j + 1 in (3.2) we get
j∑
l=0
(
r − l
j + 1
)
Aj+1,l = 1
which leads to a contradiction. Hence Xr−j, r ( Xr−(j+1), r ⊆ Xr−i, r. This proves the lemma.
By Lemma 3.1, we know that dim Xr−i,r ≤ (i + 1)(p+ 1), for all 0 ≤ i ≤ p− 1. We next show that
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this inequality is indeed an equality if Σp(r) is large. More precisely:
Proposition 3.6. Let p ≥ 3, 0 ≤ i ≤ p − 1 and p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1. If r0 ≥ i and
Σp(r − i) ≥ p, then dim Xr−i,r = (i + 1)(p+ 1). As a consequence, we have Xr−i, r ∼= Xr−i, r−i ⊗ Vi as
M -modules.
Proof. The last assertion is an easy consequence of the first assertion and Lemma 3.2, noting that
dim(Xr−i, r−i⊗Vi) ≤ (i+1)(p+1). We prove the proposition by induction on i. The case i = 0, 1 follow
from Lemmas 2.5, 2.4 respectively. Assume that the result holds for all j < i, for some 2 ≤ i ≤ p − 1.
We need to prove the proposition is true for i. By Lemma 3.1, the vectors {X l(kX + Y )r−l, Xr−lY l :
k ∈ Fp, 0 ≤ l ≤ i} span Xr−i, r as an Fp-vector space. We claim that they are Fp-linearly independent.
Suppose there exist constants Al, Bl, ck,l ∈ Fp for l = 0, 1, . . . , i and k = 1, 2, . . . , p− 1 such that
i∑
l=0
AlX
r−lY l +
i∑
l=0
BlX
lY r−l +
i∑
l=0
p−1∑
k=1
ck,lX
l(kX + Y )r−l = 0. (3.4)
We need to show that Al, Bl, ck,l = 0 for all k, l. For 0 ≤ l ≤ i and t ∈ Z, let Ct,l :=
p−1∑
k=1
kr−l−tck,l.
Note that Ct,l depends only on the congruence class of t mod (p − 1). By the non-vanishing of the
Vandermonde determinant, we have for every l, Ct,l = 0, for all t, if and only if ck,l = 0 for all k.
Comparing the coefficients of Xr−tY t on both sides of (3.4), we get
i∑
l=0
δt,lAl +
i∑
l=0
δr−l,tBl +
i∑
l=0
(
r − l
t
)
Ct,l = 0. (3.5)
Claim: C1,0 = C2,0 = · · · = Cp−1,0 = 0.
Assuming the claim, we complete the proof of the proposition. Taking t = r in (3.5) and noting that
C1,0 = C2,0 = · · · = Cp−1,0 = 0 by the claim, we get B0 = 0. Also note that by the claim we have
c1,0 = c2,0 = · · · = cp−1,0. Thus dividing both sides of (3.4) by X , we get
i∑
l=0
AlX
r−1−lY l +
i−1∑
l=0
Bl+1X
lY r−1−l +
i−1∑
l=0
p−1∑
k=1
ck,l+1X
l(kX + Y )r−1−l = 0. (3.6)
Let r = rmp
m + · · ·+ r1p+ r0 be the base p-expansion of r. Then r − 1 = rmp
m + · · ·+ r1p+ (r0 − 1).
Since rm + · · ·+ r1 = Σp(r) − r0 ≥ p+ i− r0 ≥ i, we get Xr−1−(i−1), r−1 6= Xr−1−i, r−1, by Lemma 3.5.
This forces Ai = 0, as otherwise Xr−1−(i−1), r−1 = Xr−1−i, r−1. By induction for r − 1, we have dim
Xr−1−(i−1), r−1 = i(p+1). Hence {X
r−1−lY l, X l(kX+Y )r−1−l : k ∈ Fp, 0 ≤ l ≤ i− 1} is an Fp-basis of
Xr−1−(i−1), r−1 by Lemma 3.1. Thus Al = Bl = 0 and ck,l = 0 for all k, l by (3.6) as Ai = 0. Therefore
dim Xr−i, r = (i + 1)(p+ 1).
Proof of the claim : We first show that C1,0, . . . , Ci,0 = 0 and Cr0+1,0, . . . , Cp−1,0 = 0. Let s be a positive
integer congruent to r0 mod p. By Lucas’ theorem, for 0 ≤ l ≤ i ≤ r0, we see that
(
r−l
s
)
6≡ 0 mod p ⇒
r − l ≡ r0, r0 + 1, . . . , p− 1 mod p⇔ l = 0. Taking t = s and applying this in (3.5), we get
i∑
l=0
δl,sAl +
i∑
l=0
δr−l,sBl +
(
r
s
)
Cs,0 = 0. (3.7)
By Lemma 2.16, for every 1 ≤ u ≤ p+ i− r0 − 1 ≤ Σp(r)− r0 − 1, there exists p ≤ su ≤ r − p such that
su ≡ r0 mod p, Σp(su) = r0 + u and
(
r
su
)
6≡ 0 mod p. Therefore δl,su = 0 = δr−l,su , for all 0 ≤ l ≤ i. So
(3.7) implies that Csu,0 = 0, for all 1 ≤ u ≤ p+ i− r0 − 1. Since su ≡ Σp(su) = u + r0 mod (p− 1), we
get Cu+r0,0 = 0, for all 1 ≤ u ≤ p + i − r0 − 1. So C1,0, . . . , Ci,0 = 0 and Cr0+1,0, . . . , Cp−1,0 = 0. This
finishes the proof of the claim, if r0 = i.
Else choose t ≥ 1 such that i + 1 ≤ t + i ≤ r0. Clearly i < t + i ≤ r0 ≤ p − 1 < Σp(r − i) ≤ r − i.
Since t+ i ≤ r0 ≤ p− 1, by Lucas’ theorem, we have
(
r−l
t+i
)
≡
(
r0−l
t+i
)
mod p, ∀ 0 ≤ l ≤ i ≤ r0. Therefore,
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by (3.5), we have
i∑
l=0
(
r0 − l
t+ i
)
Ct+i,l = 0. (3.8)
For every 0 ≤ w ≤ i− 1, note that 0 ≤ w + t ≤ t+ i ≤ r0 and 1 ≤ i− w < i+ 1 ≤ Σp(r) − r0. Thus by
Lemma 2.16 (applied with b = w + t and u = i − w), there exists p ≤ sw ≤ r − p such that sw ≡ w + t
mod p, Σp(sw) = t+ i and
(
r
sw
)
6≡ 0 mod p, for all 0 ≤ w ≤ i−1. Let sw = sw,mp
m+ · · ·+sw,1p+(w+ t)
be the base p-expansion of sw. By Lucas’ theorem, we get
(
r−l
sw
)
≡
(
r0−l
w+t
) m∏
j=1
(
rj
sw,j
)
≡
(
r0−l
w+t
)(
r0
w+t
)−1( r
sw
)
mod p, for 0 ≤ l ≤ i ≤ r0. Noting sw ≡ Σp(sw) ≡ t + i mod (p − 1) and
(
r0
w+t
)
,
(
r
sw
)
6≡ 0 mod p, for
0 ≤ w ≤ i− 1, it follows from (3.5) that
i∑
l=0
(
r0 − l
w + t
)
Ct+i,l = 0, ∀ 0 ≤ w ≤ i− 1.
Combining the above set of equations with (3.8), we get

(
r0
t+i
) (
r0−1
t+i
)
· · ·
(
r0−i
t+i
)(
r0
t+i−1
) (
r0−1
t+i−1
)
· · ·
(
r0−i
t+i−1
)
...
...
. . .
...(
r0
t
) (
r0−1
t
)
· · ·
(
r0−i
t
)




Ct+i,0
Ct+i,1
...
Ct+i,i

 =


0
0
...
0

 .
By Proposition 2.17 (i) (with a = r0 and j = t + i), the above matrix is invertible, whence Ct+i,0 = 0,
where i+1 ≤ t+ i ≤ r0. This finishes the proof of the claim, as we have already shown C1,0, . . . , Ci,0 = 0
and Cr0+1,0, . . . , Cp−1,0 = 0.
We next consider the case r0 ≤ Σp(r−i) ≤ p and still show thatXr−i, r ∼= Xr−i, r−i⊗Vi asM -modules.
Note that the case Σp(r − i) = p was treated in the proposition above.
Proposition 3.7. Let p ≥ 3, 0 ≤ i ≤ p − 1 and p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1. If r0 ≥ i and
r0 ≤ Σp(r − i) ≤ p, then dimXr−i, r = (i + 1)(Σp(r − i) + 1). Furthermore, Xr−i, r ∼= Xr−i, r−i ⊗ Vi as
M -modules.
Proof. We prove the proposition by induction on i. The case i = 0 follows from Lemma 2.5. Assume that
the proposition holds for all j < i for some i ≥ 1. If Σp(r−i) = p, then as remarked earlier the proposition
follows from Proposition 3.6. In the case r0 ≤ Σp(r) − i ≤ p − 1, by Lemma 3.5 and Corollary 3.4, we
have Xr−i, r/Xr−(i−1), r is isomorphic to a non-zero quotient of ind
Γ
B(χ
r−i
1 χ
i
2). Since r ≡ Σp(r) mod
(p− 1) and 2i ≤ r0+ i ≤ Σp(r) < p− 1+2i, we see that [2i− r] = [2i−Σp(r)] = p− 1+2i−Σp(r). Thus
by Lemma 2.6, we have any non-zero quotient of indΓB(χ
r−i
1 χ
i
2) has dimension at least (Σp(r) − 2i + 1)
(note that the quantity (Σp(r) − 2i + 1) equals one if Σp(r) = 2i). Since r0 + 1 ≤ Σp(r − (i − 1)) ≤ p,
by induction we have
dimXr−i, r = dimXr−(i−1), r + dim
(
Xr−i, r
Xr−(i−1), r
)
≥ i(Σp(r) − i+ 2) + (Σp(r)− 2i+ 1)
= (i+ 1) (Σp(r) − i+ 1) .
Since Σp(r − i) ≤ p − 1, by Lemma 2.5, we have dimXr−i, r−i = Σp(r − i) + 1 = Σp(r) − i + 1. So
dimXr−i, r−i⊗Vi ≤ (i+1)(Σp(r)−i+1) ≤ dimXr−i, r. Now the proposition follows from Lemma 3.2.
We now prove the converse of Lemma 3.5.
Lemma 3.8. Let p ≤ r = rmp
m + rm−1p
m−1 + · · · + r0 be the base p-expansion of r with r0 ≥ i. For
1 ≤ j < i ≤ p − 1, we have Xr−j, r = Xr−i, r if and only if rm + rm−1 · · · + r1 ≤ j. In particular,
Xr−(i−1), r = Xr−i, r ⇐⇒ rm + rm−1 · · ·+ r1 < i⇐⇒ Σp(r − i) < r0.
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Proof. The ‘only if’ part is Lemma 3.5. For the ‘if’ part, assume rm+rm−1 · · ·+r1 ≤ j. By Lemma 2.5, we
have dimXr−r0, r−r0 = Σp(r−r0)+1. Thus, by Lemma 3.2, we have dimXr−r0, r ≤ (r0+1)(Σp(r−r0)+1).
Since Σp(r − r0) ≤ j ≤ r0, we have Σp(r − Σp(r − r0)) = Σp(r) − Σp(r − r0) = Σp(r) − Σp(r) + r0 =
r0 ≤ p− 1. Hence, by Proposition 3.7 (with i there equal to Σp(r − r0)), we have dimXr−Σp(r−r0), r =
(Σp(r − r0) + 1)(r0 + 1). As 0 ≤ Σp(r − r0) ≤ j < i ≤ r0 ≤ p − 1, by Lemma 2.2, we see that
Xr−Σp(r−r0), r ⊆ Xr−j, r ⊆ Xr−i, r ⊆ Xr−r0, r. As the dimension of the rightmost term is less than or
equal to the dimension of the leftmost term, it follows that Xr−j, r = Xr−i, r.
Putting together all the results obtained so far, we have the following theorem.
Theorem 3.9. Let p ≥ 3, 0 ≤ i ≤ p− 1 and p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1. If r0 ≥ i, then as
M -modules we have
Xr−i, r ∼=
{
Xr−Σp(r−r0), r−Σp(r−r0) ⊗ VΣp(r−r0), if Σp(r − i) < r0,
Xr−i, r−i ⊗ Vi, if Σp(r − i) ≥ r0.
Proof. Note that Σp(r − i) = Σp(r) − i = Σp(r − r0) + r0 − i. The case Σp(r − i) ≥ r0 follows
immediately from Proposition 3.6 and Proposition 3.7. If Σp(r − i) < r0, then by Lemma 3.8, we have
Xr−Σp(r−r0), r = Xr−i, r. Also note that r0 ≥ i > Σp(r−r0) and Σp(r−Σp(r−r0)) = Σp(r)−Σp(r−r0) =
Σp(r) − Σp(r) + r0 = r0. Applying Proposition 3.7 with i = Σp(r − r0), we obtain the theorem in the
case Σp(r − i) < r0. This completes the proof.
Using the above theorem and Lemma 2.5 in conjunction with Lemma 2.3, one can determine the JH
factors of Xr−i,r, for all 0 ≤ i ≤ p− 1, in the case r0 ≥ i. We also have the following dimension formula.
Corollary 3.10. Let p ≥ 3, 0 ≤ i ≤ p− 1 and p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1. If r0 ≥ i, then
dimXr−i, r =


(r0 + 1)(Σp(r − r0) + 1), if Σp(r − i) < r0,
(i+ 1) (Σp(r − i) + 1) , if r0 ≤ Σp(r − i) ≤ p,
(i+ 1)(p+ 1), if Σp(r − i) ≥ p.
Proof. This follows from Theorem 3.9 and Lemma 2.5. Note that the formulas match at the boundary
Σp(r − i) = p.
As a corollary, we obtain the structure of the successive quotients Xr−i, r/Xr−(i−1), r for r0 ≥ i.
Corollary 3.11. Let p ≥ 3, 1 ≤ i ≤ p− 1 and p ≤ r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1. If r0 ≥ i, then
Xr−i, r
Xr−(i−1), r
∼=


(0), if Σp(r − i) < r0,
Vp−1−[2i−r] ⊗D
i, if r0 ≤ Σp(r − i) ≤ p− 1,
indΓB(χ
r−i
1 χ
i
2), if Σp(r − i) ≥ p.
Proof. Note that Σp(r−(i−1)) = Σp(r−i)+1 = Σp(r)−i+1, for r0 ≥ i. Using Corollary 3.10, one checks
that dim Xr−i, r− dim Xr−(i−1), r equals 0, Σp(r)−2i+1 and p+1, in the cases described in the corollary.
Now the result follows from Corollary 3.4 and Lemma 2.6, noting that p− 1− [2i− r] = Σp(r)− 2i.
3.2. The case r0 < i
In this subsection, we determine the structure of Xr−i, r, for 1 ≤ i ≤ p− 1, in the case r0 < i, where r0
is as in (2.1). We first analyze the quotients Xr−j, r/Xr−(j−1), r for r0 < j ≤ i, which depend only on
Σp(r − j), see Corollary 3.18. Building upon this result we determine Xr−i, r/Xr−r0, r in Lemma 3.19.
This combined with the results of the previous section allows us to determine the structure of Xr−i, r,
for r0 < i, see Theorem 3.20.
We being with the following useful lemma.
Lemma 3.12. Let 1 ≤ i ≤ p − 1 and p ≤ r = rmp
m + · · · + r1p + r0 be the base p-expansion of r with
r0 < i. Then
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(i) Σp(r − j) = Σp(r − i) + i− j, for all r0 < j ≤ i.
(ii) If Σp(r − i) ≤ p− 1, then r1 6= 0, Σp(r − i) = Σp(r) + p− 1− i and Σp(r) ≥ r0 + 1.
Proof. We have
(i) Let r− i = r′mp
m + · · ·+ r′1p+ r
′
0 be the base p-expansion of r− i. As p+ r0 − i ≡ r− i ≡ r
′
0 mod
p and 0 ≤ p+ r0 − i, r
′
0 ≤ p− 1 we have r
′
0 = p+ r0 − i. Since 0 ≤ r
′
0 + i− j = p+ r0 − j ≤ p− 1,
we obtain the base p-expansion of r − j is given by r′mp
m + · · · + r′1p + (r
′
0 + i − j). Hence
Σp(r − j) = r
′
m + · · ·+ r
′
0 + i− j = Σp(r − i) + i− j.
(ii) Suppose r1 = 0. As r ≥ p there exists 2 ≤ l ≤ m such that rl 6= 0. Let l be minimal. Then
r − i = rmp
m + · · ·+ rl+1p
l+1 + (rl − 1)p
l + (p− 1)pl−1 + · · ·+ (p− 1)p+ (p+ r0 − i) and
Σp(r − i) ≥ (p− 1) + p+ r0 − i ( ∵ l ≥ 2)
≥ p ( ∵ i ≤ p− 1, r0 ≥ 0 ),
which is a contradiction. Hence r1 6= 0 and r− i = rmp
m+ · · ·+r2p
2+(r1−1)p+(p+r0− i). Thus
Σp(r−i) = rm+ · · ·+r1−1+p+r0−i = Σp(r)+p−1−i. Since r1 ≥ 1, we have 1+r0 ≤ Σp(r).
By [Glo78, (5.1)], for every r ≥ p, we have an exact sequence
0→ Vr−2 ⊗ V0 ⊗D
θr−1,1
−−−−→ Vr−1 ⊗ V1
ϕr−1,1
−−−−→ Vr → 0.
As in Lemma 3.2, we have ϕr−1,1(Xr−i, r−1⊗V1) = Xr−i, r, for all 1 ≤ i ≤ p−1. Hence, for 2 ≤ i ≤ p−1,
we have
Xr−i, r−1 ⊗ V1
Xr−(i−1), r−1 ⊗ V1
։
Xr−i, r
Xr−(i−1),r
. (3.9)
We now derive a sufficient condition under which Xr−(i−1), r = Xr−i, r, for r0 < i ≤ p− 1.
Lemma 3.13. Let 1 ≤ i ≤ p− 1, r ≥ p and r = rmp
m + · · ·+ r1p+ r0 be the base p-expansion of r. If
r0 < i and Σp(r − i) < p− 1, then Xr−(i−1), r = Xr−i, r.
Proof. We prove the lemma by induction on i. For i = 1, the condition r0 < 1 implies r0 = 0, i.e., p | r.
Thus Σp(r−1) ≥ p−1 as r ≥ p. For r ≥ p, by [BG15, Lemma 4.1], we haveXr−1, r 6= Xr, r. So the lemma
is vacuously true for i = 1. So we may assume i ≥ 2. By (3.9), it is enough to show Xr−1−(i−2), r−1 =
Xr−1−(i−1), r−1. If r = p, then Vr−1 is irreducible, so Xr−1−(i−2), r−1 = Xr−1−(i−1), r−1. Assume r > p.
We first consider the case r0 = 0. By Lemma 3.12 (ii), we see that Σp(r− i) < p−1 implies r1 6= 0. Thus
r− 1 = rmp
m+ · · ·+ r2p
2+(r1− 1)p+p− 1. Note that Σp(r− 1− (i− 1)) = Σp(r− i) < p− 1. Applying
Lemma 3.8 for r − 1, we get Xr−1−(i−2), r−1 = Xr−1−(i−1), r−1. If 1 ≤ r0 < i, then the base p-expansion
of r− 1 is given by rmp
m + · · ·+ r2p
2 + r1p+ (r0 − 1). Thus by induction (for r − 1 and i− 1), we have
Xr−1−(i−2), r−1 = Xr−1−(i−1), r−1. This proves the inductive step and the lemma follows.
We next prove a result analogous to Lemma 3.8, in the case r0 < i.
Lemma 3.14. Let p ≤ r = rmp
m + · · · + r1p+ r0 be the base p-expansion of r. For 1 ≤ j < i ≤ p− 1
and r0 < j, we have Xr−j, r = Xr−i, r if and only if Σp(r − j) ≤ p− 1.
Proof. Since r0 < j, by Lemma 3.12 (i) (with i there equal to l), we have Σp(r− l) = Σp(r− j)− (l− j) <
p− 1, for all l such that j + 1 ≤ l ≤ i. By Lemma 3.13, we have Xr−(l−1), r = Xr−l, r for all l such that
j + 1 ≤ l ≤ i, whence Xr−j, r = Xr−(j+1), r = · · · = Xr−(i−1), r = Xr−i, r. This proves the ‘if’ part.
For the converse we claim that if Σp(r − j) > p− 1, then Xr−j, r ( Xr−(j+1), r. Suppose not. Then
by Lemma 2.2, we have Xr−j, r = Xr−(j+1), r. Thus by Lemma 3.1, there exist ak,l ∈ Fp and bl ∈ Fp for
k ∈ Fp and 0 ≤ l ≤ j such that
Xr−j−1Y j+1 =
j∑
l=0
p−1∑
k=0
ak,lX
l(kX + Y )r−l +
j∑
l=0
blX
r−lY l. (3.10)
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As above, for every positive integer t and 0 ≤ l ≤ j, define At,l :=
p−1∑
k=1
ak,lk
r−l−t. For every l, note that
At,l depends only on the congruence class of t mod (p − 1). Comparing the coefficients of X
r−tY t on
both sides of (3.10), we get
j∑
l=0
(
r − l
t
)
At,l = δj+1,t, ∀ j < t < r − j. (3.11)
Since r0 < j < p − 1, by Lucas’ theorem, we see that
(
r−l
j+1
)
≡
(
r0−l
j+1
)
≡ 0 mod p, for 0 ≤ l ≤ r0. Thus,
taking t = j + 1 in (3.11) we get
j∑
l=r0+1
(
r − l
j + 1
)
Aj+1,l = 1. (3.12)
Below we show that Aj+1,r0+1, . . . , Aj+1,j = 0 by solving a system of linear equations. This contradicts
(3.12).
Let r′mp
m + · · · + r′1p + r
′
0 be the base p-expansion of r − j. Clearly 0 ≤ r
′
0, p + r0 − j ≤ p − 1
and r′0 ≡ r − j ≡ p + r0 − j mod p. So r
′
0 = p + r0 − j. Then the assumption Σp(r − j) ≥ p implies
r′m + · · ·+ r
′
1 ≥ p− r
′
0 = j − r0 ≥ 1. Thus r = r − j + j ≥ p+ (j + r0) = 2p+ r0 ≥ 2p. Also note that
for all l such that r0 + 1 ≤ l ≤ j, the base p-expansion of r − l is given by
r − l = r − j + (j − l) = r′mp
m + · · ·+ r′1p+ (p+ r0 − l).
Thus Σp(r − (r0 + 1)) − (p − 1) = r
′
m + · · · + r
′
1 ≥ j − r0 ≥ 1 and r − (r0 + 1) ≥ (r
′
m + · · ·+ r
′
1)p ≥ p.
For every 1 ≤ u ≤ j − r0, let bu = j + 1 − u. Clearly 1 ≤ bu ≤ j ≤ p − 1. Applying Lemma 2.16 (for
r− (r0 + 1)), for every 1 ≤ u ≤ j − r0 there exists su such that p ≤ su ≤ r − r0 − 1, su ≡ bu = j + 1− u
mod p, Σp(su) = bu + u = j + 1 and
(
r−r0−1
su
)
6≡ 0 mod p. Let su = su,mp
m + · · ·+ s1,up+ su,0 be the
base p-expansion of su. By the above conditions for every 1 ≤ u ≤ j − r0, we have su,0 = j + 1− u and
su,n ≤ r
′
n, by Lucas’ theorem, for 1 ≤ n ≤ m. If 1 ≤ u < j − r0 ≤
∑m
n=1 r
′
m, then by Lemma 2.16 we
have su ≤ (r−r0−1)−p ≤ r−p < r−j, and also if u = j−r0, then r−(r0+1)−su ≥ (p−1)−sj−r0,0 =
p− 1− (r0+1) > j− (r0 +1). Thus for all 1 ≤ u ≤ j − r0, we have j < p ≤ su < r− j, so we may apply
(3.11) to obtain
j∑
l=0
(
r − l
su
)
Asu,l = 0, ∀ 1 ≤ u ≤ j − r0. (3.13)
Since su,0 = j + 1− u ≥ r0 + 1 by Lucas’ theorem, for all l such that 0 ≤ l ≤ r0, we have(
r − l
su
)
≡
(
rm
su,m
)
· · ·
(
r1
su,1
)(
r0 − l
su,0
)
≡ 0 mod p.
Again by Lucas’ theorem, for all l such that r0 + 1 ≤ l ≤ j, we have(
r − l
su
)
≡
(
r′m
su,m
)
· · ·
(
r′1
su,1
)(
p+ r0 − l
j + 1− u
)
mod p
≡
(
r − r0 − 1
su
)(
p− 1
j + 1− u
)−1(
p+ r0 − l
j + 1− u
)
mod p.
Since su ≡ Σp(su) = j + 1 mod (p− 1) and
(
r−r0−1
su
)
6≡ 0 mod p, it follows from the above computations
and (3.13) that
j∑
l=r0+1
(
p+ r0 − l
j + 1− u
)
Aj+1,l = 0, for 1 ≤ u ≤ j − r0.
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Writing the above set of equations in matrix form and applying Proposition 2.17 (i) (with a = p− 1 and
i = j− r0− 1), we obtain Aj+1,r0+1 = · · · = Aj+1,j = 0. Substituting Aj+1,r0+1, . . . , Aj+1,j = 0 in (3.12)
leads to contradiction. This shows Xr−j, r ( Xr−(j+1), r ⊆ Xr−i, r and proves the ‘only if’ part.
Combining the above lemma with Lemma 3.8, we have the following criterion for when Xr−j, r =
Xr−i, r are equal, for 1 ≤ j < i ≤ p− 1.
Lemma 3.15. Let 1 ≤ j < i ≤ p − 1 and p ≤ r = rmp
m + · · · + r1p+ r0 be the base p-expansion of r.
Then
Xr−j, r = Xr−i, r ⇐⇒ r0 6= j, j + 1, . . . , i− 1, Σp(r − j) ≤ p− 1 and Σp(r − r0) ≤ j.
Proof. Clearly the ‘if’ part follows from Lemma 3.8 and Lemma 3.14 in the case r0 ≥ i and r0 < j
respectively.
For the converse assume Xr−j, r = Xr−i, r. Then we claim that r0 6= j, j + 1, . . . , i− 1. Suppose not.
Then the coefficient of Xr−iY i in X l(kX + Y )r−l is congruent to 0 mod p, for all k ∈ Fp and 0 ≤ l ≤ j,
since
(
r−l
i
)
vanishes, by Lucas’ theorem. Hence Xr−iY i 6∈ Fp-span of {X
l(kX + Y )r−l, Xr−lY l : k ∈
Fp, 0 ≤ l ≤ j} = Xr−j, r by Lemma 3.1, which is a contradiction. Thus r0 6= j, j +1, . . . , i− 1. If r0 ≥ i,
then by Lemma 3.8, we have Σp(r− r0) ≤ j ≤ p−1, whence Σp(r− j) = Σp(r− r0)+ r0− j ≤ r0 ≤ p−1.
Similarly if r0 < j, then by Lemma 3.14, we have Σp(r − j) ≤ p− 1, whence Σp(r − r0) = Σp(r) − r0 =
Σp(r − j) + j − (p− 1)− r0 ≤ j, by Lemma 3.12 (ii). This finishes the proof.
Lemma 3.16. Let 1 ≤ i ≤ p − 1, p ≤ r ≡ r0 mod p with 0 ≤ r0 < i. If Σp(r − i) = p − 1, then
Xr−i, r/Xr−(i−1), r ∼= Vp−1−i ⊗D
i.
Proof. For any integer t ∈ {p, . . . , p+ i− 2} one checks that Σp(t− i) = t− i < p− 1. So the condition
Σp(r − i) = p − 1 implies that r ≥ p + i − 1. Let s = r − i + 1. Then s ≥ p, Σp(s − 1) = p − 1 and
s = (s− 1) + 1 ≡ Σp(s− 1) + 1 ≡ 1 mod (p− 1). Applying [BG15, Lemma 3.2] for s, we get
p−1∑
k=0
X(kX + Y )s−1 = −Xs.
Multiplying the above equation by X i−1 we get
p−1∑
k=0
X i(kX + Y )r−i = −Xr. (3.14)
Since r − i ≡ Σp(r − i) = p− 1 ≡ 0 mod (p− 1), we have ind
Γ
B(χ
r−i
1 χ
i
2) = ind
Γ
B(χ
i
2). Using Lemma 2.6
and Corollary 3.4, we get
0 Vi ⊗D
p−1 indΓB(χ
i
2) Vp−1−i ⊗D
i 0.
Xr−i, r/Xr−(i−1), r
ψi
By Lemma 2.6 (i) (for l = 0), we have
∑
k∈Fp
[( k 11 0 ), eχi2 ] is an element of Vi ⊗D
p−1 →֒ indΓB(χ
i
2). Also by
Corollary 3.4, (3.14) and Lemma 2.2 we see that
ψi
( ∑
k∈Fp
[( k 11 0 ), eχi2 ]
)
=
p−1∑
k=0
X i(kX + Y )r−i = −Xr ∈ Xr ⊆ Xr−(i−1).
Thus we get the composition Vi ⊗D
p−1 →֒ indΓB(χ
r−i
1 χ
i
2)։ Xr−i, r/Xr−(i−1), r is the zero map. Hence
Vp−1−i ⊗ D
i
։ Xr−i, r/Xr−(i−1), r. If r0 = i − 1, then Xr−i, r/Xr−(i−1), r 6= 0 by Lemma 3.15. If
r0 < i − 1, then Σp(r − (i − 1)) = Σp(r − i) + 1 = p by Lemma 3.12 (i), whence Xr−i, r/Xr−i−1, r 6= 0,
by Lemma 3.15. Therefore Xr−i, r/Xr−(i−1), r ∼= Vp−1−i ⊗D
i in either case.
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Next we prove that if Σp(r− i) > p− 1, then Xr−i, r/Xr−(i−1), r is isomorphic to the principal series
representation indΓB(χ
r−i
1 χ
i
2).
Lemma 3.17. Let (i + 1)(p + 1) ≤ r ≡ r0 mod p with 0 ≤ r0 < i. If Σp(r − i) > p − 1, then
Xr−i, r/Xr−(i−1), r ∼= ind
Γ
B(χ
r−i
1 χ
i
2). As a consequence, dimXr−i, r/Xr−(i−1), r = p+ 1.
Proof. By Corollary 3.4, we have ψi : ind
Γ
B(χ
r−i
1 χ
i
2) ։ Xr−i, r/Xr−(i−1), r. We claim that ψi is an
isomorphism. As ψi is surjective, it is enough to show that ψi is injective. By Lemma 2.6 (i) (for l = 0)
and (ii) (for l = p − 1), we know that
∑
λ∈Fp
( λ 11 0 )[1, eχr−i1 χi2
] and
∑
λ∈F∗p
( λ 11 0 )[1, eχr−i1 χi2
] are elements
of the two sub-quotients V[2i−r] ⊗D
r−i and Vp−1−[2i−r] ⊗D
i respectively of indΓB(χ
r−i
1 χ
i
2). Hence it is
enough to prove that these elements have non-zero image under ψi. Indeed, if
F (X,Y ) :=
∑
λ∈Fp
(
λ 1
1 0
)
ψi([1, eχr−i1 χi2
]) =
∑
λ∈Fp
X i(λX + Y )r−i ∈ Xr−(i−1), r,
then by Lemma 3.1, there exist Al, Bl and ck,l ∈ Fp for 0 ≤ l ≤ i− 1 and 1 ≤ k ≤ p− 1, such that
F (X,Y ) =
i−1∑
l=0
AlX
lY r−l +
i−1∑
l=0
BlX
r−lY l −
i−1∑
l=0
p−1∑
k=1
ck,lX
l(kX + Y )r−l. (3.15)
Observe that the coefficient of XtY r−t in F (X,Y ) is zero if t 6≡ i mod (p− 1). Therefore (3.15) reduces
to
F (X,Y ) =
i−1∑
l=0
BlX
r−lY l −
i−1∑
l=0
Cl
∑
l≤j≤r
j≡i mod (p−1)
(
r − l
r − j
)
XjY r−j, (3.16)
where Cl =
p−1∑
k=1
ki−lck,l. Comparing the coefficients of X
tY r−t on both sides of (3.16), we get
(
r − i
t− i
)
=
i−1∑
l=0
Cl
(
r − l
t− l
)
, ∀ i ≤ t ≤ r − i and t ≡ i mod (p− 1). (3.17)
Let r = rmp
m + · · · + r1p + r0 be the base p-expansion of r. Since r − (r0 + 1) ≡ p − 1 mod p and
r− (r0+1) < r, note that the base p-expansion of r− (r0+1) is of the form r
′
mp
m+ · · ·+ r′1p+ p− 1 for
some r′m, . . . , r
′
1. As r0 < i, we have the base p-expansion of r−i is given by r
′
mp
m+ · · ·+r′1p+(p+r0−i).
Then the condition Σp(r−i) > p−1 implies r
′
m+· · ·+r
′
1 ≥ i−r0. We now show that Cr0+1, . . . , Ci−1 = 0.
Note that this statement is vacuous if i = r0+1. So we may assume i > r0+1. For every 1 ≤ u < i− r0,
let bu = i− u. Clearly 0 ≤ r0 ≤ bu ≤ i− 1 ≤ p− 1. By Lemma 2.16 (applied for r − (r0 + 1)), for every
1 ≤ u < i− r0, we can find an integer su such that p ≤ su ≤ r− r0 − 1− p ≤ r− p, su ≡ bu = i− u mod
p, Σp(su) = bu + u = i and
(
r−(r0+1)
su
)
6≡ 0 mod p. Noting that su ≡ Σp(su) = i mod (p− 1), by (3.17),
we get (
r − i
su − i
)
=
i−1∑
l=0
Cl
(
r − l
su − l
)
.
Since su ≡ i− u mod p and i− u > r0, for 1 ≤ u < i− r0, by Lucas’ theorem, we have
(
r − l
su − l
)
≡
{
(∗)
(
r0−l
i−u−l
)
, if 0 ≤ l ≤ r0,
(∗)
(
p+r0−l
p+i−u−l
)
, if i− u < l ≤ i,
≡ 0 mod p,
where (∗) denotes the contribution from the higher order terms in the base p-expansion. Hence, for every
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1 ≤ u < i− r0, we have
i−u∑
l=r0+1
Cl
(
r − l
su − l
)
= 0. (3.18)
Since su ≡ i − u mod p and su ≤ r, we get the base p-expansion of su is given by su = su,mp
m + · · ·+
su,1p+ (i − u), for some su,m, . . . , su,1. By Lucas’ theorem and the choice of su, for 1 ≤ u < i − r0, we
have (
r − i+ u
su − i+ u
)
≡
(
r′m
su,m
)
· · ·
(
r′1
su,1
)(
p+ r0 − i+ u
0
)
mod p
≡
(
r − r0 − 1
su
)(
p− 1
i− u
)−1
mod p
6≡ 0 mod p.
Writing (3.18) in matrix form and noting that the anti-diagonal entries
(
r−i+u
su−i+u
)
6≡ 0 mod p for 1 ≤ u <
i− r0, we see that Cr0+1 = · · · = Ci−1 = 0. Thus (3.17) reduces to(
r − i
r − t
)
=
r0∑
l=0
Cl
(
r − l
r − t
)
, ∀ i ≤ t ≤ r − i and t ≡ i mod (p− 1). (3.19)
We now show that the above system of equations leads to a contradiction by considering various cases.
If r1 = 0, then m ≥ 2 and r ≥ p
2. Let j > 1 be the smallest positive integer such that rj 6= 0. Then
r − i = rmp
m + · · ·+ rj+1p
j+1 + (rj − 1)p
j + (p− 1)pj−1 + · · ·+ (p− 1)p+ (p+ r0 − i).
Let s = (p− 2)p+ i + 1 ≡ i mod (p− 1). Since i ≤ p− 1, note that p ≤ s ≤ p2 − p ≤ r − p. By (3.19),
we have (
r − i
s− i
)
=
r0∑
l=0
Cl
(
r − l
s− l
)
.
By Lucas’ theorem,
(
r−i
s−i
)
≡
(
p−1
p−2
)(
p+r0−i
1
)
6≡ 0 mod p, and for 0 ≤ l ≤ r0, we have
(
r − l
s− l
)
≡


(
r1
p−2
)(
r0−l
i+1−l
)
, if i < p− 1,(
r1
p−1
)(
r0−l
0
)
, if i = p− 1, l = 0,(
r1
p−2
)(
r0−l
p−l
)
, if i = p− 1, l 6= 0,
≡ 0 mod p ( ∵ r1 = 0, r0 < p).
This leads to a contradiction.
If rm + · · ·+ r1 ≥ i+1, then by Lemma 2.16 (applied for r− i, u = i and b = p− i− 1 ≤ p+ r0 − i),
there exists p ≤ s ≤ r− i− p, s ≡ p− i− 1 mod p, Σp(s) = p− 1 and
(
r−i
s
)
6≡ 0 mod p. Taking t = s+ i
in (3.19), we get (
r − i
s
)
=
r0∑
l=0
Cl
(
r − l
s+ i− l
)
.
As s + i − l ≡ p − 1 − l mod p, for 0 ≤ l ≤ r0, we have 0 ≤ r0 − l < i − l ≤ p − 1 − l, whence by
Lucas’ theorem,
(
r−l
s+i−l
)
≡ (∗)
(
r0−l
p−1−l
)
≡ 0 mod p, where (∗) denotes the contribution form higher order
terms in the base p-expansion. However by the choice of s we have
(
r−i
s
)
6≡ 0 mod p. Again we obtain a
contradiction.
Finally, suppose r1 6= 0 and rm + · · ·+ r1 ≤ i. So r − i = rmp
m + · · ·+ r2p
2 + (r1 − 1)p+ p+ r0 − i
in this case. By the hypotheses Σp(r − i) > p − 1 and r1 6= 0, it follows i − r0 < rm + · · · + r1. Hence
rm + · · · + r1 = i + 1 − r0 + w, for some 0 ≤ w ≤ r0 − 1. If m = 1, then (i + 1)(p + 1) ≤ r =
r1p + r0 = (i + 1 − r0 + w)p + r0 < ip + i which is not possible. So m ≥ 2. Let s = r − w − p and
s′ = r − w − pm. Since Σp(r) ≡ r mod (p− 1), we see that s, s
′ ≡ i mod (p− 1). Since rm, r1 ≥ 1 we
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have r ≥ pm + p+ r0 ≥ p
m + p+ w, so p ≤ s, s′ ≤ r − p. By (3.19) with t = s, s′, we get
(
r − i
s− i
)
=
r0∑
l=0
Cl
(
r − l
s− l
)
,
(
r − i
s′ − i
)
=
r0∑
l=0
Cl
(
r − l
s′ − l
)
.
By Lucas’ theorem,
(
r−l
s−l
)
≡
(
rm
rm
)
· · ·
(
r2
r2
)(
r1
r1−1
)(
r0−l
r0−w−l
)
≡ r1
(
r0−l
r0−w−l
)
mod p if 0 ≤ l ≤ r0−w. Similarly,(
r−l
s′−l
)
≡
(
rm
rm−1
)
· · ·
(
r2
r2
)(
r1
r1
)(
r0−l
r0−w−l
)
≡ rm
(
r0−l
r0−w−l
)
mod p if 0 ≤ l ≤ r0 −w. If r0 −w+ 1 ≤ l ≤ r0, then
s− l, s′ − l ≡ p+ r0 − w − l mod p and p+ r0 − w − l > r0 − l, so it follows from Lucas’ theorem that(
r−l
s−l
)
,
(
r−l
s′−l
)
≡ 0 mod p, for r0 − w + 1 ≤ l ≤ r0. Therefore
(
r − i
s− i
)
= r1
r0−w∑
l=0
Cl
(
r0 − l
r0 − w − l
)
,
(
r − i
s′ − i
)
= rm
r0−w∑
l=0
Cl
(
r0 − l
r0 − w − l
)
.
Thus
(
r−i
s−i
)(
r−i
s′−i
)−1
≡ r1r
−1
m mod p. By Lucas’ theorem,
(
r − i
s− i
)(
r − i
s′ − i
)−1
≡ r−1m (r1 − 1) mod p
This again leads to contradiction.
Next consider G(X,Y ) :=
∑
λ∈F∗p
X i(λX + Y )r−i and note that F (X,Y ) − G(X,Y ) = X iY r−i. So
the coefficient of XsY r−s in F (X,Y ) and G(X,Y ) agree if s 6= i. In the proof above for F (X,Y ) we
only compared the coefficients of XsY r−s for s 6= i. So imitating the proof above for F (X,Y ) we get
G(X,Y ) 6∈ Xr−(i−1),r. This finishes the proof of the lemma.
Putting together all the results obtained so far we have following result.
Corollary 3.18. Let p ≥ 3, 1 ≤ i ≤ p− 1, (i+ 1)(p+ 1) < r and r0 < i.Then
Xr−i, r
Xr−(i−1), r
∼=


(0), if Σp(r − i) < p− 1,
Vp−1−i ⊗D
i, if Σp(r − i) = p− 1,
indΓB(χ
r−i
1 χ
i
2), if Σp(r − i) > p− 1.
Proof. The three assertions follow from Lemma 3.13, Lemma 3.16 and Lemma 3.17 respectively.
Lemma 3.19. Let p ≥ 3, 1 ≤ i ≤ p− 1, (i + 1)(p+ 1) < r ≡ r0 mod p with 0 ≤ r0 < i. Then we have
(i) If Σp(r − i) > p− 1, then Xr−i, r/Xr−r0, r
∼= Vi−r0−1 ⊗ ind
Γ
B(χ
r−i
1 χ
r0+1
2 ).
(ii) If Σp(r − i) ≤ p− 1, then
0→ VΣp(r−r0)−2 ⊗ ind
Γ
B(χ1χ
r0+1
2 )→ Xr−i, r/Xr−r0, r → Vp−1−Σp(r) ⊗D
Σp(r) → 0.
Proof. Note that
(i) By Lemma 3.12 (i), we have Σp(r − j) = Σp(r − i) + i − j > p − 1, for all r0 < j ≤ i. Hence by
Lemma 3.17, we have dimXr−j,r/Xr−(j−1),r = p+1, for all r0 < j ≤ i. Thus dimXr−i, r/Xr−r0, r =
i∑
j=r0+1
dimXr−j, r/Xr−(j−1), r = (i − r0)(p + 1) = (dim Vi−r0−1) × (dim ind
Γ
B(χ
r−i
1 χ
r0+1
2 )). Now
assertion (i) follows from Proposition 3.3.
(ii) By Lemma 3.12 (ii), we have Σp(r) = Σp(r − i) − (p − 1) + i ≤ i and Σp(r) ≥ r0 + 1. Thus by
Lemma 3.12 (i), we have Σp(r − Σp(r)) = Σp(r − i) + i − Σp(r) = p − 1 whence Xr−Σp(r), r =
Xr−i, r and Xr−Σp(r), r/Xr−(Σp(r)−1), r
∼= Vp−1−Σp(r) ⊗ D
Σp(r) by Lemma 3.14 and Lemma 3.16
respectively. We now claim that the inequality Σp(r) ≥ r0 + 1 is strict. If Σp(r) = r0 + 1, then
r = pn + r0 for some n ≥ 1. Since Σp(r − i) ≤ p − 1 and r0 < i, we have r = p + r0. Thus
r = p + r0 < 2p ≤ (i + 1)(p + 1) which is a contradiction as i ≥ 1. Hence Σp(r) > r0 + 1.
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So by Lemma 3.12 (i), we have Σp(r − (Σp(r) − 1)) = Σp(r − i) + i − Σp(r) + 1 = p, whence
Xr−(Σp(r)−1), r/Xr−r0, r
∼= VΣp(r)−r0−2 ⊗ ind
Γ
B(χ1χ
r0+1
2 ), by part (i). Putting all these together in
the following exact sequence
0→ Xr−(Σp(r)−1), r/Xr−r0, r → Xr−Σp(r), r/Xr−r0, r → Xr−Σp(r), r/Xr−(Σp(r)−1), r → 0,
part (ii) follows as the middle term equals Xr−i, r/Xr−r0, r.
Using the above lemma in conjunction with Theorem 3.9, we obtain the following result which de-
scribes the structure of Xr−i, r in the case r0 < i.
Theorem 3.20. Let p ≥ 3, 1 ≤ i ≤ p− 1 and (i+ 1)(p+ 1) < r ≡ r0 mod p with 0 ≤ r0 < i. Then
(i) If Σp(r − r0) ≥ p, then as M -modules we have Xr−i, r ∼= Xr−i, r−i ⊗ Vi.
(ii) If Σp(r − r0) ≤ p− 1 and Σp(r − i) ≥ p, then as Γ-modules we have
0→ VΣp(r−r0) ⊗ Vr0 → Xr−i, r → Vi−r0−1 ⊗ ind
Γ
B(χ
r−i
1 χ
r0+1
2 )→ 0.
(iii) If Σp(r − r0) ≤ p− 1 and Σp(r − i) ≤ p− 1, then as Γ-modules we have
0→ VΣp(r−r0) ⊗ Vr0 → Xr−i, r →W → 0,
where W is an extension of VΣp(r−r0)−2 ⊗ ind
Γ
B(χ1χ
r0+1
2 ) by Vp−1−Σp(r) ⊗D
Σp(r).
Proof. Using Lemma 2.2, we get the following exact sequence
0→ Xr−r0, r → Xr−i, r → Xr−i, r/Xr−r0, r → 0.
If Σp(r−i) ≤ p−1, then by Lemma 3.12 (ii), we have Σp(r)−r0 = Σp(r−i)−(p−1)+i−r0 ≤ i−r0 ≤ p−1.
Thus Σp(r) − r0 = Σp(r − r0) ≥ p implies Σp(r − i) ≥ p. Hence by Proposition 3.6 (for i = r0) and
Lemma 3.19 (i), we get dimXr−i, r = dimXr−r0, r+dimXr−i, r/Xr−r0, r = (r0+1)(p+1)+(i−r0)(p+1) =
(i + 1)(p + 1) ≥ dimXr−i, r−i × dimVi. Thus by Lemma 3.2, we have Xr−i, r−i ∼= Xr−i, r−i ⊗ Vi. This
proves (i). By Theorem 3.9 (applied for i = r0), we have
Xr−r0, r
∼=
{
Xr−r0, r−r0 ⊗ Vr0 , if r0 ≤ Σp(r − r0) ≤ p− 1,
Xr−Σp(r−r0), r−Σp(r−r0) ⊗ VΣp(r−r0), if Σp(r − r0) < r0.
Note that if r ≥ p, then Σp(r − r0) ≥ 1, whence Σp(r − r0) ≥ 1 in the setting of lemma. If r0 ≤
Σp(r − r0) ≤ p− 1, then since r − r0 ≡ Σp(r − r0) mod (p− 1), we have Xr−r0, r
∼= VΣp(r−r0) ⊗ Vr0 , by
Lemma 2.5 (i). If 1 ≤ Σp(r − r0) < r0, then since r − Σp(r − r0) ≡ r0 mod (p− 1) with 1 ≤ r0 ≤ p− 1,
we have Xr−r0, r
∼= Vr0 ⊗ VΣp(r−r0), by Lemma 2.5 (i). Hence Xr−r0, r
∼= VΣp(r−r0) ⊗ Vr0 in either
case. Now parts (ii) and (iii) follow from the short exact sequence above, and Lemma 3.19 (i) and (ii)
respectively.
Remark 3.21. Using Lemma 3.12 (ii), the condition Σp(r − i) ≤ p − 1 implies that Σp(r − r0) =
Σp(r) − r0 = Σp(r − i) + i − (p− 1)− r0 ≤ i − r0 ≤ p− 1. So the extra assumption Σp(r − r0) ≤ p− 1
in part (iii) of the above theorem is redundant.
As a corollary, we have the following dimension formula.
Corollary 3.22. Let p ≥ 3, 1 ≤ i ≤ p− 1 and (i + 1)(p+ 1) < r ≡ r0 mod p with 0 ≤ r0 < i. Then
dimXr−i, r =


(i + 1)(p+ 1), if Σp(r − r0) ≥ p,
(i − r0)(p+ 1) + (Σp(r − r0) + 1)(r0 + 1), if Σp(r − r0) ≤ p, Σp(r − i) ≥ p,
(p+ r0 + 1)Σp(r − r0), if Σp(r − i) < p.
29
4. Structure of Q
Recall that θ = XpY − XY p, V
(m)
r = {F (X,Y ) ∈ Fp[X,Y ] : θ
m | F in Fp[X,Y ]} and X
(m)
r−i, r =
V
(m)
r ∩Xr−i, r for 0 ≤ i ≤ r and m ∈ Z≥0. In this section, we study the quotient module Q(i) of Vr, for
0 ≤ i ≤ p− 1, defined by
Q(i) =
Vr
Xr−i, r + V
(i+1)
r
.
Similarly, for 1 ≤ i ≤ p− 1, let
P (i) =
Vr
Xr−(i−1), r + V
(i+1)
r
.
These modules play an important role in the study of the reductions of Galois representations mod p via
the mod p local Langlands correspondence.
Observe that, for 1 ≤ i ≤ p− 1, we have the following exact sequence
0→
Xr−(i−1), r + V
(i)
r
Xr−(i−1), r + V
(i+1)
r
→ P (i)→ Q(i− 1)→ 0, (4.1)
where the first map is the inclusion and the last map is the quotient map. By the second isomorphism
theorem, we have (Xr−(i−1), r + V
(i)
r )/(Xr−(i−1), r + V
(i+1)
r ) is isomorphic to V
(i)
r /(X
(i)
r−(i−1), r + V
(i+1)
r ),
which is also the cokernel of the map
X
(i)
r−(i−1), r/X
(i+1)
r−(i−1), r →֒ V
(i)
r /V
(i+1)
r .
In the process of determining theQ(i) in the section, we will need to determine the quotientsX
(j)
r−i, r/X
(j+1)
r−i, r ,
for 0 ≤ i, j ≤ p − 1, cf. Lemma 4.3, Lemma 4.4, Proposition 4.8, Proposition 4.17, Proposition 4.21,
Proposition 4.27, Proposition 4.33 and Proposition 4.37 below. Since the structure of V
(i)
r /V
(i+1)
r is well
known, cf. Lemma 2.12, we can deduce the structure of the cokernel of the map above. So in principle
we may deduce the structure of P (i) from Q(i− 1), and so for the rest of this paper we concentrate on
determining just the Q(i).
Note that the definition of Q(i) and P (i) involves r. In this section, to simplify notation we often
denote Xr−i, r by just Xr−i etc. For every 0 ≤ i ≤ p− 1 and m,n ∈ Z≥0 with n ≤ m, we have
X
(n)
r−i →֒ V
(n)
r ։ V
(n)
r /V
(m)
r .
Clearly the kernel of the composition is X
(m)
r−i . For every 0 ≤ i ≤ p− 1, we have an exact sequence
0→ Xr−i/X
(i+1)
r−i → Vr/V
(i+1)
r → Q(i)→ 0, (4.2)
where the leftmost map is induced by inclusion and the rightmost map is the quotient map.
In [Glo78, (4.2)], Glover showed that Vr/V
(1)
r is periodic with period p− 1, for r ≥ p. We generalize
this result using the ring of dual numbers etc. to show that Vr/V
(m)
r is periodic with period p(p − 1),
i.e., Vr/V
(m)
r
∼= Vr+p(p−1)/V
(m)
r+p(p−1), for 1 ≤ m ≤ p− 1 and r ≥ m(p+ 1)− 1.
Lemma 4.1. Let 1 ≤ m ≤ p, and let r ≥ s ≥ m(p+ 1)− 1. If r ≡ s mod p(p− 1), then
Vr
V
(m)
r
∼=
Vs
V
(m)
s
.
Proof. Let ǫ be a variable and let R = Fp[ǫ]/(ǫ
m). Let G(R) = GL2(R) and B(R) denote the Borel
subgroup consisting of the upper triangular matrices in G(R). Define a map ψr : Vr → ind
G(R)
B(R)(χ
r), by
ψr(P (X,Y ))(γ) = P ((0, 1)γ) = P (c, d),
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for all γ =
(
a b
c d
)
∈ G(R) and P (X,Y ) ∈ Vr. Observe that, for γ =
(
a b
c d
)
∈ G(R), γ′ =
(
a′ b′
0 d′
)
∈ B(R)
and P (X,Y ) ∈ Vr, we have
ψr(P (X,Y ))(γ
′γ) = P (cd′, dd′) = d′rP (c, d) = γ′ · ψr(P (X,Y ))(γ),
so ψr(P (X,Y )) ∈ ind
G(R)
B(R)(χ
r) and ψr is well-defined. For γ1 =
(
a1 b1
c1 d1
)
∈ Γ and γ2 =
(
a2 b2
c2 d2
)
∈ G(R),
we have
ψr(γ1 · P (X,Y ))(γ2) = (γ1 · P )(c2, d2) = P (a1c2 + c1d2, b1c2 + d1d2) = ψr(P (X,Y ))(γ2γ1)
= (γ1 · ψr(P (X,Y )))(γ2)
Thus ψr is Fp[Γ]-linear, as ψr is Fp-linear. We next show that ker ψr = V
(m)
r . For c = c0 + c1ǫ + · · ·+
cm−1ǫ
m−1 and d = d0 + d1ǫ+ · · ·+ dm−1ǫ
m−1 ∈ R we have
cpd− cdp = c0d− cd0 ∈ ǫR.
So (cpd− cdp)m = 0 and V
(m)
r ⊆ ker ψr. Conversely let P (X,Y ) =
r∑
i=0
aiX
r−iY i ∈ ker ψr. Then
ψr(P (X,Y ))
(
ǫm−1 −1
1 ǫ
)
= P (1, ǫ) =
r∑
i=0
aiǫ
i =
m−1∑
i=0
aiǫ
i ( ∵ ǫm = 0).
So a0, a1, . . . , am−1 = 0 and Y
m | P (X,Y ). Since ψr is Γ-linear we see that for all γ ∈ Γ, γ · P (X,Y ) ∈
ker ψr, whence γ
−1 · Y m | P (X,Y ). Taking γ =
(
−λ −1
1 0
)
for λ ∈ Fp, we see that (X − λY )
m | P (X,Y ),
for λ ∈ Fp. Hence P (X,Y ) ∈ V
(m)
r and ker ψr ⊆ V
(m)
r . This shows that ker ψr = V
(m)
r . Thus ψr
induces an injective map ψr : Vr/V
(m)
r → ind
G(R)
B(R)(χ
r). Let r, s be as in hypothesis. Then we have
ind
G(R)
B(R)(χ
s) = ind
G(R)
B(R)(χ
r), as χr−s is the trivial character. By Lemma 2.11, the set Λ provides a basis
of Vr/V
(m)
r and similarly of Vs/V
(m)
s . For γ =
(
a b
c d
)
∈ G(R) and 0 ≤ i ≤ s−m, we have
ψs(X
s−iY i)(γ) =
{
0, if c ∈ ǫR,
cs−idi, if c 6∈ ǫR.
= ψr(X
r−iY i)(γ),
since r ≡ s mod p(p−1). Since s−m ≥ m(p+1)−(m+1), we see that ψs and ψr agree on the first kind of
basis elements in Λ. Similarly for s−m < i ≤ s, one checks that ψs(X
s−iY i)(γ) = ψr(X
s−iY r−s+i)(γ).
Since r −m < r − s+ i ≤ r, we see that that ψs and ψr also agree on the second kind of basis elements
in Λ. Thus ψs(Vs/V
(m)
s ) = ψr(Vr/V
(m)
r ) and we have a Γ-linear isomorphism
ψ : Vs/V
(m)
s
ψs
−→ ψs(Vs/V
(m)
s ) = ψr(Vr/V
(m)
r )
ψ−1r−→ Vr/V
(m)
r .
For n ≥ 0 and 0 ≤ j ≤ i ≤ p − 1, we have X
(n)
r−j ⊆ X
(n)
r−i, by Lemma 2.2. Therefore, for every
0 ≤ j ≤ i ≤ p− 1 and 0 ≤ n ≤ m, we have
X
(n)
r−j/X
(m)
r−j ⊆ X
(n)
r−i/X
(m)
r−i ⊆ V
(n)
r /V
(m)
r .
As a corollary, we obtain
Corollary 4.2. Let 0 ≤ n < m ≤ p, 0 ≤ i ≤ p− 1, r ≥ s ≥ m(p+ 1)− 1. If r ≡ s mod p(p− 1), then
V
(n)
r
V
(m)
r
∼=
V
(n)
s
V
(m)
s
and
X
(n)
r−i
X
(m)
r−i
∼=
X
(n)
s−i
X
(m)
s−i
.
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In particular, Q(i) is periodic with period p(p− 1), for all 0 ≤ i ≤ p− 1 and all r ≥ i(p+ 1) + p.
Proof. Let ψ : Vs/V
(m)
s → Vr/V
(m)
r be defined as in the proof of Lemma 4.1. Explicitly we have
ψ(Xs−iY i + V (m)s ) =
{
Xr−iY i + V
(m)
r , if 0 ≤ i ≤ s−m
Xs−iY r−s+i + V
(m)
r , if s−m < i ≤ s.
We claim that ψ(V
(n)
s /V
(m)
s ) = V
(n)
r /V
(m)
r . Let F (X,Y ) =
∑s
j=0 ajX
s−jY j ∈ V
(n)
s . Then
ψ(F (X,Y ) + V (m)s ) =
s−m∑
j=0
ajX
r−jY j +
s∑
j=s−(m−1)
ajX
s−jY r−s+j + V (m)r .
Clearly the coefficient of Xs−iY i (resp. X iY s−i) and Xr−iY i (resp. X iY r−i) in F and ψ(F ) are equal
if 0 ≤ i < n, so the both vanish as F ∈ V
(n)
s . Also noting that r ≡ s mod p, for 1 ≤ t ≤ p − 1 and
0 ≤ l < n ≤ p− 1, by Lucas’ theorem, we have
∑
0≤j≤s−m
j≡t mod (p−1)
aj
(
j
l
)
+
∑
s−m<j≤s
j≡t mod (p−1)
aj
(
r − s+ j
l
)
≡
∑
0≤j≤s
j≡t mod (p−1)
aj
(
j
l
)
mod p.
Since F ∈ V
(n)
s we see that the right hand side vanishes, by Lemma 2.8. Hence by Lemma 2.8, we obtain
ψ(F ) ∈ V
(n)
r , so ψ induces an injective map V
(n)
s /V
(m)
s → V
(n)
r /V
(m)
r , for all 0 ≤ n ≤ m. Since dim
V
(n)
s /V
(m)
s = dimV
(n)
r /V
(m)
r , the above map is an isomorphism.
Since Xr−iY i generatesXr−i and ψ(X
s−iY i+V
(m)
s ) = Xr−iY i+V
(m)
r we see that ψ(Xs−i+V
(m)
s ) =
Xr−i+ V
(m)
r . Thus ψ(X
(n)
s−i + V
(m)
s ) = ψ((Xs−i + V
(m)
s )∩ (V
(n)
s + V
(m)
s )) = ψ(Xs−i + V
(m)
s )∩ψ(V
(n)
s +
V
(m)
s ) = (Xr−i ∩ V
(n)
r ) + V
(m)
r = X
(n)
r−i + V
(m)
r . By the second isomorphism theorem, we have
X
(n)
s−i
X
(m)
s−i
∼=
X
(n)
s−i + V
(m)
s
V
(m)
s
ψ
∼=
X
(n)
r−i + V
(m)
r
V
(m)
r
∼=
X
(n)
r−i
X
(m)
r−i
.
The periodicity of Q(i) now follows immediately from the exact sequence (4.2).
For every 0 ≤ j ≤ i ≤ p− 1, we have the following commutative diagram:
0 0 0
0
X
(j)
r−i
X
(i+1)
r−i
Xr−i
X
(i+1)
r−i
Xr−i
X
(j)
r−i
0
0
V (j)r
V
(i+1)
r
Vr
V
(i+1)
r
Vr
V
(j)
r
0
0
V (j)r
X
(j)
r−i
+V
(i+1)
r
Q(i) Vr
Xr−i+V
(j)
r
0,
0 0 0
(4.3)
where the leftmost bottom entry is isomorphic to (Xr−i + V
(j)
r )/(Xr−i + V
(i+1)
r ), by the second isomor-
phism theorem. Recall that Vr ⊇ V
(1)
r ⊇ · · · is a descending chain of submodules of Vr. By Lemma 2.12,
we know the structure of the quotients of successive terms in the chain, hence we know the structure of
arbitrary quotients in the chain. Thus by the commutative diagram above, to determine the structure
of Q(i), it is enough to determine the quotients X
(n)
r−i/X
(m)
r−i , for all 0 ≤ n ≤ m. These quotients in turn
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are determined by X
(j)
r−i/X
(j+1)
r−i , for j ≥ 0.
The first result describes Xr−i/X
(1)
r−i, for 0 ≤ i ≤ p− 1.
Lemma 4.3. Let p ≥ 2 and p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. For 0 ≤ i ≤ p− 1 we have
Xr−i
X
(1)
r−i
∼=
{
Va, if 0 ≤ i < a,
Vr/V
(1)
r , if a ≤ i ≤ p− 1.
Proof. By [Glo78, (4.5)], we haveXr/X
(1)
r
∼= Va. For 0 ≤ i ≤ p−1, we have Va ∼= Xr/X
(1)
r ⊆ Xr−i/X
(1)
r−i.
Since Xr−iY i generates Xr−i as a Γ-module, we see that X
r−iY i generates Xr−i/X
(1)
r−i. Therefore
Xr−i/X
(1)
r−i = Vr/V
(1)
r if and only if the image of Xr−iY i in the quotient Vp−1−a ⊗ D
a of Vr/V
(1)
r in
the exact sequence (2.4) (for m = 0) is non-zero if and only if i ≥ a, by Lemma 2.12 (for m = 0). This
finishes the proof.
Recall that [n] denotes the congruence class of n modulo (p − 1) in {1, 2, . . . , p − 1}, for n ∈ Z.
We now make an important further reduction. For 1 ≤ j ≤ p − 1, we show that X
(j)
r−i/X
(j+1)
r−i equals
X
(j)
r−j′/X
(j+1)
r−j′ , where j
′ is the largest integer among the integers 0, j and [r−j] which is less than or equal
to i. In order to do this, it is convenient to introduce the following notation. For every 0 ≤ i, j ≤ p− 1,
define the following subquotient of V
(j)
r /V
(j+1)
r by
Yi,j :=
X
(j)
r−i/X
(j+1)
r−i
X
(j)
r−(i−1)/X
(j+1)
r−(i−1)
.
By the second and third isomorphism theorems respectively, we have
X
(j)
r−i/X
(j+1)
r−i
X
(j)
r−(i−1)/X
(j+1)
r−(i−1)
∼=
X
(j)
r−i/X
(j+1)
r−i
(X
(j)
r−(i−1) +X
(j+1)
r−i )/X
(j+1)
r−i
∼=
X
(j)
r−i
X
(j)
r−(i−1) +X
(j+1)
r−i
,
and, by the analog of the Zassenhaus lemma [Lan02, Lemma 3.3] for modules and the inclusions X
(j+1)
r−i ⊆
X
(j)
r−i ⊆ V
(j)
r , we have
X
(j)
r−i
X
(j)
r−(i−1) +X
(j+1)
r−i
=
(
Xr−i ∩ V
(j)
r
)
+X
(j+1)
r−i(
Xr−(i−1) ∩ V
(j)
r
)
+X
(j+1)
r−i
∼=
X
(j)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
.
Hence
Yi,j ∼=
X
(j)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
. (4.4)
Lemma 4.4. Let p ≥ 2, 0 ≤ i ≤ p − 1 and 1 ≤ j ≤ p − 1. For every p ≤ r ≡ a mod (p − 1) with
1 ≤ a ≤ p− 1, and we have
X
(j)
r−i
X
(j+1)
r−i
=


X
(j)
r−j/X
(j+1)
r−j , if j ≤ i < [a− j] or [a− j] ≤ j ≤ i,
X
(j)
r−[a−j]/X
(j+1)
r−[a−j], if [a− j] ≤ i < j or j ≤ [a− j] ≤ i,
X
(j)
r /X
(j+1)
r , if i < j ≤ [a− j] or i < [a− j] ≤ j.
Proof. If i = 0, then there is nothing to prove. So assume i ≥ 1. We claim that for i ≥ 1 and j 6= i,
[a − i], we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1). Suppose not. Then Yi,j , a non-zero subquotient
of V
(j)
r /V
(j+1)
r , and (X
(j)
r−i + Xr−(i−1))/(X
(j+1)
r−i + Xr−(i−1)), a subquotient of Xr−i/Xr−(i−1), have a
common JH factor, by (4.4). Therefore, by Lemma 2.10 and Corollary 3.4, we get indΓB(χ
j
1χ
r−j
2 ) and
indΓB(χ
r−i
1 χ
i
2) have a common JH factor. But this is not possible by Corollary 2.7, since j 6= [a − i], i.
This proves the claim.
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Since 1 ≤ i, j ≤ p − 1, we have j 6= i, [a − i] if and only if i 6= j, [a − j]. If j ≤ i < [a − j] or
[a− j] ≤ j ≤ i, then applying the claim above repeatedly, we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1) =
· · · = X
(j)
r−j/X
(j+1)
r−j . Similarly if [a − j] ≤ i < j or j ≤ [a − j] ≤ i, then by the claim above, we have
X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1) = · · · = X
(j)
r−[a−j]/X
(j+1)
r−[a−j]. Finally if i < j ≤ [a−j] or i < [a−j] ≤ j,
then by the claim above we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1) = · · · = X
(j)
r /X
(j+1)
r .
Corollary 4.5. Let p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1 and 0 ≤ i, j ≤ p− 1 with i 6= a. Then
(i) If j 6= i, [a− i], then we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1).
(ii) Let i′ = min{i, [a− i]}. Then Xr−i = Xr−(i−1)+X
(i′)
r−i. As a consequence, Xr−i ⊆ Xr−(i−1)+V
(i′)
r .
Proof. The first assertion follows from Lemma 4.3 if j = 0 and the claim proved in Lemma 4.4 if
j ≥ 1 . To prove the second assertion we claim that Xr−i/X
(i′)
r−i = Xr−(i−1)/X
(i′)
r−(i−1). Assuming
the claim by the second isomorphism theorem we have Xr−i/X
(i′)
r−i = (Xr−(i−1) + X
(i′)
r−i)/X
(i′)
r−i. Hence
Xr−i = Xr−(i−1) +X
(i′)
r−i.
We prove the claim by recursively showing that Xr−i/X
(j)
r−i = Xr−(i−1)/X
(j)
r−(i−1), for every j ≤ i
′.
For j = 0, there is nothing to prove as both the quotients are zero. For j ≥ 1, we have the following
commutative diagram
0
X
(j−1)
r−(i−1)
X
(j)
r−(i−1)
Xr−(i−1)
X
(j)
r−(i−1)
Xr−(i−1)
X
(j−1)
r−(i−1)
0
0
X
(j−1)
r−i
X
(j)
r−i
Xr−i
X
(j)
r−i
Xr−i
X
(j−1)
r−i
0.
Since j − 1 ≤ min{i, [a − i]} − 1 ≤ i − 1, [a − i] − 1, so j − 1 6= i, [a − i], so by part (i), we have the
leftmost inclusion is an equality and by induction we have the rightmost inclusion is also an equality.
Therefore Xr/X
(j)
r−i = Xr/X
(j)
r−(i−1), for all j ≤ i
′.
By Lemma 4.4, to determine X
(j)
r−i/X
(j+1)
r−i , for all 0 ≤ i, j ≤ p − 1, it is enough to determine
X
(j)
r−j/X
(j+1)
r−j , X
(j)
r−[a−j]/X
(j+1)
r−[a−j] and X
(j)
r /X
(j+1)
r , for all 1 ≤ j ≤ p − 1, as we already know the
structure of Xr−i/X
(1)
r−i, by Lemma 4.3. We begin by determining X
(j)
r /X
(j+1)
r , for 0 ≤ j ≤ p− 1.
Lemma 4.6. Let 0 ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Then X
(1)
r = X
(2)
r = · · · = X
(a)
r .
Proof. If a = 1, then there is nothing to prove. Assume 2 ≤ a ≤ p− 1. If X
(1)
r = · · · = X
(m)
r 6= X
(m+1)
r ,
for some 1 ≤ m ≤ a− 1, then [BG15, Lemma 4.6] (which in fact holds for all r ≥ 0) implies that X
(1)
r =
X
(m)
r
∼= Vp−a−1 ⊗D
a and X
(m+1)
r = (0). Therefore Vp−a−1 ⊗D
a ∼= X
(m)
r /X
(m+1)
r →֒ V
(m)
r /V
(m+1)
r →֒
indΓB(χ
m
1 χ
r−m
2 ), by Lemma 2.10. But this is not possible by Lemma 2.6, as 1 ≤ m ≤ a − 1. Therefore
X
(1)
r = X
(a)
r .
For r ≡ a mod (p − 1), by the above lemma we have X
(j)
r /X
(j+1)
r = (0), for all 1 ≤ j < a. We next
derive a necessary and sufficient condition under which X
(a)
r /X
(a+1)
r is non-zero. We will soon see that
X
(j)
r /X
(j+1)
r = (0) if 1 ≤ j ≤ p− 1 and j 6= a (cf. Proposition 4.8).
Lemma 4.7. Let p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Then
Gr(X,Y ) :=
∑
λ∈Fp
(λX + Y )r + δa,p−1X
r
belongs to X
(a)
r . Further, Gr(X,Y ) ∈ V
(p)
r ⇔ Gr(X,Y ) ∈ V
(a+1)
r ⇔
(
r
a
)
≡ 0 mod p. Consequently,
X
(a)
r /X
(a+1)
r is non-zero if and only if
(
r
a
)
6≡ 0 mod p.
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Proof. By Lemma 3.1, we see that Gr(X,Y ) ∈ Xr. Note that
Gr(X,Y ) =
r∑
l=0
(
r
l
)
Xr−lY l
∑
λ∈Fp
λr−l + δa,p−1X
r
(2.6)
≡ −
∑
0<l<r
l≡a mod (p−1)
(
r
l
)
Xr−lY l mod p. (4.5)
Clearly the coefficient of Xr, Y r in Gr(X,Y ) are zero. By [BG15, Lemma 2.5], we have
∑
0<l<r
l≡a mod (p−1)
(
r
l
)
≡ 0 mod p.
Thus Gr(X,Y ) ∈ Xr ∩ V
(1)
r by Lemma 2.8, whence Gr(X,Y ) ∈ X
(a)
r by Lemma 4.6. This proves the
first part.
If Gr(X,Y ) ∈ V
(p)
r , then clearly Gr(X,Y ) ∈ V
(a+1)
r as a ≤ p − 1. If Gr(X,Y ) ∈ V
(a+1)
r , then the
coefficient of Xr−aY a in Gr(X,Y ) is zero, i.e.,
(
r
a
)
≡ 0 mod p. Next suppose that
(
r
a
)
≡ 0 mod p. Then
by Lucas’ theorem, we get r ≡ 0, 1, . . . , a− 1 mod p. This implies that the coefficients of Xr−aY a and
Xp−1Y r−(p−1) in Gr(X,Y ) are zero. Since a (resp. r− (p− 1)) is the only number between 1 and p− 1
(resp. r and r− (p− 1)) which is congruent to a mod (p− 1), we get Xp, Y p | Gr(X,Y ). Thus Gr(X,Y )
satisfies the condition (i) of Lemma 2.8 for m = p. Moreover, by Lemma 2.15, for 1 ≤ a ≤ n ≤ p− 1, we
have
∑
0<l<r
l≡a mod (p−1)
(
r
l
)(
l
n
)
=
∑
0≤l≤r
l≡a mod (p−1)
(
r
l
)(
l
n
)
−
(
r
n
)
≡
(
r
n
)(
[a− n]
[a− n]
)
+ δp−1,[a−n]
(
r
n
)
−
(
r
n
)
= δn,a
(
r
a
)
≡ 0 mod p,
where in the second last step we used [a − n] = p − 1 ⇔ a = n, as 1 ≤ a ≤ n ≤ p − 1. Therefore
Gr(X,Y ) ∈ V
(p)
r by Lemma 2.8, as Gr(X,Y ) already belongs to V
(a)
r .
The next result describes all the quotients X
(m)
r /X
(m+1)
r , for 0 ≤ m ≤ p− 1.
Proposition 4.8. Let p ≥ 3, p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. For 0 ≤ m ≤ p− 1, we have
X
(m)
r
X
(m+1)
r
∼=


Va, if m = 0,
Vp−1−a ⊗D
a, if m = a and r ≡ a, a+ 1, . . . , p− 1 mod p,
0, if m = a and r ≡ 0, 1, . . . , a− 1 mod p, or m 6= 0, a.
Proof. If m = 0, we have Xr/X
(1)
r
∼= Va, by the exact sequence (2.2), so assume m ≥ 1. Suppose
r ≡ a, a+ 1, . . . , p− 1 mod p. Then, by Lucas’ theorem, we have
(
r
a
)
6≡ 0 mod p, so by Lemma 4.7, we
have 0 6= Gr(X,Y ) ∈ X
(a)
r /X
(a+1)
r . By [BG15, Lemma 4.6], we have X
(1)
r = (0) or Vp−1−a ⊗D
a. Since
X
(1)
r ⊇ X
(2)
r ⊇ · · · ⊇ X
(a)
r ) X
(a+1)
r is a descending chain, we see that X
(a)
r /X
(a+1)
r = Vp−1−a ⊗D
a and
X
(m)
r /X
(m+1)
r = 0, for m ≥ 1 and m 6= a. Next suppose that r ≡ 0, 1, . . . , a− 1 mod p. Then, by Lucas’
theorem we have
(
r
a
)
≡ 0 mod p. If X
(1)
r = 0, then X
(m)
r /X
(m+1)
r = 0, for all m ≥ 1. If X
(1)
r 6= 0, then by
Lemma 2.5, we have dimXr = p+ 1. Thus Gr(X,Y ) 6= 0, as Gr(X,Y ) is a non-zero linear combination
of the basis elements of Xr (cf. Lemma 3.1). By Lemma 4.7, we see that Gr(X,Y ) ∈ X
(p)
r . As X
(1)
r
is irreducible by [BG15, Lemma 4.6], we obtain X
(1)
r = · · · = X
(p)
r , whence X
(m)
r /X
(m+1)
r = 0, for all
1 ≤ m ≤ p− 1.
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Corollary 4.9. Let 0 ≤ i ≤ p− 1, 1 ≤ j ≤ p− 1 and p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. If j 6= a
and i < j ≤ [a− j] or i < [a− j] ≤ j, then X
(j)
r−i/X
(j+1)
r−i = (0).
Proof. By the third part of Lemma 4.4, we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r /X
(j+1)
r . Since j 6= 0, a, the
corollary follows from Proposition 4.8.
We now introduce some notation. Let 0 ≤ i ≤ p− 1 and let r ≥ p. Recall that by Corollary 3.4, we
have [( λ 11 0 ), eχr−i1 χi2
] maps to X i(λX + Y )r−i under ψi : ind
Γ
B(χ
r−i
1 χ
i
2)։ Xr−i/Xr−(i−1). Let
Fi,r(X,Y ) :=
∑
λ∈Fp
λ[2i−a]X i(λX + Y )r−i ∈ Xr−i. (4.6)
By Lemma 2.6 (ii) (with l = [2i−a]), if r−i 6≡ i mod (p−1), then
∑
λ∈Fp
λ[2i−a][( λ 11 0 ), eχr−i1 χi2
] generates
indΓB(χ
r−i
1 χ
i
2) as a Γ-module, so its image Fi,r(X,Y ) mod Xr−(i−1) under ψi generates Xr−i/Xr−(i−1)
as a Γ-module. Let
Gi,r(X,Y ) :=
∑
λ∈Fp
X i(λX + Y )r−i ∈ Xr−i. (4.7)
By Lemma 2.6 (i) (with l = 0), we have V[2i−a]⊗D
a−i →֒ indΓB(χ
r−i
1 χ
i
2) is generated by
∑
λ∈Fp
[( λ 11 0 ), eχr−i1 χi2
]
as a Γ-module, so
Wi,r := Image of V[2i−a] ⊗D
a−i under ψi (4.8)
is generated by Gi,r(X,Y ) mod Xr−(i−1). Clearly X
iGr−i(X,Y ) − Gi,r(X,Y ) = δ[a−i],p−1X
r ∈ Xr ⊆
Xr−(i−1), by Lemma 2.2. By Lemma 4.7 and Lemma 3.2, we see that
Gi,r(X,Y ) + δ[a−i],p−1X
r = X iGr−i(X,Y ) = φi(X
i ⊗Gr−i(X,Y )) ∈ X
[a−i]
r−i . (4.9)
Thus Gi,r(X,Y ) ∈ X
([a−i])
r−i +Xr−(i−1), whence Wi,r ⊆ (X
([a−i])
r−i +Xr−(i−1))/Xr−(i−1).
4.1. The case i 6= a, p− 1
In this subsection, we determine the quotients Q(i) when i 6= a, p − 1, by determining the structure of
X
(i)
r−i/X
(i+1)
r−i and X
([a−i])
r−i /X
([a−i]+1)
r−i .
The structure of Q(0) is well known [Glo78], [BG09]. We have
Lemma 4.10. Let p ≤ r ≡ a mod p− 1, with 1 ≤ a ≤ p− 1. Then Q(0) ∼= Vp−1−a ⊗D
a.
Proof. By Lemma 2.12, we have
0→ Va → Vr/V
(1)
r → Vp−1−a ⊗D
a → 0.
By Proposition 4.8, we have Xr/X
(1)
r
∼= Va. Now the lemma follows from the exact sequence (4.2).
Lemma 4.11. Let r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1 and 1 ≤ i < p− 1 with i ≤ [a − i]. Suppose
r ≥ [a− i](p+ 1) + p. Then
V[2i−a] ⊗D
a−i →֒ X
([a−i])
r−i /X
([a−i]+1)
r−i ⇐⇒
(
r − i
[a− i]
)
6≡ 0 mod p.
Proof. Let j = [a − i]. Then r − i ≡ j mod (p − 1) and 1 ≤ j ≤ p − 1. Let F (X,Y ) := Gi,r(X,Y ) +
δ[a−i],p−1X
r = X iGr−i(X,Y ). By (4.9), we have F (X,Y ) ∈ X
(j)
r−i. Assume
(
r−i
j
)
6≡ 0 mod p. By (4.5)
we have
F (X,Y ) = −
∑
0<l<r−i
l≡j mod (p−1)
(
r − i
l
)
Xr−lY l. (4.10)
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The coefficient of Xr−jY j in F (X,Y ) equals −
(
r−i
j
)
, which is non-zero modulo p by assumption. Hence
F (X,Y ) 6∈ V
(j+1)
r , by Lemma 2.8 and 0 6= F (X,Y ) ∈ X
(j)
r−i/X
(j+1)
r−i . We now show that the image of
F (X,Y ) is zero under the surjection V
(j)
r /V
(j+1)
r ։ Vp−1−[a−2j] ⊗D
a−j in (2.4). By assumption i ≤ j.
If i < j, then r − j ≡ i 6≡ j mod p, so the coefficient of XjY r−j in F (X,Y ) equals zero, by (4.10). If
i = j, the coefficient of XjY r−j in F (X,Y ) is still zero, by (4.10), as r − j = r − i. By Lemma 2.15, if
i ≤ j, we have
∑
0<l<r−i
l≡j mod (p−1)
−
(
r − i
l
)(
l
j
)
= −
∑
0≤l≤r−i
l≡j mod (p−1)
(
r − i
l
)(
l
j
)
+
(
r − i
j
)
≡ −δp−1,[j−j]
(
r − i
[a− i]
)
mod p
= −
(
r − i
j
)
= the coefficient of Xr−jY j − (−1)j+1the coefficient of XjY r−j .
Thus by Lemma 2.13, we have the image of F (X,Y ) under V
(j)
r /V
(j+1)
r ։ Vp−1−[a−2j] ⊗D
a−j is zero.
Therefore 0 6= F (X,Y ) ∈ V[a−2j] ⊗D
j →֒ V
(j)
r /V
(j+1)
r . This proves the ‘only if’ part.
For the converse, assume
(
r−i
j
)
≡ 0 mod p. Thus by Lemma 4.7, we have F (X,Y ) ∈ X
(p)
r−i. Since
i − 1 < i ≤ [a − i], by the third part of Lemma 4.4 (with i there equal to i − 1 and j = [a − i]), we
have X
(j)
r−(i−1)/X
(j+1)
r−(i−1) = X
(j)
r /X
(j+1)
r . By Proposition 4.8, we have X
(j)
r /X
(j+1)
r = (0), as j 6= a since
i 6= p− 1. Hence by (4.4), we have
X
(j)
r−i
X
(j+1)
r−i
= Yi,j ∼=
X
(j)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
.
Thus V[2i−a] ⊗ D
a−i is a JH factor of X
(j)
r−i/X
(j+1)
r−i if and only if V[2i−a] ⊗ D
a−i is a JH factor of
(X
(j)
r−i +Xr−(i−1))/(X
(j+1)
r−i +Xr−(i−1)). By Lemma 2.6 and Corollary 3.4, we have a map
V[2i−a] ⊗D
a−i →֒ indΓB(χ
r−i
1 χ
i
2)
ψi
։
Xr−i
Xr−(i−1)
։
Xr−i
X
(j+1)
r−i +Xr−(i−1)
.
Let ψ′ denote the above composition. Since Wi,r is the image V[2i−a] ⊗D
a−i under ψi and Gi,r(X,Y )
generatesWi,r, we see that the image of ψ
′ is also generated by Gi,r(X,Y ) mod X
(j+1)
r−i +Xr−(i−1). Note
that
Gi,r(X,Y ) = X
iGr−i(X,Y )− δj,p−1X
r = F (X,Y )− δj,p−1X
r ∈ X
(p)
r−i +Xr−(i−1).
So the map ψ′ is zero. By Lemma 2.6, the JH factor V[2i−a] ⊗ D
a−i occurs with multiplicity one in
indΓB(χ
r−i
1 χ
i
2). Thus it follows V[2i−a]⊗D
a−i is not a JH factor of Xr−i/(X
(j+1)
r−i +Xr−(i−1)), so is not a
JH factor of its submodule (X
(j)
r−i +Xr−(i−1))/(X
(j+1)
r−i +Xr−(i−1)), so of X
(j)
r−i/X
(j+1)
r−i . This proves the
‘if’ part.
To state the results in Sections 4.1.1, 4.1.2, 4.1.3, we need to extend the definitions of the sets I(a, i)
and J (a, i) introduced in (2.9) and (2.12) respectively. For 1 ≤ a, i ≤ p− 1 and i 6= a, p− 1, we define
I(a, i) ⊆ {0, 1, . . . , p− 1}, a subset of the congruence classes modulo p, by
I(a, i) =


{a− i+ 1, a− i+ 2, . . . , a− 1, a}, if i < a− i < a,
{a− i, a− i+ 1, . . . , a− 1, a}, if a− i ≤ i < a,
{a, a+ 1, . . . , [a− i]− 1, [a− i]}c, if a < i < [a− i],
{a, a+ 1, . . . , [a− i]− 2, [a− i]− 1}c, if a < [a− i] ≤ i,
(4.11)
where c in the superscript denotes the complement in {0, 1, . . . , p − 1}. Since any p − 1 consecutive
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numbers define a congruence classes modulo p, we may view I(a, i) as an interval. We leave it to the
reader to check that the above listed cases are mutually exclusive and cover all possibilities. Also it can
be checked that if i 6= a, a+ 1, then I(a, i− 1) ⊆ I(a, i), for i ≥ 2.
Similarly, we define the subset J (a, i) ⊆ {0, 1, . . . , p−1} of the congruence classes modulo p as follows
J (a, i) =


{a− i, a− i+ 1, . . . , a− 2, a− 1}, if i < a− i < a,
{a− i− 1, a− i, . . . , a− 2, a− 1}, if a− i ≤ i < a,
{a− 1, a, . . . , [a− i]− 2, [a− i]− 1}c, if a < i < [a− i],
{a− 1, a, . . . , [a− i]− 3, [a− i]− 2}c, if a < [a− i] ≤ i,
(4.12)
where c in the superscript again denotes the complement in {0, 1, 2, . . . , p− 1}. As in the case of I(a, i),
we think of J (a, i) as an interval. Again we have J (a, i− 1) ⊆ J (a, i), for all 2 ≤ i 6= a, a+ 1.
Note that J (a, i) is essentially the translate of I(a, i) to the ‘left’ by 1 in the set of congruence classes
modulo p. More precisely, we have
Lemma 4.12. Let r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, 1 ≤ i ≤ p− 1 with i 6= a, p− 1, r ≡ r0 mod p
with 0 ≤ r0 ≤ p− 1.
(i) If i < [a− i], then r0 ∈ J (a, i) ⇔ r0 ∈ I(a, i) ∪ {[a− i]} and r 6≡ [a− i] + i mod p.
(ii) If i ≥ [a− i], then r0 ∈ J (a, i) ⇔ r0 ∈ I(a, i) ∪ {[a− i]− 1} and r 6≡ [a− i] + i mod p.
Proof. This follows from the definitions of the intervals above, noting that [a − i] + i ≡ a (resp. a − 1)
mod p if i < a (resp. i > a).
We now determine the structure of Q(i), for i 6= a, p−1, by considering the cases i < [a−i], i = [a−i]
and i > [a− i].
4.1.1. The case i < [a− i]. In this subsection, we determine the structure of the quotients Q(i),
for all 1 ≤ i < p− 1, such that i 6≡ r mod (p− 1) and i < [a− i]. Taking j = i in diagram (4.3) and using
Corollary 4.5 (ii), we see that the rightmost bottom entry there equals Q(i− 1). Thus, to determine the
structure of Q(i) in terms of Q(i−1), it is enough to determine the quotient X
(i)
r−i/X
(i+1)
r−i . The structure
of Q(i) is described in terms of Q(i− 1) in Theorem 4.18.
Before we proceed further, we note that for 1 ≤ a, i ≤ p − 1, we have [a − i] < p − 1 if and only if
i 6= a. Thus, the conditions i 6= a, p− 1 and i < [a− i] are equivalent to 1 ≤ i < [a− i] < p− 1.
Lemma 4.13. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1
and suppose 1 ≤ i < [a − i] < p − 1. If i(p + 1) + p ≤ r and r0 6∈ I(a, i), then X
(i)
r−i/X
(i+1)
r−i contains
V[a−2i] ⊗D
i as a Γ-module.
Proof. Recall that A(a, i, i, r) =
((
r−n
m
)(
[a−m−n]
i−m
))
0≤m,n≤i
(cf. (2.8)). Under the above hypotheses,
we have A(a, i, i, r) is invertible, by Corollary 2.18. Hence there exist C0, . . . , Ci ∈ Fp such that
A(a, i, i, r)(C0, . . . , Ci−1, Ci)
t = (0, . . . , 0, 1)t, i.e.,
i∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
≡ δi,m mod p, ∀ 0 ≤ m ≤ i. (4.13)
Consider the following polynomial
F (X,Y ) :=
i∑
n=0
Cn
∑
k∈F∗p
ki+n−aXn(kX + Y )r−n
(2.6)
= −
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)
Xr−lY l. (4.14)
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Note that F (X,Y ) ∈ Xr−i, by Lemma 3.1. We claim that 0 6= F (X,Y ) ∈ X
(i)
r−i/X
(i+1)
r−i . Since 1 ≤ i <
p − 1, we have 0, 1, . . . , i − 1 6≡ i mod (p − 1), so the coefficients of Xr, . . . , Xr−(i−1)Y i−1 in F (X,Y )
are zero. Since r − [a− i] ≡ i mod (p− 1) and r − (r − [a− i]) = [a− i] < p− 1, we have r− [a− i] + 1,
. . . , r − 1, r 6≡ i mod (p − 1), so the coefficients of X [a−i]−1Y r−[a−i]+1, . . . , XY r−1, Y r in F (X,Y ) are
also zero. As i < [a− i], we see that F (X,Y ) satisfies condition (i) of Lemma 2.8 for m = i. Further, by
Lemma 2.15, for 0 ≤ m ≤ i, we have
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
m
)
≡
i∑
n=0
Cn
(
r − n
m
)((
[a−m− n]
[i−m]
)
+ δ[p−1],[i−m]
)
mod p
≡
i∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
mod p
(4.13)
≡ δi,m mod p,
where the second last step is obvious if m < i, and if m = i, then
([a−m−n]
[i−m]
)
=
(
[a−i−n]
p−1
)
= 0 as
1 ≤ [a−i−n] = [[a−i]−n] < p−1. Thus, by Lemma 2.8, we have F (X,Y ) ∈ V
(i)
r and F (X,Y ) 6∈ V
(i+1)
r ,
whence 0 6= F (X,Y ) ∈ X
(i)
r−i/X
(i+1)
r−i , so X
(i)
r−i/X
(i+1)
r−i has non-zero socle. Since i < [a− i] = [r − i], the
sequence (2.4) with m = i is non-split. Therefore V[a−2i] ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i .
We next determine the quotient X
([a−i])
r−i /X
([a−i]+1)
r−i , when r ≡ [r − i] + i mod p. This result will be
used in Lemma 4.15 and Lemma 4.25.
Lemma 4.14. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1 and 1 ≤ i < [a − i] < p − 1. If
2p− 4 ≤ r ≡ [a− i] + i mod p, then
X
([a−i])
r−i
X
([a−i]+1)
r−i
=
V
([a−i])
r
V
([a−i]+1)
r
.
Proof. Note that the smallest positive integer satisfying s ≡ [a− i] + i mod p and s ≡ a mod (p− 1) is
[a−i]+i ≤ 2p−5. Since r ≥ 2p−4, we have r ≥ (p−1)p+[a−i]+i ≥ ([a−i]+1)p+[a−i] = [a−i](p+1)+p.
Recall that by (4.6), we have
Fi,r(X,Y ) =
∑
λ∈Fp
λ[2i−a]X i(λX + Y )r−i ∈ Xr−i.
Consider the following polynomial
F (X,Y ) := (r − i+ 1)Fi,r(X,Y )− (r − 2i+ 1)
∑
k∈F∗p
k2i−a−1X i−1(kX + Y )r−(i−1)
(2.6)
= −
∑
0≤l≤r−i
l≡i mod (p−1)
(r − i+ 1)
(
r − i
l
)
Xr−lY l
+
∑
0≤l≤r−i+1
l≡i mod (p−1)
(r − 2i+ 1)
(
r − i+ 1
l
)
Xr−lY l.
Observe that F (X,Y ) ∈ Xr−i, by Lemma 3.1. We claim that F (X,Y ) ∈ X
([a−i])
r−i and generates
V
([a−i])
r /V
([a−i]+1)
r . Clearly the coefficient of Xr−iY i in F (X,Y ) equals
(r − 2i+ 1)
(
r − i + 1
i
)
− (r − i+ 1)
(
r − i
i
)
= 0. (4.15)
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Also the coefficient of X [a−i]Y r−[a−i] in F (X,Y ) equals
(r − 2i+ 1)
(
r − i+ 1
r − [a− i]
)
− (r − i+ 1)
(
r − i
r − [a− i]
)
=
(
r − i+ 1
r − [a− i]
)
(r − 2i+ 1− [a− i] + i− 1) = 0,
as r ≡ [a − i] + i mod p. Since i (resp. r − [a − i]) is the only number less than p (resp. greater than
r − p) congruent to i mod (p − 1), we see that the coefficients of Xr, Xr−1Y, . . . , Xr−(p−1)Y p−1 and
Y r, XY r−1, . . . , Xp−1Y r−(p−1) in F (X,Y ) are zero. Using Lemma 2.15 and Lucas’ theorem, one checks
that, for 0 ≤ m < [a− i], we have
∑
0≤l≤r−i
l≡i mod (p−1)
(r − i+ 1)
(
r − i
l
)(
l
m
)
−
∑
0≤l≤r−i+1
l≡i mod (p−1)
(r − 2i+ 1)
(
r − i+ 1
l
)(
l
m
)
≡ (r − i+ 1)
(
r − i
m
)(
[a− i−m]
[i−m]
)
− (r − 2i+ 1)
(
r − i+ 1
m
)(
[a− i+ 1−m]
[i−m]
)
+ δp−1,[i−m]
[
(r − i+ 1)
(
r − i
m
)
− (r − 2i+ 1)
(
r − i+ 1
m
)]
mod p
=
(
r − i+ 1
m
)[
(r − i−m+ 1)
(
[a− i]−m
[i−m]
)
− (r − 2i+ 1)
(
[a− i]−m+ 1
[i−m]
)]
≡
(
r − i+ 1
m
)[
([a− i]−m+ 1)
(
[a− i]−m
[i−m]
)
− ([a− i]− i+ 1)
(
[a− i]−m+ 1
[i−m]
)]
mod p,
where in the penultimate step we have used 0 ≤ m < [a− i] < p− 1 and (4.15) and in the last step we
have used r ≡ [a− i] + i mod p. If 0 ≤ m < i, then [i−m] = i−m so the sum vanishes. Since i 6= a, we
see that 1 ≤ [a− i] < p− 1. If i ≤ m < [a− i], then [i−m] = p− 1+ i−m > [a− i] + 1−m, whence by
Lucas’ theorem the sum vanishes. Hence by Lemma 2.8, we get F (X,Y ) ∈ X
([a−i])
r−i . Since the sequence
(2.4) for m = [a− i] is non-split, to show F (X,Y ) generates V
([a−i])
r /V
([a−i]+1)
r it is enough to show the
image of F (X,Y ) is non-zero in the rightmost map of the sequence (2.4) for m = [a − i]. Noting that
r ≡ [a− i] + i mod p and i < [a− i] < p− 1, by Lemma 2.15 and Lucas’ theorem, we have
∑
0≤l≤r−i
l≡i mod (p−1)
(r − i+ 1)
(
r − i
l
)(
l
[a− i]
)
−
∑
0≤l≤r−i+1
l≡i mod (p−1)
(r − 2i+ 1)
(
r − i+ 1
l
)(
l
[a− i]
)
≡ (r − i+ 1)
(
r − i
[a− i]
)(
p− 1
[i− [a− i]]
)
− (r − 2i+ 1)
(
r − i+ 1
[a− i]
)(
1
[i− [a− i]]
)
mod p
≡ ([a− i] + 1)
[(
p− 1
p− 1 + i− [a− i]
)
− ([a− i]− i+ 1)
(
1
p− 1 + i− [a− i]
)]
mod p
= ([a− i] + 1)
(
p− 1
p− 1 + i− [a− i]
)
, (4.16)
where in the last step we used that p− 1 + i − [a − i] > i ≥ 1. Since the coefficients of X [a−i]Y r−[a−i]
and Xr−[a−i]Y [a−i] in F (X,Y ) are zero, by Lemma 2.13 and (4.16), we have
F (X,Y ) ≡ −([a− i] + 1)
(
p− 1
p− 1 + i− [a− i]
)
θ[a−i]Xr−[a−i](p+1)−[2i−a]Y [2i−a] mod V ([a−i]+1)r .
Thus, by Lemma 2.12 and Lucas’ theorem, the image of F (X,Y ) in the quotient of V
([a−i])
r /V
([a−i]+1)
r
is non-zero, as 1 ≤ i < [a− i] < p− 1. Hence F (X,Y ) generates V
([a−i])
r /V
([a−i]+1)
r .
We next prove the converse of Lemma 4.13.
Lemma 4.15. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 1 ≤ r0 ≤ p− 1 and
1 ≤ i < [a− i] < p− 1. If i(p+ 1) + p ≤ r and r0 ∈ I(a, i), then X
(i)
r−i/X
(i+1)
r−i = (0).
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Proof. Observe that [a− i] + i equals a and p− 1 + a if i < a and i > a respectively. Note that a (resp.
a − 1) belongs to I(a, i) in the case i < a (resp. i > a). We prove the lemma by considering the cases
r ≡ [a− i] + i mod p and r 6≡ [a− i] + i mod p.
If r ≡ [a− i]+ i mod p, then by Lemma 4.14, we have X
([a−i])
r−i /X
([a−i]+1)
r−i = V
([a−i])
r /V
([a−i]+1)
r . Since
i− 1 < i < [a− i] and [a− i] 6= 0, a, by Corollary 4.9, we have X
([a−i])
r−(i−1)/X
([a−i]+1)
r−(i−1) = (0). Thus, by (4.4)
(with j = [a− i]), we have
X
([a−i])
r−i +Xr−(i−1)
X
([a−i]+1)
r−i +Xr−(i−1)
∼= Yi,[a−i] =
X
([a−i])
r−i
X
([a−i]+1)
r−i
=
V
([a−i])
r
V
([a−i]+1)
r
has dimension p + 1. Since Xr−(i−1) ⊆ X
([a−i]+1)
r−i + Xr−(i−1) ⊆ X
([a−i])
r−i + Xr−(i−1) ⊆ Xr−i and
dimXr−i/Xr−(i−1) ≤ p + 1, it follows that Xr−i = X
([a−i])
r−i + Xr−(i−1). Since i < [a − i], we see
that Xr−i = X
(i+1)
r−i + Xr−(i−1). Since i 6= 0, a and i − 1 < i < [a − i], by Corollary 4.9, we have
X
(i)
r−(i−1)/X
(i+1)
r−(i−1) = (0), i.e., X
(i)
r−(i−1) = X
(i+1)
r−(i−1). Thus
X
(i)
r−i = X
(i)
r−i ∩ (Xr−(i−1) +X
(i+1)
r−i ) = X
(i)
r−(i−1) +X
(i+1)
r−i = X
(i+1)
r−(i−1) +X
(i+1)
r−i = X
(i+1)
r−i .
Now suppose r 6≡ [a− i] + i mod p. By hypothesis, r0 ∈ I(a, i). If i < a, then a− i+ 1 ≤ r0 ≤ a− 1.
If i > a, then 0 ≤ r0 ≤ a− 2 or p+ a− i ≤ r0 ≤ p− 1. Let
s =


(a− r0)p
3 + r0, if i < a so a− i+ 1 ≤ r0 ≤ a− 1,
(a− r0 − 1)p
3 + p+ r0, if i > a and 0 ≤ r0 ≤ a− 2,
(a− r0 + p− 1)p
3 + r0, if i > a and p+ a− i ≤ r0 ≤ p− 1.
Observe that s ≥ p3, Σp(s− r0) ≤ i−1 and Σp(s− (i−1)) = [a− i]+1 ≤ p−1. Since i < [a− i], we have
r0 6= i− 1. Then by Lemma 3.15, we have Xs−i = Xs−(i−1). Thus X
(i)
s−i/X
(i+1)
s−i = X
(i)
s−(i−1)/X
(i+1)
s−(i−1) =
(0), by Corollary 4.9, as i− 1 < i < [a− i] and i 6= 0, a. Since r ≡ s mod p(p− 1) by Corollary 4.2, we
have X
(i)
r−i/X
(i+1)
r−i = X
(i)
s−i/X
(i+1)
s−i = (0).
Remark 4.16. The argument in the case r 6≡ [a− i] + i mod p and r0 ∈ I(a, i) in the above lemma also
works in the case i = [a− i], as we didn’t require i to be strictly less than [a− i].
We are now ready to determine the Γ-modules X
(i)
r−i/X
(i+1)
r−i and X
([a−i])
r−i /X
([a−i]+1)
r−i in the case
1 ≤ i < [a− i] < p− 1 and i 6= a, p− 1. Before we state the result observe that, for r ≡ a mod (p− 1)
with 1 ≤ a ≤ p− 1, 1 ≤ i < [a− i] < p− 1 and j ∈ {i, [a− i]}, we have
dim
(
X
(j)
r−i
X
(j+1)
r−i
)
= dimX
(j)
r−i − dimX
(j)
r−(i−1) + dimX
(j+1)
r−(i−1) − dimX
(j+1)
r−i
= dim(X
(j)
r−i +Xr−(i−1))− dim(X
(j+1)
r−i +Xr−(i−1)), (4.17)
where the first equality follows from Corollary 4.9, since i − 1 < i < [a − i], and the second equality
follows from the dimension formula for sum of two vector subspaces.
Recall that Wi,r is the image of V[2i−r] ⊗ D
a−i →֒ indΓB(χ
r−i
1 χ
i
2) under the Γ-linear map ψi :
indΓB(χ
r−i
1 χ
i
2)→ Xr−i/Xr−(i−1), as defined in Lemma 3.2. Also Wi,r ⊆ (X
([a−i])
r−i +Xr−(i−1))/Xr−(i−1).
By the second and fourth parts of (4.11), for 1 ≤ a, i ≤ p− 1 with i < [a− i] < p− 1, we have
I(a, [a− i]) =
{
{i, i+ 1, . . . , a− 1, a}, if i < a,
{0, 1, . . . , a− 2, a− 1} ∪ {i, i+ 1, . . . , p− 1}, if i > a.
(4.18)
Thus, for r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1, by Lucas’ theorem, we have
(
r−i
[a−i]
)
≡ 0 mod p if and only
if r0 ∈ I(a, [a− i]) and r 6≡ [a− i] + i mod p.
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Proposition 4.17. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and 1 ≤ i < [a− i] < p− 1. For j ∈ {i, [a− i]} and r ≥ j(p+ 1) + p, we have
X
(j)
r−i
X
(j+1)
r−i
∼=


V[a−2j] ⊗D
j , if r0 6∈ I(a, j),
V
(j)
r /V
(j+1)
r , if j = [a− i] and r ≡ [a− i] + i mod p,
(0), otherwise.
Proof. We consider the cases j = i and j = [a− i] separately.
Case j = i: If r0 6∈ I(a, i), then by Lemma 4.13, we have V[a−2i] ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i . To prove
the lemma in this case, we need to show that the inclusion is an isomorphism. Note that by (4.17) and
Wi,r ⊆ (X
([a−i])
r−i +Xr−(i−1))/Xr−(i−1) ⊆ (X
(i)
r−i +Xr−(i−1))/Xr−(i−1), we have
dim
(
X
(i)
r−i
X
(i+1)
r−i
)
≤ dimXr−i − dim(X
(i+1)
r−i +Xr−(i−1))
= dim
(
Xr−i
Xr−(i−1)
)
− dim
(
X
(i+1)
r−i +Xr−(i−1)
Xr−(i−1)
)
≤ dim
(
Xr−i/Xr−(i−1)
Wi,r
)
≤ p− [a− 2i] ≤ p.
As the exact sequence (2.4) does not split for m = i, we have X
(i)
r−i/X
(i+1)
r−i
∼= V[a−2i]⊗D
i. If r0 ∈ I(a, i),
then by Lemma 4.15, we have X
(i)
r−i/X
(i+1)
r−i = 0.
Case j = [a− i]: If r0 6∈ I(a, j), then from above we have
(
r−i
[a−i]
)
6≡ 0 mod p. Thus, by Lemma 4.11,
we have V[2i−a] ⊗D
a−i →֒ X
(j)
r−i/X
(j+1)
r−i . As I(a, i) ⊆ I(a, [a− i]) = I(a, j), by the case j = i, we have
X
(i)
r−i/X
(i+1)
r−i
∼= V[a−2i] ⊗D
i. Therefore
p+ 1 = [a− 2i] + 1 + [2i− a] + 1
≤ dim
(
X
(i)
r−i
X
(i+1)
r−i
)
+ dim
(
X
(j)
r−i
X
(j+1)
r−i
)
≤ dim
(
X
(i)
r−i +Xr−(i−1)
X
(i+1)
r−i +Xr−(i−1)
)
+ dim
(
X
(j)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
)
by (4.17)
≤ dim
(
X
(i)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
)
≤ dim
(
Xr−i
Xr−(i−1)
)
≤ p+ 1,
where the inequalities on the last line follow from the fact Xr−(i−1) ⊆ X
(j+1)
r−i + Xr−(i−1) ⊆ X
(j)
r−i +
Xr−(i−1) ⊆ X
(i+1)
r−i +Xr−(i−1) ⊆ X
(i)
r−i+Xr−(i−1) ⊆ Xr−i and Corollary 3.4. Therefore dimX
(j)
r−i/X
(j+1)
r−i =
[2i− a] + 1 and X
(j)
r−i/X
(j+1)
r−i
∼= V[2i−a] ⊗D
a−i = V[a−2j] ⊗D
j .
If r ≡ [a − i] + i mod p, then by Lemma 4.14, we have X
(j)
r−i/X
(j+1)
r−i = V
(j)
r /V
(j+1)
r . So assume
r0 ∈ I(a, j) and r 6≡ [a − i] + i mod p. Again from above, we get
(
r−i
[a−i]
)
≡ 0 mod p. Thus, by
Lemma 4.11, we have V[2i−a] ⊗ D
a−i 6 →֒ X
(j)
r−i/X
(j+1)
r−i . Since the exact sequence (2.4) doesn’t split for
m = j and V[2i−a] ⊗D
a−i is the socle of V
(j)
r /V
(j+1)
r , we see that X
(j)
r−i/X
(j+1)
r−i = (0).
Theorem 4.18. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and let 1 ≤ i < [a− i] < p− 1. If i(p+ 1) + p ≤ r, then we have the following exact sequence
0→W → Q(i)→ Q(i− 1)→ 0,
where W = Vp−1−[a−2i] ⊗D
a−i if r0 6∈ I(a, i) and W = V
(i)
r /V
(i+1)
r if r0 ∈ I(a, i).
Proof. Since i < [a− i], by Corollary 4.5 (ii), we have Xr−i + V
(i)
r = Xr−(i−1) + V
(i)
r . Thus Vr/(Xr−i +
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V
(i)
r ) = Vr/(Xr−(i−1) + V
(i)
r ) = Q(i− 1). Taking j = i in (4.3) and noting that rightmost bottom entry
is Q(i− 1) we get
0→W → Q(i)→ Q(i− 1)→ 0,
where W is the quotient of V
(i)
r /V
(i+1)
r by X
(i)
r−i/X
(i+1)
r−i . Now it follows from Proposition 4.17 and the
exact sequence (2.4) that W = Vp−1−[a−2i] ⊗D
a−i if r0 6∈ I(a, i) and W = V
(i)
r /V
(i+1)
r if r0 ∈ I(a, i).
This finishes the proof.
If 1 ≤ i < a in the theorem above, then i − 1 also satisfies the hypotheses if it is positive. Thus
repeated application of the above theorem gives the structure of Q(i) in terms of Q(0). But if i > a, then
i− 1 satisfies the hypotheses provided i− 1 > a. Thus in the case i > a, the theorem above determines
the structure of Q(i) modulo the structure of Q(a). The structure of Q(a) will be determined in §4.2.1.
This will give the structure of Q(i) in all cases when i < [a− i] and i 6= a, p− 1.
4.1.2. The case i = [a− i]. In this subsection, we determine the structure of Q(i) in the case
i = [a − i] and i 6= a, p − 1. Assume r ≥ i(p + 1) + p. Taking j = i in (4.3) and using Corollary 4.5
(ii), we see that the rightmost bottom entry equals Q(i − 1). Thus to determine the structure of Q(i)
in terms of Q(i − 1) it is enough to determine X
(i)
r−i/X
(i+1)
r−i . By the exact sequence (2.4), we have
V
(i)
r /V
(i+1)
r
∼= V0 ⊗D
i ⊕ Vp−1 ⊗D
i. By Lemma 4.11, we have Vp−1 ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i if and only if(
r−i
i
)
6≡ 0 mod p. So to describe X
(i)
r−i/X
(i+1)
r−i completely we are reduced to determining necessary and
sufficient conditions under which V0⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i . The next two lemmas deal with this question.
Recall that, by the second and fourth parts of (4.12), for 1 ≤ a, i ≤ p− 1 with 1 ≤ [a− i] ≤ i < p− 1,
we have
J (a, i) =
{
{a− i− 1, a− i, . . . , a− 1}, if i < a,
{0, 1, . . . , a− 2} ∪ {p− 2 + a− i, p− 1 + a− i, . . . , p− 1}, if i > a.
(4.19)
Lemma 4.19. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1 and
let 1 ≤ i < p− 1 with i = [a− i]. If i(p+ 1) + p ≤ r and r0 6∈ J (a, i)r {i}, then X
(i)
r−i/X
(i+1)
r−i contains
V0 ⊗D
i.
Proof. Since r ≡ 2i mod (p − 1) we see that the exact sequence (2.4) is split for m = i. So to
prove the lemma it is enough to exhibit a polynomial F (X,Y ) ∈ X
(i)
r−i/X
(i+1)
r−i whose projection un-
der V
(i)
r /V
(i+1)
r ։ V0 ⊗D
i is non-zero. Let
A′ =
((
r − n
m
)(
[a−m− n]
i−m
))
0≤m,n≤i−1
,
v =
((
i
0
)
,
(
i
1
)
, . . . ,
(
i
i− 1
))
,
w =
((
r
r − i
)
,
(
r − 1
r − i
)
, . . . ,
(
r − (i− 1)
r − i
))
.
Note that [a− i] = i and r0 6∈ J (a, i)r {i}. If r 6≡ 2i mod p, by Corollary 2.19, the matrix
A =
(
A′ vt
w 0
)
is invertible,
so we may choose C0, . . . , Ci ∈ Fp such that A(C0, . . . , Ci)
t = (0, . . . , 0, 1)t, i.e.,
i−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
+ Ci
(
i
m
)
= 0, ∀ 0 ≤ m ≤ i− 1, (4.20)
i−1∑
n=0
Cn
(
r − n
r − i
)
= 1. (4.21)
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If r ≡ 2i mod p, we take C0 = C1 = · · · = Ci−2 = 0, Ci−1 = (i + 1)
−1 and Ci = −1. Then (4.20) and
(4.21) still hold. Indeed, if 0 ≤ m ≤ i− 1, by Lucas’ theorem, we have
Ci−1
(
r − (i− 1)
m
)(
[a−m− (i− 1)]
i−m
)
= (i+ 1)−1
(
i+ 1
m
)(
i+ 1−m
i−m
)
=
(
i
m
)
and
i−1∑
n=0
Cn
(
r − n
r − i
)
= Ci−1
(
r − i+ 1
r − i
)
= (i+ 1)−1(r − i+ 1) ≡ 1 mod p.
Let
F (X,Y ) := CiX
r−iY i −
i−1∑
n=0
Cn
∑
k∈F∗p
ki+n−aXn(kX + Y )r−n
(2.6)
= CiX
r−iY i +
i−1∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)
Xr−lY l.
Clearly F (X,Y ) ∈ Xr−i, by Lemma 3.1. As above, since i (resp. r − i) is smallest (resp. largest)
number between 0 and r congruent to i mod (p− 1), we see that the coefficients of Xr, . . . Xr−(i−1)Y i−1
and X i−1Y r−(i−1), . . . , Y r in F (X,Y ) are zero. Hence F (X,Y ) satisfies condition (i) in Lemma 2.8 for
m = i. For 0 ≤ m ≤ i− 1, by Lemma 2.15, we have
Ci
(
i
m
)
+
i−1∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
m
)
≡ Ci
(
i
m
)
+
i−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
(4.20)
≡ 0 mod p.
Hence by Lemma 2.8, we have F (X,Y ) ∈ X
(i)
r−i. Clearly the coefficient of X
r−iY i in F (X,Y ) is
Ci +
∑i−1
n=0 Cn
(
r−n
i
)
. Also, the coefficient of X iY r−i in F (X,Y ) is
∑i−1
n=0 Cn
(
r−n
r−i
)
= 1, by (4.21).
By Lemma 2.15, we have
Ci
(
i
i
)
+
i−1∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
i
)
≡ Ci +
i−1∑
n=0
Cn
(
r − n
i
)
mod p,
which also equals the coefficient of Xr−iY i in F (X,Y ). Thus, by Lemma 2.13 (with m = i), we have
F (X,Y ) ≡ (−1)i+1θiXr−i(p+1)−p−1Y p−1 mod V (i+1)r ,
up to terms of the form θiXr−i(p+1), θiY r−i(p+1). It follows from Lemma 2.12 that the image of F (X,Y )
in X
(i)
r−i/X
(i+1)
r−i →֒ V
(i)
r /V
(i+1)
r ։ V0 ⊗D
i equals (−1)i+1 6= 0. This completes the proof of the lemma.
We next prove the converse of the above lemma. Recall, by (4.6), that for i = [r − i], we have
Fi,r(X,Y ) =
∑
k∈Fp
k[2i−r]X i(kX + Y )r−i =
∑
k∈Fp
kp−1X i(kX + Y )r−i.
Lemma 4.20. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1 and
let 1 ≤ i < p− 1 with i = [a− i]. If r ≥ i(p+1)+p and r0 ∈ J (a, i)r {i}, then V0⊗D
i 6 →֒ X
(i)
r−i/X
(i+1)
r−i .
Proof. Since [a − i] = i, by (4.19) and the definition of I(a, i), we have r0 ∈ J (a, i)r {i, i− 1} implies
that r0 ∈ I(a, i) and r 6≡ [a− i] + i mod p. So if r0 ∈ J (a, i)r {i, i− 1}, then by Remark 4.16, we have
X
(i)
r−i/X
(i+1)
r−i = (0). So assume r ≡ i− 1 mod p. Since i− 1 < i = [a− i] < p− 1, by Corollary 4.9 (with
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i there equal to i− 1 and j = i), we have X
(i)
r−(i−1)/X
(i+1)
r−(i−1) = 0. Thus, by (4.4), we have
X
(i)
r−i +Xr−(i−1)
X
(i+1)
r−i +Xr−(i−1)
∼= Yi,i ∼=
X
(i)
r−i
X
(i+1)
r−i
.
By Corollary 4.5 (ii), we have Xr−i = Xr−(i−1) + X
(i)
r−i. Let χ = χ
r−i
1 χ
i
2. Thus, by Corollary 3.4, we
have
indΓB(χ)
ψi
։
Xr−i
Xr−(i−1)
=
Xr−(i−1) +X
(i)
r−i
Xr−(i−1)
։
X
(i)
r−i +Xr−(i−1)
X
(i+1)
r−i +Xr−(i−1)
∼=
X
(i)
r−i
X
(i+1)
r−i
→֒
V
(i)
r
V
(i+1)
r
.
By Lemma 2.6 and Lemma 2.10, we have V0 ⊗ D
i ⊕ Vp−1 ⊗ D
i ∼= ind
Γ
B(χ)
∼= V
(i)
r /V
(i+1)
r . Thus,
V0 ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i if and only if the map
V0 ⊗D
i →֒ indΓB(χ)→ V
(i)
r /V
(i+1)
r ։ V0 ⊗D
i
induced by the composition above is non-zero. By Lemma 2.6 (ii) (for l = p− 1),
∑
λ∈Fp
λp−1 [( λ 11 0 ), eχ]
is a basis element of V0 ⊗ D
i →֒ indΓB(χ). By Corollary 3.4, we see that ψi(
∑
λ∈Fp
λp−1 [( λ 11 0 ), eχ]) =
Fi,r(X,Y ). So to prove the lemma it is enough to show that the image of Fi,r(X,Y ) is zero. Since
[a − i] = i < p − 1, we have [a − (i − 1)] = [i + 1] = i + 1 > i. Thus, by Corollary 2.18, we see that
the matrix A(a, i − 1, i, r) =
((
r−n
m
)(
[a−m−n]
i−n
))
0≤m,n≤i−1
is invertible if r ≡ i− 1 mod p. So there exist
C0, . . ., Ci−1 ∈ Fp such that
i−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i− n
)
=
(
r − i
m
)
, ∀ 0 ≤ m ≤ i− 1. (4.22)
Let Ci = −1. Consider the following polynomial
F (X,Y ) := Fi,r(X,Y )−
i−1∑
n=0
Cn
∑
k∈F∗p
ki+n−aXn(kX + Y )r−n
= −
i∑
n=0
Cn
∑
k∈F∗p
ki+n−aXn(kX + Y )r−n
(2.6)
≡
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)
Xr−lY l mod p.
Since i (resp. r − i) is the smallest (resp. largest) between 0 and r congruent to i mod (p − 1), we see
that X i, Y i | F (X,Y ). Further by Lemma 2.15, for 0 ≤ m ≤ i− 1, we have
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
m
)
≡
i−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
−
(
r − i
m
)
(4.22)
≡ 0 mod p.
Hence by Lemma 2.8, we have F (X,Y ) ∈ V
(i)
r . Also note that by Lemma 3.1, we have F (X,Y ) −
Fi,r(X,Y ) ∈ Xr−(i−1), whence the images of F (X,Y ), Fi,r(X,Y ) under
Xr−i
Xr−(i−1)
=
Xr−(i−1) +X
(i)
r−i
Xr−(i−1)
։
X
(i)
r−i +Xr−(i−1)
X
(i+1)
r−i +Xr−(i−1)
∼=
X
(i)
r−i
X
(i+1)
r−i
→֒
V
(i)
r
V
(i+1)
r
։ V0 ⊗D
i
are the same. Since F (X,Y ) ∈ X
(i)
r−i, the image of F (X,Y ) under the above composition is the same as
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the image of F (X,Y ) under the last surjection which by Lemma 2.13 equals zero as
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
i
)
−
i∑
n=0
Cn
(
r − n
i
)
+ (−1)i+1
i∑
n=0
Cn
(
r − n
r − i
)
≡ Ci
(
r − i
i
)
− (−1)i
i∑
n=0
Cn
(
r − n
r − i
)
mod p (by Lemma 2.15)
≡ Ci
(
p− 1
i
)
− (−1)iCi
(
r − i
r − i
)
≡ 0 mod p (by Lucas’ theorem and r ≡ i− 1 mod p).
This proves the lemma.
We are now ready to describe the quotient X
(i)
r−i/X
(i+1)
r−i when i = [r − i].
Proposition 4.21. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and let 1 ≤ i < p− 1 with i = [a− i]. If r ≥ i(p+ 1) + p, then
X
(i)
r−i
X
(i+1)
r−i
∼=


V
(i)
r /V
(i+1)
r , if r0 6∈ J (a, i),
V0 ⊗D
i, if r0 = i,
Vp−1 ⊗D
i, if r0 = i− 1,
(0), otherwise.
Proof. Using [a− i] = i and (4.19), one checks that
(
r−i
i
)
6≡ 0 mod p if and only if r0 6∈ J (a, i)r {i− 1}.
Thus, by Lemma 4.11, we have Vp−1 ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i if and only if r0 6∈ J (a, i) r {i − 1} if and
only if r0 6∈ J (a, i) or r0 = i− 1. By Lemmas 4.19 and 4.20, we see that V0 ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i if and
only if r0 6∈ J (a, i) r {i} if and only if r0 6∈ J (a, i) or r0 = i. Since the exact sequence (2.4) splits for
m = i, we have X
(i)
r−i/X
(i+1)
r−i
∼= Vp−1 ⊗D
i ⊕ V0 ⊗D
i. The proposition follows immediately by putting
these facts together.
We now determine the structure of Q(i) in the case i = [a− i].
Theorem 4.22. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1
and let 1 ≤ i < p− 1 with i = [a− i]. If r ≥ i(p+ 1) + p, then
0→W → Q(i)→ Q(i− 1)→ 0,
where
W ∼=


(0), if r0 6∈ J (a, i),
Vp−1 ⊗D
i, if r0 = i,
V0 ⊗D
i, if r0 = i− 1,
V
(i)
r /V
(i+1)
r , otherwise.
Proof. Taking j = i in the diagram (4.3) and using Corollary 4.5 (ii), we see that the rightmost bottom
entry there equals Q(i− 1). Thus, we have
0→W → Q(i)→ Q(i− 1)→ 0,
whereW denotes the cokernel of the map X
(i)
r−i/X
(i+1)
r−i →֒ V
(i)
r /V
(i+1)
r . By the exact sequence (2.4) (with
m = i), we see that V
(i)
r /V
(i+1)
r
∼= V0⊗D
i⊕Vp−1⊗D
i. Now the theorem follows from Proposition 4.21.
The theorem can be used to give the complete structure of Q(i), when i = [a − i] and i 6= a, p − 1,
as follows. It already gives the structure of Q(i) in terms of W and Q(i− 1). If i = 1, we are done. Else
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1 ≤ i− 1 < [a− (i− 1)] = [a− i] + 1 ≤ p− 1. If the last inequality is strict, we can use Theorem 4.18 to
determine Q(i−1), as explained at end of the §4.1.1. If the last inequality is an equality, i.e., if i−1 = a,
then the structure of Q(a) will be determined in §4.2.1. In either case, we obtain the structure of Q(i).
4.1.3. The case i > [a− i]. In this subsection, we determine the structure of the quotients Q(i) in
the case i > [a − i] and i 6= a, p− 1. As in Sections 4.1.1 and 4.1.2, we determine Q(i) recursively. By
Corollary 4.5 (ii), we see that Xr−i = Xr−(i−1)+X
([a−i])
r−i ⊃ Xr−(i−1)+X
(i)
r−i. In most cases it turns out
that the last containment is strict. Thus the natural choice for j = i in diagram (4.3) which was taken
in §4.1.1 and §4.1.2 doesn’t work here. But it turns out that the choice j = [a− i] works as we will show
that Xr−i + V
([a−i])
r = Xr−([a−i]−1) + V
([a−i])
r , so that one can realize the rightmost bottom entry of
diagram (4.3) (applied with j = [a− i]) as Q([a− i]− 1). This reduces the computation of Q(i) to §4.1.1
once one knows the leftmost bottom module of diagram (4.3) for j = [a− i]. In order to determine this
module we need to determine X
([a−i])
r−i /X
(i+1)
r−i as we already know the JH factors of V
([a−i])
r /V
(i+1)
r , by
Lemma 2.12. To do this we need to determine the successive quotients of the following ascending chain
of modules
X
(i+1)
r−i ⊆ X
(i)
r−i ⊆ · · · ⊆ X
([a−i]+1)
r−i ⊆ X
([a−i])
r−i . (4.23)
We start by determining the last quotient X
([a−i])
r−i /X
([a−i]+1)
r−i in the chain (4.23) for [a−i] < i < p−1.
For 1 ≤ a, i ≤ p− 1, with 1 ≤ [a− i] < i < p− 1, it follows from the first and third parts of the definition
of J (a, i) (cf. (4.12)) and the fact that [a− [a− i]] = i, that
J (a, [a− i]) =
{
{i, i+ 1, . . . , a− 2, a− 1}, if [a− i] < i < a,
{0, 1, . . . , a− 2} ∪ {i, i+ 1, . . . , p− 1}, if a < [a− i] < i.
(4.24)
Lemma 4.23. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1
and 1 ≤ [a− i] < i < p− 1. If [a − i](p+ 1) + p ≤ r and r0 6∈ J (a, [a− i]), then X
([a−i])
r−i /X
([a−i]+1)
r−i =
V
([a−i])
r /V
([a−i]+1)
r .
Proof. Put j = [a− i]. Let
A =
((
r − n
m
)(
[a−m− n]
j −m
))
0≤m,n≤j−1
,
b =
((
r − i
0
)
,
(
r − i
1
)
, . . . ,
(
r − i
j − 1
))t
.
Note that A = A(a, j − 1, j, r), cf. (2.8). Note that [a − (j − 1)] = [i + 1] = i + 1 > j > j − 1. Thus,
by Corollary 2.18, we see that A is invertible if r0 6∈ I(a, [a− i]− 1) (if [a− i] = 1, then A = (a) which
is trivially invertible). From (4.24) we see that r0 6∈ J (a, [a− i]) and r 6≡ [a− i] + i mod p implies that
r0 6∈ I(a, [a− i]− 1). So, Ax = b has a solution if r0 6∈ J (a, [a− i]) and r 6≡ [a− i] + i mod p. We claim
that Ax = b has a solution even if r ≡ [a− i] + i = j + i mod p. Indeed, by Lucas’ theorem, we have
b =
((
j
0
)
, . . . ,
(
j
m
)
, . . . ,
(
j
j−1
))t
and since [a−m− (j− 1)] = [i+1−m], we also have the last column of A
is equal to
((
i+1
0
)(
i+1
j
)
, . . . ,
(
i+1
m
)(
i+1−m
j−m
)
, . . . ,
(
i+1
j−1
)(i+1−(j−1)
j−(j−1)
))t
. As
(
i+1
m
)(
i+1−m
j−m
)(
i+1
j
)−1
=
(
j
m
)
, we see
that A(0, . . . , 0,
(
i+1
j
)−1
)t = b. Therefore the linear system Ax = b has a solution if r0 6∈ J (a, [a − i]).
Let C0, . . . , C[a−i]−1 be a solution to Ax = b, i.e.,
[a−i]−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
[a− i]−m
)
=
(
r − i
m
)
, ∀ 0 ≤ m ≤ [a− i]− 1. (4.25)
Let
F (X,Y ) = X iY r−i +
[a−i]−1∑
n=0
Cn
∑
k∈F∗p
kn−iXn(kX + Y )r−n
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(2.6)
≡ X iY r−i −
[a−i]−1∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)
Xr−lY l mod p.
We show below that F (X,Y ) ∈ X
([a−i])
r−i and F (X,Y ) generates V
([a−i])
r /V
([a−i]+1)
r . Clearly F (X,Y ) ∈
Xr−i, by Lemma 3.1. Since [a − i] (resp. r − i) is the smallest (resp. largest) number between 0 and r
congruent to a− i mod (p− 1), we see that the coefficients of Xr, Xr−1Y, . . ., Xr−[a−i]+1Y [a−i]−1 (resp.
X i−1Y r−i+1, X i−2Y r−i+2, . . . , Y r) in F (X,Y ) are zero. As [a − i] < i, we see that F (X,Y ) satisfies
condition (i) of Lemma 2.8 for m = [a− i]. For 0 ≤ m ≤ [a− i]− 1, by Lemma 2.15, we have
[a−i]−1∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
m
)
≡
[a−i]−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
[a− i]−m
)
mod p
(4.25)
≡
(
r − i
m
)
mod p.
Thus, F (X,Y ) ∈ V
([a−i])
r , by Lemma 2.8. Again by Lemma 2.15, for 0 ≤ n ≤ [a− i]− 1, we have
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
[a− i]
)
≡
(
r − n
[a− i]
)(
[a− n− [a− i]]
p− 1
)
+
(
r − i
[a− i]
)
mod p
≡
(
r − n
[a− i]
)
mod p,
where in the last step we used
(
[a−n−[a−i]]
p−1
)
=
(
[i−n]
p−1
)
=
(
i−n
p−1
)
= 0, as n < [a− i] < i < p− 1. Hence
(
r − i
[a− i]
)
−
[a−i]−1∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
[a− i]
)
≡
(
r − i
[a− i]
)
−
[a−i]−1∑
n=0
Cn
(
r − n
[a− i]
)
mod p.
Clearly the coefficient of Xr−[a−i]Y [a−i] in F (X,Y ) is −
[a−i]−1∑
n=0
Cn
(
r−n
[a−i]
)
. Also, from above we have the
coefficient of X [a−i]Y r−[a−i] in F (X,Y ) is zero. Putting all these together, it follows from Lemma 2.13
with m = [a− i], that
F (X,Y ) ≡
(
r − i
[a− i]
)
θ[a−i]Xr−[a−i](p+1)−(p−1)Y p−1 mod V ([a−i]+1)r .
up to terms involving θ[a−i]Xr−[a−i](p+1) and θ[a−i]Y r−[a−i](p+1). Thus, by Lemma 2.12, we have that the
image of F (X,Y ) under V
([a−i])
r /V
([a−i]+1)
r ։ Vp−1−[a−2i]⊗D
i is (−1)r
(
r−i
[a−i]
)
Y p−1−[2i−a]. By (4.24), we
see that r0 ∈ J (a, [a−i]) if and only if the congruence class of r−i mod p belongs to {0, 1, . . . , [a−i]−1}.
Thus, by Lucas’ theorem, we see that (−1)r
(
r−i
[a−i]
)
6≡ 0 mod p, for r0 6∈ J (a, [a − i]) (this is where we
discard r0 = i, as all the previous statements are valid even if r0 = i). As the exact sequence (2.4)
doesn’t split for m = [a− i], we obtain F (X,Y ) ∈ Xr−i generates V
([a−i])
r /V
([a−i]+1)
r .
We next describe the first and last quotients in the chain (4.23) when the hypothesis of the lemma
above fails to hold.
Lemma 4.24. Let p ≥ 3, p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and suppose 1 ≤ [a− i] < i < p− 1. If r0 ∈ J (a, [a− i]), then Xr−i = Xr−(i−1) +X
(i+1)
r−i . Furthermore,
X
(i)
r−i/X
(i+1)
r−i = X
(i)
r−[a−i]/X
(i+1)
r−[a−i] and X
([a−i])
r−i /X
([a−i]+1)
r−i = X
([a−i])
r−[a−i]/X
([a−i]+1)
r−[a−i] .
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Proof. Since [a− i] < i, we have r − i 6≡ i mod p− 1. Recall that the polynomial
Fi,r(X,Y )
(4.6)
=
∑
λ∈Fp
λ[2i−a]X i(λX + Y )r−i
(2.6)
≡ −
∑
0≤l≤r−i
l≡i mod (p−1)
(
r − i
l
)
Xr−lY l mod p
generates Xr−i/Xr−(i−1). We claim that Fi,r(X,Y ) ∈ V
(i+1)
r , which implies the first statement of the
lemma. Clearly the coefficients of Xr−iY i and X [a−i]Y r−[a−i] in Fi,r(X,Y ) are −
(
r−i
i
)
and −
(
r−i
r−[a−i]
)
respectively. Since i > [a− i], we have
(
r−i
r−[a−i]
)
= 0. As mentioned towards the end of the proof of the
previous lemma, if r0 ∈ J (a, [a− i]), then by (4.24), we have the congruence class of r− i mod p belongs
to {0, 1, . . . , [a− i]− 1}. Thus, by Lucas’ theorem and the hypothesis i > [a− i], we see that
(
r−i
i
)
≡ 0
mod p for r0 ∈ J (a, [a − i]). As i (resp. r − [a − i]) is the only number between 0 and p − 1 (resp. r
and r − (p − 1)) congruent to i mod (p − 1), we see that Xp, Y p | Fi,r(X,Y ). So Fi,r(X,Y ) satisfies
condition (i) of Lemma 2.8 for m = i+ 1. Further, for 0 ≤ m ≤ i, by Lemma 2.15, we have
∑
0≤l≤r−i
l≡i mod (p−1)
(
r − i
l
)(
l
m
)
≡
(
r − i
m
)((
[a− i−m]
[i−m]
)
+ δ[i−m],p−1
)
mod p.
If 0 ≤ m < [a− i], then [a− i−m] = [a− i]−m < i−m = [i−m] so
([a−i−m]
[i−m]
)
= 0. If [a− i] ≤ m ≤ i
as we just saw
(
r−i
m
)
≡ 0 mod p for r0 ∈ J (a, [a− i]). Thus, the sum above vanishes for all 0 ≤ m ≤ i.
Hence by Lemma 2.8, we have Fi,r(X,Y ) ∈ V
(i+1)
r . This completes the proof of the first statement of
the lemma.
Since [a− i] < i, we have
Xr−(i−1) +X
(i+1)
r−i ⊆ Xr−(i−1) +X
(i)
r−i ⊆ Xr−(i−1) +X
([a−i]+1)
r−i ⊆ Xr−(i−1) +X
([a−i])
r−i ⊆ Xr−i.
As the extreme terms in the above chain are equal, all the terms are equal. Thus, for j ∈ {i, [a− i]}, it
follows from (4.4) that
(0) =
X
(j)
r−i +Xr−(i−1)
X
(j+1)
r−i +Xr−(i−1)
∼= Yi,j =
X
(j)
r−i/X
(j+1)
r−i
X
(j)
r−(i−1)/X
(j+1)
r−(i−1)
.
Thus X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−(i−1)/X
(j+1)
r−(i−1), for j ∈ {i, [a − i]}. Since [a − i] ≤ i − 1 < i and [a − [a −
i]] = i, it follows from the second and first parts of Lemma 4.4 (with i there equal to i − 1), that
X
(j)
r−(i−1)/X
(j+1)
r−(i−1) = X
(j)
r−[a−i]/X
(j+1)
r−[a−i], for j ∈ {i, [a− i]}. This finishes the proof of the lemma.
Since [a− i] < i = [a− [a− i]], the lemma above in conjunction with Proposition 4.17 (applied with
i there equal to [a − i]) can be used to describe the first quotient X
(i)
r−i/X
(i+1)
r−i and the last quotient
X
([a−i])
r−i /X
([a−i]+1)
r−i in the chain (4.23) if r0 ∈ J (a, [a− i]).
Note that J (a, [a − i]) ⊂ J (a, i) if [a − i] < i. In the next lemma we determine the first quotient
X
(i)
r−i/X
(i+1)
r−i in the chain (4.23) when r0 6∈ J (a, i).
Lemma 4.25. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1 and
suppose 1 ≤ [a− i] < i < p− 1. If i(p+ 1) + p ≤ r and r0 6∈ J (a, i), then X
(i)
r−i/X
(i+1)
r−i = V
(i)
r /V
(i+1)
r .
Proof. Note that the congruence class of [a − i] + i mod p doesn’t belong to J (a, i), by (4.19). If r ≡
[a−i]+i mod p, then by Lemma 4.14 (applied with i there equal to [a−i]), we have X
(i)
r−[a−i]/X
(i+1)
r−[a−i] =
V
(i)
r /V
(i+1)
r . Since X
(i)
r−[a−i]/X
(i+1)
r−[a−i] ⊆ X
(i)
r−i/X
(i+1)
r−i ⊆ V
(i)
r /V
(i+1)
r , we get X
(i)
r−i/X
(i+1)
r = V
(i)
r /V
(i+1)
r .
So assume that r0 6∈ J (a, i) but r 6≡ [a− i]+ i mod p. We claim that there exists constants B, C0, . . . , Ci
such that
F (X,Y ) := BXr−iY i −
i∑
n=0
Cn
∑
k∈F∗p
ki+n−aXn(kX + Y )r−n
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(2.6)
≡ BXr−iY i +
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)
Xr−lY l mod p
generates V
(i)
r /V
(i+1)
r . Clearly F (X,Y ) ∈ Xr−i, by Lemma 3.1, for any choice of B, Cn.
To show such a choice exists, let A′ =
((
r−n
m
)(
[a−m−n]
i−m
))
0≤m,n≤[a−i]−1
, v =
((
i
0
)
, . . . ,
(
i
[a−i]−1
))
and
w =
((
r
r−[a−i]
)
, . . . ,
(r−([a−i]−1)
r−[a−i]
))
. By Corollary 2.19, we see that the matrix
A =
(
A′ vt
w 0
)
,
is invertible if r0 6∈ J (a, i) and r0 6≡ [a−i]+imod p. ChooseB, C0, . . . , C[a−i]−1 such thatA(C0, . . . , C[a−i]−1, B)
t =
−(
(
r−[a−i]
0
)
, . . . ,
(r−[a−i]
[a−i]−1
)
, 1)t, i.e.,
[a−i]−1∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
+B
(
i
m
)
= −
(
r − [a− i]
m
)
, ∀ 0 ≤ m ≤ [a− i]− 1, (4.26)
[a−i]−1∑
n=0
Cn
(
r − n
r − [a− i]
)
= −1. (4.27)
Set C[a−i] = 1. Using (4.19), we see that if r0 6∈ J (a, i), then r− [a−m] ≡ m, m+1, . . . , p+m−i−2 mod
p, for all [a− i] ≤ m ≤ i−1. By Lucas’ theorem, we have
(
r−[a−m]
m
)
6≡ 0 mod p, for all [a− i] ≤ m ≤ i−1.
Successively choose Ci, Ci−1, . . . , C[a−i]+1, so that for every [a− i] ≤ m < i we have
(−1)i−m
(
r − [a−m]
m
)
C[a−m] ≡ −
[a−i]∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
+D
(
i
m
)
−
i∑
n=[a−m]+1
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
mod p. (4.28)
We claim that for the above choice of B, C0, . . . , Ci we have F (X,Y ) generates V
(i)
r /V
(i+1)
r . Note that
the coefficient of Xr−lY l in F (X,Y ) is zero if l 6≡ i mod p. Since i is the smallest number between 0 and
r congruent to i mod (p − 1), we see that Y i | F (X,Y ). The coefficient of X [a−i]Y r−[a−i] in F (X,Y )
equals
−
i∑
n=0
Cn
(
r − n
r − [a− i]
)
= −
[a−i]∑
n=0
Cn
(
r − n
r − [a− i]
)
(4.27)
≡ 0 mod p ( ∵ C[a−i] = 1).
As r − [a − i] is the only number between r and r − (p − 1) congruent to i mod (p − 1), we see that
Xp | F (X,Y ). So Xp, Y i | F (X,Y ), whence F (X,Y ) satisfies condition (i) of 2.8 for m = i. For
0 ≤ m < [a− i], by Lemma 2.15, we have
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
m
)
−D
(
i
m
)
≡
i∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
−D
(
i
m
)
mod p
=
[a−i]∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
−D
(
i
m
)
(4.26)
≡ 0 mod p,
where in the second last step we used that [a−m− n] = [a− n]−m < i−m, for all [a− i] < n ≤ i, so
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(
[a−m−n]
i−m
)
= 0. For [a− i] ≤ m < i, by Lemma 2.15, we have
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
m
)
−D
(
i
m
)
≡
[a−i]∑
n=0
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
+
i∑
n=[a−m]
Cn
(
r − n
m
)(
[a−m− n]
i−m
)
−D
(
i
m
)
mod p
(4.28)
≡ 0 mod p,
where in the second last step we used that [a −m − n] = [a − n] −m < i −m, so
(
[a−m−n]
i−m
)
= 0, for
all [a − i] < n < [a −m] and in the last step we used
(
p−1
i−m
)
≡ (−1)i−m mod p. Hence by Lemma 2.8,
we have F (X,Y ) ∈ V
(i)
r /V
(i+1)
r . As the exact sequence (2.4) doesn’t split for m = i, to show F (X,Y )
generates V
(i)
r /V
(i+1)
r it is enough to show the image of F (X,Y ) under the rightmost map of the exact
sequence (2.4) is non-zero. By Lemma 2.15, we have
B
(
i
i
)
−
i∑
n=0
Cn
∑
0≤l≤r−n
l≡i mod (p−1)
(
r − n
l
)(
l
i
)
≡ B
(
i
i
)
−
i∑
n=0
Cn
(
r − n
i
)
+
(
r − [a− i]
i
)
mod p
= coefficient of Xr−iY i in F (X,Y ) +
(
r − [a− i]
i
)
,
where in the first congruence we used [a− n− i] = p− 1 if and only if n = [a− i]. Since Xp | F (X,Y ),
by Lemma 2.13, we have
F (X,Y ) ≡
(
r − [a− i]
i
)
θiXr−i(p+1)−(p−1)Y p−1 mod V (i+1)r ,
up to terms involving θiXr−i(p+1) and θiXr−i(p+1). By Lucas’ theorem and (4.19), we see that
(
r−[a−i]
i
)
6≡
0 mod p for r0 6∈ J (a, i). Thus, by Lemma 2.12, we get the image of F (X,Y ) is non-zero under the
rightmost map of (2.4) as desired.
The next lemma determines the first quotient in the chain (4.23) in the remaining cases by reducing
to the results in §4.1.1, noting that the inequality i > [a− i] implies [a− i] < [a− [a− i]].
Lemma 4.26. Let p ≥ 3, r ≡ a mod (p − 1) with 1 ≤ a ≤ p − 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p − 1
and 1 ≤ [a− i] < i < p− 1. If i(p+ 1) + p ≤ r, r0 ∈ J (a, i) and r0 6∈ J (a, [a− i]), then X
(i)
r−i/X
(i+1)
r−i =
X
(i)
r−[a−i]/X
(i+1)
r−[a−i].
Proof. Since [a − i] ≤ i − 1 < i, by the second part of Lemma 4.4 (with i there equal to i − 1 and
j = i), we have X
(i)
r−(i−1)/X
(i+1)
r−(i−1) = X
(i)
r−[a−i]/X
(i+1)
r−[a−i]. So to prove the lemma it is enough to show
X
(i)
r−i/X
(i+1)
r−i = X
(i)
r−(i−1)/X
(i+1)
r−(i−1). By Lemma 4.23, we have X
([a−i])
r−i /X
([a−i]+1)
r−i = V
([a−i])
r /V
([a−i]+1)
r .
Since [a− i] ≤ i− 1 < i, by the first part of Lemma 4.4 (with i there equal to i− 1 and j = [a− i]), we
have X
([a−i])
r−(i−1)/X
([a−i]+1)
r−(i−1) = X
([a−i])
r−[a−i]/X
([a−i]+1)
r−[a−i] . By (4.19) and (4.24), we have
r0 ∈ {[a− i]− 1, [a− i], . . . , i− 1}.
By the first and third parts of (4.11) and the fact [a− i] < [a− [a− i]] = i, we have
I(a, [a− i]) =
{
{i+ 1, i+ 2, . . . , a}, if [a− i] < i < a,
{0, 1, . . . , a− 1} ∪ {i+ 1, i+ 2, . . . , p− 1}, if a < [a− i] < i,
(4.29)
so r0 6∈ I(a, [a−i]). Thus, by Proposition 4.17 (with i, j there equal to [a−i]), we haveX
([a−i])
r−[a−i]/X
([a−i]+1)
r−[a−i]
∼=
V[2i−a] ⊗ D
a−i, whence X
([a−i])
r−(i−1)/X
([a−i]+1)
r−(i−1)
∼= V[2i−a] ⊗ D
a−i. By the exact sequence (2.4) (with
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m = [a− i]), we have Vp−1−[2i−a] ⊗D
i ∼= Yi,[a−i]. Thus, by (4.4), we have
Vp−1−[2i−a] ⊗D
i ∼=
X
([a−i])
r−i +Xr−(i−1)
X
([a−i]+1)
r−i +Xr−(i−1)
.
Now assume r0 6= [a−i]−1, i.e., r0 = [a−i], . . . , i−1 mod p. By Lemma 4.12, we see that r0 ∈ I(a, i).
Since [a− i] ≤ i − 1 < i, by Lemma 4.4, we have X
(i)
r−(i−1)/X
(i+1)
r−(i−1) = X
(i)
r−[a−i]/X
(i+1)
r−[a−i]. By Proposi-
tion 4.17, noting r 6≡ [a− i] + i mod p, we have X
(i)
r−[a−i]/X
(i+1)
r−[a−i] = (0), whence X
(i)
r−(i−1)/X
(i+1)
r−(i−1) =
(0). Suppose X
(i)
r−i/X
(i+1)
r−i 6= X
(i)
r−(i−1)/X
(i+1)
r−(i−1), to get a contradiction. Then X
(i)
r−i/X
(i+1)
r−i 6= (0) and
V[a−2i] ⊗D
i →֒ X
(i)
r−i/X
(i+1)
r−i by the exact sequence (2.4) with m = i. Therefore
Vp−1−[2i−a] ⊗D
i = V[a−2i] ⊗D
i →֒ Yi,i ∼=
X
(i)
r−i +Xr−(i−1)
X
(i+1)
r−i +Xr−(i−1)
.
Since [a−i] < i, we have
X
([a−i])
r−i +Xr−(i−1)
X
([a−i]+1)
r−i
+Xr−(i−1)
and
X
(i)
r−i+Xr−(i−1)
X
(i+1)
r−i
+Xr−(i−1)
are distinct subquotients ofXr−i/Xr−(i−1).
Thus, we obtain that Vp−1−[2i−a]⊗D
i occurs twice as a JH factor ofXr−i/Xr−(i−1) and so for ind
Γ
B(χ
r−i
1 χ
i
2)
by Corollary 3.4. Clearly this is not possible by Corollary 2.7 (i). This proves the lemma in the case
r0 6= [a− i]− 1.
Next we deal with the case r ≡ [a − i] − 1 mod p. By Lucas’ theorem, we have
(
r−i
[a−i]
)
6≡ 0 mod p,
as [a − i] < i < p − 1. By (4.29), it follows that [a − i] − 1 6∈ I(a, [a − i]). Let F (X,Y ) be as defined
in (4.14) with i there equal to [a − i]. By the proof of Lemma 4.13, we have F (X,Y ) ∈ X
([a−i])
r−[a−i]. Let
Gi,r(X,Y ) be as in (4.7) and let
H(X,Y ) = −Gi,r(X,Y ) +
(
r − i
[a− i]
)
F (X,Y )
=
∑
0≤l<r−i
l≡[a−i] mod (p−1)
(
r − i
l
)
Xr−lY l −
(
r − i
[a− i]
) [a−i]∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)
Xr−lY l,
where C0, . . . , C[a−i] satisfy (4.13) with i there equal to [a − i]. Clearly H(X,Y ) ∈ Xr−i. We claim
that H(X,Y ) ∈ X
(i+1)
r−i + Xr−(i−1). Assuming the claim we finish the proof of the lemma. Since
[a− i] ≤ i− 1 and F (X,Y ) ∈ Xr−[a−i], we have H(X,Y ) +Gi,r(X,Y ) ∈ Xr−(i−1), by Lemma 2.2. Also
recall that Gi,r(X,Y ) generates Wi,r, the image of V[2i−a] ⊗ D
a−i →֒ indΓB(χ
r−i
1 χ
i
2)
ψi
։ Xr−i/Xr−(i−1),
as a Γ-module. Therefore
V[2i−a] ⊗D
a−i
ψi
։Wi,r →֒
X
(i+1)
r−i +Xr−i
Xr−(i−1)
.
Using Lemma 2.6 in conjunction with Corollary 3.4, and noting that p− 1− [2i− a] = [a− 2i], we get
0 V[2i−a] ⊗D
a−i indΓB(χ
r−i
1 χ
i
2) V[a−2i] ⊗D
i 0.
Xr−i, r/Xr−(i−1), r
ψi
Together these facts give a surjection V[a−2i] ⊗D
i
։
Xr−i
X
(i+1)
r−i
+Xr−(i−1)
. Since [a− i] < i, we have
Xr−(i−1) +X
(i+1)
r−i ⊆ Xr−(i−1) +X
(i)
r−i ⊆ Xr−(i−1) +X
([a−i]+1)
r−i ⊆ Xr−(i−1) +X
([a−i])
r−i ⊆ Xr−i.
But we already know that V[a−2i] ⊗ D
i →֒
X
([a−i])
r−i
+Xr−(i−1)
X
([a−i]+1)
r−i
+Xr−(i−1)
. So Xr−(i−1) + X
([a−i]+1)
r−i = Xr−(i−1) +
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X
(i+1)
r−i = Xr−(i−1) +X
(i)
r−i. Hence, by (4.4), X
(i)
r−i/X
(i+1)
r−i = X
(i)
r−(i−1)/X
(i+1)
r−(i−1).
We now prove the claim. Since [a − i] < i < p− 1, by (4.9), we have Gi,r(X,Y ) = X
iGr−i(X,Y ) ∈
X
([a−i])
r−i . So H(X,Y ) ∈ X
([a−i])
r−i , as F (X,Y ) ∈ X
([a−i])
r−i . We first show that H(X,Y ) ∈ V
(i)
r . The
coefficient of Xr−[a−i]Y [a−i] in H(X,Y ) equals
(
r − i
[a− i]
)
−
(
r − i
[a− i]
) [a−i]∑
n=0
Cn
(
r − n
[a− i]
)
(4.13)
=
(
r − i
[a− i]
)
−
(
r − i
[a− i]
)
= 0,
where we used (4.13) with i,m there equal to [a − i]. Since [a − i] is the only number between 0 and
p− 1 congruent to [a− i] mod (p− 1), we see that Y p | H(X,Y ). Also r− i is the only number between
r and r − (p − 1) congruent to [a − i] mod (p − 1), so X i | H(X,Y ). So H(X,Y ) satisfies condition
(i) of Lemma 2.8 for m = i. It suffices to check condition (ii) of that lemma for [a − i] ≤ m ≤ i, since
H(X,Y ) ∈ V
([a−i])
r . By Lemma 2.15, for [a− i] ≤ m ≤ i, we have
∑
0≤l<r−i
l≡[a−i] mod (p−1)
(
r − i
l
)(
l
m
)
=
∑
0≤l≤r−i
l≡[a−i] mod (p−1)
(
r − i
l
)(
l
m
)
−
(
r − i
m
)
≡
(
r − i
m
)[(
[a− i−m]
[a− i−m]
)
+ δp−1,[a−i−m]
]
−
(
r − i
m
)
mod p
≡
(
r − i
m
)
δ[a−i],m mod p. (4.30)
Again by Lemma 2.15, for [a− i] ≤ m ≤ i− 1, we have
[a−i]∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
m
)
≡
[a−i]∑
n=0
Cn
(
r − n
m
)[(
[a−m− n]
[a− i−m]
)
+ δp−1,[a−i−m]
]
mod p
≡
[a−i]∑
n=0
Cn
(
r − n
m
)
δ[a−i],m mod p
(4.13)
≡ δ[a−i],m mod p, (4.31)
where in the second last step we used if 0 ≤ n ≤ [a − i] − 1, then r − n ≡ [a − i] − 1 − n mod p and
0 ≤ [a− i]− 1−n < [a− i] ≤ m so
(
r−n
m
)
≡ 0 mod p, by Lucas’ theorem, and if n = [a− i], then we have([a−m−n]
[a−i−m]
)
=
(
i−m
p−1+[a−i]−m
)
= 0 as i < p − 1 ≤ p − 1 + [a − i]. Hence, the difference of the expressions
(4.30) and
(
r−i
[a−i]
)
times (4.31) is zero. Thus, by Lemma 2.8, we have H(X,Y ) ∈ V
(i)
r . Next we show
that
H(X,Y ) ≡ −(−1)a−iC[a−i]
(
r − i
[a− i]
)
θiY r−i(p+1) mod V (i+1)r . (4.32)
Indeed, since r− n ≡ [a− i]− 1− n mod p and 0 ≤ [a− i]− 1− n < i− n, for all 0 ≤ n ≤ [a− i]− 1, so(
r−n
i−n
)
≡ 0 mod p, by Lucas’ theorem. Thus, by Lucas’ theorem, the coefficient of X iY r−i in H(X,Y ) is
equal to
−
(
r − i
[a− i]
) [a−i]∑
n=0
Cn
(
r − n
r − i
)
= −
(
r − i
[a− i]
) [a−i]∑
n=0
Cn
(
r − n
i− n
)
≡ −C[a−i]
(
r − i
[a− i]
)(
r − [a− i]
i− [a− i]
)
mod p
≡ −C[a−i]
(
r − i
[a− i]
)(
p− 1
i− [a− i]
)
mod p
≡ −(−1)aC[a−i]
(
r − i
[a− i]
)
mod p, (4.33)
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which is the clearly the coefficient of X iY r−i on the right hand side of (4.32). Also, Y p divides the right
hand side of (4.32) as r − i(p + 1) ≥ p. Thus the difference of the two sides satisfies condition (i) of
Lemma 2.8 with m = i+ 1. By Lemma 2.15, we have
[a−i]∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
i
)
≡
[a−i]∑
n=0
Cn
(
r − n
i
)(
[a− i− n]
[a− 2i]
)
mod p
≡ (−1)a−iC[a−i] mod p, (4.34)
where in the last step we have used that if 0 ≤ n ≤ [a − i] − 1, then
(
r−n
i
)
≡ 0 mod p as above, and
if n = [a − i], then
(
r−[a−i]
i
)(
p−1
[a−2i]
)
≡
(
p−1
i
)(
p−1
[a−2i]
)
≡ (−1)a−i mod p since r ≡ [a − i] − 1 mod p and(
p−1
j
)
≡ (−1)j mod p. Thus, by (4.30) and (4.34), we have
∑
0≤l<r−i
l≡[a−i] mod (p−1)
(
r − i
l
)(
l
i
)
−
(
r − i
[a− i]
) [a−i]∑
n=0
Cn
∑
0≤l≤r−n
l≡[a−i] mod (p−1)
(
r − n
l
)(
l
i
)
≡ −(−1)a−i
(
r − i
[a− i]
)
C[a−i] mod p, (4.35)
so that the difference of both sides of (4.32) also satisfies condition (ii) of Lemma 2.8 with m = i+ 1 as
desired.
Since
(
r−[a−i]
i
)
≡
(
p−1
i
)
6≡ 0 mod p, we have X
(i)
r−[a−i]/X
(i+1)
r−[a−i] 6= (0), by Lemma 4.11 (with i
there equal to [a − i]). Since [a − i] < i, the exact sequence (2.4) doesn’t split for m = [a − i] and
θiY r−i(p+1) belongs to the socle of V
(i)
r /V
(i+1)
r , by Lemma 2.12. Thus, by (4.32) we see that H(X,Y ) ∈
X
(i)
r−[a−i]/X
(i+1)
r−[a−i]. Since [a− i] ≤ i − 1, we get H(X,Y ) ∈ Xr−(i−1) + V
(i+1)
r , so in Xr−(i−1) +X
(i+1)
r−i
because H(X,Y ) ∈ Xr−i, as claimed.
We are now ready to determine the quotients X
(j)
r−i/X
(j+1)
r−i , for j ∈ {i, [a− i]} and i > [a− i].
Proposition 4.27. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and suppose 1 ≤ [a− i] < i < p− 1. If j ∈ {i, [a− i]} and r ≥ j(p+ 1) + p, then
X
(j)
r−i
X
(j+1)
r−i
=


V
(j)
r /V
(j+1)
r , if r0 6∈ J (a, j),
V[a−2i] ⊗D
i, if r0 = [a− j]− 1 and j ≥ [a− j],
Vp−1−[a−2i] ⊗D
a−i, if r0 = [a− j] and j ≤ [a− j],
(0), if r0 ∈ I(a, j) and r 6≡ [a− i] + i mod p.
Proof. We prove the lemma by treating the cases j = i and j = [a− i] separately.
Case j = i: If r0 6∈ J (a, i), then by Lemma 4.25 we have X
(i)
r−i/X
(i+1)
r−i = V
(i)
r /V
(i+1)
r . So assume
r0 ∈ J (a, i). Then, by Lemmas 4.24 and 4.26, we see that X
(i)
r−i/X
(i+1)
r−i = X
(i)
r−[a−i]/X
(i+1)
r−[a−i]. As
[a− i] < i, by Lemma 4.12 (ii), we see that r0 ∈ I(a, i)∪{[a− i]− 1} and r 6≡ [a− i]+ i mod p. Thus, by
Proposition 4.17 (with i there equal to [a− i] and j equal to i), we get X
(i)
r−[a−i]/X
(i+1)
r−[a−i]
∼= V[a−2i]⊗D
i
if r ≡ [a− i]− 1 mod p and zero otherwise.
Case j = [a− i]: If r0 6∈ J (a, j), then by Lemma 4.23 we have X
(j)
r−i/X
(j+1)
r−i = V
(j)
r /V
(j+1)
r . So
assume r0 ∈ J (a, j), then by Lemma 4.24, we have X
(j)
r−i/X
(j+1)
r−i = X
(j)
r−[a−i]/X
(j+1)
r−[a−i]. Since j < [a− j],
by Lemma 4.12 (i), we see that r0 ∈ I(a, j)∪{[a−j]} and r 6≡ [a−j]+j mod p. Thus, by Proposition 4.17
(with i (resp. j) there equal to [a− i] (resp. [a− i])), we see that X
(j)
r−j/X
(j+1)
r−j
∼= Vp−1−[a−2i] ⊗D
a−i if
r ≡ i = [a− j] mod p and is zero otherwise.
Remark 4.28. Observe that if in the statement of the proposition above, we replace the condition
‘r0 ∈ I(a, j) and r 6≡ [a − i] + i mod p’ by ‘otherwise’, then we may include the case [a − i] = i in the
statement, by Proposition 4.21.
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Corollary 4.29. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1
and suppose 1 ≤ [a− i] < i < p− 1. Then for [a− i] ≤ l ≤ i and r ≥ i(p+ 1) + p, we have
(i) If r0 6∈ J (a, l), then X
([a−i])
r−i /X
(l+1)
r−i = V
([a−i])
r /V
(l+1)
r .
(ii) Assume l 6= [a− l]. If r0 ∈ I(a, l) and r 6≡ [a− i] + i mod p, then X
(l)
r−i/X
(i+1)
r−i = (0).
Proof. Let j′ := max{j, [a− j]}, for all [a− i] ≤ j ≤ i. Note that {j, [a− j]} = {j′, [a− j′]}. One checks
that [a− i] ≤ j, [a− j] ≤ i, for all [a− i] ≤ j ≤ i. Thus [a− i] ≤ j′ ≤ i < p− 1, for all [a− i] ≤ j ≤ i.
(i) Since J (a, [a − i]) ⊆ · · · ⊆ J (a, l1) ⊆ · · · ⊆ J (a, i), we see that r0 6∈ J (a, l) implies that r0 6∈
J (a, j), for all [a− i] ≤ j ≤ l. Hence by Proposition 4.27, we have X
(j)
r−j′/X
(j+1)
r−j′ = V
(j)
r /V
(j+1)
r ,
for every [a− i] ≤ j ≤ l. Since X
(j)
r−j′/X
(j+1)
r−j′ ⊆ X
(j)
r−i/X
(j+1)
r−i ⊆ V
(j)
r /V
(j+1)
r , for all [a− i] ≤ j ≤ l,
we see that X
([a−i])
r−i /X
(l+1)
r−i = V
([a−i])
r /X
(l+1)
r−i .
(ii) Since I(a, [a− i]) ⊆ · · · ⊆ I(a, l) ⊆ · · · ⊆ I(a, i), we see that r0 ∈ I(a, l) and r 6≡ [a− i] + i mod p
implies r0 ∈ I(a, j) and r 6≡ [a−i]+imod p, for all l ≤ j ≤ i. One checks that [a−i]+i = [a−j]+j,
for all [a − i] ≤ j ≤ i. So r0 ∈ I(a, j) and r 6≡ [a − j] + j = [a− j
′] + j′ mod p, for all l ≤ j ≤ i.
We claim that X
(j)
r−i/X
(j+1)
r−i = (0), for all l ≤ j ≤ i. Clearly (ii) follows from the claim.
Fix l ≤ j ≤ i. If [a − j] ≤ j ≤ i, then by the first part of Lemma 4.4, we have X
(j)
r−i/X
(j+1)
r−i =
X
(j)
r−j/X
(j+1)
r−j . Similarly, by the second part, if j ≤ [a−j] ≤ i, thenX
(j)
r−i/X
(j+1)
r−i = X
(j)
r−[a−j]/X
(j+1)
r−[a−j].
So to prove the claim it is enough to show that X
(j)
r−j′/X
(j+1)
r−j′ = (0). If [a − j
′] < j′, then
X
(j)
r−j′/X
(j+1)
r−j′ = (0), by Proposition 4.27. If j
′ = [a − j′], then j′ = j. So [a − i] ≤ l  j ≤ i
because [a− l] 6= l, whence
[a− i] ≤ j − 1 < j < [a− j] + 1 = [a− (j − 1)] ≤ i+ 1 ≤ p− 1.
Thus, by the first and third parts of (4.11), we have j−1, j 6∈ I(a, j−1). Since I(a, l) ⊆ I(a, j−1) ⊆
I(a, j), we get j−1, j 6∈ I(a, l). So r0 6= j−1, j. Thus, r0 ∈ I(a, j)r{j, j−1} and r 6≡ [a−i]+imod
p. So, by Lemma 4.12 (applied with i there equal to j), we see that r0 6= j, j − 1 and r0 ∈ J (a, j).
Hence, by Proposition 4.21, we again have X
(j)
r−j/X
(j+1)
r−j = (0). This proves the claim.
For 0 ≤ j ≤ n ≤ m, we have the following commutative diagram
0
X
(n)
r−i
X
(m)
r−i
X
(j)
r−i
X
(m)
r−i
X
(j)
r−i
X
(n)
r−i
0
0
V (n)r
V
(m)
r
V (j)r
V
(m)
r
V (j)r
V
(n)
r
0.
(4.36)
Taking the cokernel of each the inclusions and applying the snake lemma, we get
0→
V
(n)
r
X
(n)
r−i + V
(m)
r
→
V
(j)
r
X
(j)
r−i + V
(m)
r
→
V
(j)
r
X
(j)
r−i + V
(n)
r
→ 0. (4.37)
We now determine the structure of Q(i) in terms of Q([a− i]− 1) when 1 ≤ [a− i] < i < p− 1.
Theorem 4.30. Let p ≥ 3, r ≡ a mod (p−1) with 1 ≤ a ≤ p−1 and let r ≡ r0 mod p with 0 ≤ r0 ≤ p−1.
Let 1 ≤ [a− i] < i < p− 1 and i(p+ 1) + p ≤ r. Then we have an exact sequence of Γ-modules
0→W → Q(i)→ Q([a− i]− 1)→ 0,
where
(i) If r0 6∈ J (a, i), then W = (0).
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(ii) If r0 ∈ J (a, i)r I(a, [a− i]) and
(a) If [a− r0] < r0 + 1, then 0→ V
([a−r0]+1)
r /V
(i+1)
r →W → V[a−2r0] ⊗D
r0 → 0.
(b) If [a− r0] = r0 + 1, then W = V
([a−r0])
r /V
(i+1)
r .
(c) If [a− r0] > r0 + 1, then 0→ V
([a−r0])
r /V
(i+1)
r →W → Vp−1−[2r0+2−a] ⊗D
r0+1 → 0.
(iii) If r0 ∈ I(a, [a− i]) and r 6≡ [a− i] + i mod p, then W = V
([a−i])
r /V
(i+1)
r .
Proof. For [a − i] ≤ j ≤ i, we have [a − i] ≤ [a − j] ≤ i. Thus, j′ := min{[a − j], j} ≥ [a − i], for all
[a− i] ≤ j ≤ i. By Corollary 4.5 (ii), we see that Xr−j ⊆ Xr−(j−1) + V
(j′)
r ⊆ Xr−(j−1) + V
([a−i])
r , for all
[a− i] ≤ j ≤ i. Hence
Xr−i ⊆ Xr−(i−1) + V
([a−i])
r ⊆ · · · ⊆ Xr−[a−i] + V
([a−i])
r ⊆ Xr−([a−i]−1) + V
([a−i])
r .
Therefore, Xr−i + V
([a−i])
r = Xr−([a−i]−1) + V
([a−i])
r , by Lemma 2.2, and so
Vr
Xr−i + V
([a−i])
r
=
Vr
Xr−([a−i]−1) + V
([a−i])
r
= Q([a− i]− 1).
Taking j = [a− i] in diagram (4.3) we see that
0→W → Q(i)→ Q([a− i]− 1)→ 0,
where W is the quotient of V
([a−i])
r /V
(i+1)
r−i by X
([a−i])
r−i /X
(i+1)
r−i . To determine W explicitly we consider
the cases described in the theorem. We first prove (i) and (iii).
(i) If r0 6∈ J (a, i), then by Corollary 4.29 (i), we have X
([a−i])
r−i /X
(i+1)
r−i = V
([a−i])
r /V
(i+1)
r . Thus
W = (0).
(iii) If r0 ∈ I(a, [a− i]) and r 6≡ [a− i]+ i mod p, then by Corollary 4.29 (ii), we have X
([a−i])
r−i /X
(i+1)
r−i =
(0). Thus W = V
([a−i])
r /V
(i+1)
r .
We now prove (ii). So we may assume r0 ∈ J (a, i)r I(a, [a− i]). By (4.19) and (4.29), we have
J (a, i)r I(a, [a− i]) = {[a− i]− 1, [a− i], . . . , i− 1, i}.
So the congruence class of [a− i]+ i mod p has a representative in I(a, [a− i]) but not in J (a, i). Clearly
[a− i]− 1 ≤ r0 ≤ i. One checks that [a− i]− 1 ≤ [a− r0]− 1 ≤ i as well. We now prove (ii) according
to how the numbers r0 and [a− r0]− 1 compare to each other.
(a) If [a − r0] − 1 < r0, then [a− i] + 1 ≤ r0 ≤ i (because [a − i] < i = [a − [a− i]] and [a − i]− 1 <
i + 1 = [a − ([a − i] − 1)]). So [a − i] ≤ [a − r0] + 1 ≤ i. Since 2 ≤ [a − i] + 1 ≤ r0 ≤ i and
r0 − 1 ≡ [a − ([a − r0] + 1)] mod (p − 1), we have r0 = [a − ([a − r0] + 1)] + 1. Thus, by (4.11),
we see that r0 ∈ I(a, [a− r0] + 1). Thus by Corollary 4.29 (ii), we have X
([a−r0]+1)
r−i /X
(i+1)
r−i = (0),
if [a − r0] + 1 6= r0 − 1. If [a − r0] + 1 = r0 − 1, then r0 = [a − r0] + 2 ≥ 3 and [a − r0] + 2 >
r0 − 2 = [a− ([a− r0] + 2)]. So by Corollary 4.29 (ii), we have X
([a−r0]+2)
r−i /X
(i+1)
r−i = (0). Further,
by (4.19) and Proposition 4.21, we have X
([a−r0]+1)
r−[a−r0]−1
/X
([a−r0]+2)
r−[a−r0]−1
= (0). By the second part of
Lemma 4.4, we have X
([a−r0]+1)
r−i /X
([a−r0]+2)
r−i = X
([a−r0]+1)
r−[a−r0]−1
/X
([a−r0]+2)
r−[a−r0]−1
= (0). So in either case,
we have X
([a−r0]+1)
r−i /X
(i+1)
r−i = (0). Since [a − r0] ≤ r0 = [a − [a − r0]], by Proposition 4.21 and
Proposition 4.27, we have X
([a−r0])
r−r0 /X
([a−r0]+1)
r−r0
∼= Vp−1−[a−2r0] ⊗D
a−r0 . Since [a − r0] ≤ r0 ≤ i,
by the second part of Lemma 4.4 (with j there equal to [a− r0]), we have X
([a−r0])
r−i /X
([a−r0]+1)
r−i =
X
([a−r0])
r−r0 /X
([a−r0]+1)
r−r0
∼= Vp−1−[a−2r0] ⊗D
a−r0 . Thus by Lemma 2.12 (with m = [a − r0]) and the
exact sequences (4.36) and (4.37) (with j = [a− r0], n = [a− r0] + 1, m = i+ 1), we see that
0→ V ([a−r0]+1)r /V
(i+1)
r →
V
([a−r0])
r
X
([a−r0])
r−i + V
(i+1)
r
→ V[a−2r0] ⊗D
r0 → 0.
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If r0 = i, then the middle term is W and we are done. If r0 < i, then [a− r0] ≥ [a− i] + 1. Thus
[a− r0]− 1 = [a− r0− 1] so by (4.24) (with i there equal to r0+1), we have r0 6∈ J (a, [a− r0]− 1),
whence by Corollary 4.29 (i) we have X
([a−i])
r−i /X
([a−r0])
r−i = V
([a−i])
r /V
([a−r0])
r . Thus, by the exact
sequences (4.36) and (4.37) (with j = [a− i], n = [a−r0], m = i+1), we haveW ∼=
V ([a−r0])r
X
([a−r0])
r−i
+V
(i+1)
r
,
whence (a) follows from the above exact sequence.
(b) Assume [a − r0] = r0 + 1. Since [a − i] < i < i + 1, we have r0 6= i, i.e., [a − i] − 1 ≤ r0 < i. So
[a−r0] > [a−i]. If r0 = 0, then a = 1 and [a−i] ≤ 1. So [a−i] = [1−i] = 1 and i = 0, p−1 which are
not possible. Therefore, [a−r0] > r0 ≥ 1. Note that r0 = [a−r0−1] = [a−r0]−1 < [a−r0] = r0+1 =
[a−[a−r0−1]]. Thus, by (4.24), we see that r0 6∈ J (a, [a−r0−1]). Also, [a−i] ≤ [a−r0]−1 = r0 < i
whence by Corollary 4.29 (i), we have X
([a−i])
r−i /X
([a−r0])
r−i = V
([a−i])
r /V
([a−r0])
r . Also, by (4.18) (with
i there equal to r0), we see that r0 ∈ I(a, [a−r0]) and r 6≡ [a−i]+imod p, whence by Corollary 4.29
(ii), we haveX
([a−r0])
r−i /X
(i+1)
r−i = (0). Thus, by the exact sequences (4.36) and (4.37) (with j = [a−i],
n = [a− r0], m = i+ 1) we see that W ∼= V
([a−r0])
r /V
(i+1)
r . Since [a− r0] = r0 + 1, we are done.
(c) If [a−r0] > r0+1, then r0 6= i, i−1 (because [a−i] < i+1 and [a−(i−1)] = [a−i]+1 ≤ (i−1)+1).
So [a− i]− 1 ≤ r0 < i− 1, hence one checks that [a− i] < [a− (r0 + 1)] ≤ i. Set l = [a− (r0 + 1)],
so [a − i] < l ≤ i. Since [a − l] = r0 + 1 < i < p − 1, we have [a − (l − 1)] = [a − l] + 1 and
so r0 = [a − (l − 1)] − 2. By (4.12), we see that r0 6∈ J (a, l − 1). As [a − i] ≤ l − 1 ≤ i − 1, it
follows from Corollary 4.29 (i), that X
([a−i])
r−i /X
(l)
r−i = V
([a−i])
r /V
(l)
r . Since [a − l] = r0 + 1 ≤ l, by
Proposition 4.21 and Proposition 4.27, we haveX
(l)
r−l/X
(l+1)
r−l = V[a−2l]⊗D
l, as r0 = [a−l]−1. Since
[a − l] ≤ l ≤ i, by the first part of Lemma 4.4, we have X
(l)
r−i/X
(l+1)
r−i = X
(l)
r−l/X
(l+1)
r−l . Therefore,
by the exact sequences (4.36) and (4.37) (with j = [a − i], n = l and m = l + 1) and the exact
sequence (2.4) (with m = l), we see that
V
([a−i])
r
X
([a−i])
r−i + V
(l+1)
r
∼= Vp−1−[a−2l] ⊗D
a−l.
If l = i, then we are done. If l < i, then [a − i] ≤ l + 1 = [a − r0] ≤ i. Noting r0 < [a − r0], by
(4.18), we see that r0 ∈ I(a, [a− r0]). Thus, by Corollary 4.29 (ii), we have X
(l+1)
r−i /X
(i+1)
r−i = (0).
Thus, by the exact sequences (4.36) and (4.37) (with j = [a − i], n = l + 1 and m = i + 1), and
above we see that
0→ V (l+1)r /V
(i+1)
r →W → Vp−1−[a−2l] ⊗D
a−l → 0.
Since l = [a− r0]− 1, this proves part (c).
4.2. The case i = a, p− 1
Let 1 ≤ a ≤ p− 1 be such that r ≡ a mod (p− 1). In this subsection, we determine the quotients Q(a)
and Q(p− 1). Recall that, for 1 ≤ i ≤ p, we have defined
P (i) =
Vr
Xr−(i−1) + V
(i+1)
r
.
For 1 ≤ i ≤ p− 1, we have the following exact sequence
0→
Xr−i + V
(i+1)
r
Xr−(i−1) + V
(i+1)
r
→ P (i)→ Q(i)→ 0,
where the first map is the inclusion and the last map is the quotient map. Since Xr−(i−1) ⊆ Xr−i, one
checks that Xr−i∩ (Xr−(i−1)+V
(i+1)
r ) = Xr−(i−1)+X
(i+1)
r−i . Thus, by the second isomorphism theorem,
we have an exact sequence
0→
Xr−i
Xr−(i−1) +X
(i+1)
r−i
→ P (i)→ Q(i)→ 0. (4.38)
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Thus to determine Q(i) in terms of P (i) it is enough to determine the leftmost module in the above
exact sequence. Note that we have an ascending chain
Xr−(i−1) +X
(i+1)
r−i ⊆ Xr−(i−1) +X
(i)
r−i ⊆ · · · ⊆ Xr−(i−1) +X
(1)
r−i ⊆ Xr−i. (4.39)
Recall Yi,j = (X
(j)
r−i/X
(j+1)
r−i )/(X
(j)
r−(i−1)/X
(j+1)
r−(i−1)). By (4.4), to determine the leftmost module in (4.38),
it is enough to determine the successive quotients Yi,j , for all 0 ≤ j ≤ i. Note that by Lemma 4.3 and
the exact sequence (2.4) for m = 0, we have the successive quotient Ya,0 ∼= Vp−1−a ⊗D
a.
4.2.1. The case i = a. We start with the case i = a, where 1 ≤ a ≤ p− 1. The first result asserts
that most Yi,j vanish.
Lemma 4.31. Let p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1, and let r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1.
(i) If a ≤ p− 1, then X
(j)
r−a/X
(j+1)
r−a = X
(j)
r−(a−1)/X
(j+1)
r−(a−1), for all 1 ≤ j < p− 1.
(ii) If a = p− 1 and r0 6= p− 2, then X
(j)
r−a/X
(j+1)
r−a = X
(j)
r−(a−1)/X
(j+1)
r−(a−1), for all 1 ≤ j ≤ p− 1.
Proof. Recall that Ga,r(X,Y ) generates Wa,r, the image of Va →֒ ind
Γ
B(χ
a
2)
ψi
։ Xr−a/Xr−(a−1) as a
Γ-module. Assume that Ga,r(X,Y ) ∈ Xr−(a−1)+X
(n)
r−a, for some n ≥ 1 (to be determined later). Thus,
Wa,r ⊆ (Xr−(a−1) +X
(n)
r−a)/Xr−(a−1). Note that we have the following diagram
0 Va ind
Γ
B(χ
a
2) Vp−1−a ⊗D
a 0.
Xr−a/Xr−(a−1)
ψi
Therefore, Vp−1−a ⊗D
a
։ Xr−a/(Xr−(a−1) +X
(n)
r−a). But, by (4.4), we have
Vp−1−a ⊗D
a ∼= Ya,0 ∼=
Xr−a
Xr−(a−1) +X
(1)
r−a
.
Thus, in the ascending chain of modules
Xr−(a−1) +X
(n)
r−a ⊆ Xr−(a−1) +X
(n−1)
r−a ⊆ · · · ⊆ Xr−(a−1) +X
(1)
r−a ⊆ Xr−a,
we have Xr−(a−1) + X
(j)
r−a = Xr−(a−1) + X
(j+1)
r−a , for all 1 ≤ j < n. Thus, by (4.4), we see that
X
(j)
r−a/X
(j+1)
r−a = X
(j)
r−(a−1)/X
(j+1)
r−(a−1), for all 1 ≤ j < n.
By (4.9) we have Ga,r(X,Y ) ∈ Xr−(a−1) + X
(p−1)
r−a . So if a ≤ p − 1, we may take n = p − 1 above
and we obtain (i). If a = p− 1 and r0 6= a− 1, then we can do better. Indeed since
(
r−a
p−1
)
≡ 0 mod p,
by Lemma 4.7, we have Gr−a(X,Y ) ∈ V
(p)
r−a ∩ Xr−a, r−a. So X
aGr−a(X,Y ) ∈ X
(p)
r−a, by Lemma 3.2,
whence Ga,r(X,Y ) = −X
r+XaGr−a(X,Y ) ∈ Xr−(a−1)+X
(p)
r−a, by (4.9). Taking n = p above we obtain
(ii).
Lemma 4.32. Let (p − 1)(p + 1) + p < r ≡ a mod (p − 1). Then Va →֒ X
(p−1)
r−a /X
(p)
r−a if and only if
r ≡ a− 1 mod p.
Proof. The case 1 ≤ a < p − 1 follows from Lemma 4.11. Assume a = p − 1. By Lemma 4.3, we
have Xr−(p−1)/X
(1)
r−(p−1) = Vr/V
(1)
r and Xr−(p−2)/X
(1)
r−(p−2)
∼= Vp−1. Thus, by Lemma 2.12 and the fact
Xr−(p−2) ⊆ Xr−(p−1), we have
V0 ∼=
Xr−(p−1)/X
(1)
r−(p−1)
Xr−(p−2)/X
(1)
r−(p−2)
= Yp−1,0
(4.4)
∼=
Xr−(p−2) +Xr−(p−1)
Xr−(p−2) +X
(1)
r−(p−1)
∼=
Xr−(p−1)
Xr−(p−2) +X
(1)
r−(p−1)
.
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Also by Lemma 2.6 and Corollary 3.4, we have V0 ⊕ Vp−1 ∼= ind
Γ
B(1)
ψp−1
։ Xr−(p−1)/Xr−(p−2). So
Vp−1 ։
Xr−(p−2) +X
(1)
r−(p−1)
Xr−(p−2)
. (4.40)
If r ≡ p − 2 mod p, then by Lemma 4.7, we have Gr−(p−1)(X,Y ) ∈ X
(p−1)
r−(p−1), r−(p−1). Thus, by
Lemma 3.2, we see that Xp−1Gr−(p−1)(X,Y ) ∈ X
(p−1)
r−(p−1). Using (4.5), one checks that the coefficient
of Xr−(p−1)Y p−1 in Xp−1Gr−(p−1)(X,Y ) equals −
(
r−(p−1)
p−1
)
≡ −
(
p−1
p−1
)
≡ −1 mod p, by Lucas’ theorem.
Thus, Xp−1Gr−(p−1)(X,Y ) 6∈ X
(p)
r−(p−1), by Lemma 2.8, whence X
(p−1)
r−(p−1)/X
(p)
r−(p−1) 6= (0). Since p−2 <
p − 1 = [p − 1 − (p − 1)], by the third part of Lemma 4.4 (with i = p − 2 and j = p − 1), we have
X
(p−1)
r−(p−2)/X
(p)
r−(p−2)
∼= X
(p−1)
r /X
(p)
r . Further, by Proposition 4.8 and r ≡ p − 2 mod p, we see that
X
(p−1)
r /X
(p)
r = (0). Thus, by (4.4), we have
X
(p−1)
r−(p−1) +Xr−(p−2)
X
(p)
r−(p−1) +Xr−(p−2)
∼= Yp−1,p−1 =
X
(p−1)
r−(p−1)
X
(p)
r−(p−1)
6= (0).
Combining this with (4.40), we get X
(p−1)
r−(p−1)/X
(p)
r−(p−1)
∼= Vp−1.
We now prove the converse. Assume r 6≡ p−2 mod p. Then by Lemma 4.7, we haveXp−1Gr−(p−1)(X,Y ) ∈
X
(p)
r−(p−1), whence Gp−1,r−(p−1)(X,Y ) = X
p−1Gr−(p−1)(X,Y )−X
r ∈ X
(p)
r−(p−1)+Xr−(p−2), by (4.9). Re-
call Gp−1,r−(p−1)(X,Y ) generatesWp−1,r, the image of Vp−1 →֒ ind
Γ
B(1)
ψp−1
։ Xr−(p−1)/Xr−(p−2). Thus,
the image of Vp−1 in (4.40) lies in
X
(p)
r−(p−1)
+Xr−(p−2)
Xr−(p−2)
. Thus X
(p)
r−(p−1)+Xr−(p−2) = X
(p−1)
r−(p−1)+Xr−(p−2),
whence
X
(p−1)
r−(p−1)
X
(p)
r−(p−1)
(4.4)
=
X
(p−1)
r−(p−2)
X
(p)
r−(p−2)
=
X
(p−1)
r
X
(p)
r
.
Since a = p− 1, by Proposition 4.8, we see that Vp−1 6 →֒ X
(p−1)
r /X
(p)
r . This completes the proof.
Proposition 4.33. Let r ≡ a mod (p− 1), with 1 ≤ a ≤ p− 1 and let r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1.
For j ∈ {a, p− 1} and r ≥ j(p+ 1) + p, we have
X
(j)
r−a
X
(j+1)
r−a
=


Vp−1−a ⊗D
a, if j = a and r0 = a, a+ 1, . . . , p− 1,
Va, if j = p− 1 and r0 = a− 1,
(0), otherwise.
Proof. Since Xr−(a−1) ⊆ Xr−(a−1) +X
(p)
r−a ⊆ Xr−(a−1) +X
(p−1)
r−a ⊆ · · · ⊆ Xr−(a−1) +X
(1)
r−a ⊆ Xr−a, we
have
dim
(
Xr−(a−1) +X
(p−1)
r−a
Xr−(a−1) +X
(p)
r−a
)
+ dim
(
Xr−a
Xr−(a−1) +X
(1)
r−a
)
≤ dim
(
Xr−a
Xr−(a−1)
)
≤ p+ 1.
Since Ya,0 ∼= Vp−1−a ⊗D
a, we have dim Ya,p−1 ≤ a+ 1.
Case a < p− 1: By Lemma 4.31 (i), we have X
(a)
r−a/X
(a+1)
r−a = X
(a)
r−(a−1)/X
(a+1)
r−(a−1). Since a − 1 <
a < [a − a] = p − 1, by the third part of Lemma 4.4, we have X
(a)
r−(a−1)/X
(a+1)
r−(a−1) = X
(a)
r /X
(a+1)
r . So
X
(a)
r−a/X
(a+1)
r−a = X
(a)
r /X
(a+1)
r and the assertion for j = a follows from Proposition 4.8. By Corollary 4.9,
we have X
(p−1)
r−(a−1)/X
(p)
r−(a−1) = (0). So Ya,p−1 = X
(p−1)
r−a /X
(p)
r−a. Since the exact sequence (2.4) doesn’t
split form = p−1, we haveX
(p−1)
r−a /X
(p)
r−a 6= (0) if and only if Va →֒ X
(p−1)
r−a /X
(p)
r−a. Hence by Lemma 4.11,
we have X
(p−1)
r−a /X
(p)
r−a 6= (0) if and only if Va →֒ X
(p−1)
r−a /X
(p)
r−a if and only if r ≡ a − 1 mod p. So if
r ≡ a− 1 mod p, then Ya,p−1 = X
(p−1)
r−a /X
(p)
r−a
∼= Va as dimYa,p−1 ≤ a+ 1 and if r 6≡ a− 1 mod p, then
X
(p−1)
r−a /X
(p)
r−a = (0).
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Case a = p− 1: As earlier, one checks that X
(p−1)
r−(a−1)/X
(p)
r−(a−1) = X
(p−1)
r /X
(p)
r . If r 6≡ p − 2
mod p, then X
(p−1)
r−a /X
(p)
r−a = X
(p−1)
r−(a−1)/X
(p)
r−(a−1), by Lemma 4.31. Thus, by Proposition 4.8, we have
X
(p−1)
r−a /X
(p)
r−a = V0 if r ≡ p− 1 mod p and zero if r ≡ 0, 1, . . . , p− 3 mod p. Assume r ≡ p− 2 mod p. By
Lemma 4.32, we have Vp−1 →֒ X
(p−1)
r−a /X
(p)
r−a. Also, by Proposition 4.8, we have X
(p−1)
r−(a−1)/X
(p)
r−(a−1) =
X
(p−1)
r /X
(p)
r = (0). So Vp−1 →֒ X
(p−1)
r−a /X
(p)
r−a = Ya,p−1. Since dimYa,p−1 ≤ a + 1 = p, we get
Vp−1 = X
(p−1)
r−a /X
(p)
r−a.
Theorem 4.34. Let a(p+ 1) + p ≤ r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Then
(i) If a 6= p− 1 or r 6≡ p− 2 mod p, then
0→ Vp−1−a ⊗D
a → P (a)→ Q(a)→ 0.
(ii) If a = p− 1 and r ≡ p− 2 mod p, then
0→ V0 ⊕ Vp−1 → P (a)→ Q(a)→ 0.
Proof. By (4.38), we have an exact sequence
0→
Xr−a
Xr−(a−1) +X
(a+1)
r−a
→ P (a)→ Q(a)→ 0.
Note that we have an ascending chain of modules
Xr−(a−1) +X
(a+1)
r−a ⊆ Xr−(a−1) +X
(a)
r−a ⊆ · · · ⊆ Xr−a.
By (4.4), the successive quotients are isomorphic to Ya,j , for 0 ≤ j ≤ a. By Lemma 4.31, we have
Ya,j = (0), for 1 ≤ j < a. So
0→ Ya,a →
Xr−a
Xr−(a−1) +X
(a+1)
r−a
→ Ya,0 → 0. (4.41)
Recall that Ya,0 ∼= Vp−1−a ⊗D
a. Thus it remains to determine Ya,a. By Lemma 4.31, if a 6= p − 1 or
r 6≡ p − 2 mod p, then Ya,a = (0). If a = p − 1 and r ≡ p − 2 mod p, then X
(p−1)
r−a /X
(p)
r−a
∼= Vp−1, by
Proposition 4.33. Also by the third part of Lemma 4.4 and Proposition 4.8, we haveX
(p−1)
r−(a−1)/X
(p)
r−(a−1) =
X
(p−1)
r /X
(p)
r = (0). So Ya,a = Yp−1,p−1 ∼= Vp−1. Since Vp−1 is projective, the exact sequence (4.41) splits
and this completes the proof of the lemma.
The above theorem completely determines the structure of Q(a). Indeed, by the remarks at the be-
ginning of Section 4, the structure of P (a) is completely determined by Q(a−1) and X
(a)
r−(a−1)/X
(a+1)
r−(a−1).
The latter module is equal to X
(a)
r /X
(a+1)
r , by the third part of Lemma 4.4, so is completely determined
by Proposition 4.8. If a = 1, then the structure of Q(a− 1) = Q(0) is known by Lemma 4.10. If a ≥ 2,
then a− 1 ≥ [a− (a− 1)] = 1, so the structure of Q(a− 1) can be determined using the results of §4.1.2,
§4.1.3, again in terms of Q(0) and W , see Theorem 4.22 and Theorem 4.30.
4.2.2. The case i = p− 1 In this section we determine Q(i) when i = p − 1. Since the case
i = a = p− 1 was already treated in §4.2.1, we may assume a < p− 1.
Lemma 4.35. Let p ≥ 3, p ≤ r ≡ a mod (p − 1), with 1 ≤ a < p − 1. If r ≡ 0, 1, . . . , a − 2 or
p− 1 mod p , then Xr−(p−1) ⊆ Xr−(p−2) + V
(p)
r . Furthermore, X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = X
(a)
r−a/X
(a+1)
r−a and
X
(p−1)
r−(p−1)/X
(p)
r−(p−1) = X
(p−1)
r−a /X
(p)
r−a.
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Proof. Recall that
Fp−1,r(X,Y )
(4.6)
=
∑
λ∈Fp
λ[2p−2−a]Xp−1(λX + Y )r−(p−1)
(2.6)
≡ −Xr −
∑
0<l≤r−(p−1)
l≡0 mod (p−1)
(
r − (p− 1)
l
)
Xr−lY l mod p
generates the quotient Xr−(p−1)/Xr−(p−2) as a Γ-module because a 6= p − 1. So to prove the first
statement of the lemma it is enough to show Fp−1,r(X,Y ) ∈ Xr−(p−2)+V
(p)
r . We claim that F (X,Y ) :=
Fp−1,r(X,Y ) + X
r ∈ Xr−(p−2) + V
(p)
r , which proves the the first statement of the lemma, as Xr ∈
Xr−(p−2), by Lemma 2.2. Since r−(p−1) ≡ a 6≡ p−1 mod (p−1), we get the coefficient of X
p−1Y r−(p−1)
in F (X,Y ) is zero. From the hypothesis we see that r − (p − 1) 6≡ p − 1 mod p, whence
(
r−(p−1)
p−1
)
≡ 0
mod p by Lucas’ theorem. Therefore Xp, Y p | F (X,Y ). So F (X,Y ) satisfies condition (i) of Lemma 2.8
with m = p. For 0 ≤ m ≤ p− 1, by Lemma 2.15, we have
∑
0<l≤r−(p−1)
l≡0 mod (p−1)
(
r − (p− 1)
l
)(
l
m
)
=
∑
0≤l≤r−(p−1)
l≡0 mod (p−1)
(
r − (p− 1)
l
)(
l
m
)
− δ0,m
≡
(
r − (p− 1)
m
)[(
[a−m]
[p− 1−m]
)
+ δp−1,[p−1−m]
]
− δ0,m mod p.
If 0 ≤ m < a, then
( [a−m]
[p−1−m]
)
=
(
a−m
p−1−m
)
= 0 as 1 ≤ a < p−1. So the above sum vanishes for 0 ≤ m < a.
By the assumption we have r− (p− 1) ≡ 0, 1, . . . , a− 1 mod p, whence by Lucas’ theorem
(
r−(p−1)
m
)
≡ 0
mod p, for a ≤ m ≤ p− 1. So the above sum vanishes, for all 0 ≤ m ≤ p − 1. Thus by Lemma 2.8, we
have F (X,Y ) ∈ V
(p)
r .
To prove the last assertion, note that Xr−(p−1) ⊆ Xr−(p−2) + V
(p)
r implies Xr−(p−1) = Xr−(p−2) +
X
(p)
r−(p−1). Recall that we have an ascending chain of modules
Xr−(p−2) +X
(p)
r−(p−1) ⊆ · · · ⊆ Xr−(p−2) +X
(a+1)
r−(p−1) ⊆ Xr−(p−2) +X
(a)
r−(p−1) ⊆ · · · ⊆ Xr−(p−1).
Since the extreme terms are equal, all the intermediate terms are equal. Hence, by (4.4), we have
Yp−1,j = (0) for j = a, p − 1. Thus X
(j)
r−(p−1)/X
(j)
r−(p−1) = X
(j)
r−(p−2)/X
(j)
r−(p−2) for j = a, p − 1. Since
a ≤ p − 2 < p − 1, we have X
(j)
r−(p−2)/X
(j)
r−(p−2) = X
(j)
r−a/X
(j+1)
r−a , by the first (resp. second) part of
Lemma 4.4, for j = a (resp. p− 1). Thus X
(j)
r−(p−1)/X
(j)
r−(p−1) = X
(j)
r−a/X
(j+1)
r−a .
Lemma 4.36. Let a(p + 1) + p ≤ r ≡ a mod (p − 1), with 1 ≤ a < p − 1. If r ≡ a − 1, a, . . . , p − 3,
p− 2 mod p, then X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = V
(a)
r /V
(a+1)
r .
Proof. First we consider the case r ≡ a − 1 mod p. Let F (X,Y ) := Xp−1Y r−(p−1) − Xr−aY a ∈
Xr−(p−1), r, by Lemma 2.2. Clearly F (X,Y ) ∈ V
(1)
r , by Lemma 2.8. Since r ≡ a− 1 mod p, we see that
r − (p− 1) ≡ a mod p. Thus, by Lucas’ theorem, we have(
r − (p− 1)
n
)
≡
(
a
n
)
, ∀ 0 ≤ n ≤ a.
Hence, by Lemma 2.8, we have F (X,Y ) ∈ V
(a)
r . Also by Lemma 2.13, we have the image of F (X,Y ) ≡
θaXr−a(p+1)−(p−1)Y p−1 mod V
(a+1)
r up to terms involving θaXr−a(p+1) and θY r−a(p+1). Clearly the
image of θaXr−a(p+1)−(p−1)Y p−1 under the quotient map V
(a)
r /V
(a+1)
r → Vp−1−[r−2a] is non-zero by
Lemma 2.12, so also the image of F (X,Y ). Since the sequence (2.4) doesn’t split for m = a and
a 6= p− 1, we get X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = V
(a)
r /V
(a+1)
r .
So we may assume r ≡ a, a+1, . . . , p−2 mod p. If a = 1, then F (X,Y ) ≡ (r+1)θXr−(p+1)−(p−1)Y p−1
mod V
(a+1)
r up to terms involving θXr−(p+1) and θY r−(p+1). As above one checks that F (X,Y ) generates
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V
(1)
r /V
(2)
r . So we may further assume 2 ≤ a < p− 1. Let
A =
((
r − n
m
)(
p− 1 + a−m− n
a−m
))
1≤m,n≤a−1
=
((
r − 1− n
m+ 1
)(
p− 1 + a− 2−m− n
a− 1−m
))
0≤m,n≤a−2
=
(
r − 1− n
m+ 1
(
r − 2− n
m
)(
p− 1 + a− 2−m− n
a− 1−m
))
0≤m,n≤a−2
= D
((
r − 2− n
m
)(
p− 1 + a− 2−m− n
a− 1−m
))
0≤m,n≤a−2
D′,
where D = diag (1, 2−1, . . . , (a− 1)−1) and D′ = diag (r− 1, r− 2, . . . , r− (a− 1)) are diagonal matrices.
Applying Proposition 2.17 (ii) (with a there equal to p− 1+ a− 2, j = a− 1 and i = a− 2), we see that
A is invertible. Choose C1, . . . , Ca−1 such that
a−1∑
n=1
Cn
(
r − n
m
)(
p− 1 + a−m− n
a−m
)
=
(
r − (p− 1)
m
)
−
(
a
m
)
, ∀ 1 ≤ m ≤ a− 1. (4.42)
Let
G(X,Y ) := F (X,Y ) +
a−1∑
n=1
Cn
∑
k∈F∗p
knXn(kX + Y )r−n
(2.6)
≡ Xp−1Y r−(p−1) −Xr−aY a −
a−1∑
n=1
Cn
∑
0≤l≤r−n
l≡a mod (p−1)
(
r − n
l
)
Xr−lY l mod p.
By Lemma 3.1, we see that G(X,Y ) ∈ Xr−(p−1). We claim that G(X,Y ) ∈ V
(a)
r and generates
V
(a)
r /V
(a+1)
r . Clearly Y a | G(X,Y ) and the coefficient of Y r in G(X,Y ) is zero. Since the smallest
number strictly less than r congruent to a mod (p − 1) is r − (p − 1), we see that Xp−1 | G(X,Y ). So
G(X,Y ) satisfies condition (i) of Lemma 2.8 for m = a. By Lemma 2.15 with m = 0, we have
1− 1−
a−1∑
n=1
Cn
∑
0≤l≤r−n
l≡a mod (p−1)
(
r − n
l
)
≡ −
a−1∑
n=1
Cn
(
a− n
a
)
≡ 0 mod p.
For 1 ≤ m ≤ a− 1, again by Lemma 2.15, we have
a−1∑
n=1
Cn
∑
0≤l≤r−n
l≡a mod (p−1)
(
r − n
l
)(
l
m
)
≡
a−1∑
n=1
Cn
(
r − n
m
)(
[a−m− n]
a−m
)
mod p.
If m+n < a, then by Lucas’ theorem we see that
(
[a−m−n]
a−m
)
≡
(
a−m−n
a−m
)
≡ 0 mod p and
(
p−1+a−m−n
a−m
)
≡(
a−m−n−1
a−m
)
≡ 0 mod p. If m + n ≥ a, then [a −m − n] = p − 1 + a −m − n. Therefore
(
[a−m−n]
a−m
)
≡(
p−1+a−m−n
a−m
)
mod p. Thus
a−1∑
n=1
Cn
(
r − n
m
)(
[a−m− n]
a−m
)
≡
a−1∑
n=1
Cn
(
r − n
m
)(
p− 1 + a−m− n
a−m
)
mod p
(4.42)
≡
(
r − (p− 1)
m
)
−
(
a
m
)
mod p.
Thus, by Lemma 2.8, we see that G(X,Y ) ∈ V
(a)
r . Since a 6= p− 1, the sequence (2.4) doesn’t split. To
show X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = V
(a)
r /V
(a+1)
r , it is enough to show the image of G(X,Y ) under the rightmost
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map in the exact sequence (2.4) is non-zero. By Lemma 2.15, we have
−
a−1∑
n=1
Cn
∑
0≤l≤r−n
l≡a mod (p−1)
(
r − n
l
)(
l
a
)
−
(
a
a
)
≡ −
a−1∑
n=1
Cn
(
r − n
a
)
− 1 mod p
= the coefficient of Xr−aY a in G(X,Y ).
Since Xp−1 | G(X,Y ), by Lemma 2.13, we see that
G(X,Y ) ≡
(
r − (p− 1)
a
)
θaXr−a(p+1)−(p−1)Y p−1 mod V (a+1)r ,
up to terms involving θaXr−a(p+1) and θaY r−a(p+1). Since r ≡ a, a + 1, . . . , p − 2 mod p, by Lucas’
theorem, we have
(
r−(p−1)
a
)
6≡ 0 mod p. Thus, by Lemma 2.12, the image of G(X,Y ) under the rightmost
map in the sequence (2.4) is non-zero. This proves that G(X,Y ) generates V
(a)
r /V
(a+1)
r as a Γ-module
and this finishes the proof.
Proposition 4.37. Let p ≥ 3, r ≡ a mod (p−1) with 1 ≤ a < p−1 and r ≡ r0 mod p with 0 ≤ r0 ≤ p−1.
Let j ∈ {a, p− 1}. If r ≥ j(p+ 1) + p, then
X
(j)
r−(p−1)
X
(j+1)
r−(p−1)
=
{
V
(a)
r /V
(a+1)
r , if j = a and r ≡ a− 1, . . . , p− 2 mod p
X
(j)
r−a/X
(j+1)
r−a , otherwise.
Proof. Since a ≤ p − 2 < p− 1, by the first and second parts of Lemma 4.4 with j = a and j = p − 1,
we have X
(a)
r−(p−2)/X
(a+1)
r−(p−2) = X
(a)
r−a/X
(a+1)
r−a and X
(p−1)
r−(p−2)/X
(p)
r−(p−2) = X
(p−1)
r−a /X
(p)
r−a respectively. We
consider the cases j = a and j = p− 1 separately.
Case j = a: If r ≡ a− 1, . . . , p− 2 mod p, then X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = V
(a)
r /V
(a+1)
r , by Lemma 4.36.
If r 6≡ a− 1, . . . , p− 2 mod p, then X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = X
(a)
r−a/X
(a+1)
r−a , by Lemma 4.35.
Case j = p− 1: So j 6= a. If r 6≡ a − 1, . . . , p − 2 mod p, then again by Lemma 4.35, we have
X
(p−1)
r−(p−1)/X
(p)
r−(p−1) = X
(p−1)
r−a /X
(p)
r−a and we are done. So assume r ≡ a − 1, . . . , p− 2 mod p. Then by
the j = a case, we have X
(a)
r−(p−1)/X
(a+1)
r−(p−1) = V
(a)
r /V
(a+1)
r . Since X
(a)
r−(p−2)/X
(a+1)
r−(p−2) = X
(a)
r−a/X
(a+1)
r−a ,
so Yp−1,a = (V
(a)
r /V
(a+1)
r )/(X
(a)
r−a/X
(a+1)
r−a ). Thus, by Proposition 4.33 and the exact sequence (2.4), we
have
Yp−1,a =
{
V
(a)
r /V
(a+1)
r , if r ≡ a− 1 mod p,
Va, if r ≡ a, a+ 1, . . . , p− 2 mod p.
(4.43)
By (4.4) and the chain (4.39), we see that dimYp−1,p−1 + dimYp−1,a ≤ dimXr−(p−1)/Xr−(p−2). But by
Corollary 3.4, we have dimXr−(p−1)/Xr−(p−2) ≤ p+1. If r ≡ a−1 mod p, then it follows from (4.43) that
Yp−1,p−1 = (0), so X
(p−1)
r−(p−1)/X
(p)
r−(p−1) = X
(p−1)
r−(p−2)/X
(p)
r−(p−2) = X
(p−1)
r−a /X
(p)
r−a and again we are done. If
r ≡ a, . . . , p− 2 mod p, then by Proposition 4.33, we have X
(p−1)
r−(p−2)/X
(p)
r−(p−2) = X
(p−1)
r−a /X
(p)
r−a = (0), so
Yp−1,p−1 = X
(p−1)
r−(p−1)/X
(p)
r−(p−1). Since the exact sequence (2.4) doesn’t split for m = p− 1 and a < p− 1,
we see that Yp−1,p−1 6= (0) if and only if Va →֒ Yp−1,p−1. By Corollary 3.4 and Corollary 2.7 (i), we see
that Xr−(p−1)/Xr−(p−2) doesn’t have repeated JH factor. This forces Yp−1,p−1 = (0), as otherwise the
distinct subquotients Yp−1,a and Yp−1,p−1 of Xr−(p−1)/Xr−(p−2) would both contain Va, by (4.43).
The proposition above in conjunction with Proposition 4.33 determines the quotients stated explicitly.
We finally determine Q(p− 1).
Theorem 4.38. Let (p− 1)(p+ 1) + p ≤ r ≡ a mod (p− 1) with 1 ≤ a < p− 1. Then
(i) If r ≡ 0, 1, . . . , a− 2 or p− 1 mod p, then Q(p− 1) ∼= P (p− 1).
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(ii) If r ≡ a− 1 mod p, then
0→
V
(a)
r
V
(a+1)
r
→ P (p− 1)→ Q(p− 1)→ 0.
(iii) If r ≡ a, . . . , p− 2 mod p, then
0→ Va → P (p− 1)→ Q(p− 1)→ 0.
Proof. First we consider the case r ≡ 0, 1, . . . , a − 2 mod p or r ≡ p− 1 mod p. Then by the first part
of Lemma 4.35, we have Xr−(p−1) + V
(p)
r = Xr−(p−2) + V
(p)
r . Thus Q(p− 1) ∼= P (p− 1).
By the exact sequence (4.38) with i = p− 1, we have
0→
Xr−(p−1)
Xr−(p−2) +X
(p)
r−(p−1)
→ P (p− 1)→ Q(p− 1)→ 0.
Observe that we have an ascending chain of modules
Xr−(p−2) +X
(p)
r−(p−1) ⊆ Xr−(p−2) +X
(p−1)
r−(p−1) ⊆ · · · ⊆ Xr−(p−2) +X
(1)
r−(p−1) ⊆ Xr−(p−1).
Note that by (4.4), the successive quotients are isomorphic to Yp−1,j , for 0 ≤ j ≤ p− 1. If j 6= a, p− 1,
then by Corollary 4.5 (i), we have Yp−1,j = (0). By Proposition 4.37, we have X
(p−1)
r−(p−2)/X
(p)
r−(p−2) ⊆
X
(p−1)
r−(p−1)/X
(p)
r−(p−1) ⊆ X
(p−1)
r−a /X
(p)
r−a ⊆ X
(p−1)
r−(p−2)/X
(p)
r−(p−2). So, Yp−1,p−1 = (0). By (4.43), Yp−1,a =
V
(a)
r /V
(a+1)
r if r ≡ a− 1 mod p and is equal to Va if r ≡ a, . . . , p− 2 mod p.
The above theorem determines the structure of Q(p − 1) in terms of P (p − 1) which in principle
is determined by Q(p − 2), by the remarks made at the beginning of Section 4. If a = p − 2, then
Q(p − 2) = Q(a). Otherwise [a − (p − 2)] = a + 1 ≤ p − 2, so Q(p − 2) is in turn determined by Q(a)
by Theorem 4.22 and Theorem 4.30. Thus, the structure of Q(p− 1) can in principle be obtained from
Q(a), which was determined in the previous subsection.
4.3. Irreducibility of Q(i)
It is possible to completely determine the JH factors of Q(i) in all cases using the results of Sections 4.1
and 4.2. An an example, in this section we determine when Q(i) is irreducible, for 1 ≤ i ≤ p− 1.
Lemma 4.39. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. If 0 ≤ i < p− 1 and r ≥ i(p+ 1) + p,
then Q(i) 6= (0).
Proof. Suppose Q(i) = (0), towards a contradiction. Then, by the exact sequence (4.2), we have
Xr−i/X
(i+1)
r−i = Vr/V
(i+1)
r and so V
(j)
r /V
(j+1)
r = X
(j)
r−i/X
(j+1)
r−i , for all 0 ≤ j ≤ i. If 1 ≤ i < a, then by
Lemma 4.3, we have Va ∼= Xr−i/X
(1)
r−i ( Vr/V
(1)
r , a contradiction. If a ≤ i < p− 1, then by the first part
of Lemma 4.4 (applied with i there equal to i and j = a), we see that X
(a)
r−i/X
(a+1)
r−i = X
(a)
r−a/X
(a+1)
r−a .
Hence, by Proposition 4.33 (applied with j = a), we have X
(a)
r−i/X
(a+1)
r−i ( Vr/V
(1)
r , which is again a
contradiction.
Lemma 4.40. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Let 1 ≤ i < p− 2 with i 6= a− 1, a. If
i(p+ 1) + p ≤ r, then Q(i) is reducible.
Proof. If i < [a− i], then by Theorem 4.18, we see that Q(i) is reducible as both W there and Q(i− 1)
do not vanish. If i ≥ [a− i], then [a− i]− 1 < i+ 1 = [a− ([a− i]− 1)]. Since i 6= a− 1, p− 1, we have
[a− i]− 1 6= 0. Also [a− i]− 1 6= a as i 6= p− 2. Thus Q([a− i]− 1) is reducible by what we just proved.
Hence, so is Q(i) by Theorems 4.22 and 4.30.
We next consider the case i = a− 1 and i = a.
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Lemma 4.41. Let p ≥ 3, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. Let r ≡ r0 mod p with 0 ≤ r0 ≤ p− 1.
Let J (a, a− 1) = {0, 1, . . . , a− 1}.
(i) If a > 1 and r ≥ (a − 1)(p + 1) + p, then Q(a − 1) is irreducible if and only if r0 6∈ J (a, a − 1).
Furthermore, in this case Q(a− 1) ∼= Vp−1−a ⊗D
a.
(ii) If r ≥ a(p + 1) + p, then Q(a) is irreducible if and only if r0 6∈ J (a, a − 1). Furthermore, in this
case Q(a) ∼= Va.
Proof. Note that
(i) If a ≥ 2, then a−1 ≥ 1 = [a−(a−1)], assertion (i) follows from Theorem 4.22 (resp. Theorem 4.30)
when a = 2 (resp. a ≥ 3) as W = 0 if and only if r0 6∈ J (a, a− 1), and Q(0) ∼= Vp−1−a ⊗D
a.
(ii) By Theorem 4.34, we see that the irreducibility of Q(a) depends on P (a). So we determine P (a).
By the exact sequence (4.1), we see that
0→W ′′ → P (a)→ Q(a− 1)→ 0,
where W ′′ is the cokernel of the map X
(a)
r−(a−1)/X
(a+1)
r−(a−1) →֒ V
(a)
r /V
(a+1)
r . By the third part of
Lemma 4.4 (applied with i = a − 1 and j = a), we have X
(a)
r−(a−1)/X
(a+1)
r−(a−1) = X
(a)
r /X
(a+1)
r .
Thus, by Proposition 4.8, we see that W ′′ = Va if r0 6∈ J (a, a − 1) and W
′′ = V
(a)
r /V
(a+1)
r
otherwise. Combining this with part (i), we see that P (a) has two (resp. at least four) JH factors if
r0 6∈ J (a, a− 1) (resp. r0 ∈ J (a, a− 1)). Now the first assertion of (ii) follows from Theorem 4.34.
If r0 6∈ J (a, a − 1), then W
′′ = Va and Q(a − 1) ∼= Vp−1−a ⊗ D
a, so the second assertion of (ii)
follows from Theorem 4.34 (i).
We next consider the case Q(i), for i = p− 2.
Lemma 4.42. Let p ≥ 3, r ≥ (p − 1)(p+ 1) + p, r ≡ a mod (p− 1) with 1 ≤ a ≤ p− 1. If p − 2 6= a,
a− 1, then Q(p− 2) is reducible.
Proof. By hypothesis we have [a− (p− 2)] = a+ 1 ≤ p− 2. If r0 ∈ J (a, p− 2), then by Theorems 4.22
and 4.30, we see that Q(p − 2) is reducible since W , Q(a) 6= 0. If r0 6∈ J (a, p − 2), then again by
Theorems 4.22 and 4.30, we have Q(p− 2) ∼= Q(a). Since a < [a− (p− 2)] = a+1 ≤ p− 2, by the fourth
part of (4.12), we have J (a, p− 2) = {a− 1}c. So r0 6∈ J (a, p− 2) implies r0 = a− 1, so r0 ∈ J (a, a− 1).
But by Lemma 4.41 (ii), we have Q(a) is not irreducible and this finishes the proof of the lemma.
Since Vr ⊂ V
(1)
r ⊂ · · · ⊂ V
(i+1)
r ⊂ · · · is a descending chain of Γ-modules, we have the JH factors of
Vr/V
(i+1)
r =
i⋃
j=0
JH factors of V
(j)
r /V
(j+1)
r . Similarly, the JH factors of Xr−i/X
(i+1)
r−i =
i⋃
j=0
JH factors
of X
(j)
r−i/X
(j+1)
r−i . Thus, by the exact sequence (4.2), we see that
Q(i) is irreducible⇐⇒
i∑
j=0
|{JH factors of V (j)r /V
(j+1)
r }| − |{JH factors of X
(j)
r−i/X
(j+1)
r−i }| ≤ 1 (4.44)
Finally, we consider the case Q(i), for i = p− 1.
Lemma 4.43. Let p ≥ 3 and (p− 1)(p+1)+ p ≤ r ≡ a mod (p− 1) with 1 ≤ a < p− 1. Then Q(p− 1)
is irreducible if and only if r ≡ 1 mod (p− 1) and p | r. Furthermore, in this case, Q(p− 1) ∼= Vp−2⊗D.
Proof. We consider the case r ≡ a−1 mod p and r 6≡ a−1 mod p separately. By Proposition 4.37, we have
X
(p−1)
r−(p−1)/X
(p)
r−(p−1) = X
(p−1)
r−a /X
(p)
r−a. If r 6≡ a− 1 mod p, then X
(p−1)
r−a /X
(p)
r−a = (0), by Proposition 4.33,
so Q(p− 1) is reducible by (4.44).
So assume r ≡ a − 1 mod p. Then X
(p−1)
r−a /X
(p)
r−a = Va, by Proposition 4.33. By the second part of
Lemma 4.4 (with j = 1 and i = p− 1), we see that X
(1)
r−(p−1)/X
(2)
r−(p−1) = X
(1)
r−[a−1]/X
(2)
r−[a−1]. If a ≥ 2,
then Va−2⊗D ∼= X
(1)
r−(a−1)/X
(2)
r−(a−1) ( V
(1)
r /V
(2)
r , by Proposition 4.21 with i = j = 1 when a = 2 (resp.
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Proposition 4.27 with i = a − 1 and j = 1 when a > 2). So Q(p − 1) is reducible again by (4.44). We
finally consider the case a = 1. By Theorem 4.38 (ii), we have
0→ V (1)r /V
(2)
r → P (p− 1)→ Q(p− 1)→ 0.
Since X
(p−1)
r−1 /X
(p)
r−1 ⊆ X
(p−1)
r−(p−2)/X
(p)
r−(p−2) ⊆ X
(p−1)
r−(p−1)/X
(p)
r−(p−1) = X
(p−1)
r−1 /X
(p)
r−1
∼= V1, by the exact
sequence (4.1) and the exact sequence (2.4) (with m = p− 1), we have
0→ Vp−2 ⊗D → P (p− 1)→ Q(p− 2)→ 0.
If p = 3, then Q(p− 2) = Q(1). If p > 3, then 2 = a+1 = [a− (p− 2)] < p− 2, so by Theorem 4.30. we
see that Q(p − 2) = Q(1) as W = 0 since a − 1 = r0 6∈ J (a, p − 2) = {a− 1}
c. By [BG15, Proposition
3.12 (iii)] and the exact sequence (2.4) (with m = 1), we see that Q(1) ∼= V
(1)
r /V
(2)
r . Comparing the JH
factors in the two exact sequences above, we obtain Q(p− 1) ∼= Vp−2 ⊗D.
Collecting the lemmas above, we obtain the following theorem on the irreducibility of the Q(i).
Theorem 4.44. Let p ≥ 3, 1 ≤ i ≤ p− 1, r ≥ i(p+1)+ p, r ≡ a mod (p− 1) with a ∈ {1, 2, . . . , p− 1}
and r0 be the constant term in the base p-expansion of r. Then Q(i) is irreducible if and only if
• i = a− 1 or a, and r0 6∈ J (a, a− 1) = {0, 1, . . . , a− 2, a− 1}, or,
• i = p− 1, a = 1 and r0 = 0.
5. Structure of Xr−p, r
In this final section, we determine the structure of Xr−p, r, the monomial submodule generated by
Xr−pY p. We exhibit an isomorphism between Xr−p, r and Xs−1, s, for some s depending on r, allowing
us to use the results of [BG15, §2, §3] to determine the structure of Xr−p, r. The proofs in this section
use techniques very similar to those used in [BG15, §2, §3].
First observe that Xr = ( 1 10 1 )X
r−pY p−Xr−pY p. Hence Xr, r ⊆ Xr−p, r and Xr−p, r is anM -module.
The next lemma shows that this inclusion is strict if p ∤ r.
Lemma 5.1. For any p ≥ 2, if p ∤ r and r > p, then Xr, r ( Xr−p, r.
Proof. Suppose not. Then Xr−p, r = Xr, r. By Lemma 3.1, we have {(kX + Y )
r, Xr : k ∈ Fp} is a
spanning set for Xr, r over Fp. Let
XpY r−p = AXr +
p−1∑
k=0
ck(kX + Y )
r.
Comparing the coefficients of XY r−1 and XpY r−p on both sides, we get
r
p−1∑
k=0
ckk = 0 and
(
r
p
) p−1∑
k=0
ckk
p = 1.
Since p ∤ r, we get
p−1∑
k=0
ckk = 0. Hence 1 =
(
r
p
) p−1∑
k=0
ckk
p ≡
(
r
p
) p−1∑
k=0
ckk ≡ 0 mod p. This is a contradiction.
Therefore Xr, r ( Xr−p, r.
Lemma 5.2. There is an M -linear surjection φp : Xr−p, r−p ⊗ V1 → Xr−p, r, given by φp(u⊗ v) = uv
p,
for all u ∈ Xr−p, r−p and v ∈ V1. In particular, dimXr−p,r ≤ 2p+ 2.
Proof. Clearly the map ψ : V1 → Vp defined by (aX + bY ) 7→ (aX + bY )
p is M -linear. By [Glo78,
(5.1)], we have an M -linear map ϕr−p, p : Vr−p ⊗ Vp → Vr, given by ϕr−p, p(u ⊗ v) = uv, for u ∈ Vr−p
and v ∈ Vp. Let φp be the restriction of ϕr−p, r ◦ (id ⊗ ψ) to the M -submodule Xr−p, r−p ⊗ V1. Since
( 1 10 0 )X
r−p ⊗ Y = Xr−p ⊗ X , we see that Xr−p ⊗ Y generates Xr−p, r−p ⊗ V1 as an M -module. So
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φp(Xr−p, r−p ⊗ V1) is an M -module generated by X
r−pY p. But Xr−pY p is a generator of Xr−p, r as an
M -module. Hence φp(Xr−p, r−p ⊗ V1) = Xr−p, r.
In the course of determining the structure of Xr−p, r we often define an Fp-linear map η : Xs−1, s →
Xr−p, r, for some s. The next result gives a criteria under which such a map η is M -linear.
Lemma 5.3. Let s, s′ ≥ p be integers such that s ≡ s′ mod (p − 1). Let η : Xs−1, s → Xs′−p, s′ be an
Fp-linear map satisfying
(i) η(Xs) = Xs
′
and η(X(kX + Y )s−1) = Xp(kX + Y )s
′−p, ∀ k ∈ Fp,
(ii) η(Y s) = Y s
′
and η((X + kY )s−1Y ) = (X + kY )s
′−pY p, ∀ k ∈ Fp.
Then η is an M -linear surjection.
Proof. We first claim that η(γ ·Xs−1Y ) = γ · η(Xs−1Y ), ∀ γ ∈M . For γ =
(
a b
c d
)
∈M , we have
η(γ ·Xs−1Y ) = η((aX + cY )s−1(bX + dY ))
= bη(X(aX + cY )s−1) + dη((aX + cY )s−1Y ) (5.1)
Since s ≡ s′ mod (p− 1) it follows that
X(aX + cY )s−1 =
{
as
′−pXs, if c = 0,
cs
′−pX(ac−1X + Y )s−1, if c 6= 0.
This implies that
η(X(aX + cY )s−1) =
{
as
′−pXs
′
, if c = 0,
cs
′−pXp(ac−1X + Y )s
′−p, if c 6= 0.
Hence η(X(aX + cY )s−1) = Xp(aX + cY )s
′−p. A similar argument as above shows that η((aX +
cY )s−1Y ) = (aX + cY )s
′−pY p. Therefore
η(γ ·Xs−1Y )
(5.1)
= bη(X(aX + cY )s−1) + dη((aX + cY )s−1Y )
= bXp(aX + cY )s
′−p + d(aX + cY )s
′−pY p
= (bX + dY )p(aX + cY )s
′−p
= γ · η(Xs−1Y ).
Thus, for all γ1, γ2 ∈M , we have
η((γ1γ2) ·X
s−1Y ) = (γ1γ2) · η(X
s−1Y ) = γ1 · (γ2 · η(X
s−1Y )) = γ1 · η(γ2 ·X
s−1Y ). (5.2)
Let F (X,Y ) ∈ Xs−1, s. Since X
s−1Y generates Xs−1, s as an Fp[M ]-module, we can write F (X,Y ) as∑n
i=1 aiγ ·X
s−1Y , for some ai ∈ Fp and γi ∈M . For every γ ∈M , we have
η(γ · F (X,Y )) =
n∑
i=1
aiη(γγi ·X
s−1Y ) (∵ η is Fp-linear)
(5.2)
= γ ·
n∑
i=1
aiη(γi ·X
s−1Y ) = γ · η(F (X,Y )).
This shows that η is M -linear. Since η(Xs−1Y ) = Xs
′−pY p is a generator of Xs′−p, s′ as M -module, we
get η is onto.
As a consequence we have the following result.
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Corollary 5.4. Let s, s′ ≥ p be integers such that s, s′ ≡ a mod (p−1). If dimXs−1, s = dimXs′−p, s′ =
2p+ 2, then Xs−1, s ∼= Xs′−p, s′ as M -modules.
Proof. By Lemma 3.1, we have {(kX+Y )s, X(lX+Y )s−1, Xs, Xs−1Y : l, k ∈ F∗p} forms a basis ofXs−1, s.
Define an Fp-linear map η : Xs−1, s → Xs′−p, s′ by η((kX + Y )
s) = (kX + Y )s
′
, η(X(lX + Y )s−1) =
Xp(lX + Y )s
′−p, η(Xs) = Xs
′
and η(Xs−1Y ) = Xs
′−pY p. Observe that for k ∈ F∗p, we have
η((X + kY )s−1Y ) = ks−1η((k−1X + Y )s)− ks−2η(X(k−1X + Y )s−1)
= k−1(X + kY )s
′
− k−1Xp(X + kY )s
′−p = (X + kY )s
′−pY p.
Thus, by Lemma 5.3, we have η is an M -linear surjection. Since dimXs−1,s = dimXs′−p,s′ , η is an
isomorphism.
We now give a criterion which allows us to compare the sum of p-adic digits of r − 1 and r − p in
terms of the constant and linear terms in the base p-expansion of r.
Lemma 5.5. Let p ≤ r = rmp
m + · · ·+ r1p+ r0 be the base p-expansion of r. If r > p, then
(i) Σp(r − 1) = Σp(r − p) if and only if r1, r0 6= 0.
(ii) Σp(r − 1) < Σp(r − p) if and only if r1 = 0 and r0 6= 0.
(iii) Σp(r − 1) > Σp(r − p) if and only if r0 = 0.
Proof. It is enough to only prove the ‘if’ part of the above assertions.
Case (i): If r1, r0 6= 0, then Σp(r − 1) = (
∑
i ri)− 1 = Σp(r − p).
Case (ii): Assume r1 = 0 and r0 6= 0. Let i > 1 be smallest integer such that ri 6= 0. Then
r−1 = rmp
m+· · ·+rip
i+(r0−1) and r−p = rmp
m+· · ·+ri+1p
i+1+(ri−1)p
i+(p−1)pi−1+· · ·+(p−1)p+r0.
Hence Σp(r − 1) = (
∑
i ri)− 1 <
∑
i ri + (i − 1)(p− 1)− 1 = Σp(r − p).
Case (iii): Assume r0 = 0. Let i ≥ 1 be smallest positive integer such that ri 6= 0. Then r − 1 =
rmp
m+· · ·+ri+1p
i+1+(ri−1)p
i+(p−1)pi−1+· · ·+(p−1) and r−p = rmp
m+· · ·+ri+1p
i+1+(ri−1)p
i+
(p−1)pi−1+ · · ·+(p−1)p. Hence Σp(r−1) =
∑
i ri+ i(p−1)−1 >
∑
i ri+(i−1)(p−1)−1 = Σp(r−p).
Therefore Σp(r − 1) > Σp(r − p).
The following proposition shows that Xrp−p, rp ∼= Xr−1,r as M -modules.
Proposition 5.6. If r ≥ 2p and p | r, then the map sending Xr/p−1Y to Xr−pY p defines an M -linear
isomorphism between Xr/p−1,r/p and Xr−p, r.
Proof. The map Vr/p → Vr defined by F (X,Y ) 7→ F (X,Y )
p = F (Xp, Y p) is an injective M -linear
homomorphism. Restricting this map to Xr/p−1,r/p completes the proof.
This result, combined with the results of [BG15, §2, §3] determining the structure of Xs−1, s, deter-
mines the structure of Xr−p, r in the case p | r. Hereafter, we will assume that p ∤ r which, by the above
lemma, is equivalent to Σp(r− p) ≥ Σp(r− 1). If p ≤ r < 2p, then 0 ≤ r− p ≤ p− 1, so the structure of
Xr−p, r can be treated by the methods of §3 and for r = 2p, we have Xr−p, r ∼= V2. So from now on we
will also assume r > 2p.
5.1. The case r ≡ 1 mod (p− 1)
In this section, we determine the structure of Xr−p, r if p ∤ r and r ≡ 1 mod (p− 1). Since Σp(r − p) ≡
r − p ≡ 0 mod (p − 1), we have Σp(r − p) is a non-zero multiple of p − 1. We first consider the case
Σp(r − p) = p− 1.
Lemma 5.7. If p ≥ 2, 2p < r ≡ 1 mod (p− 1) and Σp(r − p) = p− 1, then
p−1∑
k=0
Xp(kX + Y )r−p ≡ −Xr and
p−1∑
k=0
(X + kY )r−pY p ≡ −Y r mod p.
As a consequence, dimXr−p, r ≤ 2p.
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Proof. Let s = r − p + 1. Clearly s ≡ 1 mod (p − 1) and Σp(s − 1) = Σp(r − p) = p − 1. Further,
s− 1 = r − p ≥ p. Therefore, by [BG15, Lemma 3.2], we have
p−1∑
k=0
X(kX + Y )s−1 ≡ −Xs and
p−1∑
k=0
(X + kY )s−1Y ≡ −Y s mod p.
Multiplying the first and second equation above byXp−1 and Y p−1 respectively we obtain the lemma.
Proposition 5.8. For p ≥ 2, if p ∤ r, 2p < r ≡ 1 mod (p − 1) and Σp(r − p) = p − 1, then Xr−p, r ∼=
Xr−1,r ∼= V2p−1, as M -modules.
Proof. First we claim that Σp(r − 1) = p − 1. By hypothesis we have Σp(r − 1) ≡ r − 1 ≡ 0 mod
(p − 1). Also, Σp(r − 1) ≤ Σp(r − p) = p− 1. Therefore, Σp(r − 1) = 0 or p − 1. Since r > 1, we have
Σp(r − 1) 6= 0, whence Σp(r − 1) = p − 1. Hence, by [BG15, Proposition 3.3], we have Xr−1,r ∼= V2p−1
and {X(kX + Y )r−1, (X + lY )r−1Y : k, l ∈ Fp} is a basis of Xr−1,r over Fp. Define an Fp-linear map
η : Xr−1,r → Xr−p, r, by η(X(kX + Y )
r−1) = Xp(kX + Y )r−p and η((X + lY )r−1Y ) = (X + lY )r−pY p,
for k, l ∈ Fp. Then
η(Xr) = −η
( p−1∑
k=0
X(kX + Y )r−1
)
(by [BG15,Lemma 3.2])
= −
p−1∑
k=0
Xp(kX + Y )r−p
= Xr (by Lemma 5.7).
Similarly η(Y r) = Y r. Therefore, η satisfies hypotheses of Lemma 5.3 with s = s′ = r. So η is
M -linear and onto. Further, by M -linearity we have η(
∑
i aiγiX
r) =
∑
i aiγiη(X
r) =
∑
i aiγiX
r.
Therefore, the restriction of η to Xr, r is the identity map. By [BG15, Proposition 3.3], and the fact that
soc(V2p−1) = V
(1)
2p−1, we have soc(Xr−1,r) = X
(1)
r−1,r = X
(1)
r,r . So ker(η)∩soc(Xr−1,r) = ker(η)∩X
(1)
r,r = (0),
since η is injective on Xr,r. Hence η : Xr−1,r → Xr−p, r is an isomorphism.
We next consider the remaining case, i.e., Σp(r − p) > p− 1.
Proposition 5.9. Let p ≥ 3, p ∤ r, 2p < r ≡ 1 mod (p−1) and Σp(r−p) > p−1. Then Xr−p, r ∼= Xrp−1,rp
as M -modules, and we have a short exact sequence of M -modules
0→ V1 ⊗D
p−1 → Xr−p, r → V2p−1 → 0.
Moreover, if Σp(r − p) = Σp(r − 1) > p− 1, then Xr−p, r ∼= Xr−1, r.
Proof. We claim that dimXr−p, r = 2p + 2. We prove the proposition assuming the claim. Note that
Σp(rp − 1) = Σp((r − 1)p + p − 1) = Σp(r − 1) + p − 1 > p − 1. Thus, by [BG15, Proposition 3.13
(ii)], we have dim Xrp−1, rp = 2p + 2. Now the first two assertions of the proposition follow from
Corollary 5.4 and [BG15, Proposition 3.13 (ii)]. For the last assertion, by [BG15, Proposition 3.8], we
have dimXr−1, r = 2p+ 2 so Xr−1, r ∼= Xr−p, r, again by Corollary 5.4.
We now prove the claim. Note that
dimXr−p, r = dim
(
Xr−p, r
X
(1)
r−p, r
)
+ dim
(
X
(1)
r−p, r
X
(2)
r−p, r
)
+ dimX
(2)
r−p, r
≥ dim
(
Xr−p, r
X
(1)
r−p, r
)
+ dim
(
X
(1)
r, r
X
(2)
r, r
)
+ dimX
(2)
r−p, r. (5.3)
We now compute each of the terms on the right hand side of the inequality. Note that Xr−pY p =
(Xr−pY p −Xr−1Y ) +Xr−1Y ∈ Xr−1, r + V
(1)
r . Thus, Xr−p, r + V
(1)
r = Xr−1, r + V
(1)
r . By the second
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isomorphism theorem, we have
Xr−1, r
X
(1)
r−1, r
∼=
Xr−1, r + V
(1)
r
V
(1)
r
=
Xr−p, r + V
(1)
r
V
(1)
r
∼=
Xr−p, r
X
(1)
r−p, r
.
Thus, dimXr−p, r/X
(1)
r−p, r = dimXr−1, r/X
(1)
r−1, r = p+ 1, by Lemma 4.3. By [BG15, Lemma 3.1 (i)], we
have dimX
(1)
r, r/X
(2)
r, r = p− 1. By Lemma 2.5, we have dimXr−p, r−p = p+ 1 and X
(1)
r−p, r−p 6= (0). Since
r − p ≡ p− 1 mod (p− 1), by Lemma 4.6, we have X
(1)
r−p, r−p = X
(2)
r−p, r−p. If 0 6= G(X,Y ) ∈ X
(2)
r−p, r−p,
then XpG(X,Y ) and Y pG(X,Y ) are distinct elements of X
(2)
r−p, r, by Lemma 5.2. So dimX
(2)
r−p, r ≥ 2.
Putting all these facts together, the claim follows from Lemma 5.2.
To summarize the structure of Xr−p, r obtained so far, we record the following theorem.
Theorem 5.10. Let p ≥ 3, p ∤ r and 2p < r ≡ 1 mod (p− 1).
(i) If Σp(r − p) = p− 1, then Xr−p, r ∼= V2p−1 as an M -module.
(ii) If Σp(r − p) > p− 1, then we have a short exact sequence of M -modules
0→ V1 ⊗D
p−1 → Xr−p, r → V2p−1 → 0.
5.2. The case r 6≡ 1 mod (p− 1)
In this section, we determine the structure of Xr−p, r when p ∤ r and r ≡ a mod (p−1) with 2 ≤ a ≤ p−1.
Thus, Σp(r − p) ≡ r − p ≡ a− 1 mod (p− 1). We begin by considering the case Σp(r − p) = a− 1. For
simplicity, below we sometimes denote r − p by r′′.
Proposition 5.11. Let p ≥ 3, p ∤ r and let 2p < r ≡ a mod (p − 1), with 2 ≤ a ≤ p − 1. If
Σp(r − p) = Σp(r − 1) = a− 1, then Xr−p, r ∼= Xr−1, r ∼= Va−2 ⊗D ⊕ Va as M -modules.
Proof. By Lemma 2.5 (i), we have dim Xr′′,r′′ = a and Xr′′,r′′ ∼= Va−1. By [Glo78, (5.2)], we have
Xr′′,r′′ ⊗ V1 ∼= Va−2 ⊗D ⊕ Va. Thus, by Lemma 5.2, we have an M -linear surjection
Va−2 ⊗D ⊕ Va ∼= Xr′′,r′′ ⊗ V1
φp
−→ Xr−p, r.
Since Σp(r) = a, we have Xr,r ∼= Va and it follows from Lemma 5.1 that φp is an isomorphism. By
[BG15, Lemma 4.5], we have Xr−1, r ∼= Va−2 ⊗D ⊕ Va as M -modules so Xr−1, r ∼= Xr−p, r.
Before we treat the case Σp(r − p) > a − 1, or equivalently Σp(r − p) ≥ p+ a− 2 > p − 1, we need
a few preparatory results. In the next two lemmas we show that Vp−a+1 ⊗D
a−1 and Va−2 ⊗D are JH
factors of Xr−p, r whenever Σp(r − p) > p− 1. Observe that φp is M -linear and X
(1)
r′′,r′′ ⊗ V1 is singular,
so we have φp(X
(1)
r′′,r′′ ⊗ V1) ⊆ X
(1)
r−p, r.
Lemma 5.12. Let p ≥ 3, p ∤ r and 2p < r ≡ a mod (p − 1) with 2 ≤ a ≤ p − 1. If Σp(r − p) > p − 1,
then X
(1)
r−p, r contains Vp−a+1 ⊗D
a−1 as an M -module.
Proof. By Lemma 2.5, we have dim Xr′′,r′′ = p+1 and X
(1)
r′′,r′′
∼= Vp−a⊗D
a−1. For F (X,Y ) ∈ Vm, define
δm(F ) = FX ⊗ X + FY ⊗ Y ∈ Vm−1 ⊗ V1, where FX , FY are the partial derivatives of F w.r.t. X,Y ,
respectively. It is shown on [Glo78, p. 449], that 1p−a+1δp−a+1 (φ¯ in the notation of [Glo78]) induces an
M -linear injection Vp−a+1 ⊗D
a−1 →֒ (Vp−a ⊗D
a−1) ⊗ V1. Let F be the inverse image of X
p−a under
the isomorphism X
(1)
r′′,r′′
∼= Vp−a ⊗D
a−1. Then the composition of the maps
Vp−a+1 ⊗D
a−1 →֒ (Vp−a ⊗D
a−1)⊗ V1
≃
−→ X
(1)
r′′,r′′ ⊗ V1
φp
−→ X
(1)
r−p, r
Xp−a+1 7→ Xp−a ⊗X 7−→ F ⊗X 7−→ FXp 6= 0
is a non-zeroM -linear map. Since Vp−a+1⊗D
a−1 is an irreducible Γ-module, the composition is injective.
Hence X
(1)
r−p, r contains Vp−a+1 ⊗D
a−1 as an M -module.
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Lemma 5.13. Let p ≥ 3, p ∤ r and 2p < r ≡ a mod (p− 1) with 2 ≤ a ≤ p− 1. Then Va−2 ⊗D is a JH
factor of Xr−p, r.
Proof. We first treat the case a = 2. Consider the polynomial F (X,Y ) = XpY r−p −Xr−pY p ∈ Xr−p, r.
By Lemma 2.8, we have F (X,Y ) ∈ V
(1)
r . We claim that the following map is non-zero, hence surjective
X
(1)
r−p, r
X
(2)
r−p, r
→֒
V
(1)
r
V
(2)
r
։ V0 ⊗D,
where the rightmost map is induced by the quotient map of the exact sequence (2.4). Since r > 2p, by
Lemma 2.13, we have F (X,Y ) ≡ rθXr−(p+1)−(p−1)Y p−1 mod V
(2)
r . By Lemma 2.12, we have the image
of F (X,Y ) in V
(1)
r /V
(2)
r ։ V0 ⊗D is non-zero, as p ∤ r. This proves the lemma if a = 2.
Assume 3 ≤ a ≤ p− 1. We claim that X
(1)
r−p, r/X
(2)
r−p, r 6= 0. Consider the polynomial
G(X,Y ) := Xr−pY p + (a− 1)−1
p−1∑
k=1
k2−aXp(kX + Y )r−p
(2.6)
≡ Xr−pY p − (a− 1)−1
∑
0≤j≤r−p
j≡1 mod (p−1)
(
r − p
j
)
Xr−jY j mod p.
Clearly G(X,Y ) ∈ Xr−p, r. The coefficient of X
r−1Y in G(X,Y ) is equal to −(r − p)/(a− 1) 6≡ 0 mod
p, so by Lemma 2.8, we have G(X,Y ) 6∈ V
(2)
r . Clearly X,Y | G(X,Y ). Further, by Lemma 2.15, applied
with m = 0, we have
1− (a− 1)−1
∑
0≤j≤r−p
j≡1 mod (p−1)
(
r − p
j
)
≡ 1− (a− 1)−1
(
a− 1
1
)
≡ 0 mod p.
Thus, by Lemma 2.8, we have G(X,Y ) ∈ V
(1)
r and 0 6= G(X,Y ) ∈ X
(1)
r−p, r/X
(2)
r−p, r. Since 3 ≤ a ≤ p− 1,
the exact sequence (2.4) doesn’t split for m = 1. Hence Va−2 ⊗D →֒ X
(1)
r−p, r/X
(2)
r−p, r.
Proposition 5.14. Let p ≥ 3, r > 2p, p ∤ r and r ≡ a mod (p−1) with 2 ≤ a ≤ p−1. If Σp(r−1) > p−1,
then Xr−p,r ∼= Xr−1, r ∼= Xrp−1, rp as M -modules and there is an exact sequence of M -modules
0→ Vp−a−1 ⊗D
a ⊕ Vp−a+1 ⊗D
a−1 → Xr−p, r → Va−2 ⊗D ⊕ Va → 0.
Proof. By Lemma 2.5 (ii), we have dim Xr,r = p+1 and Va, Vp−a−1 ⊗D
a are JH factors of Xr, r, hence
of Xr−p, r. By Lemma 5.13, we have Va−2 ⊗ D is a JH factor of Xr−p, r. By Lemma 5.5, Σp(r − p) ≥
Σp(r−1) ≥ p. Thus, by Lemma 5.12, Vp−a+1⊗D
a−1 is a JH factor of Xr−p, r. Adding the dimensions of
these JH factors we get dim Xr−p, r ≥ 2p+2. By Lemma 5.2, we get dim Xr−p, r = 2p+2. Since p ∤ r and
Σp(r − 1) > p− 1, by Lemma 2.4, we have dimXr−1, r = 2p+ 2. Now the isomorphism Xr−p,r ∼= Xr−1
follows from Corollary 5.4 and hence the exact sequence above follows from [BG15, Proposition 4.9 (iii)].
Finally, by [BG15, Proposition 4.9 (iii)], we also have dimXrp−1, rp = 2p + 2, so Xr−p, r ∼= Xrp−1, rp,
again by Corollary 5.4.
We next treat the last case, i.e., Σp(r − 1) ≤ p− 1 and Σp(r − p) > p− 1.
Proposition 5.15. Let p ≥ 3, p ∤ r and let r ≡ a mod (p− 1) with 2 ≤ a ≤ p− 1. If Σp(r−p) > p− 1 >
Σp(r− 1) = a− 1, then Xr−p, r ∼= Xrp−1, rp as M -modules and we have an exact sequence of M -modules
0→ Vp−a+1 ⊗D
a−1 → Xr−p, r → Va−2 ⊗D ⊕ Va → 0.
Proof. Clearly the map F (X,Y ) 7→ F (X,Y )p induces an M -linear isomorphism η′ : Xr, r → Xrp, rp.
Let η : Xrp, rp → Xr, r be the inverse of η
′. We show that η is the restriction of an M -linear surjection
Xrp−1,rp → Xr−p, r which we denote again by η. Let S = {X
rp−1Y,X(kX+Y )rp−1 : k ∈ Fp} ⊂ Xrp−1,rp
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and W ⊂ Xrp−1,rp be the vector space spanned by S. Let W
′ = Xrp, rp + W . By Lemma 3.1, we
have W ′ = Xrp−1, rp. Note that Σp(rp) = Σp(r) = a. By Lemma 2.5 and Lemma 2.4, we have
dimXrp, rp = a + 1 and dim Xrp−1,rp = a + p + 2. So dimW ≥ dimW
′ − dimXrp,rp = p + 1. Since
Card(S) ≤ p + 1, we have dim W = p+ 1 and Xrp−1,rp = Xrp, rp ⊕W . Extend η to an Fp-linear map
η : Xrp−1,rp → Xr−p, r by setting η(X(kX + Y )
rp−1) = Xp(kX + Y )r−p and η(Xrp−1Y ) = Xr−pY p.
Also, for l ∈ F∗p, we have
η((X + lY )rp−1Y ) = η(l−1(X + lY )rp − lrp−2X(l−1X + Y )rp−1)
= l−1(X + lY )r − lrp−2Xp(l−1X + Y )r−p
= l−1(X + lY )r − l−1Xp(X + lY )r−p
= (X + lY )r−pY p.
Therefore the extension η satisfies the hypotheses of Lemma 5.3 with s = rp and s′ = r. Hence η is an
M -linear surjection.
We now show that η is an isomorphism by showing dimXrp−1, rp = dimXr−p, r. Since Σp(r − p) >
p − 1, by Lemmas 5.12 and 5.13, we have Vp−a+1 ⊗ D
a−1 and Va−2 ⊗ D are JH factors of Xr−p, r−p.
Further, as r ≡ a mod (p−1) by [Glo78, (4.5)], we have Va is JH factor for Xr,r. So Va is also a JH factor
of Xr−p, r. Adding the dimensions of the above JH factors we get dim Xr−p, r ≥ a+p+2 = dim Xrp−1, rp.
So η is an isomorphism. Finally, the exact sequence follows from [BG15, Proposition 4.9 (ii)].
We collect all the results related to the structure of Xr−p, r proved in this subsection in the following
theorem.
Theorem 5.16. Let p ≥ 3, p ∤ r, 2p < r ≡ a mod (p− 1) with 2 ≤ a ≤ p− 1. Then
(i) If Σp(r − 1) = Σp(r − p) = a− 1, then Xr−p, r ∼= Va−2 ⊗D ⊕ Va.
(ii) If Σp(r−1) = a−1 and Σp(r−p) > a−1, then we have the following exact sequence of M -modules
0→ Vp−a+1 ⊗D
a−1 → Xr−p, r → Va−2 ⊗D ⊕ Va → 0.
(iii) If Σp(r − 1) > a− 1, then we have the following exact sequence of M -modules
0→ Vp−a−1 ⊗D
a ⊕ Vp−a+1 ⊗D
a−1 → Xr−p, r → Va−2 ⊗D ⊕ Va → 0.
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