ABSTRACT. We continue our study of statistical maps (equivalently, fuzzy random variables in the sense of Gudder and Bugajski). In the realm of fuzzy probability theory, statistical maps describe the transportation of probability measures on one measurable space into probability measures on another measurable space. We show that for discrete probability spaces each statistical map can be represented via a special matrix the rows of which are probability functions related to conditional probabilities and the columns are related to fuzzy n-partitions of the domain. Discrete statistical maps sending a probability measure p to a probability measure q can be represented via conditional distributions and correspond to joint probabilities on the product. The composition of statistical maps provide a tool to describe and to study generalized random walks and Markov chains.
Introduction
We continue our study of statistical maps (equivalently, fuzzy random variables in the sense of Gudder and Bugajski) in [8] , see also [7] .
In this section we recall some basic notions of fuzzy probability theory. Classical random events are modelled by σ-fields of subsets of the set of all elementary events, each probability measure maps the random events into the interval [0, 1] and partially preserves operations on events, and each random variable is a measurable map of the elementary events into the real numbers. If (Ω, A, P ) is a classical probability space and a random variable f maps Ω into the real numbers, then f "pushes forward" P into the distribution P f , a probability measure on the real Borel sets defined by P f (−∞, r) = P f ← ((−∞, r)) = P {ω ∈ Ω : f (ω) < r} .
Fuzzy random events are modelled by the measurable functions M(A) on a classical measurable space (Ω, A) into the interval [0, 1] (fuzzy events form special D-posets or, equivalently, special effect algebras, cf. [4] , [5] , [3] , [6] ), each fuzzy probability measure is the Lebesgue integral with respect to a probability measure on A, and each fuzzy random variable is a "measurable" map of the set P(A) of all probability measures on A (as usually, we identify each elementary event ω and the corresponding degenerated point probability measure δ ω ) into the set P(B) of all probability measures on B, where (Ξ, B) is another classical measurable space. In a sense, P(A) becomes the set of all elementary fuzzy events. More precisely (cf. [1] ):
Ò Ø ÓÒ 1.1º Let (Ω, A), (Ξ, B) be measurable spaces. Let T be a map of P(A) into P(B) such that, for each B ∈ B, the assignment ω → T (δ ω ) (B) yields a measurable map of Ω into [0, 1] and
for all p ∈ P(A) and all B ∈ B. Then T is said to be a statistical map (also a fuzzy random variable in the sense of Bugajski and Gudder) .
Observe that if f is a classical measurable map of Ω into Ξ, then the distribution D f of f (sending a probability
, and (BG) means
In fact, this means that (identifying a set A and its indicator function χ A ) the classical probability theory can be studied within the fuzzy probability theory (the classical random events coincide with the crisp, i.e., {0, 1}-valued fuzzy events).
Remark 1º
Statistical maps are equivalent to several other notions: observables, Markov (probability) kernels, dual statistical maps, statistical functions, effect-valued measures (cf. [7: pp. 26-27] ). In the next section, we give an explicit description of the equivalence between discrete statistical maps and generalized stochastic matrices, which is a particular case of the equivalence between statistical maps and Markov kernels (cf. [1: Theorem 2.3])
Additional information on fuzzy probability theory and fundamental applications to quantum physics can be found in [12] , [1] , [2] , [15] . Information about quantum structures and generalized probability can be found in [3] , [5] , [4] , [14] , [16] , [17] and information concerning a categorical approach to probability theory can be found in [9] , [10] , [11] .
Discrete statistical maps
Let (Ω, A) be a measurable space. If Ω is a non-empty finite set and A is the σ-field of all subsets of Ω, then (Ω, A) is said to be discrete. Motivation comes from [11] and from the theory of finite Markov chains (cf. [13] ). In [11] it has been shown that if (Ω, A) and (Ξ, B) are discrete measurable spaces, p is a probability on A and q is a probability on B, then in general there is no measurable map f : Ω −→ Ξ such that "f pushes forward p into q", i.e., p
f (ω) ∈ B}, B ∈ B, but there is always a statistical map T : P(A) −→ P (B) such that T (p) = q. Finite Markov chains can be viewed as a special case, where Ω = Ξ and T is described by the matrix of transitional probabilities. Let (Ω, A), Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete measurable spaces and let T be a statistical map of P(A) into P(B). Then condition (BG) in Definition 1.1 can be substantially simplified. Indeed, probabilities in question can be replaced by the corresponding probability functions and the integral can be replaced with a suitable sum.
More precisely,
and (BG) reduces to
for all p ∈ P(A) and all ξ j ∈ Ξ (remember, (Ω, A) is discrete, hence the assign-
In what follows, the probability of a singleton will be reduced to the corresponding value of probability function; for example we will write p(ω) instead of p({ω}).
Ò Ø ÓÒ 2.1º Let A = (a ij ) m×n be an m-by-n matrix such that all a ij are non-negative and
. . , a n ) and called a stochastic vector. If m = n, then A is called a stochastic matrix.
Since stochastic vectors represent probability functions on discrete probability spaces and since the product p × A = q of a stochastic vector p = (p 1 , p 2 , . . . , p m ) and a generalized stochastic matrix A = (a ij ) m×n is a stochastic vector q = (q 1 , q 2 , . . . , q n ), statistical maps can be described via generalized stochastic matrices.
Let (Ω, A), Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete measurable spaces and let A = (a ij ) m×n be a generalized stochastic matrix. Define a map
, be the corresponding stochastic vector and let q ∈ P(B) be the probability measure corresponding to the stochastic vector q = p × A. Put T A (p) = q and denote T A the resulting map.
Ä ÑÑ 2.1º T A is a statistical map.

P r o o f. We have to verify that T A satisfies condition (DBG). It is easy to check that for fixed
and, on the right-hand side we get
This completes the proof.
Let A = (a ij ) m×n and B = (b ij ) m×n be generalized stochastic matrices such that A = B, i.e., there are indices i, j such that a ij = b ij .
STATISTICAL MAPS AND GENERALIZED RANDOM WALKS
Let (Ω, A), Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete measurable spaces and let T be a statistical map of P(A) into P(B). . . . , ξ n }, be discrete measurable spaces. Let A = (a ij ) m×n be a generalized stochastic matrix and let T = T A be the corresponding discrete statistical map of P(A) into P(B). Then A is said to be the transformation matrix of T .
ÓÖÓÐÐ ÖÝ 2.1º Let
(Ω, A), Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . .
. . . , ξ n }, be discrete measurable spaces. Then there is a one-to-one correspondence between statistical maps of P(A) into P(B)
and the set of all m-by-n generalized stochastic matrices.
. . , λ l }, and (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete measurable spaces. Let U be a statistical map of P(A) into P(C) and let V be a statistical map of P(C) into P(B). Let B = (b ik ) m×l be the transformation matrix of U , let C = (c kj ) l×n be the transformation matrix of V . Denote B × C = A = (a ij ) m×n the product generalized stochastic matrix and denote T = V • U the composition of U and V . We leave out the proof of the next lemma.
Ä ÑÑ 2.4º A is the transformation matrix of T .
Observe that this leads to the equivalence of two categories: the "category of discrete statistical maps" and the "category of generalized stochastic matrices".
It is known that to each statistical map (i.e. fuzzy random variable in the sense of Bugajski-Gudder) there corresponds the dual notion of fuzzy observable (the same as dual statistical map) and that the corresponding "category of fuzzy observables" and the "category of statistical maps" are dually isomorphic (cf. [7: Corollary 3.3] ). In case of discrete statistical maps the duality is rather straightforward. Indeed, let T be a discrete statistical map of (Ω, A), Ω = {ω 1 , ω 2 , . . . , ω m }, into (Ξ, B), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, and let A = (a ij ) m×n be the transformation matrix of T . Then each column (a 1j , a 2j , . . . , a mj 
. . . , ξ n }, be discrete measurable spaces. Then there is a one-to-one correspondence between statistical maps of P(A) into P(B) and the set of all fuzzy n-partitions of Ω.
Further, the matrix A can be considered as a map sending
Ξ , where v jj = 1 and v jl = 0 otherwise. Then
Ξ can be considered as a "linear combination" [14] , [7] ).
Maps of the form T are called fuzzy observables. Notice that statistical maps and fuzzy observables "look the opposite direction" and since in the discrete case both are represented by the same generalized stochastic matrices, the dual isomorphism is straightforward.
Discrete random transformations
Let (Ω, A, p) and (Ξ, B, q) be discrete probability spaces. This section is devoted to statistical maps T : P(A) −→ P (B) such that T (p) = q. Such maps are called extended random maps of (Ω, A, p) to (Ξ, B, q) ([8: Definition 3.2]).
A (measurable) map f of Ω to Ξ such that f "pushes forward" p to q is called a random map of (Ω, A, p) to (Ξ, B, q) ([8: Definition 2.3]). In general, there is no random map of (Ω, A, p) to (Ξ, B, q). On the other hand, there are many extended random maps of (Ω, A, p) to (Ξ, B, q) (cf. [11: pp. 1012-1013]). In fact, random maps and extended random maps are transformations of one probability space into another probability space. As pointed out in [8] , [11] , extended random maps are related to conditional probabilities. We describe the relationship between extended random maps and conditional distributions ([8: Definition 3.12]).
Let T be an extended random map of a discrete probability space (Ω, A, p) , Ω = {ω 1 , ω 2 , . . . , ω m }, to a discrete probability space (Ξ, B, q), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }. Consider the product Ξ × Ω and the canonical projections pr Ξ : Ξ × Ω −→ Ξ, pr Ω : Ξ×Ω −→ Ω. Let C be the σ-field of all subsets of Ξ×Ω. For i, j,
Then r is a probability function on C, and p and q are marginal probabilities of the corresponding probability r, i.e., q = r • pr
and hence
.
In fact, we can prove more.
A ∈ A be the σ-fields generated by pr Ξ and pr Ω , respectively. For (ξ j , ω i ) ∈ Ξ × Ω and C = pr
and denote r pr Ω the resulting map of (
Ä ÑÑ 3.1º In the discrete probability space (Ξ × Ω, C, r), r
pr Ω is a conditional distribution of pr Ξ , given pr Ω .
P r o o f. According to [8: Definition 3.12], we have to verify the following conditions:
Conditions (1) and (2) follow immediately from the construction of r pr Ω . Since (Ξ × Ω, C, r) is a discrete probability space, instead of condition (3) it suffices to verify
Observe that the construction of r pr Ω depends on the choice of a particular extended random map T in the sense that r pr Ω (ξ, ω), · = T (δ ω ) (·). The construction yields a (positive) partial solution (discrete case) of [8: Problem 1] about the existence of a conditional base probability space for T . Indeed, we have the following corollary.
ÓÖÓÐÐ ÖÝ 3.1º Let T be an extended random map of a discrete probability space (Ω, A, p) into a discrete probability space (Ξ, B, q) . The discrete probability space (Ξ × Ω, C, r), together with pr Ξ , pr Ω , and r pr Ω is a conditional base probability space for T .
Let (Ω, A, p) and (Ξ, B, q) be discrete probability spaces. Denote R(p, q) the set of all generalized random maps of (Ω, A, p) to (Ξ, B, q). The set R(p, q) is nonempty and it contains a distinguished element. Example 1. Let (Ω, A, p) , Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B, q), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete probability spaces. Let A q = (a ij ) m×n be a generalized stochastic matrix such that a ij = q(ξ j ) for all 1 ≤ i ≤ m and 1 ≤ j ≤ n, i.e., each row of A q is equal to q = q(ξ 1 ), q(ξ 2 ), . . . , q(ξ n ) . It is easy to see that the resulting generalized random map T A q belongs to R(p, q). Indeed,
Moreover, T A q (r) = q for each probability measure r on A. Statistical maps of the form T A q are called degenerated (cf. . . . , ξ n }, be discrete probability spaces. Let C be the σ-algebra of all subsets of Ξ×Ω and let r be a probability measure on C, such that q and p are the marginal probabilities. Let R = (r ij ) m×n be an m-by-n matrix such that r ij = r (ξ j , ω i ) for all 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then R is said to be (p, q)-admissible.
. . , ω m }, and (Ξ, B, q), Ξ = {ξ 1 , ξ 2 , . . . , ξ n }, be discrete probability spaces. Assume that 0 < p(
Ä ÑÑ 3.2º A = (a ij ) m×n is a generalized stochastic matrix and T A ∈ R(p, q).
P r o o f. First, we have to prove that
Consider the probability space (Ξ × Ω, C, r) and denote P r (A|B) = r(A∩B) r(B) , A, B ∈ C, the conditional probability of A given B, 0 < r(B).
Second, we have to prove that
for all 1 ≤ j ≤ n. This completes the proof. (Ω, A, p) , Ω = {ω 1 , ω 2 , . . . , ω m }, and (Ξ, B, q 
ÓÖÓÐÐ ÖÝ 3.2º Let
and hence r ij = q(ξ j )p(ω i ). This completes the proof.
In view of the previous result, it might be interesting to study the set R(p, q) in terms of the "dependence of factor spaces (Ξ, B, q) and (Ω, A, p)".
Generalized random walks
Random walks and Markov chains are important topics of probability and stochastic applications. The aim of this short final section is just to point out that fuzzy probability can capture notions and constructions related to random walks and Markov chains.
Define the category DEP S as follows: the objects are discrete probability spaces and the morphisms are extended random maps. Let {a} be a singleton and let D = {∅, {a}} be the field of all subsets. Clearly, P(D) = {δ a } and for each object (Ω, A, p) the degenerated extended random map T δ a (sending each r ∈ P(A) to δ a ) is the only morphism of (Ω, A, p) to ({a}, D, δ a ), so ({a}, D, δ a ) is a terminal object of DEP S. Further, for each r ∈ P(A) there exists a unique (degenerated) extended random map T r of ({a}, D, δ a ) to (Ω, A, r). Hence, formally, each probability r on A can be considered as an extended random map of ({a}, D, δ a ) to (Ω, A, r). Finally, let (Ω, A, p) and (Ξ, B, q) be discrete probability spaces. Then to each extended random map T of (Ω, A, p) to (Ξ, B, q) there corresponds the following commutative triangle diagram be a sequence of discrete probability spaces and let {T l } k l=1 be a sequence of extended random maps of (Ω l , A l , p l ) to (Ω l+1 , A l+1 , p l+1 ) such that the diagram composed of all constituent commutative triangle diagrams
