Abstract. We consider symbolic veri cation for a class of parameterized systems, where a system consists of a linear array of processes, and where an action of a process may in general be guarded by both local conditions restricting the state of the process about to perform the action, and global conditions de ning the context in which the action is enabled. Such actions are present, e.g., in idealized versions of mutual exclusion protocols, such as the bakery and ticket algorithms by Lamport, Burn's protocol, Dijkstra's algorithm, and Szymanski's algorithm. The presence of both local and global conditions makes the parameterized versions of these protocols infeasible to analyze fully automatically, using existing model checking methods for parameterized systems. In all these methods the actions are guarded only by local conditions involving the states of a nite set of processes. We perform veri cation using a standard symbolic reachability algorithm enhanced by an operation to accelerate the search of the state space. The acceleration operation computes the e ect of an arbitrary number of applications of an action, rather than a single application. This is crucial for convergence of the analysis e.g. when applying the algorithm to the above protocols. We illustrate the use of our method through an application to Szymanski's algorithm.
Introduction
Much attention has recently been paid to extending the applicability of model checking to in nite-state systems. One reason why a program may have an in nite state space is that it operates on unbounded data structures. Examples of such systems include timed automata ACD90], data-independent systems Wol86], relational automata Cer94], pushdown processes BS95], and lossy channel systems AJ96]. Another reason is that the program has an in nite control part. This is the case e.g. in Petri nets Esp95, Jan90] , and parameterized systems, in which the topology of the system is parameterized by the number of processes inside the system. In veri cation of parameterized systems, we are often interested in proving the correctness of the system regardless of the number of processes. Veri cation algorithms for systems consisting of an unbounded number of similar or identical nite-state processes include GS92, AJ98, KMM + 97], and (using a manually supplied induction hypothesis) CGJ95, KM89, WL89] .
In this paper we consider algorithmic veri cation of a class of parameterized systems, intended to capture at least the behaviours of several mutual-exclusion algorithms that can be found in the literature. Examples of mutual exclusion algorithms that work for an arbitrary number of processes are: the bakery and ticket algorithms by Lamport, Burn's protocol, Dijkstra's algorithm, and Szymanski's algorithm. These algorithms are implemented on systems with an arbitrary number of processes with linearly ordered identities. The ordering of the processes may re ect the actual physical ordering (e.g. Szymanski's algorithm), or the values assigned to local variables inside processes (e.g. the ticket given to each process during the execution of Lamport's bakery protocol). A con guration of the system can be described as a string representing the local states of the processes. A common feature which places these protocols outside the scope of existing model checking methods, is that an action of a process is in general guarded by both local and global conditions on the processes. Local conditions restrict the state of the process which is about to perform the action. Global conditions de ne the context in which the action is allowed to occur. A context is typically stated as a formula which is quanti ed over the set of processes inside the system. Examples of contexts are \all processes with lower identities should have local states belonging to given set", or \there should be at least one process with a higher identity which has a local state included in a given set", etc. We propose a model which combines both types of conditions. An action involves the change of local state of a process, and may be conditioned on both the local state, and the context in which the action is performed.
To verify our protocols we perform a standard symbolic forward reachability analysis, using regular expressions to represent (possibly in nite) sets of con gurations. It is well-known that checking most safety properties (including satisability of mutual exclusion) can be reduced to checking the reachability of a set of \bad" con gurations (in our case speci ed as a regular expression). However, the presence of both local and global guards implies that the standard reachability algorithm will not terminate when applied to any of the earlier mentioned protocols. A main contribution of this paper is that we de ne an operation to accelerate the search through the state space. The acceleration operator computes the e ect of an arbitrary number of applications of an action, rather than the e ect of only a single application. This is crucial for obtaining termination during the analysis of any of the above protocols. Notice that the algorithm is incomplete and may in general still fail to terminate.
Related Work There are several results on veri cation of parameterized systems GS92, AJ98, CGJ95, KMM + 97]. In all these works the actions are guarded only by local conditions involving the states of a nite set of processes. A work, which is close in spirit to ours is KMM + 97]. The authors propose to use regular sets of strings to represent states of parameterized arrays of processes, and to represent the e ect of performing an action by a predicate transformer (transducer). However, the work in KMM + 97] considers only transducers that represent the e ect of a single application of a transition. This means that their approach will not terminate if applied to reachability analysis for the protocols we consider in this paper. In contrast, we introduce a acceleration operator for actions with both local and global contexts, meaning that reachability analysis will terminate. Applications of acceleration operations are reported in the context of communicating nite state automata BG96, BGWW97, BH97, ABJ98]. The acceleration operation is applied to transitions of di erent types than in our work, namely those that iterate a single loop in the control part of a program, rather than repetitive applications of a transition to di erent processes in the system. There has also been a number of case studies in veri cation of mutual exclusion protocols such as Burn's protocol JL98] and Szymanski's algorithm GZ98, MAB + 94, MP90]. The veri cation in each case is dependent on abstraction functions or lemmas explicitly provided by the user.
Outline In the next section, we de ne the class of system models that we consider and illustrate it by an idealized version of Szymanski's mutual exclusion algorithm. In Sect. 3 we de ne composition and acceleration of actions. In Sect. 4 we show how they can be used in veri cation of safety properties, illustrated by a veri cation of Szymanski's algorithm. Section 5 contains conclusions and some non-resolved problems.
Preliminaries
In this section, we will introduce a generic system model which is intended to capture the behaviour of idealized versions of many existing mutual exclusion protocols, e.g. Dijkstra's mutual exclusion problem, Lamport's bakery algorithm, Burn's protocol, Szymanski's algorithm. In our model, a program consists of an arbitrary number of identical processes, ordered in a linear array. The process behaviours are de ned through a nite set of actions. An action represents a change of local state of a process. An action may be conditioned on both the local state of the process, and the context in which it may take place. The context represents a global condition on the local states of the rest of processes inside the system. The ordering of the processes may re ect the actual physical ordering (e.g. Szymanski's algorithm), or the values assigned to local variables inside processes (e.g. the ticket given to each process during the execution of Lamport's bakery protocol).
An idealized version of Szymanski's mutual exclusion algorithm can be given as follows. In the algorithm, an arbitrary number of processes compete for a critical section. The local state of each process i consists of a control state ranging over the integers from 1 to 7 and of two boolean ags, w i and s i . A process is in the critical section when the control state is 7. A pseudo-code version of the actions of any process i could look as follows: For instance, according to the code at line 6, if the control state of a process i is 6, and the value of s is false in all processes to the left, i.e. for all processes j < i, then the control state of i may be changed to 7. In a similar manner, according to the code at line 4, if the control state of a process i is 4, and if the context is that there is at least another process j (either to the right or to the left of i) where the value of s j is true and the value of w j is false, then the control state, w i and s i in i may be changed to 5, false, and true, respectively.
In fact in almost all the protocols that we have considered, contexts are de ned by existentially or universally quanti ed formulas restricting the local states of processes to the left or to the right. In our model we work with a particular subclass of regular languages, which can capture such contexts. A left context is a regular language which can be accepted by a deterministic nite-state automaton with a unique accepting state, and where all outgoing transitions from the accepting state are self-loops. (transitions with identical source and target states). A right context is a language such that the language of reversed strings is a left context. The tail of a left context is the set of symbols that label self-loops from the accepting state. The tail of a right context is the tail of the left context which is its reverse language.
Examples of left contexts are regular expressions of the form e 1 f 1 e 2 f 2 e n f n e n+1 where each e i is of form (a 1 + + a m ) , where each f i is of form (b 1 + + b k ) such that b j does not occur in the expression e i , for any j = 1; : : : ; k. Now, we give the formal de nition of our model. We use a nite set C of colours to model the local states of processes. A program is a triple P = hC; I ; Ai where C is a nite set of colours, I is a regular expression denoting a set of initial con gurations over C, and A is a nite set of actions. An action is a triple of the form L ; (c; c 0 ) ; R where L is a left context, R is a right context, and (c; c 0 ) is a an idempotent binary relation on C. Question Is any 2 F reachable?
In Fig. 1 we represent Szymanski's algorithm as a program in our framework. To simplify the notation, we introduce the following syntactical notations. We let a colour be a triple hpc; w; si, where pc 2 f1; : : : ; 7g, and w and s are boolean.
We use predicates to de ne colours. For example, the predicate (:s) denotes the set of colours where the value of s is equal to false, that is the set fhpc; w; falsei : pc 2 f1; : : : ; 7g and w 2 ftrue; falsegg. We use the predicate true to denote the set of all colours. We use guarded commands to represent binary relations on colours. For instance, the command (pc = 1) ?! pc := 2 represents the relation fhhpc 1 ; w; si; hpc 2 ; w; sii : (pc 1 = 1) and (pc 2 = 2)g. Notice that e.g. at line 3 the left context ((pc = 1) _ w) ((pc 6 = 1)^:w)true is equivalent to true ((pc 6 = 1)^:w)true ; however, we use the previous expression in order to be consistent with the de nition of a left context.
Acceleration of Actions
In this section we de ne an operation which computes the e ect of an unbounded number of executions of an action.
For an action , let be the action constructed by repeating the action an arbitrary number of times. More precisely, denotes the set of pairs ( ; 0 ) of con gurations such that there exists a sequence 0 1 2 n of con gurations with n 0 such that = 0 , 0 = n , and such that ( i ; i+1 ) for i = 0; 1; : : : ; n ? 1. Similarly, we let + be the action constructed by repeating the action one or more times. In the symbolic reachability analysis (described in Sect. 4), we use regular expressions as representations of sets of con gurations. The characterization of Theorem 1 can be used to model the e ect of (repetitive applications of) actions on regular sets by using nite-state transducers. This approach is proposed in KMM + 97], where however acceleration is not considered.
We recall that an action denotes a set of pairs ( ; 0 ) of con gurations. Equivalently, we can represent the action as a set of nite strings over C C, namely as the strings (c 1 ; c 0 1 ) (c 2 ; c 0 2 ) (c n ; c 0 n ) such that (c 1 c 2 c n ; c 0 1 c 0 2 c 0 n ) 2 . It is easy to see that each action can be represented by a nite-state transducer.
More importantly, for any action the characterization of Theorem 1 can be used to nd a representation of + in a straight-forward way, since + can be represented as a regular language over C C. As an example, in Fig. 2 we show the transducer which accepts + where is the action at line 3 in Fig.1 . We note that the transducer in Fig. 2 need not use the full generality of the characterization of Theorem 1, since the alphabets L and R both are equal to the set of all colours.
-- In the gure we use :guard to denote pairs f(hpc; w; si; hpc; w; si) : pc 6 = 1^:wg , we use guard to denote pairs f(hpc; w; si; hpc; w; si) : pc = 1 _ wg, we use copy to denote pairs (hpc; w; si; hpc; w; si) of identical tuples, and change to denote pairs f(hpc; w; si; hpc 0 ; w 0 ; s 0 i) : pc = 3^pc 0 = 4^w 0 = w^s 0 = falseg that represent a change of local control state.
For a regular expression and an action , we use ( ) to denote the regular expression we get by computing (in the usual way) the product of and the transducer corresponding to .
In order to illustrate that the conditions in Theorem 1 characterize a regular relation between con gurations, we show a representation of this relation in terms of a nite-state transducer. We show the part which is inserted between the accepting state q L of an automaton that copies strings in L and the initial state q R of an automaton that copies strings in R . In Fig. 3 , we show the general construction. Edges are labeled by predicates on pairs (c; c 0 ) of colours that are read. We use the abbreviations c L for c 2 L , c 0 L for c 0 2 L , c R for c 2 R , and c 0 R for c 0 2 R . In addition to the transitions in the gure, there are self-loop at states q 1 , q 2 , q 3 , and q 4 labeled c = c 0 2 L \ R . Informally, the states correspond to the following situations.
{ q 1 corresponds to a state when the transducer has read an index where some change has occurred, but where so far there has been no index with change at which c 6 2 L _ c 0 6 2 L . { q 2 corresponds to a state when the transducer has read an index where some change has occurred where c 6 2 L , but where so far there has been no index with change at which c 0 6 2 L . { q 3 corresponds to a state when the transducer has read an index where some change has occurred where c 0 6 2 L , but where so far there has been no index with change at which c 6 2 L . 
Veri cation
In this section we show how the operation of acceleration, presented in the preceding section, can be used to enhance a standard version of symbolic forward reachability analysis, whose purpose is to compute a representation of the set of reachable con gurations. The analysis algorithm maintains a set of reachable con gurations, which is initially the set of initial con gurations. In each step of the algorithm, the set of reachable con gurations is extended with the con gurations that can be reached by some action from a con guration in the current set. We use regular expressions to represent (potentially in nite) sets of con gurations. As we shall illustrate later in the section, this algorithm will not terminate when applied to any of the protocols mentioned in the introduction.
To solve this problem, we use the operation (de ned in Sect. 3) to accelerate the exploration of the state space. We recall that computes the set of successors corresponding to an arbitrary number of applications of an action (rather than a single application).
Suppose we are given a program P = hC; I ; Ai and a regular expression F , and that we want to check whether some con guration F 2 F is reachable in P.
For the current discussion, let us represent the set of con gurations maintained by the algorithm by a set V of regular expressions. The set V represents the union of the sets denoted by all regular expressions in V . Initially, V = f I g. The algorithm will now for each regular expression in V and each action compute ( ) represented as a nite union of regular expressions. When a new expression is generated, it is compared with those which are already in V . If 0 for some 0 2 V , then is discarded, since it will not add new con gurations to the explored state space (it is actually su cient that P 0 2V 0 for to be safely discarded). In fact, we can also discard all 0 2 V with 0 . It is also checked whether has a non-empty intersection with F . If the intersection is non-empty, the algorithm terminates, reporting that some con guration in F is reachable. Otherwise, the algorithm terminates when no new regular expressions can be generated. Obviously, our algorithm is incomplete in the sense that while it will always nd reachable con gurations in F , it will not necessarily terminate if all con gurations in F are unreachable.
We illustrate this algorithm through an application to Szymanski's protocol. To simplify the notation we use the coding of colours shown in Table 1 , so e.g. c 2 corresponds to the colour h2; false; falsei. The set of initial con gurations is represented by 0 = c 1 .
First, we observe that the above standard reachability algorithm will run into an in nite loop as follows. By applying action 1 to 0 we get c 1 c 2 c 1 . Applying action 1 again gives c 1 c 2 c 1 c 2 c 1 , etc.
Although the standard algorithm fails, using the acceleration operation leads to termination. In Table 2 we describe a simulation of our algorithm. We start from the set of initial con gurations 0 . For each regular expression i and action , we compute ( i ) or + ( i ) and add the resulting regular expressions to the set of existing expressions. For instance, from 0 , only action 1 is enabled, resulting in the con gurations denoted by 1 . Whenever an expression is entailed by another one (e.g. 7 0 ), we indicate that in the In the paper, we have presented techniques for reachability analysis of parameterized systems where a con guration of the system can be described by a string representing the local states of the processes. We have found that naive symbolic reachability analysis does not converge for such systems, and propose to use acceleration of actions to obtain termination. We showed that using acceleration, symbolic reachability analysis terminates for an idealized version of Szymanski's algorithm. We have also analyzed corresponding versions of other mutual exclusion algorithms, including Burn's and Dijkstra's mutual exclusion algorithms, and the bakery and ticket algorithms by Lamport. For some of these algorithms, we use variants of the acceleration operation presented in this paper: we perform the acceleration on the action obtained by sequentially composing two actions, and we also de ne an acceleration operation on actions that involve two adjacent processes which can be guarded by left and right contexts.
We further note that we have considered idealized versions of the mutual exclusion algorithms. In most implementations of these algorithms, a global guard (such as e.g., 8j : j < i : :s j ) is not atomic: in a more re ned description of the algorithm this is a loop which checks the states of other processes. We have not considered how to treat the non-atomic versions of statements such as this one. 
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