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Abstract
In this paper, we study the convergence of Gauss–Newton’s like method for nonlinear least squares
problems. Under the hypothesis that derivative satisfies some kind of weak Lipschitz condition, we obtain
the sharp estimates of the radii of convergence ball of Gauss–Newton’s like method and the uniqueness ball
of the solution.
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1. Introduction
We consider the nonlinear least squares problems:
minF(x) := 1
2
f (x)T f (x), (1.1)
where f (x) :Rn → Rm is Fréchet differentiable, m n, and in all cases ‖·‖ refers to the 2-norm.
The Gauss–Newton’s like method is defined by
xn+1 = xn − B−1n f ′(xn)T f (xn), n 0, (1.2)
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the iteration process represents best-known Gauss–Newton’s method. For the Gauss–Newton’s
method, analyses for local and rate of convergence properties are mostly restricted in quality
(see [2–5,7,9,11,12]), only considering the existence of the neighborhood of convergence, but
it cannot make us clearly see how big the radius of the convergence ball is. Let x∗ denote the
solution of (1.1), B(x, r) denote an open ball with radius r and center x, and let B(x, r) denote
its closure.
Traub and Wozniakowski (see [4]) and Wang (see [8]) independently gave a sharp estimate
for the convergence ball of Newton’s method. Under the hypothesis that f ′(x) satisfies the some
kind Lipschitz condition
∥∥f ′(x∗)−1(f ′(x) − f ′(xτ ))∥∥
ρ(x)∫
τρ(x)
L(u)du, ∀x ∈ B(x∗, r), (1.3)
where ρ(x) = ‖x − x∗‖, xτ = x∗ + τ(x − x∗), and L is monotonic function, Wang (see [9,10])
studied the convergence of the Newton’s method.
In this paper, we consider the convergence of the Gauss–Newton’s like method. Under more
general conditions, we obtain the convergence domain of the Gauss–Newton’s like method and
the uniqueness domain of the solution. Further, we can prove that our estimate of the radius is
sharp.
2. Preliminaries
The condition on the function f (x),∥∥f (x) − f (xτ )∥∥ L∥∥x − xτ∥∥, ∀x ∈ B(x∗, r), (2.1)
where xτ = x∗ + τ(x − x∗), 0  τ  1, is usually called radius Lipschitz condition in the ball
B(x∗, r) with constant L. Sometimes if it is only required to satisfy∥∥f (x) − f (x∗)∥∥L‖x − x∗‖, ∀x ∈ B(x∗, r), (2.2)
we call it the center Lipschitz condition in the ball B(x∗, r) with constant L. Furthermore, L in
the Lipschitz condition needs not be a constant, but a positive integrable function. If this is the
case, then (2.1) or (2.2) is replaced by
∥∥f (x) − f (xτ )∥∥
ρ(x)∫
τρ(x)
L(u)du, ∀x ∈ B(x∗, r), 0 τ  1, (2.3)
or
∥∥f (x) − f (x∗)∥∥
ρ(x)∫
0
L(u)du, ∀x ∈ B(x∗, r), (2.4)
where ρ(x) = ‖x − x∗‖. At the same time, the corresponding ‘Lipschitz condition’ is referred to
as having the L average.
Let Rm×n denote the set of all m × n matrices A, A† denote the Moore–Penrose inverse of
matrix A. If A has full rank (namely, rank(A) = min(m,n) = n), then A† = (AT A)−1AT .
Now, we give some lemmas.
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rank(B), then
∥∥B†∥∥ ‖A†‖
1 − ‖A†‖‖E‖ . (2.5)
Lemma 2.2. Suppose that A,E ∈ Rm×n (m  n), B = A + E, ‖EA†‖ < 1, rank(A) = n, then
rank(B) = n.
Proof. In fact, B = A + E = (I + EA†)A. From the condition ‖EA†‖ < 1, we know I + EA†
is invertible. So rank(B) = rank(A) = n. 
Lemma 2.3. Let
h(t) = 1
tα
t∫
0
L(u)uα−1 du, α  1, 0 t  r, (2.6)
where L(u) is a positive integrable function and nondecreasing monotonically in [0, r]. Then
h(t) is nondecreasing with respect to t .
Proof. In fact, by the monotonicity of L, and since α  1, we obtain
h(t2) − h(t1) =
(
1
tα2
t2∫
0
− 1
tα1
t1∫
0
)
L(u)uα−1 du
=
(
1
tα2
t2∫
t1
+
(
1
tα2
− 1
tα1
) t1∫
0
)
L(u)uα−1 du
 L(t1)
(
1
tα2
t2∫
t1
+
(
1
tα1
− 1
tα2
) t1∫
0
)
uα−1 du
= L(t1)
(
1
tα2
t2∫
0
− 1
tα1
t1∫
0
)
uα−1 du = 0
for 0 < t1 < t2. Thus h(t) = 1tα
∫ t
0 L(u)u
α−1 du is nondecreasing with respect to t . 
Lemma 2.4. Suppose that
g(t) = 1
t
t∫
0
L(u)(t − u)du, (2.7)
where L(u) is a positive integrable function in [0, r]. Then g(t) is increasing monotonically with
respect to t .
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g(t2) − g(t1) = 1
t2
t2∫
0
L(u)(t2 − u)du − 1
t1
t1∫
0
L(u)(t1 − u)du
=
t2∫
t1
L(u)du −
(
1
t2
t2∫
t1
+
(
1
t2
− 1
t1
) t1∫
0
)
L(u)udu

t2∫
t1
L(u)du −
t2∫
t1
L(u)du −
(
1
t2
− 1
t1
) t1∫
0
L(u)udu
=
(
1
t1
− 1
t2
) t1∫
0
L(u)udu > 0
for 0 < t1 < t2. Thus g(t) is increasing with respect to t . 
3. Convergence ball of Gauss–Newton’s like method
Theorem 3.1. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank and f ′ satisfies the radius Lipschitz condition with L average.
∥∥f ′(x) − f ′(xτ )∥∥
ρ(x)∫
τρ(x)
L(u)du, ∀x ∈ B(x∗, r), 0 τ  1, (3.1)
where xτ = x∗ + τ(x − x∗), ρ(x) = ‖x − x∗‖, and L is nondecreasing. Assume Bn =
f ′(xn)T f ′(xn), ∀n, in (1.2). Let B(x) be an approximation to the f ′(x)T f ′(x) for all
x ∈ B(x∗, r), B(x) is invertible and∥∥B(x)−1f ′(x)T f ′(x)∥∥ ω1, ∥∥B(x)−1f ′(x)T f ′(x) − I∥∥ ω2. (3.2)
Let r > 0 satisfies
0 <
ω1β
∫ r
0 L(u)udu
r(1 − β ∫ r0 L(u)du) + ω2  1, (3.3)
where
β = ∥∥[f ′(x∗)T f ′(x∗)]−1f ′(x∗)T ∥∥. (3.4)
Then Gauss–Newton’s like method is convergent for all x0 ∈ B(x∗, r) and
‖xn+1 − x∗‖
(
ω1β
∫ ρ(x0)
0 L(u)udu
ρ(x0)2(1 − β
∫ ρ(x0)
0 L(u)du)
ρ(xn) + ω2
)
‖xn − x∗‖, (3.5)
where
q = β ω1
∫ ρ(x0)
0 L(u)udu
ρ(x0)(1 − β
∫ ρ(x0)
0 L(u)du)
+ ω2 (3.6)
is less than 1.
J. Chen, W. Li / J. Math. Anal. Appl. 324 (2006) 1381–1394 1385Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisfies (3.3), then q determined by (3.6) is
less than 1. In fact, by the monotonicity of L and Lemma 2.4, we have
q = ω1β
∫ ρ(x0)
0 L(u)udu
ρ(x0)2(1 − β
∫ ρ(x0)
0 L(u)du)
ρ(x0) + ω2 < ω1β
∫ r
0 L(u)udu
r2(1 − β ∫ r0 L(u)du)r + ω2  1
and ∥∥[f ′(x∗)T f ′(x∗)]−1f ′(x∗)T ∥∥∥∥f ′(x) − f ′(x∗)∥∥
 β
ρ(x)∫
0
L(u)du β
r∫
0
L(u)du < 1, ∀x ∈ B(x∗, r).
By Lemmas 2.1 and 2.2, we know ∀x ∈ B(x∗, r), f ′(x) has full rank and∥∥[f ′(x)T f ′(x)]−1f ′(x)T ∥∥ β
1 − β ∫ ρ(x)0 L(u)du, ∀x ∈ B(x
∗, r).
Now if xn ∈ B(x∗, r), we have by (1.2),
xn+1 − x∗ = xn − x∗ − B−1n f ′(xn)T
(
f (xn) − f (x∗)
)
= xn − x∗ −
1∫
0
B−1n f ′(xn)T f ′(xτ ) dτ(xn − x∗)
= B−1n f ′(xn)T f ′(xn)
×
( 1∫
0
[
f ′(xn)T f ′(xn)
]−1
f ′(xn)T
(
f ′(xn) − f ′(xτ )
)
dτ(xn − x∗)
)
− B−1n
(
f ′(xn)T f ′(xn) − Bn
)
(xn − x∗),
where xτ = x∗ + τ(xn − x∗). Hence, by Lemma 2.3 and condition (3.1) we obtain
‖xn+1 − x∗‖
∥∥B−1n f ′(xn)T f ′(xn)∥∥
×
( 1∫
0
∥∥[f ′(xn)T f ′(xn)]−1f ′(xn)T ∥∥∥∥f ′(xn) − f ′(xτ )∥∥dτ‖xn − x∗‖
)
+ ∥∥B−1n (f ′(xn)T f ′(xn) − Bn)∥∥ · ‖xn − x∗‖
 ω1β
1 − β ∫ ρ(xn)0 L(u)du
1∫
0
ρ(xn)∫
τρ(xn)
L(u)duρ(xn) dτ + ω2ρ(xn)
= ω1β
∫ ρ(xn)
0
∫ u/ρ(xn)
0 ρ(xn) dτL(u)du
1 − β ∫ ρ(xn)0 L(u)du + ω2ρ(xn)
= ω1β
∫ ρ(xn)
0 L(u)udu
1 − β ∫ ρ(xn) L(u)du + ω2ρ(xn).0
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this shows that (1.2) can be continued an infinite number of times. By mathematical induction, all
xn belong to B(x∗, r) and ρ(xn) = ‖xn − x∗‖ decreases monotonically. Therefore, for all n 0,
we have
‖xn+1 − x∗‖ ω1β
∫ ρ(xn)
0 L(u)udu
ρ(xn)2(1 − β
∫ ρ(xn)
0 L(u)du)
ρ(xn)
2 + ω2ρ(xn)

(
βω1
∫ ρ(x0)
0 L(u)udu
ρ(x0)2(1 − β
∫ ρ(x0)
0 L(u)du)
ρ(xn) + ω2
)
ρ(xn).
Thus (3.5) follows. 
If taking B(x)−1 = f ′(x)T f ′(x), i.e., w1 = 1,w2 = 0 in Theorem 3.1, we obtain the conver-
gence of Gauss–Newton’s method under condition (3.1) immediately.
Theorem 3.2. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank, and f ′ satisfies the radius Lipschitz condition (3.1) and L is nondecreasing. As-
sume Bn = f ′(xn)T f ′(xn), ∀n, in (1.2), let r > 0 satisfies
0 <
β
∫ r
0 L(u)udu
r(1 − β ∫ r0 L(u)du)  1, (3.7)
where β = ‖[f ′(x∗)T f ′(x∗)]−1f ′(x∗)T ‖. Then Gauss–Newton’s method is convergent for all
x0 ∈ B(x∗, r) and
‖xn+1 − x∗‖ β
∫ ρ(x0)
0 L(u)udu
ρ(x0)2(1 − β
∫ ρ(x0)
0 L(u)du)
‖xn − x∗‖2 (3.8)
where
q = β
∫ ρ(x0)
0 L(u)udu
ρ(x0)(1 − β
∫ ρ(x0)
0 L(u)du)
(3.9)
is less than 1. Moreover,
‖xn − x∗‖ q2n−1‖x0 − x∗‖, n = 1,2, . . . . (3.10)
4. The uniqueness ball for the optimal solution
Now, similar to paper [10], we give the uniqueness ball for solution of the nonlinear least
squares problem.
Theorem 4.1. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank, and f ′ satisfies the center Lipschitz condition with L average.
∥∥f ′(x) − f ′(x∗)∥∥
ρ(x)∫
L(u)du, ∀x ∈ B(x∗, r), (4.1)
0
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β
r
r∫
0
L(u)(r − u)du 1, (4.2)
where β holds in (3.4). Then Eq. (1.1) has an unique solution x∗ in B(x∗, r).
Proof. Suppose x0 ∈ B(x∗, r), x0 = x∗ is also a solution of (1.1). Then we have
f (x0) = 0. (4.3)
Hence,
x0 − x∗ = x0 − x∗ −
[
f ′(x∗)T f ′(x∗)
]−1
f ′(x0)T f (x0)
= [f ′(x∗)T f ′(x∗)]−1f ′(x∗)T [f ′(x∗)(x0 − x∗) − f (x0) + f (x∗)]
= [f ′(x∗)T f ′(x∗)]−1f ′(x∗)T
1∫
0
[
f ′(x∗) − f ′(x∗ + τ(x0 − x∗))](x0 − x∗) dτ,
where 0 τ  1. By condition (4.1), we obtain
‖x0 − x∗‖
∥∥[f ′(x∗)T f ′(x∗)]−1f ′(x∗)T ∥∥
×
1∫
0
∥∥[f ′(x∗) − f ′(x∗ + τ(x0 − x∗))]∥∥‖x0 − x∗‖dτ
 β
1∫
0
τρ(x0)∫
0
L(u)duρ(x0) dτ
= β
ρ(x0)∫
0
L(u)
(
ρ(x0) − u
)
du.
From L(u) > 0 and Lemma 2.4, we have 1
t
∫ t
0 L(u)(t − u)du is increasing monotonically with
respect to t . Hence, by (4.2) we obtain
‖x0 − x∗‖ β
ρ(x0)∫
0
L(u)
(
ρ(x0) − u
)
du
 βρ(x0)
ρ(x0)
ρ(x0)∫
0
L(u)
(
ρ(x0) − u
)
du
<
βρ(x0)
r
r∫
0
L(u)(r − u)du
 ‖x0 − x∗‖.
This is in contradiction with the assumption. Thus, it follows that x0 = x∗. 
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Theorem 5.1. Suppose that the equalities signs hold in the inequality (3.7) in Theorem 3.2. Then
the given value r of the convergence ball is the best possible.
Proof. We notice that when r is determined by the equality
β
∫ r
0 L(u)udu
r(1 − β ∫ r0 L(u)du) = 1, (5.1)
there exists f satisfying (3.1) in B(x∗, r) and x0 on the boundary of the closed ball such that
Gauss–Newton’s method fails. In fact, the following is an example on the scaled case:
f (x) =
{
x∗ − x + β ∫ x−x∗0 (x − x∗ − u)L(u)du, x∗  x < x∗ + r;
x∗ − x + β ∫ x∗−x0 (x − x∗ + u)L(u)du, x∗ − r  x < x∗, (5.2)
and x0 = x∗ + r , xn = x∗ + (−1)nr . 
Theorem 5.2. Suppose that the equality sign holds in the inequality (4.2) in Theorem 4.1. Then
the given value r of the convergence ball is the best possible.
Proof. We notice that when r is determined by the equality
β
r
r∫
0
L(u)(r − u)du = 1, (5.3)
there exists f satisfying (4.1) in B(x∗, r) and x′ on the boundary of the closed ball such that
F(x′) = min 12f (x)T f (x). An example of this is (5.2) in which x′ = x∗ + r . 
6. Application
In the study of the Gauss–Newton’s method (or Newton’s method), the assumption that the
derivative is Lipschitz continuous is considered traditionally. Combining Theorems 3.1, 3.2, 4.1
with Theorems 5.1 and 5.2, and taking L as a constant, the following two corollaries are obtained
directly.
Corollary 6.1. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank, and f ′ satisfies the radius Lipschitz condition:∥∥f ′(x) − f ′(xτ )∥∥ (1 − τ)L‖xτ − x∗‖, ∀x ∈ B(x∗, r), 0 τ  1, (6.1)
where xτ = x∗ + τ(x − x∗), L is a positive number. Assume B(x) is an approximation to the
f ′(x)T f ′(x) for all x ∈ B(x∗, r), B(x) is invertible and∥∥B(x)−1f ′(x)T f ′(x)∥∥ ω1, ∥∥B(x)−1f ′(x)T f ′(x) − I∥∥ ω2. (6.2)
Let r > 0 satisfies
r = 2(1 − ω2) , (6.3)
Lβ(2 + ω1 − 2ω2)
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x0 ∈ B(x∗, r),
q = ω2 + Lβ‖x0 − x
∗‖ω1
2(1 − Lβ‖x0 − x∗‖) < 1, (6.4)
and the inequality (3.5) holds.
Corollary 6.2. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank and f ′ satisfies the radius Lipschitz condition (6.1) with L being a positive number.
Assume Bn = f ′(xn)T f ′(xn), ∀n, in (1.2), L is a positive number and
r = 2
3Lβ
> 0. (6.5)
Then Gauss–Newton’s method is convergent for all x0 ∈ B(x∗, r), where β holds in (3.4),
q = Lβ‖x0 − x
∗‖
2(1 − Lβ‖x0 − x∗‖) < 1 (6.6)
and the inequalities (3.8) and (3.10) hold. Moreover, the given r is the best possible.
Corollary 6.3. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank, and f ′ satisfies the center Lipschitz condition:∥∥f ′(x) − f ′(x∗)∥∥ L‖x − x∗‖, ∀x ∈ B(x∗, r), (6.7)
where L is positive number and
r = 2
Lβ
> 0, (6.8)
where β = ‖[f ′(x∗)T f ′(x∗)]−1f ′(x∗)T ‖. Then Eq. (1.1) has a unique solution x∗ in B(x∗, r).
Moreover, the given r is the best possible.
Corollaries 6.1–6.3 generalize the results which are obtained by Traub and Wozniakovski
(see [4]) and Wang (see [8]).
Using Theorems 3.1, 3.2 and 4.1, we also derive some new properties about the convergence
of Gauss–Newton’s method and the uniqueness of the solutions of the equation. In the following
example, let γ be a positive number.
Example 1. Taking
L(u) = 2γ (1 − γ u)−3, (6.9)
we obtain that if the right-hand side in (3.1) is replaced by
1
(1 − γ ‖x − x∗‖)2 −
1
(1 − τγ ‖x − x∗‖)2 , (6.10)
we have
r = 3β + 2 −
√
β(9β + 8) (6.11)
2(β + 1)γ
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q = βγ ‖x0 − x
∗‖
1 − 2(β + 1)γ ‖x0 − x∗‖ + (β + 1)(γ ‖x0 − x∗‖)2 . (6.12)
If the right-hand side in (4.1) is replaced by
1
(1 − γ ‖x0 − x∗‖)2 − 1, (6.13)
then
r = 1
(β + 1)γ . (6.14)
7. Convergence under weaker Lipschitz condition
In Section 3, we studied the Gauss–Newton method and Gauss–Newton like method under
condition (3.1). In fact, similar to Theorem 3.2, we can also give the convergence of the Gauss–
Newton method and Gauss–Newton like method with another weaker Lipschitz conditions.
Theorem 7.1. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank and f ′ satisfies the radius Lipschitz condition with L average.
∥∥[f ′(x)T f ′(x)]−1f ′(x)T (f ′(x) − f ′(xτ ))∥∥
ρ(x)∫
τρ(x)
L(u)du, 0 τ  1, (7.1)
f ′(x) has full rank, ∀x ∈ B(x∗, r), (7.2)
where xτ = x∗ + τ(x − x∗), ρ(x) = ‖x − x∗‖, and L is nondecreasing. Let B(x) be an approxi-
mation to the f ′(x)T f ′(x) for all x ∈ B(x∗, r), B(x) is invertible and∥∥B(x)−1f ′(x)T f ′(x)∥∥ ω1, ∥∥B(x)−1f ′(x)T f ′(x) − I∥∥ ω2. (7.3)
Let r > 0 satisfies
0 <
ω1
∫ r
0 L(u)udu
r
+ ω2  1. (7.4)
Then Gauss–Newton’s like method is convergent for all x0 ∈ B(x∗, r) and
‖xn+1 − x∗‖
(
ω1
∫ ρ(x0)
0 L(u)udu
ρ(x0)2
ρ(xn) + ω2
)
‖xn − x∗‖, n = 1,2, . . . , (7.5)
where
q = ω1
∫ ρ(x0)
0 L(u)udu
ρ(x0)
+ ω2 (7.6)
is less than 1.
Proof. Arbitrarily choosing x0 ∈ B(x∗, r), where r satisfies (7.4), then q determined by (7.6) is
less than 1. In fact, by the monotonicity of L and Lemma 2.3, we have
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∫ ρ(x0)
0 L(u)udu
ρ(x0)2
ρ(x0) + ω2 <
∫ r
0 L(u)udu
r2
ρ(x0) + ω2

∫ r
0 L(u)udu
r2
r + ω2  1.
From condition (7.2), we know ∀x ∈ B(x∗, r), f ′(x) has full rank.
Now if xn ∈ B(x∗, r), we have by (1.2),
xn+1 − x∗ = xn − x∗ − B−1n f ′(xn)T
(
f (xn) − f (x∗)
)
= xn − x∗ −
1∫
0
B−1n f ′(xn)T f ′(xτ ) dτ(xn − x∗)
= B−1n f ′(xn)T f ′(xn)
×
( 1∫
0
[
f ′(xn)T f ′(xn)
]−1
f ′(xn)T
(
f ′(xn) − f ′(xτ )
)
dτ(xn − x∗)
)
− B−1n
(
f ′(xn)T f ′(xn) − Bn
)
(xn − x∗),
where xτ = x∗ + τ(xn − x∗). Hence, by Lemma 2.3 and condition (7.1) we obtain
‖xn+1 − x∗‖
∥∥B−1n f ′(xn)T f ′(xn)∥∥
×
( 1∫
0
∥∥[f ′(xn)T f ′(xn)]−1f ′(xn)T (f ′(xn) − f ′(xτ ))∥∥dτ ‖xn − x∗‖
)
+ ∥∥B−1n (f ′(xn)T f ′(xn) − Bn)∥∥‖xn − x∗‖
 ω1
1∫
0
ρ(xn)∫
τρ(xn)
L(u)duρ(xn) dτ + ω2ρ(xn)
= ω1
ρ(xn)∫
0
u/ρ(xn)∫
0
ρ(xn) dτL(u)du + ω2ρ(xn)
= ω1
ρ(xn)∫
0
L(u)udu + ω2ρ(xn).
Taking n = 0 above, we obtain ‖x1 − x∗‖  q‖x0 − x∗‖ < ‖x0 − x∗‖. Hence, x1 ∈ B(x∗, r),
this shows that (1.2) can be continued an infinite number of times. By mathematical induction,
all xn belong to B(x∗, r) and ρ(xn) = ‖xn − x∗‖ decreases monotonically. Therefore, for all
n = 0,1, . . . , we have
‖xn+1 − x∗‖ ω1
∫ ρ(xn)
0 L(u)udu
ρ(xn)2
ρ(xn)
2 + ω2ρ(xn)

(
ω1
∫ ρ(x0)
0 L(u)udu
ρ(x0)2
ρ(xn) + ω2
)
‖xn − x∗‖.
Thus (7.5) follows. 
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Newton method under condition (7.1) immediately.
Theorem 7.2. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank and f ′ satisfies the radius Lipschitz condition with L average.
∥∥[f ′(x)T f ′(x)]−1f ′(x)T (f ′(x) − f ′(xτ ))∥∥
ρ(x)∫
τρ(x)
L(u)du, 0 τ  1, (7.7)
f ′(x) has full rank, ∀x ∈ B(x∗, r), (7.8)
where xτ = x∗ + τ(x − x∗), ρ(x) = ‖x − x∗‖, and L is nondecreasing. Assume Bn =
f ′(xn)T f ′(xn), ∀n, in (1.2), let r > 0 satisfies∫ r
0 L(u)udu
r
 1. (7.9)
Then Gauss–Newton’s method is convergent for all x0 ∈ B(x∗, r) and
∥∥xn+1 − x∗∥∥
(∫ ρ(x0)
0 L(u)udu
ρ(x0)2
)
‖xn − x∗‖2, n = 1,2, . . . , (7.10)
where
q =
∫ ρ(x0)
0 L(u)udu
ρ(x0)
(7.11)
is less than 1.
Analogous to Section 5, we can obtain the following results.
Theorem 7.3. Suppose that the equalities sign hold in the inequalities (7.9) in Theorem 7.2.
Then the given value r of the convergence ball is the best possible. Furthermore, r only depends
on L, but is independent of f .
Proof. We notice that when r is determined by the equality∫ r
0 L(u)udu
r
= 1 (7.12)
there exists f satisfying (7.1), (7.2) in B(x∗, r) and x0 on the boundary of the closed ball such
that Gauss–Newton’s method fails. In fact, the following is an example on the scaled case:
f (x) =
{
− 32x + L4 x2, 0 x  r,
− 32x − L4 x2, −r  x < 0,
(7.13)
where L is a positive constant and x0 = r , xn = (−1)nr . 
Combining Theorems 7.1–7.3, and taking L as a constant, the following corollary is obtained
directly.
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has full rank, and f ′ satisfies (7.2) and∥∥[f ′(x)T f ′(x)]−1f ′(x)T (f ′(x) − f ′(xτ ))∥∥ (1 − τ)L‖x − x∗‖,
∀x ∈ B(x∗, r), (7.14)
where xτ = x∗ + τ(x − x∗). Assume Bn = f ′(xn)T f ′(xn), ∀n, in (1.2), L is a positive number
and r = 2
L
. Then Gauss–Newton’s like method (1.2) is convergent for all x0 ∈ B(x∗, r),
q = L‖x0 − x
∗‖
2
< 1 (7.15)
and the inequality (7.4) holds. Moreover, the given r is the best possible.
Taking
L(u) = 2γ
(1 − γ u)3 , (7.16)
we obtain the following corollary.
Corollary 7.5. Suppose x∗ satisfies f (x∗) = 0, f has a continuous derivative in B(x∗, r), f ′(x∗)
has full rank , and f ′ satisfies (7.2) and for all x ∈ B(x∗, r),∥∥[f ′(x)T f ′(x)]−1f ′(x)T (f ′(x) − f ′(xτ ))∥∥
 1
(1 − γ ‖x − x∗‖)2 −
1
(1 − τγ ‖x − x∗‖)2 , (7.17)
where xτ = x∗ + τ(x − x∗). Let B(x) be an approximation to the f ′(x)T f ′(x) for all
x ∈ B(x∗, r), B(x) is invertible and∥∥B(x)−1f ′(x)T f ′(x)∥∥ ω1, ∥∥B(x)−1f ′(x)T f ′(x) − I∥∥ ω2. (7.18)
γ is positive number and
r = 1 + 2α −
√
1 + 4α
2αγ
, (7.19)
where α = 1−ω2
ω1
. Then Gauss–Newton’s like method (1.2) is convergent for all x0 ∈ B(x∗, r),
q = ω1γ ‖x0 − x
∗‖
(1 − γ ‖x0 − x∗‖)2 + ω2 < 1 (7.20)
and the inequality (7.5) holds.
In the following example, let c be a positive number. Using Theorems 7.1 and 7.2, we also
obtain some new properties about the convergence of Gauss–Newton’s like method.
Example 2. Taking
L(u) = 2cγ (1 − γ u)−3, (7.21)
we obtain that if the right-hand side in (7.18) is replaced by
c
∗ 2 −
c
∗ 2 , (7.22)(1 − γ ‖x − x ‖) (1 − τγ ‖x − x ‖)
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r = 2α + c −
√
4αc + c2
2αγ
(7.23)
and
q = ω1cγ ‖x0 − x
∗‖
(1 − γ ‖x0 − x∗‖)2 + ω2, (7.24)
where α = 1−ω2
ω1
.
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