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Характерной тенденцией развития современных сетевых структур являет-
ся виртуализация и масштабирование с помощью распределенных центров об-
работки данных (ЦОД), а также усложнение функций взаимодействия между 
удаленными компонентами сети. Совершенствование сетевых технологий тре-
бует обеспечения качественного обслуживания передаваемого трафика, увели-
чения пропускной способности и обеспечения гибкой балансировки трафика 
без снижения общей производительности сети. Изменения характеристик кана-
лов связи, модификация структуры сети, включение в нее новых ЦОД, каналов 
и провайдеров связи приводят к полному пересчету таблиц маршрутизации. 
Одним из решений повышения качества функционирования мультипровайдер-
ных сетей распределенных ЦОД является реконфигурирование оптимальных 
маршрутов передачи данных и быстрое переключение более загруженных ка-
налов связи на другие – свободные каналы, при динамическом добавлении эле-
ментов сети ЦОД. Задача реконфигурирования структур мультипровайдерных 
сетей ЦОД является довольно сложной задачей, особенно в случае динамиче-
ского масштабирования сети, поэтому необходимо разработать новую матема-
тическую модель и алгоритм масштабирования структуры мультипровайдерной 
сети распределенных ЦОД. Данная работа развивает научные подходы, пред-
ложенные в работах [1-5]. 
Математическую модель распределенной сети ЦОД представим в виде 
неориентированного взвешенного связного мультиграфа Network = (DC(S, 
ND(SND)), E(W, Z)), где DC – множество вершин (площадок ЦОД), |DC| = N,  
Е – множество ребер (каналов или линий связи), |E| = M, W – множество весов 
ребер (стоимость каналов связи между ЦОД), Z – множество провайдеров связи 
в ЦОД, |Z| = m, S – множество весов вершин (общая стоимость подключения 
каналов связи к ЦОД), |S| = Nm=s, ND – множество сетевых устройств (марш-
рутизаторов и коммутаторов) в ЦОД, |ND| = n, SND – множество весов сетевых 
устройств (стоимость подключения каналов связи к сетевым устройствам в 





На основе предложенной математической модели разработан алгоритм 
масштабирования структуры мультипровайдерной сети распределенных ЦОД, 
позволяющие сократить время формирования схем оптимальных маршрутов и 







ния компонентов сети по сравнению с известными аналогами. Для доказатель-
ства правильности и эффективности алгоритм реализован на языке программи-
рования С  на платформе Microsoft .NetFramework 4.0 в виде отдельного класса 
программной системы DC Designer. Интерфейс программной системы пред-
ставлен на рис. 1. 
 
 
Рис. 1. Интерфейс программной системы и результат работы алгоритма  
при подключении ЦОД DC9  
 
Вычислительная сложность алгоритма оценивается величиной O(kmN2), 
где k – число совершенных парных переходов, m – число провайдеров в сети,  
N – число ЦОД в сети. В дальнейшем планируется развитие предложенного 
подхода с целью создания единой сетевой инфраструктуры распределенной об-
работки, передачи и контроля потоков данных провайдеров связи Рязанского 
региона. 
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Среди решаемых задач современной цифровой обработки сигналов 
огромное значение имеет проблема обнаружения и позиционирования излуча-
ющего объекта в реальном масштабе времени методами пассивной пеленгации. 
Наиболее широко применяемым методом определения местоположения источ-
ников излучения является разностно-дальномерный метод, требующий оценки 
взаимных временных задержек (ВВЗ) распространения сигнала [1], которые 
можно получить на основе построения и анализа взаимной функции неопреде-
ленности (ВФН) [2, 3]. Ввиду того что вычисление данной функции требует 
больших вычислительных затрат, могут быть использованы технологии парал-
лельного программирования для реализации новых алгоритмов с целью приме-
нения последних в практических задачах. Одной из таких технологий является 
NVIDIA CUDA [4, 5], которая и рассматривается в настоящей работе при вы-
числении ВФН. 
При определении частотно-временных параметров в системах связи с 
подвижными объектами, в частности с использованием космического сегмента, 
необходимо компенсировать искажение (масштабирование) спектра принимае-
мого сигнала, вызванного влиянием эффекта Доплера. Это можно достичь пу-
тем построения ВФН опорного и исследуемого сигналов. Взаимная временная 
задержка и доплеровский сдвиг оцениваются на основании метода максималь-
ного правдоподобия как аргументы данной функции, соответствующие ее мак-
симальному значению. 
В работе [6] предлагается вычислительно эффективный алгоритм расче-
та ВФН, основанный на разбиении принятых и оцифрованных сигналов на 
