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Users usually browse different retailer Web sites to obtain the product details 
for consideration. Since there are a large number of retailer sites and product 
models, users typically spend a lot of time to gather detailed information of 
products across different Web sites. This is costly and inefficient. In this 
thesis, we propose a new framework that can perform unsupervised learning 
for product record normalization from raw Web pages across different retailer 
Web sites. Another characteristic of our approach is that it can handle Web 
pages from different sites with different layout formats not known in advance. 
Therefore, our approach can conduct product record normalization across a 
large amount of different Web sites. In addition to product record normaliza-
tion, our approach can also extract major product attributes automatically 
under a unified framework. This can improve both attribute extraction and 
product normalization performance. We develop a generative model in our 
framework that can model the generation of text fragments in Web pages. 
We also develop an inference algorithm for our model. We have conducted 
extensive experiments with 278 Web pages from 114 different retailer Web 
sites in three domains, namely, the digital camera domain, the camcorder 
domain, and the MPS player domain. The experiment results demonstrate 
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Since the rapid growth of the World Wide Web (WWW) from late 90，s，many 
retailers have set up Web sites to sell different kinds of products on the In-
ternet. Consumers can shop by browsing retailer Web sites conveniently. In 
order to make a wise decision, consumers usually browse different retailer 
Web sites to obtain the product details for consideration. In addition, con-
sumers may compare the product price among different retailer Web sites 
to find the best deal. For instance, suppose a customer wishes to purchase 
a suitable digital camera. The customer needs to browse different retailer 
Web sites selling digital cameras. For example, Figure 1.1 shows a sam-
ple Web page of digital camera from a retailer site. The customer has to 
manually identify the product name, price, and description of each product 
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Figure 1.1: A portion of a sample Web page collected from retailer Web site. 
Web site URL: http://www. crayeonS. com 
Typically there are a large number of retailer sites and product models, 
users typically spend a lot of time to gather detailed information of products 
across different Web sites. This is costly and inefficient. Recently, several 
specialized search enginesi have been developed for users to search and com-
pare products from different Web sites. Such systems require retailers to 
input product information to the search engine database via a user interface. 
This method suffers from several limitations. The first limitation is that it 
requires a substantial amount of human work and hence it is expansive, time-
consuming, and inefficient. The second limitation is that some information 
(e.g. product price) may be volatile and become out-of-date if the retailers do 
not update the database. The third limitation is that the attributes of each 
product in such systems just contain simple information such as brand name, 
model number, brief description, and price. However, there may exist some 
domain-specific information, for example, "resolution"，"view finder type" in 
the digital camera domain. These domain-specific attributes are important 
because they can help users analyze and compare products. 
In order to reduce the above manual operation, we investigate a frame-
work for automating this procedure. Precisely, we develop an automatic 
method for product record normalization. A product is defined as an entity 
having a set of specific characteristics in a domain. A product record is de-
fined as an item of a particular product being sold in a retailer Web site. 
For example, Figures 1.1 and 1.2 show two different product records, but 
they refer to the same product "Canon IXUS 900 TI". A product attribute 
iQne of the product search engine: Google Product Search 
http://www.google, com/products/ . 
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is defined as a field of the products in a domain. A product attribute value 
is defined as the content of an attribute for a particular product. The page 
shown in Figure 1.1 contains some product information of a particular prod-
uct. The product attribute values of the attributes "product name", "price", 
"description" are “Canon IXUS 900 TI Digital Camera - Retail", “515.00”， 
and "Dimensions 92 x 60 x 28 mm，Weight 165 g ..." respectively. Such 
information should be be extracted and stored in a product record. 
Consider Figures 1.1 and 1.2. Each of which contains a product record. 
They have different product names, but they actually refer to the same prod-
uct. It is challenging to determine whether two product records from different 
Web sites refer to the same product. Human effort and expert knowledge are 
required to solve the problem. The objective of product record normalization 
is to automatically cluster same/similar product records into the same group 
corresponding to the same product as exemplified in the above example. A 
product should have a unique set of product features. 
Recently, Bilenko et al. [2] proposed a product record normalization ap-
proach which aims at computing the similarity between product records 
stored in structured database. Each attribute in a record has a basic similar-
ity function. Their method makes use of a linear combination of each basic 
similarity function to compute the final similarity between records. Since it 
is a supervised approach, it requires training examples to learn the weight of 
each attribute to compute the final similarity. As a result, additional human 
effort is needed to prepare the training examples. Moreover, the product 
attribute values of product records are required to be extracted in advance. 
As product record normalization depends on the product attributes of 
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Attribute Value 
Product name: Canon IXUS 900 TI Digital Camera - Retail 
Price: 515.00 
Product description: Dimensions 92 x 6Ox 28 mm 
Weight 165 g 
Optical sensor CCD 
Table 1.1: Sample of extracted attributes from the Web page shown in Fig-
ure 1.1. 
each record, a sub-task called product attribute extraction, which aims at 
extracting useful content from semi-structured Web documents coming from 
different Web sites, is needed. Precisely, the product attribute extraction sub-
task in our framework attempts to extract the text fragments corresponding 
to certain major attributes such as product name, price, and description. 
Figures 1.1 and 1.2 are two product pages from different retailer Web sites. 
They contain product information with different layout formats. Therefore, 
one challenge of this sub-task is to handle Web pages from different sites with 
different layout formats which are not known in advance. 
A raw Web document is a semi-structured HTML text document contain-
ing a mix of short text fragments, markup tags, and free texts. Figure 1.3 
shows an except of the HTML text document corresponding to the Web page 
shown in Figure 1.1. One can analyze the HTML document and extract the 
product record. Table 1.1 shows the extracted attribute values for the three 
major attributes, namely, product name, price, and product description. 
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<div class="ProductNameText">Canon IXUS 900 TI Digital Camera 
- R e t a i l < / d i v > 
< / t r > 
< t r valign="top"> < td> 




<TR style="mso-yft i - irow: 1"> 
<TD >Dimensions</TD> 
<TD>92 X 60 X 28 imn</TD></TR> 
<TR style="mso-yft i - irow: 3"><TD >Weight</TD> 
<TD >165 g</TD></TR> 
<TR style="mso-yft i - irow: 4"> 
<TD>Inside The Camera</TD></TR> 
<TR style="mso-yft i - irow: 5"> <TD >Optical Sensor</TD> 
<TD >CCD</TD></TR><TR style="mso-yfti - irow: 7"> 
<TD >Sensor Resolution (effective) </TD> 
< T D � 1 0 megapixels< / T D X /TR> 
<TR style="mso-yfti - irow: 9 " � < T D >Photodetectors 
(effective) </TD> 
< T D � 1 0 million</TD></TR> 
<TR style="mso-yfti - irow: 11"�<TD >Optical zoom</TD> 
< T D � 3 x < / T D � < / T R � < T R style="mso-yfti- irow: 1 3 " � 
<TD > 
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Figure 1.3: An excerpt of the HTML texts for the Web page shown in Fig-
ure 1.1. 
Several techniques have been proposed to tackle the product attribute 
extraction problem. They can automatically extract attribute values from 
semi-structured documents such as Web pages. One of the promising tech-
niques is called wrapper. A wrapper normally contains a set of extraction 
rules which can identify the useful text fragments to be extracted. Wrap-
per construction requires human experts to analyze the Web documents and 
construct the set of extraction rules. However, analyzing HTML documents 
manually is time-consuming, costly, and tedious. As a result, wrapper induc-
tion is proposed to automatically learn the set of extraction rules from train-
ing examples [21]. However, the major limitation of the existing wrapper 
learning methods is that they are supervised methods which require man-
ual effort to prepare training examples. Moreover, the learned wrapper can 
only be applied to the Web site from which the annotated training examples 
come. The learned wrapper cannot be applied to other unseen Web sites. 
For instance, Figures 1.1 and 1.2 are collected from different Web sites and 
they have different formats. The wrapper learned from Figure 1.1 cannot be 
applied to Figure 1.2 for extracting information. As a result, additional hu-
man effort is needed to prepare another set of training examples for learning 
the wrapper in Figure 1.2. This method is infeasible if we wish to extract 
information from a vary number of Web sites. 
Recently, several unsupervised wrapper learning techniques have been 
proposed by making use of the layout information of Web pages that are 
generated from templates [13]. Since the extracted fields do not have any 
semantic meaning. Additional human effort is needed to interpert the at-
tributes to which the fragments correspond. 
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When two product records refer to the same reference product, they 
should have similar/same attribute values. For instance, the Web pages 
shown in Figures 1.1 and 1.2 correspond to the same product. Figure 1.1 
contains a product description "Sensor Resolution (effective) 10 megapixels". 
We can analyze the token length and token content to infer that the text frag-
ment “10.0 Megapixels" in Figure 1.2 is likely to be a product description. 
Furthermore, the text fragments, which have similar layout structure and 
are located near the extracted text fragment in the same HTML document， 
refer to the same block. Text fragments within the same block have higher 
probability of corresponding to the same attribute. Once a text fragment has 
been extracted, other text fragments within the same block can be extracted. 
Thus, we can make use of this layout information to extract more attribute 
values within the same Web page. For instance, we can use “10.0 Megapix-
els" in Figure 1.2 to extract other descriptions such as "Canon 3x Optical 
zoom lens" and "Huge 2.5 inch LCD screen" in the same page. Similarly, 
we can make use of the extracted attribute values and layout information 
in Web page shown in Figure 1.1 to extract other desciptions. For instance, 
"Optical sensor CCD" and "LCD size 2.5-inch" can be extracted. Relatively 
speaking, the attribute values extracted from the page shown in Figure 1.1 
are similar to the extracted values from page shown in Figure 1.2. As a result, 
there is a high similarity between the two product records. In conclusion, 
if we can extract the product attributes precisely, the accuracy in product 
record normalization can be improved. Consequently, there should be inter-
dependence between the tasks of product record normalization and product 
attribute extraction. However, the two tasks are separated in existing ap-
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proaches. Hence, we exploit this relationship to infer which attribute for 
which a text fragment belongs. Because of the mutual benefit between both 
tasks, we propose an unsupervised learning model for product record normal-
ization and product attribute extraction in a unified framework. Previously, 
we have investigated and published some preliminary models for solving this 
problem [43, 42:. 
1.2 Thesis Contributions 
We propose a new framework that can perform unsupervised learning for 
product record normalization from raw Web pages across different retailer 
Web sites. There is no need to prepare training examples so that costly 
human effort can be reduced. Thus, our approach provides an effective way 
to normalize product records. 
Another characteristic of our approach is that it can handle Web pages 
from different sites with different layout formats not known in advance. Dif-
ferent from common wrapper methods, our framework is not site-specific that 
requires learning of training examples from each Web site. Therefore, our 
approach can conduct product record normalization across a large amount 
of different Web sites. 
In addition to the product record normalization, our approach can also 
extract major product attributes automatically under a unified framework. 
There are mutual benefits between product record normalization and prod-
uct attribute extraction. Extraction of attributes depends on the normalized 
product records, while product record normalization also depends on ex-
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tracted attributes. We can model their inter-dependence in our framework. 
This can improve both attribute extraction and product normalization per-
formance. 
We develop a generative model in our framework. This can model the 
generation of text fragments in Web pages. We also develop an inference 
algorithm for our model. 
We have conducted extensive experiments with 278 Web pages from 114 
different retailer Web sites in two domains, namely, the digital camera do-
main, the camcorder domain, and the MPS player domain. The experiment 
results demonstrate that our approach achieves a better performance over 
the state-of-the-art existing work. 
1.3 Thesis Organization 
This thesis has the following organization: Chapter 2 presents a literature 
review on product record normalization and attribute extraction. Chapter 3 
describes Web page structure and defines our problem. Chapter 4 describes 
our generative model, formula, and inference algorithm. Chapter 5 presents 
the experimental setup and results. Chapter 6 provides conclusions and 




This chapter presents a brief review on the related work for product record 
normalization and product attribute extraction. 
2.1 Related Work on Product Record Nor-
malization 
Bilenko et al. proposed an adaptive product normalization algorithm which 
aims at computing the similarity between product records stored in struc-
tured database [2]. The record similarity function is composed of a linear 
combination of basis similarity functions in each attribute of records. For 
example, if there exists 3 attributes in a digital camera domain，there will 
be 3 basis similarity functions. Attributes may have different data types 
and number of tokens. As a result, specific similarity functions can be ap-
plied to compute the similarity. For instance, the relative difference shown 
in Equation 2.1 is used to handle numerical attributes such as price; cosine 
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similarity [1] or edit distance [18] is used for string attributes such as product 
name and product description. The weight of each similarity function in the 
linear combination is then learned from a set of annotated training examples 
using the voted perception algorithm. Because it is a supervised method, 
additional human effort is needed to prepare training examples. Another 
limitation of this approach is that it requires structured records as input 
data. As a result, attribute values of each product record must be extracted 
in advance. Since this framework does not support attribute extraction. Ad-
ditional work is needed to solve this problem, for example, using wrappers 
to extract attribute values. 
D{a,b)= I^T^I (2.1) 
max{a, b\ 
Product record normalization is also related to the research area of dupli-
cate detection or record linkage in database. Bilenko and Mooney proposed 
a system called MARLIN to improve duplicate detection by using trainable 
measures of textual similarity [3j. Their method employs two learnable text 
similarity measures to compute the record similarity. One measure makes 
use of an extended variant of learnable string edit distance with affine gaps 
penalty, which is the extension of the algorithm presented in Ristard and 
Yianilos [32]. Another measure employs a Support Vector Machine model. 
One limitation of their method is that it is a supervised learning approach 
Therefore, human effort is needed. Another limitation is that the two sim-
ilarity measures used for computing text-based distance is not suitable for 
calculating distance for numeric data. As a product record typically contains 
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numeric attributes, this method cannot deal with our problem. 
Sarawagi and Bhamidipaty designed a learning based system, called ALIAS, 
by making use of active learning algorithm [34]. In their approach, most du-
plicate and non-duplicate pairs are clearly distinct without manual labeling 
in the initial classification. Afterwards, human work is needed to label the 
classified pairs with high uncertainty. Finally, the system can iteratively 
learn from the classification and manual labeling. The disadvantage of this 
approach is that human work is needed to give feedback after classification. 
It is infeasible to handle a huge amount of record pairs. 
Monge and Elkan proposed a distance based technique to solve the record 
deduplication problem [28]. It makes use of the string matching algorithm, 
called Smith-Waterman algorithm, to compute the minimum cost of convert-
ing one record to another record. Records are highly similar if they have a 
low cost for conversion. One problem of the distance based method is that 
a threshold is needed for record matching. Parameter training is needed to 
find out the appropriate threshold value. The other problem is that some 
fields such as numeric attributes in the product record are not suitable using 
the string matching algorithm. 
Winkler proposed a binarization of distance features [41]. This method 
enables efficient estimation and inference mechanism. However, if we increase 
the number of discrete values used in the model, we have to estimate numer-
ous parameters. Thus, Ravikumar and Cohen presented an unsupervised 
probabilistic method to solve the record linkage problem [31]. They designed 
a hierarchical graphical model to model the generation of features of each 
product record-pair. Each record-pair is a vector of field-pairs which can be 
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represented as feature-pairs. A latent binary value in each field-pair of the 
vector is used to indicate whether two fields match or not. 
Record canonicalization has been employed for record deduplication. Mc-
Callum and Wellner proposed a deduplication model which contains variables 
for canonical attributes in a record to help record deduplication [26]. How-
ever, the accuracy of their method is not optimized. Culotta et al. proposed a 
record canonicalization approach which aims at constructing a single canon-
ical form of duplicated records [14]. It makes use of the edit distance to 
compute the string similarity and feature based method to select attribute 
values for the canonical record. 
Unfortunately, the above methods aim at matching records with a fixed 
and prepared records. As a result, product attribute extraction is needed 
before applying their models. Thus, they are not applicable to our problem 
that aims at normalizing product records from raw Web pages. 
2.2 Related Work on Information Extraction 
The problem of extracting product attribute values in Web pages is related 
to the research area of Information Extraction (IE). The objective of IE is to 
extract useful information from various kinds of text documents which may be 
unstructured (free-text), semi-structured, or structured. For example, news 
articles written in natural language are unstructured. HTML documents with 
mark-up tags are regarded as to semi-structured text/ Database records are 
in structured form. 
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2.2.1 Information Extraction Methods for Unstructured 
Documents 
An unstructured document is a document containing free texts mainly in 
natural language form. Natural Language Processing (NLP) is a common 
technique for handling free-text document [20, 11]. Most of them require 
the manual preparation of resources such as grammars, and part-of-speech 
lexicons. In order to reduce the human effort, machine learning is applied 
to NLP based IE systems [44]. Probst et al. proposed a semi-supervised 
algorithm to extract attribute value pairs from text description [30]. It aims 
at handling free text descriptions by making use of NLP. The information 
extraction problem tackled in this thesis takes as input the raw Web pages 
which are semi-structured documents. Many text content in Web pages are 
text fragment without strictly grammatical organization. NLP alone cannot 
be directly applicable. As a result, these methods are not suitable to deal 
with our problem. 
2.2.2 Wrappers for Information Extraction 
The use of wrappers is a common technique for extracting information from 
semi-structured documents. It normally contains a set of extraction rules 
which can automatically identify the useful text fragments to be extracted. 
One of the first approaches for wrappers is called TSIMMIS [8]. The 
system requires an input file containing a sequence of commands written by 
programmers. These commands are used to locate the position, from which 
useful information should be extracted, in Web pages. It has split and case 
16 
operator to divide list elements into individual elements, and handle irregular 
structured pages. 
Minerva is a grammar-based approach with procedure programming for 
handling heterogeneous and exception documents [12]. An exception han-
dling mechanism is used inside a regular grammar. Hence, an exception 
handler is added in the set of extraction rules to handle irregularities found 
in Web pages. 
Saiiuguet et al. developed W4F which consists of three independent lay-
ers, namely, retrieval, extraction, and mapping layers [33]. The first step 
is to construct a parse tree in the retrieval layer. Next, extraction rules 
are constructed from the parse tree in the extraction layer. In the mapping 
layer, W4F exports extraction rules with internal format according to a set 
of mapping rules. 
The above approaches require human experts to analyze the Web docu-
ments and construct extraction rules for a wrapper. It is costly and time-
consuming. It is also difficult for users without knowledge in programming 
to develop wrapper. 
2.2.3 Supervised Methods for Information Extraction 
Wrapper induction (WI) aims at automatically learning the set of extraction 
rules to reduce human effort. A supervised WI takes a set of annotated Web 
pages as training examples and learns the set of extraction rules. 
One work on WI is the inductive logic programming system, RAPIER [5 • 
It can learn extraction rules by making use of a specific-to-general bottom-
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up relational learning algorithm. The extraction rules include constraints 
on words, part-of-speech tags which is predicted by a part-of-speech tagger 
and semantic classes of WordNet. Preitag developed a system, SRV, using 
top-down relational algorithm [16]. It can generate extraction rules based on 
some features such as token length, part-of-speech tags, and link grammars, 
etc. As RAPIER and SRV consider the length of attribute items. If the 
length of attribute items varies greatly. This may degrade the accuracy. 
Kushmerick [21] designed a system called WIEN. It can learn a wrapper 
by using machine learning technique. In this approach, six wrapper classes 
are used for extraction. The advantage of WIEN is the reduction of manual 
effort. However, it is assumed that only one attribute permutation is allowed 
for a Web site. Thus, it cannot handle pages with missing attributes. 
Embley et al. designed a conceptual-modeling approach to extract struc-
tured data [15]. It is based on an ontology, such as lexical appearance, 
context keywords, highest tag count etc, to find the record boundary. As 
this approach requires an ontology describing the element of interest, human 
expert is needed. 
Another system, WHISK, is proposed by Soderland [37]. The system 
can handle highly structured document as well as unstructured text. It 
uses multiple landmarks for extracting multiple attribute items. However, 
extracting of an attribute item depends on other items. Therefore, it can 
only handle documents with a pre-defined number of attribute and format. 
WHISK may fail to handle records with varying number of attributes. 
Muslea et al. designed STALKER based on the idea of wrapper induction 
with hierarchical information extraction [29]. There are a set of extraction 
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rules for each field in a hierarchical record structure. An embedded content 
tree is employed to group the individual text fragments to assemble a multi-
slot record. It can extract records with complex record structure. However, 
it requires the provision of description of the structure of the document. 
Ciravegna developed a system called LP"^  [10]. It can construct extraction 
rules from training examples. The system learns two set of rules, the first 
set is tagging rules which can identify attribute items. The second set is the 
correction rules which can correct mistakes made by tagging rules. Shallow 
knowledge about natural language processing is employed in generalizing the 
learning of extraction rules. However, lack of intelligence and large search 
space cause the inefficiency of this method. 
Lin and Lam proposed an approach for handling semi-structured Web 
pages [24]. It employs two-stage learning. The first task is hierarchical 
record structure learning, and the second one is extraction rule learning. It 
can handle records with missing or multiple attributes. However, human 
effort is required to prepare training examples. 
Viola and Narasimhan developed an approach to extract information by 
making use of context free grammar (CFG) [39]. The context free gram-
mar can be learned from training example with a discriminative learning 
approach. The advantage of this approach is that CFG allows for measuring 
sequential properties of tokens. 
Compared with the manual method, supervised learning approaches can 
reduce the number of human effort. However, the learned wrapper can only 
be applied to the Web site from which the annotated training examples come. 
It cannot be applied to other unseen Web sites. It may be infeasible to deal 
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with a huge amount of Web sites. 
2.2.4 Semi-supervised Methods for Information Extrac-
tion 
As semi-supervised method requires a small amount of training examples for 
generating extraction rules. Compared with supervised learning methods, 
semi-supervised learning methods can reduce the human work involved. 
Chang and Kuo developed a semi-supervised IE system, OLERA, that 
requires rough example for generating extraction rules [6]. OLERA consists 
of three tasks. In the first task, users are needed to mark the information 
block containing records to be extracted. It makes use of the information 
block to find out other similar blocks. The second task is the drill-down 
process which can obtain detailed information, and roll-up to combine slots 
as meaningful information unit. The third task is to discover patterns for 
extraction rules. There is a limitation that extraction may fail if templates 
for each attribute is similar. It is difficult for record alignment. 
Thresher [19] is an approach similar to OLERA. It allows user to highlight 
examples with labeling. Thresher can create a general pattern or wrapper 
using tree edit distance between DOM subtrees. Resource Description Frame-
work (RDF) is proposed to record relationship between pairs of objects. 
Lerman et al. designed ADEL which aims at automatically extracting 
records from Web sites and semantically labeling attributes in unseen Web 
sites [23]. It utilizes the similarities in layout patterns of Web pages to learn 
grammar of documents. The grammar can be used to extract structured 
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records from the source Web pages. In addition, it employs the autowrap al-
gorithm to automatically extract fields from unseen Web sites. All extracted 
data can be stored in a structured table. Then each column is labeled by 
learning from training examples. One disadvantage of ADEL is that there is 
only one label for each column. The wrongly extracted entities will have an 
incorrect label. 
2.2.5 Unsupervised Methods for Information Extrac-
tion 
Chang and Lui designed an unsupervised approach called lEPAD [7]. They 
exploit the fact that Web pages with multiple records are generated from 
a well structured templates. Thus, lEPAD makes use of PAT tree, which 
is a binary suffix tree, and multiple string alignment to discover repeated 
patterns in Web pages. It finally utilizes a signature representation to denote 
the template of a Web page to extract data. There are two limitations in 
lEAPD. The first limitation is that it does not require any labeled training 
examples. However, there is interaction of users in generating extraction 
rules. It is not a fully unsupervised method. The second limitation is that 
it requires Web pages having multiple records to discover repeated patterns. 
If the Web page contains a single records, lEPAD may fail. 
Crescenzi et al. designed RoadRunner which exploits the generation pro-
cess of a Web page from templates and database [13]. They believed that 
Web pages coming from the same Web site have different strings in corre-
sponding position are the interested information to be extracted. At first, 
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RoadRunner compares two Web pages using the ACME matching technique 
to align matched tokens and collapse for mismatched tokens. The alignment 
result of the first two pages is then used to compare with third page and so 
on. Finally, extraction rules are generated. The disadvantage of this system 
is that multiple pages with similar layout format are required to be collected 
for learning repeated patterns. 
DeLa is an extension of lEPAD which removes the interaction of users 
in generating extraction rules [40]. It consists of two consecutive steps for 
wrapper generation. The first step, Data-rich Section Extraction algorithm 
(DSE), aims at comparing the DOM trees of two Web pages, which come from 
the same site, to extract data-rich sections. The second step is to discover 
continuously repeated patterns (C-repeated) by suffix trees. The repeated 
sequence is then discovered in the C-repeated patterns in nested structure. 
If a repeated sequence can be found in largest number of pages that belong 
to the same Web sites, extraction rules for this sequence will be generated. 
After extraction, several heuristics are used to label the extracted attribute 
items. Similar to lEPAD, DeLa is only applicable to Web pages containing 
two or more records in a page. 
Liu et al. proposed an algorithm, called MDR, including three steps [25 . 
First, it constructs an HTML tag tree. Second, substrings for all children 
under the same parent are compared. If the similarity is greater than a 
particular threshold, the nodes are determined as data region. Finally, the 
the attributes or items are extracted with the use of partial tree alignment. 
There is no human involvement in the approach. However, it does not identify 
whether the type of information should the extracted items refer to. Human 
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effort is required to label the meaning of the extracted items. 
As the unsupervised methods do not require training step. They can 
reduce the expansive human works. However, one shortcoming of the above 
approaches is that the extracted fields are not labeled. Additional work is 
needed to identify the fields. 
2.2.6 Probabilistic Methods for Information Extrac-
tion 
Recently, statistical methods have been applied to information extraction. 
Hidden Markov Models (HMMs) is a probabilistic tool to model time series, 
part-of-speech tagging, and text fragment relationship. Seymore et al. pro-
posed an approach employing HMMs to learn model structure using labeled 
and unlabeled data [36]. Freitag and McCallum proposed the use of shrink-
age to improve parameter estimation in HMMs [17]. Chiu and Ng developed 
a system to extract multi-slot or single-slot information using maximum en-
tropy classifier [9 . 
McCallum et al. proposed another probabilistic approach, called Maxi-
mum Entropy Markov Models (MEMM), for information extraction [27]. It is 
a discriminative directed graphical model. In HMMs, the current observation 
only depends on the current state. However, in MEMM, the current obser-
vation depends the previous state. The conditional probability of possible 
labels is directly estimated by the observation of sequence with the Vitebra 
algorithm. 
There is an improvement of MEMM over HMMs in some IE tasks. How-
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ever, LafFerty et al. showed the label bias problem in [22]. Thus, they 
designed a framework using Conditional Random Fields (CRFs) based on 
undirected graphical model to solve this problem. An advantage of CRFs 
is that it can use dependent or overlapping features without making Iden-
tical Independent Distribution (IID) assumption used in naive Bayesian ap-
proaches. 
Sutton et al. presented dynamic conditional random fields (DCRFs) 
which can label sequential data [38]. It can incorporate arbitrary overlap-
ping input features and allow complex dependence between labels. Sarawagi 
and Cohen developed a semi-Markov CRFs model which can assign labels 
to segments of a sequence [35]. Features of the approach can measure the 
properties of a segment. In addition, transitions of segments can be non-
Markovian. It is a more flexible and algorithm. However, it is slower than 
CRFs. 
Zhu et al. proposed an integrated model which makes use of joint model, 
the combination of HCRFs and semi-CRFs, for detecting records and ex-
tracting attribute values from raw Web pages [45]. It is the first model 
incorporating HTML tag-tree structure and text content into a single model. 
The tag-tree is constructed by using page-segmentation approach that uses 
page layout features to keep HTML elements with corresponding text con-
tents together. The model then makes use of the joint model to understand 
each text fragment. From their empirical study, the structure can help the 
understanding of text content. 
Blei et al. designed a probabilistic approach which makes use of two 
features in IE [4]. One feature is local/scope-limited features such as format-
24 
ting of words in document. The other one is global features such as the word 
content. Their experience shows an improvement in extraction. 
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Chapter 3 
Background and Problem 
Definition 
This chapter first provides the background knowledge about Web document 
in Section 3.1. Section 3.2 presents a formal definition of our problem. 
3.1 Background 
We aim at conducting product record normalization by analyzing Web pages. 
Figure 1.1 shows a sample Web page containing a digital camera. A Web 
page is a HTML document containing a sequence of tokens mixed with 
short phrases and HTML tags. Figure 1.3 depicts an excerpt of the HTML 
texts for the Web page shown in Figure 1.1. The bolded texts are the 
text content actually seen from a Web browser. The texts starting with 
" < " a n d ending with ">" are called HTML tags. The HTML tags are 
used to organize the layout format of the Web page and the appearance 
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<DIV> 
<TABLE> … … 
<TBODY> 
<TR> < r r ^ <TR> <TR> 
1 I 
<TD> <TD> <TD> <TD> <TD> <TD> 
I I I 1 1 1 
<P> Dimensions 92 x 60x 28 mm Weight 165 g <P> 
I I 
<SPAN> <SPAN> 
Inside The Camera 
General 
Figure 3.1: Part of DOM tree generated from the HTML page shown in 
Figure 1.3. All leaf nodes are text nodes that refer to text fragment. Others 
are HTML nodes that contain the HTML tags. 
of the texts shown in a Web browser. For example,�TABLE〉，<TR>, 
and < T D > are used to create tabular formatted table in the Web page; 
The text content enclosed by the HTML tags “<B�…</B〉，，will be pre-
sented in boldface in a Web browser. Notice that the text content can be 
described by multiple tags. For example, the text content "General" is en-
closed by “<P�…</P>，，and “�SPAN�…� /SPAN〉，，in the text sequence 
"<P><SPAN>General</SPAN></P>". 
Based on the HTML tag information, we can employ a Document Object 
Model (DOM) to represent the HTML document. Figure 3.1 shows a part of 
DOM tree constructed by the HTML texts in Figure 1.1. A DOM structure is 
an ordered-tree containing two types of nodes, namely, HTML node and text 
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node. A HTML node is used to represent the HTML tag information. Each 
node is labeled with a HTML tag such a s � T A B L E � . As described before, 
the HTML nodes are used to organize the layout format of the Web page. A 
text node contains the text content displayed in a browser labeled with the 
corresponding text content. In the DOM tree, the text node must be a leaf 
node. When we traverse along the path from an internal node to a leaf node, 
we can obtain a sequence of HTML tags. For example, consider the text 
node "General" in Figure 3.1. The path from the node <DIV> to the text 
node consists of the sequence of HTML tags < D I V > � T A B L E � < T B O D Y > 
< T R > <TD> < P > � S P A N � . We can make use of the sequence to recognize 
that the text "General" is located in a row of a table. Based on the sequence 
of the HTML tags, we can recognize the layout format of the text content 
contained in a text node. 
We can make use of the a DOM structure constructed to obtain a set of 
text fragments. We identify a set of HTML nodes as line separators. The text 
nodes under the lowest line separator in the DOM structure will be displayed 
as a continuous text fragments within the same line. The line separators 
include <HR>, <DIV>, <TR>, <P>, etc. For example, the text content 
"Inside the camera" in Figure 1.1 is displayed in a row. Consider the two 
text fragments “Dimensions” and ''92 x 60 x 28". Since they are under the 
same line separator <TR>, a text fragment “Dimensions 92 x 60 x 28" will 
be formed. Since a text fragment is obtained from a DOM structure, we can 
retrieve two information from the text fragment called content information 
and layout information. The content information represents the text content 
of the text node. The layout information refers to the root-to-leaf path in 
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the DOM structure. For example, the layout information of text fragment 
"General" contains " < D I V > � T A B L E � < T B O D Y > < T R > <TD> < P > 
<SPAN>". 
3.2 Problem Definition 
Consider a product domain T> containing a collection of reference products 
V. There are a set of attributes denoted by A associated with the domain 
V. Each product pi e V is also associated with the same set of attributes 
A. For example, in the digital camera domain, the attributes may include 
"product name"，"price", and "description". We define a special attribute 
a G as "not an attribute". We define 尺 as a collection of product records. 
Each product record rj e H is a, realization of a particular product pi ^ V. 
For example, Figures 1.1 and 1.2 are two different product records for the 
product "Canon IXUS 900 TI". We let rj.U be the reference product to 
which Tj corresponds. For a particular product record rj, let Vk{rj) be the 
attribute value of the attribute a^ 6 A. For example, the product record 
shown in Figure 1.1 contains the attribute values "Canon IXUS 900 TI Digital 
Camera - Retail" and "515.00" for attributes "product name" and "price" 
respectively. 
Consider a set of Web pages C collected from a collection of Web sites 
S. Let Cm ^ C he the m-th Web page in C. Each Web page c爪 contains 
a product record r^- In page Cm, we can collect a set of text fragments 
； F o r example, "Weight 165 g" and "Optical sensor CCD" are the text 
fragments collected from the Web page shown in Figure 1.1. Let x"^ G 
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be the n-th text fragment in the page c爪.Each text fragment may belong 
to an attribute value Vk{rm) of the attribute ak e A for the product record 
r. For example, the text fragments "Weight 165 g" and "Optical sensor 
CCD" are the attribute values for the attribute "description" in the product 
record shown in Figure 1.1. We denote as the attributes to which 
the text fragment x"^ corresponds. Recall that each text fragment in a Web 
page contains the content information and the layout information. We define 
x^.C as the content information of the text fragment For example, the 
content information of the text fragment "Weight 165 g" can be represented 
by the tokens contained. We define the task of jf^.L as the layout information 
of the text fragment x^. For example, the text fragment "Weight 165 g" is 
positioned in a table with black font color. We can define product record 
normalization as follows: 
Product record normalization: Suppose Tj and ry are two records ob-
tained from Web pages Cj and Cf respectively. The objective of product 
record normalization is to determine whether or not rj.U=rj,.U. 
As described in Chapter 1, the task of product record normalization de-
pends on the attribute values for product records. However, since the at-
tribute to which each text fragment belongs is unknown, we have to tackle 
the subtask of determining x^.A for the n-th text fragment collected from 
the page c爪 .W e propose a framework which aims at addressing the product 
record normalization problem, at the same time, considering the uncertainty 




This chapter presents our approach for tackling the product record normal-
ization problem. In the following sections, we present our model formulation, 
and the inference algorithm. 
4.1 Generative Model 
As discussed in Chapter 3, the main goal is to tackle the automatic product 
record normalization problem. To accomplish this, a subtask is to automati-
cally extract and classify the text fragments corresponding to an attribute by 
considering the content information and the layout information of the text 
fragments. Our proposed framework is based on a probabilistic graphical 
model that can handle the uncertainty involved in this problem. 
Figure 4.1 shows the graphical model for the generation of text frag-
ments in Web pages. The shaded nodes and unshaded nodes represent the 
observable and unobservable variables respectively. The plates represent the 
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r^^U Xn.C Z Xn.A P 
書Xnmi J 
M 
Figure 4.1: The graphical model for the generation of text fragments in 
Web pages. The shaded nodes and unshaded nodes represent the observable 
and unobservable variables respectively. The edges represent the dependence 
between variables and the plates represent the repetition of variables. 
repetition of variables. The edges represent the dependence between vari-
ables. 
Consider that we have K different reference products V and a collection 
of M Web pages C. As described in Chapter 3，each Web page contains 
a product record. We denote r爪 as the product record contained in the 
page Cm ^ C. Therefore, there is an unobservable variable denoted by r^.t/ 
that represents the reference product to which r爪 corresponds. As a result, 
rm-U = k if Tm corresponds to the k-th. reference product in V. Each Web 
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page Cm has N^ text fragments denoted by 
Each text fragment corresponds to one of the attributes a e A. As the 
attribute information of a text fragment is unknown, it is represented by an 
unobservable variable x'^.A shown in Figure 4.1. x'^.A is generated by a prior 
distribution characterized by another unobservable variable p. For example, 
suppose the attributes "product name", "price", and "description" in the 
digital camera domain are represented by a mixture model. Each mixture 
component represents one of these attributes, fi will be the parameters, which 
refer to the proportions of the components in the mixture, of a multinomial 
distribution. 
Each reference product consists of an unobservable variable namely, 
the content information parameter. , together with r爪•[/ and x^.A, is 
used to generate the content information of the text fragment, denoted by 
x^.C. For example, given a product record r爪 belonging the k-th reference 
product in the digital camera domain. Suppose the content information of 
the text fragments corresponding to the attribute "product name" is mod-
eled by a mixture model of tokens. Then, there exists a specific which 
represents the parameters of a multinomial distribution of tokens contained 
in the attribute. will then generate the content information of the text 
fragments corresponding to the attribute "product name" for the underlying 
product record. Each Web page c^ G C contains an unobservable variable 
called the layout information parameter. O!^ , together with attribute 
is used to generate the layout information of the text fragment x'^, denoted 
by x - .L . 
Since the content information and the layout information can be observed 
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from the Web pages, x^.C and x^.L are observable variables in our model. 
As a consequence, we can achieve product record normalization by conduct-
ing inference of the graphical model to determine the values of the unob-
servable variable Vm-U given the content information x'^.C and the layout 
information x^.L. 
4.2 Our Inference Method 
We develop an unsupervised method to conduct inference based on our graph-
ical model. Given a collection of M Web pages C, the likelihood function for 
generating C can be expressed as follows: 
= p m p{rm-u)p{e^){ (4.1) 
where x^ denotes the n-th text fragment in the m-th Web page, A refers 




Yln-i log rm.U, ( . u ) 
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Since the reference product to which each product record belongs is unknown, 
the objective of inference is to compute: 
(4.3) 
=argmax = k[,r2-U = /c^, ...^tm-U = 
According to Equation 4.1, given the parameter P, we can compute: 
P{ri.U 二 k[,r2.U = k'^,…，『m.^/ = k'^) 
u i ^ p m 
(4.4) 
Since the computation of Equation 4.4 is intractable, we develop an unsu-
pervised algorithm based on Expectation-Maximization (EM) technique for 
tackling the problem, Figure 4.2 shows the outline of our algorithm. In each 
iteration, we randomly remove a Web page, say c爪，from C. Then we apply 
the E-step to compute how likely the product record Cm corresponds to the 
k-th reference product as follows: 
E-step: 
For each text fragment x"；^ in c爪，we first compute P ( : C . A | : C - C， 6 >么， , /3) 
as follows: 
K (4.5) 
Next, we can compute how likely that a product record corresponds to a 
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reference product as follows: 
N (4.6) 
oc n E P{k)P{x^.C\x^.A, 
n=laQA 
We then assign r爪.[/ to the most probable reference product as follows: 
Tm.U = k* = argmax{P{rm-U = , P)} (4.7) 
k' 
After that we can apply M-step to estimate the parameters of the model 
based on the current assignment of r爪 . f o r m = 1 , . " ,M. 
M-step: 
We first compute the parameter P{k): 
m = ^ ^ (48) 
E Q u m \ ) k'=i 
where Qu{k) refers to the number of product records r^ such that rm.U 二 k. 
On the other hand, for each aeA,we can express = a\/3) as follows: 
= a\P) = (4.9) 
a'€A 
foil <k < K where QAia) represents the number of text fragments such 
that x'^.A = a. Then, we can compute the parameter 6!^ for modeling the 
layout information of the attributes in the page c爪.Recall that the path of 
the DOM structure contains the layout information of a text fragment, we 
employ a multinomial distribution of the HTML tags contained in the root-
to-leaf path of the DOM structure to model the layout format information of 
a text fragment. In particular, for each a e A, we compute 0^{a) as follows: 
E = MCA 丄， t C 0 
二 今 (4.10) 
E E P O C . A 二 工 ？ 《 丄 ， 吃 ， C , 約 工 二 幻 
I' n=l 
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where denotes the number of occurrence the HTML tag i in the 
root-to-leaf path of the DOM structure for the text fragment x" .^ Next, we 
can compute the parameter for modeling the content information of the 
text fragment belonging to the attributes of the k-th reference product. For 
exmaple, suppose the text fragments belonging to a particular attribute is 
modeled by a multinomial distribution of tokens contained. We compute 
as follows: 
E E = T.c，C丄，松，吃，“t) 
C � = ^ ^ ^ ( “ 1 ) 
fc，《\ ‘ M Nm n 、 / \ 
E E E P(工 t a = -C，《丄，陀，/^―(《， 
t m=ln=l 
where wix'^.t) denotes the number of occurrence of the token t in the text 
fragment x^. 
To invoke our algorithm, we are required to compute x'^^.L, , /3). 
However, the parameters P{k), and are unknown in ad-
vance, an hence ：^丄，6>么，cannot be computed directly. 
To address this, an initialization step is needed before invoking the algorithm. 
Figure 4.3 depicts the outline of the initialization procedure. For each text 
fragment x^ in c爪，we first set as follows: 
� ^ (4.12) 
Next, P{k) for 1 < /c < K is computed as follows: 
m � s (4.13) 
For each attribute, we maintain a lexicon containing some common terms in 
this attribute. For example, the lexicon for the attribute "product name" 
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may contain the terms "Canon", "Sony", “Panasonic，，, etc. Then, we can 
make use of the lexicon for each attribute to initialize 尸(x?. A = x'^.L, /3) 
as follows: 
= 丄 , M ， " ） � ” � g 广 (4.14) 
where denotes the number of token t appearing in both the lex-
icon for the attribute a and the text fragment x"；^, and wix"；^) refers to the 
total number of tokens t in the text fragment x"^. After that, for each page 
c爪，the parameter 0^{a) for each attribute a can be computed according to 
Equation 4.10. 
We then initialize as follows: We denote C— as the set of pages which 
have not been assigned to any reference product. At first, all Web pages 
in C are not assigned to any one of the reference products. Hence C\m=C. 
We select a page c爪 from C\m, and assign to the first reference product. 
Essentially，we set rm-U = 1. Then, we can compute Of {a) according to 
Equation 4.11. Next, we compute for /c 二 2 . . . / c using the following 
scheme. In the k-th iteration, we select a page Cm* from Cm, such that 
it is the least likely that c爪* is assigned to k'-th reference product where 
I < k' < k - I. To determine c爪 f o r each c爪'in C\m, we first compute 
argmax{P{rm'.U = P)} (4.15) 
Then, we select Cm* as follows: 
cw = argmin{argmax{P{rm'.U = .C, x f .L, (4.16) 
C 爪'ecv i<k'<k-l 
and we set Tm*.U = k. This scheme iterate until k reaches K. 
38 
非 Product record normalization algorithm 
I N P U T : C: a set of Web pages 
K\ Expected number of reference products 
O U T P U T r A set of normalized product records 
Algorithm: 
0 InitQ 
1 until convergence 
2 randomly select a page c爪 and remove from C 
E-step 
3 foreach text fragment x"^ in Cm 
4 compute according to Equation 4.5 
5 end foreach 
6 rm.U ：二 argmaxPirm.U 二 《丄，^，陀,/?) 
k' 
according to Equations 4.6 and 4.7 
M-step 
7 for fc :二 1 . . . 
8 compute P{k) according to Equation 4.8 
9 end for 
10 compute P(x^.A\p) according to Equation 4.9 
11 for m :二 1 . . . M 
12 compute 松 according to Equation 4.10 
13 end for 
14 for A: 1. ..K 
15 compute 6宝 according to Equation 4.11 
16 end for 
17 C := CU [Cm] 
18 end 
Figure 4.2: The outline of our inference algorithm 
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# Initialization prodcudeure for product record normalization algorithm 
I N P U T : C: a set of Web pages 
K: Expected number of reference products 
A set of lexicon for the attributes 
O U T P U T : I n i t i a l i z a t i o n parameters 
Algorithm: 
0 compute P^C•專）acco rd ing to Equation 4.12 
1 for fc := 1 …•fC 
2 compute P{k) according to Equation 4.13 
3 end for 
4 foreach page Cm in C 
5 foreach text fragment x'^ in c爪 
6 compute P(x；； .^a:；； .^C, x；^.L, ^ ^, , according to Equation 4.14 
7 end foreach 
8 end foreach 
9 randomly select a page c爪 and remove from C\m 
10 Tm-U := 1 
11 compute according to Equation 4.11 
12 for A; :二 2 . . . iC 
13 find Cm* according to Equations 4.15 and 4.6 
14 rm* U := k 
15 remove Cm* from C\rn 
16 compute according to Equation 4.11 
17 end for 





This chapter presents the experimental results of product record normal-
ization in three different domains, namely, the digital camera domain, the 
camcorder domain, and the MP3 player domain. We have compared our 
framework with the state-of-the-art existing work to evaluate the effective-
ness of our approach. Section 5.1 describes the experimental setup. Sec-
tion 5.2 presents the results of the experiments. Section 5.3 discusses the 
effect of the reference product prior. Section 5.4 discusses the effect of the 
layout format information. 
5.1 Experimental Setup 
We have conducted experiments using real-world retailer Web sites in three 
different domains, namely, the digital camera domain，the camcorder domain, 
and the MPS player domain, to evaluate our framework. In each domain, 
we simply random selected a set of 15 reference products. For each reference 
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product, we randomly selected a set of Web pages, each of which contains a 
product record, by making use of Web search engines. 
Table 5.1 shows the reference products and the corresponding number of 
product records from different sites used in our experiment. For example, 
in the digital camera domain, there are five product records corresponding 
to the reference product called "Nikon D80" coining from five different Web 
sites. Tables 5.2，5.3, and 5.4 show the Web sites, from which product 
records are collected, in the digital camera domain, the camcorder domain, 
and the MPS player domain respectively. For example, in the digital camera 
domain, three Web pages containing product records were collected from the 
retailer site www.adorama.com. As a result, we collected 85 Web pages from 
47 Web sites, 100 Web pages from 55 Web sites, and 93 Web pages from 60 
Web sites in the digital camera domain, the camcorder domain, and the MP3 
player domain respectively. For evaluation purpose, each Web page collected 
was manually annotated with the reference product to which it corresponds. 
Note that this information is only used in the evaluation, but not used in the 
automatic product record normalization process. 
We conducted a series of experiments in each domain. We apply our 
framework to achieve product record normalization. To apply our frame-
work, different distributions are used to model the three attributes "product 
name", "price", and "description". We adopt the multinomial distribution 
to model the text fragments related to the attributes "product name" and 
"description". In essence, the parameters for the two attributes in the 
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Digital Camera Camcorder || MP3 player 
Reference Product Sites Reference Product Sites Reference Product Sites 
Nikon D80 5 Canon HV20 8 Apple Ipod 8GB 5 
Canon S5IS 8 Canon XL2 7 Apple Ipod Nano 7 
Panasonic TZ3 4 Hitachi DZH300 7 Apple Ipod Shuffle 8 
Kodak v803 6 JVC GR D796 7 Creative Muvo 10 
Canon A700 4 JVC HZ HD7 6 Toshiba meu202 5 
Ricoh R6 5 JVC GZ MG555 8 Zen Micro 11 
Pan FZ15 9 JVC GZMG77 6 Zen Stone 5 
Ricoh GXlOO 4 Panasonic SDRH200 6 Zen V plus 4 
Nikon Lll 4 Panasonic HDCSD5 11 Philips SA1335 6 
Nikon S9 8 Panasonic VDRD300 5 Philips SA9200 5 
IXUS 900TI 6 Panasonic DVD108 6 Samsung K3 2GB 6 
Pantex W30 7 Sony DCR HC28 8 Samsung YPT9 5 
Kodak z712 7 Sony HDR CX7 5 Sansa Shaker 7 
Pantex A30 5 Sony HDR FX7 4 Sony NWE 003 6 
Sony W30 2 Sony HDR SR5 | 6 || Sony NWZ-B105 3 
Total I 85 Total | 100 || Total 93 ~~ 
Table 5.1: The column labeled with Reference Product shows the name of 
the reference product. The column labeled with Sites shows the number of 
product records that are collected from different Web sites are referring to 
the same reference product. 
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Digital camera 
Site URL R. 11 Site URL 
www.adorama.com 3 www.jr.com 1 
www.ebay.com 5 www.labellecameras.com 1 
cheap inj apan. com 1 www. landt electronics. com 3 
ishoppe.com.au 1 www.inacmall.com 2 
underbid, com 1 www. milleimiumcamera. com 1 
abcdealz.stores.yahoo.net 1 www.mycameras2006.com 3 
www.antonline.com 2 www.newworldvideodirect.com 1 
www.beacliaudio.com 1 www.nugadgets.com 2 
www.bestbuybusmess.com 2 www.onecall.com 2 
www.bhphotovideo.com 2 www.outdoorsuperstore.com 1 
www.blowoutcameras.com 2 www.overstock.com 2 
www.butterflyphoto.com 1 www.pcrush.com 3 
WW w .buy- digit al- camera, org 1 www.pcsforeveryone.com 1 
www.chumbo.com 2 www.qiiest4cameras.com 1 
www. circuit city, com 1 www.qvc.com 1 
www.comparemaster.com 1 www.realdealshop.com 1 
www.compsource.com 2 www.superwarehouse.com 2 
www. compumusic. com 1 www.techonweb.com 2 
www.compusa.com 1 www.teds.com.au 3 
www.computers4sure.com 1 www. tigerdirect .com 2 
www.crayeoii3.com 1 www.ubid.com 1 
www.crutchfield.coin 4 www.videodirect.com 1 
www.diversitybuy.com 1 www.walmart.com 5 
www.fotofabrikas.lt 3 J 
Table 5.2: The list of retailer Web sites from which the product records of 
the digital camera domain are collected. The column labeled with Site URL 
shows the URL of the retailer sites. The column labeled with R. shows the 
number of different products collected from this site. 
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Camcorder 
i t e URL I R. II Site URL R. 
abesofmaine.com 2 newworldvideodirect.com 1 
abtelectronics.com 2 nugadgets.com 1 
access2digital.com 1 onecall.com 2 
accessories. us. dell, com 3 panasonic.com 1 
adorama.com 1 pcconnection.com 5 
agamidirect.com 1 pcmall.com 3 
antonline.com 2 pcsforeveryone.com 1 
beachaudio.com 2 photoalley.com 4 
bhphotovideo.com 8 pictureline.com 1 
blowoutcameras.com 1 portagadgets.com 2 
butterflyphoto.com 1 powermax.com 1 
buy.com 1 precision-camera.com 1 
buydig.com 1 provantage.com 2 
calnmetphoto.com 1 radioshack.com 1 
cdw.com 4 ritzcamera.com 1 
chumbo.com 1 savinglots.com 1 
circuitcity.com 5 smalldog.com 1 
compubizusa. com 1 stop4camera.coin 1 
compusa.com 1 store.inkleaf.com 1 
computers4siire.com 1 store.wholesaleav.com 1 
dealznet.com 1 techforless.com 1 
digital4cheap.com 1 tigerdirect.com 2 
electronicexpress.com 2 usm.cha 皿 elonline.com 1 
electronics-expo.com 1 vanns.com 4 
fadfusion.com 1 videodirect.com 2 
fotocoimection.com 1 walmart.com 3 
jr.com 3 wolfcamera.com 2 
newegg.com 2 
Table 5.3: The list of retailer sites from which the product records of the 
camcorder domain are collected. The column labeled with Site URL shows 
the URL of the retailer sites. The column labeled with R. shows the number 
of different products collected from this site. 
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MPS player 
Site URL I R. II Site URL R7~ 
abtelectronics.com 1 jr.com 2 
accessories. us. dell, com 2 lowestpricemart .com 1 
alphalion.com 1 musiciaiisfriend. com 1 
antonline.com 1 nugadgets.com 2 
atacom.com 1 officedepot.com 1 
aztekcomputers.com 1 overstock.com 3 
bestbuyxom 2 pccoimection.com 3 
bhphotovideo.com 3 pcsforeveryone.com 1 
blujay.com 1 pcsuperstore.com 1 
buy.com 1 prDelectroiiix.com 1 
cgi.ebay.com 1 provantage.com 2 
circuitcityxom 2 qvc.com 1 
cispc.com 1 salestores.com 1 
compsource.com 2 sandecell.com 1 
computerpartsdiscount.com 1 shentech.com 3 
computers4sure.com 1 shopping.redorbit.com 1 
costcentral.com 1 smalldog.com 2 
crutchfield.com 1 supereasybuy.com 1 
dealgates.com 1 sup erwarehouse. com 5 
digitaletc.com 1 sureneeds.com 1 
diversitybuy.com 1 techdepot.com 3 
ecrater.com 1 techforless.com 1 
electronics-expo.com 2 tigerdirect.com 2 
ewiz.com 1 triointernational.com 1 
eworldsale.com 2 upgradenation. com 1 
ezclover.com 1 useit2go.com 2 
floridamusicco.com 1 usm. channelonline .com 2 
fotofabrikas.lt 1 walmart.com 7 
futurepowerpc.com 1 yourcheapelectro.com 1 
greennet.ca 1 yourmp3playersource.com 1 
Table 5.4: The list of retailer sites from which the product records of the 
MP3 player domain are collected. The column labeled with Site URL shows 
the URL of the retailer sites. The column labeled with R. shows the number 
of different products collected from this site. 
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k-th. reference product are computed as follows: 
M Nm 
吃 = (5.1) 
Et E i:P{aj\xl^ .C,xi;^ .L)w{x ,^t) 
m=ln = l 
where t) denotes the number of occurrence of the token t in the text 
fragment x^. We make use of the Gaussian distribution to model the numer-
ical value represented by the text fragment related to the attribute "price". 
The mean /i^ and the variance dk of the Gaussian distribution for the at-
tribute "price" in the A;-th reference product are computed as follows: 
M Nm 
.. 77t=ln=l 
f^k — M Nm 
, (5.2) 
E E POC•知apHcel工rC*，a;r胁 
_ m=ln=l 
Ok — M Nm 
m=ln=l 
where v{x'!^) denotes the numerical value of the text fragment 
To model the layout format of a text fragment. We consider the HTML 
tags contained in the root-to-leaf-path of the DOM structure. Essentially, 
we employ the multinomial distribution of the HTML tags to model the 
layout format of a text fragment. The parameter O^i for the layout format 
is computed as follows: 
二 (5.3) 
i n=l 
where tj denotes the number of occurrence of the HTML tag £ in the 
root-to-path of the DOM structure. Note that our framework is a fully 
automatic approach without any human intervention. 
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We intend to compare our framework with the state-of-the-art existing 
work on product record normalization proposed by Bilenko and Mooney [3 . 
To apply their approach, we are required to extract the text fragments re-
lated to the product attributes. To achieve this, we manually constructed 
an information extraction wrapper for each Web site. A wrapper consists 
of sets of extraction rules, each of which can identify the text fragments re-
lated to one of the attributes "product name，，，"price", and "description" 
from the Web pages originated from a site. As a result, we constructed 47, 
55, and 60 wrappers for the digital camera domain, the camcorder domain, 
and the MPS player domain respectively. We then applied the constructed 
wrapper to extract the text fragments related to the attributes from the Web 
pages. Next, we applied the method proposed by Bilenko and Mooney [3 
for product record normalization. The idea of their approach is to compute 
the similarity, which is defined as a linear combination of the basis similarity 
functions for the individual attributes, between product records. The weights 
of the linear combination are determined by learning from a set of training 
examples. However, to conduct the experiments in a similar problem setting 
where no training examples are provided, we refine their approach by apply-
ing equal weights to the attributes in the linear combination. This approach 
is called BM approach in this thesis. Note that the constructed information 
extraction wrappers may contain errors and extract imprecise text fragments. 
In our approach, the number of reference products K can be defined in 
the initial stage. Since the product records can be moved from one reference 
product group to another group. It is possible to move product records from 
a particular group to other groups. As a result, we only have to define K, 
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which is larger than the particular number of actual reference products, in 
the experiment. 
We adopt recall and precision as the evaluation metrics in the experi-
ments. Recall is defined as the number of pairs of product records which are 
correctly identified as the same product by the system divided by the total 
number of record pairs in the data which actually refer to the same reference 
product. Precision is defined as the number of pairs of product records which 
are correctly identified as the same product divided by the total number of 
record pairs identified by the system. In addition, we employ F-measure, 
which is defined as the harmonic mean of recall and precision to evaluate the 
performance. Essentially, it can be expressed as follows: 
T? Tnppc;nrp — 2x RecallxPrecicsion (5.4) 
^ -measure - Recall+Predcsion � ) 
5.2 Experimental Results 
Table 5.5 shows the experimental results in the digital camera domain, the 
camcorder domain, and the MPS player domain using our approach and 
the BM approach. The three columns labeled with "digital camera", "cam-
corder" ,and "MP3 player" depict the results in the corresponding domain. 
Each of these columns is divided into three sub-columns showing the recall, 
precision, and F-measure. The results of our approach is the average perfor-
mance obtained by conducting 5 different runs of experiments. In each run, 
a different initial page Cm as described in the algorithm shown in Figure 4.3 
was randomly selected for initialization. Appendix A.l depicts the detailed 
performance of each run. For the BM approach, since the stopping criteria 
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Digital Camera Camcorder MP3 player 
R P F R P F R P F 
Our approach 0.819 0.281 0.419 0.754 0.192 0.307 0.783 0.132 0.225 
B M approach 0.350 0.248 0.290 0.300 0.190 0.233 0.150 0.164 0.157 
Table 5.5: Results of our approach and BM approach in the digital camera 
domain, the camcorder domain, and the MPS player domain. The columns 
labeled with R, P, and F are the Recall, Precision, and F-measure respec-
tively. 
proposed in [3] depends on a predefined threshold value of recall, the results 
of the BM approach reported in Table 5.5 are the best performance achieved 
among using different threshold values. 
Table 5.5 shows that our approach obtained the high recall with low pre-
cision value in the three domains. This is because some product records 
belonging to different reference products may merge into the same group. 
The final number of groups is less than the actual number of reference prod-
ucts. This lead to more false positive record pairs leading to high recall and 
low precision values. 
According to the results shown in Table 5.5 in the digital camera domain, 
the F-measure of our approach and the BM approach are 0.419 and 0.290 
respectively. The performance of our approach is better than that of the BM 
approach. In the camcorder domain, the F-measure of our approach is 0.307, 
which is also better than the results obtained by BM approach. In the MPS 
player domain, the F-measure of our approach is 0.225. The results show 
that our approach is better than the BM approach. 
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Note that our approach can automatically classify text fragments to one of 
the attributes "product name"，"price"，and "description" during the product 
record normalization process. We wish to compare our approach to the BM 
approach with perfect attributes extracted from the Web pages. Specifically， 
we invited a human expert to manually extract the text fragments related to 
each of the attributes from Web pages. Next, we applied the method pro-
posed by Bilenko and Mooney [3] to the manually extracted text fragments 
to conduct product record normalization. This approach is called BM ap-
proach with manual extraction in this thesis. The major characteristic of this 
approach is that the text fragments extracted are perfectly accurate. How-
ever, it requires a lot of human effort to identify and extract appropriate text 
fragments related to product attributes. Table 5.6 shows the results of the 
average of 5 different runs of experiments for our approach as well as the BM 
approach with manual extraction. In the digital camera domain, the perfor-
mance of our approach is better than that of the BM approach with manual 
extraction. Notice that our approach is an unsupervised algorithm, whereas 
the BM approach with manual extraction involves a substantial amount of 
manual effort for attribute extraction. It is surprising that our approach is 
superior to the BM approach with manual extraction. In the camcorder do-
main and the MP3 player domain, the F-measure of our approach are 0.307 
and 0.225 respectively. On the other hand, the BM approach with manual 
extraction obtains a F-measure of 0.351 and 0.350 respectively. The results 
achieved by the BM approach with manual extraction is better. However, 
this approach requires a lot of human effort. It is infeasible and cost ineffec-
tive to handle such a large number of Web pages. 
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Digital Camera Camcorder MP3 player 
R P F R P F R P F 
Our approach 0.819 0.281 0.419 0.754 0.192 0.307 0.783 0.132 0.225 
B M approach with 0.400 0.376 0.388 0.400 0.310 0.351 0.350 0.351 0.350 
manual extraction 
Table 5.6: Results of our approach and the BM approach with manual ex-
traction in the digital camera domain, the camcorder domain, and the MP3 
domain. The columns labeled with R, P, and F are the Recall, Precision, 
and F-measure respectively. 
5.3 The Effect of Reference Product Prior 
In our approach, the prior information of reference product is involved in 
the inferencing process. In this set of experiments, we aim at determining 
the effectiveness of the prior probability. In each iteration of our algorithm 
depicted in Figure 4.2, = k) is calculated as the proportion the 
product records corresponding to the k-th reference product according to 
Equation 4.8. We call this reference prior. We compare our framework 
by conducting experiments using the reference product prior and using an 
uninformative uniform prior. The experiments are carried out under the 
same setup except using different prior probabilities. 
The results of the average of 5 different runs of experiments are shown in 
Table 5.7. Appendix A.2 depicts the detailed performance of each run for our 
approach using uniform prior In the digital camera domain, the F-measure 
of our approach using the reference product prior is 0.419; whereas the F-
measure of our approach using the uniform prior is 0.517. The results show 
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Digital Camera Camcorder MP3 player 
R P F R P F R P F 
Our approach using 0.819 0.281 0.419 0.754 0.192 0.307 0.783 0.132 0.225 
reference product prior 
Our approach using 0.817 0.379 0.517 0.717 0.248 0.369 0.727 0.219 0.336 
uniform prior 
Table 5.7: Results of our approach using reference product prior and uni-
form prior in the digital camera domain, the camcorder domain, and the 
MPS player domain. The columns labeled with R, P, and F are the Recall, 
Precision, and F-measure respectively. 
that our approach using uniform prior is better than using reference product 
prior. Similarly, the F-measure obtained by our approach using uniform prior 
is 0.369, which is also better than the results using reference product prior 
in the camcorder domain. In the MP3 player domain, the results obtained 
by our approach with uniform prior is 0.336，which is also better than that 
of reference product prior. The results show that the uniform distribution 
performs better. 
5.4 The Effect of Layout Information 
One characteristic of our approach is that our framework utilizes the layout 
format information for product record normalization. In this set of experi-
ments, we aim at evaluating the effectiveness of layout format information. 
In particular, we modified our approach so as to ignore the layout informa-
tion. We conducted two sets of experiments using and without using the 
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Digital Camera Camcorder MP3 player 
R P F R P F R P F 
Our approach with 0.819 0.281 0.419 0.754 0.192 0.307 0.783 0.132 0.225 
layout information 
Our approach without 0.846 0.118 0.207 0.894 0.124 0.217 0.805 0.122 0.214 
layout information 
Table 5.8: Results of our approach using layout information and without us-
ing layout information in the digital camera domain, the camcorder domain, 
and the MP3 player domain. The columns labeled with R, P，and F are the 
Recall, Precision, and F-measure respectively. 
layout information. Table 5.8 depicts the average of 5 different runs of ex-
periments. Appendix A.3 depicts the detailed performance of each run of 
experiments of our approach without using layout information. According to 
the experimental results shown in Table 5.8. The F-measure obtained by our 
approach not using the layout information in the digital camera domain, the 
camcorder domain, and the MP3 player domain are 0.207, 0.217, and 0.214 
respectively. On the other hand, our approach using the layout format infor-
mation obtains a F-measure of 0.419，0.307, and 0.225 in the digital camera 
domain, the camcorder domain, and the MPS player domain respectively. 
Therefore, the layout information can help in normalizing product records. 
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Chapter 6 
Conclusions and Future Work 
We propose a new framework that can perform unsupervised learning for 
product record normalization from raw Web pages across different retailer 
Web sites. Our approach does not require any training examples so that 
costly human effort can be reduced. Thus, our approach provides an effective 
way to normalize product records. Another characteristic of our approach 
is that it can handle Web pages from different sites with different layout 
formats not known in advance. Different from common wrapper methods, 
our framework is not site-specific that requires the preparation of training 
examples from each Web site. Therefore, our approach can conduct product 
record normalization across a large amount of different Web sites. 
In addition to product record normalization, our approach can also ex-
tract major product attributes automatically under a unified framework. 
There are mutual benefits between product record normalization and prod-
uct attribute extraction. Extraction of attributes depends on the normalized 
product records, while product record normalization also depends on ex-
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tracted attributes. We can model their inter-dependence in our framework. 
This can improve the product normalization performance. 
We have conducted extensive experiments with 278 Web pages from 114 
different retailer Web sites in three domains, namely, the digital camera 
domain, the camcorder domain, and the MP3 player domain. The experiment 
results demonstrate that our approach achieves a better performance over the 
state-of-the-art existing work. 
There are two directions for future work. One possible direction is to 
refine our approach to Web product retrieval. Since our approach is unsu-
pervised and site independent. We can collect Web pages from different Web 
sites and automatically conduct product normalization and attribute extrac-
tion. Such information can be stored in a product database for developing 
online product search engine. 
Another direction is to extend our approach to handle hierarchical at-
tribute structure. We assume all attributes are arranged in a flat structure 
and they are largely independent. However, some attributes are specializa-
tion of other attributes leading to a hierarchical structure. Such structure 
could help us extract attribute precisely. 
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Appendix A 
Detailed Performance of 
Product Record Normalization 
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Digital Camera Camcorder MP3 Player 
R P F R P F R P F 
1 0.870 0.290 0.435 0.736 0.144 0.241 0.747 0.161 0.264 
2 0.717 0.308 0.431 0.698 0.166 0.268 0.692 0.133 0.223 
3 0.717 0.308 0.431 0.715 0.206 0.320 0.877 0.118 0.208 
4 0.900 0.280 0.428 0.893 0.184 0.305 0.881 0.118 0.209 
5 0.890 0.220 0.350 0.739 0.262 0.387 0.717 0.128 0.217 
A v g 0.817 0.379 0.517 0.754 0.192 0.307 0.7828 0.132 0.225 
Table A.l: Results of our approach in the digital camera domain, the cam-
corder domain, and the MPS player domain. The columns labeled with R, 
P，and F are the Recall, Precision, and F-measure respectively. Each row 
labeled with 1 to 5 is our experimental result using different initial page. 
The last row shows the average result. 
64 
Digital Camera Camcorder MP3 Player 
R P F R P F R P F 
1 0.850 0.402 0.545 0.729 0.208 0.324 0.720 0.215 0.333 
2 0.779 0.387 0.517 0.674 0.230 0.343 0.704 0.255 0.375 
3 0.738 0.0.370 0.0.493 0.739 0.266 0.391 0.686 0.195 0.303 
4 0.867 0.332 0.481 0.708 0.244 0.363 0.789 0.160 0.266 
5 0.850 0.402 0.545 0.735 0.294 0.420 0.730 0.270 0.395 
A v g 0.817 0.379 0.517 0.717 0.248 0.369 0.727 0.219 0.336 
Table A.2: Results of our approach using uniform prior in the digital camera 
domain，the camcorder domain, and the MPS player domain. The columns 
labeled with R, P, and F are the Recall, Precision, and F-mea^ure respec-
tively. Each row labeled with 1 to 5 are our experimental result using different 
initial page. The last row shows the average result. 
65 
Digital Camera Camcorder MP3 Player 
R P F R P F R P F 
1 0.854 0.131 0.226 0.941 0.145 0.25 0.759 0.128 0.219 
2 0.829 0.09 0.163 0.536 0.157 0.266 0.759 0.123 0.218 
3 0.867 0.111 0.197 0.766 0.099 0.174 0.861 0.120 0.211 
4 0.842 0.130 0.225 0.955 0.119 0.213 0.886 0.116 0.205 
5 0.842 0.130 0.225 0.941 0.100 0.184 0.759 0.123 0.218 
Avg 0.846 0.118 0.207 0.894 0.124 0.217 0.805 0.122 0.214 
Table A.3: Results of our approach without layout information in the digital 
camera domain, the camcorder domain, and the MP3 player domain. The 
columns labeled with R, P, and F are the Recall, Precision, and F-measure 
respectively. Each row labeled with 1 to 5 are our experimental result using 
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