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It is known that Kramer’s sampling theorem and Lagrange-type interpolation 
generalize the celebrated Whittaker-Shannon-Kotel’nikov sampling theorem in two 
different directions; however, no direct connection between these two directions 
seems to be known. In this article we show that Kramer’s sampling theorem gives 
nothing more than the Lagrange-type interpolations provided that the kernel 
function associated with Kramer’s theorem arises from a self-adjoint boundary 
value problem with sample eigenvalues. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
The class B, of band-limited functions of bandwidth g consists of those 
L*(R) functions (f(t)} h w ose Fourier transforms {R’(w)} are L*( -B, 0.) 
functions vanishing almost everywhere outside of (-CT, a), where IR = 
(-cc, co), i.e.,fEB, if and only if 
f(~)=(l/JZ;;)S~~g(w)ei’n’dw (1.1) 
for some g E L2( -O,(T). 
It is known by a theorem of Paley and Wiener [ 141 that f~ B, if and 
only if f is an entire function of exponential type at most ~7 belonging to 
L*(R) when restricted to R. 
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The celebrated Whittaker-Shannon-Kotel’nikov sampling theorem for 
band-limited functions [9, 15, 17-201 states that if ,f~ B,, then it can be 
represented in the form 
f(t) = i .f(fk) S,(t), iE[W, (1.2) 
k= x 
where 
S,(t) = 
sino(t-zt,) t ,k” 
o(t-t,) ’ k 0 (1.3) 
are the sampling functions and sampling points respectively. 
This theorem has been generalized in a number of different ways [ 1-3, 
5-8, lo]. In one direction, the equidistantly spaced sampling points 
ftk);= -cc in (1.3) are replaced by certain non-equidistantly spaced ones 
with more general sampling functions S t* than the Sk given in (1.3). More 
precisely, if we let { t,}p= Lou be a sequence of real numbers such that 
k=O, + 1, +2, . . . 
and G(t) be the entire function defined by 
then for any f EB,, 
where 
s,**(t) = G(t) 
(t - tk) G’(fk)’ 
(1.5) 
This result is also due to Paley and Wiener [ 14, p. 1151; see also [7, 111. 
Clearly, when tk= kn/o= - tp,, G(t) becomes (sin at)/a and (1.4), (1.5) 
reduce to (1.2) and (1.3). 
The sampling series (1.4) can be regarded as an extension of the classical 
Lagrange interpolation formula to R for functions of exponential type. 
Therefore, we shall call (1.4) a Lagrange-type interpolation representation 
and S,* * Lagrange-type sampling functions. 
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In another generalization of the Whittaker-Shannon-Kotel’nikov sam- 
pling theorem, which is due to Kramer [lo] although its idea goes back 
to Weiss [21], the kernel ei’-’ in (1.1) is replaced by a more general kernel 
K(x, t). More specifically, let us assume that there exist a sequence of real 
numbers E= {tk}Fc --m and a function K(x, t) in L’(Z) for each t E R, 
where I= [a, b] is some finite closed interval, such that {K(x, rk)}p= ~co is 
a complete orthogonal set of functions in L2(Z). Then, if 
f(t) = s, Nxs t)g(x) dx, teIW 
for some g E L*(Z), then f admits the sampling representation 
f(t)= f f(fk) %(th 
k=-m 
where 
(1.6) 
(1.7) 
A prototype situation where the points {tk}pz loo and the function 
K(x, t) arise naturally is when one solves certain boundary-value problems. 
For example, let 
I= i P+,(x)$, -cc<adxbb<cc 
k=O 
be a self-adjoint differential expression and 
Ui(Y)= i (Cliky(k-l’(U)+B,y(k-‘)(b)), i=l n > ..., 
k=l 
be n independent linear forms. Consider the boundary-value problem 
4Y) = AYY, a<xdb (1.8) 
ui(Y) = O, i = 1, . . . . n. (1.9) 
It is known [4, 121 that, under certain conditions which will be stated 
in the following section, problem (1.8)-( 1.9) has a discrete set of eigen- 
values {A,} and the corresponding set of eigenfunctions {(Pi} forms a 
complete orthogonal set in L*(Z), where Z= [a, b]. In this case one chooses 
the points {rk} to be the eigenvalues {A,} and the function K(x, t) to be 
a solution of (1.8) which reduces to the eigenfunction (Pi when t =A, 
and satisfies the boundary conditions (1.9) only when t = ik. 
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One question naturally arises: Are the two generalizations of the 
Whittaker-Shannon-Kotel’nikov sampling theorem, as given by Kramer’s 
theorem on the one hand (cf. (1.6) (1.7)) and by Lagrange-type interpola- 
tion (cf. (1.4) (1.5)) on the other, related? 
A partial answer to this question was given in two recent papers by 
Zayed, Hinsen and Butzer [23], and Zayed [22], where it was shown 
that if the kernel K(x, t) in Kramer’s theorem arises from the regular 
Sturm-Liouville boundary-value problem 
l(y)= -y”+q(x)y=j”y, -co<a<xdh<cc 
y(a) cos a+ y’(a) sin cx = 0 
y(b) cos b + y’(b) sin B = 0 1 ’ 
(1.10) 
(1.11) 
where q(x) is continuous on [a, b], then any function that has a sampling 
expansion in the scope of Kramer’s theorem also has a Lagrange-type 
interpolation expansion. This, of course, requires that S,* be put in the 
form (1.5). The case where K(x, t) arises from a singular Sturm-Liouville 
boundary-value problem was also investigated in [22]. 
Since we have shown above that Kramer’s theorem holds when the 
kernel K(x, t) is associated with the boundary-value problem (1.8)-( 1.9), 
it is natural to ask if the results of [22, 231 can be extended to this case 
as well. 
The aim of this paper is to answer this question. We show that if the 
kernel K(x, t) in Kramer’s theorem arises from certain self-adjoint 
boundary-value problems of the form (1.8)-( 1.9), then any function that 
has a sampling expansion in the scope of Kramer’s theorem also has a 
Lagrange-type interpolation expansion, provided that the eigenvalues of 
the problem are simple. 
We shall generalize the results of [22,23] not only to the case where the 
operator is of order ~12 2, but also under more general boundary condi- 
tions. 
In [22,23] it was assumed that the boundary conditions (1.11) were of 
separate type; that is, one condition is imposed at the end-point x = a and 
the other is at the other end-point x = 6. In this paper we shall show, 
among other things, that this assumption is not, by any means, essential 
and can be removed; however, what is really essential here is the simplicity 
of the eigenvalues. 
2. PRELIMINARIES 
In this section we introduce some of the notations and relations that will 
be used in the sequel; then we prove some useful lemmas and a theorem. 
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Consider the regular differential expression 1 defined by 
z(y)=P,(x)y’“)+P,(x)y’“-l’+ ... +P,(x)y (2.1) 
in the interval Z= [a, 61, --oo < a < b < 00, where l/P,, P, , . . . . P,, are 
assumed to be real-valued and summable on Z. It is known [4, 12, 131 that 
I is self-adjoint if and only if m is even and 1 can be put in the form 
l(y)= i (-l)“(P,~k(X)y(k))(k), (2.2) 
k=O 
where m = 2n. For this to make sense, we assume that P, has continuous 
derivatives up to the order (n -k) inclusive on Z, k = 0, . . . . n. We define the 
quasi-derivatives of a function y by the formulae (cf. [ 131) 
dk 
Y Ckl = 2 dxk 
for k=O, 1, . . . . n- 1; 
d”y y["' = p, - 
dx” 
Y Cn+kl=pk-- for k 1 , 2, . . . , n . 
Hence, it easily follows that 
l(y) = yC2? 
Let y and z be two functions for which the expression 1 makes sense. 
Then, by integration by parts, we obtain Lagrange’s identity 
~b~~(y)dx-~6y~(~)d~=ly,zl.~=~-I~,~1.~=o, (2.3) 
CI 0 
where 
Cy,zl= i: {Y [k&1]Z[2n-k]- y[2n-k]Z[k-1] 1. (2.4) 
k=l 
For yEC 2n - “(I), let 
am,= F (OLj,kYCk~“(a)+Pj,kYCk-ll(b)), j= 1, 2, . ..) 2n (2.5) 
k=l 
be 2n linearly independent linear forms in yCk- “(a) and yck-‘l(b), 
k = 1, . . . . 2n. 
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Now consider the boundary-value problem 
l(y) = i?;, UBXdh (2.6 1 
21, 
U,(y)= 1 (M/&p -“(a)ffl,.,p -‘J(h))=O, 
k=l 
j= 1,2, . . . . 2n, 
where 1 is given by (2.2). 
(2.7) 
Since this problem always has the trivial solution y = 0, we shall only be 
interested in the nontrivial ones. 
It is shown in [ 13, p. 771 that this problem is self-adjoint if and only if 
From now on we shall only consider such a problem. 
In particular, for any two solutions y, z of (2.6)-(2.7), we have 
(2.8) 
CY> zl, = IIJ4 Zlb. (2.9) 
It is known (see [12]) that problem (2.6)-(2.7) has a discrete set of real 
eigenvalues {1,}?=, (may be void) and these eigenvalues can have no 
finite limit-point. If we denote the corresponding eigenfunctions by 
{(P~(x))?=~, then 
I 
b 
v/c(x) cp?z(x) aJx = 0 if k # IZ. (2.10) u 
Let A = (u~,~), B= (p,,,)j, k= 1, 2, . . . . 2n, and 
YCO’(X) 
Y(x)= YC”(X) 
i .I 
.
p-11(.4 
Then the boundary conditions (2.7) can be written in the form 
AY(a)= -BY(b). (2.11) 
The boundary conditions (2.7) can also be viewed as a system of 2n 
linear homogeneous equations in 4n variables yEk-il(u), ,~[“-‘l(b), 
k = 1,2, . . . . 2n. Since these boundary conditions are assumed to be linearly 
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independent, the rank of the coefficient matrix (A /II) is 2n and, hence, 2n 
of these variables can be expressed in terms of the others. This will be 
stated more explicitly in the following lemma. 
LEMMA 1. If A is nonsingular, then 
Y rkpll(a)= F yk,jy[‘-‘l(b), k = 1, 2, . . . . 2n (2.12) 
,=I 
for some constants y+, J’, k = 1, 2, . . . . 2n, satisfying 
Similarly, if B is nonsingular, then y [“-“(b), k= 1, . . . . 2n can be expressed 
in terms of ycipl’ (a),j= 1, . . . . 2n as in (2.12) and (2.13). Moreover, 
*Q Yk,,Y2n-k+ll.i-Y2n~k+l,jYk,i)= if i+j=2n+ 1 if i+j#2n+ 1. (2.14) 
Proof Equation (2.12) follows immediately from (2.11) with JJ~,~= 
-Cs”= I (A-‘)j,v (B)v,k. To show (2.13), we first observe that if Wj(y) = 0, 
j= 1, . . . . 2n are boundary conditions of the form (2.7) which are self- 
adjoint, i.e., they satisfy (2.8) and if V,(y) = 0, k = 1, . . . . 2n are boundary 
conditions obtained from W,(y) = 0 by elementary operations, then one 
can verify that V,(y) = 0 are also self-adjoint. Clearly (2.12) can also be 
obtained from (2.7) by elementary operations, hence (2.12) defines 2n self- 
adjoint boundary conditions. Equation (2.13) now follows from (2.8) by 
setting 
E,j, ~8 =6 j, \I = 
1 if j=v 
0 if j#v 
and B,,v = -+I,,“. 
Since (2.12) defines self-adjoint boundary conditions, it follows that for any 
y(x) and z(x) satisfying (2.12), we have (cf. 2.9)) 
CY, zlx=a= CY, Zl.x=b. 
But from (2.4) and (2.12) we have 
[y, z],=,= i [yCk-‘l(a) zC2n-k3(a)- yC2npk1(a) zck-l](a)] 
k=l 
Ck-ll(a) yC2n-kl(a) 
= i l&I(,) zP-*l(a)~ 
k=l 
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ij,i= i (Yk,,Y2n-k+I,i-Yk,rY2n-k+I,i)’ 
k=l 
Since 
[Ix Zl,=b = jgI I;::- 13;;; ;:::-::;;;~ 
then for (2.9) to hold we must have 
if i+j=2n+l,j=l,...,n 
otherwise, 
which is (2.14). 
(2.15) 
Q.E.D. 
Remarks. (1) If a system V= { V,(v) = 0; j = 1, . . . . 2~2) of boundary 
conditions is obtained from another system U = { U,(y) = 0; j = 1, . . . . 2n) 
by’ elementary operations, we shall say that V is equivalent to U. If U 
is of the form (2.7), then it is easy to see that the coefficient matrix corre- 
sponding to I/ can be obtained from the coefficient matrix corresponding 
to U by elementary row operations. 
(2) The coefficient matrix corresponding to (2.12), which is 
(Izn I -r), where r= (y,,,), can obviously be obtained from (A ) B) by 
elementary row operations. 
(3) If r is symmetric, then (2.14) is a consequence of (2.13,). 
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We have just seen that if A is nonsingular, then yckP1l(u), k= 1, . . . . 2n, 
can be expressed in terms of ~[‘~“(b), j= 1, . . . . 2n as described in 
Lemma 1 and similarly if B is nonsingular, then ytj- “(6) can be expressed 
in terms of yCk-‘I (a). However, if both A and B are singular, then in view 
of the fact that the rank of the matrix (A 1 B) is 2n, it follows that 2n of the 
variables yck-ll(a), yc”P’l(h), k= 1, . . . . 2n, can be expressed in terms of 
the remaining ones as described in Lemma 1. This case is essentially the 
same as in the case where A is nonsingular except that the notation is more 
complicated. Therefore, from now on we shall always assume, without loss 
of generality, that A is nonsingular. 
Consider the self-adjoint boundary-value problem (2.6)-(2.7) which we 
restate for convenience 
4Y)=AY, a<x<h, (2.6) 
uj(Y)=", j = 1, ..,, 2n, (2.7) 
where I(y) is given by (2.2) and U,(y) satisfy (2.8). 
Let Y,(x, 21, . . . . yZn(x, A) be the fundamental system of solutions of (2.6) 
which satisfy the initial conditions 
y-‘)(a, l”)=i5i,k; I j, k = 1, . . . . 2n. 
Thus, y = Cf: i Ciyi(x, 1”) is the general solution of (2.6). For y to satisfy 
(2.7) we must have 
; c;uj(y,)=o, j=l , . . . . 2n, 
i=l 
which is a homogeneous ystem of 2n linear equations in the 2n unknowns 
C;. To have a nontrivial solution, the rank of the matrix (U,(y,))f’J= 1 must 
be less than 2n. The determinant of this matrix is a function ‘in ;1 and 
independent of x; hence we may set W(A) = det(U,(y,)). It is known [12, 
pp. 14, 151 that IV(A) is an entire function in i which is not identically zero 
and whose zeros are the eigenvalues of problem (2.6t(2.7). It is also 
known that if 1 is a simple zero of IV(A), then the rank of the matrix 
(Ui(yi)) is 2n- 1. 
DEFINITION 1. The boundary-value problem (2.6) (2.7) is said to be 
one dimensional if there exists a (2n - 1) x (2n - 1) submatrix A(i) of 
W(A) = ( Ui(yj)); i, j= 1,2, . . . . 2n with the property that det(A(A)) # 0. 
If the boundary-value problem (2.6), (2.7) is one dimensional, then all its 
eigenvalues are simple. For, if A* is an eigenvalue with multiplicity r, r > 1, 
then ?+‘(A*) has rank 2n- r < 2n- 1; hence det(A)=O for any 
(2n - 1) x (2n - 1) submatrix A of W(A), which is a contradiction. 
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LEMMA 2. Let the houndury-vulue problem (2.6), (2.7) be one dimen- 
sional. Then, one can choose 2n - 1 houndwy conditions from (2.7) SO that 
(2.6), together with these 2n - 1 boundary conditions, has a unique solution 
(up to a multiplicative constunt) which is an entire function in i.. 
Proqf: To simplify the notation, we may assume, without loss of 
generality, that 
( 
U,(Y,) ... u10’2n I) 
A(i)= ; ; j . 
UZn~- I(Yl) .” u2n lb’*,,- I) 1 
This can always be done by reordering the rows and columns of W(n), i.e., 
by re-enumerating the boundary conditions (2.7) and the fundamental 
solutions JJ~(X, j”), j = 1,2, . . . . 2n. 
Now consider the boundary-value problem 
l(Y) = AY, a<x<b 
U,(y)=O, i= 1,2, . . . . 2n- 1. 
Let y,(x, n), j = 1,2, . . . . 2n be the fundamental system of solutions of (2.6) 
described above. Then, for y(x, jU) = Cz, C, y, (x, 3.) to be a solution of this 
problem, we must have 
2,I 
1 cjui(Yj)=o; i= 1, 2, . . . . 2n - 1. (2.16) 
j= I 
This is a system of 2n - 1 homogeneous linear equations in the 2n 
unknowns Cj. The coefficient matrix of this system is 
U,(Y,) ‘.. Ul(Y2J 
V(A)= ; ; ; , 
i u2,,-,(Y,) ..’ U2” -l(Y2n) 1 
which has rank equal to 2n - 1 since it contains a (2n - 1) x (2n - 1) sub- 
matrix A(1) with the property that det(A(J”)) #O. Therefore, (2.16) has a 
unique solution (up to a multiplicative constant), which is easily seen to be 
c, = -c,, det(Aj(l)) 
det(A(ll)) ’ 
j= 1, 2, . . . . 2n - 1, 
where Ai is the matrix obtained by replacing thejth column of A(il) by 
i UI(Y2n) U : 1 2n--liY2n) . 
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Since each v,(x, 2) is an entire function in 1 [ 12, p. 133, then so is 
det(d(il)). And in view of the fact that det(d(1)) ~0, it follows that C,, 
j= 1, 2, . ..) 2n - 1, is also an entire function in 2; hence, so is y(x, 1). 
Q.E.D. 
Now consider 
KY)=~.J4 adx<b, (2.6) 
u,(Y)=09 j = 1, . . . . 2n - 1. (2.17) 
Let ~(x, 1) be the unique solution of (2.6) and (2.16) determined by 
lemma 2. Thus cp(x, I) is also a solution of (2.6) and (2.17). Let us define 
41) by 
42) = U,,(cp)= E ( ~~~~~~~~~ ‘](a, 2) + BZn,k~Ckp “(b, 2)). (2.18) 
k=l 
Clearly, o(n) is an entire function in 1 since both cpCkP ‘](a, 2) and 
cpCkP “(b 3 J.) are and 1 is a zero of o(A) if and only if 1 is an eigenvalue of 
(2.6) and (2.7). 
The next theorem which will be used in the proof of the main theorem 
in Section 3 is also interesting in its own right. 
THEOREM 1. Let cp(x, A) be defined as above, Then 
x, A’) dx = ~(2’) w(A) - a(].) co@‘), (2.19) 
where ~(1) is an entire function in A. with no common zeros with w(A). 
Proof. From Lagrange’s identity (2.3), we have for y = cp(x, A) and 
z = cp( x, A’) 
(A - A’) 5” cp(x, A) cp(x, A’) dx 
a 
= [dx> n), dx? n’)l,=b- [dx, A), dx, A’)l,=, (2.20) 
where [~(x, A), cp(x, I-‘)] is defined by (2.4). Note that cp(x, ;1) is a solution 
of the system 
uj(cP(x, n))=“, j= 1, . . . . 2n - 1 
~h(cp(X~ 1)) = 4A) 
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which as in (2.11) can be written in the matrix form 
where 
q[“‘(u 2) 
i . 
’ 3 
cp[l’(x, A) 
@(x,/1)= 
cp 12n- ;J(x, i) 
\ 
‘1 
and Q(A) = 
0 
0 L! . w(n) 
Since A is nonsingular, we have, as in Lemma 1, 
211 
cp [k-1’(u, I”) = c yk.,qd- “(b, i) + Yf,,,,w(l.), (2.21) 
j= 1 
where yk,i are given in Lemma 1 and qj,k = (A -l)j,k. Thus, as in the proof 
of Lemma 1, we obtain by using (2.21) 
where 
a(n)= i F (~2n~k+1,2n~k,i-~k,2n~2n~k+I,r)(PC’-1’(b~IZ) 
k=l i=l 
and ii,, are given by (2.15). In view of (2.14), 
Cd% J*), cp(x, ~‘)I,=, = c4@ 21, dx, A’)L=b + 4n)d~‘) -a’) ON), 
which when combined with (2.20), yields (2.19). Q.E.D. 
Clearly, ~(2) is an entire function in % since (pc’ “(!I, A), i = 1, .,,, 2n, are. 
To show that ~(2) has no common zeros with w(A), let us recall that 1 is 
a zero of o(A) if and only if 1 is an eigenvalue of the problem (2.6)-(2.7) 
and that all the zeros of o(A) are simple. Let us denote these eigenvalues 
by {iln}F=0 and put i’=A,, in (2.19), then 
(A- 2,) J” cp(X> 2)cp,(x) dx = cr(1.J w(A), (2.22) a 
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where q,(x) = cp(x, A,) is the corresponding eigenfunction. By dividing 
both sides of (2.22) by (A-A,) and taking the limit as A -+ A,, we obtain 
/lq, /I* = j-” ln,(x)l* dx = 4&J o’(U 
a 
If a(&) = 0, then q,(x) is zero almost everywhere, which is a contradiction. 
Hence, IX(~) cannot have a common zero with o(A). Q.E.D. 
3. THE SAMPLING THEOREM 
In this section we prove our sampling theorem, which shows that 
Kramer’s sampling expansions associated with n th order self-adjoint 
boundary-value problems are nothing more than Lagrange-type inter- 
polation expansions. This theorem generalizes Theorem 2.1 in [22] and 
Theorem 1 in [23] not only to the case where the differential operator I 
has order 32 but also to the case where the boundary conditions are of 
mixed types. The role of the Wronskian in [22, 231 will now be played by 
the function o(A) introduced in Section 2. 
THEOREM 2. Consider the boundary-value problem (2.6)-(2.7) and let 
cp(x, A) be as defined in Section 2. If 
F(i) = lbf(x) cp(x, 2) dx 
(I 
for some f(x) E L2(a, b), then F(A) is an entire function which admits the 
sampling representation 
(3.2) 
where { Iz,,}r=o are the eigenvalues of the problem (2.6)-(2.7) and w(A) is the 
entire function defined by (2.18) which, without loss of generality, may be 
written in the form 
tfnone of the eigenvalues is zero 
if one of the eigenvalues, say ;1, = 0. 
409/158/l-19 
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Proqf First, since I is an entire function whose only zeros are the 
i,,‘s and they are all simple, then by Hadamard’s factorization theorem for 
entire functions [ 16, p. 2501 ~(3.) = H(A) Go,), where 
if none of the eigenvalues is zero 
G(i) = 
1 
ii (1-i) 
II =o 
jjj 1-L 
( > j-,, 
if one of the eigenvalues, say A,, = 0. 
II = 1 
and H(L) is an entire function with no zeros. Hence, 
w( 2) WA) (32) 
w’o = H(A,) G’(I,,)’ 
and (2.3) will now take the form 
where K(i) =F(A)/H(A). Therefore, without loss of generality, we may 
assume that o(A) = G(1). 
The integral in (3.1) converges absolutely and uniformly in view of the 
fact that 
2 
If(x) cp(x, 211 dx > 
< If( dx)(jh Idx, n)l’dx) < m> 
u 
and since cp(x, A) is an entire function in 2, then so is F(A). Since bothf(x) 
and cp(x, A) are in L2(a, 6), then 
and 
where 
f(x) = f m g$ 
FZ=O n 
(3.3) 
(3.4) 
(3.5) 
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and 
(3.6) 
q,(x) is the eigenfunction corresponding to the eigenvalue A,. The two 
series (3.3) and (3.4) converge in the sense of L*(a, b). From (3.1) and 
Parseval’s equality it follows that 
(3.7) 
since F(1,) =f(n). 
From (2.19) with A’=1,,, we obtain 
(A- AJ(cp? (Pn > = d&J 4A), (3.8) 
which upon dividing by (A-A,) and taking the limit as A + ,I, yields 
II% II2 = d&J w’(U. (3.9) 
By combining (3.7), (3.8), and (3.9) we obtain (3.2). Q.E.D. 
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