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Capítulo 1 
INTRODUÇAO 
A análise estatística da ocorrência de eventos aleatórios no tempo 
é relevante ern áreas corno bioestatística, atuária, demografia, epidemiologia e en-
genharia, entre outras. Por exemplo, em ensaios clínicos, o paciente pode morrer, 
mudar para outros estados da doença ou abandonar o estudo. Esse tipo de estudo 
estatístico também é chamado de "Análise Estatística de História de Vida)). 
Nesse estudo observa-se o tempo de ocorrência de um ou mais eventos 
ocorrendo aleatoriamente no tempo ou, o que é equivalente, para cada tempo t > O 
observa-se (conta-se) o número de ocorrências de um certo evento até o instante t. 
Na análise estatística de história de vida, a razão ou intensidade com 
que eventos ocorrem no tempo é fundamental. Assim sendo, modelos estatísticos 
para- dados de história de vida, devem i~1cluir especificações dessa intensidade que 
será o principal objeto da análise. 
Um exemplo simples desse tipo de estudo aparece na análise de dados 
de sobrevivência onde o evento de interesse é a ocorrência de uma "morte". Nesse 
exemplo, o interesse é a razão ou intensidade de morte, isto é, a função risco para a 
!. 
distribuição do tempo de sobrevivência. 
A análise estatística de dados de história de vida, pode ser encon~ 
trada já no século XVII no trabalho de J. Graunt (1662) (ver Glass (1950) e Benja-
min (1978)). Uma das mais importantes contribuições no estudo de história de vida 
aparece no trabalho de .Kaplan e Meier (1958) onde é discutido um estimador para 
i:t fuuçào distríbuiçã.o de sobrevivência. Outras importantes contribuições são as ge-
neralizações de \Vilcoxon, Kruskal Wallis e Savege (Gehan (1965); Brelow (1970); 
Peto c Peto (1972)). 
Um problema que frequentemente é encontrado nesse campo da es-
tatlstica é que raramente as observações possuem histórias de vida completas, isto 
é, as observações são censuradas. Durante os anos 60, apareceram muitos traba-
lhos em modelos de regressão pa.ramétricos com dados de sobrevivência censurados, 
tornando possível a inclusão de covariáveis na análise (Kalbfieish e Prentice (1980, 
p.68)). Cox (1972) propôs um m.odelo de regressão semi-paramétrica em dados de 
sobrevivência censurados, modelando a função risco. Esse trabalho t~ve uma. grande 
aceitação e grande influência na pesquisa prática e teórica em bioestatística. 
O modelo para o estudo de história de vida mais frequentemente dis-
cutido na. literatura, considera as variáveis aleatórias independentes e identicamente 
distr.ibuídas. No entanto, fenômenos aleatórios ocorrendo no tempo, em geral, sur-
gem segundo uma regra dinâmica. Portanto, parece natural realizarmos essa análise 
ern termos de processos estocásticos, onde podemos estender as metodologías para 
modelos de histórias de vida mais gerais que incluam dependência. 
Os trabalhos de Aalen (1975, 1978) foram fundamentais para o uso 
da moderna teor-ia de processos estocás~icos na análise estatística da distribuição 
do tempo de vida. Eles mostram que a teoria de processos de contagem fornece 
uma estrutura genJ, em que, por exemplo1 os dados de tempo de falhas censurados 
corn observações de uma cadeia Markov não homogênea podem ser analisados. Foi 
estudado nesses trabalhos o estirna.dor para intensidade acumulada empírica (Nelson 
(1969) e SutshuleT (1970)) e testes não paramétricas. Esse estudo, usa f01·temente 
2. 
a moderna teoria de martingale em tempo contínuo e integrais estocásticas e foi 
mais tarde utilizado para estender outros métodos 1 como os testes não paramétricas 
de uma ou k-amostras, modelo de regressão de Cox (Andersen et ai. (1982)), alisa-
mento por função ;'kernel" de intensidades acumuladas (Ramlau-Hansen (1983a)b)) 1 
estimação de máxima-verossimilhança em abordagens paramétrícas (Borgan (1984)) 1 
etc. O enfoque de processos de contagem também tem a vantagem de gerar provas 
diretas para as propriedades distribucionais dos estimadores e estatísticas de teste 
sobre os mais gerais pa.drões de censura (Aal.en (1978); Aalen e Johansen (1978); 
Gil! (1980a)). 
Neste trabalho estudaremos a estimação da função intensidade de 
um processo de Poisson nâo homogêneo) que é um caso particular de processos 
de contagem. As definições, resultados básicos e o algorítmo de simulação sobre 
processos de Poisson não homogêneos serão apresentados no Capítulo 21 juntamente 
com os necessários conceitos da teoria geral de processos pontuais. 
No Capítulo 3 a estimação da função intensidade de um processo 
de Poisson não homogêneo será feita, adaptando o método proposto por Ramlau-
Hansen (1983a,b) para a função intensidade de um processo pontual com intensidade 
multiplicativa. Esse método consiste em fazer o alisamento através de uma função 
~~kernel" do estimador sugerido por Nelson (1965 e 1973) e Aale.n (1975 e 1978) para 
estimar a função intensidade acumulada de um processo pontual 
No capítulo 4, faremos estudos para várias funções intensidades de 
processos de Poisson não homogêneo para distintas funções "kcrnel" e aspectos 
práticos na utilização do método serão discutidos, baseado na simulação do pro-
cesso de Poisson não homogêneo. 
Os resultados gerais da teoria de Martingale e os algoritmos usados 
no Capítulo 4, serão apresentados nos apêndices I e II, respectivamente. 
3. 
Capítulo 2 
PROCESSO DE POISSON NÃO HOMOGÊNEO 
Matematic.:"rnente, um processo de Poisson é um processo estocástico 
Y = { Y( t) i t E [O, co) L assumindo valmes nos inteiros não negativos, que satisfaz: 
i) Y(O) ~O; 
ii) P(Y(t + L'.i)- Y(t) ~ !) ~ aL'.t + o(L'.t), quando L'.t-> O, a> O; 
iii) P(Y(t + L'.t)- Y(t) 2: 2) ~ o(L'.t); 
iv) Y tem incrementos independentes, 
ou equivalentemente 
i) Y(O) ~O; 
ii) Y tem incrementos independentes; 
iii) Y(t)- Y(8) tem distribuição de Poisson com parâmetro (t- s)a. 
A equivalência das definições axiomáticas acima é bem conhecida 
(ver por exemplo Ka.rlin e Taylor (1974)). 
4. 
Se interpretarmos Y(t) como o número de ocorrências de um certo 
evento em [0, t], os axiomas refletem as seguintes propriedades: 
i) no tempo zero1 não temos nenhuma ocorrência; 
ii) <t ocorrência de um evento em um intervalo pequeno de tempo é 
proporcional ao tamanho do intervalo; 
jii) a ocorrência de mais de um evento em um pequeno intervalo de 
tempo tende a zero quando o comprimento do intervalo tende a 
zero; 
i v) a ocorrência de eventos em intervalos disjuntos é independente. 
O parâmetro a: de proporcionalidade1 pode ser interpretado como a 
taxa de ocorrência instantânea de um evento1 isto é1 
lim P((Y(t + 6t)- Y(t) = 1)) =a. 
b.t--->0 !:::.t 
Pode ser mostrado que os tempos entre ocorrência de eventos tem distribuição ex~ 
poncncial com parâmeho o: se e somente se o processo é Poisson (Hoel, Port e Stone 
(1978)). 
Um processo de Poisson homogêneo Y(t) possui a função média 
py(t) = cdefunçãocovariânciadadaporRy(s,t)=Cov(Y(s),Y(t)) = asparaO:S 
s ::; t, De uma maneira mais geral temos: 
Ry(s, t) 
Uma generalização natural do processo de Poisson homogêneo é 
aquela em que a. razão de oconência de eventos varia com o tempo. Consideremos 
um processo Y = {Y(t);t E [0 1 oo)} assumindo vdlores nos inteiros não negativos 
que satisfaz: 
5. 
a) Y(O) ~ O; 
b) Y tem incrementos independentes; 
c) P(Y(t + 61)- Y(t) ~ 1) = a(t)6t + o(61), quando 61 ~O 
onde o:(t) é uma função não~ negativa e) ]000 a(t)dt < oo; 
d) P(Y(t + 61)- Y(l) 2 2) ~ o(61) quando 61 _,O. 
Um tal processo estocástico é chamado Processo de Poisson não 
homogêneo com função intensidade a(t). 
Proposição 2.1. Se Y é um processo de Poisson não homogêneo com intensidade 
a(t), então 
P(Y(t)- Y(O) = k) ~ exp {-lo' a(u)du} [[ a(u)dur /k!, k ~O, 1, ... , I 2 O 
Demonstração: 
P0 (t + 61) 
Portanto, 
Seja P,(l) ~ P(Y(I) ~ k). Então 
P(Y(t + 61) ~O)~ P(Y(I) ~O, Y(t + 6t)- Y(t) =O) 1' 1 
- P(Y(t) ~ O)P(Y(t + 61)- Y(t) ~O)~ 
P0 (t){l- P[Y(t + 61)- Y(t) 2 !]} ~ 
~ 1'0 (1){1- P[Y(t + 61)- Y(l) ~ 1]- P[Y(t + 6t)- Y(t) 2 2]} ~ 
!:') P0 (t){l- a(t)6t + o(61)). 
Po(l + 61)- Po(t) ~ -a(1)611'0 (1) + o(6t) 
6. 
Temos então que 
Para. k 2: 1 
_Po"-(t:_+:_:Ll:::t"-.)_-_:_P"-'o(Cét) () 0 () o(L'.t) ~ = -Q t J'Q i + --
Llt L'.t 
I. Po(t + L'.t)- Po(t) (t) n (t) un A = -a r 0 . Ó.t-->0 u.t 
P;(t) = -a(t)P0(t) 
P;(t) __ ( ) 
P
0
(t) - a t 
d 
dt In P0 (t) = -a(t) 
In P0 (t) =-lo' a(s)ds 
(2.Ll) 
P,(t + L'.t) = P(Y(t + L'.t) = k) = I:; P(Y(t) =i, Y(t + L'.t)- Y(t) = j) = 
i+j=k 
= P(Y(t) = k, Y(t +L'. i)- Y(t) =O)+ P(Y(t) = k- 1, Y(t + L'.t)- Y(t) = 1)+ 
k 
+ I:;P(Y(t) = k-i,Y(t+L'.t)- Y(t) =i)= 
i=2 
= P(V(t) = k, Y(t + L'.t)- Y(t) =O)+ P(Y(t) = k- 1, Y(t + L'.t)- Y(t) = 1)+ 
7. 
k 
+ 2...:P(Y(t) = k- i)P(Y(t + t:.t)- Y(t) =i)= 
i='2 
= P(Y(t) = k, Y(t + t:.t)- Y(t) =O)+ P(Y(t) = k- 1, Y(t + t:.t)- Y(t) = 1)+ 
k 
+L P(Y(t) = k- i)o(L'.t) = 
Í""2 
= P(Y(t) = k, Y(t+L'.t)-Y(t) = O)+P(Y(t) = k-l, Y(t+L'.t)-Y(t) = l)+o(L'.t) = 
= P(Y(t) = k) P(Y(t+L'.t)-Y(t) = O)+P(Y(t) = k-1) P(Y(t+t:.t)-Y(t) = l)+o(L'.t). 
portanto 
P,(t + L'.t) = P,(t) {1- e>(t)t:.t + o(6t)} + p,_,(t) {e>(t)t:.t + o(6t)) 
e 
P,(t + 6t)- Pk(t) 
61 = -e>(t)P,(t) + a(t)P,_,(t) + o(6t). 
Segue que 
P;(t) = lim P,(t + ~)- P,(t) = -a(t)P,(t) + e>(t)P,_,(t) 
t.t-+0 t 
ou 
8. 
Multiplicando ambos os termos da expressão acima por exp{fo a(s)ds} temos: 
c 
~ [lW) exp {[ a(s )ds}] = a(t)P,_1(t) exp {[ a(s)ds} (2.!.2) 
Se k = 1 
,~1 [P,(t)exp{[a(s)ds}] =a(t)Po(t)exp{fo'a(s)ds}. 
Utilizando (2.1.1) ternos 
a(t)Po(t)exp {[ a(s)ds} = 
= a(t) exp { -l a(s)ds} exp {l a(s)ds} = a(s) 
e consequentemente 
P1(t)exp{l a(s)ds} = l a(s)ds 
Induzimos para k - 1, temos 
( )'-! f~ a(s)ds t 
(k- 1)! exp{- fo a(s)ds}. 
9. 
Provemos para k, De (2.1.2), temos 
( 
t )k-t d ' t fo a(s)ds t 
dt [P,(t)exr{fu a(s)ds}] ~a(t)Po(t)exp{i a(s)ds}x (k-!)! exp{-1 et(s)ds} 
d[ {f' }] (J~et(s)dst' di h(t)exp lo a(s)ds ~ a(t) (k -!)! 
Portanto 
( t ) k t fo a(s)ds 
P,(t)exr{fu a(s)ds} ~ k! 
e 
( )
k f~a(s)ds t 
P,(t) ~ k! exp { -1 a(s)ds} 
o 
Um processo de Poisson não homogêneo pode ser obtido através de 
urna, transformação na escala de tempo em um processo de Poisson homogêneo com 
intensidade 1. 
Proposição 2.2. Seja Y(t)) t 2:: O) urn processo de Poisson homogêneo com in~ 
tensidnde ]. Se definimos X(t) ~ Y(A(t)), t 2 O, onde A( I) ~ fd o;(s)ds, então 
X(i), t :::: O é um processo de Poisson não homogêneo, com função intensidade 
a(t), t 2 O. 
Dernonstração; 
!) X(O) ~O, puis X(t) ~ Y(A(t)) e A(O) ~O. 
10. 
P[X(to) = Wo, X(t,)-X(t,) = w1 ,X(t3)-X(tz) = w2, •.. ,X(t .. )-X(t.-1 ) = w0 ] = 
P[Y(Y(A(to)) = Wo, Y(A(t,))-Y(A(to)) = w,, ... , Y(A(t,.))-Y(A(In-1)) = W 0 ] = (*). 
Como A é não decrescente, os intervalos (A(t0) - (A(t1)], (A(t1) -
A{t 2 )], .•• são disjuntos e como Y(t) possui incrementos independentes, temos 
(•) = P(Y(A(to)) = w0 )P(Y(A(t,))-Y(A(to)) = w1) .•. P(Y(A(t .. ))-Y(A(t .. _1)) = w.) = 
P(X(to) = w0 )P(X(t1)- X(t0 ) = w1) ••. P(X(t,.)- X(t._1) = w,.) 
Portanto X(t) po.,::;ui incrementos independentes. 
Queremos mostrar que: 
3) P{X(t+Llt)-X(t)= I} =a(t)Llt+o(Llt). 
P{X(t+Llt)-X(t) =I}= P{Y(A(t+Llt))-Y(A(t)) =I}= (A(t+Llt)-A(t))+o(A(t+ilt)-A(t)) = 
= a(t)Llt + A(t + Llt)- A(t)- a(t)Llt + o(A(t + Llt)- A(t)). 
Claro que A(t + Llt)- A(t)- a(t)Llt = o(Llt) quando Llt--. O, pois a(t) =A'( I). 
Seja 
<p(t, Llt) = o[A(t + Llt)- A(t)]. 
Entào 
<p(t, Llt) = o(Llt) quando Llt ~O, 
pois temos que 
]]. 
lim <p( t, !l.t) ~ O 
~t~o A(t + !l.t)- A(t) 
então provemos que tp(i, t..t) = o(b.t), lsto é 
Temos 
(t,!l.t) 'f'(t,!l.t) [A(t + !l.t)- A(t)] 
~ 
!l.t [A(t + !l.t)- A(t)] !l.t 
lim 'f'( I, 61) ~ Oa(t) ~O 
D.t->0 t:.t 
pülS 
lim A(t + 61)- A(t) ~ A'(t) ~ a(t) < oo 
ó.t--+0 !.lt 
portanto 
o[A(t + 61)- A(t)] ~ o(6t). 
Ap, ,r a segue que 
P[X(t + 6t)- X(t) ~ l} ~ a(t)6t + o(6t) 
4) P{X(t + 61• - X(t) 2: 2} ~ P{Y(A(t + 6t))- Y(A(t)) 2: 2} tomando-se 
t1 = A(t) para A(t inversível, temos 
12. 
P{[Y(AW'(t')) + llt'))- Y(t')] ?': 2} ~ 
P{[Y(t' + A(llt'))- Y(t')] 2: 2} ~ o(A(Ilt)) ~ o(llt) 
logo X(t) é um processo de Poisson não homogêneo com função intensidade o:(t).D 
A Proposição 2.2. é útil principalmente na simulação de processos 
de Poisson não homogêneos. 
Processos de Poisson são casos particulares do que é conhecido na 
literatura como processos pontuais ou processos de contagem. O trabalho de Aal-
len (J 975 e 1978) permitem que a teoria moderna de processos estocásticos, maís 
particularmente a temia de martíngale, possa ser usada na análise estat1stica de 
processos pontuais. 
A seguir faremos uma revisão da teoria básica de processos pontuais 
e estudaremos os processos de Poisson como casos particulares. 
Seja (fl, :F, P) um espaço de probabilidade e { Tn, n E JN} uma 
sequência de variáveis aleatórias em (fl, F) tomando valores em [O, ooL satisfazendo 
com probabilidade 1, isto é, uma sequên~ía de variáveis aleatórias estendidas positi-
vas. Se {F1, t 2: O} uma família de sub-cr-álgebras de :F, com :Fs C :.Ft, paras :S t, 
e se 
(2. l) 
13. 
então 11 sequênciú de variáveis aleatórias r,. é chamada processo pontuaL 
p, demos interpretar :Ft como sendo a 0"-álgebra contendo todos os 
eventos observad"s até o instante t, isto é, representando toda a informação ob-
tida durante o P' ríodo [0, t]. Por exemplo, se X = {X(t); t 2;:: O} é um processo 
estocástico defini,:o em (H, :F, P), podemos tomar Ft = O"(X(s); O ::; s ~ t). 
A .~ociado a um processo pontual podemos definir um processo de 
contagem. Para 1 lllto consideramos {r,.;n?: 1} um processo pontual e para cada 
i 2: O, seja {(N(t t 2: O)} o processo estocástico definido por 
~ 
N(i) = 2:: lL[o,tJ(rn) =número de Tn menores ou iguais a t. (2.2) 
n:1 
Então N = {N(t) I 2: O} é chamado de processo de contagem associado ao processo 
pontual {rn,n ,2' l}. Notamos que N(t) é um processo estocástico adaptado a 
{Ft, t 2: 0}, isto ,~, N(t) é uma variável aleatória em (D,Ft)· Cada trajetória 
amostra] é uma fuJJção escada contínua à direita, com limites à esquerda, N(O) = O 
e com número COIILá.vel de saltos de tamanho 1. 
Observamos que um processo pontual pode se1· interpretado como 
uma sequência de vuriáveis aleatórias que indica o tempo de ocorrência de um evento 
no tempo e o processo de contagem associado, corno o número de eventos que ocor-
renun at6 o tempo t > O. 
O processo pontual pode ser obtido do processo de contagem. Para 
tanto consideramos 
r 1 ·- inf{t,N(t) >O} 
Tz inf{t :> TJ>N(t)- N(r1) >O} 
A , cla.ção entre o processo de contagem e o processo pontual é ilus-
14. 
trcvla através da .Figura 1, dada a seguir. 
N(i) 
n 
4 
2 
A teoria de processos de coni<Lgem pode ser usada para definir pro-
cesso de Poisson homogêneo e não homogêneo. 
Seja T1 , T2 , ••• , 1"n,... uma sequência de variáveis aleatórias, 
independentes e identicamente distribuídas (i.i.d.) com função densidade f(t) = 
ne-a-t, a > O, i > O. E sejam 
To O, 
Neste caso, como foi comentado anteriormente, se o tempo entre 
ocorrências de eventos são i.i.d. exponenciais com parâmetro a, 
15. 
00 
N(t) =I; ll[o,tJ(T,.) 
n=l 
é o processo de Poisson homogêneo com intensidade a. 
Para obtermos o processo de Poisson não homogêneo como um pro~ 
cesso pontual, utilizaremos a mesma idéía da Proposição 2.2. Consideremos r1 , T2, •.. , Tn 
a sequência de variáveis aleatórias dada anteriormente e seja A(t)::;:;: fo a(s)ds onde 
o:( t) é uma função integráve1, então r{, r~, ... , r:1 são pontos de um processo de 
Poisson não homogêneo com função intensidade acumulada A(t), se e somente se 
Tl A( 7;) 
r 2 = A(r~) 
siio pontos de um processo de Poisson homogêneo com taxa 1. No caso em que A(t) 
é inversível, podem_os tomar a seguinte sequência de variáveis aleatórias 
r{ A- 1(rt) 
T~ A - 1(r2 ) 
Então temos que r~, rf, ... , <são pontos de um processo de Poisson 
11ao homogêneo com função intensidade a(t). Esse método de transformação na 
escala de tempo é análogo ao método da transformação da probabilidade inversa para 
geração (contínua) de números aleatórios não uniformes. Para o ca.so em que A(t) ê 
não inversível, não podemos utilizar a inversa de A(t) e o método para obtenção de 
processo de Poisson não homogêneo pode ser encontrado em Lewis e Shedler (1979). 
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A decomposição de ~'Doob-Meyer"(ver Apêndice I), nos auxiliará na 
deflnição da função intensidade de um processo de contagem N = {N(t); t E [0, T]}. 
Para tanto assumimos que E(N(t)) < oo. Como N(t) é não decrescente, pode ser 
mostrado ser subma.rtingale. De fato 
N(t) ;o: N(s) para O~ s ~ t 
E[N(t)/F,]2: E[N(s)/F,] = N(s) 
A decomposição de ''Doob-Meyer" diz que 
N(t) = A(t) + M(t), (2.3) 
onde A(t) é um processo estocástico não decrescente e M(t) é urna rnartingale (ve1· 
Apôudice I). 
Assumimos (e pode ser mostrado que esta suposição é razoável (ver 
AaHen (1978))) existir um processo não negativo contínuo à direita À(t), adaptado 
a. {F1} 1 com limite à esquerda, tal que 
A(t, w) =i' .\(s, w)ds, (2.4) 
c que 
M(t) = N(t) -J,' -l(s, w)ds (2.5) 
é martingale quadrado integráveL 
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A variação quadrática de M (ver Apêndice I) ou também diamado 
processo de variància de M é dado por 
< M > (t,w) = l ,\(s,w)ds. (2.6) 
O processo À(t) é chamado de processo intensidade de N(t). Esse 
nome é justificado pois tomando a média de (2.5) temos 
lím ; E [N(t + 6t)- N(t) = 1/.F,] = 
ó.t--+0 o. i 
lirn -E !.(s)dsj.F, . 1 [/'+"' lÓ.t-+0 t:...t t 
Em particular se À(s) é contínua à direita e limitada 
J [J'+6t l lim AE À(s)dsjF, = .\(s) q.c. 
ó.t-o i,..J.t t 
Pode ser mostrado, mas a prova envolve resultados mais delicados 
sobre, a teoria de Martingale, que sob a suposição de À(s) limitada 
lirn; Var·[N(t+6t)-N(t)/F1]=!.(s) q.c .. 
ó.t-->0 i,..J.t 
Isto sugere que N(t) se comporta similarmente a um ''processo de 
Poisson" com intensidade estocástlca .\(t). Pela unicidade da decomposição de 
'(Dooh~Meyer", A(t) caracteriza o processo de contagem N(t). 
Consideremos, por exemplo o processo estocástico N = {N(t); t 2: 
0}, .associado ao processo pontual r 1 < oo e r,. = oo, n ~ 2, isto é, N tem dois 
estados O e 1 e o estado 1 é absorvente. Seja :Ft = a(N(s): s S t), logo 
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a(t) = lirn P (N(t + f:lt)- N(t) = 1/F,) = 
ó.t->0 
= lim-
1 
P(t<r1 <t+tlt/<7(N(s);O<s<t)= lirn -1 P[t<r1 <t+f:lt/r1 >i)= ó.t..__.,O f.lt - - - - ó.t->0 6,t - -
= !irn-}-P((t<r1 <;t+6t)nr1 >t) /P(r1 >t)= ó.t-.0 w.i -
1 jt+ó.t 
= lim- f(s)ds/(1-P(r1 <;t))= 
ót--+0 6.t t 
J(t) -~~ 
1- F(tr 
Observamos então que a intensidade do processo de contagem acima 
é exatamente o que em análise de sobrevivência é chamado função risco instantânea. 
Um caso particular do processo, por exemplo, é utilizado em análise 
de sobrevivência definido por: N = {N(t),t E (O,TJ}, um processo estocástico 
definido como O se o indivíduo está vivo no tempo t e 1 caso contrário. Seja T = 
inf{t,N(t) = 1}, a variável aleatória que representa o tempo de sobrevivência do 
indivíduo na população. Então a( i) mede a taxa de risco instantânea. 
Notamos que processos de contagem generalizam os processos de 
Poisson, permitindo não só que a intensidade varíe com o tempo mas também de 
rnaucira aleatória< Além disso, os tempos entre ocorrência de eventos, isto é r 1 , r 2 -
7 1 ,. _., Tn- Tn~l, não são necessariamente assumidos serem independentes. 
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Processos de contagem com processo intensidade da forma 
À(i, w) = a(t)Y(t), (2.7) 
onde t:.r(t) ô urna função determinística e Y(t) um processo estocástico adaptado a 
:Ft, são chamados processos de contagem com intensidade multiplicativa ou modelos 
multiplicativos. A função determinística a(t) é chamada função intensidade. A 
estimação da função intensidade a para este tipo de processo de contagem será 
objeto de estudo no próximo capítulo. 
2.1. Simulação do Processo de Poisson não 
Homogêneo 
Faremos aqui uma breve discussão sobre o método de simulação de 
um processo de Poisson não homogêneo baseado no trabalho de Lewis e Shcldetler 
(1979). 
O método consiste em tomarmos a inversa da função distribuição 
exponencial( i), aplicada em uma distribuição uniforme [0, l](U(O, 1)) para obter-
mos pontos 1'1 , 12, ... , Tn com distribuição exponenciaL Tornando r 1 = T1 , r2 = 
T1 + T?,, ... , Tn = Tn-J + 1~, geramos um processo de Poisson homogêneo e através 
desse processo, simularemos o processo de Poisson não homogêneo através de dois 
diferentes métodos: quando a função ~ntensidade acumulada A(t) é inversível1 e 
qu<tndo A(t) é não inversíveL Para o primeiro caso basta tomarmos a inversa da 
funç.ã.o intensidade acumulada como dado na Proposição 2.2. Quando a função 
intensidade acumulada A(t) não possui inversa, o método consiste em utilizar uma 
função intensidade acumulada inversível que se aproxime da função intensidade acu-
mulada não inversível, e então é comparada ao quociente das funções intensidade 
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a*(ri)/a(ri) (onde a(r;) é a função intensidade do processo de Poisson mw ho-
mogêneo corn funçào A(t) não inversível e a"(T;) é a função intensidade do processo, 
cuja A(t) se aproxima da não inversível) com um número gerado de uma U(O, 1), se 
o quociente for menor que o ponto (U(O, 1)), T; será conservado, e então os pontos 
T; que não forem desconsiderados serão pontos de um processo de Poísson não ho~ 
mogêneo cuja função intensidade é o:(t), onde i\(t) = Jci a(s)ds é não inversível. A 
prova encor"Jtra-se em Lewis e Sheldetler (1979). A seguir daremos o algoritmo da 
obtenção do processo de Poisson não homogêneo no segundo caso. 
Algoritmo: 
1- Gerar pontos T1 , Tz, ... , de um processo de Poisson não homogêneo {N"'(t) : t 2 
O} com função intensidade o:*(t), em um intervalo fixo (0, t]. Gerar um número 
de pontos iguais <1 n. 
2- Denotar os pontos ordenados por T(, Ti, . .. l T,';. Faça i = 1 e k = O. 
3- Gerar ui' unifon:nemente distribuídos entre o e 1. Se Uj :::; o:'" (r;" I a( Tt), faça 
k = k + 1 C Tk = Tk · 
4- Faça i = 'i + 1. Se í s; nl vá para 3. 
5- Retorne 7 1 1 T21 .•• , Tn 1 quando n = k incluindo também n. 
Este algoritmo e outro utilizados para a obtenção do processo de 
Poisson náo homogêneo, foram desenvolvidos no pacote estatístico SOC (EMBRAPA), 
e encontrados no Apêndice li. 
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Capítulo 3 
- -ESTIMAÇAO DE FUNÇAO INTENSIDADE 
DE UM PROCESSO DE POISSON 
- -NAO HOMOGENEO 
Neste capítulo estudaremos a estimação da função de intensidade de 
um processo de Poisson não homogêneo. 
Nosso principal objetivo) como foi dito na Introdução, é a adaptação 
do método não pararnétrico proposto por Ramlau-Hansen (1983) para estimação da 
função intensidade de um processo pontual com intensidade multiplicativa para a 
estimação da função intensidade de processos de Poisson não homogêneo. Como os 
métodos de estimação paramétricas para processos de Poisson nã.o homogêneos apa-
recem de maneira dispersa na literatura, discutiremos inicialmente alguns aspectos 
desse enfoque como um complemento ao nosso estudo. 
No caso paramétrica, isto é, quando a função intensidade da forma 
a(t,0) 1 é conheclda. exceto pelo valor de um parâmetro O E JR, o problema de 
obtenção do estimador de máxima-verossimilhança foi estudado por exemplo por 
Kutoyants (1975), Nandy (1983), Basawa & Prakasa Rao (1980), Svensson (1990), 
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onde diferentes esquemas de amostragem foram considerados. 
Por exemplo, seja {N(t);t E [D,T)} um processo de Poisson não ho~ 
mogêneo com função intensidade a(t, B). O intervalo [0, T) pode ser particionado 
em k subintervalos [to= O), [t 11 t2) ... [tk_1, tk = T) e o número de eventos observa· 
dos em cada subintervalo é respectivamente n1 , n 2 , ... 1 nk. Nesse caso as variáveis 
aleatórias observadas são Ni = N(ti)- N(ti_ 1 ), i = 1, 2, ... k. Como o processo 
de Poisson nã-o homogêneo tem incrementos independentes e Ni tem distribuição 
de Poisson com parâmetro ft:;_ 1 a(u, O)du, temos que a função de verossirnllhança é 
dada por: 
L( O)= P0 (N1 = n1 , N, = n2 , ... ,N, = n1 ) = 
k 
= rr (n,')~l (f, a(u,O) dufexp (-t a(u,O) du). 
;';;c; L 
O estimador de máxima.-verossimilhança é então obtido através da maximização de 
L( O) com respeito a O. 
No caso em que a(t, O) = OY(t}, onde O é um parâmetro a ser esti· 
macio e Y(t) uma função conhecida de t, usando o esquema de amostragem descrito 
no parágrafo anterior, a função de verossimilhança se reduz a 
1 { {T L' } k j'' 
= rr (n,!t 1 exp -0 lc Y(u)du X o '"' "' rr Y(u)du 
p=l o ;=1 tJ-l 
temos então que 
log L( O) 
k 
C+ Ln;'logO 
j=l 
1" 
- O lo Y(u)du 
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onde C é independente de e. Segue que o estimador de máxima~ verossimilhança de 
O é dado por 
I! N(T) (t Y(u)duf 
Note que somente o número total de eventos N(T) = ZJ=1 Nj, no 
intervalo [0, T) é necessário e não o número de eventos nos subintervalos. 
Se Y( t) = 1, então o processo é de Poísson homogêneo com parâmetro 
O. O estirnador de máxima~ verossimilhança de O, nesse caso, é: 
k 
Í) L:NJ/T N(T) I T. 
j=l 
O esquema de amostragem descrito anteriormente não leva em conta 
o instante de ocorrência de cada evento. Um esquema alternativo é aquele em 
que durante um intervalo de tempo pré-determinado, digamos [0, T), observamos o 
processo continuamente, o que é equivalente a, observarmos o instante de ocorrência 
de cada evento e o núrnero de eventos ocorridos durante o interva.lo [O, 'T). Nesse 
ca.so, nossas observaçôes consistem de valores das variáveis aleatórias, r 1 , Tz 1 ... , 
TN(T)< N(T). 
A obtenção da função de verossimilhança baseada na amostra N(T) = 
n, r 1 = tr, ... , TN(T) = tn é mais delicada. Para tanto consideramos o evento 
para .6.t; suficientemente pequeno, t0 =O e .6.t0 =O. Temos então que 
P{N(T) =n, Ti E (t1 -L.t,t1 +b.t]. ... ,T, E (t,-L.t,t,+L.t]) 
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P[N(t)=n,n;'=1r; E (t;-D.t;,t;+t!.t;]] = 
= P[N(t 1 - 6.t1 ) = O, N(t 1 + 6.t1)- N(t 1 - 6.t1) = 1, N(t2 - 6.t 2)- N(t1 +6.t1 ) =O, 
-N(tn- .6.t,.) = 1, N(T)- N(tn + b.tn) =O)= (incrementos independentes) 
n n 
=TI P [N(t;- t!.i;) - N(t,_, + 6t,_,) =O] x TI P [N(t; + D.t;) - N(t;- t!.t;) = 1] x 
xP [N(T)- N(tn + D.tn) =O] -
-g exp (-L::,,_, a(u,O)du) g P [N(t; + D.t;)- N(t;- 6t;) = 1] x 
= exp (- f" a(u, O)du) = (1) 
ltn+ó.tn 
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ternos que 
lirn 
ót;--tO 
P [N(t, + b.t,)- N(t,- b.t;) ~ 1] 
2b.t; =a(O,t;) 
logo para f:... ti pequenos i = 1, 2, ... 1 n 1 
(1) = g ( exp (- t~:~,,_, a(u,O)du) 26.t,a(O,t,)) exp (- t,L~::~, a(u,O)du) = 
temos que 
ti''-"''' a( u, O)du + iT a(u, O)du = 
Í=;;l t,--l t,+ót,. 
~ fT a(u,O)du -1 . . . . a(u,O)du. lo u[t,-At,t,+t.t,J 
Portanto 
(2) = TI e>(t,, 0)26.t1 exp (f'" a(u, O)du -1 a(u, O)du) 
iool lo u[t;-ót,,t,+t.t,] 
dividindo por 2b.ti e fazendo b.t; --+ oo, no limite ternos 
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" ( 1' ) =I\ a(t,,O) exp i a(u,O)du . 
que é a funçàü de verossimilhança para o esquema de amostragem e que pode ser 
escrito, usandt> integral estocástica com respeito ao processo {N(t); tE [O)TJ}, na 
forma 
( 
T T ) 
= exp L Ioga( i, O) dN(t)- i a(~, O) dp. 
Se a(t,O) = OY(t) temos que 
log L(O) = (f log(OY(t)) dN(t) - t OY(t) dt) = 
= (t (logO+ logY(~)) dN(fl.)- O { Y(t) dt) 
= (logO t dN(t) + t Y(t) dN(t)- O t Y(t) d(t)) 
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(logO N(T) + [ log Y(t) dN(t) +O [ Y(t) d(t)) 
8!ogL(O) = N(t) _ [TY() d 
ao o lo 1 t, 
port<Lnto 
ô N(T) 
Um outro tipo de amostragem é a que considera observações contínua..':> 
durante um período aleatório de tempo. Esse delineamento amostrai é comum na 
prática ern experimentos que contam até que um pré~determinado número de even-
tos tenha ocorrido. Suponhamos que estamos observando o processo a partir do 
tempo t = O e prosseguimos até que um número pré~fixado n0 de eventos tenha 
ocorrido. Assumindo que eventos ocorram em t 1, t 2, ••• ,tn0 , temos que nosso período 
final de observação é tno· Usando a argumentação similar ao caso anterior, obtemos 
a função de verossimilhança baseada em {N(t} = no, T1 = it, Tz = tz, ... , Tn = in} 
por 
A estimação não paràmétrica para a intensidade de certos processos 
de contagem, quando o processo é observado continuamente em um intervalo de 
tempo pré-fixado [O,T)) foi estudado por Aalen (1975 e 1978), que generalizou o 
estirnador proposto independentemente por Nelson (1969 e 1972) para a função 
intensidade acumulada. 
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Mais recentemente o método de "Sieves" proposto por Grenander 
(1981) foi estudado para a estimação da intensidade de certos processos pontuais 
por Karr (1987). 
Estudaremos a segmr o método de estimação não paramétrica da 
função intensidade proposto por Ramlau-Hansen (1983a). 
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3.1. Estimação da Função Intensidade de um 
Prc cesso Pontual por Alisamento através 
de ,Ima Função "Kernel" 
Ramlau-Hansen (1983a), introduziu um estirnador para a intensi-
dade de um processo de contagem generalizando o estimador proposto por Watson 
e Leadbetter ( !964) para funções risco, que por sua vez foi motivado pelo estimador 
introduzido por Rosenblatt (1956) para funções densidades de probabilidade. 
Assim corno os estimadores de Rosenblatt para densidade são ob-
tidos através de alisamento da função distribuição empírica, que é um estimador 
da função distribuição, o estimador proposto por Ramlau-Hansen é produzido pelo 
alisamento dos estimadores de Nelson-Aalen para a intensidade acumulada de pro-
ces:ms pontuaís. 
Rosenblatt (1956) considerou a seguinte situação: Sejam X 1 ... Xn 
v<-Hiá.veis ale<üórias independentes e identicamente distribuídas com densidade f e 
função distribuição F. Um estimador não víciado de F é dado pela função dis~ 
tribulção empírica Ê'n(x) = ~ Li~1 1i(~oo,;c](X;). Rosenblatt introduziu o seguinte 
cstimador para a densidade f: 
· 1 r= . (X- t) · 1 n (X- X( i)) J x) = b }.,=h - 11 - dFn(t) = nb ~f( b , (U) 
onde X(l), X(zJ, "') X(n) denotam as estatísticas de ordem correspondentes à amostra 
X 1 ,X2 , ... ,X11 . f{ é uma função chatnada "kernel', que satisfaz f_::'oo K(.s)ds = 1 e b 
um parâmetro positivo ( •~window"). 
Watson e Leadbetter (1964) estudaram estimadores para a função 
de risco ao im·,·s da função de densidade. Isto é1 para F uma função de distribuição 
concentrada e1 1 [O, oo) com densidade f e função risco 
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f( t) 
a(t) ~ I- F( i) 
com t 2_ O e i ( t) < 1, o seguinte estimador foi proposto: 
' 1 n (~) 
a(t) ~ -bzf(( . 1)' 
i=I n- t + 
(3.2) 
onde X(l), X( ,, ... , X(n), f{ e b são respectivamente, as estatísticas de ordem de uma 
amostra X 11 _\ 2 , ••• , Xn de F com F(O) = O, a função "kernel'' e "window''. 
Consideremos ;;tgora um processo de contagem N = {N(t), O < 
t S 1} com íutensidade rnultíplicativa: 
N(t) ~ l a(s) Y(s) ds + M(t), (3.3) 
onde M ( t) é uma martingale com média zero. Simbolicamente e de forma não 
rigorosa podemos escrever (3.3) como 
dN(t) a(t) Y(t) di + dM(t) (3.4) 
e 
E(dN(t)- a(t)Y(t)dt) ~O (3.5) 
Assim sendo 
1 
Y(t) dN(t) "'a(t)dt (3.6) 
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A expressão (3.6) sugere que um estimador natural da intensidade 
acumulada 
(3( t) l a(s)ds 
é dado por 
/J(t) = l Y:t) dN(t) 
Como Y(t) pode ser igual a zero, definimos J(t) 
redefinimos (:3.8) por 
(3'(t) = l a(s)J(s)ds 
(3.7) 
(3.8) 
(3.9) 
Nós assumirnos que E{J~ { ~\:))} ds} < oo, isso garante que a integral 
estocástica abaixo existe. O estimador natural de f3"(t) é 
/J•(t) = l { ;~~)} dN(s) (3.10) 
qunndo Y(s) =O, nós definimos J(s)/Y(s) =O. 
O estimador em (3.10) foi proposto e estudado de forma rigorosa por 
AaJen (1975 e 1978). Ele generaliza o estimador sugerido por Nelson (1965 e 1973) 
e Alfshiles (1950) no estudo da função risco com dados censurados. O estimador em 
(3.10) é chamado estimador de Nelson-Aalen. 
Devemos observai que a integral estocástica que aparece no estima-
dor de Nelson-Aalen é simplesmente a soma 
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:S [J(riJ/Y(riJJ. 
j:TJ$1 
Da teoria de integral estocástica (ver Apêndice I) segue que /J"- 13~ 
ó martingale llttegrável com processo de varíância 
De fato: 
< S•- fi" > (t) - J,' { ;\:\ J(s)} ds. 
(tr- fi") (t) = l ~i:>N(s) -l a(s)J(s)ds -
= f' J(s) dN(s)- f' a(s)J(s)Y(s)ds -
lo Y(s) lo Y(s) 
f' J(s) 
=lo Y(s) [dN(s)- a(s)Y(s)ds] = 
= f' J(s) dM(s) 
lo Y(s) 
<t·-fi">(t)=<t·-fi·,t·-f'>(t)-
(' J(s) [' J(s) 
=<lo Y(s)dM(s), lo YWdM(s) > (t) -
f' J'(s) 
=lo Y 2(s)d < M,M > = 
f' J' 
lo Y 2 d < M > 
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(3.11) 
onde a últim;, igualdade segue da teoria da integração estocástíca (ver Apêndice I) 
como 
< M > (t) l À(s)ds - l a(s)Y(s)ds 
temos que 
d<M>(t) a(t)Y(t)dt 
logo 
< S•- 13• > (t) = l :,(~;)a(s)Y(s)ds -
f'{J(s) } 
=lo Y(s) a(s) ds. 
o 
Usando (3.11) podemos obter a função erro médio quadrático 
ry(t) = E{S•(t)- 13•}' = E f' {a(s)J_(.sl} ds. lo Y(s) (3.12) 
A seguir exibiremos um estimador não viciado de TJ(t). Para tanto 
definiremos 
f)(t) l { :,(~;)} dN(s). 
De (3.3) e (H i segue que 
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• f'{J(s)} 
'1(1) =lo Y'(s) {a(s)Y(s)ds + dM(s)) 
= r' {a(s)J(s) d} r' J(s) dM( ) 
lo Y(s) 8 + lo Y'(s) s' (3.!3) 
o qual, é fácil notar, ser não viciado para TJ(t), pois basta tomarmos a esperança e 
o segundo terrno à direita da expressão será zero 1 pois E(M(t)):::::: O. 
O estimador de Rarnlau-Hansen é obtido do estimador da função 
intensidade acumulada íJ•(t) = f~ {J(s)/Y(s)) dN(s) pelo alisamento através de 
uma função "kernel" K. 
Este processo produz um estimador da intensidade a(t) ao invés da 
densidade acumulada f](t). Isto foi uma evolução na teoria da estimação não pa-
ramétrica., que por razões técnicas considerava somente estimadores de f3(t), quando 
em várias situações o objeto de real interesse é a função intensidade o:(t). 
Definição 3.1. (H.<Mnlau-Hansen (1983a)) Seja f{ uma função limitada, com inte-
gra.l igual a 1, e seja b (window) um parâmetro positivo. O correspondente estimador 
de "kerneP' para a intensidade a( t) é dado por 
1 r' (t-s) . &(t) = b lo f( -b- df3'(s), (3.14) 
onde d~'(s) = {J(s)/Y(s))dN(s). 
Notamos que se os tempos de saltos de N(t) são 1 11 1 2 , .•. então po-
demos reescrever (3.14) da seguinte maneira 
&(t) = ~ r' K ( 1- s) { J(s)} dN(s) 
b lo b Y(s) 
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1 (t- T) ~ b L, f{ -b-' J(r;)/Y(r;) 
' 
(3.15) 
que é melhor do po1üo de vista computacional. 
O estimador de Ramlau-Hansen (1983a) é chamado de estimador 
dt ~'kerneP' pilra a função intensidade a(t) de um processo de contagem N com 
intensidade D!:tltíplícativa, isto é, um processo da forma 
N(t) ~ L a(s)Y(s)ds + M(t) (3.16) 
Retornando ao estimador (3.2) de Watson e Leadbetter para a função 
risco podemo~; verificar que temos um caso particular do estimador de Ramlau-
Hansen. Para Lanto definimos o processo de contagem 
Y(t) ~ n- N(t-) 
e 
" 
n 
N(t) nF,.(t) ~ L_ n1,,,1(X,) - L_nJo,tJ(X(il) (3.17) 
i=l i=l 
como antcTiOlliente, temos que X 1, X 2 , •.. ,Xn são variáveis aleatórias independentes 
e identicarnenle distribuídas com distribuição F', concentrada nos reais não negativos 
e densidade f Seja :Ft = a{N(s);s :$ t} e :Ff.. = ns<tFs. a função intensidade do 
processo pode ser mostrada ser: 
.\(t) ~ a(t) Y(t) 
e o correspondente est-imaclor 
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3.2. Média e Variância do Estimador 
Para simplificação matemática, nós assumiremos que a função "ker~ 
nel" tem supon c em [ ~ 1, 1], o qual, para propósitos práticos não é uma restrição 
reaL Se O < b <-_ 1/2 e introduzirmos 
l f (t-s) c>'(t) ~ b f( -b- df]"(s) ~ 
=f K(t- bu)a(t- bu)J(t- bu)du 
37. 
(3.18) 
r>ara I E (b, 1 b]. 
A média de &(t)) variância e um estlmador não viciado da variância 
estão contidos na. seguinte proposição: 
Proposição :l.l: (Ramlau·Hansen (1983a)). Seja 
l 
Kr(s) = bK(s/b) e j(s) = E(J(s)) 
Então 
E(&(t)) = E(a•(t)) =(I<,* (aj))(t) (3.19) 
onde * denot<1 convolução ordinária. 
E além disso, 1 c mos 
a 2(t) = E{&(t)- a•(t)) 2 = 
1 j' ., ·{J(t-bu)}d 
= b -r A (u)a(t- bu)E Y(t _ bu) u (3.20) 
para tE [1!1 1 - b]. Um estimador não viciado para o-2 (t) é 
õ-'(t) l {' ''(t-s) { J(s)} b2 lo h -b- Y'(s) dN(s) (3.21) 
p<rra tE [b, l ·· b]. 
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Demonstração: 
E(â(t)) =E( o!)= E G [f( C~ 8 ) dfl"(s)) = 
=E G L K(u/b)â(t- u)du) = 
11 K(u/b), =E _1 b a(t-u)J(t-u)du= 
=L Iqu)a(t- u)J(t- u)du = 
= I<b * (aj)(t) 
I( 
E(â(t)) = E(c?(t)) = b * (aj)(t) 
o 
Para provarmos (3.20) segue pela definição de ô: e a\ que 
â(t)- a"(t) = ~ [ 1( C~ 5 ) d(P"- fl")(s) 
c por (3.18) temos que /J"- f3* é martingale. Pela equação (3.11) 1 
, .• , 1,(1z(t-s){"'(s)J(s)} /c{ct(t)- a (t)) = 6,/o lo f( - 6- l"(s) ds 
I j' , {J(t-bu)} 
= IP _
1 
h 2 (u)a(t- bu)E Y(t _ bu) du. o 
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3.3 Estimação da Função Intensidade de um 
Processo de Poisson não Homogêneo 
Corno vimos no Capítulo 2, um processo de Poisson não homogêneo é 
urn processo J mtual com processo intensidade determinístico e pode ser visto corno 
um processo ic contagem com intensidade multiplicativa onde o processo Y(t) é 
consta.nte e ig 1al a 1, isto é, o processo intensidade igual a função intensidade a(t). 
Nesse caso os ,•stimadores de Nelson-Aallen para a intensidade acumulada se reduz 
a 
f'(t) ~ 1' {~i:\} dN(s) ~ N(t) (3.22) 
pois J(s) = ll o}c, Y(s) = Il{o)c(s) = 1 e N(s) é uma função crescente de saltos de 
tamanho 1. 
O estimador de ''kerneP' para a é 
) (t- T) â(t) ~-"E f( -'
b ·r, b 
(3.23) 
onde T; denoL os saJtos de JV(t). 
A média de â(t), variância e um estimador não viciado da variância 
para. a função intensídade a(t) de um processo de Poisson não homogêneo são dados 
por 
E(&(t)) ~ I:,K.(r;)a(t- T;) ~ (K& * a)(r;), (3.24) 
onde K,(t) ~ ! K(l). 
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lf' 
<7
2(t) = b lo K2(s)a(t- bs) para tE [b,l- b), (3.25) 
&'(t) = :, ~ K 2 c~ r;) 
' 
para tE [b,l- b). (3.26) 
3.4. Resultados Assintóticos do Estimador de 
Função "kernel" 
Em geral, o estimador de ~1kerneP' dado na definição 3.1, é um est.i· 
mador vicia.d() de a( i) como mostra a proposição 3.1. Entretanto, é possível mostrar 
que é assintoL,·a.mente nào viciado e apresentaremos a seguir, a expressão assíntótica 
para a variâw !it. Para ilustrarmos nosso trabalho comentaremos as demonstrações 
que aparecem no trabalho de Ramlau-Hansen. 
Se nós considerarmos uma sequência {Nn(t)i n E IN} de proces-
sos de contag(·m unidimensionais, cada qual com processo intensidade da forma 
Àn ( t) = a(t)) ,, (i). Podemos construir uma sequêncla correspondente de estima-
dores de "kcn;el", que denotaremos por Ô:n(t). Nós usaremos o índice ~~nn para 
indicar a depc:1dência do processo de contagem. Note que nós assumiremos que a 
funçã.D ~~kernL.J" é fixa (i.é, independente de n), com 1'window" b dependendo de n, 
isto é usual Il<t literatura. Tornemos.Nn um processo de contagem quando o estudo 
consiste de n i r1divfduos por itens. Então consideremos a seguinte proposição: 
Proposição 3.2: (Ramlau-Hansen (1983a)). Seja n -J. oo. (a) Se a intensidade a 
de Nn(t) é COliiÍrm<:t no ponto te se Jn = Eln ---1 1 uniformemente na vizinhança de 
t, onde J,. = li .u}c(Y;,(t)), então 
4!. 
Eâ,.(t) ~ a(t) (3.27) 
(b) Se (i) nE{J,.(s)jY,,(s)) ~ l/r(s) unifmmemente na vizinhança do ponto t, e 
(i i) a c T sào contínuas no ponto 't 1 então quando bn-+ O 
A prova dessa proposição envolve conceitos não triviais de análise 
matemática. 
3.4. L Consistência do Estimado r de "kernel" 
Sob certas condições o estirnador de '(kernel" é consistente. Os re~ 
sultados a seguir mostram a consistência em média quadrática fraca e uniforme. 
Proposição 3.3: (Ramlau-Hansen (1983a)) Consideremos a sequência {N .. } de um 
processo de colllagem uni-dimensional corno na Proposição 3.2. Assumimos que as 
condições da Proposição 3.2 (b) são válidas. Então 
E[&n(t)- a(t)]' ~O 
A prova da Proposição 3.3, segue da Proposição 3.2 (b) 
I' E é suficiente mostrar que E{a;,(t)- a(t))2-+ O. Visto que Jn -t 1 
nniformementi' em torno de t e já que 
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(3.29) 
segue que a;, li)- o(t) .!: O, de ta! maneira que exista constante c> 01 tal que 
licr~(t) ~ o{t): ::-.; c. Portanto, nós concluímos que E{a:~(t)- a(t)} --+ O quando 
n -t oo. 
Para anunciarmos um resultado mais forte sobre a consistência uni H 
fmme em média quadrática, consideremos o intervalo fixo [Zo,Zd com O < Zo < 
z1 < 1. 
Teorema 3.1. (H.amtau-Hansen (1983a)) Se assumimos que 
(i) Jn--+ l uniformemente em [0,1] quando n-+ oo, 
(ii) a é contínua em [O, 1], 
(iii) nry(l) c n J~ E ( Jn( s )/ Yn( s ))a( s )ds é finita quando n -> oo, e 
(i v) a funçi,u "kerneF' K tem variação finita. 
Então 
E {sup<E[Zo,Z>] I &n(t)- a(t) I'}-> O (3.30) 
A prova do Teorema 3.1. requer desigualdades estudadas na teoria 
avançada de I\lartingale. 
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3.5. Adaptação do Método Assintótico 
ao Processo de Poisson não Homogêneo 
Nosso objetívo é estimar a função intensidade a(t) de um processo 
de Poisson nitu homogêneo através da observação de n trajetórias independentes 
Ni1i,Ni21, .... Ni"'i do processo em [O,T]. Sejam &(!l(t),ê,i'l(t), ... ,&lnl(t) os cor-
respondentes cstimadores de Ramlau-Hansen para cada trajetória observada, re-
cordemos que NUl(t) pode ser vista como um processo pontual com intensidade 
multiplicativa .\(t) = a(t) I. 
Um estírnador natural de a(t) utilizando todas as trajetórias é: 
(3.31) 
Sejam N(l), N(2 ) •.• , N(n) as realizações independentes de um pro-
cesso de Poissu11 não homogêneo com função intensidade a(t) e definamos 
N, Ni'i 
N, JV(l) + JV(Z) 
N, Ni11 + Ni'l + .. _ + JVInl. 
Temos que N,, é urn processo pontual com intensidade a11 (t) = o:(t)n = o:(t)Yn(t) 
onde }~,(t) = 11, isto é, um processo de Poisson não homogêneo com intensidade 
rw:(t), De fato· 
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Sabemos que N('l(t) para i= 1, ... ,n são processos de Polsson não 
homogêneo ÜH tependentes, com densidade a( t ), então: 
ii) JVUl(!) possui incrementos independentes e 
iii) Ni'l(!)- Nlil(s) ~ Poisson [J; a(u)du] 
i) 
i i) 
Agora: 
N (O)="'' Ni'i(O) =O n f_,,=l 
Nn(t) possui incrementos independentes, pois como N(i)(t) possui incre-
mentos independentes temos que N11(ti)- Nn(t;_I) = L;j=1(JVU)(ti)-
JVUl(t;_ 1)) são independentes, logo 
= P (Nn(!o) = Yo) P (Nn(t,)- Nn(lo) = y,) · · · P (Nn(tn)- Nn(tn_,) = Yn) e 
iii) Nn(/1- Nn(s) = 2::)~ 1 Ni'l(t)- 2::~ 1 Ni'l(s) = I:J~ 1 (Niil(t)- N{ii(s)) é 
distnbuído como soma de Poisson independentes, isto é 
n L Poisson 
io;;;l 
então 
portanto, 
(/ <x(n )du) = Poisson [t, la( u )du] = Poisson [ n [a( u )du] 
Nn(t)- Nn(s) ~ Poisson [l na(u)] 
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é um procesS<J de Poisson não homogêneo função intensidade no(t) ou equivalen-
temente um pmcesso de contagem com intensidade multiplicativo Àn(t) = na(t) = 
o 
Note que a sequência {N,...; n E IN} é do tipo proposto na teoria 
assintótica, v) -ta na Seção 3.4. 
Agora seja. &,...(t) o estímador de Ramlau-Hansen correspondente ao 
processo Nn =-- L~1 NU). Comparando os estimadores d,...(t) e &n(t) com o mesmo 
parâmetro b, ! cmos que: 
(3.32) 
De fato, para /· = 1 
par<~ k = 2 
para k = n 
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N, 
= LAni = Anl + An2 + • • • + AnN, 
i""l 
onde Aij = ]( ((t- rki)/bn) e n; o número de saltos na trajetória i em [O,T]. Então 
somando pax<J Á~ de 1 até n, ternos, 
~ n Nl +N2+ ... N., 
nb,. &,. ( t) = :L; :L; A;; 
j=l i=l 
n ' 
nbn&n(i) =:L; :L; A;; (3.33) 
)=1 i=l 
Seja agora ân(t) o cstimador de "kernel" correspondente ao processo 
Nn = L:i~ 1 N 1 i. lt claro, que os tempos de salto rt>, de Nn são obtidos através da 
ordenaçã.o do" Tji. 
' 
nbn&n(t) =:L; Bj (3.34) 
j=l 
Como os Bk são obtidos através de um rearranjo dos Aij, então ternos 
que (3.33) é igual a (3.34), logo 
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portanto, temos que j Ó:n(t):::::: â,.(t) j. 
Para que bn -+ O, nb,. -+ oo e nb~ -+ oo, tomemos por exemplo 
bn = bjr/', b >O e b::; 1/2. Então as condições exigidas na teoria assintótica dada 
na Proposição 3.2, Proposição 3.3. e Teorema 3.1 1 continuam sendo satisfeitas, pois 
110 nosso caso Jn = R{o}c(Nn(t)) = li{o}c(n) = 1 para Vn. 
Temos portanto: 
i) )n = EJ11 = E(l)-+ 1 uniformemente na vizinhança de t, 
ii) nE{J,.(s)/Nn(s)) = nE{l/n} =I, portanto nE{Jn(s)/Nn(s)) ___, l uni-
formemente na vizinhança de t e 
iii) nq(l) '' n f0' E { Jn ( s )/ Nn ( s)} a( s )ds = f~ a( s )ds é finita quando n -. oo. 
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Capítulo 4 
' ASPECTOS PRATICOS NO USO DO 
ESTIMADO R 
Como já foi dito anteriormente, analisaremos aspectos práticos do 
método usandu simulações de processos de Poisson não homogêneos. Utilizaremos 
tres tipos de fullÇÕes intensidades: crescente e decrescente cujas funções intensida" 
des acumulada.' são inversíveis e uma onde a função intensidade acumulada é não 
inversível. 
Os algoritmos para a simulação do processo de Poisson nao ho-
mogêneo e par;:. o estimador de "kernel" estão descritos no Apêndice I I. Aqui dis-
cutiremos asp,<tos práticos no uso do proposto estimador de Ramlau-.Hanscn, na 
estim<tçã.o da fn11ção intensidade de um processo de Poisson não homogêneo. 
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Consideremos processos de Poisson não homogêneos, com funções 
intensidades c:-:c.olhidas através de estudos empíricos nossos as quais são dadas a 
segmr: 
1- a,(t) 13 exp { -0.61} 
{ 3 121 
9 
2- a 2(1) 
:3- 121 
{ 
0
3 
O<; I<;!; 
O:St<l/4 
1/4:'>1<3/4 
3/4 <; I < I e 
0:'>1<1/4 
1/4 :S t < 3/4 
3/4 <; t < L 
as correspond, ·ntcs funções intensidades acumuladas são: 
1-
2-- A,( I) 
3- A3( I) 
13/0.6 (1- exp { -0.61}) 
{ 
31 
3/4+61' 
33/8 + 91 
{ 
31 
3/4 + 6t' 
15/4 
0:<;1:<;1; 
0:'>1<1/4 
1/4<;1<3/4 
3/4:SI<le 
0:<;1<1/4 
1/4:'>1<3/4 
3/4 <; I < L 
Para as intensidades acima, simulamos os processos de Poisson não 
homogêneos p;,ra amostras de tamanho 10, 25 e 50. As trajetórias simuladas são 
apresentadas il Lravés dos respectivos T;, no Apêndice II. 
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4.1. Aspectos Práticos do Estimador de 
Rarnlau-Hansen 
A estimação das funções intensidades dos processos simulados (dadas 
anterionnente) serão feitas através do estimador (de "kernel") proposto na Seção 3.5 
em (3.32) qw· foi visto ser um caso particular do estimador de Ramlau~Hansen, 
estudado no C1.pítulo 3. Para estimar a função intensidade a( t ), fixamos uma função 
"kerncl"c um parâmetro "windown bn. O correspondente estímador será baseado nos 
Utilizaremos três tipos de funções "kernel": a função "kerneJl' de 
Epanechnikov ·s (muito citada na literatura, por exemplo: Ramlau-Hansen (1983a,b ), 
Andersen e Burgan (1984)), K(t) = 0.75(1 - 12 ) para I t I:S I, que no nosso caso 
será translada• I a para [0, 1], sendo então expressa por: 
]- o. 75(1 -(I - 2t) 2 ) paraO s; i $1; 
e outras duas funções ''kerner' sugeridas por Rohrer{l) 1 que são: 
')-
:l -
61-tllt-11 
30( -t)2(t- 1)2 
paraü:St:Sl 
para O S t :S 1 
Essas funções estão ilustradas no Gráfico 1 dado a seguir, 
Nota(!): ProL Dr. do IMECC- UNICAMP. 
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O primeiro fato observado no nosso estudo 1 fazendo uma análise 
através das ''Ldx~las 1 a 9, é que a influência da função "kernel11 é deveras importante. 
Isso contradi·_, o trabalho de Abdous (1990), onde existe a seguinte afirmação "a 
escolha da fllnção ~'kerne]" é não crucíal".Por exemplo no nosso caso1 a função 
intensidade o 1 ( t) estimada através das funções "kernel'' 1{2 ( t) e /(1 (t), parecem ser 
mais apropri;das que a função "kerneP' ]{3 (t), ver Tabelas 1 a 3 e note através do 
Gráfico 1 que os formatos das três funções "kernel'1 são semelhantes. 
A Tabela 10 e os Gráficos 2 e 3 dadas a seguir1 llustrarn a influência 
da função "k(·rncl". 
Tabela 10- &,(t), K3 (t), Kz(t), n =50, b = 1.70 e a,(t) 
n =50 
K 3(t) K 2(1) 
t &(t) á( t) a( t) &( t) á( t) a( t) 
0.0 0.00 0.00 !3.00 12.96 5.15 13.00 
0.1 0.05 0.55 12.24 10.24 4.25 12.24 
0.2 0.11 0.72 11.53 8.10 3.46 11.53 
0.3 0.13 0.85 10.86 6.50 2.77 10.86 
0.4 0.15 0.91 10.23 5.41 2.23 10.23 
b 1.70 0.5 0.17 0.95 9.63 4.74 1.85 9.63 
0.6 0.17 0.95 9.07 4.48 1.67 9.07 
0.7 0.16 0.99 8.54 4.52 1.67 8.54 
0.8 0.19 0.95 8.04 4.87 1.80 8.44 
0.9 0.22 0.90 7.58 5.36 1.96 7.58 
1.0 0.17 0.93 7.13 6.01 2.13 7.13 
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Gráfico 2- &1(t), ±2.0â"(t), K3 (t), n; 50, b; !.70 e a 1 (t) 
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L<i!nd•: 
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Existem vários trabalhos [tais como: Epanechníkov ( 1969), Scott 
(1979), Ramk,.u~Hansen (1983b), Bowman (1985), Abdous (1990)] que sugerem a 
escolha do pü6lmetro ~'window'' b. No nosso estudo essas sugestões não foram satis-
fatórias. Isso indíca que a escolha desse parâmetro depende fortemente da situação 
considerada. Por exemplo, o trabalho de Scott (1979), sugere que a escolha "ótima" 
de 6 seria hu = 3.49 S n- 113 onde s é o desvio padrão dos T;, isto é, 
S= L(r;-r) 
(
n -')I/2 
i=ot n- l 
onde T = Li~ 1 r;fn. Onde os T; são es tempos de ocorrência de eventos gerados 
através do processo de Poisson não homogêneo com intensidades a 1(t), a 2(t) e a3(t) 
dadas anteriormente. 
Ilustraremos este fato tomando a função a 1(t) para n =50 onde o 
método Je "S,·ott" nos dá b, = 3.495 n- 113 igual a 0.272794, Utilizando a função 
"kcrncP' K2 (t . obtivemos as seguintes estimativas para &(t) ,±2.0 do desvio padrão 
de ô{t) e a(t) jlttra O :S: t::;: 1, ilustradas na Tabela 11 e no Gráfico 4 dados a seguir, 
indicando que '"'escolha de bn é não apropriada. 
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Tabda 11 - ii1(t), â 1(t), J(2(t), n =50, bn = 0.272794 e o 1(t) 
n::::;: 50 
J(z(t) 
t &, ( t) ã,(t) a( t) 
0.0 1235.72 526.45 13.00 
0.1 927.67 415.85 12.24 
0.2 679.04 320.58 11.53 
0.3 478.50 239.78 10.86 
0.4 330.08 172.82 10.2~ 
b = 0.272794 0.5 236.00 120.86 9.63' 
0.6 197.07 91.65 9.07 
0.7 213.00 99.36 8.54 
0.8 284.61 140.03 8.04 
0.9 408.66 200.38 7.58 
1.0 590.07 375.06 7.13 
Grúfico 4- ii1(t), ±2.0&(t), K2(t), n =50, b = e a 1(t) 
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Lej<ndl: 
~ <li ;lll® os I!H~O 
a ... J inti l,lS t~pQ 
t. .... c ;nts us t"~' 
o ...... o m! vs tt~~p~ 
O mesmo foi observado para outras funções intensidades e outras 
funções '~kenwl". 
Fazendo-se estudos por tentativas e erros, os valores da ''window'' b, 
utilizados na estimação da função intensidade a:(t), que se mostraram satisfatórios 
p-ara as funções "kernel'' K 1(t) e K3 (t), foram b" = 1.48, b*"- = 1.90 e b*•* = 2.28. 
Uma observação a ser feita é que, como foi visto da teoria assintótica 
do estimador de Ramlau-Hansen dada na Seção 3.5, que o parâmetro t tem suporte 
entre b e 1 ~h, e no caso das intensidades a 1(t), a 2(t) e a 3 (t), t varia de O a 1, 
parecendo ser contraditório, mas continua sendo válido, pois tomando b11 = bjnt\ 
5 < 1/2, temo." quando n......., oo, que bjn6 ::; t $ 1- bjn6 implica em O< t::; 1. 
As Tabelas 1 a 9, evidenciam que a variância estimada de &(t) 
também é fortemente influenciada pela escolha do parâmetro Hwindow'' b. Nota-
mos também que. nã.o existem diferenças significativas nas estimativas de â(t) e ô-(t) 
para os diferentes tamanhos de amostra (n = 10, 25 e 50). 
As Tabelas 1 a 3, por exemplo, para a função intensidade o:1 (t) suge-
rem que se escolhermos b entre 1.48 e 1.90 e a função ''kernel" K2{t), as estimativas 
de &(t) serão rnais apropriadas. Para b = 1.55, o intervalo â 1(t) ±2.0 ô-(t) contém o 
valor real de (YJ (t). Isto é ilustrado no Gráfico 5, a seguir. 
e ara a função ((kernel" K1 (t), se tomarmos bem torno de 1.48, para 
<l função inten,.;idade n 1(t), podemos melhorar os valores das estimativas, e nesse 
caso para b = !.65, temos os valores de &1(t), ±2.0 do desvio padrão .Je â(t) e o 
valor real de o 1 (tL ilustrados no Gráfico 6, a seguir. 
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Gráfico 5 - ó 1(t) ±2.0&(t), I<,(t), n ~50, b ~ 1.55 e a 1(t) 
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Gráfico 6- &1(t), ±2.0&(1), I<1(t), n ~50, b ~ 1.65 e o 1(t) 
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Também no caso da função crescente a 2(tL observamos através das 
Tabelas 4 a 61 que as funções "kerneln K2(t) e J(1(t) 1 parecem ser melhores do que a 
função '(kernel" K3(t) e fazendo um refinamento em b1 com função "kernel'1 K 2(t), 
notamos que p;u·a b = 1 .60, o estimado r parece ser mais apropriado, ver Gráfico 7
1 
abaixo. 
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Gràllco 7- &2 (t), ±2.0&(t), K2 (t), n ~50, b ~ 1.60 e a 2 (t) 
, 
, 
, 
, 
'( 
, 
'. 
\ , 
., 
·.,, ' 
'>f., t ....... 
''·.. r .•• , ••. 
'•L, .. ,, r ~ .,·~~~:v.: ...•.. .D,,.,,.,.~ 
............. Y> •• 
D·~···~· 
0.-""'' 
o., .... ·• 
~··~--A-~L-~~­l),J• 
&." ..... o ........ n ....... . 
"-..a ...... "' -L .... ...s. ___ -~ ___ .s. ___ -~ ___ .s. ___ ; ... ,. _a_ ... -J 
O D, 16665 O.Jllll O.S ú.i666& O.illll I 
59. 
L<Jon~: 
a.__a U~ ill'»l- US teMpO 
t .... .J inti us t~ 
c ..... c in\l lil\OJ<po 
D ..... .D m tus tt.Hpo 
Para a função intensidade a3 (t) 1 onde a função intensidade acumu-
lada não possui inversa (foi utilizado o algoritmo de simulação 21 dado no Capítulo 2), 
foi observado tcJJnbém que as funções ''kerneln f(2(t) e K3(t) parecem ser mais apro-
priadas) ver Tabelas 7 a 9. 
Através das tabelas citadas acima, notamos para a. função "kernel'1 
K 2 (t) que se tomarmos b:::: 1.48, o estimador parece ser mais apropriado. Ilustramos 
a função &3 (t), ±2.0 do desvio padrão de &(t) e o valor real de a3 (t) 1 através do 
Gráfico 8, dado a seguir. 
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Gráfico 8 - à 3(t), ±2.0.7(t), f(2 (t), n =50, b = !.48 e a3 (t) 
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;\través dos Gráficos 4 a 8 observamos a grande influência de b nas 
. . 
estimativas da variância de &(t), pois a partir de t > 0.5 elas diminuem, isto é1 a 
amplitude do intervalo de confiança para &(t) com 0.5 :s; t < 1 é menor do que para 
oo;t:;o.5 
60. 
Tabela 1 - Função intensidade o:1(t) com n;;::: 10 
n::::: 10 
K 3(t) K 2(t) K 1(t) 
t á(t) ô( t) a( t) &(t) ô(t) a(t) &(t) ô(t) a(t) 
0.0 0.00 0.00 13.00 19.02 7.50 13.00 69.44 33.24 13.00 
0.1 0.02 0.65 12.24 15.00 6.21 12.24 47.63 23.88 12.24 
0.2 0.14 1.03 11.53 11.92 5.06 11.53 31.64 16.61 11.53 
0.3 0.15 0.95 10.86 9.51 4.07 10.86 20.43 11.09 10.86 
0.4 0.10 1.09 10.23 7.84 3.25 10.23 13.05 7.06 10.23 
b' : 1.48 0.5 0.17 1.05 9.63 6.79 2.64 9.63 8.62 4.29 9.63 
0.6 0.18 1.03 9.07 6.22 2.28 9.07 6.34 2.71 9.07 
0.7 0.26 1.00 8.54 6.03 2.15 8.54 5.71 2.25 8.54 
0.8 0.22 0.98 8.04 6.09 2.20 8.44 5.98 2.40 8.44 
0.9 0.26 0.94 7.58 6.40 2.33 7.58 6.75 2.67 7.58 
1.0 0.16 1.05 7.13 7.06 2.49 7.13 7.63 2.86 7.13 
0.0 0.00 0.00 13.00 10.74 4.21 13.00 27.98 13.26 13.00 
0.1 0.02 0.51 12.24 8.51 3.50 12.24 19.40 9.62 12.24 
0.2 0.11 0.65 11.53 6.82 2.87 11.53 13.05 6.77 11.53 
0.3 0.12 0.78 10.86 5.51 2.33 10.86 8.58 4.59 10.86 
0.4 0.08 0.90 10.23 4.62 1.89 10.23 5.64 2.97 10.23 
b" : 1.90 0.5 0.14 0.89 9.63 4.11 1.58 9.63 3.94 1.87 9.63 
0.6 0.15 0.89 9.07 3.89 1.42 9.07 3.19 1.82 9.07 
0.7 0.21 0.84 8.54 3.90 1.41 8.54 3.16 1.29 8.54 
0.8 0.18 0.88 8.04 4.09 1.51 8.04 3.62 1.52 8.04 
0.9 0.21 0.85 7.58 4.47 1.66 7.58 4.36 1.79 7.58 
!.0 0.13 0.92 7.13 5.08 1.82 7.13 5.24 2.03 7.13 
0.0 0.00 0.00 13.00 7.13 2.78 13.00 14.66 6.87 13.00 
0.1 0.01 0.42 12.24 5.67 2.32 12.24 10.24 5.07 12.24 
0.2 0.09 0.55 11.53 4.57 1.91 11.53 6.94 3.58 11.53 
0.3 0.10 0.67 10.86 3.72 1.56 10.86 4.61 2.45 10.86 
0.4 0.07 0.77 10:23 3.16 1.27 10.23 3.09 !.60 10.23 
b*"'"' = 2.28 () 5 0.12 0.78 2.63 2.84 1.08 9.63 2.24 1.04 9.63 
0.6 0.12 0.79 2.07 2.75 1.00 9.07 1.91 0.79 9.07 
0.7 0.18 0.79 2.54 2.81 1.02 8.54 2.00 0.84 8.54 
0.8 0.15 0.79 2.04 3.00 1.12 8.04 2.39 1.02 8.04 
09 0.18 0.78 2.58 3.33 1.25 7.58 2.98 1.24 7.58 
1.0 0.11 0.84 2.13 3.85 1.39 7.13 3.69 1.46 7.13 
61. 
Tabela 2 ~ Função intensidade o 1(t) com n = 25 
n:::::: 25 
K3(t) K 2(t) J(,(t) 
t &(t) ú( t) a( t) &(t) ú(t) a( t) &(t) ú( t) a(t) 
0.0 0.00 0.00 13.00 18.49 7.37 13.00 67.12 32.42 13.00 
0.1 0.05 0.63 12.24 14.60 6.10 12.24 45.96 23.27 12.24 
0.2 0.12 0.83 11.53 11.61 4.97 11.53 30.48 16.15 11.53 
0.3 0.15 0.95 10.86 9.34 3.99 10.86 19.65 10.78 10.86 
0.4 0.15 1.00 10.23 7.71 3.19 10.23 12.53 6.86 10.23 
b" = 1.48 0.5 0.20 1.00 9.63 6.64 2.59 9.63 8.29 4.19 9.63 
0.6 0.19 1.00 9.07 6.01 2.24 9.07 6.18 2.69 9.07 
0.7 0.19 1.03 8.54 5.76 2.12 8.54 5.55 2.25 8.54 
0.8 0.20 1.00 8.04 5.95 2.18 8.44 5.85 2.29 8.44 
0.9 0.26 0.95 7.58 6.33 2.32 7.58 6.62 2.64 7.58 
1.0 0.16 1.04 7.13 6.95 2.46 7.13 7.48 2.81 7.13 
0.0 0.00 0.00 13.00 10.44 1.14 13.00 27.06 12.91 13.00 
0.1 0.04 0.49 12.24 8.29 3.44 12.24 18.74 9.37 12.24 
0.2 0.10 0.67 11.53 6.65 2.82 11.53 12.59 6.59 11.53 
03 0.12 0.77 10.86 5.42 2.28 10.86 8.26 4.46 10.86 
0.4 0.12 0.84 10.23 4.55 1.85 10.23 5.43 2.88 10.23 
, .. ~ 1.90 0.5 0.16 0.86 9.63 4.03 1.55 9.63 3.80 1.83 9.63 
0.6 0.15 0.87 9.07 3.77 1.40 9.07 3.10 1.31 9.07 
0.7 0.16 0.91 8.54 3.76 1.40 8.54 3.09 1.29 8.54 
0.8 0.16 0.89 8.04 4.01 1.50 8.04 3.56 1.52 8.04 
0.9 0.21 0.85 7.58 4.42 1.65 7.58 4.30 1.77 7.58 
1.0 0.13 0.91 7.13 5.01 1.80 7.13 5.16 2.01 7.13 
0.0 0.00 0.00 13.00 6.94 2.73 13.00 14.18 6.87 13.00 
0.1 0.03 0.42 12.24 5.52 2.28 12.24 9.89 5.07 12.24 
0.2 0.08 0.56 11.53 4.45 1.88 11.53 6.70 3.58 11.53 
0.3 0.10 0.67 10.86 3.66 1.53 10.86 4.45 2.45 10.86 
0.4 0.10 0.73 10.23 3.11 1.22 10.23 2.99 1.60 10.23 
b*** = 2.28 0.5 0.14 0.75 2.63 2.80 1.07 9.63 2.17 1.04 9.63 
0.6 0.13 0.77 2.07 2.66 0.99 9.07 1.87 0.79 9.07 
0.7 0.13 0.81 2.54 2.71 1.02 8.54 1.97 0.84 8.54 
0.8 0.14 0.81 2.ü4 2.95 1.12 8.04 2.36 1.02 8.04 
0.9 0.18 0.78 2.58 3.30 1.24 7.58 2.95 1.24 7.58 
1.0 0.11 0.83 2.13 3.80 1.39 7.13 3.64 1.46 7.13 
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Tabela 3 · Função intensidade a 1(t) com n =50 
n =50 
K 3(t) K 2(t) Iú(t) 
&( t) &( t) a( t) ó( t) &( t) a( t) &(t) õ-(t) <>(t) 
0.0 0.00 0.00 13.00 17.81 7.10 13.00 62.19 30.36 13.00 
0.1 0.05 0.64 12.24 14.02 5.85 12.24 42.18 21.68 12.24 
0.2 0.13 0.82 11.53 11.04 4.74 11.53 27.67 14.98 11.53 
0.3 0.16 0.96 10.86 8.80 3.78 10.86 17.64 9.94 10.86 
0.4 0.16 1.02 10.23 7.23 3.01 10.23 11.19 6.30 10.23 
b' ~ 1.48 0.5 0.19 1.05 9.63 6.25 2.46 9.63 7.47 3.85 9.63 
0.6 0.19 1.03 9.07 5.78 2.16 9.07 5.77 2.52 9.07 
0.7 0.20 1.05 8.54 5.71 2.10 8.54 5.44 2.21 8.54 
0.8 0.22 1.00 8.04 6.02 2.19 8.44 5.94 2.40 8.44 
0.9 0.26 0.95 7.58 4.50 2.35 7.58 6.83 2.67 7.58 
LO 0.19 0.98 7.13 7.16 2.50 7.13 7.74 2.86 7.13 
0.0 0.00 0.00 13.00 10.07 3.99 13.00 25.15 12.12 13.00 
0.1 0.04 0.50 12.24 7.97 9.30 12.24 17.24 8.75 12.24 
0.2 0.10 0.66 11.53 6.33 2.69 11.53 11.45 6.12 11.53 
0.3 0.12 0.78 10.86 5.11 2.17 10.86 7.44 4.12 10.86 
0.4 0.13 0.83 10.23 4.29 1.75 10.23 4.87 2.66 10.23 
b~~ = 1.90 0.5 0.16 0.88 9.63 3.81 1.48 9.63 3.46 1.70 9.63 
0.6 0.16 0.89 9.07 3.64 1.36 9.07 2.93 1.26 9.07 
0.7 0.15 0.93 8.54 3.73 1.39 8.54 3.05 1.29 8.54 
0.8 0.17 0.90 8.04 4.06 !.51 8.04 3.61 !.53 8.04 
0.9 0.20 0.86 7.58 4.53 1.67 7.58 4.42 1.80 7.58 
LO 0.16 0.88 7.13 5.15 1.83 7.13 5.32 2.04 7.13 
0.0 0.00 0.00 13.00 6.70 2.64 13.00 13.20 6.30 13.00 
0.1 0.04 0.41 12.24 5.32 2.19 12.24 9.12 4.59 12.24 
0.2 0.08 0.56 11.53 4.24 1.80 11.53 6.11 3.24 11.53 
0.3 0.10 0.66 10.86 3.46 1.46 10.86 4.02 2.20 10.86 
0.4 0.11 0.73 10.23 2.93 1.19 10.23 2.69 1.43 10.23 
b*~* = 2.28 0.5 0.13 0.71 2.63 2.65 1.02 9.63 1.98 0.95 9.63 
0.6 0.14 0.80 2.07 2.59 0.97 9.07 1.78 0.76 9.07 
0.7 0.13 0.83 2.54 2.70 1.01 8.54 1.95 0.84 8.54 
0.8 0.15 0.81 2.04 2.99 1.12 8.04 2.40 1.04 8.04 
0.9 0.17 0.80 2.58 3.39 1.26 7.58 3.03 1.26 7.58 
LO 0.14 0.81 2.13 3.91 1.41 7.13 3.75 1.47 7.13 
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Tabela 4 · Função intensidade u 2(t) com n = 10 
n = 10 
J(3 (t) K2(t) K,(t) 
t &(t) ú(t) a( t) ó(t) Õ'(t) a(t) ii(t) Õ'(t) a(t) 
0.0 0.00 0.00 3.00 16.71 6.65 3.00 54.44 25.66 3.00 
0.1 0.04 0.63 3.00 13.10 5.42 3.00 36.14 17.88 3.00 
0.2 0.09 0.82 3.00 10.21 4.32 3.00 22.99 11.98 3.00 
0.3 0.10 0.87 3.60 7.95 3.37 3.60 14.04 7.65 3.60 
0.4 0.14 0.86 4.80 6.25 2.61 4.80 8.42 4.62 4.80 
&• ~ !AS 05 0.15 0.98 6.00 5.12 2.08 6.00 5.35 2.71 6.00 
0.6 0.14 0.96 7.20 4.68 1.83 7.20 4.15 1.87 7.20 
0.7 0.23 0.91 8.40 4.78 1.85 8.40 4.21 1.89 MO 
0.8 0.25 0.82 9.00 5.19 2.01 9.00 5.02 2.18 9.00 
0.9 0.19 0.84 9.00 5.99 2.23 9.00 6.15 2.48 9.00 
LO 0.22 0.77 9.00 6.85 2.42 9.00 7.27 2.72 9.00 
0.0 0.00 0.00 3.00 9.47 3.74 3.00 22.17 10.32 3.00 
0.1 0.04 OA4 3.00 7.47 3.07 3.00 14.90 7.28 3.00 
0.2 0.09 0.60 3.00 8.88 2.46 3.00 9.61 4.94 3.00 
0.3 0.11 0.69 3.60 4.63 1.94 3.60 5.98 3.20 3.60 
0.4 0.19 0.70 4.80 3.71 1.53 4.80 3.71 1.97 4.80 
b .. ~ ).90 0.5 0.15 0.83 6.00 3.12 1.26 6.00 2.52 1.23 6.00 
0.6 0.10 0.91 7.20 2.95 1.17 7.20 2.15 0.99 7.20 
0.7 0.15 0.95 8.40 3.12 1.23 8.40 2.39 Ll2 MO 
0.8 0.17 0.90 9.00 3.50 L39 9.00 3.04 L38 9.00 
0.9 0.15 0.94 9.00 4.14 1.57 9.00 3.91 1.65 9.00 
1.0 0.22 0.84 9.00 4.87 L75 9.00 4.86 1.90 9.00 
0.0 0.00 0.00 3.00 5.03 2.18 3.00 11.69 5.40 3.00 
0.1 0.03 0.37 3.00 3.89 L79 3.00 7.92 3.85 3.00 
0.2 0.08 0.51 3.00 3.15 1.45 3.00 5.16 2.63 3.00 
0.3 0.09 0.59 3.60 2.63 L17 3.60 3.25 1.72 3.60 
0.4 0.16 0.61 4.80 2.29 0.98 4.80 . 2.06 1.05 4.80 
b ... ~ 2.28 0.5 0.12 0.72 6.00 2.19 0.90 6.00 1.46 0.70 6.00 
0.6 0.08 0.80 7.20 2.33 0.92 7.20 L32 0.61 7.20 
0.7 0.13 0.84 8.40 2.58 LO! MO !.54 0.74 8.40 
0.8 0.15 0.81 9.00 2.91 L14 9.00 2.01 0.93 9.00 
0.9 0.13 0.85 9.00 3.30 1.27 9.00 2.66 1.15 9.00 
LO 0.17 0.78 9.00 3.77 L41 9.00 3.39 1.36 9.00 
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Tabela 5 - Função intensidade a2(t) com n = 25 
n = 25 
K3(t) K 2(t) K 1(t) 
t á( t) <7( t) a( t) ii(t) &(t) a( t) &(t) &(t) a(t) 
0.0 0.00 0.00 3.00 16.27 6.65 3.00 52.82 25.41 3.00 
0.1 0.04 0.61 3.00 12.69 5.32 3.00 35.05 17.68 3.00 
0.2 0.11 0.76 3.00 9.89 4.26 3.00 22.32 11.92 3.00 
0.3 0.14 0.87 3.60 7.78 3.33 3.60 13.68 7.64 3.60 
0.4 0.22 0.87 4.80 6.16 2.56 4.80 8.28 4.64 4.80 
&· = 1.48 0.5 0.16 1.00 6.00 5.11 2.09 6.00 5.37 2.75 6.00 
0.6 0.15 1.05 7.20 4.75 1.86 7.20 4.25 1.93 7.20 
0.7 0.18 1.06 8.40 4.84 1.89 8.40 4.35 1.94 8.40 
0.8 0.20 1.05 9.00 5.29 2.04 9.00 5.15 2.23 9.00 
0.9 0.21 1.03 9.00 6.05 2.25 9.00 6.25 2.52 9.00 
1.0 0.30 0.91 9.00 6.85 2.44 9.00 7.32 2.74 9.00 
0.0 0.00 0.00 3.00 9.22 3.69 3.00 21.51 10.22 3.00 
0.1 0.03 0.49 3.00 7.24 3.02 3.00 14.44 7.22 3.00 
0.2 0.09 0.61 3.00 5.69 2.42 3.00 9.32 4.91 3.00 
0.3 0.11 0.71 3.60 4.54 1.92 3.60 5.83 3.20 3.60 
0.4 0.17 0.73 4.80 3.66 1.52 4.80 3.65 1.98 4.80 
ó" = 1.90 0.5 0.13 0.84 6.00 3.12 1.27 6.00 2.53 1.24 6.00 
0.6 0.12 0.90 7.20 3.00 1.18 7.20 2.21 1.01 7.20 
0.7 0.15 0.92 8.40 3.16 1.25 8.40 2.48 1.15 8.40 
0.8 0.16 0.92 9.00 3.57 1.41 9.00 3.13 1.41 9.00 
0.9 0.17 0.92 9.00 4.19 1.59 9.00 3.99 1.68 9.00 
1.0 0.24 0.83 9.00 4.88 1.77 9.00 4.93 1.93 9.00 
0.0 0.00 0.00 3.00 6.14 2.45 3.00 11.34 5.35 3.00 
0.1 0.03 0.41 3.00 4.84 2.01 3.00 7.68 3.81 3.00 
0.2 0.07 0.52 3.00 3.83 1.62 3.00 5.00 2.62 3.00 
0.3 0.09 0.61 3.60 3.08 1.29 3.60 3.16 1.72 3.60 
0.4 0.15 0.64 4.80 2.51 1.03 4.80 2.03 1.08 4.80 
/r~= 2.2s 0.5 0.11 0.73 6.00 2.18 0.88 6.00 1.46 0.71 6.00 
0.6 0.10 0.78 7.20 2.13 0.84 7.20 1.36 0.63 7.20 
0.7 0.12 0.82 8.40 2.29 0.91 8.40 1.59 0.76 8.40 
0.8 0.13 0.83 9.00 2.62 1.05 9.00 2.07 0.96 9.00 
0.9 0.15 0.83 9.00 3.12 1.20 9.00 2.72 1.17 9.00 
1.0 0.21 0.76 9.00 3.68 1.34 9.00 3.44 1.38 9.00 
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Tabela 6- Função intensidade o:2(t) com n =50 
n =50 
K,(t) K,(t) !(,(t) 
t ii(t) ú( t) <>( t) &(t) &( t) a( t) ó(t) â(t) a(t) 
0.0 0.00 0.00 3.00 15.94 6.42 3.00 50.83 24.58 3.00 
0.1 0.05 0.57 3.00 12.40 5.22 3.00 33.56 17.11 3.00 
0.2 0.12 0.76 3.00 9.62 4.15 3.00 21.25 11.46 3.00 
0.3 0.15 0.90 3.60 7.52 3.24 3.60 12.96 7.31 3.60 
0.4 0.18 0.93 4.80 5.98 2.53 4.80 7.84 4.42 4.80 
b' ~ 1.48 0.5 0.16 1.02 6.00 5.02 2.04 6.00 5.13 2.62 6.00 
0.6 0.17 1.06 7.20 4.72 1.84 7.20 4.18 1.89 7.20 
0.7 0.20 1.06 8.40 4.85 1.89 8.40 4.38 1.95 8.40 
0.8 0.21 1.05 9.00 5.36 2.06 9.00 5.25 2.25 9.00 
0.9 0.22 1.01 9.00 6.14 2.28 9.00 6.38 2.55 9.00 
1.0 0.32 0.88 9.00 6.94 2.46 9.00 7.45 2.78 9.00 
0.0 0.00 0.00 3.00 9.05 3.62 3.00 20.72 9.89 3.00 
0.1 0.04 0.45 3.00 7.08 2.96 3.00 13.85 6.97 3.00 
0.2 0.09 0.61 3.00 5.54 2.37 3.00 8.89 4.73 3.00 
0.3 0.12 0.73 3.60 4.39 1.87 3.60 5.23 3.06 3.60 
0.4 0.15 0.78 4.80 3.56 1.48 4.80 3.46 1.89 4.80 
b"' ~ 1.90 0.5 0.13 0.86 6.00 3.07 1.24 6.00 2.43 1.20 6.00 
0.6 0.14 0.91 7.20 2.99 1.17 7.20 2.18 1.00 7.20 
0.7 0.16 0.92 8.40 3.17 1.27 8.40 2.50 1.16 8.40 
0.8 0.17 0.92 9.00 3.62 1.42 9.00 3.19 1.42 9.00 
0.9 0.18 0.90 9.00 4.26 1.58 9.00 4.07 1.70 9.00 
1.0 0.26 0.81 9.00 4.94 1.78 9.00 5.01 1.95 9.00 
0.0 0.00 0.00 3.00 6.02 2.40 3.00 10.94 5.18 3.00 
0.1 0.03 0.37 3.00 4.73 1.97 3.00 7.37 3.68 3.00 
0.2 0.08 0.52 3.00 3.72 !.58 3.00 4.77 2.52 3.00 
0.3 0.10 0.62 3.60 2.98 1.26 3.60 3.01 1.65 3.60 
0.4 0.13 0.67 4.80 2.44 1.00 4.80 . 1.93 1.03 4.80 
b*** :;:::; 2.28 0.5 0.11 0.75 6.00 2.14 0.86 6.00 1.41 0.68 6.00 
0.6 0.12 0.80 7.20 2.13 0.84 7.20 1.34 0.62 7.20 
0.7 0.13 0.82 8.40 2.30 0.92 8.40 1.61 0.76 8.40 
0.8 0.15 0.83 9.00 2.66 1.05 9.00 2.11 0.96 9.00 
0.9 0.15 0.82 9.00 3.17 1.21 9.00 2.77 1.18 9.00 
1.0 0.22 0.76 9.00 3.73 1.36 9.00 3.50 1.39 9.00 
66. 
Tabela 7 · Função intensidade o:3(t) com n = 10 
n = 10 
K3(t) K 2(t) J(l(t) 
t â( t) &(t) a(t) â(t) ã(t) o(t) â(t) ã(t) o(t) 
0.0 0.00 0.00 3.00 16.71 6.65 3.00 54.44 25.66 3.00 
0.1 0.05 0.57 3.00 13.10 5.42 3.00 36.14 17.88 3.00 
0.2 0.11 0.74 3.00 10.21 4.32 3.00 22.99 11.98 3.00 
0.3 0.14 0.84 3.60 7.95 3.38 3.60 14.04 7.65 3.60 
0.4 0.24 0.83 4.80 6.25 2.61 4.80 8.42 4.62 4.80 
b* = 1.48 0.5 0.18 0.98 6.00 5.12 2.09 6.00 5.35 2.71 6.00 
0.6 0.12 1.08 7.20 4.68 1.83 7.20 4.15 1.87 7.20 
0.7 0.19 1.10 8.40 4.78 1.85 8.40 4.21 1.89 8.40 
0.8 0.22 1.02 0.00 5.19 2.01 0.00 5.02 2.18 0.00 
0.9 0.19 1.07 0.00 5.99 2.23 0.00 6.15 2.48 0.00 
LO 0.27 0.92 0.00 6.86 2.42 0.00 7.27 2.72 0.00 
0.0 0.00 0.00 3.00 9.47 3.74 3.00 22.17 10.32 3.00 
0.1 0.04 0.44 3.00 7.47 3.07 3.00 14.90 7.28 3.00 
0.2 0.09 0.60 3.00 5.88 2.46 3.00 9.61 4.94 3.00 
0.3 0.11 0.69 3.60 4.63 L94 3.60 5.98 3.20 3.60 
0.4 0.19 0.70 4.80 3.71 !.53 4.80 3.71 1.97 4.80 
IJ•"' :;:::; 1.90 0.5 0.15 0.83 6.00 3.12 1.26 6.00 2.52 1.23 6.00 
0.6 0.10 0.91 7.20 2.95 1.17 7.20 2.15 0.99 7.20 
0.7 0.15 0.95 8.40 3.12 1.23 8.40 2.39 1.12 8.40 
0.8 0.17 0.90 0.00 3.50 1.39 0.00 3.04 1.38 0.00 
0.9 0.15 0.94 0.00 4.14 1.57 0.00 3.91 1.65 0.00 
LO 0.22 0.84 0.00 4.87 1.75 0.00 4.86 1.90 0.00 
0.0 0.00 0.00 3.00 6.03 2.48 3.00 11.69 5.40 3.00 
0.1 0.03 0.37 3.00 5.00 2.04 3.00 7.92 3.85 3.00 
0.2 0.08 0.51 3.00 3.95 L65 3.00 5.16 2.63 3.00 
0.3 0.09 0.59 3.60 2.54 1.31 3.60 3.25 1.72 3.60 
0.4 0.16 0.61 4.80 2.17 L04 4.80 2.06 1.05 4.80 
b"" ~ 2.28 0.5 0.12 0.72 6.00 2.10 0.88 6.00 1.46 0.70 6.00 
0.6 0.08 0.80 7.20 2.26 0.83 7.20 1.32 0.61 7.20 
0.7 0.13 0.84 8.40 2.57 0.90 8.40 1.54 0.74 8.40 
0.8 0.15 0.81 0.00 3.08 1.03 0.00 2.01 0.93 0.00 
0.9 0.13 0.85 0.00 3.67 1.18 0.00 2.66 Ll5 0.00 
LO 0.19 0.78 0.00 3.77 1.34 0.00 3.39 1.36 0.00 
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Tabela 8 ~ Função intensidade o 3 (t) com n ::;::; 25 
n = 25 
K3 (t) K,(t) ]{!(t) 
&( t) ú( t) a( t) <i(t) â( t) a(t) &(t) â( t) a( t) 
0.0 0.00 0.00 3.00 16.27 6.55 3.00 52.82 25.41 3.00 
0.1 0.04 0.61 3.00 12.69 5.33 3.00 35.05 17.68 3.00 
0.2 0.11 0.76 3.00 9.89 4.26 3.00 22.32 11.92 3.00 
0.3 0.14 0.87 3.60 7.78 3.33 3.60 13.68 7.64 3.60 
0.4 0.22 0.87 4.80 6.16 2.60 4.80 8.28 4.64 4.80 
ll';:::: 1.48 0.5 0.16 1.00 6.00 5.11 2.09 6.00 5.37 2.75 6.00 
0.6 0.15 1.05 7.20 4.75 1.86 7.20 4.25 1.93 7.20 
0.7 0.18 1.06 8.40 4.84 1.89 8.40 4.35 1.94 8.40 
0.8 0.20 1.05 0.00 5.29 2.04 0.00 5.15 1.23 0.00 
0.9 0.21 1.03 0.00 6.05 2.25 0.00 6.25 2.52 0.00 
l.O 0.30 0.90 0.00 6.85 2.44 0.00 7.32 2.74 0.00 
0.0 0.00 0.00 3.00 9.22 3.68 3.00 21.51 10.22 3.00 
0.1 0.03 0.49 3.00 7.24 3.02 3.00 14.44 7.22 3.00 
0.2 0.09 0.61 3.00 5.69 2.42 3.00 9.32 4.91 3.00 
0.3 0.11 0.71 3.60 4.54 1.92 3.60 5.83 3.20 3.60 
0.4 0.17 0.73 4.80 3.66 1.52 4.80 3.65 1.98 4.80 
b .. ~ 1.90 0.5 0.13 0.84 6.00 3.12 1.27 6.00 2.53 1.24 6.00 
0.6 0.12 0.89 7.20 3.00 1.18 7.20 2.21 1.01 7.20 
0.7 0.15 0.92 8.40 3.16 1.25 8.40 2.48 1.15 8.40 
0.8 0.16 0.92 0.00 3.57 1.41 0.00 3.13 1.41 0.00 
0.9 0.17 0.92 0.00 4.19 1.59 0.00 3.99 1.68 0.00 
LO 0.24 0.83 0.00 4.88 1.77 0.00 4.93 1.93 0.00 
0.0 0.00 0.00 3.00 6.14 2.45 3.00 11.34 5.35 3.00 
0.1 0.03 0.41 3.00 4.84 2.01 3.00 7.68 3.81 3.00 
0.2 0.07 0.52 3.00 3.83 1.62 3.00 5.00 2.62 3.00 
0.3 0.09 0.61 3.60 3.08 1.30 3.60 3.16 1.72 3.60 
0.4 0.15 0.64 4.80 2.51 1.03 4.80 2.03 1.08 4.80 
b"' ~ 2.28 0.5 0.11 0.73 6.00 2.18 0.88 6.00 1.46 0.71 6.00 
0.6 0.10 0.78 7.20 2.13 0.84 7.20 1.36 0.63 7.20 
0.7 0.12 0.82 8.40 2.29 0.91 8.40 1.59 0.76 8.40 
0.8 0.13 0.83 0.00 2.62 1.05 0.00 2.07 0.95 0.00 
0.9 0.15 0.83 0.00 3.12 1.19 0.00 2.72 1.17 0.00 
1.0 0.21 0.76 0.00 3.68 1.34 0.00 3.44 1.38 0.00 
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Tabela 9 · Função intensidade a3(t) com n =50 
n =50 
K3(t) K 2(t) J(,(t) 
t &(t) &(t) a(t) ó(t) ú(t) a(t) ã(t) ú(t) a(t) 
0.0 0.00 0.00 3.00 15.94 6.42 3.00 50.83 24.58 3.00 
0.1 0.05 0.57 3.00 12.40 5.22 3.00 33.56 17.11 3.00 
0.2 0.12 0.76 3.00 9.62 4.15 3.00 21.25 11.45 3.00 
0.3 0.15 0.90 3.60 7.52 3.24 3.60 12.96 7.31 3.60 
0.4 0.18 0.93 4.80 5.98 2.52 4.80 7.84 4.42 4.80 
u~=1.48 0.5 0.16 1.02 6.00 5.02 2.05 6.00 5.13 2.62 6.00 
0.6 0.17 1.06 7.20 4.72 1.84 7.20 4.18 1.89 7.20 
0.7 0.20 1.06 8.40 4.85 1.89 8.40 4.38 1.94 8.40 
0.8 0.21 1.05 0.00 5.36 2.06 0.00 5.25 2.25 0.00 
0.9 0.22 1.01 0.00 6.14 2.28 0.00 6.38 2.55 0.00 
!.O 0.32 0.84 0.00 6.94 2.46 0.00 7.45 2.78 0.00 
0.0 0.00 0.00 3.00 9.05 3.62 3.00 20.72 9.89 3.00 
0.1 0.04 0.45 3.00 7.08 2.96 3.00 13.85 6.97 3.00 
0.2 0.09 0.61 3.00 5.54 2.37 3.00 8.89 4.73 3.00 
0.3 o 12 o 73 3.60 4.39 L87 3.60 5.23 3.06 3.60 
0.4 0.15 0.78 4.80 3.56 1.48 4.80 3.46 1.89 4.80 
b** = 1.90 0.5 0.13 0.86 6.00 3.07 1.24 6.00 2.43 l.l9 6.00 
0.6 0.14 0.90 7.20 2.99 l.l7 7.20 2.18 1.00 7.20 
0.7 0.16 0.92 8.40 3.17 1.26 8.40 2.50 l.l6 8.40 
0.8 0.17 0.92 0.00 3.62 1.42 0.00 3.19 1.42 0.00 
0.9 0.18 0.90 0.00 4.26 !.58 0.00 4.07 1.70 0.00 
1.0 0.26 0.81 0.00 4.94 1.78 0.00 5.01 1.95 0.00 
0.0 0.00 0.00 3.00 6.02 2.40 3.00 10.94 5.18 3.00 
0.1 0.03 0.37 3.00 4.73 1.97 3.00 7.37 3.68 3.00 
0.2 0.08 0.52 3.00 3.72 !.58 3.00 4.77 2.52 3.00 
0.3 0.10 0.62 3.60 2.98 1.26 3.60 3.01 1.65 3.60 
0.4 0.13 0.67 4.80 2.44 1.00 4.80 . 1.93 1.03 4.80 
ó•" ~ 2.28 0.5 O.ll 0.75 6.00 2.14 0.86 6.00 1.41 0.68 6.00 
0.6 0.12 0.80 7.20 2.13 0.84 7.20 1.34 0.62 7.20 
0.7 0.13 0.82 8.40 2.30 0.92 8.40 1.61 0.76 8.40 
0.8 0.15 0.83 0.00 2.66 1.05 0.00 2.11 0.96 0.00 
0.9 0.15 0.82 0.00 3.17 1.21 0.00 2.77 l.l8 0.00 
1.0 0.22 0.76 0.00 3.73 1.36 0.00 3.50 1.39 0.00 
69. 
4.2. Conclusões 
O trabalho de Abdous (1990) diz que a escolha da função "kerneP' 
nfw é crucial, mas através das análises feitas neste capítulo, podemos observar e 
concluir que a. escolha da função "kerneP' é muito importante, pois houve casos em 
que o estimado r de Ramlau-I-Iansen para uma escolha apropriada de b foi satisfatório, 
enquanto outros não, devido à influência da função "kernel''. 
Observamos também que a escolha de b é de extrema importância. 
Grandes varÍ<H~Ões foram observadas para distintos valores de b, tanto no estima-
dor à(t) quanto para a variância de â(t), conforme foi notado na análise anterior. 
Notarnos tamiJém um efeito local de b, isto é, valores de b podem produzir bons 
resultados nurr1a região de obser·vação e serem desastrosos em outros. Portanto se 
tomAssemos apropriadamente b's distintos para distintos intervalos, as estimativas 
de ô:t) e variáiicia de ô:(t) poderiam ser bem melhores. 
Nosso estudo sugere que para "melhores" resultados na aplicação do 
estimador de H amlau-Hansen para a função intensidade de Poisson não homogêneo, 
devem ser feitos novos estudos teóricos onde a escolha de b esteja intimamente ligada 
á função ''kerlld" e o ponto t. Isto é, além da dependência em f( a escolha de b 
deve ser locaL Estudos sobre a escolha de b e J( baseados nos dados parecem ser 
a solução indit ad<L Recentemente uma proposta neste sentido foi feita por Brooks 
e J'vlarroon (1\JS9) onde técnicas de "Cross validatíon" foram propostos para serem 
utilizadas na t\~colha de b. 
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A 
APENDICE I 
Este Apêndice apresenta as definições e resultados básicos sobre a teoria 
de Martingak e integração estocástica utilizados nos Capítulos 2 e 3. Um tratamento 
sistemático sobre estes tópicos pode ser encontrado em Marques e San Martin (1991). No 
que segue (.0. F, P) é um espaço de probabilidade fixo. 
Definição 1. (Esperança Condicional com respeito a uma o--álgebra). Em (D, .F, P) 
seja Ç um a-Algebra contida em :F e X uma variável aleatória com esperança finita. A 
esperança condicional de X com respeito a Ç é definida como sendo qualquer variável 
aleatória Y qne satisfaz; 
i) Y é uma. varlável alea,tória (!1,Ç) 
ü) Para todo A E Ç} 
Uma tal variável Y é denotada por E(XjÇ) e sua existência é garantida 
pelo Teorema de Radon-Nikodym estudado em teoria da medida. 
Definição 2. (Filtração). Uma família {.F, : t ~ O} de sub-rr-álgebras de .F é chamada 
uma filtraçào (ou filtragem) se 
75. 
ii) Fo contém todos os subconjuntos com probabilidade zero de :F 
A filtração é dita ser contínua à direita se :Ft = n~>oFt+c· 
Definição 3. (l'viarlingale). Um processo estocástico M = {M(t): t? O} é chamado um 
Martingale com repcito a uma filtração {Ft: t;:: O} se 
i) E I M(t) I< co, para todo I :2: O 
ii) !vf(t) é adaptado a {Ft : t ?: 0}, isto é, kf(t) é uma variável aleatória 
com repeito a (n, F 1 ) 
iii) E(X(I)/F,) = X(s) q.c. para OS s S t. 
Quando a filtração é fixa, digamos resumidamente queM é um Martingale. 
Se a igualdade em (iii) é substitufda por :5 ou 2:: A1 é chamado de super~ 
martingale e submartingale respectivamente. 
Teorema 1. (Decomposição de Doob-Meyer para submartigales não negativos). Seja 
{Ft : t 2: O} uma filtragem contínua à direita e N = {N(t) : t 2:: O} um submartingale 
com t·espeito a {F1 : t 2: 0}, não negativa e contínua à direita. Então 
N(t) = A(t) + M(t), 
onde !VI é um Martingale com EM(t) =O e A é um processo estocástico que satisfaz: 
i) A é achptado pela {F,: t? 0}, 
ii) A tem trajetórias não decrescentes q.c., 
iii) A(O) =O q.c. E I A(t) I< oo para cada t :2: O e 
i v) A é único com probabilidade 1. 
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O processo A é algumas vezes chamado compensador de N, 
Definição 4. Um Ma.rtingale M é chamado quadrado integrável se 
sup{E(M2(t))) < oo. 
t 
Para urna Martingale M quadrado integrável e contínua à direita, temos 
que 1\12 ::::::: {i\1 2(t): t?: O} é um submartingale não negativo e contínuo à direita. Se a 
filtração associada a !v1 2 é contínua à direita, temos pelo Teorema 1 que existe um único 
(q.c.) processo não decrescente, nesse caso denotado por< M,M >:::::::< M >,tal que 
M 2 - < M > 
é um Martingale. 
Definição 5. O processo < J\1 >:::::::< ~~1, M > é chamado variação quadrática de M ou 
processo varii\ncía de /vi. Para k11 e M 2 Martingales quadrado integráveis definimos 
I 
< M 1 , M 2 >= - < M 1 + M 2 > - < M 1 > - < M 2 > . 2 
< ivl1, 1\12 > l, chamado variação cruzada de M1 e Mz. 
Os resultados até aqui apresentados permanecem válidos se restringirmos 
t a um intervaJo finito [O, TJ. 
Para uma filtração {.Ft: tE [O,TJ}, seja V a classe de todas as funções 
f : [0, T] X il ~ IR que satisfaz: 
i) f é Bl[ü, T]) x F· mensurável, 
ii) f(t,) é F 1 ~mensurável e 
iii) f (ti) é contínua. à, esquerda. 
77. 
Definição 6. Seja P a menor sub-cr-álgebra de 8([01 Tl) X F para qual todas as funções 
de D são mensuráveis. Um processo estocástico X ~ {X(t) : t E [O,T]} é chamado 
predizível se a aplicação 
(t,w) ~ X(t,w) é P - mensurável 
Definição 7. (Integral Estocástica). Se X é um processo predizível eM é um Martingale 
qu<-Hlrttdo intcgrável, a integral estocástica 
1' L X(s)dM(s) 
é definida corno o limite em probabilidade de 
N, L X(tn,k) (M (tn,k+I) - M(ln,k)), 
i;=: O 
onde O = ln,o < tn,l < ... < t,,N, = T é urna partição de [0 1 TJ e IY1fX I tn,k+l - tn.,k I......,. O 
-quando n ____, .XI. 
Se .M é um Martingale de variação limitada, o limite na definição de 
integral estod.stica pode ser tornado com probabilidade 1 e a integral é uma integral de 
Riemann-Stic! Ljes. 
Definição 8. Para t E Ir, definimos 
Y(t) =la' X(s)dM(s) = t X(s)ll!o,tJ(s)dM(s) 
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Proposição 1. 
í) O processo estocástico definido na Definição 8 é um Martingale quadrado 
integrAvel e 
< Y > (t) ~lo' X 2(s)d < M; > (s). 
i i) Se Y; ~ l X,(s)dM,(s), i~ 1, 2, então 
<Y,Y,>(t)~ fu'x,x,(s)d<M1,M,>(s). 
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. 
APENDICE II 
Apresentaremos aqui os programas feitos no pacote estatístico SOC, 
para a simulação de um processo de Poisson não homogêneo e para o estímador de 
H.amlau-Hanscn {a{i)). 
As Tabelas 12 (a,b e c), Tabelas 13 (a,b e c) e Tabelas 14 (a,b e c), 
apresentam iL!:i trajetórias com os respectivos Tí gerados para tamanhos de amostra 
n = 10, 25 e 50. 
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Programa 1. Sirnula<,:ão do Processo de Poisson não Homogêneo 
func descobre () 
{ 
_i = 1; 
enquanto( i <"" nlin(&l)) { 
se (&1[ i,l] == &2) { 
- return ( 1) i 
} 
i = i + li 
} 
return(O); 
} 
poisson=; 
se (! t) { 
anote "Falta valor de 
} 
se (! w) { 
anote "Falta valor de 
} 
i = 1; 
i = o. 
' l = 1; 
assuma semente=2.1345; 
enguanto(i <= w) { 
x=criarnd(l,l); 
y = -log(l- x); 
j = j + y; 
p = lambdai(j); 
se (p > t) { 
j - o; 
i = i + li 
) 
CC { 
if (l == 1) { 
Tn; 
W"· 
' 
amostra = 
} 
else { 
{i p}; 
amostra = {amostra 
} 
} 
l = l + 1; 
} 
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' 
i p); 
,e (inverte==l) { 
i = 1; 
enquanto( i <= w) { 
if (descobre(amostra[,1], i) == 1) { 
tl = cata(amostra,1,Í 1 11 =="); 
ui = críarnd(nlin(t1) 1 1); 
1 = 1; 
enquanto(l < nlin(tl)) { 
se(ui[l,l]<~ lambda(tl[l,2])jlambdas(tl[l,2])) { 
se (! poisson) 
poisson = {i tl[l,2)}; 
CC 
poísson = {poisson, i tl[l,2)}; 
} 
1 = 1 + 1; 
} 
} 
else { 
anote "Nao existe valores para esta trajetoria 11 ; 
.se { 
} 
i ~ i 
' 
1 . 
' } 
if (poisson) { 
} 
else { 
} 
simula = {poisson }; 
grave simulaí 
anote 11 Nao existe valores para nenhuma trajetoria 11 ; 
simula= {amostra }; 
grave simulai 
1prime simulai 
üsson=; 
10stra=; 
s=simula [, 2] i 
n=nlin(s); 
tm=csoma(s)jn; 
i=l; sn 2=0; 
enqUanto (i <=n){ 
sn_2~sn_2+((s[i,l]-tm))#2/(n-1); 
i=i+l; 
} 
s=sqrt(sn 2); 
b=3.49*s*W#(-1/3}; 
imprime s; 
imprime b; 
Programa 2. Estimador de Ramlau-Hansen 
.me descobre ( 
i =1 i 
1quanto( i <= nlin(&l)) { 
3 (&1[ i~l]~~ &2) { 
:':!turn (1); 
L ""_i +li 
3:turn (o) ; 
~mula=leia "simula"; 
~1; s=O;ntt=O;s2=0; 
1quanto (i<= w ) { 
tc=t;cont=l; 
se (descobre(simula[,l],i}==l) { 
ntt=ntt+l; 
ti=cata(simula[,l 2],1,1,''=='') 
) 
while ( cont <=11) { 
s=O;s2=0; 
j=l; 
while(j <=nlin(ti)) { 
s=s+k(tc,ti[j,2])/b; 
s2=s2+(k(tc,ti[j,2])#2)/b#2; 
j=j+l i 
se (!estimador) { 
estimador={i te s s2 lambda(tc)}; 
} 
) 
CC { 
estimador={estimador,i te s s2 lambda(tc)}; 
} 
tc=tc+delta; 
cont=cont+l i 
) 
i=i+l; 
CC { 
) 
anote "nao existe valor para trajetoria "; 
i=í+li 
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func trajeto() { 
ini=(&2-1)*&3+1; 
fim=(&2*&3); 
fora=&l[ ini: fím,l]; 
return(fÕra); 
} 
cont=cont-1; 
ml=criamat(cont,w,o}; 
m2=criamat(cont,w,o); 
varl=criamat{cont,w,O); 
i=l; enquanto {i <=ntt) { 
ml[,i]=trajeto{estimador[,3),i,cont}; 
m2[,i]=trajeto(estimador[,5],i,cont); 
varl[,i]=trajeto(estimador[,4],i,cont); 
i=i+l; 
} 
medial=lsoma(ml)/ntt; 
media2=lsoma(m2)/ntt; 
varl=lsoma(varl)/ntt; 
varl=sqrt(varl); 
valor=estimador[l:cont,2]; 
m est={valor medial varl media2 }; 
grãve m est "a;graf" ( 11 valor,medial,varl,rnedía2"); 
imprime m_est; 
m_est=; 
ml=; 
m2=i 
medial=; 
media2=; 
estimador=; 
valor=; 
Tabela 12.a Função intensidade o 1(t) 1 n = 101 25 e 50. 
r;:-:-··. 
ra;etona ~. Trajetória ~. Trajl:!tória ~. 
1 0.0948 7 0.1757 12 0.2047 
1 0.1335 7 0.3541 12 0.4101 
1 0.2065 7 0.3746 12 0.6704 
1 0.2204 7 0.7859 12 0.6832 
1 0.3742 7 0.5822 12 0.7982 
l 0.4386 8 0.1072 12 0.9796 
1 0.5269 8 0.1418 12 0.9908 
l 0.5490 8 0.2836 13 0.2835 
l 0.6371 8 0.4821 l3 0.7302 
l 0.7751 8 0.4904 13 0.7744 
l 0.891!4 8 0.5433 l3 0.8222 
1 0.9343 8 0.6450 13 0.9165 
I 
1 0.9945 8 0.6534 13 0.9551 
2 0.0300 8 0.6739 14 0.1285 
2 0.0407 8 0,7819 14 0.1742 
2 0.0695 
' 
0.7910 l4 0.2305 
2 0.1229 8 0.8074 14 0.2404 
2 0.2820 8 0.9500 14 0.3389 
' 
0.3569 8 0.9555 14 0.4346 
2 0.3742 e 0.9750 l4 0.5025 
2 0.3937 8 0.9863 14 0.5251 
2 0.4536 
' 
0.0743 15 0.4006 
2 0.9509 
' 
0.0933 15 0.5801 
3 0.0432 9 0.3494 15 0.6228 
3 0.3698 9 0.3634 15 0.9280 
3 0.4702 9 0.5809 15 0.9450 
3 0.4923 9 0,6962 15 0.9928 
3 0.9112 9 0.7030 16 0.0626 
4 0.0457 9 0.7319 16 0.0673 
4 0.0958 9 0.8298 16 0.0720 
4 0.1001 9 0.9151 16 0.1121 
4 0.2480 9 0.9595 16 0.1325 
4 0.5808 lO 0.0965 16 0.1619 
4 0.6580 10 0.2543 16 0.2776 
4 0.7394 lO 0.3530 16 0,4494 
4 0.9018 lO 0.3658 16 0.5294-
5 0.1785 10 0.4844 16 0.5464 
5 0.2122 lO 0.5386 16 0.5978 
5 0.:2713 lO 0.6021 16 0.64% 
5 0.2925 10 0.6086 16 0.7340 
5 0.3026 lO 0.8708 16 0.7381 
5 0.3985 lO 0.9167 16 0.9257 
5 0.5054 lO 0.9370 17 0.0453 
5 0.5681 ll 0.0053 17 0.1406 
6 0.1649 ll 0.2572 17 0.3542 
6 0.2715 ll 0.3209 l7 0.4404 
6 0.2988 ll 0.4812 l7 0.4819 
6 0.7462 ll 0.6649 l7 0.6889 
6 0.8221 ll 0.6849 l7 0.6999 
6 0.8313 ll 0.6932 17 0.7505 
6 0.9601 ll 0.9182 17 0.8023 
7 0.1445 l2 0.1771 17 0.8-666 
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Tabela 12.b Função intensidade o: 1 (t), n = 10, 25 e 50. 
c=-- Traj~tôria Tr'iljetória 
"' 
Trajetória 
"' 
,, 
11 0.9732 23 0.2393 29 0.4443 
18 0.0360 23 0.2439 29 0.6215 
18 0.1067 23 0.3989 29 0.6.708 
18 0.5808 23 0.5321 29 0.6.781 
l8 0.61579 23 0.9527 29 0.8661 
18 0.7077 24 0.0077 29 0.8729 
18 0.7446 24 0.1651 29 0.9590 
19 0.0620 24 0.1763 30 0.1097 
" 
0.1208 24 0.2338 30 0.1369 
19 0.2361 24 0,6609 30 0.2234 
'i9 0.2943 24 0.6654 30 0.3818 
19 0.3082 24 0.8491 30 0.5034 
19 0.4302 24 0.9809 30 0.6191 
)9 OA538 24 0.9866 30 O. 7847 
19 0.5857 25 0.0955 30 o. 964{) 
>9 0.7581 25 0.2291 31 0.3298 
?0 0.0387 25 0.3216 31 0.4566 
?0 0.0780 25 0.3438 31 0.4862 
:;o 0.1063 25 0.3686 31 0 . .5449 
'20 0.1115 25 0,4027 32 0.0649 
:>O 0.1419 25 0.4329 32 0.0712 
·.'0 0.1937 25 0.5700 32 0.1053 
~'O 0.2211 25 0.5794 32 0.4588 
:'0 0.3549 25 0.7014 32 0.5794 
70 0.5052 25 0.9207 32 0.6424 
'20 0.6543 26 0.0681 32 0.6442 
20 0.8481 26 0.1339 32 0.6466 
'N 0.9223 25 0.4352 32 0.7237 
?1 0.0326 26 0.4398 33 0.1034 
:n 0.3330 26 0.5022 33 0.1539 
·.Jl 0.3619 26 0.8507 33 0.3233 
?1 0.4264 26 0.9999 33 0.4314 
21 0.4420 27 0.2425 33 0.4913 
'21 0.6211 27 0.3140 33 0.5011 
21 0,6961 27 0.3385 33 0.6519 
21 0.6996 27 0.6658 33 0.6599 
21 0.782:1 27 0.7004 33 O.T.:l92 
21 0.7859 28 0.1239 33 0,9370 
21 0.8323 28 0.2119 34 0.0389 
21 0.8697 28 0.2:234 34 0.5605 
I 
21 0.9205 28 0.2863 34 0.7186 
21 0.9542 28 0.3568 34 0.8002 
22 0.0935 28 0.4438 34 0.9306 
I 22 0.1752: 28 0.5297 35 0.0269 22 0.5528 28 0.9838 35 0.0346 
'22 0.6070 29 0.0124 35 0.1133 
n 0.6714 29 0.0739 35 0.2245 
?2 0.8830 29 0.2490 35 0.2625 
22 0.9991 29 0.2839 35 0.2756 
23 0.0501 29 0.3063 35 0.2771 
23 0.1647 29 0.3985 35 0.3699 
23 0,2255 29 0.4233 35 0.4498 
~. 
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Tabela 12.c Função intensidade a 1(t), n = 10, 25 e 50. 
Trajetória ,, Trajetória ,, Trajetória 
'• 
35 0.5095 39 0.6599 44 0.6465 
35 0.5206 39 0.6637 44 0.9102 
35 0.5370 39 0.6845 45 0.0132 
35 0.8602 39 0.6953 45 0.0701 
35 0.8990 39 0.8295 45 0.1147 
35 0.9452 39 0.8999 45 0.3025 
36 0.0190 40 0.1744 45 0.3080 
36 0.0385 40 0.2239 46 0.1657 
36 0.1373 40 0.2782 46 0.2112 
36 0,1494 40 0.2879 46 0.2202 
36 0.2310 40 0.3292 46 0.2540 
36 0.2443 40 0.4064 46 0.3782 
36 0.2880 40 0.6507 46 o. 77f'f7 
36 0.3647 40 0.6559 46 0.7797 
36 0.4678 40 0,7765 47 0.0242 
36 0.4685 40 0.8671 47 0.2827 
36 0.4828 40 0,8995 47 0.6045 
36 0.5439 41 0.0137 47 0.6267 
36 0.5561 41 0.0449 47 0.6284 
36 0.7879 41 0.2161 47 0.8679 
36 0.8063 41 0.3229 47 0.9027 
36 0.9845 41 0.4199 48 0.1398 
36 0.9847 41 0.5946 48 0.19TI 
37 0.2590 41 0.6084 48 0.2009 
37 0.2989 4l 0.7253 48 0.4144 
37 0.3644 41 0,7933 48 0.5794 
37 0.4115 41 0.8855 48 0.5980 
37 0.4326 42 0.1714 48 0.6061 
3'1 0.5366 42 0.1907 48 0.6711 
37 0.6148 42 0.5273 48 0.7016 
37 0.6588 42 0.5741 49 0,0321 
37 0.8979 42 0.9199 49 0.1709 
38 0.0014 42 0.9251 49 0.1807 
38 0.0315 42 0.9994 49 0.2658 
38 0,1473 43 0.0264 49 0.3910 
38 0,1782 43 0.1938 49 0.4607 
3S 0.3629 43 0.2874 49 OA735 
38 0.4783 43 0.3049 49 0.4984 
38 0.6857 43 0.3226 49 0.5875 
38 0.7848 43 0.3842 
" 
0.7298 
38 0.8084 43 0.3995 49 0.9212 
I 38 0.9118 43 0.4563 49 0.9575 
39 0.0280 43 0.4656 50 0.0589 
39 0.2412 43 0.6628 50 0.1542 
39 0.3165 43 0.6788 50 0.3212 
39 0.4175 43 0.6927 50 0.4988 
39 0.4575 43 0.8113 50 0.6925 
39 0.4622 43 0.8276 50 0,7508 
39 0.5136 44 0.0308 50 0.8088 
39 0.5269 44 0.0515 50 0.8163 
39 0.5796 44 0.0582 50 0.9436 
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Tabela 13.a Função intensidade a 2(t), n = 101 25 e 50. 
,---
Trajetória .. Trajetória "• Trajelófia 7> 
1 0.1198 7 0.2194 12 0.2561 
1 0.1668 7 0.5979 12 0.3519 
1 0.2525 7 0.6738 12 0.4904 
I 0.2684 8 0.0417 12 0.4984 
1 0.4357 8 0.2040 12 0.5237 
1 0.5013 8 0.4092 13 0.0366 
1 0.5873 8 0.4173 13 0.0751 
I 0.6081 8 0.4677 13 0.1478 
1 0.6883 8 0.5603 13 0.1765 
I 0.8058 8 0.5677 13 0.2419 
1 0.8998 8 0.5857 13 0.4026 
1 0.9298 8 0.6763 13 0.4569 
2 0.0387 8 0.6837 13 0.5217 
2 0.0522 8 0.6970 13 0.5329 
2 0.0884 8 0.8064 13 0.6406 
2 0.1540 8 0.8104 13 0.7392 
2 0.3373 8 0.8246 13 0.8058 
2 0.4177 8 0.8328 14 OA629 
2 0.4357 8 0.8914 14 0.6368 
2 0.4610 9 0.2918 14 0.6-755 
2 0.5163 9 0.3065 14 0.9250 
7 0.9420 9 0.5197 14 0.9377 
3 0.3756 9 0.6219 15 0.0799 
3 0.4771 9 0.6277 15 0.0858 
3 0.49137 9 0.6521 15 0.0916 
I 
3 0.8570 9 0.7318 15 0.1409 
4 0.0625 9 0.7975 15 0.1-656 
4 0.0677 9 0.8304 15 0.2006 
4 0.2410 10 0.1847 15 0.3324 
4 0.5789 10 0.2916 15 0.5120 
4 0.6481 10 0.3050 15 0,5896 
4 0.7177 10 0.4246 15 0.60$6 
4 0.8468 10 0.4764 15 0.6530 
5 0,0390 10 0.5350 15 0.6949 
5 0.1054 10 0.5409 15 0.7711.1 
5 0.1288 10 0.7598 15 0.7752 
5 0.1397 10 0.7947 16 0.0581 
5 0.2408 10 0.8099 16 0.1753 
5 0.3467 10 0,9038 16 0.414J3 
5 0.4058 11 0.0696 16 0.5031 
5 0.7598 11 0.2335 16 0.5450 
6 0.0299 11 0.4029 16 0.7335 
6 0.4562 11 0.4203 16 0.7429 
6 0.5179 11 0.4274 16 0.7856 
6 0.5252 11 0.6079 16 0.8278 
6 0.6230 11 0.7022 16 0.8785 
6 0.8174 11 0.9206 16 0.9583 
7 0.1980 12 0.2450 17 0.0882 
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Tabela 13.b Função intensidade a 2(t), n = 10, 25 e 50. 
Trajetória 
" 
Trajetória 
" 
Trajetória ,, 
17 0.5913 23 O.ülOO 28 0.9319 
17 0.6691 23 0.2043 29 O.o0328 
17 0.7034 23 0.2175 29 0.1338 
18 0.0792 23 0.2836 29 0.3056 
18 0.1515 23 0.7093 29 0.-4267 
18 0.2862 23 0.7132 29 0.5342 
18 0.3508 23 0.8649 29 0.6755 
18 0.3658 23 0.9639 30 0.3890 
18 0-4930 24 0.1206 30 0 . .519:2 
18 0.5165 24 0.2783 30 0.5482 
18 0,6420 24 0.3802 31 0.0828 
18 0.7918 24 OA039 31 0.0906 
19 0.0493 24 0.4299 31 0.1327 
19 0.0841 24 0.4651 31 0.5214 
19 0,0904 24 0.-4956 31 0.6362 
19 0.1270 24 0.6276 31 0.6930 
19 0.1879 24 0.6363 31 0.6946 
19 0.2194 24 0.7442 31 0.6967 
19 0.3657 25 0.0868 32 0.1304 
19 0.5168 25 0.1672 32 0.1911 
19 0.6537 25 0.4979 32 0.3821 
19 0.8143 25 0.5026 32 OA941 
19 0.8711 25 0.5636 32 0.5532 
20 0.3504 25 0.8662 32 0.5627 
20 0.3809 26 0.2934 32 0.7014 
20 0.4471 26 0.3721 32 0.7084 
20 0.4627 26 0.3982 32 0.7761 
20 0.6321 26 0.7135 33 0.0500 
20 0.6978 26 0.7434 33 0.6187 
20 0.7007 27 0.1035 33 0.7589 
20 0.7695 27 0.1166 33 o.a261 
20 0.7726 27 0.1867 33 0.9270 
20 0.8097 27 0.2623 34 0.0099 
20 0.8389 27 0.3513 34 0.10Tf 
20 o.an5 27 0.4346 34 0.2383 
20 0.9024 27 0.8108 34 0.2810 
21 0.0979 
" 
0.0780 34 0.2955 
21 0.4934 28 0.2847 34 0.2971 
21 0.5431 28 0.3233 34 0.3966 
21 0.6002 28 0.3477 34 OA778 
21 0.7728 28 0.4447 34 0.5206 
21 0.8587 28 0.4699 34 0.5359 
22 0.1396 28 0.4909 34 0.5466 
22 0.2099 28 0.6584 34 0.5621 
22 0.2255 28 0.7019 34 0.8388 
22 0.2308 28 0.7082 34 0.8686 
22 0.3970 28 0.8620 34 0.9031 
22 0.5280 28 0.8673 34 0.!;1570 
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Tabela 13.c Função intensidade a 2(tL n = 10, 25 e 50. 
,--
Trajetória '; Tr<~jetória '; Trajetóri<~ '• 
35 0.1218 39 0.1284 44 0.3063 
35 0.1363 39 0.1730 44 0.4399 
35 0,2310 39 0.2535 44 0.8022 
35 0.2460 39 0.4851 45 0.0312 
35 0.2944 39 0.4896 45 0.3381 
35 0.3764 39 05916 45 0.6591 
35 0.4808 39 0.6636 45 0.6791 
35 0.4815 39 0.6884 45 0.6806 
35 0.4954 39 0.8111 45 0.8795 
35 0.5538 39 0.8288 46 0.1743 
35 0.5653 40 0.1181 46 0.2417 
35 0.7667 40 0.2190 46 0.2461 
35 0.7816 40 0.3866 46 0.4770 
35 0.9170 40 0.3991 46 0,6362 
35 0.9172 40 0.5010 46 0.6532 
36 0.0439 40 0.5571 46 0.6605 
36 0.1136 40 0.6295 46 0.7181 
36 0.1621 41 0.0226 
" 
0.0414 
36 0.1834 41 0.3759 47 0.2112 
36 0.2845 41 0.4196 47 0.2227 
36 0.3565 41 0.7073 47 0,3194 
36 0.3956 41 0.7112 47 0.4531 
37 0.0019 41 0.7654 47 0.5233 
37 0.0405 41 0.7674 47 0.5358 
37 0.1832 42 0.1053 47 0.5600 
37 0.2198 42 0.1244 47 0.6437 
37 0.4240 42 0.1434 
" 
0.76SJ. 
37 0.5405 42 0.2082 47 0.9200 
37 0.7308 42 0.2239 48 0.0752 
37 0.8137 42 0.2811 48 0.1915 
3'/ 0.8327 42 0.2902 48 0.3798 
38 0.0361 42 0.4731 48 0.5604 
38 0.2919 42 0.4869 48 0.73C>6 
38 0.3747 42 0.4989 48 0.7858 
33 0.4801 42 0,5971 48 0.8331 
38 0.5201 42 0,6103 48 0.8390 
33 0.5248 42 0.7497 49 0.1262 
38 0,5748 42 0,7894 49 0.3875 
I 38 0.5873 42 0.8156 49 0.3887 38 0.6365 43 0.2151 49 0.5591 
I 38 0.7084 43 0.3370 49 0.5704 38 0.7117 43 0.3540 49 0.8510 
I 
38 0,7297 43 0.4262 50 0.0181 
38 0.7391 43 0.4811 50 0.0410 
38 0.8495 43 0.6966 so 0.4472 
38 0.9040 44 0.2051 50 0.5085 
39 0.0570 44 0.2579 50 0.6020 
39 0,1!79 44 0,2681 50 0.8654 
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Tabela 14,a Função intensidade a 3 (t), n = 101 25 e 50. 
Tr;ojetóri<> 
" 
Trajetóri~ 
" 
Trajetória 
'· 
1 0.1198 7 0.2194 12 0.2561 
1 0.1668 7 0.5979 12 0.3519 
1 0.2525 7 0.6738 12 0.4904 
1 0.2684 8 0.0417 12 0.4984 
1 0.4357 8 0.2040 12 0.5237 
1 0.5013 8 0.4092 13 0;0366 
1 0,5873 8 0.4173 13 0.0751 
1 0.6081 8 0.4677 13 0.1478 
1 0.6883 8 0.5603 13 0.1765 
1 0.8058 8 0.5677 13 0.2419 
1 0.8998 8 0.5857 13 0.4026 
1 0.9298 8 0.676-3 13 0.4569 
2 0.0387 8 0.6837 13 0.5217 
2 0.0522 
' 
0.6970 13 0.5329 
2 0.0884 8 0.8064 13 0.641)5 
2 0.1540 8 0.8104 13 O. 7392 
7 0.3373 8 0.8246 13 0.8058 
2 0.4177 8 0.8328 14 0.4629 
2 0.4357 8 0.8914 14 0.-6368 
2 0.4610 9 0.2918 14 0.-6755 
2 0.5163 9 0.3065 14 0.9250 
2 0.9420 9 0.5197 14 0.9377 
3 0.3756 9 0.6219 15 0.0799 
3 0.4771 9 0.6277 15 0.0858 
3 0.4987 9 0.6521 15 0,0916 
3 0.8570 9 OJ318 15 0.1409 
4 0.0625 9 0.7975 15 0.1656 
4 0.0677 9 0,8304 15 0.2006 
I 
4 0.2410 10 0.1847 15 0.3324 
4 0.5789 10 0.2916 15 0.5120 
4 0.6481 10 0.3050 15 0,5896 
4 0.7177 10 0.4246 15 0.6056 
4 0.8468 10 0.4764 15 0.6530 
I 5 0.0390 10 0.5350 15 0.6949 
I 5 0.1054 10 0.5409 15 0.7718 
I 
5 0.1288 10 0.7598 15 0.7752 
5 0.1397 10 0.7947 16 0.0581 
5 0.2408 10 0.8099 16 0.1753 
5 0.3467 10 0.9038 16 0.4148 
I 5 0,4058 ll 0.0696 16 0.5031 
I 5 0.7598 ll 0.2335 16 0,5450 
6 0.0299 ll 0.4029 16 0.7335 
6 0.4562 li 0.4203 16 0.7429 
6 0.5179 11 0.4274 16 0.7856 
6 0.5252 11 0.6079 16 0.8278 
6 0.6230 11 0.7022 16 0.8785 
6 0.8174 11 0.9206 16 0,9583 
7 0.1980 12 0.2450 17 0.0882 
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Tabela 14.b Função intensidade a3 (t), n = 10, 25 e 50. 
--
Trajetória 
" 
Trajetória ;; Trajetória ;, 
17 0.5913 23 0.0100 28 0.9319 
17 0,6691 23 0.2043 29 0.0328 
17 0.7034 23 0.2175 29 0.1338 
13 0.0792 23 0.2836 29 0.30.56 
13 0.1515 23 0.7093 29 0.4267 
18 0.2862 23 0.7132 29 0.5342 
18 0.3508 23 0.8649 29 0.6755 
18 0.3658 23 0.9639 30 0.3890 
18 0.4930 24 0.1206 30 0.5192 
18 0.5165 24 0.2783 30 0.5482 
13 0.6420 24 0.3802 31 0.0828 
18 0.7918 24 0.4039 31 0.0906 
19 0.0493 24 0.4299 31 0.1327 
19 0.0841 24 0.4651 31 0.5214 
19 0.0904 24 0.4956 31 0:6362 
19 0.1270 24 0.6276 31 0.-6930 
19 0.1879 24 0,6363 31 0.6946 
19 0.2194 24 0.7442 31 0.6967 
19 0.3657 25 0.0868 32 0.1304 
19 0.5168 25 0.1672 32 0,1911 
19 0.6537 25 0.4979 32 0.3821 
19 0.8143 25 0.5026 32 0.4941 
19 0.8711 25 0.5636 32 0.5532 
20 0.3504 25 0.8662 32 0.5627 
20 0.3809 26 0.2934 32 0.7014 
20 0.4471 26 0.3721 32 0.7084 
20 0.4627 26 0.3982 32 0.7761 
20 0,6321 26 0.7135 33 0.0500 
I 
20 0.6978 26 0,7434 33 0.6187 
2C 0.7007 27 0.1035 33 0.7589 
20 0.7695 27 0.1166 33 0.8261 
I 20 0.7726 27 0.1867 33 0.9270 2C 0.8097 27 0.2623 34 0.0099 
20 0.8389 27 0.3513 34 O.l077 
20 0.8Tf5 27 0.4346 34 0.2383 
20 0.9024 27 0.3108 34 0.2810 
21 0.0979 28 0.0780 34 0.2955 
21 0.4934 28 0.2847 34 0,2971 
21 0.5431 28 0.3233 34 0.3966 
21 0.6002 28 0.3477 34 0.4773 
21 0.7728 28 0.4447 34 0.5206 
21 0.3587 28 0.4699 34 0,5359 
22 0.1396 28 0.4909 34 0.5466 
22 0.2099 28 0.6584 34 0.5621 
22 0.2255 28 0.7019 34 0.8338 
22 0.2308 28 0.7082 34 0.8686 
22 0.3970 28 0,8620 34 0.9031 
22 0.5280 28 0.8673 34 0.9570 
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Tabela 14.c Função intensidade aJ(t), n = 10, 25 e 50. 
TrajetÓria c, Traj!ltória ,, Trajfltôría ,, 
35 0,1218 39 0.1284 44 0.3063 
35 0.1363 39 0.1730 44 0.4399 
35 0.2310 39 0.2535 44 0.8022 
" 
0.2460 39 0.4851 45 0.0312 
35 0,2944 39 0.4896 45 0.3381 
35 0.3764 39 0.5916 45 0.6591 
35 0.4808 39 0.6636 45 0.6791 
35 0.4815 39 0.6884 45 0.6806 
35 0.4954 39 0.8111 45 0.8795 
35 0.5538 39 0.8288 46 0.1743 
35 0.5653 40 0.1181 46 0.2417 
35 0.7667 40 0.2190 46 0.2461 
35 0.7B16 40 0.3866 46 0.4770 
35 0.9170 40 0.3991 46 0.6362 
35 0,9172 40 0.5010 46 0.6532 
36 0.0439 40 0.5571 46 0.6605 
36 0.1136 40 0.6295 46 0.7181 
36 0.1621 
" 
0.0226 47 0.0414 
36 0.1834 
" 
0,3759 47 0.2112 
36 0.2845 41 0.4196 47 0.2227 
36 0.3565 41 0.7073 47 0.3194 
36 0.3956 41 0.7112 47 0.4531 
37 0.0019 41 0.7654 47 OS,B3 
37 0.0405 41 0.7674 47 0.5358 
37 0.1832 42 0.1053 47 0.5600 
37 0.2198 42 0.1244 47 0.6437 
37 0.4240 42 0.1434 47 0.7683 
37 0.5405 42 0.2082 47 0.9200 
I 
37 0.7308 42 0.2239 48 0.0752 
" 
0.8137 42 0.2811 48 0.1915 
3? 0.8327 42 0.2902 48 0.3798 
38 0.0361 42 0.4731 48 0.5604 
38 0.2919 42 0.4869 48 0.7366 
38 0.3747 42 0.4989 48 0.7858 
38 0.4801 42 0.5971 48 0.8331 
38 0.5201 42 0.6103 48 0.8390 
38 0.5248 42 0.7497 49 0.1262 
38 0.5748 42 0.7894 49 0.3875 
38 0.5873- 42 0.8156 49 0.3&87 
38 0.6365 43 0,2151 49 0.5591 
38 0.7084 43 0.3370 49 0.5704 
38 0.7117 43 0.3540 49 0.8510 
38 0.7297 43 0.4262 50 0.0181 
38 0.7391 43 0.4811 50 0.0410 
38 0,8495 43 0.6966 50 OA4n 
38 0.9040 44 0.2051 50 0.5085 
39 0.0570 44 0.2579 50 0.6020 
39 0.1179 44 0.2681 50 0.86-54 
91. 
