The solid effect is one of the simplest and most effective mechanisms for Dynamic Nuclear Polarization. It involves the exchange of polarization between one electron and one nuclear spin coupled via the hyperfine interaction. Even for such a small spin system, the theoretical understanding is complicated by the contact with the lattice and the microwave irradiation. Both being weak, they can be treated within perturbation theory. In this work, we analyze the two most popular perturbation schemes: the Zeeman and the eigenstate-based approaches which differ in the way the hyperfine interaction is treated. For both schemes, we derive from first principles an effective Liouville equation which describes the density matrix of the spin system; we then study numerically the behavior of the nuclear polarization for several values of the hyperfine coupling. In general, we obtain that the Zeeman-based approach underestimates the value of the nuclear polarization. By performing a projection onto the diagonal part of the spin-system density matrix, we are able to understand the origin of the discrepancy, which is due to the presence of parasite leakage transitions appearing whenever the Zeeman basis is employed.
I. INTRODUCTION
Dynamic nuclear polarization (DNP) is an extremely promising technique to improve the signal-to-noise ratio in magnetic resonance imaging (MRI). DNP was predicted and discovered in the fifties, 1,2 and is nowadays a powerful method to enhance the polarization of nuclear spins, both in the solid 3 and liquid 4 states. In the DNP setup, 5, 6 a compound doped with electron radicals, at low temperatures and in the presence of a magnetic field, is irradiated with microwaves at a frequency close to the electron Larmor frequency. After some time, a steady state is reached where polarization has been transferred from the electron to the nuclear spins. The stationary nuclear polarization reaches extremely high values wellbeyond those expected at thermal equilibrium in similar conditions.
A large number of mechanisms are responsible for such a polarization transfer and which one is the most relevant among them depends on the temperature, the magnetic field and the radical's concentration. 3, 7 Two theoretical approaches are employed for understanding DNP: i) a macroscopic approach based on the rate equation for the polarizations of nuclear and electron spins, where the polarization transfer is governed by transition rates phenomenologically obtained; [7] [8] [9] ii) a microscopic approach based on the density matrix formalism that takes into account interactions, lattice and microwave irradiation. [10] [11] [12] The microscopic description of the DNP protocol has the advantage of indicating the most effective mechanisms and the main obstacles for the hyperpolarization of the nuclear spins given the setup conditions. The first step in this direction is to derive an effective equation for the time evolution of the density matrix of the spin system. This task cannot be done exactly, but it requires approximations. In particular, the Zeeman interaction with the magnetic field is much stronger than the coupling with the lattice and the action of the microwaves, which can be treated within perturbation theory. As a result the effective time evolution of the density matrix is obtained from a perturbative expansion up to the second order.
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How to account for hyperfine and dipolar interactions between spins is more controversial. The protocol developed in [12, [14] [15] [16] is based on the exact eigenstates of the spin Hamiltonian, which includes the dipolar and hyperfine interactions. On the contrary, the protocol developed in [11 and 17] treats the interactions perturbatively and is based on the Zeeman eigenstates. The former approach thus requires the exact diagonalization of the interacting spin Hamiltonian, while the latter can be described with a much simpler Zeeman basis.
An important tool for the microscopical understanding of DNP are numerical simulations, but with the strong limitation that their complexity grows exponentially with the total number of spins, N . 10, 11, 18 In particular, the Liouville scheme, which targets time evolution and steady state of the full spin density matrix, requires the diagonalization of 2 N × 2 N matrices and one is restricted to at most N ≈ 7 spins. One can reach system sizes of N ≈ 14 within the Hilbert approximation obtained by projecting the time evolution onto the diagonal elements only and reducing the dynamics to transitions between the 2 N eigenstates.
15,16
In this paper, we derive and compare the time evolution obtained within the eigenstate and the Zeemanbased approaches. For simplicity, we focus on the minimal DNP system: an electron spin hyperpolarizes a nuclear spin via the well-resolved solid effect, which consists in the microwave irradiation of forbidden two-spin transitions, ultimately allowed by hyperfine interactions. 19, 20 In both cases the evolution equations for the density matrix are derived using the Lindblad formalism that can be easily generalized to more complex spin systems. Moreover we show that using the Schrieffer-Wolf perturbation theory 21 the transition rates of the Hilbert approxima-tion can be systematically computed. We prove that for weak hyperfine interactions, both time evolutions provide similar results. On the contrary, for large values of the hyperfine interactions, the Zeeman approach is no longer reliable, as parasite leakage transitions come to play. Nevertheless, the Zeeman approach is very useful to study how the nuclear spin hyperpolarization diffuses in real systems as the transitions rates between Zeeman eigenstates do not require matrix diagonalization and can be performed for N very large with Monte Carlo methods.
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The paper is organized as follows: In Sec. II we derive the general form of the time evolution of the reduced density matrix within the Lindblad formalism. In Sec. III, we further simplify the time evolution by restricting ourselves to the diagonal part of the reduced density matrix ρ (the aforementioned Hilbert approximation), and in Sec. IV, we present the numerical results for the steady state obtained for the eigenstate and the Zeeman-based approaches using both the Liouville and the Hilbert scheme.
II. DERIVATION OF THE TIME EVOLUTION EQUATION FOR THE SPIN DENSITY MATRIX The Hamiltonian
We consider an electron and a nuclear spin, interacting via hyperfine interactions and weakly coupled to the lattice, which plays the role of a thermal bath at the temperature β −1 ). The spins are irradiated by a microwave field resonant at ω MW . The full Hamiltonian reads:
Let us go through all the terms in (1), one by one:
• The time-independent HamiltonianĤ S contains the spins' degrees of freedom only. In our two-spins system, it writes as the sum of the Zeeman and hyperfine contributions 14, [23] [24] [25] :
whereŜ/Î are the electron/nuclear spin operators, ω e/n their respective Larmor frequencies.Ā is the hyperfine interaction matrix, that includes both isotropic and anisotropic contributions.
3,7,19
• The microwave HamiltonianĤ MW is timedependent and reads:
To avoid dealing with an explicitly time-dependent problem, here we employ the rotating wave approximation (RWA), 26 that will be detailed at the end of this section. It is based on considering a reference frame rotating at frequency ω MW and neglecting terms with fast frequencies (i.e. 2ω MW ). With this approximation the Hamiltonian in the rotating frame becomes time-independent.
• We write the coupling between the lattice and the spin system in the form:
whereφ S α andφ I α are the lattice modes that linearly couple to the spin operators. The constants λ S and λ I describe the strength of the coupling with the two spin species.
•Ĥ L contains the lattice modes which we assume to be at thermal equilibrium at the temperature β −1 . We will see 13 that the detailed form of this Hamiltonian is not important for the evolution of the spin system.
Time evolution of the reduced density matrix
The time evolution 27 for the density matrix ρ tot of an isolated system described by the HamiltonianĤ tot is given by the equation:
The Hamiltonian given in (1) encodes all the degrees of freedom of both the spin system and the lattice, so obtaining the exact time evolution from Eq. (6) is an impossible task. One then needs to turn to some approximations in order to treat the problem. As the couplings between the spins' degrees of freedom and microwave and lattice are much weaker than the Zeeman term (λ S , λ I ω n ), we can focus on the effective time evolution of the reduced density matrix of the spin system once the lattice degrees of freedom are traced out:
A set of approximations needs to be performed in order to obtain the effective time evolution of ρ from Eq. (6):
• The approximation of weak-coupling between the spin system and the lattice. In practice this allows performing a second-order perturbative expansion in λ I , λ S that leads to an effective time evolution for the much smaller reduced density matrix ρ instead of ρ tot .
• The Born-Markov approximation which supposes that the characteristic time of the lattice is much faster than the spin-lattice relaxation times, T 1e and T 1n . In this limit the lattice remains at thermal equilibrium at temperature β −1 and its state is not influenced by that of the spins. As a result, the reduced density matrix ρ at time t + dt only depends on the state at time t instead that from the full history at times t < t.
• The approximations above do not guarantee that the resulting evolution for ρ(t) is physical: it should additionally be linear and preserve trace and positivity of ρ. This can be enforced if one also assumes the secular approximation, according to which oscillating phases in off-diagonal elements of ρ are neglected. 13 The validity of this approximation relies on the assumption that T 2,e , T 2,n T 1,e , T 1,n .
These hypothesis lead to a Lindblad formulation of the dynamics of the spin system, the full derivation being detailed in appendix VI and in reference [13] 
The commutator in (8) corresponds to the standard time evolution of an isolated quantum system, while the last term corresponds to the Lindblad super-operator L; it is responsible for a non-unitary evolution which still acts linearly and preserves trace, hermiticity and positivity of ρ. These requirements strongly constrain its form, and the final result reads (see appendix VI):
where JÔ(ω) is the spectral function
and O = {Ŝ x ,Ŝ y ,Ŝ z ,Î x ,Î y ,Î z } are the different spinflip operators linearly coupled to the lattice modes. To understand the subscript inÔ ω note that in this weakcoupling limit the lattice exchanges energy quanta ω with the spins by inducing transitions between the wellresolved energy levels of the unperturbed spin HamiltonianĤ 0 . As a result the sum over ω runs over all its energy gaps andÔ ω is obtained fromÔ selecting only the transitions with an energy gap ω, i.e. it reads:
where |n and |m are the eigenstates of the Hamiltonian H 0 .
Consequently, the precise time evolution of the system then depends on which terms inĤ tot are considered to be large and are included inĤ 0 , determining the spectrum of well-resolved energy levels. The Zeeman termĤ Z is the largest contribution whileĤ MW andĤ S-L are always weak. How to account for hyperfine interactions is more questionable.
In this work, we compare and discuss two possible choices forĤ 0 considered in the literature:
(i) A Zeeman-based approach 11, 17, 28 ,29 for which we considerĤ 0 =Ĥ Z as non-perturbed Hamiltonian and thus the eigenstates are factorized in the Zeeman basis. Here the hyperfine interactions are treated perturbatively at the same level as the microwave irradiationĤ MW and the lattice couplinĝ H S-L .
(ii) An eigenstate-based approach 10, 12, [14] [15] [16] 30 ,31 for which the non-perturbed Hamiltonian isĤ 0 =Ĥ S . This approach treats exactly the hyperfine interactions, but requires the exact diagonalization of the interacting spin Hamiltonian, implying in general a drastic restriction of the accessible system sizes.
The difference between the two approaches can be seen also in the absence of microwave irradiation. Indeed within the Born-Markov approximation, ρ latt is assumed to be at thermal equilibrium which translates into the condition
This implies that the rates of the transitions generated by the Lindblad super-operator respect detailed balance at the temperature β −1 so that
Therefore, in the eigenstate-based approach, whereĤ 0 = H S , one finds that ρ Gibbs ,Ĥ S = 0, so that the steady state coincides with Gibbs equilibrium. If we consider the Zeeman-based approach, the dynamics is more complex, as ρ Gibbs ,Ĥ S = 0: on the one side the lattice tries to thermalize the spins at the Gibbs equilibrium e −βĤZ /Z while the hyperfine interactions induce additional parasite transitions, which slightly modify the final stationary state.
If the system is irradiated by the microwaves, which are continuously injecting energy, no relaxation to thermal equilibrium is expected. In the rest of the section we will detail how to treat a time-dependent Hamiltonian as the one in Eq. (4) in order to obtain quantum jumps analogous to the ones previously discussed.
The rotating-wave approximation (RWA)
In order to deal with an effective time-independent Hamiltonian instead of the original one in Eq. (4), we perform the so-called rotating wave approximation (see appendix VII and reference [26] ). In practice, we work in a frame that is rotating at the same frequency as the microwave field ω MW and define the density matrix in the rotating frame:
withÛ (t) = e iŜzωMWt/ . Once this transformation is applied toĤ S , it removes the time dependence in the microwave field, but generates rapidly oscillating terms with frequencies 2ω MW . Since ω MW ω e is much larger than the other energy scales inĤ S , we perform the rotatingwave approximation, where all such high-frequency terms are neglected. After this approximation, the Hamiltonian of the spins' systemĤ S in the rotating frame has become time-independent and commutes withŜ z but not withÎ z . In particular, for the hyperfine Hamiltonian in Eq. (3), we obtain the simplified pseudo-secular form that readŝ
where, B is the hyperfine strength that depends on the distance between the two spins and in this paper will take values in the range of the tens and hundreds of 2πkHz. For the sake of simplicity, in Eq. (15), we have neglected the secular term ∝Ŝ zÎz , as it only induces a small shift in the effective Zeeman gaps but does not imply any nuclear spin flip, thus being inessential for the solid-effect transitions considered here. Thanks to the RWA, Equation (8) once rewritten in the rotating frame assumes the form:
where:
Note that the Zeeman Hamiltonian in the rotating frame implies a shift of the electron Larmor frequency ω e → ω e − ω MW . In deriving (16), we used that, consistently with the RWA, [Ŝ z ,Ĥ 0 ] = 0 both for the Zeeman and the eigenstate-based approaches, and thereforê
This is coherent with the fact that the lattice brings the system to thermal equilibrium, which is unchanged in the rotating frame, asÛ (t)ρ GibbsÛ † (t) = ρ Gibbs . While the RWA is accurate in our DNP context, it does not allow to systematically go beyond the approxima- or the Floquet theory. 33 The former consists on timeaveraging the original Hamiltonian by discretizing the time-intervals and the latter, which is analogous to the Bloch theorem but for temporal periodicity, translates to an expansion in higher harmonics multiple of ω MW . As we explained above, the RWA is equivalent to truncating at the lowest harmonic in the Floquet theory and for simplicity, here we will restrict to doing so. Interestingly, if one considers the second harmonics and applies AHT, a Bloch-Seigert 34 type of shift (extra renormalization for the electron Larmor frequency) would be recovered.
At this point, one can exactly compute the time evolution in Eq. (16); more directly we can obtain the stationary state ρ stat by setting dρ (r) /dt = 0 and solving the resulting linear system. This approach has nevertheless an important drawback: the complexity of the problem grows extremely fast, as the number of components of the density matrix ρ (r) equals 2 2(Ne+Nn) . This can be straightforwardly done for the 2-spins example (N e = N n = 1) and the numerical results are shown in Sec. IV. However, as soon as one wants to consider larger systems, this fast exponential growth makes any numerical treatment prohibitive. For this reason, one considers the Hilbert approximation that we detail in the following section.
III. HILBERT APPROACH: TOWARDS A SEMI-CLASSICAL MASTER EQUATION
The Hilbert approximation consists on projecting the dynamics of the density matrix ρ to its diagonal components ρ nn ≡ π n , in the basis which diagonalizesĤ 0 . Indeed, the commutator in (16) induces oscillations for the off-diagonal terms
which are then exponentially suppressed by the Lindbladian term on time scales T 2,e and T 2,n (respectively if |n and |m differ for an electronic or a nuclear transition). Note that in the Zeeman-based approach, hyperfine interactions (B) induce nuclear spin-flip transitions that we dub leakage and that are absent in the eigenstate-based approach. The scheme corresponds to a microwave irradiation of the double-quantum transition (i.e. |↑e , ↑n |↓e , ↓n ), namely ωMW ≈ ωe − ωn (or ωe − Ωn). In this limit, we can neglect other microwave-induced transitions (zero-quantum, single-quantum...)
In this limit, the off-diagonal elements are always small and the state of the system can be described by the occupation probability π n of each eigenstate |n . Lattice, microwaves and perturbative terms of the Hamiltonian (if any) induce slow transitions between pairs of those eigenstates. In practice, one wants to obtain a master equation for the occupation probabilities π n and determine the transition rates W |n →|m between eigenstates. Once those rates are determined, one can define the transition matrix w:
The stationary state for the occupation probabilities π stat is the eigenvector of the matrix w with eigenvalue 0, i.e.
The transition rates for the Zeeman and eigenstate-based approaches are in general different. Here we compute them for the two-spins system. As a starting point, the eigenstates and energy levels are given in Table I . Note that the Zeeman eigenstates are completely polarized along the z-direction while in the exact eigenstates-based approach, for the nuclear spin, there is some mixing (|α n or |β n ) induced by the hyperfine interactions:
where tan ϕ = B/2 ωn+Ωn . Here, we introduced Ω n as a shift of the nuclear Larmor frequency:
In Fig. 1 we show the possible transitions when the microwaves irradiate at the frequency of the doublequantum transition (i.e. |↑ e , ↑ n |↓ e , ↓ n ).
To derive the expression of the transition rates it is useful to write the Hamiltonian in terms of the nonperturbative termĤ 0 and the perturbationV =Ĥ tot − H 0 . The lattice correlation functions JÔ(ω) are supposed to be at thermal equilibrium at the temperature β −1 (see Eq. (12)); in order to specify its structure, we distinguish fast dephasing process at ω 0 on the scale of T 2e and T 2n from relaxation decaying process ω = 0, on the scale T 1e , T 1n . In particular, we set
, and
for n = m.
The full dynamics in (16) can now be decomposed in fast contributions with rates of the order T 1n . Explicitly we have:
where we define ω kn = k − n . Note that in ω kn , the energy difference is taken in the lab frame, while the term
m is in the rotating frame. More compactly, we can writeρ
where L 0 accounts for the fast dynamics (T 2,e , T 2,n ) while L 1 accounts for the slow dynamics (T 1,e , T 1,n and the perturbative terms inV ). Note that L 0 is a superoperator which preserves the diagonal part of ρ, i.e. L 0 [|n n|] = 0; it has therefore a degenerate subspace corresponding to the projectors on the diagonal entries of the density matrix ρ nn = π n , with eigenvalue 0. We are interested in an effective dynamics restricted to the diagonal entries of ρ. As this transitions are induced by the small perturbation L 1 , we treat the problem perturbatively. We have two contributions: i) A dissipative part that acts only on the subspace of the diagonal elements of the density matrix. Thus these lattice-induced transitions come naturally at the first order and read
ii) A part containing the perturbative terms of the Hamiltonian,V . These terms are responsible for the transition rates which connect different diagonal elements of the density matrix and can be used to build the transition matrix in Eq. (21) . To do so, we have implemented a perturbation theory based on the Schrieffer-Wolf transformation 21 (see appendix VIII). In this procedure, we keep only the lowest order term that gives a non-zero contribution between two given eigenstates.
At the second order in L 1 , one obtains the following transition:
where 
In the Zeeman approach, the single-quantum transitions (|↑ e , ↓ n |↓ e , ↓ n and |↑ e , ↑ n |↓ e , ↑ n ) are allowed by this term. Similarly, for the eigenstate-based approach, the transitions (|↑ e ,α n |↓ e ,α * n and |↑ e ,β n |↓ e ,β * n ) are induced by this term. On the contrary, the solid-effect transitions (zero quantum |↑ e ,β n |↓ e ,α * n and double quantum |↑ e ,α n |↓ e ,β * n ) are only allowed in the eigenstatebased approach. Indeed the numerator has a nonvanishing contribution thank to the mixing of nuclear states in Eq. (23) . As a result, in the eigenstate-based approach we can restrict ourselves to the second order in the perturbation theory without need to seek into higherorder transitions.
Contrarily, in the Zeeman approach the numerator of Eq. (32) vanishes for the zero-quantum and doublequantum transitions. Obtaining the solid effect transition rates in this approach is a tough work and one must go up to the fourth order in the perturbation theory. The details are given in appendix VIII. The final result for this transition requires the joint action of microwave irradiation and hyperfine interactions. It then reads:
An additional consequence of this Zeeman approach is that the hyperfine interactions also induce a transition between different nuclear states. This comes straightforwardly from the second-order formula in Eq. (31). The transition is dubbed leakage and its rate reads:
To sum up, all transition rates between couples of eigenstates are given in appendix IX. Microscopic parameters modeling the 1−electron and 1−nuclear spin system in a magnetic field of H = 3.3 T and in contact with lattice at a temperature β −1 = 12 K. We have chosen different values for the hyperfine interactions in order to check its action on the relaxation basis.
IV. RESULTS AND DISCUSSION
Following the formalisms introduced in sections II and III, we have computed (i) the steady state density matrix ρ stat (Liouville scheme) and (ii) the occupation probabilities, π stat n , of the eigenstates ofĤ 0 (Hilbert approximation). The nuclear polarization along the z axis reads:
The first definition applies for the Liouville scheme while the second one is used within the Hilbert approximation.
To compute ρ stat we have used Eq. (16) and to compute π stat n , Eq. (22) has been employed. The numerical parameters are given in table II and are chosen to be realistic for an experiment involving 13 C, but for which we vary some physical parameters in order to obtain richer physics.
We now present the study of the DNP profile (i.e. the nuclear polarization as a function of the frequency of irradiation of the microwaves). In particular we will focus on the zero-quantum transition to illustrate our results, but they are applicable all over the spectrum.
A. An exact treatment: Zeeman vs. eigenstate-based approaches within the Liouville formalism
The full DNP profile obtained from the exact Liouville treatment is shown in Fig. 2 (left) . The resonances corresponding to the zero-quantum and double-quantum transitions at microwave frequencies of ω MW ≈ ω e ± ω n are clearly recognizable. Our interest lies on how the strength of the hyperfine interactions affects the results, and which basis is the most accurate choice given the scenario. It is natural to assume that the Zeeman approach requires the hyperfine strength B to be weak, as it treats such an interaction as a small perturbation.
In Fig. 2 (right) , we show a zoom of the DNP profile around the zero-quantum transition: red and blue lines correspond respectively to the Zeeman and eigenstatebased approaches. Two values of the hyperfine interactions are considered: in solid line a modest hyperfine strength B = 40 × 2πkHz is shown, while the dashed lines show the case of B = 160 × 2πkHz. The width of the peak is proportional to B, and we also note that increasing the interaction strength the two eigenstate approaches are significantly more different.
B. Zeeman vs. eigenstate-based approaches in the Hilbert formalism
We now explore how the hyperfine interactions affect the performance of the Hilbert approach with respect to the exact Liouville treatment. In Fig 3 (left and right) we compare the exact Liouville treatment in solid and dashed lines for the Zeeman and eigenstate-based approaches, respectively. Again, the values B = 40×2πkHz and B = 160 × 2πkHz are considered. We observe that -Within the Zeeman-based approach (left) the two treatments slightly differ for the weak hyperfines.
-For the eigenstate-based approach (right) Liouville and Hilbert treatments give perfectly matching results.
In both cases, as one increases the hyperfine interactions strength the two treatments give more and more different results. Note that the loss of resolution in the resonance peak as we increase the hyperfine strength is more remarkable in the Hilbert scheme than in the Liouville one. Summarizing, we observe that when the hyperfine interactions are weak, the Zeeman and the eigenstate-based approaches give similar results. However, in general the Zeeman-based approach is only accurate for small values of B: it underestimates the nuclear polarization and the effect becomes more and more evident increasing the value of B. In the next section, we discuss further the origin of this discrepancy.
C. The role of leakage
To investigate the difference between the Zeeman and the eigenstate-based approaches, we now consider a much larger hyperfine strength B = 320 × 2πkHz. The results are shown in Fig. 4 and, similarly to what we observed in Fig. 3 , the Zeeman approach (blue circles) leads to a smaller value of the nuclear polarization compared with the eigenstate-based approach (yellow dots). However, it is hard to understand why the two differ, as the two polarizations are the result of two separate steps: i) the Liouville description, obtained consideringĤ 0 =Ĥ S (eigenstate-based approach) orĤ 0 =Ĥ Z (Zeeman-based approach); ii) the Hilbert scheme was obtained projecting the density matrix ρ onto its diagonal in the basis of eigenstates ofĤ 0 .
Instead of following ii), it is possible to achieve a quantitative understanding of the difference between the two Liouville formulations, if for both of them, we perform a Hilbert projection onto the same basis, i.e. the eigenstates ofĤ S . Of course, for the eigenstate-based approach, this projection coincides with the alreadyconsidered Hilbert scheme, plotted in yellow in Fig. 4 . However, for the Zeeman-based approach, we obtain a transition matrix, still in the basis of eigenstates ofĤ S (red squares in Fig. 4) . Now, the two transition matrices can be compared and remarkably, the difference between the two is pinned down as an extra transition term
it is clear that this additional transition suppresses the nuclear polarization; moreover in the limit of small B coincides with the one introduced in Eq. (34). So, in practice, the choice of the Zeeman basis in deriving the Liouville formulation already induces a fictitious leakage term, which suppresses the polarization when compared with the eigenstate-based approach. 
V. CONCLUSIONS
In this paper, we have studied one of the simplest DNP mechanisms, the solid effect in a two-spins system, within two different approaches. On the one hand, the Zeemanbased approach treats perturbatively the hyperfine interaction and considers jumps between completely polarized eigenstates. On the other hand, the eigenstate-based approach treats exactly the hyperfine interactions, and jumps occur between eigenstates which present mixing for the nuclear spin. The two schemes give very similar results when the hyperfine interactions are weak. The Zeeman approach could be more convenient for manybody systems, as it does not require the exact diagonalization of the Hamiltonian of size 2
Ne+Nn . However, the validity of this method requires weak interactions between spins. Indeed, our results show that in presence of strong hyperfine interactions the Zeeman and eigenstatebased schemes disagree and the hyperfine interactions must then be treated exactly. As discussed in Sec. IV C, the origin of the two different behaviors is not in the precise form of the eigenstates, but rather in the presence of parasite leakage transitions, induced by the perturbative treatment of the hyperfine interactions in the Zeeman approach.
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Supporting information Eigenstate versus Zeeman-based approaches to the solid-effect
In the supporting information we provide the technical details of our computations. In App. VI we develop the formalism to treat a system weakly coupled to a lattice at a given temperature. In App. VII we provide the details on the rotating wave approximation to treat time-dependent periodical Hamiltonians. In App. VIII we develop the perturbation theory of Schrieffer-Wolf type that allows us to systematically compute the transition rates between eigenstates of the Hamiltonian. Finally, in App. IX we summarize all the transition rates between those eigenstates in the different scenarios introduced in the main text.
VI. FORMAL TREATMENT OF THE COUPLING BETWEEN SYSTEM AND LATTICE
Consider a system described by the HamiltonianĤ S . The system is not isolated but in contact with a larger system described byĤ L , that we will call the lattice. The latter is considered to be a very large reservoir at equilibrium at the external temperature β −1 . The coupling between both system and lattice is considered to be weak so that the state of the system will not affect that of the lattice. We first deal with the eigenstate-based approach for which H 0 =Ĥ S and the total Hamiltonian readŝ
where j labels if we are referring to the electron or nuclear spin,Ô j α is the respective spin operator in the direction α andφ j α represents the lattice modes that linearly couple (with coupling constant λ j ) to the spinÔ j α . Within the assumptions of the Born-Markov approximation detailed in the main text, one can perform a perturbative theory in the coupling λ and find 13 an integro-differential equation for the reduced density matrix of the spins system ρ provided that ρ tot = ρ ⊗ ρ latt that reads:
In order to solve (38) one would like to decompose the interaction Hamiltonian into eigenoperators of the Hamiltonian of the spins system. If we note the eigenstates of the unperturbed Hamiltonian as |n , |m with respective energies n , m , we can define the operatorsÔ
where the sum runs over all pairs of eigenstates provided that they differ from an energy ω. From the definition of these projected operators, we get thatÔ
Additionally, one can verify that their time-evolution reads:
If we now sum over all the energy gaps, we obtain the original operator:
As a result, we get that the Hamiltonian of the coupling between lattice and system reads:
Finally, we can substitute these definition in Eq. (38) and obtain after some algebra that
Here, h.c. stands for Hermitian conjugated, and if we assume spatial and time homogeneity then the correlation functions of the lattice:
Finally, one can perform the so called secular approximation, which is an analogous to the rotating wave approximation in order to remove the time-dependence in Eq. (44). Retaining only the terms with ω = ω is justified if the correlation times of the spins system are much larger than the characteristic times of the correlation functions of the lattice. In that case, for time variations where we appreciate a change of ρ the exponential in (44) oscillates very rapidly, so they are averaged out. At the end, we obtain that the full time-evolution of the reduced density matrix of the spins system (without taking into account the microwaves yet) reads
with L the Lindblad super-operator that acts on the density matrix as follows:
and all the role of the lattice is encoded in the spectral function
In the main text, we have substituted the sum over α and j in Eq. (47) by the sum overÔ ∈ O = {Ŝ x ,Ŝ y ,Ŝ z ,Î x ,Î y ,Î z }. Note that the definition of the Lindblad super-operator strongly depends on the approach that we follow, as the operatorsÔ α,ω that enter in equation (46) are projected precisely onto the eigenstates of the unperturbed HamiltonianĤ 0 . In particular, when one implements the Zeeman approach, the evolution equation is still given by (46), but the operatorsÔ α,ω are projected onto the Zeeman basis.
VII. THE ROTATING FRAME AND THE ROTATING WAVE APPROXIMATION
The rotating wave approximation is one of the options to which we can turn in order to treat time-periodic Hamiltonians like the microwave drive in (4) . To do so, we consider a new frame of reference that is rotating around the z-axis at the same frequency of the periodical Hamiltonian, ω MW . This can be expressed by writing a new state
which in the density matrix language reads:
introducing the operatorÛ (t) = e iŜzωMWt/ . If we want to study the time-evolution of this recently introduced density matrix, we simply apply the chain rule as
To compute this, we introduce the time-evolution of the density matrix from the main text in (8) . We thus obtain that
where |n is an eigenstate ofĤ 0 , which as discussed in the text can beĤ 0 =Ĥ S (eigenstate-based approach) or H 0 =Ĥ Z (Zeeman-based approach). It is clear that for = 0, each projector |n n| would be a stable stationary state. For = 0 but small, we can derive an effective dynamics restricted to the eigenspace of L 0 with 0-eigenvalue
where we introduced λ 0 = 0, to keep the treatment general to any eigenspace of L 0 . Note that L 0 has a large degeneracy, as dim G 0 = 2 Ne+Nn . Moreover, the validity of the expansion is quantified by
and σ(L 0 ) indicates the spectrum of L 0 : L 0 ρ λ = λρ λ . In other words, the perturbation V is assumed to be too small to generate transition outside of the subspace G 0 ; nevertheless, it can induce virtual transitions, which by going outside and back inside G 0 , can generate an effective dynamics within the subspace.
To quantitatively compute the dynamics within G 0 , we use an analogous of the Schrieffer-Wolf transformation. The idea behind this method is to consider a linear transformation ρ → U ρ. Under this transformation, the matrix L in Eq. (58) is transformed as U LU −1 . We look for a transformation U such that the subspace G 0 remains decoupled from the rest. Of course, if we were able to find the transformation U which completely diagonalizes L, we would have decoupled G 0 from all the other subspaces. But, the diagonalization of L is the hard problem that we want to avoid, so we settle for the simpler requirement of decoupling G 0 from the other subspaces, order by order in .
Let's indicate with P the projector on the subspace G 0 and Q = 1 − P . We also introduce the projectors P λ onto all the other eigenspaces G λ of L, such that P λ G λ = δ λ,λ G λ and λ∈σ(L0)
where we use the notation to indicate the sum over all the eigenvalues but λ = λ 0 = 0.
It is useful to set U = e iS and we then demand that
The effective operator L eff in the subspace G 0 can then be written as
This equation can be solved perturbatively in V , by writing S = S (0) + S (1) + . . .. At order zero, we trivially obtain S (0) = 0 as QL 0 P = 0. In the following we will derive the subsequent orders.
At first order, we get the conditions that S (1) has to verify:
One can introduce an Ansatz for S (1) with the possible combinations of P and P λ connected once by V :
and substitute it in Eq. (65) and using that P Q = P P λ = 0 for λ = λ 0 , it is easy to get the value of a λ and b λ . We finally obtain:
In general the matrices S (j) are "off-diagonal", in the sense that they connect the spaces G 0 with the rest (and vice-versa). It means that the matrix S (1) is already enough to obtain the effective operator at second order in . Expanding the solution in Eq. (64), and after some algebra, we obtain the first order contribution to the effective operator:
As anticipated in the main text, one has to get to the fourth order in the perturbation theory in order to obtain the solid effect transitions. The procedure is analogous to the one discussed before, and the steps are detailed in the following. At second order, the conditions in Eq. (63) lead to:
We easily see that the last two terms in (65) do not contribute as they do not connect G 0 with the outside. As before, we find the solution using introducing the Ansatz for S (2) (this time with the perturbation V acting twice):
in (69). Again one can obtain the coefficients a 0 , a 1 , b 0 , b 1 and after simplifications compute the final expression for L eff up to third order:
The same procedure must be implemented one more time and, at third order, the conditions fixed by Eq. (63) read:
A new Ansatz up to third order for the form of S (3) is again introduced:
a 0 P V P V P V P λ + a 1 P λ V P V P V P + + λ,λ b 0 P V P V P λ V P λ + b 1 P V P λ V P V P λ + b 2 P λ V P V P λ V P + b 3 P λ V P λ V P V P + + λ,λ ,λ c 0 P V P λ V P λ V P λ + c 1 P V P λ V P λ V P λ
and its coefficients can be determined by imposing (72). After several simplifications, one finally obtains L
eff = λ 1 2(λ 0 − λ) 3 (P V P V P V P λ V P + P V P λ V P V P V P ) + λ,λ ,λ P V P λ V P λ V P λ V P (λ 0 − λ)(λ 0 − λ )(λ 0 − λ ) + λ,λ −2λ 0 + λ + λ 2(λ 0 − λ) 2 (λ 0 − λ ) 2 (P V P V P λ V P λ V P + P V P λ V P λ V P V P + P V P λ V P V P λ V P )
The final effective solution for the operator L is up to fourth order:
eff .
As it is clear, at the fourth order, one obtains a large number of terms. For the sake of simplicity, we have kept for each transition between a pair of eigenstates |n and |m the lowest order at which it does not vanish. For example, the lattice-induced transitions can be simply obtained with the first order contribution P V P . The solid effect transitions, on the contrary, must be obtained using Eq. (74).
IX. TRANSITION RATES
In this appendix we summarize the different rates obtained using the lowest order of the perturbation theory computed in the previous appendix.
• Transitions for the eigenstate-based approach:
The terms come straightforwardly from the first and second-order of the perturbation theory in Eqs. (30) and (31), respectively. It is thanks to the mixing between the nuclear eigenstates in Eq. (23) 
• Transitions for the Zeeman approach:
All terms, except for the solid effect double-quantum and zero-quantum transitions (|3 → |0 , |0 → |3 , |1 → |2 , |2 → |1 ), can be obtained as in the previous case using the first and second order in the perturbation theory of Eqs. (30) and (31). In contrast, the second order contribution for the solid-effect transitions vanishes due to the orthogonality of electron and nuclear eigenstates. It's computation requires to go up to the fourth order of the Schrieffer-Wolf perturbation theory developed in appendix VIII, that we find in Eq. (74). 
