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WEYL GROUP ACTIONS ON THE SPRINGER SHEAF
PRAMOD N. ACHAR, ANTHONY HENDERSON, DANIEL JUTEAU, AND SIMON RICHE
Abstract. We show that two Weyl group actions on the Springer sheaf with
arbitrary coefficients, one defined by Fourier transform and one by restric-
tion, agree up to a twist by the sign character. This generalizes a familiar
result from the setting of ℓ-adic cohomology, making it applicable to modular
representation theory. We use the Weyl group actions to define a Springer
correspondence in this generality, and identify the zero weight spaces of small
representations in terms of this Springer correspondence.
1. Introduction
1.1. In the 1970s, T.A. Springer made the surprising discovery [Spr] that the Weyl
group W of a reductive group G acts in a natural way on the ℓ-adic cohomology
of Springer fibres. Shortly thereafter, Lusztig [L1] gave another construction of
such an action, using the brand-new language of perverse sheaves. It is a fact of
fundamental importance that these two constructions almost coincide: they differ
only by the sign character of W, as shown in [Ho]. Thus there is essentially only
one Springer correspondence over a field of characteristic zero. The aim of this
paper is to prove a similar result with arbitrary coefficients.
The study of Springer theory with coefficients in a local ring or a finite field was
initiated by the third author in his thesis [Ju1]. That work, following [HK, Bry],
constructed theW-action via a kind of Fourier transform (as did Springer, although
his construction was different). On the other hand, in the later paper [AHR], the
other authors worked with a W-action defined as in [L1, BM]. One purpose of
this paper is to fill in the relationship between [Ju1] and [AHR], and hence derive
further consequences of the results of [AHR]. The main result of this paper is also
used by Mautner in his geometric study of Schur–Weyl duality [Ma].
1.2. A precise statement is as follows. Let k be a commutative noetherian ring of
finite global dimension. The Springer sheaf with coefficients in k, denoted Spr(k),
is the perverse sheaf on the nilpotent cone N of G obtained by pushing forward the
appropriate shift of the constant sheaf k along the Springer resolution. (For full
definitions, see Section 2.) There are two actions of W on Spr(k), giving rise to
ϕ˙ : k[W]→ End(Spr(k)) given by ‘Fourier transform’ as in [Bry, Ju1],
ρ˙ : k[W]→ End(Spr(k)) given by ‘restriction’ as in [BM, AHR].
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It follows from general properties of the Fourier transform that ϕ˙ is a ring isomor-
phism. Next, let ε : W→ {±1} be the sign character, and let
sgn : k[W]→ k[W] be given by sgn(w) = ε(w)w for w ∈W.
The main result of the paper is the following.
Theorem 1.1. We have ρ˙ = ϕ˙ ◦ sgn.
An immediate corollary is that ρ˙ is also an isomorphism, generalizing the result
for k = Q proved by Borho and MacPherson [BM, The´ore`me 3]. (An alternative
proof of this corollary will be given by the fourth author in [Ri].) Further conse-
quences, concerning the Springer correspondence induced by ϕ˙ (or equivalently by
ρ˙) and its relation to the zero weight spaces of small representations, are obtained
in Section 5.
1.3. The ‘easy’ case of Theorem 1.1 is when the following condition holds: k em-
beds either in a Q-algebra, or in an Fp-algebra where p does not divide |W|. Under
this assumption, Theorem 1.1 can be proved by arguments that have already ap-
peared in the ℓ-adic setting; we explain this proof in Section 4. The main idea is a
comparison with the classical W-action on the cohomology of the flag variety B of
G. The condition on k is needed to ensure that H•(B; k) is a faithful k[W]-module.
Note that k = Z satisfies the condition, but the case of most interest in modular
representation theory, when k is a field of characteristic dividing |W|, does not.
We will deduce the general case from the case k = Z. In order to do so, one might
try to use the morphism End(Spr(Z)) → End(Spr(k)) induced by the ‘extension
of scalars’ functor (−)
L
⊗Z k : Db(N ,Z) → Db(N , k). However, to follow this
strategy one would have to check that many isomorphisms between sheaf functors
are compatible with extension of scalars. It turns out to be more convenient to use
‘restriction of scalars’ (or forgetful) functors ForZ,k. One slight drawback is that
there is no obvious morphism End(Spr(Z)) → End(Spr(k)) induced by ForNZ,k. To
bypass this difficulty we regard Sprk as a functor from the category of k-modules to
the category of perverse sheaves on N , and we study the ring End(Sprk) of natural
endotransformations of this functor. The main ideas of Springer theory can be
developed in this functorial setting. A functor is more ‘rigid’ than a single perverse
sheaf, which allows us to define the desired morphism End(SprZ) → End(Sprk)
compatible with the functorial versions of ϕ˙ and ρ˙. That compatibility enables us
to deduce Theorem 1.1 from the k = Z case.
1.4. Outline of the paper. Section 2 contains the basic constructions of Springer
theory in our functorial setting. Section 3 contains the argument that reduces
Theorem 1.1 to the k = Z case. In Section 4, we explain how to prove Theorem 1.1
in the ‘easy’ case, thus completing the proof. Section 5 presents the applications
to the Springer correspondence and to small representations. Finally, Section 6
discusses an analogue of Theorem 1.1 for the e´tale topology over a finite field.
Appendix A collects some general lemmas expressing the compatibility of various
isomorphisms of sheaf functors.
1.5. Acknowledgements. We are grateful to Frank Lu¨beck for supplying data
about small representations in positive characteristic that supplemented [Lu¨].
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2. Preliminaries
2.1. Groups and varieties. Let G be a connected reductive algebraic group
over C, with Lie algebra g. Let B be the flag variety, which parametrizes Borel
subgroups of G. If B ∈ B, we let UB be its unipotent radical. Let H be the
universal Cartan subalgebra of g. Recall that if B is a Borel subgroup of G, H is
canonically isomorphic to Lie(B)/Lie(UB). Let W be the universal Weyl group; by
definition, it acts naturally on H.
Consider the vector bundle
g˜ = {(x,B) ∈ g×B | x ∈ Lie(B)}
over B. We have a canonical morphism
π : g˜→ g given by (x,B) 7→ x,
the so-called Grothendieck–Springer simultaneous resolution.
Let N ⊂ g be the nilpotent cone. Let also N˜ = π−1(N ), and let µ : N˜ → N be
the restriction of π to N˜ , the so-called Springer resolution. Let iN : N → g and iN˜ :
N˜ → g˜ denote the closed embeddings. Let grs ⊂ g be the open subvariety consisting
of regular semisimple elements, jrs : grs →֒ g the inclusion, g˜rs := π−1(grs), and
πrs : g˜rs → grs the restriction of π.
Fix, once and for all, a G-invariant nondegenerate bilinear form on g, and set
N := (dimN )/2, r := dimH, d := dim g = 2N + r.
2.2. Rings and sheaves: conventions and notation. All rings in the paper
will be tacitly assumed to be noetherian commutative rings of finite global dimen-
sion. If k is such a ring, then a ‘k-algebra’ should be understood to be noetherian,
commutative, and of finite global dimension as well, but not necessarily finitely
generated over k. Similarly, all our topological spaces will be tacitly assumed to be
locally compact and of finite c-soft dimension in the sense of [KaS, Exercise II.9].
Let k-mod be the category of k-modules. If X is a topological space, we write
Sh(X, k) for the category of sheaves of k-modules on X , and Db(X, k) for its
bounded derived category. (The objects in these categories are not required to
be constructible.) Given M ∈ k-mod, let MX (or simply M) be the associated
constant sheaf on X . We regard this operation as an exact functor
(2.1) (−)
X
: k-mod→ Sh(X, k).
If f : X → Y is a continuous map, we have (derived) functors
f∗, f! : D
b(X, k)→ Db(Y, k) and f∗, f ! : Db(Y, k)→ Db(X, k).
We will denote the nonderived versions of f! and f
∗ by ◦f! and
◦f∗, respectively.
If f : X → Y is a continuous map, there exists an obvious isomorphism of
functors which will be denoted by (Const):
f∗ ◦ (−)
Y
∼= (−)
X
,
If we have continuous maps of topological spaces X
f
−→ Y
g
−→ Z and if we let
h = g ◦ f , there are natural isomorphisms which will be denoted (Co):
g! ◦ f!
∼
−→ h! and f
∗ ◦ g∗
∼
−→ h∗.
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Finally, if we have a cartesian square:
W
g′ //
f ′  
X
f
Y
g
// Z
we will denote by (BC) the base-change isomorphism
g∗ ◦ f!
∼
−→ f ′! ◦ g
′∗.
2.3. Change of rings. If k′ is a k-algebra, we have exact forgetful functors
Form = Formk,k′ : k
′-mod→ k-mod and ForXk,k′ : Sh(X, k
′)→ Sh(X, k).
The derived functor of the latter will be denoted by the same symbol.
If f : X → Y is a continuous map of topological spaces, we claim that there is a
natural isomorphism
(2.2) ForYk,k′ ◦ f!
∼
−→ f! ◦ For
X
k,k′ .
To construct this isomorphism, we first note that the nonderived analogue ForYk,k′ ◦
◦f!
∼
−→ ◦f!◦For
X
k,k′ is obvious. The left hand side of (2.2) is canonically isomorphic to
the right derived functor of ForYk,k′ ◦
◦f!. Then, since For
X
k,k′ takes c-soft k
′-sheaves to
c-soft k-sheaves (which are acyclic for f!), the right hand side of (2.2) is canonically
isomorphic to the right derived functor of ◦f! ◦ For
X
k,k′ by [KaS, Proposition 1.8.7].
The claim follows. By a similar argument, we also obtain a canonical isomorphism
(2.3) ForYk,k′ ◦ f
∗ ∼−→ f∗ ◦ ForXk,k′ .
Finally, we have an obvious isomorphism
(2.4) ForXk,k′ ◦ (−)X
∼
−→ (−)
X
◦ Formk,k′ .
Appendix A collects lemmas expressing the compatibility of these isomorphisms
with each other and with various other isomorphisms that will be introduced later.
2.4. ‘Perverse’ sheaves. Let X be a complex algebraic variety, equipped with
a stratification by locally closed smooth subvarieties. By [BBD, Corollaire 2.1.4],
there is a well-defined ‘perverse t-structure’ on Db(X, k) (for the middle perversity).
Its heart will be denoted Perv(X, k). Not all objects of Perv(X, k) are perverse
sheaves in the conventional sense, because they are not required to be constructible.
Note that this category depends on the choice of stratification.
In particular, we equip N with the stratification by G-orbits, and we equip
g with the Lie algebra analogue of the stratification given in [L2, §3]. In this
stratification, the regular semisimple set forms a single stratum. Each G-orbit in
N is also a stratum of g, so the functor iN∗ : Db(N , k) → Db(g, k) restricts to an
exact functor iN∗ : Perv(N , k)→ Perv(g, k).
2.5. Springer and Grothendieck functors. We define two additive functors:
Sprk : k-mod→ Perv(N , k) by Spr(M) = µ!(M N˜ )[2N ],
Grothk : k-mod→ Perv(g, k) by Groth(M) = π!(M g˜)[d].
(Sometimes, for simplicity we write Spr, Groth instead of Sprk, Grothk.) The fact
that these functors take values in the heart of the perverse t-structure follows from
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the fact that µ is semismall and π is small. These functors are exact functors of
abelian categories. For any M in k-mod we have a canonical isomorphism
(2.5) Groth(M) ∼= (jrs)!∗
(
(πrs)!M g˜rs [d]
)
.
Lemma 2.1. The functor i∗N ◦ Groth[−r] : k-mod → D
b(N , k) takes values in
Perv(N , k). Moreover, there exists a natural isomorphism
(2.6) i∗N ◦ Groth[−r]
∼
−→ Spr.
Proof. Consider the cartesian diagram
N˜
i
N˜ //
µ


g˜
π

N
iN // g.
Then for any M in k-mod we have functorial isomorphisms
i∗NGroth(M)[−r] = i
∗
Nπ!(M g˜)[2N ]
(BC)
∼= µ!i
∗
N˜
(M
g˜
)[2N ]
(Const)
∼= µ!(M N˜ )[2N ],
which proves the claim. 
2.6. Springer and Grothendieck functors and change of rings. If k′ is a
k-algebra, then we also define
Sprk
′
k
= Sprk ◦ Formk,k′ : k
′-mod→ Perv(N , k),
Grothk
′
k = Groth
k ◦ Formk,k′ : k
′-mod→ Perv(g, k).
Using isomorphisms (2.2) and (2.4) we obtain canonical isomorphisms of functors
(2.7) Sprk
′
k
∼= ForNk,k′ ◦ Spr
k′ , Grothk
′
k
∼= For
g
k,k′ ◦ Groth
k′ .
Hence we can define two isomorphisms of functors
(2.8) φ : i∗N ◦ Groth
k′
k [−r]
∼
−→ Sprk
′
k
, φ′ : i∗N ◦ Groth
k′
k [−r]
∼
−→ Sprk
′
k
in such a way that the following diagrams commute:
i∗NGroth
kFormk,k′ [−r]
(2.6)k // SprkFormk,k′
i∗NGroth
k′
k [−r]
φ // Sprk
′
k
ForNk,k′ i
∗
NGroth
k′ [−r]
(2.6)k
′
//
(2.3)&(2.7)

ForNk,k′Spr
k′
(2.7)

i∗NGroth
k′
k [−r]
φ′ // Sprk
′
k
Using Lemma A.2 and Lemma A.3, one can easily check that φ = φ′. Hence
from now on we will use the reference (2.8) to denote either φ or φ′.
2.7. Fourier–Sato transform. Let Y be a topological space, and p : E → Y a
complex vector bundle. Consider the C×-action on the fibers of p given by scaling.
Recall that a sheaf on E (resp. an object of Db(E, k)) is said to be conic if its
restrictions to C×-orbits are locally constant (resp. its cohomology sheaves are co-
nic). Let Dbcon(E, k) ⊂ D
b(E, k) be the full subcategory consisting of conic objects.
Let pˇ : E∗ → Y be the dual vector bundle. (Here E∗ is the dual vector bundle
as a complex vector bundle. However it can also be regarded as the dual to the real
vector bundle E via the pairing E × E∗ → R sending (x, y) to Re(〈x, y〉).) Let
Q = {(x, y) ∈ E ×Y E
∗ | Re(〈x, y〉) ≤ 0} ⊂ E ×Y E
∗.
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Let q : Q→ E and qˇ : Q→ E∗ be the obvious projection maps. The Fourier–Sato
transform is defined to be the functor
(2.9) TE : D
b
con(E, k)
∼
−→ Dbcon(E
∗, k) given by TE = qˇ!q
∗[rkE].
This functor is an equivalence of categories; see [KaS, Bry]. Note that the shift by
rkE does not appear in the definition in [KaS]. Thus, with the notation of loc. cit.,
we have TE(M) = M
∧[rkE].
If k′ is a k-algebra, from the definition (2.9), we obtain a natural isomorphism
(2.10) ForE
∗
k,k′ ◦ TE
∼
−→ TE ◦ For
E
k,k′
by combining (2.2) and (2.3).
We will use several compatibility properties of the Fourier–Sato transform, which
we recall now. (Lemmas asserting the compatibility between the various isomor-
phisms we introduce are to be found in Appendix A.) Let y : Y → E∗ be the
embedding of the zero section. In §A.5 we will construct a natural isomorphism
(2.11) TE ◦ (−)
E
∼
−→ y! ◦ (−)
Y
[− rkE].
One of the steps of this construction is an isomorphism proved in Lemma A.7:
(2.12) p!(−)
E
∼= (−)
Y
[−2 rkE].
Let g : Y ′ → Y be a continuous map of topological spaces, and form the cartesian
squares
E′ = Y ′ ×Y E′
f //
 
E

Y ′
g // Y
(E′)∗ = Y ′ ×Y E∗
f ′ //


E∗

Y ′
g // Y
According to [KaS, Proposition 3.7.13], there is a natural isomorphism
(2.13) TE ◦ f!
∼
−→ f ′! ◦ TE′ .
Next, let E1 → Y and E2 → Y be two complex vector bundles, and let φ : E1 →
E2 be a map of vector bundles. Let
tφ : E∗2 → E
∗
1 denote the dual map. According
to [KaS, Proposition 3.7.14], there is a natural isomorphism
(2.14) (tφ)∗ ◦ TE1 [− rkE1]
∼
−→ TE2 ◦ φ![− rkE2].
A particularly important special case arises when E2 = Y is the trivial vector
bundle over Y , so that φ is the bundle projection p : E1 = E → Y . Then the dual
map tφ is the embedding of the zero section y : Y → E∗, so (2.14) becomes
(2.15) y∗ ◦ TE
∼
−→ p![rkE].
Here we have identified the Fourier–Sato transform for the trivial vector bundle
with the identity functor.
We will use in particular TE in the case E = g (considered as a vector bundle over
a point). Since g is equipped with a nondegenerate bilinear form, we can identify
it with its dual, and regard Tg as an autoequivalence Tg : D
b
con(g, k)
∼
−→ Dbcon(g, k).
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2.8. Fourier–Sato transform and Springer and Grothendieck functors.
Lemma 2.2. There is a natural isomorphism of functors
(2.16) Tg ◦ Groth ∼= iN ! ◦ Spr.
Proof. Consider g × B as a vector bundle over B. The functor Tg×B can be
regarded as an autoequivalence of Dbcon(g × B, k). Let x : g˜ →֒ g × B be the
inclusion, which is a morphism of vector bundles over B, and let tx : g×B → (g˜)∗
be the dual morphism. Let y : B →֒ (g˜)∗ be the inclusion of the zero section.
Finally, let f : g×B → g be the projection. We observe that the following diagram
is cartesian, where z is the natural projection:
N˜
z //
x◦i
N˜


B
y

g×B
tx // (g˜)∗.
Now we are in a position to prove the lemma. For M in k-mod we have
TgGroth(M) = Tgπ!(M g˜)[d]
(Co)
∼= Tgf!x!(M g˜)[d].
We deduce isomorphisms
TgGroth(M)
(2.13)
∼= f!Tg×Bx!(M g˜)[d]
(2.14)
∼= f!(
tx)∗Tg˜(M g˜)[d+N ]
(2.11)
∼= f!(
tx)∗y!(MB)[2N ]
(BC)
∼= f!(x ◦ iN˜ )!z
∗(MB)[2N ].
Using the (Const) isomorphism z∗(MB)
∼= M N˜ and the fact that f ◦x◦iN˜ = iN ◦µ,
we deduce the isomorphism of the lemma. 
2.9. Fourier–Sato transform, Springer and Grothendieck functors, and
change of rings. Let k′ be a k-algebra. Recall the functors Grothk
′
k and Spr
k′
k
of
§2.6. As in loc. cit. there exist two natural isomorphisms of functors
(2.17) ψ : Tg ◦ Groth
k′
k
∼
−→ iN ! ◦ Spr
k′
k
, ψ′ : Tg ◦ Groth
k′
k
∼
−→ iN ! ◦ Spr
k′
k
defined in such a way that the following diagrams commute:
TgGroth
kFormk,k′
(2.16)
k // iN !Spr
kFormk,k′
TgGroth
k′
k
ψ // iN !Spr
k′
k
Forgk,k′TgGroth
k′
(2.16)
k′ //
(2.10)&(2.7)

Forgk,k′ iN !Spr
k′
(2.2)&(2.7)

TgGroth
k′
k
ψ′ // iN !Spr
k′
k
Using Lemmas A.2, A.4, A.5, and A.6, one can easily check that ψ = ψ′. Hence
from now on we will use the reference (2.17) to denote either ψ or ψ′.
3. Endomorphisms under change of rings
3.1. Functors commuting with direct sums. Let C be an abelian category
which admits arbitrary direct sums. Recall that a functor F : k-mod → C com-
mutes with direct sums if for any set I and any collection (Mi)i∈I of k-modules the
following natural morphism is an isomorphism:
(3.1)
⊕
i∈I
F (Mi)→ F
(⊕
i∈I
Mi
)
.
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Lemma 3.1. Let F : k-mod→ C be an exact functor which commutes with direct
sums, and let End(F ) be the algebra of endomorphisms of F in the category of
functors from k-mod to C . Then the algebra morphism
evk : End(F )→ EndC (F (k))
given by evaluation at k is an isomorphism.
Proof. First we note that if η is in End(F ), then for any set I and any collection
(Mi)i∈I of k-modules, the following diagram commutes:
⊕
i∈I F (Mi)
(3.1) ≀

⊕iηMi //⊕
i∈I F (Mi)
(3.1)≀

F
(⊕
i∈I Mi
) η⊕iMi // F (⊕i∈I Mi
)
.
Let us prove injectivity of our morphism. Assume that ηk = 0. Let M be in
k-mod, and choose a set I and a surjection k⊕I ։M . Then as F is exact we have
a surjection F (k⊕I)։ F (M). Using the diagram above one checks that ηk⊕I = 0,
which implies that ηM = 0.
Now we prove surjectivity. Let ζ : F (k) → F (k) be a morphism in C . If M is
in k-mod we choose a presentation k⊕J
f1
−→ k⊕I
f2
−→M → 0 for some sets I and J .
The image under F of this presentation is an exact sequence. Then we define ηM
as the unique morphism which makes the following diagram commutative, where
we use the canonical isomorphisms F (k⊕I) ∼= F (k)⊕I and F (k⊕J) ∼= F (k)⊕J :
F (k)⊕J
F (f1) //
ζ⊕J

F (k)⊕I
ζ⊕I

F (f2) // // F (M)
ηM

F (k)⊕J
F (f1) // F (k)⊕I
F (f2) // // F (M).
To check that ηM does not depend on the presentation, and that it defines a mor-
phism of functors, is an easy exercise left to the reader. 
3.2. Endomorphisms. As above we denote by End(Spr) the k-algebra of endo-
morphisms of the functor Spr, and likewise for End(Groth).
Lemma 3.2. The following k-algebra homomorphisms are isomorphisms:
End(Spr)
evk−−→ EndPerv(N ,k)(Spr(k)),(3.2)
End(Groth)
evk−−→ EndPerv(g,k)(Groth(k))
j∗
rs−−→ EndPerv(grs,k)(Groth(k)|grs).(3.3)
Proof. The functors Groth and Spr both commute with direct sums: this follows
from the observation that the functor (2.1) commutes with direct sums, as well
as the functors π! and µ!. Using Lemma 3.1, we deduce that (3.2) and the first
morphism of (3.3) are isomorphisms. The fact that the second morphism of (3.3)
is also an isomorphism follows from (2.5) and the well-known property that the
functor (jrs)!∗ is fully faithful (see e.g. [Ju2, Proposition 2.29]). 
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3.3. Change of rings. The next two propositions deal with a comparison between
two coefficient rings. Let k′ be a k-algebra. Recall the functors Sprk
′
k
and Grothk
′
k
introduced in §2.6. Composing on the right with Formk,k′ , respectively composing on
the left with Forgk,k′ and using isomorphism (2.7), we obtain natural maps
End(Grothk)→ End(Grothk
′
k )← End(Groth
k′),
and likewise for Spr. The map End(Grothk
′
k ) → End(i
∗
N ◦ Groth
k′
k ) induced by i
∗
N ,
combined with isomorphism (2.8), gives a morphism of k-algebras
ρ˜k
′
k : End(Groth
k′
k )→ End(Spr
k′
k
).
Similar constructions using isomorphism (2.6) provide k-algebra morphisms
ρ˜k : End(Grothk)→ End(Sprk) and ρ˜k
′
: End(Grothk
′
)→ End(Sprk
′
).
Similarly, the map End(Grothk
′
k )→ End(Tg ◦ Groth
k′
k ) induced by Tg, combined
with isomorphisms (2.16) and (2.17) and the fact that iN ! is fully faithful, gives
rise to morphisms of k-algebras
ϕ˜k
′
k : End(Groth
k′
k )→ End(Spr
k′
k
),
ϕ˜k : End(Grothk)→ End(Sprk), ϕ˜k
′
: End(Grothk
′
)→ End(Sprk
′
).
Since Tg is an equivalence of categories, these morphisms are algebra isomorphisms.
Lemma 3.3. The following diagrams commute, where the vertical arrows are de-
fined above:
End(Grothk)
ρ˜k //

End(Sprk)

End(Grothk
′
k )
ρ˜k
′
k // End(Sprk
′
k
)
End(Grothk
′
)
ρ˜k
′
//
OO
End(Sprk
′
)
OO
End(Grothk)
ϕ˜k //

End(Sprk)

End(Grothk
′
k )
ϕ˜k
′
k // End(Sprk
′
k
)
End(Grothk
′
)
ϕ˜k
′
//
OO
End(Sprk
′
)
OO
Proof. Consider the left-hand diagram. The commutativity of the upper square
easily follows from the definition of (2.8) as the morphism φ of §2.6, and the com-
mutativity of the lower square easily follows from the equivalent definition of this
morphism as the morphism φ′ of §2.6. The proof of the commutativity of the
right-hand diagram is similar, using the morphisms ψ and ψ′ of §2.9. 
Lemma 3.4. The maps
End(Grothk
′
)→ End(Grothk
′
k ) and End(Spr
k′)→ End(Sprk
′
k
)
defined above are injective.
Proof. For the first assertion, by Lemma 3.2, it suffices to show that the map
EndPerv(grs,k′)(Groth
k′(k′)|grs)→ EndPerv(grs,k)(Groth
k′
k (k
′)|grs)
is injective. But this is clear, since we are now comparing two endomorphism rings of
a single locally constant sheaf on grs. The result for Spr then follows from the second
diagram in Lemma 3.3, using the fact that the morphisms ϕ˜ are isomorphisms. 
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3.4. W-action on Groth. Let us now construct a canonical isomorphism
rk : k[W]
∼
−→ End(Grothk).
Throughout this construction, the notation M will indicate a constant sheaf on
g˜rs. Because πrs is a regular covering map whose group of deck transformations is
W, there is a natural action of W on any object of the form πrs∗M . Since all our
objects live in k-linear categories, this extends to a natural action of the ring k[W].
Moreover, the morphism r˜k : k[W] → EndSh(grs,k)(πrs∗k) induced by this action is
an isomorphism. Combining this with Lemma 3.2 provides the isomorphism rk.
Proposition 3.5. If k′ is a k-algebra, the morphism End(Grothk)→ End(Grothk
′
k )
defined in §3.3 factors (uniquely) through a morphism
αk
′
k : End(Groth
k)→ End(Grothk
′
).
Moreover the following diagram commutes, where the left vertical morphism is the
natural algebra morphism:
k[W]

rk // End(Grothk)
αk
′
k
k′[W]
r
k′
// End(Grothk
′
)
Proof. Consider the following diagram:
k[W] ∼
r˜k //

EndSh(grs,k)(πrs∗k) EndPerv(g,k)(Groth
k(k))∼
coo End(Grothk)∼
evkoo
a

ev
k′
uujjjj
jj
jj
jj
jj
EndSh(grs,k)(πrs∗k
′) EndPerv(g,k)(Groth
k(k′))
∼
coo End(Grothk
′
k )∼
ev
k′oo
k′[W]
∼
r˜
k′ // EndSh(grs,k′)(πrs∗k
′)
b
OO
EndPerv(g,k′)(Groth
k′(k′))
∼
coo
b
OO
End(Grothk
′
)
∼
ev
k′oo
b
OO
The map labelled “a” is induced by the functor Formk,k′ , the maps “b” are induced
by Forgk,k′ or For
grs
k,k′ , and the maps “c” are induced by j
∗
rs. By Lemma 3.1, the
horizontal maps from the fourth column to the third one are isomorphisms.
The two squares on the bottom of the diagram are obviously commutative, as is
the triangle in the top right corner. Hence the diagram defines two maps from k[W]
to EndSh(grs,k)(πrs∗k
′). We claim that these maps coincide: this follows from the
fact that these maps are induced by the W-action on πrs∗k
′, which is independent
of the coefficient ring. Hence the diagram as a whole is commutative.
It follows that the image of End(Grothk)
a
−→ End(Grothk
′
k ) is contained in the im-
age of End(Grothk
′
)
b
−→ End(Grothk
′
k ). Since the latter map is injective (see Lemma
3.4), the existence of αk
′
k follows. The commutativity of the diagram is clear. 
3.5. W-actions on Spr. We now define
ρk : k[W]→ End(Sprk) by ρk = ρ˜k ◦ rk,
ϕk : k[W]→ End(Sprk) by ϕk = ϕ˜k ◦ rk.
Like ϕ˜k, the map ϕk is an isomorphism of k-algebras. By composing with the
isomorphism in Lemma 3.2, we obtain the maps ρ˙k, ϕ˙k considered in Theorem 1.1.
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Proposition 3.6. If k′ is a k-algebra, there is a canonical k-algebra homomorphism
βk
′
k : End(Spr
k)→ End(Sprk
′
)
such that the following diagrams commute:
k[W]

ρk // End(Sprk)
βk
′
k
k′[W]
ρk
′
// End(Sprk
′
)
k[W]

ϕk // End(Sprk)
βk
′
k
k′[W]
ϕk
′
// End(Sprk
′
)
Proof. Recall the morphisms considered in Lemma 3.3. We claim first that the im-
age of the morphism End(Sprk)→ End(Sprk
′
k
) is contained in the image of the map
End(Sprk
′
)→ End(Sprk
′
k
). Indeed, this follows from the corresponding assertion for
Groth (proved in the course of establishing Proposition 3.5) and the second com-
mutative diagram in Lemma 3.3, in which the horizontal maps are isomorphisms.
In view of Lemma 3.4, we get a natural map βk
′
k : End(Spr
k) → End(Sprk
′
), and
then the two commutative diagrams in Lemma 3.3 yield the simpler diagrams
End(Grothk)
ρ˜k //
αk
′
k

End(Sprk)
βk
′
k

End(Grothk
′
)
ρ˜k
′
// End(Sprk
′
)
and
End(Grothk)
ϕ˜k //
αk
′
k

End(Sprk)
βk
′
k

End(Grothk
′
)
ϕ˜k
′
// End(Sprk
′
)
We conclude by combining these diagrams with Proposition 3.5. 
3.6. Comparing the actions. We can now explain how the main result of the
paper, Theorem 1.1, reduces to the k = Z case. By Lemma 3.2, Theorem 1.1 (for
any given k) is equivalent to the following statement.
Theorem 3.7. The two maps ρk, ϕk : k[W]→ End(Sprk) are related as follows:
ρk = ϕk ◦ sgn.
Since we can regard k as a Z-algebra, it is obvious from Proposition 3.6 that it
suffices to prove Theorem 3.7 in the k = Z case. The k = Z case of Theorem 1.1 is
covered by known arguments, explained in the next section.
4. Proof of the ‘easy’ case
Here we explain how to prove Theorem 1.1 in the ‘easy’ case of §1.3. The re-
quired arguments appeared first around thirty years ago in papers by Hotta [Ho],
Brylinski [Bry] and Spaltenstein [Spa], and subsequently in the surveys by Shoji [Sh]
and Jantzen [Ja2]. Those references considered the e´tale topology and ℓ-adic co-
homology, so some adaptations to our setting are needed. The other reason for
revisiting these arguments is that our statement is slightly more precise than, for
example, [Sh, Proposition 17.7], in that it amounts to proving W-equivariance of
a specific isomorphism rather than the mere existence of a W-equivariant isomor-
phism.
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4.1. Actions on the cohomology of B. We begin by recalling the classical W-
action on H•(B; k). Choose a Borel subgroup B ⊂ G and a maximal torus T ⊂ B;
we obtain a canonical identification W = NG(T )/T . Then W acts on G/T and on
H•(G/T ; k). The map G/T → G/B = B is a fibre bundle whose fibre B/T is an
affine space of dimension N , and it thus induces an isomorphism
(4.1) H•(B; k) ∼= H•(G/T ; k).
We use this isomorphism to define a W-action on H•(B; k). Note that this con-
struction is compatible with change of rings in the obvious sense: if k′ is a k-algebra
then the natural morphism H•(B; k) → H•(B; k′) is W-equivariant. A similar
construction defines a W-action on the Chow ring A(B) of B (see [De2, §4.7]).
Lemma 4.1. There is a canonical isomorphism k⊗Z A(B) ∼= H•(B; k) of graded
k[W]-modules.
Proof. Since B is paved by affine spaces, H•(B; k) is a free k-module of rank
|W|, and the natural morphism H•(B;Z) → H•(B; k) induces an isomorphism
k⊗Z H•(B;Z)
∼
−→ H•(B; k). Hence it is enough to prove the lemma when k = Z.
There is a canonical morphism A(B) → H•(B;Z), see e.g. [Fu, §19.1]. By
functoriality this morphism is W-equivariant. The arguments in [Ja2, Proposition
13.1] prove that it is injective. Surjectivity follows from the fact that H•(B;Z) is
spanned by characteristic classes of Schubert varieties. (See also [De1, §8].) 
Lemma 4.2. Let F be either Q or Fp, where p does not divide |W|. Then the
F[W]-module F⊗Z A(B) is isomorphic to the regular representation.
Proof. By [De2, §4.6], Q ⊗Z A(B) is isomorphic to the coinvariant algebra CQ.
Hence when F = Q the result follows from [Bou, Ch. V, §5, The´ore`me 2]. If F = Fp,
recall that the composition factors of the modular reduction of a Qp[W]-module do
not depend on the Zp-lattice used for the reduction, see [Se, §15.2]. As Qp⊗ZA(B)
is isomorphic to the regular representation, we deduce that F⊗ZA(B) has the same
composition factors as F[W]. Under our assumptions F[W] is a semisimple ring,
whence the claim. 
We denote by ktriv, respectively kε, the k[W]-module which is free of rank one
over k with trivial W-action, respectively with W-action defined by ε.
Lemma 4.3. (1) The k[W]-module H2N (B; k) is isomorphic to kε.
(2) Assume that k embeds either in a Q-algebra, or in an Fp-algebra where p
does not divide |W|. Then the k[W]-module H•(B; k) is faithful.
Proof. (1) By Lemma 4.1, it is enough to prove the analogous claim for A(B).
We already know that A2N (B) is a free Z-module of rank 1, and we only have
to identify the W-action. However, the action of simple reflections is described in
[De2, §4.7], which is sufficient to prove the claim.
(2) It is enough to prove the claim when k is a Q-algebra, or an Fp-algebra where
p does not divide |W|. However in this case, by Lemmas 4.1 and 4.2, the k[W]-
module H•(B; k) is isomorphic to the regular representation, which is faithful. 
One can also consider cohomology with compact support. As above there is a
canonical isomorphism
H•c (B; k)
∼= H•+2Nc (G/T ; k),
which we can use to define a W-action on H•c (B; k).
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Lemma 4.4. The W-module H2Nc (B; k) is isomorphic to ktriv.
Proof. By definition we have an isomorphism H2Nc (B; k)
∼= H4Nc (G/T ; k) of W-
modules. Now H4Nc (G/T ; k) is free of rank one, with a canonical generator given
by the orientation of G/T induced by the complex structure. This generator is
fixed by W, which proves the claim. 
Of course, since B is compact, one would not normally distinguish H•c (B; k)
from H•(B; k). We do so here because the W-actions are not quite the same:
Lemma 4.5. The natural isomorphism
(4.2) H•c (B; k)
∼
−→ H•(B; k)
is (W, ε)-equivariant, in the sense that it becomes W-equivariant when one of the
two sides is tensored with the sign representation of W.
Proof. For any i we have natural (in particular, W-equivariant) pairings giving the
horizontal arrows of the commutative diagram
Hi(B; k) ⊗k H2N−ic (B; k) //

H2Nc (B; k)

Hi(B; k) ⊗k H
2N−i(B; k) // H2N (B; k)
where the vertical arrows are given by (4.2). By Poincare´ duality, the upper arrow
is a perfect pairing. (Note that H•(B; k) is free, so that Poincare´ duality holds with
coefficients in k.) Hence the same is true for the lower arrow. By Lemma 4.3 and
Lemma 4.4, the right vertical map is (W, ε)-equivariant. The claim follows. 
4.2. Comparison with Springer actions. For any variety X , let aX denote the
constant map X → pt. Factoring ag˜ as either ag ◦π or as aB ◦ t (where t : g˜→ B is
the projection, a vector bundle of rank N + r), we see that there are isomorphisms
(4.3) H•
(
ag!Groth(k)
) ∼
−→ H•
(
ag˜!kg˜[d]
) ∼
−→ H•−rc (B; k).
On the other hand, applying base-change to the cartesian square
B
jB //


g˜
π

{0}
j0
// g
(where all morphisms are the natural ones) we obtain an isomorphism
(4.4) H•
(
j∗0Groth(k)
) ∼
−→ H•+d(B; k).
Let us denote by r˙k the composition of rk with the morphism evk : End(Groth)→
End(Groth(k)). Both (4.3) and (4.4) are W-equivariant, in the following sense.
Lemma 4.6. (1) Let γ : End(Groth(k))→ End(H•(B; k)) be the map induced
by (4.4). Then γ◦r˙k : k[W]→ End(H•(B; k)) coincides with the W-action
on H•(B; k) defined in §4.1.
(2) Let γc : End(Groth(k)) → End(H
•
c (B; k)) be the map induced by (4.3).
Then γc ◦ r˙k : k[W] → End(H•c (B; k)) coincides with the W-action on
H•c (B; k) defined in §4.1.
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Proof. Spaltenstein’s proof of the ℓ-adic analogue of (1) [Spa, Theorem 2], which is
recapitulated in [Sh, Proposition 5.4] and [Ja2, Proposition 13.7], adapts directly to
our setting by simply replacing ℓ-adic cohomology with k-cohomology throughout.
A large part of this adapted proof amounts to showing that the following variant
of (4.3) is W-equivariant: H•
(
ag∗Groth(k)
) ∼
−→ H•
(
ag˜∗kg˜[d]
) ∼
−→ H•+d(B; k). The
proof of (2) is entirely analogous, but with H•+2dimXc (X ; k) instead of H
•(X ; k)
and with induced maps on cohomology going in the reverse direction. 
4.3. Proof of the theorem. We consider the cartesian diagram
B
iB //


N˜
µ

i
N˜ //

g˜
π

{0}
i0
// N
iN
// g
where again all maps are the natural ones. By the base-change theorem, we obtain
an isomorphism
H•−2N
(
i∗0Spr(k)
) ∼
−→ H•(B; k).
This induces a map of endomorphism rings, which we write as
(4.5) σ : End(Spr(k))→ End(H•(B; k))
(4.2)
∼= End(H•c (B; k)).
Denote by ρ˜(k), ϕ˜(k) : End(Groth(k))→ End(Spr(k)) the maps induced by ρ˜k, ϕ˜k.
Lemma 4.7. We have γ = σ ◦ ρ˜(k) and γc = σ ◦ ϕ˜(k).
Proof. The first equality follows from compatibility of the base-change isomorphism
with the composition isomorphism for (·)∗ functors, see [AHR, Lemma B.7(a)]. The
second equality follows from the commutativity of the following diagram:
j∗0TgGroth(k)
(2.15) //
(2.16)

ag!Groth(k)[d]
(Co) // aB!t!kg˜[2d]
(2.12)

j∗0 iN !Spr(k)
(BC) // i∗0Spr(k)
(BC) // aB!kB[2N ]
To prove this commutativity, one must analyse the left vertical map, obtained by
applying the functor j∗0 to the isomorphism (2.16). That is, one must recall from the
proof of Lemma 2.2 the individual isomorphisms of which (2.16) is the composition,
and determine what isomorphism each of these induces on the stalk at 0. Apart
from basic compatibilities between composition and base-change isomorphisms as
in [AHR, Lemmas B.4 and B.7], the key results are Lemmas A.8, A.9 and A.10.
Explicitly, a special case of Lemma A.9 provides the commutativity of the diagram
j∗0Tgf!x!kg˜[d]
(2.13)

(2.15) // ag!f!x!kg˜[2d]
(Co) // (ag×B)!x!kg˜[2d]
(Co)

j∗0f!Tg×Bx!kg˜[d]
(BC) // aB!(y′)∗Tg×Bx!kg˜[d]
(2.15) // aB!p′!x!kg˜[2d]
where p′ denotes the vector bundle projection g × B → B and y′ : B → g ×
B denotes the embedding of the zero section in that vector bundle. Similarly,
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Lemma A.10 provides the commutativity of the diagram
aB!(y
′)∗Tg×Bx!kg˜[d]
(2.15) //
(2.14)

aB!p
′
!x!kg˜[2d]
(Co)

aB!(y
′)∗(tx)∗Tg˜kg˜[d+N ]
(Co) // aB!y∗Tg˜kg˜[d+N ]
(2.15) // aB!t!kg˜[2d]
and Lemma A.8 provides the commutativity of the diagram
aB!y
∗Tg˜kg˜[d+N ]
(2.15) //
(2.11)

aB!t!kg˜[2d]
(2.12)

aB!y
∗y!kB[2N ]
// aB!kB[2N ]
where the lower horizontal map is the obvious one. Details are left to the reader. 
Theorem 4.8. Assume that k embeds either in a Q-algebra, or in an Fp-algebra
where p does not divide |W|. Then:
(1) the map σ : End(Spr(k))→ End(H•(B; k)) defined in (4.5) is injective;
(2) we have ρ˙k = ϕ˙k ◦ sgn.
Proof. By Lemmas 4.5 and 4.6 we have γc ◦ r˙k = γ ◦ r˙k ◦ sgn. Then by Lemma 4.7
we deduce that σ ◦ ϕ˜(k) ◦ r˙k = σ ◦ ρ˜(k) ◦ r˙k ◦ sgn. Moreover, by Lemma 4.6 again
and Lemma 4.3(2), these morphisms are injective. As ϕ˜(k) ◦ r˙k is an isomorphism,
we deduce (1), and also that ϕ˜(k) ◦ r˙k = ρ˜(k) ◦ r˙k ◦ sgn. This proves (2), as by
definition we have ρ˙k = ρ˜(k) ◦ r˙k and ϕ˙k = ϕ˜(k) ◦ r˙k. 
5. Consequences
Reverting to a more usual notion of perverse sheaves, we let PervG(N , k) denote
the category of G-equivariant perverse k-sheaves on N (assumed to be constructible
with respect to the stratification by G-orbits). Let Nk be the set of isomorphism
classes of simple objects of PervG(N , k). (Abusing notation slightly, we will some-
times write A ∈ Nk when we mean that A is such a simple object.) Let Rep(W, k)
denote the category of finitely-generated k[W]-modules, and let Irrk[W] be the set
of isomorphism classes of simple objects of Rep(W, k). (Again, we will sometimes
write E ∈ Irrk[W] when we mean that E is such a simple object.) Note that both
categories PervG(N , k) and Rep(W, k) are noetherian, since k is noetherian, G has
finitely many orbits on N , and W is finite.
5.1. Springer correspondence. One of the main objects of study in [AHR] was
the functor
Sρ˙ : PervG(N , k)→ Rep(W, k), A 7→ HomPervG(N ,k)(Spr(k),A),
where the W-action on Hom(Spr(k),A) is defined by w ·f = f ◦ ρ˙(w−1). By [AHR,
§7], the functor Sρ˙ commutes with restriction to Levi subgroups in an appropriate
sense, and it is exact (i.e. Spr(k) is projective in PervG(N , k)). On the other hand,
the functor Sϕ˙ defined in the same way but using the map ϕ˙ was studied implicitly
in [Ju1] (in its e´tale version using Fourier–Deligne transform) and explicitly in [Ma]
(in the same setting as the present paper). We conclude from Theorem 1.1 that Sρ˙
and Sϕ˙ differ only by a sign twist. Thus all the results proved about either of them
are valid for both. From now on, we will use the notation S to refer to Sϕ˙.
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Proposition 5.1. S has a left adjoint T : Rep(W, k)→ PervG(N , k) such that the
natural transformation id→ S ◦ T is an isomorphism.
Proof. The argument is almost the same as that in [Ga, pp. 403–404]. Let M ∈
Rep(W, k). Since Rep(W, k) is noetherian, there exists an exact sequence
(5.1) k[W]⊕m
α // k[W]⊕n // M // 0.
Here α can be viewed as an n×m matrix of elements of k[W]
∼
−→ Endk[W](k[W])
(where the latter identification sends w ∈ W to right multiplication by w−1). Let
ϕ˙(α) be the n ×m matrix of elements of End(Spr(k)) obtained by applying ϕ˙ to
each entry of α. Define T (M) ∈ PervG(N , k) by the exact sequence
(5.2) Spr(k)⊕m
ϕ˙(α) // Spr(k)⊕n // T (M) // 0.
One can easily check that T (M) represents the functor Homk[W](M, S(−)). By a
general principle [Ga, p. 346, Proposition 10], there is a unique way to define T on
morphisms so that it becomes a functor that is left adjoint to S.
Since ϕ˙ is a ring isomorphism, we have an isomorphism k[W]
∼
−→ S(Spr(k)) in
Rep(W, k) sending y ∈W to ϕ˙(y−1) ∈ End(Spr(k)) = S(Spr(k)). The induced ring
isomorphism k[W]
∼
−→ Endk[W](k[W])
∼
−→ Endk[W](S(Spr(k))) coincides with S ◦ ϕ˙.
Applying the exact functor S to (5.2) and comparing with (5.1), we conclude that
the natural transformation id→ S ◦ T is an isomorphism. 
Corollary 5.2. S is a quotient functor. That is, it induces an equivalence of
categories between Rep(W, k) and the quotient of PervG(N , k) by the kernel of S.
Proof. This follows from Proposition 5.1 as in [Ga, p. 374, Proposition 5]. 
Corollary 5.3 (Springer correspondence over k). There is a subset N0k ⊆ Nk such
that S induces a bijection N0k
∼
−→ Irrk[W], and S(A) = 0 for A ∈ Nk \N0k.
Proof. The only part which is not immediate from Corollary 5.2 is the statement
that any E ∈ Irrk[W] arises as S(A) for some A ∈ Nk. But any such E is a
quotient of k[W] in Rep(W, k), hence (since T is right exact) T (E) is a quotient
of T (k[W]) ∼= Spr(k). Any simple quotient A of T (E) is therefore also a quotient
of Spr(k), hence S(A) is nonzero. Since S is exact and S(T (E)) ∼= E is simple,
we conclude that S(A) ∼= E as required. This shows, incidentally, that any maxi-
mal subobject of T (E) belongs to the kernel of S, so T (E) has a unique maximal
subobject and A is the head of T (E). 
We can give a formula for the inverse bijection Irrk[W]
∼
−→ N0k. Recall that
we have a surjective group homomorphism π1(grs) → W, so every E ∈ Irrk[W]
determines a simple k-local system LE on grs. (Here we have to choose a base point
in grs, but this choice is irrelevant for the next proposition.)
Proposition 5.4. For any E ∈ Irrk[W], the element of N0k corresponding to E
is Tg(jrs)!∗LE [d] (or, strictly speaking, the restriction to N of this simple perverse
sheaf supported on N ).
Proof. The argument is the same as in the e´tale setting (see [Ju1, §6.2.4]). Namely,
since πrs is a Galois covering map with group W, we have an isomorphism
(5.3) HomSh(grs,k)(πrs∗k,LE)
∼= Homk[W](k[W], E) ∼= E
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of k[W]-modules, where the action of w ∈W on the middle (resp. left) term is by
precomposing with right multiplication by w (resp. with r˜k(w
−1)). Since (jrs)!∗ is
fully faithful, this induces an isomorphism
(5.4) HomPerv(g,k)(Groth(k), (jrs)!∗LE [d]) ∼= E
of k[W]-modules. Applying the equivalence Tg and using Lemma 2.2, we deduce
an isomorphism of k[W]-modules
(5.5) HomPervG(N ,k)(Spr(k),Tg(jrs)!∗LE [d])
∼= E,
where W acts on Spr(k) via ϕ˙. The claim follows. 
Remark 5.5. Similar descriptions of the left and right adjoints of S in the case that
k is a field are given by [Ma, Theorem 6.2 and Proposition 7.2].
Previous definitions of the Springer correspondence have required k to be a
field. When k = Qℓ, the above correspondence is Springer’s original version [Spr],
differing by a sign twist from Lusztig’s reformulation [L1, BM]. This follows from
Lemma 4.6 and Theorem 4.8(1). This ‘ordinary’ Springer correspondence has been
determined explicitly, see [Ca, Section 13.3] (where Lusztig’s version is used).
When k is a finite field of characteristic ℓ > 0, there is also the ‘modular’ Springer
correspondence of [Ju1, Theorem 6.2.8]. It is given by the same formula as Propo-
sition 5.4, but in the e´tale setting with Fourier–Deligne transform. The change
from Fourier–Deligne transform to Fourier–Sato transform makes no difference to
the combinatorics of the correspondence, with the obvious identification of the two
versions of Nk. Indeed, by [JLS, Section 3], the modular Springer correspondence is
completely determined by the ordinary Springer correspondence and the decompo-
sition matrix of W, and the results used to prove this, such as [Ju1, Theorem 6.3.2],
are equally valid for the Fourier-Sato transform. (The fact that the decomposition
matrix is unknown in general is irrelevant for this uniqueness argument.)
The modular Springer correspondence has been explicitly determined in [Ju1] for
types An and G2, in [JLS] for classical types when ℓ 6= 2, and in as-yet unpublished
tables for the remaining exceptional types.
5.2. Zero weight spaces of small representations. Assume now that k is a
field and that G is simple and simply-connected. Let Gˇ denote the split connected
reductive group over k whose root datum is dual to that of G (so that Gˇ is simple
of adjoint type). For any dominant coweight λ of G, there is an irreducible repre-
sentation L(λ) of Gˇ with highest weight λ. The zero weight space L(λ)0 carries a
representation of the Weyl group of Gˇ, which can be identified with W.
The main result of [AHR] determined the representation of W on L(λ)0 in the
case where λ is small (meaning that the convex hull of Wλ does not contain 2αˇ
for any root α). Namely, we have the following isomorphism, obtained from [AHR,
(1.3)] by tensoring both sides by the sign character (recall that in the present paper,
S means Sϕ˙ whereas in [AHR] it means Sρ˙):
(5.6) L(λ)0 ∼= S(π∗(IC(Gr
λ, k)|M)).
Here Grλ is the orbit in the affine Grassmannian of G labelled by λ, M is the G-
stable locally closed subvariety of the affine Grassmannian defined in [AH] (which
intersects Grλ in an open dense subvariety for all small λ), and π :M→ N is the
G-equivariant finite map defined and described in [AH].
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We can now express the right-hand side of (5.6) in terms of the Springer corre-
spondence of Corollary 5.3. The nilpotent orbits contained in π(Grλ ∩M) for each
small λ are described explicitly in [AH, Table 1, Table 6], and we have the following
dichotomy [AH, Proposition 3.2]:
Proposition 5.6. For any small coweight λ of G, one of the following occurs.
(1) π(Grλ ∩ M) is a single G-orbit Oλ, and π restricts to an isomorphism
Grλ ∩M
∼
−→ Oλ.
(2) π(Grλ ∩M) is the union of two G-orbits, of which one, say Oλ, contains
the other in its closure, and π restricts to a non-trivial 2 : 1 Galois covering
Uλ → Oλ, where Uλ is open in Gr
λ ∩M.
Corollary 5.7. In the two cases of Proposition 5.6, we have, respectively:
(1) L(λ)0 ∼= S(IC(Oλ, k)). Hence L(λ)0 is either simple or zero.
(2) Assuming that the characteristic of k is not 2, L(λ)0 ∼= S(IC(Oλ, k)) ⊕
S(IC(Oλ,L)) where L denotes the nontrivial rank-one G-equivariant k-local
system on Oλ arising from the Galois covering Uλ → Oλ. Hence L(λ)0 is
either the direct sum of two nonisomorphic simples, simple, or zero.
Proof. In the first case, the finiteness of π and Proposition 5.6(1) imply that
π∗(IC(Gr
λ, k)|M) ∼= IC(Oλ, k).
In the second case, the finiteness of π, the assumption that the characteristic of k
is not 2, and Proposition 5.6(2) imply that
π∗(IC(Gr
λ, k)|M) ∼= IC(Oλ, k)⊕ IC(Oλ,L).
The result now follows from (5.6) and Corollary 5.3. 
Remark 5.8. In the situation of Corollary 5.7(2), the G-equivariant fundamental
group of Oλ is either Z/2Z or S3 (the latter occurring only in the case of Exam-
ple 5.11 below). Hence L is in fact the unique nontrivial rank-one G-equivariant
local system on Oλ.
If char(k) = 0, Corollary 5.7 recovers the calculations in [R1, R2], as noted in
[AHR]. Now we consider the case where char(k) = ℓ > 0.
Example 5.9. If G = SLn, we are always in case (1). Let λ = (a1, . . . , an) where
a1 ≥ . . . ≥ an ≥ −1 and
∑n
i=1 ai = 0. Let λˆ = (a1+1, . . . , an+1) be the associated
partition of n. Then the orbit denoted Oλ above consists of nilpotent matrices with
Jordan type λˆ. Using the determination of the modular Springer correspondence
in this case [Ju1, Theorem 6.4.1], we recover the well-known fact [Ja1, A.23(5)]
that L(λ)0 ≃ Dλˆ
t
when λ is ℓ-restricted, and 0 otherwise. (We use the standard
notation for the simple modules of k[Sn].)
Example 5.10. Suppose G is of type B, C or D and ℓ > 2. The modular Springer
correspondence for this case has been determined in [JLS, Theorem 4.21]. Combin-
ing that result with [AH, Table 1], we obtain the explicit description of zero weight
spaces of small representations displayed in Table 1. We use the notation of [AH]
for the small coweights, and the notation of [JLS] for the simple k[W]-modules. If
ℓ = 3 and G is of type B3, one should interpret D
((13),∅) as 0. Among all the cases
considered in the present example, this is the only time that one of the intersection
cohomology complexes appearing in Corollary 5.7 is killed by S.
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G λ L(λ)0
Bn (21
2j0n−2j−1) (for 1 ≤ j ≤ n−12 ) D
((n−j−1,j),(1)) ⊕ D((n−j−1,j,1),∅)
(20n−1) D((n−1),(1))
(12j02n−j) D((n−j,j),∅)
Cn (1
j0n−j) D((n−
j
2
),( j
2
)) if j even
D((
j−1
2
),(n− j−1
2
)) if j odd
Dn (21
n−2(±1)) (if n odd) E[(
n−1
2
,1),(n−1
2
)]
(212j0n−2j−1) (for 1 ≤ j < n−12 ) E
[(n−j−1,1),(j)] ⊕E[(n−j−1),(j,1)]
(20n−1) E[(n−1,1),∅]
(1n−1(±1)) (if n even) E[(
n
2
),±]
(12j0n−2j) (for 0 ≤ j < n2 ) E
[(n−j),(j)]
Table 1. Zero weight spaces of small representations for classical groups
Example 5.11. Assume G is of type G2 and ℓ > 2. The modular Springer corre-
spondence for this type is described in [Ju1, §7.7]. Let λ be the higher fundamental
coweight, so that L(λ) is either the adjoint representation of Gˇ or its unique simple
quotient if ℓ = 3. We are in case (2), Oλ is the subregular orbit, S(IC(Oλ,L)) = 0,
and accordingly L(λ)0 ∼= S(IC(Oλ, k)) (of dimension 1 if ℓ = 3 and 2 if ℓ > 3).
Example 5.12. Among the cases where G is of exceptional type and ℓ > 2, there
are only two occasions other than that described in the preceding example where
S kills one of the intersection cohomology complexes appearing in Corollary 5.7.
Namely, if λ = 3ωˇ1 or 3ωˇ6 in type E6 (in the numbering of [Bou]), Corollary 5.7(1)
says that L(λ)0 ≃ S(IC(2A2, k)). If ℓ = 3 the latter vanishes; in this case L(λ) is
the Frobenius twist of a minuscule representation.
Since there are only finitely many small coweights in the exceptional types,
one can compute in every case the image of L(λ)0 in the Grothendieck group of
Rep(W, k), using the known answer in characteristic zero [R1, R2] together with
the known decomposition matrices for the small representations of Gˇ [Lu¨] and
the decomposition matrices for the exceptional Weyl groups which are available in
GAP3. (The latter decomposition matrices were first computed in [Kh] for ℓ = 3
and [KhM] for ℓ > 3.) As predicted by Corollary 5.7, when ℓ > 2 one finds that
L(λ)0 is multiplicity-free and has at most two simple constituents. Note that in the
case where two simple constituents appear, Corollary 5.7(2) gives the additional
information that L(λ)0 is the direct sum of the two.
If we are in the situation of Proposition 5.6(2) and ℓ = 2, it is possible for L(λ)0 to
have length greater than 2. (For example, in type E7 the k[W]-module L(ωˇ3)0 has
four distinct simple constituents, three of which appear with multiplicity 2, and the
last one with multiplicity 1.) In geometric terms, the reason that characteristic 2 is
different is that the sheaf (π|Uλ)∗kUλ is a non-split extension of kOλ by itself. Since
the intermediate extension functor preserves socles and heads [Ju2, Proposition
2.28], one can conclude that π∗(IC(Gr
λ, k)|M) has socle and head equal to IC(Oλ, k).
However, it may also have additional simple constituents in the middle, supported
on Oλ\Oλ. When one then applies the functor S to obtain L(λ)0, diverse situations
occur: there are cases where the head and socle are killed by S and the constituents
in the middle remain, and others where only the head and socle survive.
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6. E´tale version
The arguments of this paper can be adapted to prove an analogue of the main
result in the e´tale topology over a finite field, substituting the Fourier–Deligne
transform for the Fourier–Sato transform. In fact, the ‘change of rings’ operation
is simpler (since it is at the heart of the construction of the derived categories); in
particular we don’t need the functorial point of view. In this section, we describe
the set-up, and we briefly indicate some of the points that require special attention.
6.1. Derived categories of sheaves. Fix a finite field Fq of characteristic p, and
a prime number ℓ 6= p. Let X be a variety over Fq.
We say that a ring k is admissible if it is isomorphic to a finite integral extension
of some Z/ℓnZ or of Zℓ, or else to a (possibly infinite) integral extension of Zℓ or Qℓ.
For each of these rings, there is a triangulated categoryDbc (X, k), to be thought of as
the category of ‘constructible complexes of k-sheaves’. The definition of Dbc (X, k)
is rather complicated when k is not a finite ring; see [KW, Appendix A] for an
exposition. One special case will be recalled in Section 6.3. In each case, Dbc (X, k)
has a ‘natural’ t-structure and a perverse t-structure, with hearts Shc(X, k) and
Perv(X, k), respectively. We have a constant sheaf kX ∈ Shc(X, k).
Suppose now that ψ : Fq → k× is a nontrivial homomorphism. If E and E∗
are dual vector bundles over an Fq-variety Y , there is a Fourier–Deligne transform,
denoted TψE : D
b
c (E, k)
∼
−→ Dbc (E
∗, k). Its theory is developed in the generality we
need in [Ju1, Chap. 5].
6.2. Springer and Grothendieck functors. Let G be a split connected reduc-
tive group over Fq. The varieties B, N , N˜ , etc., are then also defined over Fq, and
we can define objects
Groth(k) ∈ Perv(g, k), Spr(k) ∈ Perv(N , k).
We also assume that g can be equipped with a G-invariant nondegenerate bilinear
form, and we fix such a form. (This assumption imposes a constraint on p; see [Le,
§2.5].) Having identified g ∼= g∗, we regard T
ψ
g as an autoequivalence
Tψ
g
: Dbc (g, k)
∼
−→ Dbc (g, k).
From [Ju1, §6.2], we have e´tale analogues of Lemmas 2.1 and 2.2, although the
latter now includes a Tate twist:
i∗NGroth(k)[−r]
∼= Spr(k), Tψg ◦ Groth(k)
∼= iN ! ◦ Spr(k)(−N − r).
One can then define analogues of ρ˙k and ϕ˙k, see [Ju1, Theorem 6.2.1, Corol-
lary 6.2.5].
6.3. Change of rings. Let us assume that k is a finite integral extension of Zℓ,
with maximal ideal m. Any quotient k/mn is a finite ring. For n ≥ 1, we consider
the full triangulated subcategory Dbctf(X, k/m
n) ⊂ Dbc (X, k/m
n) whose objects are
quasiisomorphic to a bounded complex of flat sheaves of k/mn-modules. Then
(6.1) Dbc (X, k) = lim←−
n
Dbctf(X, k/m
n)
by definition. If k′ is any quotient of k, we define the functor
EXk,k′ : D
b
c (X, k)→ D
b
c (X, k
′)
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to be the composition of the canonical functor Dbc (X, k) → D
b
ctf(X, k
′) with the
inclusion Dbctf(X, k
′)→ Dbc (X, k
′). This functor is an ‘extension of scalars’ functor
rather than a forgetful functor as in §2.3. Sheaf functors (·)!, (·)∗ and the tensor
product on Dbc (·, k), as well as the usual isomorphisms between them (composition,
base-change, projection formula) are defined termwise with respect to the inverse
limit (6.1), so that they are compatible with the functors Ek,k′ in the natural sense.
Similar remarks apply to the Fourier–Deligne transform (which is defined in terms of
the preceding operations) and its compatibility properties similar to (2.14), (2.13).
Moreover, one clearly has EXk,k′(kX) = k
′
X .
The following result follows from these remarks:
Proposition 6.1. Suppose that k is a finite integral extension of Zℓ, and that k
′
is a quotient of k. Then there is a canonical k-algebra homomorphism
End(Spr(k))→ End(Spr(k′))
induced by the functor ENk,k′ . Moreover, the following diagrams commute:
k[W]

ρ˙k // End(Spr(k))

k′[W]
ρ˙k
′
// End(Spr(k′))
k[W]

ϕ˙k // End(Spr(k))

k′[W]
ϕ˙k
′
// End(Spr(k′))
6.4. Main result. The following statement is analogous to Theorem 3.7.
Theorem 6.2. Let k be an admissible ring. The two maps ρ˙k, ϕ˙k : k[W] →
End(Spr(k)) are related as follows: ρ˙k = ϕ˙k ◦ sgn.
Proof. In view of Proposition 6.1, it suffices to treat the cases where k is either an
integral extension of Zℓ or an algebraic extension of Qℓ. Those cases are covered
by the classical arguments explained in Section 4. 
Appendix A. Isomorphisms of sheaf functors
In this appendix, we collect a few lemmas on compatibility of various isomor-
phisms of sheaf functors with change of rings, and compatibility between isomor-
phisms arising from Fourier–Sato transform. Throughout, k′ denotes a k-algebra.
A.1. Composition and change of rings. Suppose we have two maps
(A.1) X
f
−→ Y
g
−→ Z
of topological spaces, and let h = g ◦ f .
Lemma A.1. In the setting of (A.1), the following diagrams commute:
ForZk,k′g!f!
(2.2) //
(Co)

g!For
Y
k,k′f!
(2.2)

g!f!For
X
k,k′
(Co)

ForZk,k′h! (2.2)
// h!For
X
k,k′
ForXk,k′f
∗g∗
(2.3) //
(Co)

f∗ForYk,k′g
∗
(2.3)

f∗g∗ForZk,k′
(Co)

ForXk,k′h
∗
(2.3)
// h∗ForZk,k′
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Proof. By general principles, it suffices to check the corresponding statements for
nonderived functors of abelian categories, and those are straightforward. 
A.2. Base change and change of rings. Consider a cartesian square of topo-
logical spaces:
(A.2)
W
g′ //
f ′
 
X
f

Y
g
// Z
Lemma A.2. In the setting of (A.2), the following diagram commutes:
ForYk,k′g
∗f!
(2.3) //
(BC)

g∗ForZk,k′f!
(2.2) // g∗f!For
X
k,k′
(BC)

ForYk,k′f
′
! g
′∗
(2.2) // f ′!For
W
k,k′g
′∗
(2.3) // f ′! g
′∗ForXk,k′
Proof. As above, it suffices to prove the analogous nonderived statement. The
reader is referred to [KaS, Proposition 2.5.11] for an explicit description of the
nonderived base-change isomorphism. It is easily seen that the construction there
commutes with forgetful functors in the desired way. 
A.3. Constant sheaf and change of rings. Let f : X → Y be a continuous
map of topological spaces. The following lemma is obvious.
Lemma A.3. The following diagram commutes:
ForXk,k′f
∗(−)
Y
(2.3) //
(Const)

f∗ForYk,k′(−)Y
(2.4) // f∗(−)
Y
Formk,k′
(Const)

ForXk,k′(−)X
(2.4) // (−)
X
Formk,k′
A.4. Fourier transform and change of rings. Consider the context of (2.13).
This isomorphism is deduced from base-change and composition isomorphisms using
the following diagram where Q′ is to E′ what Q is to E:
E′
f


Q′
qˇ′ //q
′
oo


(E′)∗
f ′

E Q
qˇ //qoo E∗
Lemma A.4. In the context of (2.13), the following diagram commutes:
ForE
∗
k,k′TEf!
(2.10) //
(2.13)

TEFor
E
k,k′f!
(2.2) // TEf!For
E
k,k′
(2.13)

ForE
∗
k,k′f
′
!TE′
(2.2) // f ′!For
E∗
k,k′TE′
(2.10) // f ′!TE′For
E
k,k′
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Now, consider the context of (2.14). This isomorphism is deduced from base-
change and composition isomorphisms using the following diagram, where both
squares are cartesian and both triangles are commutative:
E∗1

E∗2
tφoo
Q1
q1 $$H
H
H
H
H
H
H
qˇ1
OO
Q12

oo //
OO

Q2
qˇ2
ccH
H
H
H
H
H
H
q2

E1
φ // E2
Lemma A.5. In the context of (2.14), the following diagram commutes:
For
E∗
2
k,k′
tφ∗TE1 [− rkE1]
(2.3) //
(2.14)

tφ∗For
E∗
1
k,k′TE1 [− rkE1]
(2.10) // tφ∗TE1For
E1
k,k′ [− rkE1]
(2.14)

For
E∗
2
k,kTE2φ![− rkE2]
(2.10) // TE2For
E2
k,k′φ![− rkE2]
(2.2) // TE2φ!For
E1
k,k′ [− rkE2]
Proofs of Lemmas A.4 and A.5. The claims follow from Lemmas A.1 and A.2. 
A.5. Fourier transform of the constant sheaf. Consider the context of (2.11).
By definition, we have TE(ME) = qˇ!q
∗ME [rkE] = qˇ!MQ[rkE]. Let U = qˇ
−1(E∗r
Y ), and let h : U → Q and i : Qr U → Q be the inclusion maps. It is easy to see
that the complement Q r U can be identified with E, and qˇ ◦ i can be identified
with y ◦ p : E → Y → E∗. Form the natural distinguished triangle
h!MU →MQ → i!ME → .
It is easily checked that qˇ!h!(MU ) = 0. Thus, the adjunction morphism
(A.3) MQ → i!i
∗MQ = i!ME
becomes an isomorphism after applying the functor qˇ!. Next, we have a pair of
composition isomorphisms
(A.4) qˇ!i!ME
∼
−→ (qˇ ◦ i)!ME
∼
−→ y!p!ME .
Finally, as explained in Lemma A.7 below there is a canonical isomorphism
(A.5) p!(ME)
∼= MY [−2 rkE].
The isomorphism (2.11) is obtained by composing (A.3), (A.4), and (A.5).
Lemma A.6. The following diagram commutes:
ForE
∗
k,k′TE(−)E
(2.10) //
(2.11)

TEFor
E
k,k′(−)E
(2.4) // TE(−)
E
Formk,k′
(2.11)

ForE
∗
k,k′y!(−)Y [− rkE]
(2.2) // y!For
Y
k,k′(−)Y [− rkE]
(2.4) // y!(−)
Y
Formk,k′ [− rkE]
Proof. To show that (2.11) commutes with Fork,k′ , we must show the same state-
ment for each of (A.3), (A.4), and (A.5). For (A.4), this is Lemma A.1. For (A.3),
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this follows from the commutativity of the diagram
ForQk,k′
//

ForQk,k′ i!i
∗
(2.2)

i!i
∗ForQk,k′ (2.3)
// i!For
E
k,k′ i
∗
which can be checked at the level of abelian categories, as in Lemmas A.1 and A.2.
Finally, for (A.5) this is proved in Lemma A.7 below. 
A.6. Cohomology with compact supports and change of rings. Consider
the setting of §A.5.
Lemma A.7. There exists an isomorphism of functors p!(−)
E
∼= (−)
Y
[−2 rkE],
see (2.12). Moreover, the following diagram commutes:
ForYk,k′p!(−)E
(2.2) //
(2.12)

p!For
E
k,k′(−)E
(2.4) // p!(−)
E
Formk,k′
(2.12)

ForYk,k′(−)Y [−2 rkE]
(2.4) // (−)
Y
Formk,k′ [−2 rkE]
Proof. First, assume that the vector bundle is trivial: E = CrkE × Y . Then the
arguments in the proof of [KaS, Proposition 3.2.3(iii)] can be easily adapted to
produce our isomorphism (2.12), and the commutativity of the diagram is obvious.
If now φ is an automorphism of E (as a complex vector bundle over Y ) then φ
induces an automorphism of the functor p!(−)
E
. However this automorphism is
trivial by the arguments of the proof of [KaS, Proposition 3.2.3(iv)].
Now assume that E can be trivialized. Then by the claim about automorphisms
above, there exists a canonical isomorphism (2.12) (i.e. any choice of a trivialization
produces such an isomorphism, and it does not depend on the trivialization). The
commutativity of the diagram also follows from the case E is trivial.
Finally, consider the general case. Let M be in k-mod. Then the object
p!ME [2 rkE] of D
b(Y, k) restricts to a sheaf on any open subset Y ′ of Y over
which E is trivializable. It follows that this object itself is a sheaf. Moreover, the
restriction of this sheaf to Y ′ is canonically isomorphic to MY ′ for any Y
′ as above.
The canonicity implies that these isomorphisms can be glued to an isomorphism
p!ME [2 rkE]
∼= MY , which is clearly functorial in M . Finally, the commutativity
of the diagram follows from the commutativity on any open subset on which E is
trivializable, which was checked above. 
A.7. Compatibilities involving Fourier transform.
Lemma A.8. In the context of (2.11), the following diagram commutes, where the
bottom horizontal morphism is the obvious one:
y∗TE(−)
E
(2.15) //
(2.11)

p!(−)
E
[rkE]
(2.12)

y∗y!(−)
Y
[− rkE] // (−)
Y
[− rkE]
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Proof. Consider the following diagram, in which the spaces and maps are defined
in either §2.7 or §A.5. The commutative square on the left-hand side is cartesian.
E
i
//
p

id
))
Q
q
//
qˇ
E
Y
y // E∗
Note that both i and y are closed inclusions, so we have adjunction morphisms
η : id→ i!i∗ and ǫ : y∗y! → id. We claim that the following diagram commutes:
(A.6)
y∗qˇ!
η //
(BC)

y∗qˇ!i!i
∗
(Co) // y∗y!p!i∗
ǫ
sshhhhh
hh
hh
hh
hh
hh
hh
h
p!i
∗
It suffices to check this at the level of abelian categories, and that can be done using
the explicit descriptions of the various morphisms found in [KaS, Chapter 2].
Next, unravelling the definitions of (2.11) and (2.15), we find that we must prove
the commutativity of the following diagram. Here, for brevity, we put r = −2 rkE.
y∗qˇ!q
∗(−)
E
η //
(BC)

(2.15)
..
(2.11)
))
y∗qˇ!i!i
∗q∗(−)
E
(Co)// y∗y!p!i∗q∗(−)
E
(Co)//
ǫ
rr
y∗y!p!(−)
E
(2.12)//
ǫ

y∗y!(−)
Y
[r]
ǫ

p!i
∗q∗(−)
E (Co)
// p!(−)
E (2.12)
// (−)
Y
[r]
The commutativity of the upper left-hand part follows from (A.6), and the com-
mutativity of the portion bounded by the arrows labelled ‘ǫ’ is obvious. 
The following two lemmas can be deduced from the basic compatibilities between
(Co) and (BC) established in [AHR, Lemmas B.4, B.6, B.7 and B.8]. The proofs
are routine applications of the general techniques of [AHR, Appendix B]; the details
are left to the reader.
First, let φ : E1 → E2 be a morphism of vector bundles, and let g : Y ′ → Y be a
continuous map. Then we can set E′1 := Y
′ ×Y E1, E′2 := Y
′ ×Y E2, and consider
the natural maps
f1 : E
′
1 → E1, f
′
1 : (E
′
1)
∗ → E∗1 , f2 : E
′
2 → E2, f
′
2 : (E
′
2)
∗ → E∗2 , φ
′ : E′1 → E
′
2.
We set r1 := rkE1 and r2 := rkE2.
Lemma A.9. The following diagram commutes:
(tφ)∗TE1f1![−r1]
(2.13)

(2.14) // TE2φ!f1![−r2]
(Co) // TE2f2!φ
′
![−r2]
(2.13)

(tφ)∗f ′1!TE′1 [−r1]
(BC) // f ′2!(
tφ′)∗TE′
1
[−r1]
(2.14) // f ′2!TE′2φ
′
![−r2]
Now, consider two morphisms of vector bundles φ : E1 → E2 and ψ : E2 → E3.
We set r1 = rkE1, r2 = rkE2, and r3 = rkE3.
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Lemma A.10. The following diagram commutes:
tψ∗tφ∗TE1 [−r1]
(Co) //
(2.14)

t(ψ ◦ φ)∗TE1 [−r1]
(2.14) // TE3(ψ ◦ φ)![−r3]
(Co)

tψ∗TE2φ![−r2]
(2.14) // TE3ψ!φ![−r3]
References
[AH] P. Achar, A. Henderson, Geometric Satake, Springer correspondence, and small represen-
tations, to appear in Selecta Math. (N.S.), arXiv:1108.4999.
[AHR] P. Achar, A. Henderson, and S. Riche, Geometric Satake, Springer correspondence, and
small representations II, preprint, arXiv:1205.5089.
[BBD] A. Be˘ılinson, J. Bernstein, and P. Deligne, Faisceaux pervers, in Analysis and topology on
singular spaces, I (Luminy, 1981), Aste´risque 100 (1982), 5–171.
[BM] W. Borho and R. MacPherson, Repre´sentations des groupes de Weyl et homologie
d’intersection pour les varie´te´s nilpotentes, C. R. Acad. Sci. Paris Se´r. I Math. 292 (1981),
707–710.
[Bou] N. Bourbaki, Groupes et alge`bres de Lie, chapitres 4, 5 et 6, Hermann, 1968.
[Bry] J.-L. Brylinski, Transformations canoniques, dualite´ projective, the´orie de Lefschetz,
transformations de Fourier et sommes trigonome´triques, Aste´risque 140-141 (1986), 3–
134.
[Ca] R. W. Carter, Finite groups of Lie type: conjugacy classes and complex characters, John
Wiley & Sons, Inc., New York, 1985.
[De1] M. Demazure, Invariants syme´triques entiers des groupes de Weyl et torsion, Invent.
Math. 21 (1973), 287–301.
[De2] M. Demazure, De´singularisation des varie´te´s de Schubert ge´ne´ralise´es, Ann. Sci. E´cole
Norm. Sup. 7 (1974), 53–88.
[Fu] W. Fulton, Intersection theory, Ergebnisse der Mathematik und ihrer Grenzgebiete,
Springer-Verlag, 1984.
[Ga] P. Gabriel, Des cate´gories abe´liennes, Bulletin de la S.M.F. 90 (1962), 323–448.
[Ho] R. Hotta, On Springer’s representations, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 28
(1981), 863–876.
[HK] R. Hotta and M. Kashiwara, The invariant holonomic system on a semisimple Lie algebra,
Invent. Math. 75 (1984), 327–358.
[Ja1] J. C. Jantzen, Representations of algebraic groups, 2nd ed., Mathematical Surveys and
Monographs, no. 107, Amer. Math. Soc., Providence, RI, 2003.
[Ja2] J. C. Jantzen, Nilpotent orbits in representation theory, in Lie theory, 1–211, Progr. Math.
228, Birkha¨user, 2004.
[Ju1] D. Juteau, Modular Springer correspondence and decomposition matrices, Ph.D. thesis,
Universite´ Paris 7, 2007, arXiv:0901.3671.
[Ju2] D. Juteau, Decomposition numbers for perverse sheaves, Ann. Inst. Fourier 59 (2009),
1177–1229.
[JLS] D. Juteau, C. Lecouvey, and K. Sorlin, Springer basic sets and modular Springer corre-
spondence for classical types, preprint.
[KaS] M. Kashiwara and P. Schapira, Sheaves on manifolds, Grundlehren der Mathematischen
Wissenschaften 292, Springer-Verlag, 1990.
[KW] R. Kiehl, R. Weissauer, Weil conjectures, perverse sheaves, and l’adic Fourier transform,
Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys
in Mathematics, vol. 42, Springer-Verlag, Berlin, 2001.
[Kh] F. Khosraviyani, Decomposition numbers for exceptional Weyl groups I, J. Algebra 91
(1984), no. 2, 390–409.
[KhM] F. Khosraviyani and A. Morris, Decomposition numbers for exceptional Weyl groups II,
J. Algebra 92 (1985), no. 2, 525–531.
[Le] E. Letellier, Fourier transforms of invariant functions on finite reductive Lie algebras,
Lecture Notes in Mathematics, vol. 1859, Springer-Verlag, Berlin, 2005.
WEYL GROUP ACTIONS ON THE SPRINGER SHEAF 27
[Lu¨] F. Lu¨beck, Small degree representations of finite Chevalley groups in defining charac-
teristic, LMS J. Comput. Math. 4 (2001), 135–169 (electronic). For additional data, see
http://www.math.rwth-aachen.de/~Frank.Luebeck/chev/WMSmall/index.html.
[L1] G. Lusztig, Green polynomials and singularities of unipotent classes, Adv. in Math. 42
(1981), 169–178.
[L2] G. Lusztig, Intersection cohomology complexes on a reductive group, Invent. Math. 75
(1984), 205–272.
[Ma] C. Mautner, A geometric Schur functor, preprint, arXiv:1210.3635.
[R1] M. Reeder, Zero weight spaces and the Springer correspondence, Indag. Mathem. 9 (1998),
431–441.
[R2] M. Reeder, Small representations and minuscule Richardson orbits, Int. Math. Res. Not.
2002, no. 5, 257–275.
[Ri] S. Riche, On the Springer correspondence by restriction, in preparation.
[Se] J. P. Serre, Repre´sentations line´aires des groupes finis, Hermann, 1967.
[Sh] T. Shoji, Geometry of orbits and Springer correspondence, Orbites unipotentes et
repre´sentations, I, Aste´risque, vol. 168, Soc. Math. France, 1988, pp. 9, 61–140.
[Spa] N. Spaltenstein, On the generalized Springer correspondence for exceptional groups, in
Algebraic Groups and Related Topics, Advanced Studies in Pure Mathematics 6 (1985),
317–338.
[Spr] T. A. Springer, Trigonometric sums, Green functions of finite groups and representations
of Weyl groups, Invent. Math. 36 (1976), 173–207.
Department of Mathematics, Louisiana State University, Baton Rouge, LA 70803,
U.S.A.
E-mail address: pramod@math.lsu.edu
School of Mathematics and Statistics, University of Sydney, NSW 2006, Australia
E-mail address: anthony.henderson@sydney.edu.au
Laboratoire de Mathe´matiques Nicolas Oresme, Universite´ de Caen, BP 5186, 14032
Caen Cedex, France
E-mail address: daniel.juteau@unicaen.fr
Universite´ Blaise Pascal - Clermont-Ferrand II, Laboratoire de Mathe´matiques,
CNRS, UMR 6620, Campus universitaire des Ce´zeaux, F-63177 Aubie`re Cedex, France
E-mail address: simon.riche@math.univ-bpclermont.fr
