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Abst ract - -Th is  paper is concerned with a strongly-coupled lliptic system representing a com- 
petitive interaction between two species. We give a sufficient condition for the existence of positive 
solutions. An example is also given to show that there is a coexistence of a steady state if the 
cross-diffusions or the intraspecific competitions are weak. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the strongly coupled reaction diffusion model 
/~¢(u, v)u + uf(u, v) = 0, x • fl, 
A¢(u, ~)v + .g(u, ~) = 0, x • ~, 
u(x) = ~(~) = o, • • 0a, 
(1.1) 
where A is the Laplacian operator, ~ is a bounded omain in 7~ N with smooth boundary, denoted 
by O~. ¢,¢ • C2(7~ x T4) and f,g • C1(7~ x T4) satisfy the following hypothesis (H): 
fu, f~,g~,,g~ < 0, 
f(C1,0), f(O, B1), g(B2,0), g(O, C2) = O, 
¢(0, 0) _> dl > 0, ¢(0,0)>_d2>0, 
¢~,¢.,¢~,¢. > 0, 
for (~, ~) • [0, ~)  x [0, ~), 
for (~, ~) • [0, ~)  x [0, o0). 
(H) 
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A solution (u,v)  to system (1.1) is said to be positive if u(x) > 0 and v(x) > 0 for all x • f~. The 
existence of a positive solution (u, v) to (1.1) is also called a coexistence. 
Problem (1.1) can be thought of as the steady-state equations for a system of generalized 
Lotka-Volterra equations with self- and cross-population pressure. Diffusions have been added 
to the classical Lotka-Volterra competition system assuming that the main cause of dispersion of 
the population is the random motion. Recently, it has been observed that in biological systems, 
in particular when modelling segregation phenomena for two competing species, the interaction 
between individuals uch as mutual attraction or repulsion plays an important role. This leads us 
to a "cross-diffusion" system proposed by Shigesada, Kawasaki and Teramoto [1]. In biological 
terms, u and v represent the spatial density of the two species in the habitat fl, and hence only 
nonnegative solutions are of interest. The functions f and g are the relative growth rates of the 
populations. The preceding assumptions on f and g imply intraspecific ompetitions (f~ < 0, 
g~ < 0), interspecific ompetitions (f .  < 0, g~ < 0), and logistic growth for all species with 
carrying capacity C1 and C2. The functions ¢ and ¢ are the relative diffusion rates of the 
populations. If ¢ only depends on the density of the species itself u, it is called self-diffusion 
pressure and if ¢ is affected by the density of the other species v, it is called cross-diffusion 
pressure. For example, if ¢(u, v) = d + au  +f lv ,  the constants d, a, and fl are usually referred 
to as its respective diffusion rate, self-diffusion pressure, and cross-diffusion pressure, see [2]. 
The boundary conditions imply that the surroundings always accommodate he zero population 
densities of the species. 
There are many papers dealing with the existence of positive solutions of related reaction 
diffusion systems with various forms of the functions ¢, ¢, f ,  and g (see, for example, [3-17] 
and [1]). In particular, Leung and Fan [12] considered 
~¢(~) + : (~ ,~,v )  = o, 
~¢(v) + g(~, ~, ~) = 0, 
~(x) = ~(~) = 0,  
the elliptic systems 
xEf~,  
xE~,  
x • Off, 
and found a positive solution under some conditions on f and g. Recently, Ryu and Ahn [17], by 
using fixed point index theory, found a positive solution for the weakly-coupled elliptic system 
A¢(u)u + uf(x, u, v) = 0, x E ~, 
a¢(v )~ + ~g(~, u, v) = 0, ~ • ~, 
~(~) = ~(x)  = o, ~ • on ,  
The strongly-coupled lliptic system with cross-diffusion pressures which are linear with respect 
to the densities, 
A[(dl ÷ o~11ul ÷ c~12u2)u1] ÷ u l (a l  - b l lu l  - b12u2) -- O, x E ~,  
A[(d2 ÷ ~21ul + ~22u2)ul] + u2(a2 - b21Ul - b22u2) = 0, x E ~, 
has attracted considerable attention in recent years. In [16], the system with Dirichlet boundary 
conditions is considered, and positive solutions are found when al and a2 lie in certain range, 
or if ~12 and ~21 are sufficiently large. In [2] and [13], the system with homogeneous Neumann 
conditions is discussed by Lou and Ni. They studied the effects of diffusion, self-diffusion, and 
cross-diffusion and showed that there is no nonconstant solution if diffusion or self-diffusion 
is strong, or if cross-diffusion is weak while nonconstant solutions do exist if cross-diffusion is
suitably strong. 
Similar elliptic systems with density dependent diffusions 
-¢(x,  u, v)Au = uf(x, u, v), x E ~, 
-¢(x ,  ~, v)A~ = vg(x,  u, ~), x • f~, 
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were studied in [18] by Ahn and Li, where the diffusions ¢, ~b were allowed to be degenerate. The 
existence of positive solutions to the systems with more general boundary conditions were given. 
:For the related parabolic systems, we refer to [19-22] and the references therein. 
:Motivated by these results, we are interested in the investigation of the existence of positive 
solutions for (1.1). We will first study the scalar problem in Section 2 and then establish the 
existence of semitrivial solutions of (1.1) in Section 3. Section 4 contains a sufficient condition 
for coexistence. Finally an example is given in Section 5. 
2.  PREL IMINARIES  
In this section, we study the scalar elliptic problem and collect some known results that will 
be useful in the sequel. 
Let A(x) and B(x) be C2(~)-functions with A(x) > 0 in ~; then the eigenvalue problem 
-A(x)A¢ + B(x)¢ = )`¢, x • ~, 
(2.1) 
¢(x)  = 0, x • 0R, 
is equivalent to the problem 
-A[A(x)¢] ÷ B(x)g, = ),¢, x e ~, 
(2.2) 
~(z)  = 0, x c 0~,  
if we let ¢ = q)/A(x). It is well known (see [23]) that (2.1) has a principal eigenvalue correspond- 
ing to a simple positive eigenfunction ¢, so that the eigenvalue problem (2.2) has a principal 
eigenvalue. We denote it here )`(-AA(x) + B(x)). It has the following property. 
LEMMA 2.1. Let )`o be the principal eigenvalue of -A  with homogeneous Dirichlet boundary 
condition, that/s  )`o = A(-A). Then, 
mjn B(x) + Ao m_inA(x) < A(-AA(x) + B(x)) <_ m_axB(x) + A0 m_axA(x). 
PROOF. Let ¢1 and ¢5 be positive eigenfunctions corresponding to the eigenvalues A(-AA(x) + 
B(x)) and )`o, respectively. Then, we have 
--A(x)A¢I q- B(x)¢l = )`(-AA(x) + B(x))¢l, x e ~, 
-A¢2  = ),0¢2, x c ~. 
(2.3) 
(2.4) 
Consider the integral 
I = y (¢ lA¢2-  ¢2A¢l)dX. 
Using Green's identity and the boundary conditions ¢i = 0 on 0~ for i -- 1, 2, we find 
On the other hand, using equations (2.3) and (2.4), we have 
f L[)` -B(x)A(x) )`°lex" 
If )`(-AA(x) + B(x)) > maxfi B(x) + )`0 max~ A(x), I is positive, contradicting (2.5) and if 
)`(-AA(x) + B(x)) < rain h B(x) + )~o min~ A(x), I is negative, contradicting (2.5). This proves 
Lemma 2.1. | 
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Now, we next consider a general scalar elliptic problem 
-A¢(x, w)w = wf(x, w), x C ~, 
w(z)  = O, x ~ Of l, 
where the functions ¢ E C2(~ x 7~+) and f E C1(~ x 7~+) and satisfy 
f~(x,w) < 0, ¢~(z,~) > 0, 
S(x, Co) < 0, 
¢(z, w) > d > 0, 
for (x, w) e fi × [o, co), 
for some Co>0,  xE~,  
for (z, w) e f ix [0, co). 
(2.6) 
(H1) 
THEOREM 2.1. Let assumption (1tl) hold. Problem (2.6) has only the zero solution when a <<_ 
A(-A¢(x, O) + (a - f(x,  0))), i.e., A(A¢(x, 0) + f(x,  0)) <_ 0 and it has a unique positive solution 
when a > A(-A¢(x, O) + (a - f(x,  0))), i.e., A(A¢(x, 0) + f (x,  0)) > O, where a = max~ f(x,  0). 
The proof is similar to that of Theorem 2.1 in [16] with f replaced by a - q(x, w). The same 
method to prove the existence of a solution has been used in Theorem 2.10 of [17]. 
THEOREM 2.2. Let assumption (141) hold. Then, any nonnegative solution w of (2.6) satisfies 
0 ~ w(x) ~ d- leo m axe(z, Co), z c Ft. (2.7) 
PROOF. We will use arguments similar to those in [2]. Set D(x) = ¢(x,w)w. Then, by the 
equation in (2.6), we have 
-AD(x)  = wf(x, w), x E ~l, D(x) = O, x e 0~. 
If max~ D(x) = 0, w _~ 0, the estimate for w holds. Otherwise, let Xo E fl be such that 
D(xo) = max a D(x) > 0, then w(xo) > 0. Since D(x) attains its maximum at xo and w(xo) > O, 
we have f(xo, w(xo)) >_ O, which implies that 
w(xo) < Co. 
Therefore, 
which in turn implies that 
m axD(x) = D(xo) <_ re_axe(x, Co)Co, 
dmax w < m axD(x) < m axe(x, Co)Co. (2.8) 
The result follows. | 
LEMMA 2.2. Suppose ¢(x,w) E C2(~ X R 1) i8 monotone nondecreasing with respect o w in 
(0, oo) and ¢(x, w) > d > 0 for x 6 ~, w >_ O, g(x, w) is C 1 in w E R and continuous in x 6 f~ 
and o9 is bounded for bounded w and x. If wl,w2 6 C2(~) Cl C(~) satisfy aw 
A[¢(X, Wl)Wl] +g(x, wl(x)) = O, A[¢(x, w2)w2] +g(x, w2(x)) = O, in ~, (2.9) 
(wl - w2)[0~ = 0, w2 ~ Wl >_ w2, in ~, (2.10) 
then Wl(X) • W2(X) in fL 
PROOF. From the assumption on ¢(x, w), 
° (¢ (x ,~)~)  = ¢(z,~) +~¢~(z,~,) > > 0, d 
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for x • ~, w _> 0. Hence, the mapping w ~-+ ¢(x, w)w is continuously invertible. Let f(x, w) 
be the inverse function and define z = ¢(x,w)w. Then, w = f (x ,z)  and zl = ¢(x, wl)wl, 
z2 = ¢(x, w2)w2 satisfy 
Azl + g(x, f(x, zl (x)) = 0, Az2 + g(x, f(x, z2(x)) = O, x in ~, (2.11) 
(Zl -- z2)loe = 0, z2 ~ zl >__ z2, x in ~. (2.12) 
By' the inverse function theorem 
of i i i 
0 <_ ~ = o-~ = ¢(x ,~)  +~¢~(x ,w)  < ~' 
0w 
and by the assumption on g(x, w), there is a constant K > 0 such that Ig(x, f(x, zi)) -g (x ,  
f(z,  z2))/(zl -z2) l  <_ K for x E f~. We thus have 
-A (z l  - z2) + K(zl  - z2) >__ g(x, f(x, zl)) - g(x, f(x, z2)) (z i _ z2) + K(zl  - z2) >_ O. 
z 1 - -  z 2 
It follows from the strong maximum principle that either zl --- z2 or Zl > z2 in ~. | 
Lemma 2.2 implies that  if w is the nonnegative solution of (2.6), then w -= 0 or w > 0 in 
and if (u, v) is the nonnegative solution of (1.1), then u - 0 or u > 0 and v - 0 or v > 0 in fL 
Next, we describe the nonnegative solutions of the scalar problem 
-AC(w)w = wf(w), x e f~, 
(2.13) 
~(x) = 0, x e 0~, 
where the functions ¢ • C2(7Z+) and f • Cl(TZ+) and satisfy 
f~(w) < 0, ¢~(w) >__ 0, for w • [0, oo), 
/(Co) = 0, (H2) 
¢(w) > ~ > 0, for w • [0, oo). 
THEOREM 2.3. Let assumption (H2) hold. Problem (2.13) has only the zero solution when 
f(O) _< ¢(O)A(-A) and it has a unique positive solution when f(O) > ¢(O)A(-A).  Moreover, any 
mmnegative solution w of (2.13) satisfies 
0 <_ w(x) < Co, x • ~. (2.14) 
The existence result for a positive solution is a consequence of Theorem 2.1, and the upper 
bound (2.14) can be derived in a similar way to that of Theorem 2.2. This is also proved in [:16] 
and IiT]. 
3. TR IV IAL  AND SEMITR IV IAL  SOLUT IONS 
We first give a priori estimates for the solution to (1.1). 
THEOREM 3.1. Let assumption (H1) hold. We have 
(i) i f  (u*, 0) is the semitrivial solution of (1.1), then 0 <_ u* < Ci; 
(ii) if (0, v*) is the semitrivial solution of (1.1), then 0 <_ v* <_ C2; 
(iii) if (~, v) is the solution of (1.1), then 
o < v < d~iC2¢(B2, C2), x e ~. 
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PROOF. The first two results follow from the estimate in Theorem 2.3 since u* satisfies 
A¢(u*, 0)u* + u ' f  (u*, O) = O, x E a, u* = O, x ~ 0~, 
and v* satisfies 
A¢(0 ,  v*)v* + v ' f (0 ,  v*) = 0, z ~ ~, v* = 0, x • o~.  
For (iii), we only consider u using the argument in Theorem 2.2. Set D(x) = ¢(u(x), v(x))u(x). 
Then, by the equation in (1.1), we have 
-AD(x)  = u(x)f(u(x), v(x)), x e ~, D(x) = O, x e Of~. 
If maxfi D(x) = O, u - O, and the estimate for u holds. Otherwise let Xo C ~ be such that 
D(zo) = max~ D(x) > 0. Then, u(xo) > 0. Since D(x) attains its maximum at x0 and u(xo) > O, 
we have f(u(xo), v(xo)) > O, which implies that 
u(xo) <_ C1, V(Xo) <_ B1, 
since f(C1, 0) = 0, f(0, B1) =- 0, and f is decreasing with respect o u and v. Therefore, 
m_ax D(x) = D(x0) < ¢(C~, B~)C~, 
which in turn implies that 
dl m_axu _< m_axD(x) _< ¢(C1,B1)C1. 
The result follows. | 
Now, we show that if the birth rates of species are small or the diffusion are large, no positive 
solutions exist. 
THEOREM 3.2. Let assumption (H2) hold. Suppose that (u(x),v(x)) solves (1.1) and u,v > 0 
in ~. Then, 
(i) u - 0 in fl if f(O,O) < ¢(0,0)),o; 
(ii) v ==- 0 in ~ ffg(O,O) < ¢(O,O)Ao; 
(iii) u,v - 0 in ~, i.e., problem (1.1) has only the trivial solution if f(0,0) < ¢(0,0))~o and 
g(0, 0) < ¢(0, 0)~0. 
PROOF. From (1.1) and Theorem 2.1, the solution u(x) satisfying 
z~¢(~, ~(~))~ + ~f(~, ~(~)) = 0, x • ~, ~ = 0, ~ • 0~, 
is trivial if 
f(0,0) < ~[-Z~¢(0,v(x)) + (f(0,0) - f(0,v(x))]. 
The first result follows from Theorem 2.1, Lemma 2.1, and the assumptions that ¢ is increasing 
with respect o v and f is decreasing with respect o v. Similarly, we have v - 0 in ~ if g(0, 0) < 
¢(0, 0)),0. The solution is the unique trivial one if f(0, 0) < ¢(0, 0)A0 and g(0, 0) < ¢(0, 0)),o. 
Next, we consider the existence of semitrivial solutions of problem (1.1). A solution (u,v) 
of (1.1) is called semitrivial if one component of the solution is nontrivial and the other is trivial. 
Certainly, (u*, 0), (0, v*) are the semitrivial solutions if u*,v* > 0 in ~ and u* solves the scalar 
problem 
A¢(u, 0)u 4- uf(u, O) = O, x C f~, 
(3.1) 
u(x) = 0, x e 0f~, 
and v* solves the scalar problem 
Z~¢(0, v)v + vg(0, v) = 0, x C ~, 
,(x) = 0, ~ • 0~. (3.2) 
As a consequence of Theorems 2.3 and 3.2, we have the following result on the existence of 
semitrivial solutions of problem (1.1). | 
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THEOREM 3.3. 
(i) a unique 
g0,0) < 
(ii) a unique 
g(0, 0) > 
Problem (1.1) has 
semitrivial solution (u*, 0) with u* <_ C1 for x E 12 when f(0, 0) > ¢(0, 0)A0 and 
¢(0,0)~0; 
semitriyial solution (0, v*) with v* <_ C2 for x C ~ when f(0, 0) < ¢(0, 0)A 0 and 
~(o, o);,o. 
4. THE EX ISTENCE OF  POSIT IVE  SOLUTIONS 
In this section, we give a sufficient condition for problem (1.1) to have a positive solution. We 
first present a useful lemma. 
LEMMA 4.1. Let assumption (H) hold. The map (u, v) ~ (w, z) = (u¢(u, v), re(u, v)) is globally 
invertible in ~2 = {u _> 0, v >_ 0} if the Jacobian ~o(~,,) > 0 in R~.- 
PROOF. Since w = 0 iff u ----- 0 and z -- 0 iff v = 0, the problem is equivalent o: for fixed so > 0 
and to > 0, the system of equations 
~¢(u, v) = s0, v~(~, ~) = t0, (4.1) 
has a unique solution in R~_. Noting that ¢u, ¢.,~bu,~b, > 0 and the Jacobian is positive, it 
follows from Corollary 4.12 of [24] or the result in [25] that the map is globally univalent in the 
open convex set R~_, that  is, (Ul, vl) # (u2, v2) implies (sl, t l)  # (s2, t2), where Sl = u l¢(u l ,  Vl), 
tl = Vl¢(Ul, vl),  s2 = u2¢(u2, v2), and t2 -- v2¢(u2, v2). The solution of (4.1) is unique. 
Next, we give the existence of (4.1). The equations define functions u = f(v) in R+ and 
v = g(u) in R+, respectively, because 
o[~¢(u, v)] = ¢(u, v) + ~¢~ > dl > 0, 
Ou 
O[v¢(u, v)] = ~b(u, v) + vCv _~ d2 > 0, 
V 
by assumption (H). Now, we claim that the two curves u = f(v) and v = g(u) have at least one 
intersection. To see that, define h(v) = g(f(v)) - v in R+, it is easy to see that h is continuous 
in R+. We observe that as v ~ 0, 
f (~) -~o >o, g(/(.)) -~o  >o, 
where (u0, v0) is the positive solution of the equation 
¢(u0,0)u0=so,  ¢(u0,~o)~0=to, 
and therefore h(v) > 0 as v --~ 0; on the other hand, as v --* +oo, 
f(v)--*O, g(f(v))--*vl,  
where vl is the positive solution of 
~(0, vl)vl = to. 
Therefore, h(v) < 0 as v --* +co, and the existence of intersection follows from the intermediate 
value theorem. This completes the proof. | 
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Let assumption (H) hold. Problem (1.1) has at least one positive solution when 
¢~¢~ < ¢=¢~, in [0, +~)  × [0, +c¢) ,  
dl min[o,c~] ×[0,c2] ( - f . )  
max (~v < 
[o,c~]× [o,c~] - Cl max[o,c, lx[o,c~](-f=) - f(C1,C2) '
d2 min[o,c~] x [o,c~] (-g=) 
max ~u < 
[o,c~]x[o,c~] - C2 max[o,c~]×[o,c~](-g,) - g(C~, C2)' 
/(0, 0) > ¢(0, 0)~o, g(0, 0) > ¢(o, 0)~o, 
~[a¢(o, ~*) +/(0, ~*)] > 0, 
~[~¢(~*, 0) + g(~*, 0)] > o, 
where u* and v* are the positive solutions of the scalar problems (3.1) and (3.2). 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(a.~) 
(4.7) 
PROOF. Due to the stronger nonlinearity of problem (1.1), a traditional monotone scheme cannot 
be used directly. As in [14], we will use the Schauder fixed point theorem. 
Since the diffusion coefficients in (1.1) are nonlinear and coupled, we formulate problem (1.1) 
as a fixed point problem with a linear diffusion coefficient. We define the function z = (zl, z2) by 
z l (~, , )  = ~¢(~,  ~), ~2(~, . )  = v¢(~,  ~). 
Since z has the Jacobian o(zx,~2)o(u,v) > 0 by (4.2) in/~_ - {u > 0, v > 0}, the mapping (u, v) ~-* 
(Zl, z2) is globally invertible by Lemma 4.1. Let q = (ql, q2) be the inverse function of z(u, v) 
in R~. Problem (1.1) becomes 
-Az l  = ql(Zl,Z2)f(ql,q2), x E ~, 
-Az2 = q2(zl,z2)g(ql,q2), x E ~, (4.8) 
z~(~) = z~ (z) = 0, • ~ 0~. 
Now, we construct he subset S = [fi, fi] x [~, 9]. First, take ~ = u* and ~ = v*. Since 
f(0,0) > ¢(0, 0)Ao and g(0,0) > ¢(0, 0)),o, by Theorem 2.3, ~ and ~ are well defined, and 
~ < C1, ~ < C2. 
We next construct ~ such that ~(x) < ~(x) in ~ and 
-~¢(~,,*)~ < af(e,~*), x ~ u, 
e(x)  = 0, x e o~.  (4.9) 
In view of assumption (H), 
--~(¢(u,v*)u)=¢(u,v*)+u¢~(u,v*) >dl  >O, xE~.  
Hence, the mapping u ~-~ ¢(u, v*)u is continuously invertible. Let g(u, v*) be the inverse function. 
Then, by the inverse function theorem, g~(u,v*) > 0 for all x E ~ and u > 0. 
As in [16], let Co(X) be a positive solution of the eigenvalue problem 
-¢(o, ,*)A¢o+(f(o,o)- f(o,v*))¢o=~¢o, in~, ¢o(x)=o, onOa. 
Since by assumption (4.6), that is A[--A¢(u, v*) + (f(0, 0) -- f(0, v*)] < f(0, 0), we then have 
--¢(0, fi)A¢o = ¢o[A -- f(O, 0) + f(0, v*)] < ¢of(O, v*), in f~. 
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Using the strong maximum principle, we also have ~ < 0 for x ~ 0~2, where v is the outward 
unit normal vector. Here, by continuity, there exists e > 0 such that 
-¢(g(~¢0,~*),~)~x¢0 < ¢of(g(~¢o,~*),v*) in ~. (4.~o) 
Furthermore, since g is the inverse of u ~ ¢(u,v*)u, it is easy to see that g(O,v*) = 0 and 
d:tg(e¢o,v*) < e¢0 in ~. Noting that ~ < 0 for x ~ 0~ by the strong maximum principle, by 
choosing ~ sufficiently small, we can ensure that e¢0 _< d~u* in ~. Therefore, 
g(e¢o,v*) <_u* in~/. 
Let fi = g(e¢o,v*). Then, 0 < z2 <_ u* = ~ for x e ~ and ~¢(z2, v*) = e¢o in ~. Multiplying (4.10) 
by e/¢(~, v*), we see that z2 satisfies the inequality 
Similarly, in view of assumption (4.7), we can construct ~) such that 9(x) < ~(x) in ~ and 
-~¢(~,  ~)~ < ~g(e, ~), • c a, 
9(x) ---- 0, x e 0~/. (4.11) 
Define M1, M2 such that 
M1 
M2= 
C1 max[o,c~] × [o,c2] ( - fu)  - f(C1, C2) 
dl 
c2 ma~io,c~ 1 × I0,c~l ( -g - )  - g(c~, C2) 
d2 
A direct calculation shows that Mlu¢(u,v)+uf(u,v) is increasing with respect to u and 
M2v¢(u, v) + vg(u, v) is increasing with respect o v. In fact, 
M~¢~(~,  v) + M~¢(u, ~) + ~f~(u, ~) + f(~, v) 
>_ M~d~ - C~( - f J  - ( - f (C~,C2) )  > O, for ~ e [0, c~], ~ e [0, c~.], 
since ¢~ _> 0, ¢(u,v) >_ dl, f(u, v) > f(C1, C2), and by the definition of M1. Moreover, 
by assumptions (4.3) and (4.4), Mlu¢(u, v) + uf(u, v) is decreasing with respect to v and 
M2v¢(u, v) + vg(u, v) is decreasing with respect o u. 
Now, define an operator A by z = Ay for y -- (yl,y2) C C~(~) x Ca(~), where z -- (zl,z2) is 
the unique solution of the linear problem 
- -Az  1 "~- MlZl -~ Mlql¢(ql, q2) + qlf(ql, q2), x e ~, 
-Az2 + M2z2 ~- M2q2¢(ql, q2) + q2g(ql, q2), x e D, 
Zl(X) = z~(x) = 0, • e oh,  
(4.12) 
where qi = q~(Yl,Y2). Then, A maps C~(~) x C~(~) into C2+~(~) x C2+~(~). 
Let zS = {(u¢(u, v)~ v¢(u, v)) : (u(x), v(x)) E S}. Next, we show that (zl, z2) e zS if (Yl, Y2) E 
zS. Let (~, 7) -- (ql (yl, Y2), q2 (yl, Y2)) and (u, v) = (qz (zl, z2), q2 (zl, z2)). It suffices to prove that 
(u, v) E S if ((, 7) E S. In fact, u satisfies 
( -A  + M1)¢(u,v)u = MI~¢(~, 7}) + ~f(~,~) = ~[M1¢((, ~?) -{- f(~, ~)] 
_< ~[MI¢(~, 0) + f(~,0)] < u[Ml¢(U,0) d- f(~2,0)], 
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since ~ < ~ and MI~¢(~, 7) +~f(~, 7) are increasing with respect o ~ and decreasing with respect 
to 7. 
On the other hand, ~ satisfies 
( -A  + M1)¢(~, 0)~ = ~[MI¢(~, 0) + f(~, 0)]. 
By the comparison principle, we have 
¢(u, v)u < ¢(~, 0)~, 
and therefore, u < ~ by assumption (H). Considering the lower bound of u, we have 
( -A  + M1)¢(u, v)u = M1~¢(~, ~) + ~f(~, ~) = ~[M1¢(~, 77) + f(~, 7)] - ~[M1¢(~, ~) + f(fi, ~)], 
since ~ > ~, ~ < ~), and M1~¢(~, 7) + ~f(~, ~) are increasing with respect o ~ and decreasing 
with respect o 7]. Moreover, ~ satisfies 
( -A  + M1)¢(~,~)fi < fi[Mx¢(~,7)) + f(~, ~)], 
by the construction of ~. Then, again by the comparison principle, we have 
¢(u, v)u > ¢(~, ~)~. 
This implies that u > ~. Therefore, ~ < u < ~. In a similar way, we have ~ < v < ~5. 
Next, returning to the linear problem (4.12), we have the uniform Lp estimates 
[]Zl[[W~(a) - K (I[Mlql (Yl, Y2)¢(ql (Yt, Y2), q2(Yl, Y~) 
+ ql(~, ~) f (q~(~,  ~) ,  q~(~, ~))11~ -< K~, 
[[z~[]w~(a) <_K (][M~q2(y~, y2)¢(q~ (y~, y:), q2(yl, y:) ) 
+ q2(Yi, Y2)g(ql(Yl, Y2), q2(Yl, Y2))HL~ ~ K1, 
where K~ is a constant independent of (y~, y~) ~ zS. Choose p > n such that W2(~) is embedded 
in C a. Then, the above inequalities imply that [[zi[[¢- ~/ (2  for some constant/(2 for i = 1, 2 
where K2 is independent of (yl, y~) ~ zS. 
Define a convex subset of Ca(~) × Ca(~) by 
B - {(Y~,Y2) e zS, y~ e C" (~), I]y~[]c. < K~, i = 1,2}. 
Then, A is a continuous operator on B into itself and AB is precompact. It follows from the 
Schauder fixed point theorem that A has a fixed point in B which is a classical solution of 
problem (4.8). Therefore, problem (1.1) has a solution in S, and the solution is positive in ~. | 
Theorem 4.1 implies that a positive solution is possible if the cross-diffusion pressures or the 
intraspecific competitions are small. 
REMARK 4.1. When ¢. -- ~ ---- 0, the problem is reduced to the weakly-coupled lliptic system 
discussed in [17]. Our result for existence of the positive solution is consistent with that of 
Theorem 1.2 of [17]. 
5. AN EXAMPLE 
We have obtained a sufficient condition in order for the reaction diffusion model (1.1) to have a 
positive solution. In this final section, we consider the following strongly-coupled lliptic system 
representing a competitive interaction with diffusion, self-diffusion, and cross-diffusion: 
-~  [(~1 + ~ + Z~v)~] = ~ (~ - ~ - bx~),  • e a, 
-~  [(~ + ~ + Z~)~]  = ~ (~ - ~1~ - b~) ,  ~ e a, (~.1) 
~(~) = ~(~) = 0, • ~ O~,  
where c~i and/~i are nonnegative constants, ~f~, ai, and bij (i -~ 1, 2, j : 1, 2) are positive constants 
and m, n, k, l >_ 1. When a~ = fli -- 0 and k =- 1 = 1, it is the well-known Lotka-Volterra system, 
which has been discussed extensively. 
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THEOREM 5.1. Problem (5.1) admits 
(i) only the trivial solution (0, O) when al <_ 7~Ao and a2 _< V~Ao; 
(ii) a unique semitrivial solution (u*, O) when al > 7P;~o and a2 <_ 7~Xo; 
n . (iii) a unique semitriviat solution (0, v*) when al < 7[~Ao and a2 > 72 Xo, 
(iv) at/east one positive solution (u, v) when al > 7[~Ao, a2 > 3'ffAo, and 
alb~/~ -b,2a~/z 
)~o < 
71 ' "~ 1/I,.1/1~ m .1/I '  
-k p ia  2 /022 ) 022 
ar i /k  r ^i /k  
2Oli -- v21u I
AO < 
(~'2 ' 1/k ,,1/k'~ n ,1/k ' 
-t- c~2a I /011 ) 011 
and 
(5.2) 
(5.3) 
Zia2 < ai~2, (5.4) 
dlb12 (5.5) 
m(71 + alC1 + fllC2)m-lj31 <_ kbuC~ + b12C2' 
d2b21 (5.6) 
n(72 -}- a2C1 + f~2C2)n-lo/2 ___~ lb22C~ + b2161 '
where C1 = (a l /bn)  1/k and C2 = (a2/b22) 1/l. 
PROOF. The first three results follow from Theorems 3.1 and 3.2. We only prove (iv). First, 
assumption (H) holds with dl = 7~, d2 = 7~ and C1 = (al/bn) 1/k, C2 = (a2/b22) 1/I. The 
assumptions al > vlnA0 and a2 > 7~-ko ensure the existence of solution u* > 0, v* > 0 to the 
related scalar problem and Theorem 2.3 shows that u* < C1 and v* < C2. Using Lemma 2.1, we 
have 
A [At  (71 + ~lv*) m + (al  -- bl2v*)] >__ a l  - b12C2 - )~0(71 + ~1C2) m, 
)~ [/k~b (72 -t- a2u*) n + (a2 - b21u*)] 2> a2 - b21C1 - ,~0(72 -1- a2C1) n. 
Therefore (4.6) and (4.7) hold if (5.2) and (5.3) hold. Inequalities (5.4)-(5.6) follow from as- 
sumptions (4.2)-(4.4) in Theorem 4.1, respectively. Hence, the problem has at least one positive 
solution by Theorem 4.1. | 
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