Abstract. At Iowa State University's Center for Nondestructive Evaluation (ISU CNDE), the use of models to simulate ultrasonic inspections has played a key role in R&D efforts for over 30 years. To this end a series of wave propagation models, flaw response models, and microstructural backscatter models have been developed to address inspection problems of interest. One use of the combined models is the estimation of signal-to-noise ratios (S/N) in circumstances where backscatter from the microstructure (grain noise) acts to mask sonic echoes from internal defects. Such S/N models have been used in the past to address questions of inspection optimization and reliability. Under the sponsorship of the National Science Foundation's Industry/University Cooperative Research Center at ISU, an effort was recently initiated to improve existing research-grade software by adding graphical user interface (GUI) to become user friendly tools for the rapid estimation of S/N for ultrasonic inspections of metals. The software combines: (1) a Python-based GUI for specifying an inspection scenario and displaying results; and (2) a Fortran-based engine for computing defect signal and backscattered grain noise characteristics. The latter makes use of several models including: the Multi-Gaussian Beam Model for computing sonic fields radiated by commercial transducers; the Thompson-Gray Model for the response from an internal defect; the Independent Scatterer Model for backscattered grain noise; and the Stanke-Kino Unified Model for attenuation. The initial emphasis was on reformulating the research-grade code into a suitable modular form, adding the graphical user interface and performing computations rapidly and robustly. Thus the initial inspection problem being addressed is relatively simple. A normal-incidence pulse/echo immersion inspection is simulated for a curved metal component having a non-uniform microstructure, specifically an equiaxed, untextured microstructure in which the average grain size may vary with depth. The defect may be a flat-bottomed-hole reference reflector, a spherical void or a spherical inclusion. In future generations of the software, microstructures and defect types will be generalized and oblique incidence inspections will be treated as well. This paper provides an overview of the modeling approach and presents illustrative results output by the first-generation software.
INTRODUCTION
The use of models to simulate ultrasonic inspections has played a key role in R&D efforts for over 30 years. At Iowa State University's Center for Nondestructive evaluation (CNDE), such work began in earnest with the Thompson-Gray measurement model [1] based on Auld's electromechanical reciprocity relationship. That model allows, for example, the pulse/echo A-scan response from small reflector in a test specimen to be predicted from knowledge of: (1) the far-field scattering amplitude of the reflector; and (2) pertinent information about the inspection system being used, including the radiation pattern of the transducer and the measurement system efficiency for the conversion of electrical energy into sound. The latter frequency-dependent function can be obtained by analysis of a suitable reference signal, such as a front-wall (FW) or back-wall (BW) echo from a calibration specimen. Over the years, a series of wave propagation models, flaw response models, and microstructural backscatter models have been developed at CNDE to address inspection problems of interest.
One good use of the combined models is the estimation of signal-to-noise ratios (S/N) in circumstances where backscattered echoes from the microstructure act to mask sonic echoes from internal defects. The underlying problem is illustrated in Figure 1 . In a pulse/echo inspection of a component containing a defect, one can expect to see echoes from both the defect itself and from microstructural entities within the component. The latter echoes are often referred to collectively as "microstructural noise" or "grain noise". If the grain noise (N) is sufficiently large compared to the defect signal amplitude (S) then the defect is effectively undetectable. In response to the needs of sponsoring agencies, algorithms and associated software were developed at CNDE to predict S/N for certain types of ultrasonic inspections, most notably those of rotating jet-engine components. That software has been used to address questions of inspection reliability, such as how to optimize the choices of transducer properties and inspection design to insure that critical defects are reliably detected [2, 3] . Accurate estimation of S/N requires modeling several aspects of an inspection, including: (1) sound propagation from the transducer into the component under inspection, including the effects of component geometry and material attenuation; (2) the scattering of sound by the defect itself, and (3) the scattering of sound by the surrounding microstructure. All of these topics have long been studied by the scientific community and remain under active investigation. Approaches for predicting ultrasonic signals from internal defects developed steadily from applications to simple flat-bottomed-hole (FBH) reference reflectors, spherical or ellipsoidal voids/inclusions, and eventually to complex realistic flaws. One example of a model validation study for the latter is shown in Figure 2 where the rightmost panels compare predicted and measured absolute-amplitude C-scans for an inspection of a Ti-64 billet section found to contain a distributed defect. The defect geometry, consisting principally of several clustered irregular voids, was reconstructed by destructive sectioning and then input to the inspection simulation model [4] .
Models for ultrasonic backscatter from metal microstructures have made great strides in recent years. The work at CNDE is largely based on the advances of Jim Rose and Thompson and Han who developed a well-formulated approach for computing backscattered grain noise levels under the weak-scattering Born approximation (see [5] and the references cited therein). The earliest backscatter modeling in metals was confined to scattering from simple microstructures (single-phased, equiaxed, randomly oriented grains), and has progressed in stages to more complex microstructures. Some of the most advanced current work is being done by the group at Ohio State University headed by Stan Rokhlin where approximate formulas for backscatter coefficients have been derived for classes of microstructures having multiple phases, elongated grains and texturing [6] The bulk of the backscatter work in the scientific literature, like that of the CNDE and Ohio State groups, assumes that single-scattering effects dominate. In that circumstance the absolute grain noise level seen in a given inspection can be predicted from knowledge of the inspection system and certain ultrasonic properties of the metal, including its sound speed, attenuation and the microstructural backscatter coefficient. Such "independent scatterer" models have been developed and exploited by several research groups. These models can be used either in a forward direction (to predict grain noise) or a backward direction (to infer grain size or other microstructure attributes from measured noise). Examples of "backward" FIGURE 1. Scattering by material microstructure gives rise to grain noise that can mask or obscure the echo from an internal flaw.
FIGURE 2.
Measured and predicted ultrasonic C-scans (right) for an inspection of a Ti-6-4 billet section containing a complex extended flaw (center) whose geometry was reconstructed by destructive sectioning (left). [7] (to deduced grain size in equiaxed jet-engine rotor forgings) and Joseph Turner's group [8] (to deduce quench depth in steel railroad wheels). The accuracy of independent scatterer models is of course tied to the accuracy of the underlying assumption that single scattering events dominate in the generation of backscattered microstructural noise. This is often found to be a reasonable assumption in practice, especially near the focal zone of a focused transducer, since multiple scattering events whose last scatter occurs outside of the sonic beam footprint are expected to generate very weak received signals. However multiple-scattering contributions can be significant in some circumstances, such as for larger grain sizes, inspections at higher frequencies, and depth zones not near the focal plane [9] . To better address the influence of multiple scattering, a "full scattering" model is under development by Ron Roberts of CNDE which accounts for all orders of multiple scattering [10] . Backscatter modeling work at CNDE and elsewhere has been pursued in tandem with experimental validation studies, so much is known about the regions of applicability of the independent scatterer models. One such example of a validation study is shown in Figure 3 . There the emphasis was on studying beam diffraction effects, i. e. how the incident radiation pattern in the metal (as influenced by transducer focal characteristics and surface curvature) affects the backscattered grain noise level [11] .
SIMULATION SOFTWARE: GOALS AND CURRENT CAPABILITIES
The long-range objective of the present work is to develop state-of-the-art techniques and user-friendly software tools for estimating ultrasonic signal-to-noise ratios, primarily for use in optimizing inspection reliability. As demonstrated by past work [12] , S/N for certain inspection scenarios can be predicted with reasonable accuracy by combining software modules for sound propagation, defect response, and backscatter. Much of the existing software for doing this at CNDE may be termed "research grade" code, i.e., usable but requiring arcane knowledge about the precise meanings of model inputs and outputs, and often requiring auxiliary codes to precompute certain inputs. Our plan is to: (1) begin by adapting existing research-grade code to build user-friendly modular software to predict S/N for simple inspection scenarios; and (2) over time to generalize the software to handle more complex microstructures, defect types, and inspection geometries. In doing this we intend to make use of advances from both ongoing research at CNDE (e.g., multiple-scattering corrections to backscatter) and from the open scientific literature (e.g., singlescattering backscatter coefficients for complex microstructures). The research-grade software is being recast into a modular form so that its capabilities can more easily grow over time, for example, by replacing a backscatter module for equiaxed grains by one for elongated grains. Similarly, a signal response module for a spherical void could be replaced by one for an ellipsoidal inclusion. The model infrastructure will account for component geometry (curved entry surfaces) and key elements of the inspection system (transducer center frequency, bandwidth and focal properties) which are known to strongly influence S/N in practice. Once an inspection scenario has been specified by the user, it is intended that the computation and display of preliminary results require only a few seconds. Longer computation times may be necessary for follow-up simulations which employ less severe approximations. For example, a commercial transducer might be first approximated as a focused Gaussian transducer for preliminary calculations, and later as a focused piston transducer for more realistic results.
For the first-generation S/N software the emphasis is on reformulating the Fortran research-grade code into a suitable modular form, adding a graphical user interface (GUI) written in another language (Python), and performing computations rapidly and robustly. Thus the inspection problem being addressed is relatively simple, as shown in Figure 4a which serves as one page of the GUI used for problem specification. A normal incidence pulse/echo inspection is simulated for a component having a non-uniform microstructure, specifically a single-phased, equiaxed, untextured microstructure in which the average grain size varies with depth. At a minimum, the user specifies the quantities indicated in Figure 4a , which include the transducer properties, water path, component curvature, metal alloy properties, grain-size-versus-depth-profile, and the depth range in metal to be considered. S/N is then predicted as a function of metal depth for a model defect. At the moment the defect can be a FBH, a spherical void or a spherical inclusion that is small compared to the cross-section of the incident sonic field.
In practice, the results of ultrasonic inspections are determined in part by details of the inspection system being used, for example the nature of the pulse/receiver electronics and filter settings being employed. In modeling parlance, this dependence is addressed through a frequency-dependent "measurement system factor", β(ω) which describes the efficiency of the inspection system for converting electrical energy into sound energy [1] . In practice β(ω) is often determined by analyzing a suitable reference signal, such as a front-wall or back-wall echo from a calibration block, or the echo from a FBH reflector in a calibration block. Then having determined the system efficiency function from the reference signal, one can predict how the measured ultrasonic signal would change if the calibration block were replaced by some other specimen, say a component having some particular microstructure and embedded defect. In effect the modeling problem becomes: "given one signal (A-scan) measured with a particular inspection system (including the transducer), predicts another signal obtained from a different inspection setting". This reference signal approach is adopted in our simulation software, and the left-hand side of Figure 4a depicts the reference signal geometry for the first-generation software, namely a BW echo from a low-attenuation calibration specimen.
For accurate simulations for a specific ultrasonic inspection system, the reference signal would be measured and input to the simulation software. In our simulation software this is the option likely used by researchers undertaking model-validation studies. However, using measured reference signals in software simulation is often not productive and unnecessary. For example, one can compare the general merits of different inspections, say inspections carried out using different transducers, without having detailed reference signals available for each of the transducers. Changing from one transducer to another, to a first approximation, just changes the center frequency and bandwidth of the reference signal. We have designed the software so that the user can essentially "invent" a reference signal by assigning it a particular center frequency and bandwidth. Here the bandwidth is specified by the full-width at half maximum (FWHM) of the frequency spectrum of the reference signal. Thus simulations can be performed in cases where one has only approximate knowledge of the measurement system parameters. In this way one can compare the relative merits of using, say: (1) a 10-MHz, 50% bandwidth planar transducer; and (2) a 5-MHz, 70% bandwidth focused transducer. S/N can be roughly estimated for each and compared without the need to purchase those transducers and acquire measured reference signals using them.
As illustrated by Figure 4 , the inspection scenario is defined by selecting entries from drop down menus and/or typing numerical values into boxes. After the inspection problem has been defined, clicking on a "run" button will cause the software to execute, resulting in the display of a group of related graphs. Two examples is shown in Figure  5 comparing focused and unfocused inspections. The uppermost plot displays both signal and noise levels as functions of metal depth. These are absolute values at the gain setting specified by the user, relative to that of the reference signal. Separate vertical scales appear at the left and right edges of the plot for signal and noise, respectively. Their units will be the same as that used in specifying the reference signal A-scan (e.g., Volts). The signal curve displays the rectified peak amplitude of the defect signal, and the noise curve displays the local root-mean-squared (RMS) grain noise level, i.e., the standard deviation of the random noise voltage about its expected mean value of zero. For a focused transducer inspection, both S and N tend to be largest in the focal zone if the gain is constant in time (i.e., no distance-amplitude correction) as is assumed here. The second graph from the top displays one measure of S/N versus the depth of the defect in metal. We have chosen to specifically display the ratio of the rectified peak amplitude of the defect signal to three times the RMS grain noise level. In practice this ratio is often close to the ratio of "peak signal to peak noise" that would be observed within an observation gate covering an inch or so of depth. The bottommost plots in the display window show simulated ultrasonic A-scans (response versus time) for the defect signal in the presence of noise. These plots are generated by clicking on a point on this uppermost graph to select a metal depth. In the leftmost of the two bottom plots, the predicted defect signal (in the absence of noise) and the predicted backscattered noise signal (in the absence of a defect) are plotted separately using different colors. In the rightmost bottom plot these two waveforms are superimposed. This visual display, which incorporates a synthetic backscattered noise signal, allows the user to determine at a glance whether or not the defect is likely to be readily detected. By changing one or more of the input parameters in the inspection scenario, say modifying the transducer focal properties, the user can quickly redo the computation, immediately see the effect on S/N, and hence gauge the effect of that change on inspection reliability. In Figure 5 we see that the focused-transducer inspection is clearly superior. Text files containing all of the data shown in the graphs are also available for examination. We note that in the current implementation, the defect is assumed to be located along the transducer's central ray. This presents no interpretation difficulties near the focal zone of a focused transducer or in the far field of a planar transducer. However, in "near field" regions, the signal strength S may be effectively underestimated compared to that seen in a scanned inspection because the maximum defect response at a given metal depth may occur when the defect is not located on the beam axis. This deficiency will be corrected in future versions of the software. Under the hood of the computational engine are six modules each of which is assigned a particular task. These are identified in Figure 6 , together with the underlying models that are at the heart of the computations being performed in the first-generation software. The incident sonic field in a component (in the absence of attenuation) is computed using the Multi-Gaussian Meam Model [13] . This model thus plays a role in analyzing the reference signal to deduce the measurement system efficiency function, and in computations of the defect signal and the backscattered grain noise level [14] . Backscatter coefficients (describing the noise generation capacity of a unit volume of microstructure) are computed using formulas developed originally by Jim Rose [15] . The microstructure also determines the frequency-dependent attenuation of the component, and that is computed using the attenuation model of Stanke and Kino [16] . The ultrasonic echo from the defect signal is computed using the small-flaw Thompson-Gray measurement model [1] with either the Kirchhoff or Born approximation currently used for the scattering amplitude of the defect. Backscattered grain noise statistics are computed using the broadband version of the Thompson-Margetan independent-scatterer grain noise model [4] .
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There are many single-phase metal alloys that can be potentially treated by this approach. However, the computations of attenuation and backscatter coefficients require single-crystal elastic stiffness constants as inputs. Measured values for these constants can be found in the scientific literature only for some elemental metals and alloys. Our general approach is to use known values for pure metals and alloys (Ni, Fe, Alum, 304 stainless steel, etc.) when available and to couple those with "tuning factors" input by the user. The tuning factors describe how the attenuation (or backscatter coefficient) of the metal in question difffers from that of a tabulated metal. For example if a particular Nickel alloy specimen is assigned a backscatter scaling factor of 0.9, its backscatter capacity is then assumed to be 0.9 times higher than that of a pure-Ni specimen having the same grain size. Similarly an attenuation scaling factor of 1.2 indicates that the attenuation of the alloy is 1.2 times that of pure-Ni. This approach has proven useful in proprietary research at CNDE with tuning factors for many alloys found to be reasonably close to unity, typically ranging between 0.8 and 1.2. A variation of this approach makes use of two tuning factors each for either attenuation or backscatter capacity: a scaling factor A and a stretching factor B. There, for example, if a particular Nickel alloy specimen is assigned attenuation tuning factors of A = 1.2 and B = 1.1, its attenuation is assumed to be 1.2 times higher than that of a pure-Ni specimen having a grain size 1.1 times larger. One role of the stretching factor is to translate between grain size as defined in industrial practice and that used in the models (proportional to the two-point correlation lengths for elastic properties).
The use of attenuation tuning constants also allows very rapid computation of attenuation values for arbitrary frequency and grain size. The software for computing attenuation using the Stanke-Kino (S-K) model was deemed to be too slow for real-time computations. Rather for each metal having known single-crystal elastic constants, the S-K model is used off line to precompute a dimensionless "universal attenuation curve", i.e., a curve of αD versus kD where α, D, and K denote attenuation coefficient, grain diameter and wavenumber, respectively. From such a universal curve, one can quickly estimate alpha for arbitrary values of frequency and grain size by interpolation within a table of values of [log(kD), log(αD)], or by using the associated asymptotic formulas for low and high kD values. For a given alloy of interest, the casual user of the software may not accurately know tuning factors for backscatter and attenuation. Similarly the properties of the defect in question may not be well known, or the defect may be substantially different from the model defect classes, namely FBH's and spherical voids/inclusions. Nontheless, the software can be used to advantange in inspection design, for instance, in determining optimal transducer focal parameters. This is because the percentange change in S/N that occurs when focusing properties are changed is relatively insensitive to tuning factors and detailed knowledge of the defect. If, say, a 50% boost in S/N is predicted for a FBH defect as one switches between two possible inspection scenarios, a similar boost is expected for those same two scenarios if the alloy tuning factors are somewhat different and/or the small defect is not a FBH. Thus, if one has measured S/N for a defect in question using one transducer, from that information the software can be used to estimate how that S/N ratio is likely to change by a modification of the transducer, the water path, the surface geometry, etc..
Similarly one can use the software to explore how grain size changes are likely to impact S/N. As shown in Figure  7 , simulation results are compared for three scenarios where only the grain size of the metal differs. In the first two cases the specimen is homogeneous having an average grain diameter of either 20 microns or 40 microns, respectively. In the third case the grain size increases linearly from 20 microns at the entry surface to 40 microns at the back wall. As expected, S/N for the third case, as a function of depth, lies between that of the other two cases, being close to the 20-micron-fixed result near the front wall, and close to the 40-micron-fixed result near the back wall. The percentage differences between the three curves are little affected by modest changes in the tuning factors or the defect particulars.
The single-scattering backscatter model we use only predicts statistical properties of grain noise, i.e. the rms average noise level and average noise spectral components at a given depth. In order to predict noise waveforms like those depicted in Figure 5 , we need a mechanism for going from average statistical properties to time-domain realizations of noise A-scans. For this we have employed a hybrid approach that takes measured noise signals and modifies them to have the proper characteristics for the inspection scenario being simulated. A randomly chosen modified noise signal is then used for the displayed backscttered noise A-scan. This procedure has the following steps:
1. Using an available transducer and a flat metal specimen, an X-Y raster scan is performed to acquire and store several hundred backscattered grain-noise waveforms (A-scans). Figure 8a shows the inspection setup for one such trial using a 10-MHz focused transducer and a stainless steel specimen. One of the measured noise signals is also shown in Figure 8b .
2. The resulting collection of noise signals is analyzed to remove the persistent front-wall ring-down signal and to determine the root-mean-squared (RMS) average grain noise level as a function of time. The RMS noise level typically varies with time due to the effects of beam spread and material attenuation. For the stainless steel specimen, Figure 8c shows two such RMS noise curves, obtained using 5-MHz and 10-MHz focused transducers, respectively. For the 5-MHz case a prominent focal maximum is seen. For the 10-MHz case, the dominant feature is a gradual decline in backscatter with time due to the effect of attenuation. 3. Each noise waveform is normalized by dividing by a smoothed version of the RMS noise level curve. This results in a collection of modified noise waveforms having a unit-amplitude RMS average noise level which on average is independent of time or, equivalently, metal depth. Figure 8d shows one noise waveform as measured, and its normalized counterpart obtained by dividing at each time by the value of the smoothed curve shown in the bottom half of Figure 8c .
4. The Fast Fourier Transform (FFT) is applied to each of the normalized noise waveforms to determine its frequency spectrum, and the RMS average spectrum of the waveform set is then computed. A smooth curve is also fit through the average spectrum as illustrated in Figure 8e . At this stage we have a collection of several hundred measured and modified noise waveforms with known RMS average noise level (unity) and known average spectrum. We refer to this collection as measured universal grain-noise waveforms (MUGNWs). The measurements and analyses for steps 1-4 are completed prior to using the simulation software. The simulation software reads and makes use of this stored information. 5. When a simulation is run the backscattered-noise-statistics generator computes the RMS average noise level and average noise spectrum at each metal depth. When the user selects a particular metal depth to view results, one of the stored universal grain noise waveforms is randomly selected for use at that depth.
6. The selected MUGNW waveform is then modified to change its spectrum and its RMS noise level to the values appropriate to the simulation at hand. As illustrated in Figure 8e , the spectral change generally involves both a shift in center frequency and a broadening or narrowing of the bandwidth. Under our algorithm, the spectrum is changed first, and the average noise level is then adjusted resulting in a simulated noise waveform for display. In practice the RMS noise level is a slowly varying function of time, and hence is relatively constant over the short time interval we use when displaying S+N results. Thus a single time-independent multiplication factor can be used when adjusting the RMS noise level.
7. The final step in S+N simulation is to superimpose the simulated noise waveform with the the predicted defect echo and display the result.
Our approach has the benefit of using measured noise signals as the starting point, guaranteeing that simulated noise signals will have a very realistic appearance. In principle one could use a single set of universal grain-noise waveforms to simulate inspections for a wide range of microstructures and transducers. In practice, as this project progresses, we plan to develop several sets of MUGNWs for different combinations of metal alloy and transducer center frequency, and to choose the most appropriate MUGNW set as the starting point for a given simulation.
SUMMARY
We have embarked on an effort to develop user-friendly software for estimating signal-to-noise ratios for ultrasonic inspections of metals. The first generation software described here treats a normal-incidence pulse/echo immersion inspection of a curved metal component having a single-phased, equiaxed, microstructure in which the average grain size varies with depth. The defect selection includes flat-bottomed-hole reference reflector, spherical void or spherical inclusion. In future generations of the software, microstructures and defect types will be generalized, oblique incidence inspections will be modeled, and multiple scattering effects will be treated. Simulation outputs include estimated S/N as a function of the depth of the defect within the metal component, and, for any particular depth, a simulated A-scan displaying the superimposed defect signal and grain noise. In this work, a novel method is also developed for generating realistic grain noise waveforms. It makes use of representative measured grain noise signals which are stored and later altered to mirror the average strength and spectral characteristics of the backscattered noise as predicted for the simulation at hand. As illustrated earlier in Figure 5 , a principal intended use of the software is to study how S/N values are likely to be altered by changes to the center frequency, bandwidth, or focal properties of the transducer. As illustrated earlier in Figure 7 above, the software can also be used to study how S/N (and hence inspection reliability) is influenced by the grain-size-versus-depth profile of the metal. For the examples shown in this paper, the software required only a few seconds to complete a simulation on a typical PC. This is very much in line with our goal to allow rapid comparisons of different inspection scenarios.
