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Complex circuits of cold atoms can be exploited to devise new protocols for the diagnostics of cold-
atoms systems. Specifically, we study the quench dynamics of a condensate confined in a ring-shaped
potential coupled with a rectilinear guide of finite size. We find that the dynamics of the atoms
inside the guide is distinctive of the states with different winding numbers in the ring condensate.
We also observe that the depletion of the density, localized around the tunneling region of the ring
condensate, can decay in a pair of excitations experiencing a Sagnac effect. In our approach, the
current states of the condensate in the ring can be read out by inspection of the rectilinear guide
only, leaving the ring condensate minimally affected by the measurement. We believe that our
results set the basis for definition of new quantum rotation sensors. At the same time, our scheme
can be employed to explore fundamental questions involving dynamics of bosonic condensates.
I. INTRODUCTION
Nowadays, cold-atoms systems provide a tunable and
flexible platform for studying quantum liquid behav-
ior [1]. With the advances in quantum technology, re-
markable progress has been achieved in the field. Con-
comitantly, cold-atoms systems have provided new tools,
devices and perspectives to explore other branches of
physics. And lying deep in this framework is a new field
of atomtronics [2–4]. This field seeks to realize atomic
circuits where ultracold atoms are manipulated in a ver-
satile laser-generated or magnetic guides. An impor-
tant goal of the field is to enlarge the scope of the cold-
atoms quantum simulators to study fundamental aspects
of quantum coherent systems. At the same time, atom-
tronics aims at fabrication of new quantum devices and
sensors with enhanced control and flexibility, by exploit-
ing special features of the neutral cold-atoms quantum
fluid [5–8].
There has been much interest in the simple circuit
made of a bosonic condensate flowing in ring-shaped
guides and pierced by an effective magnetic field [9–22].
We note, however, that the recent progress in the field
allows us to access richer scenarios. Indeed, conden-
sates can be loaded in basically arbitrary potentials with
micron-scale resolution [23, 24]. In addition, such po-
tentials can be changed in shape and intensity at time
scales of tens to hundreds microseconds, and therefore
opening the way to modify the features of the circuit in
the course of the same experiment (typically involving
tens of milliseconds) [25–28]. Remarkable advances on
the flexibility and control of cold-atoms quantum tech-
nology, in turn, has opened up exciting possibilities for
atomtronics. First, micro-fabricated integrated circuits
of cold atoms can be feasibly realized. Second, the very
shape and functionality of the circuit can be changed dy-
namically during its operation in a virtually continuous
way.
Here, we study an integrated atomtronic circuit to real-
ize new protocols for the manipulation of quantum fluids
in complex networks of cold atoms. Schematically, the
circuit is assumed to be divided into two distinct but
coupled parts: ’primary’ and ’secondary’. We assume
that the quantum fluid operates in the primary part of
the circuit. Then we ask: Is it possible to gain infor-
mation on the primary part by manipulating solely the
secondary circuit? To answer this question, we study the
dynamics of a simple setting: A bosonic condensate flow-
ing in a ring-shaped guide tunnel-coupled to a rectilinear
quantum well. In our circuit, the primary part is the
ring-shaped condensate; the secondary part is the recti-
linear guide. We see that the different current states in
the ring correspond to distinctive dynamics of the con-
densate in the guide. Such a protocol could then be used
to read out the current states in a quasi-continuous way,
being limited mainly by the quality of the achieved BEC
that operates in the primary circuit.
II. THE CIRCUIT STRUCTURE
The circuit is made of a two-dimensional ring-shaped
condensate coupled to a two-dimensional rectilinear
quantum well of finite length. To paint a well-resolved
circuit, we consider sharp potentials defined by step func-
tions. The ring potential has radius R and width w
centered at point (xr, yr) and is defined with function
Vr(x, y) = −U0 when R − w2 < r < R + w2 and is
zero elsewhere. Here r =
√
(x− xr)2 + (y − yr)2 and
U0 is the depth of the potential. A nearly resonant tun-
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2neling between the ring and waveguide is achieved for
waveguide and ring with the same width w and depth
U0. The waveguide potential, placed at distance yg
from the x axis, is defined as Vg(x, y) = −U0 when
yg − w2 < y < yg + w2 and is zero elsewhere (Fig. 1).
We assume that the dynamics of the BEC is governed
by Gross-Pitaevskii equation (GPE) and we write, in
terms of dimensionless quantities,
i∂t˜ψ˜(~˜r, t˜) =(
(−i ~˜∇− ~˜A(~˜r))2 + V˜ (~˜r) +Nu˜|ψ˜(~˜r, t˜)|2
)
ψ˜(~˜r, t˜),
(1)
where the dimensionless quantities are: ~˜r = k~r, t˜ = ωt,
~˜∇ = (∂xxˆ+∂y yˆ)/k, V˜ = V/E, u˜ = 2mu/~2 and ψ˜ = ψ/k
(m is the mass of particles and ~ is the reduced Planck
constant). The recoil energy E = ~2k2/(2m), k−1 = w/pi
and ω−1 = ~/E serve as the units of the energy, length
and time, respectively. With our choice of the scaling
units w˜ = kw = pi. The parameter u = 4pi~
2
mδ as is the
strength of the interaction in a two-dimensional system
with s-wave scattering length as and 3D-to-2D scaling
factor δ.
The two-dimensional vector ~˜A = ~A/(~k), with ~A(~r) =
B
2 (−(y − yr)xˆ + (x − xr)yˆ), is the artificial gauge field
resulting in an effective magnetic field with strength B˜ =
B/(~k2) in zˆ direction, and flux Φ = Bpir2. With Φ0 = h
being the the flux quantum, the winding number for the
atoms at radius r from the center of the ring reads as Ω =
int(Φ/Φ0) = int(B˜r˜2/2). Finally, we consider normalized
(scaled and non-scaled) wavefunction,
∫
d~r |ψ|2 = 1, in
the computational space and a total number of particles
N . Hereafter, we will work with dimensionless quantities
and scaled GPE (1) while dropping the tilde from the
notation for convenience.
The atoms, which tunnel from the ring into the waveg-
uide, spread in all directions and could reflect from a
physical or computational boundary. Here we are inter-
ested in the case where atoms flow freely in the x di-
rection inside the waveguide. This scenario represents a
physical system in which the atoms are absorbed, by de-
tectors for instance, placed at the two ends of the waveg-
uide or one in which the waveguide is sufficiently long so
that there is no reflection in x direction for the duration
of observation. For this purpose we will apply absorbing
boundary condition (ABC) in x direction, minimizing the
atoms’ reflection from the endpoints of the guide.
Indeed, there are different methods to apply ABC.
Here we use a common method that makes use of an ex-
tra damping potential applied in a layer from the bound-
aries [29, 30]: the absorbing potential is equal to zero in
the physical region where xL < x < xR and is defined
as VABC = −iV0∆2 (x − xL/R)2 when xL − ∆ ≤ x ≤ xL
or xR ≤ x ≤ xR + ∆. Here, V0 is the strength of the
absorbing potential and ∆ is the width of the solely-
computational region in which ABC is applied. We
do not apply any ABC in y direction. We note that
the ABC is applied only during the real time evolution
FIG. 1. Top: schematic drawing of the circuit of cold atoms
consisting of a ring-shaped trap and a rectilinear waveguide
in x direction. The atoms are absorbed at the two ends of
the waveguide. Bottom: the logarithm of the atomic density
in the system when some atoms have tunneled from ring to
waveguide. We consider a ring potential with width w and
radius R = 10.5w in a computational space spanned over
−20w ≤ x ≤ 20w and −15w ≤ y ≤ 15w. In x direction, a
layer with the width ∆ = 5w is dedicated to ABC in both
sides and therefore, the physical space is limited to −15w <
x < 15w. The ring is centered at (xr, yr) = (0,−w) and
the waveguide, with the same width as the ring, is located at
yg = 10.7w. For such a ring, artificial magnetic field strengths
of Bpi2 = 0,±0.02,±0.04,±0.06 result in winding numbers
Ω = 0,±1,±2,±3, respectively. We also consider an initial
total particle number of N = 6× 105. Other parameters vary
from case to case and their values are given when required.
In the example presented here, the ring potential and the
waveguide have same width w and depth U0 = 20. Atoms
are stationary inside the ring (Ω = 0) and the atom-atom
interaction strength is u = 2× 10−4.
while for imaginary time evolution (used to compute the
ground state of the system) the layers beyond xR and
xL are treated as the usual computational and physical
space. The waveguide potential Vg(x, y) is also defined
for xL −∆ ≤ x ≤ xR + ∆.
III. RESULTS
We assume that the BEC is initially in the ground
state corresponding to a circulating state of the atoms
in the ring-shaped potential. Then, the gauge potential
is switched-off and the trapping potential is quenched in
such a way that the initially empty waveguide is turned
on, next to the ring-shaped condensate. The atoms then
3tunnel from the ring into the waveguide.
Starting from the ground state of the atoms [31] inside
the ring potential with the depth U0 = 20 and atom-atom
interaction strength u = 2× 10−4, for Ω = 0,±1,±2,±3
and an ABC with V0 = 20, we let the atoms tunnel
from the ring into the waveguide which has the same
depth and width. We specifically monitor three quan-
tities inside the waveguide in time: the total number of
atoms Ntot = N
∫
dy
∫
dx|ψ(x, y, t)|2, the net flux of par-
ticles in x direction
∫ ∫
Jx =
∫
dy
∫
dxJx(x, y, t) where
Jx = −iN(ψ∗∂xψ − ψ∂xψ∗) is the x component of the
atomic current, and finally, the position of center of mass
in x direction 〈x〉 = ∫ dy ∫ dxψ∗(x, y, t)xψ(x, y, t). All
integrals are taken over the waveguide area.
Notice that, largely due to atom-atom interaction in-
side the ring, the geometric resonance between ring and
guide may be lifted. Accordingly, we find that density
profile of the atoms in y direction of the waveguide clearly
displays that first excited state in the waveguide with en-
ergy E2 (bottom panel in Fig. 1) is occupied.
Following the dynamics of the atoms inside the waveg-
uide, we do not observe any reflection from the bound-
aries in x direction. However, the distribution of the
atoms in x direction is not continuous in time due to
fluctuation of the number of atoms which tunnel from
the ring into the waveguide. For all Ω, we observe very
similar number of atoms inside the waveguide (top panel
in Fig. 2) indicating very similar tunneling rates (chem-
ical potential µ in the ring has a very weak dependence
on Ω). Nevertheless, the current state inside the ring can
be clearly read-out by looking at the imbalance between
the right- and left-moving atoms as well as the center
of mass position of the atomic density in the waveguide
(middle and bottom panels of Fig. 2). While the sign of
these quantities reveals the direction of rotation inside
the ring, their absolute value can be used to probe the
magnitude of the winding number.
By inspection of Fig. 2, we notice a marked dip (around
t ∼ 110 − 120) in all plotted quantities. Such a feature
traces back to a specific collective phenomenon occurring
in the ring condensate: The tunneling process results
in perturbation of the density of the condensate. Such
a perturbation decays in a pair of density modulations
which counter-propagate along the ring with negligible
dispersion; given the very small magnitude of the pertur-
bations, the excitations can be of phononic-type. Analyz-
ing our results further, we see that the dip occurs shortly
after the time at which the density modulations recom-
bine around the tunneling region. For the non-rotating
case the counter-propagating excitations with same fre-
quency move with same speed to meet again at the same
point where they were produced. For the flowing cur-
rents, instead, the frequency of excitations, and therefore
the velocity of the density perturbations, are affected by
Doppler effect [31, 32], implying that the recombination
point of the density perturbations is dragged along the
superfluid current.
A simple Bogoliubov analysis of the idealized 1d ring
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FIG. 2. Dynamics of the total number of atomsNtot (top), the
net particle flux in x direction
∫
dx
∫
dyJx (middle) and the x
component of the center of mass of atomic cloud 〈x〉 (bottom)
inside the waveguide, for non-rotating, Ω = 0, and rotating
cases with Ω = ±1,±2,±3. Value of Ω is indicated next to
the corresponding curve in the middle and bottom panels.
The ring potential and the waveguide have same width w
and depth U0 = 20. Atom-atom interaction strength is u =
2× 10−4 and ABC potential strength is V0 = 20.
condensate [31] gives results which quantitatively agree
with the numerical outcome. In particular, the modula-
tion of the density propagate as δ|ψ|2 ∝ cos(qφ ∓ ω±t)
where φ is angular coordinate along the ring and q is
the angular wavenumber of excitation. Here, ω± =
ω0 ± 2qΩ/R2 are the enhanced and reduced frequencies
(due to Doppler effect) of the two counter-propagating
excitations and ω0 is the frequency of excitations in ab-
sence of rotation. The density perturbations produced by
these excitations then travel with enhanced and reduced
velocities v± = v0 ± Ω/R, with v0 being the velocity of
density perturbations in absence of rotation, and reach
their original place at times T±, where T+ < T−. We
4note that in Fig. 2, for Ω = ±2 and ±3, there are two dips
in Ntot around the time t ≈ 120 which indicate the time
difference between the arrival of the fast and slow moving
density perturbations at the tunneling point. This time
difference has not been resolved in our numerical data
for Ω = ±1 due to the finite length of the density per-
turbations and small velocity shift. However, the dip in
Ntot for this case is shallower and wider than the one of
non-rotating case. It is remarkable that such a Doppler
effect of the excitations implies clear signatures in all
quantities measured in the waveguide. As a result of the
Doppler shift, the meeting point of the density pertur-
bations is dragged along the supercurrent and when the
perturbations meet around the tunneling region for the
first time at t = piR/v0 there is a Sagnac phase-shift of
kqωsA/v0 [33]. Here kq = q/R is the wavenumber of the
excitations, A is the area of the circle and ωs = 2Ω/R2
is the angular velocity of the supercurrent.
After the density perturbations reach back to the tun-
neling point the atoms’ distribution in waveguide be-
comes more complicated: The rotating states are still
detectable from non-rotating state through the asym-
metry in the net particle flux in the waveguide given
by
∫
dx
∫
dyJx; the states with different winding num-
bers, however, seem not to be distinguishable through
the quantities shown in Fig. 2. Such time depends on
the interaction strength through the group velocity of
the rotating density perturbation (see [31] for details).
Therefore, with weaker interactions, the maximum time
for which the rotating states are well-differentiated from
each other is extended. On the other hand, the inter-
action reshuffles the configuration of the energy levels
(through the chemical potential of ring condensate), af-
fecting in turn the ring-guide tunneling rate.
Table I summarizes the difference between the chem-
ical potential of atoms in the ring and three lowest dis-
crete energy levels in the waveguide for three different
values of atom-atom interaction strength u. Three top
panels of the Fig. 3 show the total number of particles
inside the waveguide for the rotating states with Ω = 1
and the three different values of the interaction strength
displayed in the Table I. We observe that the highest
resonance case, with u = 2× 10−4, corresponding to the
highest tunneling rate, is characterized by a ‘clean’ time
dependence. For larger detuning, in contrast the tunnel-
ing is much more erratic. This behavior suggests that,
while the off-resonant ring-guide tunneling involves dif-
ferent frequencies, the near-resonant tunneling involves
mostly a single level (the resonant one). Indeed, we see
that it is the second discrete state (due to confinement
in y direction) to be involved in this case (bottom panel
of Fig. 3). We note that, despite the small number of
atoms in the waveguide for the off-resonant cases, the
asymmetry due to rotation is still observed in the quan-
tities plotted in Fig. 4. The resonant cases correspond
to a large number of atoms tunneling from the ring to the
waveguide, causing a substantial decrease of the density
in the ring condensate. Indeed, the resonance condition
u µ µ− E1 µ− E2 µ− E3
1× 10−4 −18.11 1.13 −1.15 −4.89
2× 10−4 −17.07 2.17 −0.11 −3.85
4× 10−4 −15.12 4.12 1.84 −1.9
TABLE I. The difference between the chemical potential of
atoms in the ring µ and three lowest energy levels inside the
waveguide for three different values of the atom-atom inter-
action strength u. All other parameters are the same as those
in Fig. 2. Rotation does not change the first two decimal dig-
its of the µ given here. The case with u = 2 × 10−4 has the
highest resonance with the second level inside the waveguide.
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FIG. 3. Three top panels: the total number of particles
inside the waveguide in time, for the rotating states with
Ω = +1 and three different values of the atom-atom inter-
action strength u. The ring potential and the waveguide have
same width w and depth U0 = 20 and the state in the ring
with u = 2 × 10−4 (top-right panel) is in better resonance
with the energy levels of the waveguide compared to other
cases. ABC potential strength is V0 = 20. Bottom panel:
the logarithm of the atomic density in the waveguide and top
side of the ring in vicinity of waveguide at time t = 13 for
the case with Ω = +1 and u = 2× 10−4. The density profile
in y direction inside the waveguide indicates that the second
discrete level is occupied as expected.
can be controlled by tuning the waveguide’s parameters.
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FIG. 4. Dynamics of the net particle flux in x direction∫
dx
∫
dyJx (left panels) and the x component of the center
of mass of atomic cloud 〈x〉 (right panels) inside the waveg-
uide, for three different values of the atom-atom interaction
strength u = 1 × 10−4, 2 × 10−4 and 4 × 10−4 from top to
bottom. Other parameters are the same as those in Fig. 3.
The blue/solid lines correspond to the case with Ω = 0, the
red/dark circles to Ω = +1 and the yellow/light squares to
Ω = −1.
IV. NOTES ON EXPERIMENTAL
IMPLEMENTATION
Here we briefly discuss the feasibility of the proposed
system in the experiment.
First we would like to mention that the step-function
potentials are considered in this work for convenience in
order to make it easier to tune the distance between the
ring potential and the waveguide. Even though with the
use of new technologies, such as SLM, fabrication of ver-
satile forms of optical potentials has been made possible,
we emphasis that what actually matters is the tunnel-
ing rate between the ring potential and the waveguide.
Therefore, depending on the experimental setup, either
the distance or the resonance between the energy levels
of the two potentials can be used to control the tunnel-
ing rate. The resonance can also be controlled by either
the depth or width of each potential. One could imagine
that tuning and changing the geometrical parameters of
the rectilinear waveguide is more convenient compared to
changing the parameters of the ring potential.
Second point to consider is the ratio of the ring’s radius
R with respect to its width w. In this work we have
considered a rather tight ring potential such that, for all
values of the gauge field which are used, only one winding
number is permitted in the ring. In other words, the
winding number does not change from the inner radius
to the outer radius of the ring. This condition is imposed
mainly to avoid complications in numerical simulations.
The aim has been to avoid excitation of unwanted states
with higher winding numbers. Depending on the method
used in the experiment to bring the atoms into rotation
the R/w ratio may not be of any concern.
As for the measurement time restrictions, if we con-
sider 87Rb atoms, for instance, in a ring potential with
a width w = 1 µm, the unit of time becomes ω−1 ≈
277.45 µs. This means that the measurement must be
performed within a time of t ≈ 100 ω−1 ≈ 27.7 ms. We
have also worked with dimensionless atom-atom interac-
tion strengths u˜ = 1, 2, 4×10−4 which are equivalent to
scaled scattering lengths as/δ = 4, 8, 16×10−6 for 87Rb
atoms. In a rough approximation the 3D-to-2D scaling
factor δ is equal to the size of the system in the trans-
verse (z) dimension [34]. Therefore, for a system with
tight confinement in third dimension these values of u˜
represent very weak interactions.
V. CONCLUSION
We provided a numerical analysis of the quench dy-
namics of a specific atomic circuit made of a ring-shaped
bosonic condensate coupled with a rectilinear waveguide
of finite length. We demonstrated that both magnitude
and the direction of the current flowing through the ring
can be detected through the inspection of the very small
number of atoms tunneling from the ring into the waveg-
uide. The protocol we conceived is minimally destructive
on the ring condensate and allows to carry-out the mea-
surements of the flowing states in a virtually continuous
way while the ring operates. Interestingly enough, we
find that the dynamics in the circuit is characterized by
a peculiar effect: the depletion of the condensate density,
caused by the ring condensate-waveguide tunneling, de-
cays into a pair of phonon-type excitations. These excita-
tions meet again, after they have traveled along the loop,
in a position that is fixed by the Doppler effect induced
by the persistent current and characterized by a Sagnac
phase shift. Such effect plays a key role for the read-out
protocols. At the same time, it could be exploited to ac-
cess the predictions implied in the quasi-particles decay
in Bose condensates [35–39]. In particular the crossover
in the spatial dimension (from 3d down to 1d) and inter-
action can be explored. In addition, by playing with the
ring-guide coupling, one could produce density excita-
tions of more substantial magnitudes (soliton-like), with
different pair formation mechanism [40, 41]. We believe
that our work will play an instrumental role for the di-
6agnostics of cold-atoms systems with non-trivial winding
numbers. We have also shown that fundamental physics
is implied in the dynamics of the system. Finally, our cir-
cuit provides the basis for a new architecture of rotation
sensors.
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Appendix A: Numerical method
To compute the dynamics of the system governed by
equation (1) of the main text, in real or imaginary time,
we use a generalized version of the Split-Step Method de-
veloped in [42], where a gauge field of the form ~A(x, y) =
Ax(y)xˆ + Ay(x)yˆ is considered. This method covers the
gauge field that we have used in this work as long as
B is constant everywhere. For the numerical results
presented in this paper, we first compute the ground
state of the ring potential, with different values of mag-
netic field B, by integrating (1) in imaginary time. In
this case V (~r) = Vr(x, y) while Vg(x, y) = 0. For the
real time dynamics, beginning with the obtained ground
state, we turn on the waveguide potential by considering
V (~r) = Vr(x, y) + Vg(x, y) while, at the same time, set-
ting the gauge field to zero in order to avoid any effect of
gauge field on the dynamics of the atoms which tunnel
from the ring to the waveguide.
Appendix B: Excitations in presence of supercurrent
As it is mentioned in the main text, the weak tun-
neling of the atoms from ring to the waveguide pro-
duces excitations in the wavefunction of the BEC inside
the ring. To better understand the dynamics of these
excitations in presence of the supercurrent, we present
some calculations by applying Bogoliubov excitations on
the condensate. Since the density modulations are very
small and appear on the tip of the density in the ring,
we consider a one-dimensional system, essentially a ring
with a fixed radius R and azimuthal angle φ, for sim-
plicity. The ground state wavefunction of N atoms on
such a ring will have a form of ψ0(φ) =
√
neiΦ(φ) with
n = N/(2piR) being the density of the atoms and Φ(φ)
the phase of the wavefunction. For a non-rotating con-
densate Φ(φ) = const., while for a rotating condensate
the gradient of this phase is proportional to the supercur-
rent velocity vs: ∂φΦ(φ) = mRvs/~. This wavefunction
satisfies the time-independent GPE
µψ0(φ) = − ~
2
2mR2
∂2φψ0(φ) + U0|ψ(φ)|2ψ0(φ) (B1)
with chemical potential
µ =
~2
2mR2
(∂φΦ)
2
+ nU0 =
1
2
mv2s + nU0, (B2)
where we have assumed a constant supercurrent velocity,
meaning that ∂φΦ = const. and ∂2φΦ = 0. Therefore,
the time-dependent wavefunction of the ground state
reads ψ0(φ, t) = e−iµt/~
√
neiΦ(φ) which satisfies the time-
dependent GPE:
i~∂tψ0(φ, t) =
− ~
2
2mR2
∂2φψ0(φ, t) + U0|ψ(φ, t)|2ψ0(φ, t).
(B3)
We consider Bogoliubov excitations on top of the
ground state and introduce the perturbed wavefunction
ψ(φ, t) = ψ0(φ, t) + δψ. Assuming that the perturbed
wavefunction ψ(φ, t) also satisfies GPE, and keeping only
the terms which are linear in δψ, the linearized dynamical
equation reads:
i~∂tδψ =
− ~
2
2mR2
∂2φδψ + 2nU0δψ + U0ψ
2
0(φ, t)δψ
∗.
(B4)
By inserting excitations of the form
δψ = e−iµt/~
(
u(φ)e−iωt + v∗(φ)eiωt
)
(B5)
into (B4), and using the value of the chemical potential
given in (B2) we find
~ωu =((
− ~
2
2mR2
)(
∂2φ + (∂φΦ)
2
)
+ nU0
)
u+ nU0e
2iΦv
−~ωv =((
− ~
2
2mR2
)(
∂2φ + (∂φΦ)
2
)
+ nU0
)
v + nU0e
−2iΦu.
(B6)
With a steady supercurrent (∂φΦ = const.) the equa-
tions (B6) have solutions
u = Aei(qφ+Φ)
v = Bei(qφ−Φ).
(B7)
The quantities q, A and B are related by
~ω =
~2
2mR2
(
q2 + 2qc
)
+ nU0
(
1 +
A
B
)
−~ω = ~
2
2mR2
(
q2 − 2qc)+ nU0(1 + B
A
)
,
(B8)
7where c = ∂φΦ = mRvs/~ is the constant phase gradient
of the ground state. One can solve (B8) for the dispersion
relation of the excitations:
~ω =
~2qc
mR2
± ~ω0 .= ±ω±, (B9)
where ~ω0 =
√
q(q + 2nU0) and q = ~2q2/(2mR2). In
absence of supercurrent (c = 0) excitations have a single
frequency ω0. However, in presence of the supercurrent
the frequency is shifted by ~qc/(mR2) = qvs/R.
Assuming that Φ(φ) = cφ and substituting (B7) into
(B5) results in
δψ =
e−iµt/~
(
Ae−iωt+i(q+c)φ +B∗eiωt−i(q−c)φ
) (B10)
and therefore, the linearized perturbation of the density
δ|ψ|2 = |ψ|2 − |ψ0|2 = ψ0δψ∗ + ψ∗0δψ reads as
δ|ψ|2 = 2√n< ((A+B)e−iωt+iqφ)
=
√
n(A+B) cos(qφ− ωt) ; A,B ∈ IR(B11)
which has the form of a sound wave with
A+B =

(
~ω0−q
nU0
)
B ;ω = ω+
−
(
~ω0+q
nU0
)
B ;ω = −ω−
(B12)
The excitation with frequency ω = ω+ produces den-
sity perturbations of the form cos(qφ − ω+t), while the
other one with ω = −ω− causes perturbations with
cos(−qφ − ω−t) profile. Therefore, the density pertur-
bation which moves along the supercurrent has higher
velocity and smaller amplitude and is the result of the
excitation with enhanced frequency while the one in the
opposite direction has smaller velocity with larger ampli-
tude and is caused by excitations with lowered frequency.
The group velocity of these density perturbations are
given by
v± = R∂qω± = v0 ± ~c/(mR), (B13)
where v0 = (~2q2/(2m2R2) + c2s)/
√
~2q2/(4m2R2) + c2s
is the velocity in absence of supercurrent and depends
on the wavenumber of the excitations q as well as the
sound velocity cs =
√
nU0/m. However, the shift in the
velocity ±~c/(mR) only depends on the gradient of the
phase c due to supercurrent. Dependence on radius R
appears here only because we have considered a circle
and gradient is defined in φ direction (see (B1)). For the
case of a straight line, φ→ x and R→ 1.
In summary, due to Doppler effect, there is a phase
shift of ±~qct/(mR2) = ±qvst/R for the two counter
propagating density perturbations. With a simple calcu-
lation one can show that the excitations meet for the first
time at t = 2piR/v0 and therefore the resulting Sagnac
phase-shift is equal to 2kqAωs/v0 where A = piR2 is the
area of the circle, ωs = vs/R is the angular velocity of
the supercurrent and kq = q/R is the linear wavenumber
of the excitations.
For the system studied in the main text, the gradient of
the phase in φ direction is equivalent to the winding num-
ber Ω. Using the dimensionless quantities of the main
text, one can rewrite the frequencies of the excitations as
ω± = ω0 ± 2qΩ/R2. Therefore at time t = piR/v0, when
the two density modulations meet for the first time, the
corresponding Sagnac phase-shift is equal to kqωsA/v0.
The dimensionless sound and group velocities read as
cs =
√
Nu|ψ|2/2, v0 = (q2/(2R2)+c2s)/
√
q2/(4R2) + c2s,
and v± = v0 ± Ω/R. Therefore on a circle with ra-
dius R, one would expect the fast and slow excitations
to make a full circle and return to the their production
point at times T± = piR/v± = (1/T0±Ω/(piR2))−1, with
T0 = piR/v0 being the returning time in absence of su-
percurrent.
As an example of the evolution of density perturbations
in the system studied in main text, Fig. B.1 shows the
location of the density modulations for the cases with
Ω = 0 (top panels) and Ω = +1 (bottom panels) at times
t = 16, 48 and t = 110 when the two counter-rotating
density modulations have met. The meeting point for the
rotating case is clearly dragged along the supercurrent
in the ring. For Ω = ±1, the two meeting points are
symmetrically tilted with respect to the one for Ω = 0.
The exact value of v0 and therefore T0 and T± depend
on the details of the excitations and the sound velocity in
the system and we are not able to calculate them exactly
for our system. However, having an estimation of the T0
makes it possible to calculate T± and have an estimation
of time delay between the fast and slow moving perturba-
tions. In Fig. 2 of the main text, for the case with Ω = 0,
the time when the first large dip in Ntot takes place is
an approximate value of T0. In our system this time is
T0 = 116. Table II summarizes the analytical prediction
of T±, based on Bogoliubov calculations and numerical
estimation of T0, as well as numerical values extracted
from Fig. 2 of the main text.
In conclusion, the one-dimensional calculations based
on Bogoliubov excitations together with our rough esti-
mation of the value of T0, predict a time delay of 15.818
and 23.865, for cases with Ω = ±2 and Ω = ±3 respec-
tively, between the first arrival of the slow and fast den-
sity perturbations at the tunneling point. Our numerical
data show delays of 15 and 21 respectively. The predicted
values of T± for the case with Ω = ±1 have not been re-
solved in our numerical data, due to the finite length of
8W 16 W 48 W 110
Ω
= 
0
Ω
= 
1
FIG. B.1. Dynamics of the perturbative density modulations (lighter regions on the ring) for the non-rotating case (top
panels) and rotating case with Ω = +1 (bottom panels). From left to right t = 16, 48 and 110. In the non-rotating case the
modulations move with same speed in the ring and meet at the tunneling point where they were produced. For the rotating
case, the modulation which moves counterclockwise is faster. It passes tunneling point and reaches the slower modulation on
the left side of the tunneling point before the slow one can reach the tunneling region. Here only the tip of the atomic density
with value between 0.0212 to 0.022 (0.022 being the maximum of density) are plotted. The white area has density lower than
0.0212. Perturbations are around 3%− 4% of the maximum density.
Analytical Numerical
Ω T+ T− T+ T−
±1 112.193 120.075 ——— ———
±2 108.628 124.446 110 125
±3 105.282 129.147 108 129
TABLE II. The analytical estimation of T±, based on Bogoli-
ubov calculations and numerical estimation of T0, compared
with the values estimated from numerical results plotted in
Fig. 2 of the main text.
the density perturbations and limited time resolution of
our saved data. However, the minimum in Ntot for this
case takes place around t = 115 which is still earlier than
T0 and moreover the dip is much shallower and slightly
wider than the non-rotating case. We attribute the dis-
crepancy between the analytical and the (estimated) nu-
merical T0 to the finite residing time (time in which the
suppression of the density stays localized, before the pair
excitations start) that we observe to characterize the de-
cay of the excitations.
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