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Abstract
In this paper, we are concerned with the global existence and blowup of smooth solutions of the
3-D compressible Euler equation with time-depending damping

∂tρ+ div(ρu) = 0,
∂t(ρu) + div (ρu⊗ u+ p I3) = − µ
(1 + t)λ
ρu,
ρ(0, x) = ρ¯+ ερ0(x), u(0, x) = εu0(x),
where x ∈ R3, µ > 0, λ ≥ 0, and ρ¯ > 0 are constants, ρ0, u0 ∈ C∞0 (R3), (ρ0, u0) 6≡ 0, ρ(0, ·) > 0,
and ε > 0 is sufficiently small. For 0 ≤ λ ≤ 1, we show that there exists a global smooth solution
(ρ, u) when curlu0 ≡ 0, while for λ > 1, in general, the solution (ρ, u) will blow up in finite time.
Therefore, λ = 1 appears to be the critical value for the global existence of small amplitude smooth
solutions.
Keywords. Compressible Euler equations, damping, time-weighted energy inequality, Klainerman-
Sobolev inequality, blowup.
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1 Introduction
In this paper, we are concerned with the global existence and blowup of smooth solutions of the three-
dimensional compressible Euler equations with time-depending damping

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u+ p I3) = − µ
(1 + t)λ
ρu,
ρ(0, x) = ρ¯+ ερ0(x), u(0, x) = εu0(x),
(1.1)
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where x = (x1, x2, x3) ∈ R3, ρ, u = (u1, u2, u3), and p stand for the density, velocity, and pressure,
respectively, I3 is the 3 × 3 identity matrix, and u0 = (u1,0, u2,0, u3,0). The equation of state of the gas
is assumed to be p(ρ) = Aργ , where A > 0 and γ > 1 are constants. Furthermore, µ > 0, λ ≥ 0, and
ρ¯ > 0 are constants, ρ0, u0 ∈ C∞0 (R3), (ρ0, u0) 6≡ 0, ρ(0, ·) > 0, and ε > 0 is sufficiently small.
For µ = 0, (1.1) is the standard compressible Euler equation. It is well known that smooth solutions
(ρ, u) of (1.1) will in general blow up in finite time. For the extensive literature on blowup results and
the blowup mechanism for (ρ, u), see [1–6, 17, 18, 20, 25, 26] and the references therein.
For λ = 0, it has been shown that (1.1) admits a global smooth solution and the long-term behavior
of the solution (ρ, u) has been established, see [12, 16, 19, 21, 22].
For µ > 0 and λ > 0, an interesting problem arises: does the smooth solution of (1.1) blow up in
finite time or does it exist globally? In this paper, we will systematically study this problem under the
assumption that curlu0 = (∂2u3,0 − ∂3u2,0, ∂3u1,0 − ∂1u3,0, ∂1u2,0 − ∂2u1,0) ≡ 0. In this case it is
not hard to see that curlu(t, ·) ≡ 0 for all t ≥ 0 as long as the smooth solution (ρ, u) of (1.1) exists.
Then one can introduce a potential function ϕ = ϕ(t, x) such that u = ∇ϕ (here and below, ∇ = ∇x),
where the C∞ scalar function ϕ has compact support in x (as u(t, ·) has compact support in view of
u0 ∈ C∞0 (R3) and finite propagation speed which holds for hyperbolic systems). Substituting u = ∇ϕ
into the second equation of (1.1), we obtain
∂tϕ+
1
2
|∇ϕ|2 + h(ρ) + µ
(1 + t)λ
ϕ = 0, (1.2)
where h′(ρ) = c2(ρ)/ρ with c(ρ) =
√
p′(ρ) and h(ρ¯) = 0. From h′(ρ) > 0 for ρ > 0 we have that
ρ = h−1
(
−
(
∂tϕ+
1
2
|∇ϕ|2 + µ
(1 + t)λ
ϕ
))
, (1.3)
where ρ¯ = h−1(0) and h−1 is the inverse function of h = h(ρ). Substituting (1.3) into the first equation
of (1.1) yields
∂2t ϕ− c2(ρ)∆ϕ+ 2
3∑
k=1
(∂kϕ) ∂tkϕ+
3∑
i,k=1
(∂iϕ) (∂kϕ) ∂ikϕ
+
µ
(1 + t)λ
|∇ϕ|2 + ∂t
(
µ
(1 + t)λ
ϕ
)
= 0. (1.4)
As for the initial data ϕ(0, ·) and ∂tϕ(0, ·) for Eq. (1.4): Obviously, ϕ(0, ·) = εϕ0, where ϕ0(x) =∫ x1
−∞
u1,0(s, x2, x3) ds. Note that ϕ0 ∈ C∞0 (R3) in view of curlu0 ≡ 0 and u0 ∈ C∞0 (R3). Fur-
thermore, from Eq. (1.2) we infer that ∂tϕ(0, ·) = εϕ1 + ε2g(·, ε), where ϕ1 = −
(
µϕ0 +
c2(ρ¯)
ρ¯
ρ0
)
and
g(x, ε) = −ρ20(x)
∫ 1
0
(
c2(ρ)
ρ
)′∣∣∣∣
ρ=ρ¯+θερ0(x)
dθ − 1
2
3∑
i=1
u2i,0(x).
Notice that g(x, ε) is smooth in (x, ε) and has compact support in x. Consequently, studying prob-
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lem (1.1) under the assumption curlu0 ≡ 0 is equivalent to investigating the problem

∂2t ϕ− c2(ρ)∆ϕ+ 2
3∑
k=1
(∂kϕ)∂tkϕ+
3∑
i,k=1
(∂iϕ)(∂kϕ)∂ikϕ
+
µ
(1 + t)λ
|∇ϕ|2 + ∂t
(
µ
(1 + t)λ
ϕ
)
= 0,
ϕ(0, x) = εϕ0(x), ∂tϕ(0, x) = εϕ1(x) + ε
2g(x, ε).
(1.5)
Here we mention that
c2(ρ) = c2(ρ¯)− (γ − 1)
(
∂tϕ+
1
2
|∇ϕ|2 + µ
(1 + t)λ
ϕ
)
which follows by direct computation.
We now state the first main result of this paper.
Theorem 1.1 (Global existence for 0 ≤ λ ≤ 1). Suppose that curlu0 ≡ 0. If µ > 0 and 0 ≤ λ ≤ 1,
then, for ε > 0 small enough, (1.5) admits a global smooth solution ϕ. As a consequence, (1.1) has a
global smooth solution (ρ, u) which fulfills ρ > 0 and which is uniformly bounded for t ≥ 0 together
with all its derivatives.
Remark 1.1. The principal part of the linearization of the equation in (1.5) about (ρ, ϕ) = (ρ¯, 0) is
L(ϕ˙) ≡ ∂2t ϕ˙− c2(ρ¯)∆ϕ˙+
µ
(1 + t)λ
∂tϕ˙− µλ
(1 + t)λ+1
ϕ˙. (1.6)
For the linear operator L0 with
L0(ϕ˙) ≡ ∂2t ϕ˙− c2(ρ¯)∆ϕ˙+
µ
(1 + t)λ
∂tϕ˙,
which appears as part of (1.6), it is shown in [23, 24] that the large-term behavior of solutions ϕ of
L0(ϕ˙) = 0 depends on the value of λ. For 0 ≤ λ < 1 is the same as the large-term behavior of solutions
of the linear heat equation ∂tϕ˙− c2(ρ¯)∆ϕ˙ = 0, while for λ > 1 it is the same as the large-term behavior
of solutions of the linear wave equation ∂2t ϕ˙ − c2(ρ¯)∆ϕ˙ = 0. Moreover, precise microlocal large-term
decay properties of solutions ϕ˙ of L(ϕ˙) = 0 have been established in [10] for a special range of values
of λ and µ. It seems to be difficult, however, to apply these microlocal estimates to attack the quasilinear
problem (1.5). (In general, those microlocal estimates are useful when treating semilinear damped wave
equations, see [8, 9] and references therein.)
Remark 1.2. For the 1-D Burgers equation with damping term

∂tw + w∂xw = − µ
(1 + t)λ
w, (t, x) ∈ R+ × R,
w(0, x) = εw0(x),
(1.7)
where µ > 0 and λ ≥ 0 are constants, w0 ∈ C∞0 (R), w0 6≡ 0, and ε > 0 is sufficiently small, one
concludes by the method of characteristics that{
Tε =∞ if 0 ≤ λ < 1 or λ = 1, µ > 1,
Tε <∞ if λ > 1 or λ = 1, 0 ≤ µ ≤ 1,
4 Compressible Euler equations with time-depending damping
where Tε is the lifespan of the smooth solution w = w(t, x) of (1.7). Therefore, λ = 1 again appears
to be the critical value for the global existence of smooth solutions w of (1.7) in the presence of the
damping term µ
(1 + t)λ
w.
Remark 1.3. The smallness of ε > 0 in Theorem 1.1 is necessary in order to guarantee the global
existence of smooth solution (ρ, u). Indeed, as in [19], large amplitude smooth solution of (1.1) may
blow up in finite time even for 0 ≤ λ ≤ 1. See also Theorem 4.1 in Chapter 4.
Next we concentrate on the case of λ > 1. As in [18], introduce the two functions
q0(l) =
∫
|x|>l
(|x| − l)2
|x| (ρ(0, x) − ρ¯) dx,
q1(l) =
∫
|x|>l
|x|2 − l2
|x|3 x · (ρu)(0, x) dx.
Theorem 1.2 (Blowup for λ > 1). Suppose supp ρ0, suppu0 ⊆ {x : |x| ≤M} and let
q0(l) > 0, (1.8)
q1(l) ≥ 0 (1.9)
hold for all l ∈ (M0,M), where M0 is some fixed constant satisfying 0 ≤ M0 < M . If µ > 0 and
λ > 1, then there exists an ε0 > 0 such that, for 0 < ε ≤ ε0, the lifespan Tε of the smooth solution (ρ, u)
of (1.1) is finite.
Remark 1.4. It is not hard to find a large number of initial data (ρ, u)(0, ·) such that both (1.8) and (1.9)
are satisfied. In addition, we would like to underline that Theorem 1.2 holds also for curlu0 6≡ 0.
Let us indicate the proofs of Theorems 1.1 and 1.2. To prove Theorem 1.1, we first introduce the
function ψ = ϕ
(1 + t)λ
which fulfills the second-order quasilinear wave equation
∂2t ψ −∆ψ +
µ
(1 + t)λ
∂tψ +
2λ
1 + t
∂tψ − λ(1− λ)
(1 + t)2
ψ = Q(ψ),
where Q(ψ) stands for an error term which is of the second order in (ψ, ∂ψ, ∂2ψ); ∂ = (∂t,∇). Then,
in order to establish the global existence of ψ, we introduce the time-weighted energy
EN (ψ)(t) =
∑
0≤|a|≤N
∫
R3
(
(1 + t)2λ|∂Γaψ|2 + |Γaψ|2
)
dx,
where N ≥ 8 is a fixed number, Γ = (Γ0,Γ1, . . . ,Γ7) = (∂,Ω, S) with Ω = (Ω1,Ω2,Ω3) = x ∧ ∇,
S = t∂t+
3∑
k=1
xk∂k, and Γa = Γa00 Γ
a1
1 . . .Γ
a7
7 . Note that the vector fields Γ which appear in the definition
of the energy EN (ψ)(t) only comprise part of the standard Klainerman vector fields {∂,Ω, S,H}, where
H = (H1,H2,H3) = (x1∂t + t∂1, x2∂t + t∂2, x3∂t + t∂3). This is due to the fact that the equation in
(1.5) is not invariant under the Lorentz transformations H in view of the presence of the time-depending
damping. By a rather technical and involved analysis of the resulting equation for ψ, we eventually show
that EN (ψ)(t) ≤ 1
2
K2ε2 when EN (ψ)(t) ≤ K2ε2 is assumed for some suitably large constant K > 0
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and small ε > 0. Based on this and a continuous induction argument, the global existence of ψ and then
Theorem 1.1 are established for 0 ≤ λ ≤ 1. To prove the blowup result of Theorem 1.2 for λ > 1,
as in [18], we derive a related second-order ordinary differential inequality. From this and assumptions
(1.8)-(1.9), an upper bound of the lifespan Tε is derived by making essential use of λ > 1. In this way
the proof of Theorem 1.2 is completed. Finally, in Theorem 4.1, we show that for large data smooth
solution (ρ, u) of (1.1), even in case 0 ≤ λ ≤ 1, (ρ, u) will in general blow up in finite time.
Throughout, we shall use the following notation and conventions:
• ∇ stands for ∇x,
• r = |x| =
√
x21 + x
2
2 + x
2
3,
• 〈r − t〉 = (1 + (r − t)2)1/2,
• ‖u(t, ·)‖ =
(∫
R3
|u(t, x)|2dx
)1/2
and ‖u(t, ·)‖L∞ = sup
x∈R3
|u(t, x)|,
• Z denotes one of the Klainerman vector fields {∂, S,Ω,H} on R+ × R3, where ∂ = (∂t,∇),
S = t∂t +
3∑
k=1
xk∂k, Ω = (Ω1,Ω2,Ω3) = x ∧ ∇, and H = (H1,H2,H3) = (x1∂t + t∂1, x2∂t +
t∂2, x3∂t + t∂3),
• Γ denotes one of the vector fields {∂, S,Ω} on R+ × R3.
• β is the solution of β′(t) = µ
(1 + t)λ
β(t) for t ≥ 0, β(0) = 1, i.e.,
β(t) ≡
{
e
µ
1−λ
[(1+t)1−λ−1], λ ≥ 0, λ 6= 1,
(1 + t)µ, λ = 1.
(1.10)
• c(ρ¯) = 1 will be assumed throughout (introduce X = x/c(ρ¯) as new space coordinate if neces-
sary).
2 Global existence for small data in case 0 ≤ λ ≤ 1
Throughout this section, C > 0 stands for a generic constant which is independent of K , ε, and t.
We start by recalling the following Sobolev-type inequality (see [13]):
Lemma 2.1. Let u = u(t, x) be a smooth function of (t, x) ∈ [0,∞)× R3. Then
|u(t, x)| ≤ C(1 + r)−1
∑
|a|≤2
‖Γau(t, x)‖. (2.1)
Moreover, we shall make use of the following inequalities (see [14, Lemmas 2.3 and 3.1, Theo-
rem 5.1]):
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Lemma 2.2. For u ∈ C2([0,∞) × R3),
〈r − t〉‖∇∂u(t, x)‖ ≤ C
(∑
|b|≤1
‖∂Γbu(t, x)‖+ t‖u(t, x)‖
)
, (2.2)
(1 + r)〈r − t〉|∇∂u(t, x)| ≤ C
(∑
|b|≤3
‖∂Γbu(t, x)‖+ t‖u(t, x)‖
)
, (2.3)
where  = ∂2t −∆ = ∂2t −
3∑
k=1
∂2k .
We now reformulate problem (1.5). Let ψ = ϕ
(1 + t)λ
. From (1.5) and c(ρ¯) = 1 we then have
ψ +
µ
(1 + t)λ
∂tψ +
2λ
1 + t
∂tψ − λ(1− λ)
(1 + t)2
ψ = Q(ψ), (2.4)
where
Q(ψ) = (c2(ρ)− 1)∆ψ − 2(1 + t)λ∂t∇ψ · ∇ψ − 2λ(1 + t)λ−1|∇ψ|2
− µ|∇ψ|2 − (1 + t)2λ
∑
1≤i,j≤3
(∂iψ)(∂jψ)∂ijψ.
We define a time-weighted energy for Eq. (2.4),
EN (ψ(t)) =
∑
0≤|a|≤N
∫
R3
(
(1 + t)2λ|∂Γaψ|2 + |Γaψ|2
)
dx,
where N ≥ 8 is a fixed number. Moreover, we assume that for any t ≥ 0
EN (ψ(t)) ≤ K2ε2, (2.5)
where K > 0 is a suitably large constant. It follows from (2.1) and (2.5) that, for all |a| ≤ N − 2,
|∂Γaψ| ≤ C(1 + r)−1
∑
|b|≤2
‖Γb∂Γaψ(t, x)‖ ≤ C(1 + r)−1
∑
|b|≤N
‖∂Γbψ(t, x)‖
≤ C(1 + r)−1(1 + t)−λ
√
EN (ψ(t)) ≤ CKε(1 + r)−1(1 + t)−λ
(2.6)
and
|Γaψ| ≤ C(1 + r)−1
∑
|b|≤N
‖Γbψ(t, x)‖ ≤ CKε(1 + r)−1. (2.7)
In view of Lemma 2.2 and (2.5), we have
Lemma 2.3. Let ψ be a solution of (2.4), Then, for all |a| ≤ N − 3 and 0 ≤ λ ≤ 1, we have the
pointwise estimate
‖∇∂Γaψ‖L∞ ≤ CKε(1 + t)−2λ. (2.8)
Moreover, for 0 ≤ l ≤ N − 1, the weighted L2 estimate
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|b|≤l
‖〈r − t〉∇∂Γbψ(t, x)‖
≤ C
∑
|c|≤l+1
‖∂Γcψ(t, x)‖ + C(1 + t)1−λ
∑
|c|≤l
‖∇Γcψ(t, x)‖ + C(1 + t)−1
∑
|c|≤l
‖Γcψ‖ (2.9)
holds.
Proof. It follows from (2.3)–(2.4) and (2.6)–(2.7) that
(1 + t)
∑
|a|≤N−3
|∇∂Γaψ|
≤ C
∑
|a|≤N−3
(1 + r)〈r − t〉|∇∂Γaψ|
≤ C
∑
|c|≤N
‖∂Γcψ‖ + Ct
∑
|a|≤N−3
‖Γaψ‖
≤ CKε(1 + t)−λ + C(1 + t)1−λ
∑
|a|≤N−3
‖∂tΓaψ‖+ C(1 + t)−1
∑
|a|≤N−3
‖Γaψ‖
+ C(1 + t)
∑
|b|+|c|≤N−3
‖∇∂ΓbψΓcψ‖+ C(1 + t)1+λ
∑
|a|≤N−3
‖Γa(∂t∇ψ · ∇ψ)‖
≤ CKε(1 + t)1−2λ + CKε(1 + t)
∑
|a|≤N−3
‖∇∂Γaψ‖L∞ ,
which derives (2.7) in view of the smallness of ε > 0.
By (2.2), (2.6)-(2.8) and Eq. (2.4), we have that, for l ≤ N − 1,
∑
|b|≤l
‖〈r − t〉∇∂Γbψ‖
≤ C
∑
|c|≤l+1
‖∂Γcψ‖+ Ct
∑
|b|≤l
‖Γbψ‖
≤ C
∑
|c|≤l+1
‖∂Γcψ‖+ C(1 + t)1−λ
∑
|c|≤l
‖∇Γcψ‖+ C(1 + t)−1
∑
|c|≤l
‖Γcψ‖
+ C(1 + t)1+λ
∑
|b|≤l
‖Γb(∂t∇ψ · ∇ψ)‖
+ C(1 + t)
∑
|c|≤N−3,
|b|≤l−|c|
‖〈r − t〉−1Γcψ‖L∞‖〈r − t〉∇∂Γbψ‖
+ C(1 + t)
∑
2−N≤|c|≤l,
|b|≤l+2−N
‖(1 + r)∇∂Γbψ‖L∞‖(1 + r)−1Γcψ‖
≤ C
∑
|c|≤l+1
‖∂Γcψ‖+ C(1 + t)1−λ
∑
|c|≤l
‖∇Γcψ‖+ C(1 + t)−1
∑
|c|≤l
‖Γcψ‖
+ CKε
∑
|b|≤l
‖〈r − t〉∇∂Γbψ‖ +CKε(1 + t)1−λ
∑
2−N≤|c|≤l
‖(1 + r)−1Γcψ‖.
(2.10)
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Note that Γcψ(t, x) is supported in {x : |x| ≤ t+M}. Then it follows from Hardy inequality that
‖(1 + r)−1Γcψ‖ ≤ C‖∇Γcψ‖. (2.11)
Substituting (2.11) into (2.10) and applying the smallness of ε, we derive (2.9).
Next we derive the time-weighted energy estimate for the solution ψ of (2.4).
Lemma 2.4. Let µ > 0 and λ ∈ (0, 1]. Under assumption (2.5), for all t > 0 and N ≥ 8, it holds that
∑
0≤|a|≤N
∫
R3
(
(1 + t)2λ|∂∂aψ|2 + ψ2
)
dx+ C
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂∂aψ|2dxdτ
≤ Cε2 + C(1 +Kε)
∫ t
0
A(τ)
∑
0≤|a|≤N
∫
R3
(
(1 + τ)2λ|∂∂aψ|2 + ψ2
)
dxdτ, (2.12)
where A(·) stands for a generic non-negative function such that A ∈ L1((0,∞)) and ‖A‖L1 is indepen-
dent of K .
Proof. First we show (2.12) in case |a| = 0. Multiplying Eq. (2.4) by m(1 + t)2λ∂tψ + (1 + t)2λ−1ψ
yields by a direct computation
1
2
∂t
(
m(1 + t)2λ|∂ψ|2 + 2(1 + t)2λ−1ψ∂tψ + (µ(1 + t)λ−1 + 2λ(1 + t)2λ−2)ψ2
)
+ div
(
· · ·
)
+
(
µm(1 + t)λ + (λm− 1)(1 + t)2λ−1
)
(∂tψ)
2 + (1− λm)(1 + t)2λ−1|∇ψ|2
+ µ(1− λ)(1 + t)λ−2ψ2 + C1(λ− 1)(1 + t)2λ−2ψ∂tψ + C2(λ− 1)(1 + t)2λ−3ψ2
=
(
m(1 + t)2λ∂tψ + (1 + t)
λψ
)
Q(ψ), (2.13)
where the constant m > 0 will be determined later and Ci (i = 1, 2) are suitable constants. Note that
2(1 + t)2λ−1ψ∂tψ ≤ σm(1 + t)2λ(∂tψ)2 + 1
σm
(1 + t)2λ−2ψ2 (2.14)
for σ ∈ (0, 1).
To guarantee the positivity of the term m(1+t)2λ|∂ψ|2+2(1+t)2λ−1ψ∂tψ+(µ(1+t)λ−1+2λ(1+
t)2λ−2)ψ2 in ∂t
(·) and of the coefficients µm(1+ t)λ+(λm−1)(1+ t)2λ−1 and (1−λm)(1+ t)2λ−1 of
(∂tψ)
2 and |∇ψ|2 in the left-hand side of (2.13), utilizing (2.14) with σ = 2/3, we may choose m > 0
to fulfill
λ <
1
m
< min{µ + λ, 2λ}.
Then integrating (2.13) over R3 yields
d
dt
∫
R3
(
(1 + t)2λ|∂ψ|2 + (1 + t)λ−1ψ2
)
dx
+C
∫
R3
(
(1 + t)λ(∂tψ)
2 + (1 + t)2λ−1|∇ψ|2 + (1 + t)λ−2ψ2
)
dx
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≤ A(t)
∫
R3
(1 + t)λ−1ψ2dx+ C
∣∣∣∣
∫
R3
(
m(1 + t)2λ∂tψ + (1 + t)
2λ−1ψ
)
Q(ψ)dx
∣∣∣∣ . (2.15)
Next we improve the time-weighted estimate of ψ in the left-hand side of (2.15). Multiplying both sides
of (2.4) by (1 + t)λψ yields by direct computation
∂t
(
(1 + t)λψ∂tψ +
µ
2
ψ2
)
+ div
(
· · ·
)
− (1 + t)λ(∂tψ)2 − λ(1 + t)λ−1ψ∂tψ
+ (1 + t)λ|∇ψ|2 + 2λ(1 + t)λ−1ψ∂tψ + λ(λ− 1)(1 + t)λ−2ψ2 = (1 + t)λψQ(ψ).
From this and (2.15), we can choose the multiplier m(1 + t)2λ∂tψ + (1 + t)2λ−1ψ + κ(1 + t)λψ for
Eq. (2.4) with a small κ > 0 and then obtain by an integration with respect to the time variable t
∫
R3
(
(1 + t)2λ|∂ψ|2 + ψ2
)
dx+ C
∫ t
0
∫
R3
(1 + τ)λ|∂ψ|2dxdτ
≤ Cε2 +
∫ t
0
A(τ)
∫
R3
ψ2dxdτ + C
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tψ)Q(ψ)dx
∣∣∣∣ dτ
+ C
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λψQ(ψ)dx
∣∣∣∣ dτ. (2.16)
Next we derive the time-weighted estimates of ∂αψ with 1 ≤ |α| ≤ N . Taking ∂α on both sides of
Eq. (2.4) yields
∂aψ +
µ
(1 + t)λ
∂t∂
aψ +
2λ
1 + t
∂t∂
aψ
= ∂aQ(ψ) +
∑
1≤|b|≤|a|
1
(1 + t)λ
(
1 +O
(
(1 + t)λ−1
))
∂bψ − λ(λ− 1)∂a
( 1
(1 + t)2
)
ψ.
Exactly as for (2.16), we obtain
∑
0≤|a|≤N
∫
R3
(
(1 + t)2λ|∂a+1ψ|2 + ψ2
)
dx+ C
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂a+1ψ|2dxdτ
≤ Cε2 +
∫ t
0
A(τ)
∫
R3
ψ2dxdτ + C
∑
0≤|a|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂t∂
aψ)∂aQ(ψ)dx
∣∣∣∣ dτ
+ C
∑
0≤|a|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(∂aψ)∂aQ(ψ)dx
∣∣∣∣ dτ. (2.17)
We now deal with the last two terms in the right-hand side of (2.17). We first analyze the integrand
(1 + t)2λ(∂t∂
aψ)∂aQ(ψ) of
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂t∂
aψ)∂aQ(ψ)dx
∣∣∣∣ dτ . Direct computation yields
∂aQ(ψ) = (c2(ρ)− 1)∆∂aψ − 2(1 + t)λ∇∂t∂aψ · ∇ψ − (1 + t)2λ(∂iψ)(∂jψ)∂ij∂aψ + l.o.t.
and
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(1+t)2λ(∂t∂
aψ)∂aQ(ψ) = div
(
(1+t)2λ(c2(ρ)−1)(∂t∂aψ)∇∂aψ
)
−div
(
(1+t)3λ|∂t∂aψ|2∇ψ
)
− 1
2
∂t
(
(1 + t)2λ(c2(ρ)− 1)|∇∂aψ|2
)
+ (1 + t)3λ|∂t∂aψ|2∆ψ + λ(1 + t)2λ−1(c2(ρ)− 1)|∇∂aψ|2
+
1
2
(1 + t)2λ(c2(ρ))′∂tρ|∇∂aψ|2 − (1 + t)4λ(∂iψ)(∂jψ)(∂ij∂aψ)∂t∂aψ + l.o.t., (2.18)
where here and below l.o.t. designates lower-order terms which are of the form (∂b1ψ)(∂b2ψ) . . . (∂blψ)
(multiplied by ∂∂aψ or ∂aψ) with l ≥ 2 and 1 ≤ |b1|+ · · ·+ |bl| ≤ |a|+1. Here we are concerned with
the top-order derivatives only. Note that the term (1 + t)4λ(∂iψ)(∂jψ)(∂ij∂aψ)∂t∂aψ in (2.18) can be
expressed as
(1 + t)4λ(∂iψ)(∂jψ)(∂ij∂
aψ)∂t∂
aψ
=
1
2
{
∂i
(
(1 + t)4λ(∂iψ)(∂jψ)(∂j∂
aψ)∂t∂
aψ
)
+ ∂j
(
(1 + t)4λ(∂iψ)(∂jψ)(∂i∂
aψ)∂t∂
aψ
)
− ∂t
(
(1 + t)4λ(∂iψ)(∂jψ)(∂i∂
aψ)∂j∂
aψ
)
+ ∂t
(
(1 + t)4λ(∂iψ)∂jψ
)
(∂i∂
aψ)∂j∂
aψ + l.o.t.
}
.
(2.19)
Similarly, for the integrand (1 + t)λ(∂aψ)∂aQ(ψ) of
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(∂aψ)∂aQ(ψ)dx
∣∣∣∣ dτ , one has
(1 + t)λ∂aψ∂aQ(ψ)
= div
(
(1 + t)λ(c2(ρ)− 1)∇(∂aψ)∂aψ
)
− 1
2
∂i
(
(1 + t)3λ(∂iψ)∂
a(|∇ψ|2)∂aψ
)
− ∂t
(
(1 + t)λ∂a(|∇ψ|2)∂aψ
)
− (1 + t)λ(c2(ρ)− 1)|∇∂aψ|2
− (1 + t)λ(c2(ρ))′∇ρ · ∇(∂aψ)∂aψ + λ(1 + t)λ−1∂a(|∇ψ|2)∂aψ
+ (1 + t)λ∂a(|∇ψ|2)∂t∂aψ + 1
2
(1 + t)3λ(∆ψ)∂a(|∇ψ|2)∂aψ
+
1
2
(1 + t)3λ∇ψ · ∇(∂aψ)∂a(|∇ψ|2) + l.o.t.
(2.20)
From the expression (∂b1ψ)(∂b2ψ) . . . (∂blψ) (l ≥ 2, 1 ≤ |b1|+ · · · + |bl| ≤ N + 1) of the lower-order
terms one readily obtains that there exists at most one bj (1 ≤ j ≤ l) such that
[
N + 3
2
]
< |bj | ≤ N+1.
Moreover,
[
N + 3
2
]
≤ N − 2 by N ≥ 8. Thus, applying (2.5)-(2.7) and subsequently substituting
(2.18)-(2.20) into (2.17), completes the proof of Lemma 2.4.
Next we focus on the general time-weighted energy estimate of ∂Γaψ with 0 ≤ |a| ≤ N and N ≥ 8.
Lemma 2.5 (Time-weighted energy estimate of ∂Γaψ for |a| ≤ N ). Let µ > 0 and λ ∈ (0, 1]. Under
assumption (2.5), we have that, for t > 0,
∑
0≤|a|≤N
∫
R3
(
(1 + t)2λ|∂Γaψ|2 + |Γaψ|2
)
dx+C
∑
0≤|α|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γaψ|2dxdτ
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≤ Cε2 + C(1 +Kε)
∫ t
0
A(τ)
∑
0≤|a|≤N
∫
R3
(
(1 + τ)2λ|∂Γaψ|2 + ψ2
)
dxdτ, (2.21)
where the function A has been defined in Lemma 2.4.
Proof. Writing Γa = Γ˜b∂c with Γ˜ ∈ {Ω, S}, we will use induction on |b| to prove (2.21). In view of
Lemma 2.4, it is enough to assume that |c| = 0.
Suppose that (2.21) holds for |b| ≤ l − 1, where 1 ≤ l ≤ N . We then intend to establish (2.21) for
|b| = l.
Acting with Γ˜a (where a = b and |b| = l) on both sides of (2.4) yields
Γ˜aψ +
µ
(1 + t)λ
∂tΓ˜
aψ +
2λ
1 + t
∂tΓ˜
aψ =
∑
|b1|<|b|
Γ˜b1∂cψ
+ Γ˜aQ(ψ)−
[
Γ˜a,
µ
(1 + t)λ
∂t
]
ψ −
[
Γ˜a,
2λ
1 + t
∂t
]
ψ + Γ˜a
(
(λ− 1)(1 + t)−2ψ) . (2.22)
Starting from (2.22), as in the proof of Lemma 2.4, we can choose the multiplier m(1 + t)2λ∂tΓ˜aψ +
(1 + t)2λ−1Γ˜aψ + κ(1 + t)λΓ˜aψ to derive (2.21). Indeed, it follows from a direct computation that
∑
|b|=l,
|c|≤N−l
∫
R3
(
(1 + t)2λ|∂Γ˜b∂cψ|2 + |Γ˜b∂cψ|2
)
dx+ C
∑
|b|=l,
|c|≤N−l
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜b∂cψ|2dxdτ
≤ Cε2 + C
∑
|b1|<l,
|c1|≤N−|b1|
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜b1∂c1ψ|2dxdτ
+ C(1 +Kε)
∫ t
0
A(τ)
∑
|b1|≤l,
|c1|≤N−|b1|
∫
R3
(
(1 + τ)2λ|∂Γ˜b1∂c1ψ|2 + |Γ˜b1∂c1ψ|2
)
dxdτ
+ C
∑
|b1|≤l,
|c1|≤N−|b1|
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)Γ˜b1∂c1Q(ψ)dx
∣∣∣∣ dτ
+ C
∑
|b1|≤l,
|c1|≤N−|b1|
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(Γ˜aψ)Γ˜b1∂c1Q(ψ)dx
∣∣∣∣ dτ.
(2.23)
Next we deal with the last two terms in the right-hand side of (2.23). Note that
c2(ρ)− 1 = −G(ψ)
∫ 1
0
(c2)′ (−sG(ψ)) ds,
where G(ψ) = (1 + t)λ∂tψ + (1 + t)λ−1ψ + (1 + t)2λ|∇ψ|2/2 + µψ. From this, it is readily seen that
the typical terms in Q(ψ) are of the form ψ∆ψ, (1+ t)λ∂t∇ψ · ∇ψ, and (1 + t)2λ(∂iψ)(∂jψ)∂ijψ. We
analyze them separately. Without loss of generality, we assume |c1| = 0 in the last two terms of (2.23);
the treatment of the other cases is easier.
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Part A Estimates of
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)Γ˜b1(ψ∆ψ)dx
∣∣∣∣ dτ and ∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ
(Γ˜aψ)Γ˜b1(ψ∆ψ)dx
∣∣∣ dτ .
Note that
Γ˜b1(ψ∆ψ) = I1 + I2 + I3,
where
I1 = ψ∆Γ˜b1ψ,
I2 =
∑
|b1|=|b2|+|b3|,
1≤|b2|≤N−3
(Γ˜b2ψ)∆Γ˜b3ψ,
I3 =
∑
|b1|=|b2|+|b3|,
N−2≤|b2|≤l
(Γ˜b2ψ)∆Γ˜b3ψ.
In view of b1 = a and
(1 + t)2λ(∂tΓ˜
aψ)ψ∆Γ˜aψ
= div
(
(1 + t)2λ(∂tΓ˜
aψ)ψ∇Γ˜aψ
)
+
1
2
∂t
(
(1 + t)2λ|∇Γ˜aψ|2ψ
)
− (1 + t)2λ(∂tΓ˜aψ)∇ψ · ∇Γ˜aψ − λ(1 + t)λ−1|∇Γ˜aψ|2ψ − 1
2
(1 + t)2λ|∇Γ˜aψ|2∂tψ,
we have by an integration by parts and (2.6)-(2.7)
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)I1 dx
∣∣∣∣ dτ ≤ Cε2 + CKε ∑
0≤|a|≤N
∫
R3
(1 + t)2λ|∂Γ˜aψ|2dx
+ CKε
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2dxdτ. (2.24)
Moreover, it follows from (2.7) and (2.9) that∫
R3
∣∣∣(1 + t)2λ(∂tΓ˜aψ)(Γ˜b2ψ)∆Γ˜b3ψ∣∣∣ dx
≤ (1 + t)2λ‖〈r − t〉−1Γ˜b2ψ‖L∞ · ‖∂tΓ˜aψ‖ · ‖〈r − t〉∆Γ˜b3ψ‖
≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|b4|≤|b3|+1
(
‖∇Γ˜b4ψ‖+ (1− λ)(1 + t)−1‖Γ˜b4ψ‖
)
≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|b4|≤|b3|+1
‖∇Γ˜b4ψ‖ +CKε(1 + t)λ‖∂tΓ˜aψ‖2
+ CKε(1− λ)(1 + t)λ−2
∑
|b4|≤|b3|+1
‖Γ˜b4ψ‖2.
(2.25)
On the other hand, we have that by (2.6) and Hardy’s inequality
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R3
∣∣∣(1 + t)2λ(∂tΓ˜aψ)(Γb2ψ)∆Γ˜b3ψ∣∣∣ dx
≤ (1 + t)2λ‖(1 + r)∆Γ˜b3ψ‖L∞ · ‖∂tΓ˜aψ‖‖(1 + r)−1Γ˜b2ψ‖
≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|b4|≤|b2|
‖∇Γ˜b4ψ‖. (2.26)
Combining (2.24)-(2.26) yields
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ
aψ)Γb1(ψ∆ψ)dx
∣∣∣∣ dτ
≤ Cε2 +CKε
∑
0≤|a|≤N
∫
R3
(1 + t)2λ|∂Γ˜aψ|2dx+ CKε
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2dxdτ
+ CKε
∑
|b4|≤N
∫ t
0
A(τ)
∫
R3
|Γ˜b4ψ|2dxdτ. (2.27)
Note that
(1 + t)λ(Γ˜aψ)Γ˜b1(ψ∆ψ) =
∑
|b2|+|b3|=|b1|
(1 + t)λ(Γ˜aψ)(Γ˜b2ψ)∆Γ˜b3ψ
= div

 ∑
|b2|+|b3|=|b1|
(1 + t)λ(Γ˜aψ)(Γ˜b2ψ)∇Γ˜b3ψ

 + 5∑
i=4
Ii,
where
I4 = −
∑
|b2|≤N−3,
|b2|+|b3|=|b1|
(1 + t)λ(Γ˜b2ψ)(∇Γ˜aψ) · (∇Γ˜b3ψ),
I5 = −
∑
N−2≤|b2|≤l−1,
|b2|+|b3|=|b1|
(1 + t)λ(Γ˜b2ψ)(∇Γ˜aψ) · (∇Γ˜b3ψ)
−
∑
|b2|+|b3|=|b1|
(1 + t)λ(Γ˜aψ)(∇Γ˜b2ψ) · (∇Γ˜b3ψ).
Therefore, by (2.7) and Hardy’s inequality, we have∫
R3
|I4| dx ≤ CKε(1 + t)λ ‖∇Γ˜aψ‖
∑
|b1|+3−N≤|b3|≤N
‖∇Γ˜b3ψ‖
and ∫
R3
|I5|dx ≤ CKε‖(1 + r)−1Γ˜b2ψ∇Γ˜aψ‖L1 ≤ CKε‖∇Γ˜b2ψ‖‖∇Γ˜aψ‖.
This yields
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(Γ˜aψ)Γ˜b1(ψ∆ψ)dx
∣∣∣∣ dτ ≤ CKε ∑
0≤|a|≤N
∫ t
0
∫
R3
(1+ τ)λ|∂Γ˜aψ|2dxdτ. (2.28)
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∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)Γ˜b1
(
(1 + τ)λ∂t∇ψ · ∇ψ
)
dx
∣∣∣∣ dτ and
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(Γ˜aψ)Γ˜b1
(
(1 + τ)λ∂t∇ψ · ∇ψ
)
dx
∣∣∣∣ dτ .
One has
Γ˜b1
(
(1 + t)λ∂t∇ψ · ∇ψ
)
= (1 + t)λ∂t∇Γ˜b1ψ · ∇ψ +
∑
N−3≤|b2|≤l−1
(1 + t)λ(∂t∇Γ˜b2ψ)∇Γ˜b3ψ
+
∑
|b2|≤N−4
(1 + t)λ(∂t∇Γ˜b2ψ)∇Γ˜b3ψ
= II1 + II2 + II3.
By (2.6), we have
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ) II1 dx
∣∣∣∣ dτ ≤ CKε ∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2dxdτ. (2.29)
In addition, it follows from (2.6), (2.8) and a direct computation that
(1 + t)2λ‖(∂tΓaψ)II2‖L1
≤ (1 + t)3λ
∑
|b2|≤N−4
‖〈r − t〉−1∇Γb3ψ‖L∞ · ‖∂tΓaψ‖ · ‖〈r − t〉 ∂t∇Γb2ψ‖
≤ CKε(1 + t)λ‖∂tΓaψ‖
∑
|c|≤|b2|+1
(‖∇Γcψ‖+ (1− λ)(1 + t)−1‖Γcψ‖)
≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|b4|≤|b3|+1
‖∇Γ˜b4ψ‖+ CKε(1 + t)λ‖∂tΓ˜aψ‖2
+ CKε(1− λ)(1 + t)λ−2
∑
|b4|≤|b3|+1
‖Γ˜b4ψ‖2.
(2.30)
Treating II3, we obtain by (2.7)∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)II3dx
∣∣∣∣ dτ ≤ CKε
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2 dxdτ. (2.31)
Collecting (2.29)-(2.31) yields
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ
aψ)Γb1
(
(1 + t)λ∂t∇ψ · ∇ψ
)
dx
∣∣∣∣ dτ
≤ CKε
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2 dxdτ + CKε
∑
|b4|≤N
∫ t
0
A(τ)
∫
R3
|Γ˜b4ψ|2 dxdτ. (2.32)
In addition, one notes that
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2(1 + t)2λ(Γ˜aψ)Γ˜a (∂t∇ψ · ∇ψ) =
∑
|c|≤|a|
∂t
(
(1 + t)2λΓ˜aψΓc(|∇ψ|2)
)
− 2λ(1 + t)2λ−1(Γ˜aψ)Γ˜c (|∇ψ|2)− (1 + t)2λ(∂tΓ˜aψ)Γ˜c (|∇ψ|2) .
From this and (2.7), we have
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(Γ˜aψ)Γ˜b1
(
(1 + τ)λ∂t∇ψ · ∇ψ
)
dx
∣∣∣∣ dτ ≤ Cε2
+ CKε
∑
0≤|a|≤N
∫
R3
(1 + t)2λ|∂Γ˜aψ|2 dx+CKε
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2 dxdτ. (2.33)
Part C Estimates of
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)Γ˜b1
(
(1 + τ)2λ(∂iψ)(∂jψ)∂ijψ
)
dx
∣∣∣∣ dτ and
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)λ(Γ˜aψ)Γ˜b1
(
(1 + τ)2λ(∂iψ)(∂jψ)∂ijψ
)
dx
∣∣∣∣ dτ .
A direct computation yields
Γ˜b1((∂iψ)(∂jψ)∂ijψ) =
1
2
Γ˜b1
(
(∂iψ)∂i
(|∇ψ|2))
=
1
2
(∂iψ)∂iΓ˜
b1
(|∇ψ|2)+ ∑
N−3≤|b2|≤|b1|−1
(∇2Γ˜b2ψ)(∇Γ˜b3ψ)∇Γ˜b4ψ
+
∑
|b2|≤N−4
(∇2Γ˜b2ψ)(∇Γ˜b3ψ)∇Γ˜b4ψ
= III1 + III2 + III3.
As in the treatment of II1 in Part B, we have
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ) III1dx
∣∣∣∣ dτ ≤ CKε ∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2dxdτ. (2.34)
By (2.6) and (2.9), for the term III2, we have
(1 + t)4λ‖(∂tΓ˜aψ)(∇2Γ˜b2ψ)(∇Γ˜b3ψ)∇Γ˜b4ψ‖L1
≤ (1 + t)4λ‖〈r − t〉−1(∇Γ˜b3ψ)∇Γ˜b4ψ‖L∞ · ‖∂tΓ˜aψ‖ · ‖〈r − t〉∇2Γ˜b2ψ‖
≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|b4|≤|b3|+1
‖∇Γ˜b4ψ‖+ CKε(1 + t)λ‖∂tΓ˜aψ‖2
+ CKε(1− λ)(1 + t)λ−2
∑
|b4|≤|b3|+1
‖Γ˜b4ψ‖2.
(2.35)
By (2.7) and (2.8), for the term III3, one has
(1 + t)4λ‖(∂tΓ˜aψ)(∇2Γ˜b2ψ)(∇Γ˜b3ψ)∇Γ˜b4ψ‖L1 ≤ CKε(1 + t)λ‖∂tΓ˜aψ‖
∑
|c|≤|b1|
‖∇Γ˜cψ‖. (2.36)
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Collecting (2.34)-(2.36) yields
∑
|b1|≤N
∫ t
0
∣∣∣∣
∫
R3
(1 + τ)2λ(∂tΓ˜
aψ)Γ˜b1
(
(1 + τ)2λ(∂iψ)(∂jψ)∂ijψ
)
dx
∣∣∣∣ dτ
≤ CKε
∑
0≤|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γ˜aψ|2dxdτ + CKε
∑
|b4|≤N
∫ t
0
A(τ)
∫
R3
|Γ˜b4ψ|2dxdτ. (2.37)
In addition,
2(1 + t)3λ(Γaψ)Γb1 ((∂iψ)(∂jψ)∂ijψ)
= div
(
(1 + t)3λ(Γaψ)(∇ψ)Γb1 (|∇ψ|2))− (1 + t)3λ(∇Γaψ)(∇ψ)Γb1 (|∇ψ|2)
− (1 + t)3λ(Γaψ)(∆ψ)Γb1 (|∇ψ|2)+ ∑
|b2|≤|b1|−1
(1 + t)3λ(Γaψ)(∇2Γb2ψ)(∇Γb3ψ)∇Γb4 (|ψ|2) .
Together with (2.6)-(2.7) this yields
∑
|b1|≤N
∣∣∣∣
∫ t
0
∫
R3
(1 + τ)λ(Γaψ)Γb1
(
(1 + τ)2λ(∂iψ)(∂jψ)∂ijψ
)
dxdτ
∣∣∣∣
≤ CKε
∑
|a|≤N
∫ t
0
∫
R3
(1 + τ)λ|∂Γaψ|2dxdτ. (2.38)
Therefore, substituting (2.27), (2.28), (2.32)-(2.33), and (2.37)-(2.38) into (2.23) and utilizing the small-
ness of ε > 0 gives (2.21).
Based on Lemmas 2.4–2.5, we now prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.4 and Lemma 2.5, one has that, for fixed N ≥ 9,
EN (t) ≤ Cε2 + C(1 +Kε)
∫ t
0
A(t′)EN (t
′) dt′.
Choosing the constants K > 0 large and ε > 0 small, by Gronwall’s inequality one gets that, for any
t ≥ 0,
EN (t) ≤ eC(1+Kε)‖A(t)‖L1EN (0) ≤ 1
2
K2ε2
Thus, Theorem 1.1 is proved by the assumption that EN (t) ≤ K2ε2 and a continuous induction argu-
ment.
3 Blowup for small data in case λ > 1
In this section, we shall prove the blowup result of Theorem 1.2 which is valid in case λ > 1.
Proof of Theorem 1.2. We divide the proof into two cases.
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Case 1: γ = 2.
Let (ρ, u) be a smooth solution of (1.1). For l > 0, we define
P (t, l) =
∫
|x|>l
η(x, l) (ρ(t, x) − ρ¯) dx, (3.1)
where
η(x, l) = |x|−1(|x| − l)2.
Employing the first equation in (1.1) and an integration by parts, we see that
∂tP (t, l) =
∫
|x|>l
η(x, l)∂t (ρ(t, x)− ρ¯) dx = −
∫
|x|>l
η(x, l) div(ρu)(t, x) dx
=
∫
|x|>l
(∇xη)(x, l) · (ρu)(t, x) dx,
where we have used the fact that η(x, l) = 0 on |x| = l and that u(t, x) = 0 for |x| ≥ t+M .
We first show that, under the assumptions (1.8)-(1.9), P (t, l) defined by (3.1) is nonnegative for
l ≥M0. By differentiating ∂tP (t, l) again and using the second equation in (1.1), we find that
∂2t P (t, l) =
∫
|x|>l
(∇xη)(x, l) · ∂t(ρu)(t, x) dx = −
∑
i,j
∫
|x|>l
(∂xiη) ∂xj (ρuiuj) dx
−
∫
|x|>l
(∇xη)(x, l) · ∇p dx− µ
(1 + t)λ
∫
|x|>l
(∇xη)(x, l) · (ρu)(t, x) dx, (3.2)
where ∇xη(x, l) = |x|−3(|x|2 − l2)x that vanishes on |x| = l. Integration by parts implies that
∂2t P (t, l) +
µ
(1 + t)λ
∂tP (t, l) =
∑
i,j
∫
|x|>l
(∂xixjη)ρuiuj dx+
∫
|x|>l
(∆η)p dx
≡ J1(t, l) +
∫
|x|>l
(∆η) p dx.
A direct computation of ∂xixjη shows that
J1(t, l) =
∫
|x|>l
2l2
|x|3 ρ
(
x
|x| · u
)2
dx
−
∫
|x|>l
|x|2 − l2
|x|3 ρ
(
x
|x| · u
)2
dx+
∫
|x|>l
|x|2 − l2
|x|3 ρ|u|
2dx ≥ 0. (3.3)
Together with the fact that ∆η = 2|x|−1 ≥ 0, this yields
∂2t P (t, l) +
µ
(1 + t)λ
∂tP (t, l) ≥ 0.
Note that assumptions (1.8) and (1.9) imply P (0, l) > 0 and ∂tP (0, l) ≥ 0 for M0 ≤ l ≤M . Integrating
the above differential inequality twice yields P (t, l) ≥ 0 for l ≥M0 and t ≥ 0.
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Next we derive a lower bound of P (t, l). We now rewrite (3.2) as
∂2t P (t, l) = −
∑
i,j
∫
|x|>l
(∂xiη) ∂xj (ρuiuj) dx−
∫
|x|>l
(∇xη)(x, l) · ∇(p− p¯) dx
− µ
(1 + t)λ
∫
|x|>l
(∇xη)(x, l) · (ρu)(t, x) dx,
where p¯ = p(ρ¯). Let J2(t, l) ≡
∫
|x|>l(∆η)(p − p¯) dx. Then the above equation reads
∂2t P (t, l) +
µ
(1 + t)λ
∂tP (t, l) = J1(t, l) + J2(t, l). (3.4)
Note that
∂2l η(x, l) = 2|x|−1 = ∆xη(x, l).
Then
J2(t, l) =
∫
|x|>l
∂2l η(x, l)(p(t, x) − p¯) dx = ∂2l
∫
|x|>l
η(x, l)(p(t, x) − p¯) dx, (3.5)
where we have used the fact that η and ∂lη vanish on |x| = l. Combining (3.3)-(3.5), we arrive at
∂2t P (t, l)− ∂2l P (t, l) +
µ
(1 + t)λ
∂tP (t, l) ≥ G(t, l), (3.6)
where
G(t, l) = ∂2l
∫
|x|>l
η(x, l) (p− p¯− (ρ− ρ¯)) dx =
∫
|x|>l
2|x|−1 (p− p¯− (ρ− ρ¯)) dx. (3.7)
Thanks to γ = 2 and the sound speed c¯ =
√
2Aρ¯ = 1, we have
p− p¯− (ρ− ρ¯) = A (ρ2 − ρ¯2 − 2ρ¯ (ρ− ρ¯)) = A(ρ− ρ¯)2. (3.8)
Substituting (3.8) into (3.7) gives
G(t, l) ≥ 0.
To estimate P = P (t, l) from inequality (3.6), we first study the solution of the equation
∂2t P˜ (t, l)− ∂2l P˜ (t, l) +
µ
(1 + t)λ
∂tP˜ (t, l) = G(t, l),
where P˜ (0, l) = P (0, l) and ∂tP˜ (0, l) = ∂tP (0, l).
Rewriting the above equation as
∂2t P˜ (t, l)− ∂2l P˜ (t, l) +
µ
(1 + t)λ
(
∂tP˜ (t, l)− ∂lP˜ (t, l)
)
= G(t, l) − µ
(1 + t)λ
∂lP˜ (t, l),
by the method of characteristics we have, for l ≥ t ≥ 0,
P˜ (t, l) =
1
2
P (0, l + t) +
1
2β(t)
P (0, l − t) + 1
2
∫ t
0
1
β(τ)
µ
(1 + τ)λ
P (0, l + t− 2τ) dτ
+
∫ t
0
1
β(τ)
∂tP (0, l + t− 2τ) dτ + 1
2
∫ t
0
∫ l+t−τ
l−t+τ
β(τ)
β
(
l+t+τ−y
2
) G(τ, y) dydτ
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+
1
2
∫ t
0
β(τ)
β(t)
µ
(1 + τ)λ
P˜ (τ, l − t+ τ) dτ
+
1
2
∫ t
0
∫ t
τ
β(τ)
β(s)
µ2
(1 + τ)λ(1 + s)λ
P˜ (τ, l + t− 2s + τ) dsdτ
− 1
2
∫ t
0
µ
(1 + τ)λ
P˜ (τ, l + t− τ) dτ,
see (1.10). Together with assumptions (1.8)-(1.9) this yields, for l ≥ t+M0,
P (t, l) ≥ P˜ (t, l) ≥ 1
2β(t)
q0(l − t)
+
1
2
∫ t
0
∫ l+t−τ
l−t+τ
β(τ)
β
(
l+t+τ−y
2
) G(τ, y) dydτ − 1
2
∫ t
0
µ
(1 + τ)λ
P (τ, l + t− τ)dτ. (3.9)
Define the function
F (t) ≡
∫ t
0
(t− τ)
∫ τ+M
τ+M0
P (τ, l)
dl
l
dτ. (3.10)
Then, by (3.9), we have that
F ′′(t) =
∫ t+M
t+M0
P (t, l)
dl
l
≥ 1
2β(t)
∫ t+M
t+M0
q0(l − t) dl
l
+
1
2
∫ t+M
t+M0
∫ t
0
∫ l+t−τ
l−t+τ
β(τ)
β
(
l+t+τ−y
2
) G(τ, y) dydτ dl
l
− 1
2
∫ t+M
t+M0
∫ t
0
µ
(1 + τ)λ
P (τ, l + t− τ) dτ dl
l
≡ J3 + J4 − J5. (3.11)
From λ > 1 and assumption (1.8), we see that
J3 ≥ c1
t+M
∫ t+M
t+M0
q0(l − t) dl = c1
t+M
∫ M
M0
q0(l) dl =
c2ε
t+M
(3.12)
where c1, c2 > 0 are constants independent of ε. Note that P (τ, y) is supported in {y : y ≤ τ +M} and
nonnegative for y ≥M0. Hence, there exists a constant C1 > 0 such that
J5 ≤ C1
(1 + t)λ
∫ t
0
∫ τ+M
τ+M0
P (τ, y)
dy
y
dτ =
C1
(1 + t)λ
F ′(t). (3.13)
Substituting (3.13) into (3.11) gives
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ J3 + J4. (3.14)
To bound J4 from below, we write
J4 =
1
2
∫ t−M1
0
∫ τ+M
τ+M0
G(τ, y)
∫ y+t−τ
t+M0
β(τ)
β
(
l+t+τ−y
2
) dl
l
dydτ
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+
1
2
∫ t
t−M1
∫ 2t−τ+M0
τ+M0
G(τ, y)
∫ y+t−τ
t+M0
β(τ)
β
(
l+t+τ−y
2
) dl
l
dydτ
+
1
2
∫ t
t−M1
∫ τ+M
2t−τ+M0
G(τ, y)
∫ y+t−τ
y−t+τ
β(τ)
β
(
l+t+τ−y
2
) dl
l
dydτ
≡ J4,1 + J4,2 + J4,3, (3.15)
where M1 = (M −M0) /2. For t < M1, t−M1 in the limits of integration is replaced by 0. By λ > 1,
for the integrand in J4,1 we have that∫ y+t−τ
t+M0
β(τ)
β
(
l+t+τ−y
2
) dl
l
≥ c y − τ −M0
t+M
≥ c (t− τ)(y − τ −M0)
2
(t+M)2
. (3.16)
Analogously, for the integrands in J4,2 and J4,3 we have that∫ y+t−τ
t+M0
β(τ)
β
(
l+t+τ−y
2
) dl
l
≥ c (t− τ)(y − τ −M0)
2
(t+M)2
(3.17)
and ∫ y+t−τ
y−t+τ
β(τ)
β
(
l+t+τ−y
2
) dl
l
≥ c t− τ
t+M
≥ c (t− τ)(y − τ −M0)
2
(t+M)2
, (3.18)
where c > 0 is a constant. Substituting (3.16)-(3.18) into (3.15) yields
J4 ≥ c
(t+M)2
∫ t
0
(t− τ)
∫ τ+M
τ+M0
(y − τ −M0)2∂2yG˜(τ, y) dydτ,
where G˜(t, l) =
∫
|x|>l η(x, l) (p− p¯− (ρ− ρ¯)) dx. Note that G˜(τ, y) = ∂yG˜(τ, y) = 0 for y = τ +M .
Thus, it follows from the integration by parts together with (3.7)-(3.8) that
J4 ≥ c
(t+M)2
∫ t
0
(t− τ)
∫ τ+M
τ+M0
G˜(τ, y) dydτ
≥ c
(t+M)2
∫ t
0
(t− τ)
∫ τ+M
τ+M0
∫
|x|>y
η(x, y) (ρ(τ, x) − ρ¯)2 dxdydτ
≡ c
(t+M)2
J6. (3.19)
By applying the Cauchy-Schwartz inequality to F (t) defined by (3.10), we arrive at
F 2(t) ≤ J6
∫ t
0
(t− τ)
∫ τ+M
τ+M0
∫
y<|x|<τ+M
η(x, y) dx
dy
y2
dτ ≡ J6J7. (3.20)
We estimate J7 as
J7 =
∫ t
0
(t− τ)
∫ τ+M
τ+M0
∫
y<|x|<τ+M
(|x| − y)2
|x| dx
dy
y2
dτ
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=
∫ t
0
(t− τ)
∫ τ+M
τ+M0
∫ τ+M
y
4pil (l − y)2 dldy
y2
dτ
≤ C
∫ t
0
(t− τ)
∫ τ+M
τ+M0
(τ +M) (τ +M − y)3 dy
y2
dτ
≤ C
∫ t
0
(t− τ)(τ +M)
∫ τ+M
τ+M0
dy
y2
dτ
≤ C
∫ t
0
t− τ
τ +M
dτ ≤ C (t+M) log t
M + 1
. (3.21)
Combining (3.12), (3.14) and (3.19)-(3.21) gives the ordinary differential inequalities
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ c2ε
t+M
, t ≥ 0, (3.22)
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ C (t+M)3 log t
M + 1
F 2(t), t ≥ 0. (3.23)
Next, we apply (3.22)-(3.23) to prove that the lifespan Tε of smooth solution F (t) is finite for all 0 <
ε ≤ ε0. The fact that F (0) = F ′(0) = 0, together with (3.22), yields
F ′(t) ≥ Cε log(t/M + 1), t ≥ 0, (3.24)
F (t) ≥ Cε(t+M) log(t/M + 1), t ≥ t1 ≡Me2, (3.25)
where the constant C > 0 is independent of ε. Substituting (3.25) into (3.23) derives
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ Cε2(t+M)−1 log(t/M + 1), t ≥ t1,
which leads to the improvement
F (t) ≥ Cε2(t+M) log2(t/M + 1), t ≥ t2 ≡Me3 > t1. (3.26)
Substituting this into (3.23) derives
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ Cε2(t+M)−2 log(t/M + 1)F (t), t ≥ t2. (3.27)
It follows from (3.24) that F ′(t) ≥ 0 for t ≥ 0. Then multiplying (3.27) by F ′(t) and integrating from
t3 (which will be chosen later) to t yield
F ′(t)2 ≥ C2F ′(t3)2 + C3ε2
∫ t
t3
(s+M)−2 log(s/M + 1)[F (s)2]′ds.
Integrating by parts yields
F ′(t)2 ≥ C2F ′(t3)2 + C3ε2
(
t+M)−2 log(t/M + 1)F (t)2 − (t3 +M)−2 log(t3/M + 1)F (t3)2
)
−
∫ t
t3
(
log(s/M + 1)
(s+M)2
)′
F (s)2 ds, t ≥ t3, (3.28)
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where
(
log(s/M+1)
(s+M)2
)′
≤ 0 for t ≥ t3 ≥ t2. On the other hand, (3.22) implies
(
e−
C1
λ−1
[(1+t)1−λ−1]F ′(t)
)′
≥ 0, t ≥ 0,
which yields for 0 ≤ t ≤ τ
F ′(t) ≤ e
C1
λ−1
[(1+t)1−λ−(1+τ)1−λ]F ′(τ). (3.29)
Together with F (0) = 0, this yields
F (t) =
∫ t
0
F ′(s)ds ≤ C4tF ′(t), t > 0. (3.30)
Choose
t3 =M
(
e
C2
2C3C4ε
2 − 1
)
(3.31)
which satisfies 2C3C4 log(t3/M + 1)ε2 = C2. Together with (3.28) and (3.30), this yields
F ′(t) ≥
√
C3ε(t+M)
−1 log
1
2 (t/M + 1)F (t), t ≥ t3. (3.32)
By integrating (3.32) from t3 to t, we arrive at
log
F (t)
F (t3)
≥ Cε log 32 ( t+M
t3 +M
), t ≥ t3.
If t ≥ t4 ≡ Ct23, then we have
log
F (t)
F (t3)
≥ 8 log(t/M + 1).
Together with (3.26) for F (t3), this yields
F (t) ≥ Cε2(t+M)8, t ≥ t4. (3.33)
Substituting this into (3.23) derives
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ CεF (t) 32 , t ≥ t4.
Multiplying this differential inequality by F ′(t) and integrating from t4 to t yields
F ′(t)2 ≥ Cε
(
F (t)
5
2 − F (t4)
5
2
)
.
On the other hand, (3.29) and (3.30) imply that, for t ≥ t4,
F (t) = F ′(ξ)(t− t4) + F (t4) ≥ CF ′(t4)(t− t4) ≥ CF (t4)t− t4
t4
,
where t4 ≤ ξ ≤ t. If t ≥ t5 ≡ Ct4, then we have
F (t)
5
2 − F (t4)
5
2 ≥ 1
2
F (t)
5
2 .
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Thus
F ′(t) ≥ C√εF (t) 54 , t ≥ t5. (3.34)
If Tε > 2t5, then integrating (3.34) from t5 to Tε derives
F (t5)
− 1
4 − F (Tε)−
1
4 ≥ C√εTε.
We see from (3.33) and t5 = Ct23 that
F (t5) ≥ Cε2e
C
ε2 ,
which together with F (Tε) > 0 is a contradiction. Thus, Tε ≤ 2t5 = Ct23. From the choice of t3 in
(3.31), we see that Tε ≤ eC/ε2 .
Case 2: γ > 1 and γ 6= 2.
Recall that the sound speed is c¯ =
√
γAρ¯γ−1 = 1. Instead of (3.8) we have
p− p¯− (ρ− ρ¯) = A (ργ − ρ¯γ − γρ¯γ−1(ρ− ρ¯)) ≡ Aψ(ρ, ρ¯).
The convexity of ργ for γ > 1 implies that ψ(ρ, ρ¯) is positive for ρ 6= ρ¯. Applying Taylor’s theorem, we
have
ψ(ρ, ρ¯) ≥ C(γ, ρ¯)Φγ(ρ, ρ¯),
where C(γ, ρ¯) is a positive constant and Φγ is given by
Φγ(ρ, ρ¯) =


(ρ¯− ρ)γ , ρ < 12 ρ¯,
(ρ− ρ¯)2, 12 ρ¯ ≤ ρ ≤ 2ρ¯,
(ρ− ρ¯)γ , ρ > 2ρ¯.
For γ > 2, we have that (ρ¯− ρ)γ = (ρ¯− ρ)2(ρ¯− ρ)γ−2 ≥ C(γ, ρ¯)(ρ− ρ¯)2 for 2ρ < ρ¯ and (ρ− ρ¯)γ =
(ρ − ρ¯)2(ρ − ρ¯)γ−2 ≥ C(γ, ρ¯)(ρ − ρ¯)2 for ρ > 2ρ¯. Thus, ψ(ρ, ρ¯) ≥ C(γ, ρ¯)(ρ − ρ¯)2. In this case,
Theorem 1.2 can be shown completely analogously to Case 1.
Next we treat the case 1 < γ < 2. We define F (t) as in (3.10),
F (t) =
∫ t
0
∫ τ+M
τ+M0
1
l
∫
|x|>l
(|x| − l)2
|x| (ρ(τ, x)− ρ¯) dxdldτ.
Similarly to the case of γ = 2, we have
F ′′(t) ≥ J3 + J4 − J5, (3.35)
where
J3 ≥ Cε
t+M
,
J4 ≥ C(t+M)−2J˜6,
J5 ≤ C1
(1 + t)λ
F ′(t),
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and
J˜6 =
∫ t
0
(t− τ)
∫ τ+M
τ+M0
∫
|x|>y
(|x| − y)2
|x| Φγ(ρ(τ, x) − ρ¯) dxdydτ.
Denote Ω1 = {(τ, x) : ρ¯ ≤ ρ(τ, x) ≤ 2ρ¯},Ω2 = {(τ, x) : ρ(τ, x) > 2ρ¯}, and Ω3 = {(τ, x) : ρ(τ, x) <
ρ¯}. Divide F (t) into a sum the three integrals over the domains Ωi (1 ≤ i ≤ 3)
F (t) = F1(t) + F2(t) + F3(t) ≡
∫
Ω1
· · ·+
∫
Ω2
· · ·+
∫
Ω3
· · ·
Corresponding to the three parts of F (t), we define J˜6 ≡ J˜6,1 + J˜6,2 + J˜6,3. In view of F (t) ≥ 0 and
F3(t) ≤ 0, we have
F (t) ≤ F1(t) + F2(t).
Applying Ho¨lder’s inequality for the domains Ω1 and Ω2, we obtain that
F (t) ≤ J˜
1
2
6,1
(∫ t
0
(t− τ)
∫ τ+M
τ+M0
1
y2
∫
y<|x|≤τ+M
(|x| − y)2
|x| dxdydτ
) 1
2
+ J˜
1
γ
6,2
(∫ t
0
(t− τ)
∫ τ+M
τ+M0
1
y
γ
γ−1
∫
y<|x|≤τ+M
(|x| − y)2
|x| dxdydτ
) γ−1
γ
≤ J˜
1
2
6 (t+M)
1
2 log
1
2 (t/M + 1) + J˜
1
γ
6 (t+M)
γ−1
γ
=
(
J˜6(t+M)
−1
) 1
2 (t+M) log
1
2 (t/M + 1) +
(
J˜6(t+M)
−1
) 1
γ (t+M).
In view of 1 < γ < 2, we have 1
2γ
<
1
2
<
1
γ
. Applying Young’s inequality yields
F (t) ≤
((
J˜6(t+M)
−1
) 1
2γ +
(
J˜6(t+M)
−1
) 1
γ
)
(t+M) log
1
2 (t/M + 1), t ≥ t˜1 ≡Me.
Together with the fact that F (t) ≥ Cε(t+M) log(t/M + 1), this yields
J˜6 ≥ CF (t)γ(t+M)1−γ log−
γ
2 (t/M + 1), t ≥ t˜1.
Substituting this into (3.35) yields
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ Cε
t+M
, t ≥ 0, (3.36)
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ CF (t)γ(t+M)−1−γ log− γ2 (t/M + 1), t ≥ t˜1. (3.37)
Substituting F (t) ≥ Cε(t+M) log(t/M + 1) into (3.37) yields
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ Cεγ(t+M)−1 log γ2 (t/M + 1).
Integrating this yields
F (t) ≥ Cεγ(t+M) log γ+22 (t/M + 1).
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Substituting this into (3.37) again gives
F ′′(t) +
C1
(1 + t)λ
F ′(t)
≥ Cεγ2(t+M)−1 log γ(γ+1)2 (t/M + 1) = Cεγ2(t+M)−1 log
γ(γ2−1)
2(γ−1) (t/M + 1).
Repeating this process n times, we see that
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ Cεγn(t+M)−1 log
γ(γn−1)
2(γ−1) (t/M + 1), (3.38)
where n =
[
logγ 2
]
. Solving (3.38) yields
F (t) ≥ Cεγn(t+M) log
γ(γn−1)
2(γ−1)
+1
(t/M + 1), t ≥ t˜2,
where t˜2 > 0 is a constant only depending on γ. Substituting this into (3.37) derives
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ CF (t)εγn(γ−1)(t+M)−1 log γ
n+1
−2
2 (t/M + 1), t ≥ t˜2, (3.39)
where γ
n+1−2
2 > 0 by the choice of n =
[
logγ 2
]
. Since (3.39) is analogous to (3.27), as in Case 1, we
can choose t˜3 = O
(
eCε
−
2γn(γ−1)
γn+1−2
)
such that
F ′(t) ≥ Cεγ
n(γ−1)
2 (t+M)−1 log
γn+1−2
4 (t/M + 1)F (t), t ≥ t˜3,
which is similar to (3.32) and yields
F (t) ≥ CεCγ (t+M)
2(γ+2)
γ−1 , t ≥ t˜4 ≡ Ct˜3, (3.40)
where Cγ > 0 is a constant depending on γ. Substituting (3.40) into (3.37) yields
F ′′(t) +
C1
(1 + t)λ
F ′(t) ≥ CεCγF (t)γ+12 , t ≥ t˜4. (3.41)
Multiplying (3.41) by F ′(t) and integrating over the variable t as in Case 1, we have
F ′(t) ≥ CεCγF (t)γ+34 , t ≥ t˜5 ≡ Ct˜4.
Together with γ > 1 and the choice of t˜3, this yields Tε <∞.
Both Case 1 and Case 2 complete the proof of Theorem 1.2.
4 Blowup for large data
In this section, we establish a blowup result for large amplitude smooth solutions of Eq. (1.1) which is
valid for all λ ≥ 0. More precisely, instead of (1.1) we consider the Cauchy problem

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u+ pI3) = − µ
(1 + t)λ
ρu,
ρ(0, x) = ρ¯+ ρ˜0(x), u(0, x) = u˜0(x),
(4.1)
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where ρ˜0, u˜0 ∈ C∞0 (R3), supp ρ˜0, supp ρ˜0 ⊆ B(0,M) ≡ {x : |x| ≤ M}, and ρ(0, ·) > 0. Motivated
by the treatment of the special case of λ = 0 in [19], we introduce the functions
H(t) ≡
∫
R3
x · (ρu)(t, x) dx, L(t) ≡
∫
R3
(ρ(t, x)− ρ¯) dx,
α(t) ≡ (t+M)2
(
L(0) +
4pi2ρ¯
3
(t+M)3
)
,
and also remind the reader of the definition of the function β in (1.10).
Then we have the following result:
Theorem 4.1. Suppose that L(0) ≥ 0 and
H(0)
∫ T ∗
0
dτ
α(τ)β(τ)
> 1. (4.2)
for some T ∗ > 0. Then T < T ∗ holds for any solution (ρ, u) ∈ C1([0, T ] × R3) of (4.1).
Proof. From the first equation of (4.1), we see that
L′(t) = −
∫
R3
div(ρu) dx = 0,
which implies L(t) = L(0). Applying the second equation of (4.1), we find that
H ′(t) =
∫
R3
x · ∂t(ρu)(t, x) dx =
∫
R3
x ·
[
− div(ρu⊗ u)−∇p− µ
(1 + t)λ
ρu
]
dx.
An integration by parts gives
H ′(t) +
µ
(1 + t)λ
H(t) =
∫
R3
(
ρ|u|2 + 3(p(ρ)− p(ρ¯))) dx. (4.3)
Note that the convexity of p = Aργ for γ > 1 and c(ρ¯) = 1 imply that∫
R3
(
p(ρ)− p(ρ¯)) dx ≥ ∫
R3
Aγρ¯γ−1(ρ− ρ¯) dx = L(0). (4.4)
Furthermore, by applying the Cauchy-Schwartz inequality toH(t) and taking into account suppu(t, ·) ⊆
B(0,M + t) for any fixed t ≥ 0, we have
H(t)2 ≤
(∫
R3
ρ|u|2 dx
)(∫
|x|≤t+M
ρ|x|2 dx
)
≤ (t+M)2
(
L(0) +
4pi2ρ¯
3
(t+M)3
)∫
R3
ρ|u|2 dx = α(t)
∫
R3
ρ|u|2 dx. (4.5)
Substituting (4.4)-(4.5) into (4.3) yields
H ′(t) +
µ
(1 + t)λ
H(t) ≥ H(t)
2
α(t)
+ 3L(0).
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Together with L(0) ≥ 0 and H(0) > 0 due to (4.2), this shows that H(t) > 0 for all t ∈ [0, T ]. Denoting
G(t) ≡ β(t)H(t), from (1.10) and (4) we then get that
G′(t) ≥ G
2(t)
α(t)β(t)
. (4.6)
Now suppose that T ≥ T ∗. Then integrating (4.6) from 0 to T yields
1
H(0)
− 1
G(T )
≥
∫ T
0
dτ
α(τ)β(τ)
≥
∫ T ∗
0
dτ
α(τ)β(τ)
which is a contradiction in view of G(T ) > 0 and (4.2).
Thus, Theorem 4.1 has been proved.
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