In this day and age of multicore architectures, programming language support is in urgent need for constructing programs that can take great advantage of machines with multiple cores. We present in this paper an approach to safe multicore programming in ATS, a recently developed functional programming language that supports both linear and dependent types. In particular, we formalize a type system capable of guaranteeing safe manipulation of resources on multicore machines and establish its soundness. We also provide concrete examples as well as experimental results in support of the practicality of the presented approach to multicore programming.
Introduction
We use the phrase multicore programming in this paper to refer to the construction of concurrent multi-threaded programs that can run on machines with multiple cores. A fundamental challenging issue in concurrent programming is to protect (linear) resources (e.g., mutable arrays, sockets, files) from being accessed or modified in unintended manners (while still maintaining a satisfactory level of concurrency). In order to effectively reason about resource manipulation, we need a means that can describe resources in an informative manner. For instance, we may want to tell from the type assigned to a lock what kind of resource is protected by the lock. A means as such for describing resources can be found in earlier work on (stateful) views [37] .
Linear types are based on linear logic [11] , which, unlike classic logic or intutionistic logic, is resouce-sensitive. For instance, the following two functions (written in ML-like syntax) should be easily understood:
fun ignore (x: T): void = () fun duplicate (x: T): (T, T) = (x, x) where we use (T, T ) as a type for a pair of values that are of the type T . However, if T is a linear type, then neither ignore nor duplicate is welltyped. Intuitively, a linear type is for a value containing some resources (e.g., allocated memory), which cannot be arbitrarily discarded (as in the function ignore) or duplicated (as in the function duplicate). There is a common saying that one cannot have his or her cake and also eat it. Essentially, this saying amounts to the ill-typedness of the following function: fun saying (x: cake): cake = let val () = eat (x) in x end where cake is a linear type and eat is a function of the type cake → void. After a value of the type cake is consumed (by a call to eat), it can no longer be returned.
We now give some explanation on using views to describe resources. Intuitively, a view can be thought of as a linear type for classifying capabilities [9, 29] . For instance, given a type T and a (memory) address L, we can form a (primitive) view T @L to mean that a value of type T is stored at the address L. We can also construct other forms of views in terms of primitive views. For instance, given types T 1 and T 2 and an address L, we can form a view (T 1 @L) ⊗ (T 2 @L + 1) to mean that a value of type T 1 and another value of type T 2 are stored at addresses L and L + 1, respectively, where L + 1 stands for the address immediately after L 1 . Given an expression of some view V , we often say that the expression proves the view V and thus refer to the expression as a proof (of V ). It is to be guaranteed (through proper typechecking) that every proof expression can be erased from a program without affecting the dynamic semantics of the program. We refer the reader to [37] for some short but realistic programs involving views and to [7, 34] for some essential theoretical details on the issue of proof erasure.
We can combine a view V with a type T to form a viewtype V ⊗ T such that a value of the viewtype V ⊗ T is a pair pf , v in which pf is a proof of view V and v is a value of type T . For instance, the following type can be assigned to a function ptr get L that reads from the address L:
(T @L, ptr(L)) → (T @L) ⊗ T where we use (·, ·) to form a tuple type and ptr(L) for a singleton type such that the only pointer of this type is the one pointing to the address (or location) L. When applied to a proof pf 1 of view T @L and a value v 1 of type ptr(L), the function ptr get L returns a pair pf 2 , v 2 , where pf 2 is a proof of T @L and v 2 is the value of type T that is supposed to be stored at L. We may think that the call to ptr get L first consumes pf 1 and then generates pf 2 . Similarly, the following type can be assigned to a function ptr set L that writes a value of type T 2 to the address L where a value of type T 1 is stored at the time when a call to ptr set L is made:
Note that 1 stands for the unit type. When applied to a proof pf 1 of view T 1 @L, a value v 1 of type ptr(L) and another value v 2 of type T 2 , ptr set L returns a pair pf 2 , , where pf 2 is a proof of view T 2 @L and denotes the unit (of type 1). In this case, we may think that a call to ptr set L consumes a proof of view T 1 @L and then generates a proof of view T 2 @L. In general, we can assign the following types to the read (ptr get) and write (ptr set) functions:
ptr get : ∀α.∀λ. (α@λ, ptr(λ)) → (α@λ) ⊗ α ptr set : ∀α 1 .∀α 2 .∀λ. (α 1 @λ, ptr(λ), α 2 ) → (α 2 @λ) ⊗ 1 where we use α and λ as variables ranging over types and addresses, respectively.
Conceptually, a viewtype is for a value containing a proof part and a data part; the former is linear while the latter is non-linear. For instance, a C-style array can be assigned a viewtype in which the data part is just a pointer and the proof part describes the memory that is associated with the pointer; the proof part is erased after typechecking is done, leaving only a pointer. It is often said that a C-style array is just a pointer. However this description is grossly incomplete as it fails to mention the essential proof inside a C-style array.
In practice, we often introduce abstract views to describe (linear) resources. As an example, the code in Figure 1 is written in the concrete syntax of ATS, a functional language with an expressive type system that supports both linear and dependent types. A datasort status is first declared in Figure 1 and there are four constructors associated with it: raw , bound , listen and connect, which denote the possible states that a socket can be in. For instance, bound means that a socket is already bound to some port and listen indicates that a socket is currently listening (on certain port). A datasort declaration is like a datatype declaration in the functional language ML [19] , but the declared sort is only for classifying terms to be used as indexes for forming dependent types. An abstract view constructor socket v is introduced in Figure 1 . Given an integer i (representing the id or descriptor of a socket) and a status s, we can form a view socket v (i, s) meaning that the socket whose id equals i is (currently) of the status s. The dataview declaration in Figure 1 introduces a view constructor bind opt v that takes two integers i and j to form a view bind opt v (i, j). The two (proof) constructors associated with bind opt v are given the following types:
If there exists a proof pf 1 of view bind opt v (i, −1), then pf 1 must be of the form bind none(pf 1 ), where pf 1 is a proof of view socket v (i, raw ). Similarly, if there exists a proof pf 2 of view bind opt v (i, 0), then pf 2 must be of the form bind some(pf 2 ), where pf 2 is a proof of view socket v (i, bound ). Therefore, the socket whose id equals i is of status raw if there is a proof of view bind opt v (i, −1), and the socket is of status bound if there is a proof of view bind opt v (i, 0). A function bind 2 for binding sockets can be given the following (dependent) type:
where int is a type constructor that takes an integer I to form a singleton type int(I) in which the only value equals the integer I. The type assigned to bind indicates: When called on a proof showing that the socket whose id equals i is of status raw and a natural number equal to i (plus additional information such as a port number that is omitted here), bind returns an integer j paired with a proof of view bind opt v (i, j); if j equals 0, then the call is successful and the status of the socket changes to bound ; otherwise, the call results in an error and the status of the socket stays the same. Handling errors as such is of vital importance in practice.
The type system we ultimately develop involves a long line of research on dependent types [31, 36] , linear types [18, 29, 37] , and programming with theorem-proving [7] . It is unrealistic to give a detailed presentation of the entire type system in this paper. Instead, we present a simple but rather abstract type system for a concurrent programming language that supports safe resource manipulation on a multicore machine, and then outline extensions of this simple type system with advanced types and programming features. The interesting and realistic examples we show all involves dependent types and possibly polymorphic types. In addition, they all rely on the feature of programming with theorem-proving. The primary contribution of the paper lies in the design and formalization of a type system for supporting concurrent programming on multicore architectures. As far as we know, the approach to safe resource manipulation we take is novel and unique, and it has never before been put into practical use, especially, in a full-fledged programming language like ATS.
We organize the rest of the paper as follows. In Section 2, we formalize a concurrent programming language L || 0 with a simple linear type system, setting up some machinery for further development. We extend L || 0 to L || ∀,∃ with expr. universally as well as existentially quantified types and then incorporate into L || ∀,∃ support for programming with theorem-proving. In Section 4, we show how support for multicore programming can be built in ATS. In addition, we present some interesting and realistic examples as well as experimental measurements. Lastly, we mention some related work and conclude.
The theoretical development of the paper is considerably dense, and the reader may want to take a look at the examples in Section 4 so as to gain some intuition before studying the formal theory presented in Section 2 and Section 3.
A Type System for Parallel Reduction
We first present a language L || 0 with a simple linear type system, using it as a starting point to set up the basic machinery for further development. The dynamic semantics of L || 0 is based on a form of parallel reduction that simulates multi-threaded program evaluation on a multicore machine. The omitted proof details in this section can be found in the doctoral thesis of the first author [24] .
Some syntax of L || 0 is given in Figure 2 . We use x for a lam-variable and f for a fix-variable, and xf for either a lam-variable or a fix-variable. Note that a lam-variable is considered a value but a fix-variable is not. This distinction means that an expression of the form fix f. f is not allowed in L || 0 .
We use cr for constant resources and c for constants, which include both constant functions cf and constant constructors cc. Note that we treat resources abstractly in L || 0 . We may for instance, deal with resources of the form I@L, where I and L range over integers and addresses, respectively. Intuitively, I@L means that the integer I is (currently) stored at the address L. A more general form of resources is v@L, meaning that some value v is stored at the address L.
In this paper, we assume that all constant functions cf can be implemented atomically, and the actual implementation of a constant function cf may involve the use of some locking mechanism (e.g., mutexes) for protecting the state of cf .
We use T and VT for (nonlinear) types and (linear) viewtypes, respectively, and δ andδ for base types and base viewtypes, respectively. For instance, bool is the base type for booleans and int for integers, and int@L is the viewtype meaning that an integer is (currently) stored at the address L 3 . The notion of views is not present in L || 0 , and it is to be introduced later when L || 0 is extended. We assume a signature SIG for assigning a viewtype to each constant resource cr and a constant type (c-type) of the form (VT 1 , . . . , VT n ) ⇒ VT to each constant. We use α andα for variables ranging over types and viewtypes, respectively, but we do not support quantification over these variables until Section 3.
Note that a type is always considered a viewtype. At this point, we emphasize that → l should not be confused with the linear implication in linear logic. Given VT 1 → l VT 2 , the viewtype constructor → l simply indicates that VT 1 → l VT 2 itself is a viewtype (and thus values of this type cannot be discarded or duplicated) while VT 1 → i VT 2 means that the type itself is a type (and thus values of this type can be discarded as well as duplicated). Note that the subscript i in → i is often dropped, that is, → is assumed to be → i by default. The meaning of various forms of types and viewtypes is to be made clear and precise when the rules are presented for assigning viewtypes to expressions in L || 0 . There is a special constant function thread create for thread creation, which is assigned the following rather interesting c-type:
ρ( e 1 , e 2 ) = ρ(e 1 ) ρ(e 2 ) ρ(let x 1 , x 2 = e 1 , e 2 in e end) = ρ(e 1 ) ρ(e 2 ) ρ(e) ρ(fst(e)) = ρ(e) ρ(snd(e)) = ρ(e) ρ(lam x. e) = ρ(e) ρ(app(e 1 , e 2 )) = ρ(e 1 ) ρ(e 2 ) ρ(fix f. v) = ρ(v) A function of the type 1 → l 1 is a procedure that takes no arguments and returns no result (when its evaluation terminates). Given that 1 → l 1 is a viewtype, a procedure of this type may contain resources and thus must be called exactly once. The operational semantics of thread create is to be formally defined later. The function thread create is currently implemented on top of pthread creation [6] , and each created thread is immediately detached. We will later show that thread create can be used to implement a function thread create join for creating joinable threads. A variety of mappings, finite or infinite, are to be introduced in the rest of the presentation. We define a function ρ(·) in Figure 3 to compute the multiset of constant resources in a given expression. Note that denotes the multiset union function. In the type system of L || 0 , it is to be guaranteed that ρ(e 1 ) equals ρ(e 2 ) whenever an expression of the form if (e 0 , e 1 , e 2 ) is constructed, and this justifies ρ(if (e 0 , e 1 , e 2 )) being defined as ρ(e 0 ) ρ(e 1 ).
We use R to range over finite multisets of resources. Therefore, R can also be regarded as a mapping from resources to natural numbers: R(cr ) = n means that there are n occurrences of cr in R. It is clear that we cannot combine resources arbitrarily. For instance, it is impossible to have resources I 1 @L and I 2 @L simultaneously (regardless whether I 1 equals I 2 or not). We fix a collection Res of finite multisets of resources and assume the following:
• ∅ ∈ Res.
• For any R 1 and R 2 , R 2 ∈ Res if R 1 ∈ Res and R 2 ⊆ R 1 , where ⊆ is the subset relation on multisets.
We say that R is a valid multiset of resources if R ∈ Res holds. In order to formalize threads, we introduce a notion of (program) pools. We use Π for pools, which are formally defined as finite mappings from thread ids (represented as natural numbers) to (closed) expressions in L || 0 such that 0 is always in the domain of such mappings. Given a pool Π and tid ∈ dom(Π), we refer to Π(tid ) as a thread in Π whose id equals tid . In particular, we refer to Π(0) as the main thread in Π. We extend the definition of ρ(·) as follows to compute the multiset of resources in a given pool:
We are to define a parallel reduction relation on pools in Section 2.2, simulating multi-threaded program evaluation on a multicore machine.
Static Semantics
We present typing rules for L || 0 in this section. We require that each variable occur at most once in an intuitionistic (linear) expression context Γ (∆), and thus Γ (∆) can be regarded as a finite mapping. Given Γ 1 and Γ 2 such that dom(Γ 1 ) ∩ dom(Γ 2 ) = ∅, we write (Γ 1 , Γ 2 ) for the union of Γ 1 and Γ 2 . The same notation also applies to linear expression contexts (∆). Given an intuitionistic expression context Γ and a linear expression context ∆, we can form an expression context (Γ; ∆) if dom(Γ) ∩ dom(∆) = ∅. Given (Γ; ∆), we write (Γ; ∆), x : VT for either (Γ; ∆, x : VT ) or (Γ, x : VT ; ∆) (if VT is actually a type).
We use Θ for a substitution on type and viewtype variables: Given a viewtype VT , we write VT [Θ] for the result of applying Θ to VT , which is defined in a standard manner. Given a constant resource cr , we write cr :δ to mean that cr is assigned the viewtypeδ (in the signature SIG). Given a constant c, we use the following judgment:
to mean that c is assigned a c-type of the form (VT 1 , . . . , VT n ) ⇒ VT (in the signature SIG) and there exists Θ such that VT
A typing judgment in L || 0 is of the form (Γ; ∆) e : VT , meaning that e can be assigned the viewtype VT under (Γ; ∆). The typing rules for L || 0 are listed in Figure 4 .
The following proposition, which plays a fundamental role in the design of L || 0 , states that a closed value cannot contain any resources if it can be assigned a type.
Proof By an inspection of the rules in Figure 4 .
The following lemma, which is often given the name of Lemma of Canonical Forms, relates the form of a value to its type: Lemma 2.2. Assume that (∅; ∅) v : VT is derivable.
• If VT = δ, then v is of the form cc(v 1 , . . . , v n ).
• If VT =δ, then v is of the form cr or cc(v 1 , . . . , v n ).
• If VT = 1, then v is .
We use θ for substitution on variables xf :
For each θ, we define the multiset ρ(θ) of resources in θ as follows:
Given an expression e, we use e[θ] for the result of applying θ to e, which is defined in a standard manner. We write (Γ 1 ; ∆ 1 ) θ : (Γ 2 ; ∆ 2 ) to mean that
, and
is derivable for each xf ∈ Γ 2 , and
• there exists a linear expression context
is derivable, and
The following lemma, which is often given the name of Substitution Lemma, is needed to establish the soundness of the type system of L || 0 :
: VT is derivable and ρ(e[θ]) = ρ(e) ρ(θ).
Proof By structural induction on the derivation of (Γ 2 ; ∆ 2 ) e : VT .
Dynamic Semantics
We present evaluation rules for L || 0 in this section. The evaluation contexts in L || 0 are defined below:
Given an evaluation context E and an expression e, we use E[e] for the expression obtained from replacing the hole [] in E with e.
Definition 2.4. We define pure redexes and their reducts as follows.
• if (true, e 1 , e 2 ) is a pure redex, and its reduct is e 1 .
• if (false, e 1 , e 2 ) is a pure redex, and its reduct is e 2 .
• let x 1 , x 2 = v 1 , v 2 in e end is a pure redex, and its reduct is
• fst( v 1 , v 2 ) is a pure redex, and its reduct is v 1 .
• snd( v 1 , v 2 ) is a pure redex, and its reduct is v 2 .
• app(lam x. e, v) is a pure redex, and its reduct is e[x → v].
• fix f. v is a pure redex, and its reduct is v[f → fix f. v].
Evaluating calls to constant functions is of particular importance in L || 0 . Assume that cf is a constant function of arity n. The expression cf (v 1 , . . . , v n ) is an ad hoc redex if cf is defined at v 1 , . . . , v n , and any value of cf (v 1 , . . . , v n ) is a reduct of cf (v 1 , . . . , v n ). For instance, 1+1 is an ad hoc redex and 2 is its sole reduct. In contrast, 1 + true is not a redex as it is undefined. More interestingly, if we assume the availability of a nullary nondeterministic function randbit that can be called to generate bits randomly, then randbit() is an ad hoc redex, and both 0 and 1 are its reducts. There are also constant functions for manipulating resources. For instance, we can assume a binary constant function locadd that consumes resources I 1 @L 1 and I 2 @L 2 for some distinct addresses L 1 and L 2 and then generates I 1 @L 1 , (I 1 + I 2 )@L 2 . In other words, locadd adds the contents in two addresses L 1 and L 2 and then stores the result into L 2 (while preserving the content of L 1 ). As another example, alloc is a function that takes a natural number n to return a pointer to some address L associated with a tuple of resources v 0 @L, v 1 @L+1, . . . , v n−1 @L+ n − 1 for some values v 0 , v 1 , . . . , v n−1 , that is, alloc(n) reduces to a pointer that points to n consecutive memory units containing some unspecified values.
Definition 2.5. Given expressions e 1 and e 2 , we write e 1 → e 2 if e 1 = E[e] and e 2 = E[e ] for some E, e and e such that e is a reduct of e and ρ(e 2 ) ∈ Res, and we may say that e 1 reduces to e 2 purely if e is a pure redex.
The following proposition states that resources are preserved when pure redexes are reduced. Proposition 2.6. Assume that (∅; ∅) e 1 : VT is derivable and e 1 reduces to e 2 purely. Then ρ(e 1 ) = ρ(e 2 ).
Proof With Proposition 2.1, the proof follows from structural induction on the derivation of (∅; ∅) e 1 : VT .
It is important to note that resources may be generated as well as consumed when ad hoc reduction occurs. Suppose that e 1 = E[alloc(1)] and v@L occurs in E. Though v@L, L is a reduct of alloc, we cannot allow
This is precisely the reason that we require ρ(e 2 ) ∈ Res whenever e 1 → e 2 holds.
We state as follows the standard subject reduction theorem on expressions:
Theorem 2.7. (Subject Reduction on Expressions) Assume that (∅; ∅) e : VT is derivable and e → e holds. Then (∅; ∅) e : VT is derivable.
Proof By structural induction on the derivation of (∅; ∅) e : VT . The Lemma 2.3 is needed in this proof.
We state as follows the standard progress theorem on expressions:
Theorem 2.8. (Progress on Expressions) Assume that (∅; ∅) e : VT is derivable. Then we have the following two possibilities:
1. e is a value, or 2. e → e holds for some expression e .
Proof By structural induction on the derivation of (∅; ∅) e : VT . The Lemma 2.2 is needed in this proof.
Parallel Reduction for Pools We now write e 1 ⇒ e 2 to mean either e 1 = e 2 or e 1 → e 2 . The single step parallel reduction relation on pools is given by the following rules:
To some extent, the definition of ⇒ is analogous to the definition of parallel reduction in λ-calculus [25] . The rule PR1 essentially captures the idea that an indefinite number of threads may be evaluated simultaneously. As for thread creation and termination, the rules PR2 and PR3 should apply, respectively. Note that a thread created by applying the rule PR2 is detached. We will show later how a joinable thread can be implemented on the top of a detached one. • Π 1 is a singleton mapping [0 → v] for some v, or
Please see [24] for the detailed proofs 4 of Theorem 2.10 and Theorem 2.11.
Remark 1 Theorem 2.10 and Theorem 2.11 may seem abstract but they can yield many desirable consequences. In particular, it guarantees that various race conditions can never occur in L || 0 , and this is achieved by the virtue of the designed type system. For instance, suppose that a thread (with its id = tid 1 ) makes the following function call ptr set(r, v ptr , v), where r is a resource of viewtype T @L and v ptr is the pointer to L and v is some value to be stored at L. At this point, it is impossible for any other thread to make a call of the following form ptr set(r, v ptr , v ). Otherwise, there must be two occurrences of r in R = ρ(Π), where Π is the current pool (of threads), thus making R invalid. In other words, a write/write race condition can never occur in L || 0 . Also, it is clear by a similar argument that a read/write race condition can never occur in L || 0 . Actually, it is impossible in L || 0 for two threads to read from the same address at any moment. To eliminate this restriction, we can introduce another form of resources for read-only access and allow each read-only resource to occur repeatedly in a valid multiset R of resources.
Remark 2 While the type system of L || 0 can prevent races conditions from ever happening, which is of great value in the construction of concurrent programs, we must also make sure that programming in such a type system can still be productive. After all, there is little practical value of any type system if one can hardly construct programs in it. Although it is difficult to address the issue of practicality formally, what we can claim is that the type system of L || 0 (or its design) forms the basis of the type system of ATS, and there are a variety of concurrent programs written in ATS (e.g., device driver, scheduler) that can be found on-line or mentioned in the literature [10, 23] .
Extensions
While the basic design of a type system for supporting safe concurrent programming with shared resources is already present in L [7] . These added features are all needed for the presentation of some interesting and realistic examples in Section 4.
Predicatization
We now outline an extension of L || 0 to L || ∀,∃ with universally as well as existentially quantified (dependent and polymorphic) viewtypes. This extension is mostly a standard process in the framework Applied Type System (ATS) [33] , and we refer to this process as predicatization. The machinery for the theoretical development of L || ∀,∃ can all be found in the prior work on Dependent ML (DML) [35] , and we suggest that it be read together with the current section if needed. e ::= . . . Figure 5 . The statics itself is a simply typed language and a type in it is referred to as a sort. We assume the existence of the following basic sorts: addr , bool , int, type and viewtype whose meanings are self-explanatory. In practice, we also allow new sorts to be introduced through datasort declarations as shown in Section 1.
In the following presentation, a static term is either an address L, or a boolean B, or an integer I, or a type T , or a viewtype VT . We assume some primitive static functions for constructing terms of sorts addr , bool and int, respectively. For instance, we can form terms such as L + I (pointer arithmetic),
The base types δ in L || 0 are now base type constructors that take static terms to form types. Formally, each δ in L || ∀,∃ is assigned a c-sort of the form (σ 1 , . . . , σ n ) → type, which indicates that δ can be applied to static terms s i of sorts σ i for 1 ≤ i ≤ n to form a type δ(s 1 , . . . , s n ). For instance, the base type constructors bool, int and ptr are of c-sorts (bool ) → type, (int) → type and (addr ) → type respectively; bool(B) is a singleton type in which the only value is the truth value of B; int(I) is a singleton type in which the only value is the integer I; ptr(L) is a singleton type in which the only value is the pointer to the address L. Similarly, we can have base viewtype constructors assigned c-sorts of the form (σ 1 , . . . , σ n ) → viewtype in L || ∀,∃ . For instance, we may use var for a base viewtype constructor of the c-sort (type, addr ) → viewtype: var(T, L) is a viewtype for a pointer to the address L where a value of type T is stored.
The general form of a c-type in
which is a shorthand for:
where Σ = a 1 : σ 1 , . . . , a n : σ n and B = B 1 , . . . , B n . We call B ⊃ T a guarded type and B ∧ T an asserting type. As an example, the following type is for a function from natural numbers to negative integers:
The guard a 1 ≥ 0 indicates that the function can only be applied to an integer that is greater than or equal to 0; the assertion a 2 < 0 means that each integer returned by the function is negative. The guarded viewtypes B ⊃ VT and asserting viewtypes B ∧ VT are similar.
An expression e in L || ∀,∃ is referred to as a dynamic term. The markers
are primarily introduced to guarantee that the type of a value in L || ∀,∃ uniquely determines the form of the value. This is a property we need when establishing the so-called progress theorem for L || ∀,∃ , that is, demonstrating that each closed well-typed expression in L || ∀,∃ is either a value or can be further evaluated. Please see [35] for proofs that making essential use of these markers.
Following the development of L || 0 and ATS, it is a standard routine to establish the type soundness of L || ∀,∃ .
Programming with Theorem Proving
In order to effectively deal with resource manipulation, we also need to support a paradigm that combines programming with theorem-proving. For brevity, we cannot give a detailed account of this paradigm in this paper. Instead, we refer the reader to a recent paper [7] for theoretical details and practical examples. We now sketch an extension of L || ∀,∃ to include support for programming with theorem-proving, briefly explaining the basic idea behind this extension.
We introduce two sorts prop and view , and use P and V for props and views, that is, static terms of the sorts prop and view , respectively. We assume that prop is a subsort of view , and thus every prop is considered a view. The relation between prop and view is parallel to that between type and viewtype. When assigning a prop or a view to a dynamic term, we need to verify that the dynamic term is total, that is, pure and terminating. This is done by employing a technique developed in Dependent ML [32] for program termination verification.
The primary difference between props (views) and types (viewtypes) is that the former can only be assigned to total dynamic terms, i.e., proofs, while the latter can be assigned to effectful and nonterminating dynamic terms, i.e., programs. The proofs are needed only for type-checking, and they are completely erased at compile-time and can thus incur no run-time overhead.
In the following presentation, we use @ for an infix base view constructor of the c-sort (type, addr ) → view . Given T and L, the view T @L can be assigned to a resource of the form v@L for some value v of type T . So, T @L means that a value of type T is stored at address L. We assume the existence of primitive memory access functions ptr get and ptr set of the following ctypes:
where ptr get reads through a pointer and ptr set writes through a pointer. Note that we use ι and λ for variables ranging over static terms of the sorts int and addr , respectively. In order to specify more sophisticated memory layouts, we need to form recursive views. For instance, we can declare a (dependent) view constructor array v : Given a type T , an integer I and an address L, array v (T, I, L) forms a view stating that there are I values of type T stored at addresses L, L + 1, . . . , L + I − 1. There are two proof constructors array none and array some associated with array v , which are assigned the following c-types: Note that we use () in the type of array none to mean that the contructor takes no arguments. Intuitively, array none() is a proof of array v (T, 0, L) for any type T and address L, and array some(pf 1 , pf 2 ) is a proof of array v (T, I+ 1, L) for any type T , integer I and address L if pf 1 and pf 2 are proofs of views T @L and array v (T, I, L + 1), respectively. Moreover, we can implement proofs to manipulate views. For instance, two proof functions array split and array unsplit of the following props can be constructed to split an array into two consecutive ones and unsplit two consecutive arrays into one, respectively:
These two proof functions are used in a multi-threaded implementation of quicksort to be presented next.
Multicore Programming in ATS
We are now ready to outline the approach to multicore programming in ATS.
Linear Locks and Tickets for Uploading
We need a means for a child thread to pass values to its parent thread. For this, we introduce three type constructors uplock0, uplock1 and upticket viewtype when applied to a viewtype. Some functions associated with these type constructors are given in Figure 6 . Let VT be certain viewtype. By calling the function uplock create, we can create an uninitialized lock of the viewtype uplock0(VT ). Then by calling the function upticket create on this uninitialized lock, we obtain an initialized lock of the viewtype uplock1(VT ) and a ticket of the viewtype upticket(VT ). We can call upticket destroy on the ticket paired with a value of the viewtype VT to upload the value into the lock with which the ticket is associated, and this call also destroys the ticket. In order to retrieve the uploaded value, we can call uplock destroy on the initialized lock, and this call destroys the lock when it returns. In the case where upticket destroy is called on a lock into which no value has been uploaded, the call is blocked. In essence, we can use the functions in Figure 6 to build a linear (i.e., one-time) communication channel for a thread to send a value to another thread.
Joinable Threads
As is stated earlier, threads created by thread create are detached. In practice, joinable threads are also widely used. Let tid be a viewtype constructor of c-sort (viewtype) → viewtype. Given a viewtype VT , a value of the viewtype tid(VT ) is assumed to contain certain necessary information (e.g., thread id) about a joinable thread with a return value of viewtype VT . The constant function for creating joinable threads is given as follows:
Intuitively, thread create join(f ) spawns a thread and a value of viewtype tid(VT ) is returned immediately so that the following function can use the value to join the thread after it terminates:
In Figure 7 , we give an implementation of the function thread create join based on thread create, where tid(VT ) is defined to be uplock1(VT ). In order to create a joinable thread using a function f of the viewtype 1 → l VT for some viewtype VT , we can first create an uninitialized lock for uploading by calling the function uplock create. We next call upticket create on the uninitialized lock to obtain an initialized lock and a ticket for uploading. We then construct a function f that calls f and then uses the ticket to upload the value returned by f into the lock with which the ticket is associated. Lastly, we create a detached thread using f and then return the initialized lock immediately. The function thread join simply waits on the lock returned by a call to thread create join until it is available, and then thread join destroys the lock and returns the value already uploaded into the lock.
As an example, we present an implementation of the Fibonacci function in Figure 8 that makes use of joinable threads.
Scheduled Spawning and Synchronizing
The functions thread create and thread create join do not take into account the availability of CPU resource. So a function like fib mt1 is most likely to run slower rather than faster when compared a sequential implementation as the cost for thread creation can easily surpass any gain obtained from concurrent execution.
We have implemented in ATS two functions spawn and sync of the following types: 
where spawn is an abstract type constructor that forms a viewtype when applied to a viewtype. When executing a program on a multicore machine, we first create N −1 threads (not counting the main thread), where N is often the number of cores in the machine. When spawn is called on a function, it determines at run-time whether the work to evaluate the function should be done by the current thread or put into a queue so that another thread can pick it up. This strategy, which is standard, eliminates the cost of thread creation at run-time. As an example, the second implementation of the Fibonacci function in Figure 8 makes use of spawn and sync.
Parallel Let-Binding In order to better support multicore programming, we have introduced into ATS some syntax to support parallel let-binding. Evidently, the 2 bindings here generalize to n bindings for every n ≥ 2.
As an example, the third implementation of the Fibonacci function in Figure 8 makes use of this let-binding syntax. This implementation is essentially a sugared version of the second implementation of the Fibonacci function.
Compared to spawn and sync, parallel let-binding makes code cleaner and probably easier to understand. However, parallel let-binding is also less flexible. For instance, we find it difficult to employ parallel let-binding when handling Erastothenes's sieve algorithm (for finding prime numbers). Instead, we need make direct use of spawn and sync.
Examples
We have already put into practice the developed type theory and support for concurrent programming on multicore architectures. Larger and more realistic examples that we have completed include a scull (simple character utility for loading localities) Linux device driver [23] and a web server. Also, some examples of concurrent programming in ATS are available on-line. We have a process to elaborate programs written in the concrete syntax of ATS, which is largely based on the syntax of Standard ML [19] , into the (properly extended) formal syntax of L || ∀,∃ , but it is beyond the scope of the paper to discuss details about this elaboration process. Instead, we rely on (informal) comments to help the reader understand the meaning of the presented code.
We now present an implementation of quicksort in Figure 9 that makes use of parallel let-binding. Given an array of elements, we use a pivot to partition the array into to two subarrays such that the first subarray contains all the elements that are less than or equal to the pivot and the second subarray contains the rest of the elements. A thread may be spawned to sort a subarray, depending on the run-time scheduling. The types of some functions involved in the implementation are formally written in Figure 10 .
• The type of partition means that the function takes a proof of view array v (T, I, L) for some T, I and L, a pointer pointing to L and an integer equal to I, and it returns a proof of view array v (T, I, L) and an integer I satisfying 0 ≤ I < I. The effect of partition should be obvious, and the actual implementation of partition is omitted.
• The type of qsort means that the function takes a comparison function, a proof of view array v (T, I, L) for some T, I and L, a pointer pointing to L and an integer equal to I, and it returns a proof of view array v (T, I, L) (and the unit). The implementation of qsort is omitted.
• The type of qsort mt is the same as that of qsort. The implementation of qsort mt in Figure 9 largely corresponds to a similar one in Cilk [26] . Note that the concurrent implementation of quicksort in Figure 9 becomes a sequential one if the keyword par is erased.
Of course, such an implementation of quicksort can be readily done in many other languages like Cilk. However, the type system of ATS can guarantee that the implementation in Figure 9 is memory-safe and free of race conditions even though it involves explicit use of pointers and pointer arithmetic. At present, we are not aware of other languages with support for multicore programming that can provide a guarantee as such. 
Some Issues in Concurrent Programming
Concurrent programming is complex and difficult. There are many issues in concurrent programming that we have not even touched upon so far. We now mention two important issues that we have dealt with in ATS.
Deadlocking
Deadlocking is a challenging issue in concurrent programming. Just like we can construct nonterminating programs in ATS, we can readily construct deadlocking programs as well. However, it is possible to employ linear types in ATS to statically enforce locking policies that can prevent certain forms of deadlocking. For instance, suppose that there are two kinds of locks: A and B, and we want to enforce a policy stating that any thread holding a B lock is not allowed to acquire an A lock. This policy can prevent a form of so-called "ABBA" deadlocking (this is the kind of deadlocking depicted in the famous example of five philosophers). To do this, we can introduce two kinds of (linear) tickets: A and B. In order to acquire an A lock, an A ticket and a B ticket must be present but only an A ticket is consumed. In order to acquire a B lock, only a B ticket needs to be present and it is consumed. If an A(B) lock is released, then an A(B) ticket is returned. As a thread holding a B lock can no longer show a B ticket, it becomes impossible for the thread to acquire an A lock (since doing so requires the presence of a B ticket). The actual implementation of spawn in ATS, which is available on-line, does precisely what is described here to prevent this kind of "ABBA" deadlocking.
Reentrancy
Reentrancy is another challenging issue in concurrent programming. As not all the shared resources are protected by locks, we need to prevent a scenario in which such a resource is manipulated concurrently by two or more threads. A well-known example is the free-list data structure used by functions like malloc and free. If two or more threads call such functions concurrently, then the free-list data structure is most likely to become corrupted. Functions like malloc and free are nonreentrant as they manipulate shared resources not protected by locks. In ATS, we make use of a notion of types with effects [16] to track nonreentrant functions (among other things), preventing them from being called within any thread except the main one. Please see [24] for more details on handling the issue of reentrancy in ATS.
Experimentation
We now report some performance measurements in Figure 11 , which we gathered when running the following examples on an IBM xSeries 365 server with four 2.5 GHz Intel Xeon CPUs and 16GB RAM.
• The fibonacci example is given in Figure 8 , where the value of CUTOFF is set to be 20.
• The partial-sum example sums up the power series Σ n i=1 (2/3) i for n = 10 7 .
• The quicksort example implements the standard quicksort and it sorts an array of size 50, 000, 000 in which each element is a randomly generated float point number of double precision.
• The mergesort example implements the standard mergesort and it sorts an array of size 50, 000, 000 in which each element is a randomly generated float point number of double precision.
• The sieve example implements Eratosthenes's sieve algorithm and finds all the prime numbers up to 10 8 . The test we use determines that a natural number n is a prime if it cannot be divided by any natural number satisfying 1 < i ≤ √ n.
The source code for all these examples is available on-line. All of them except the last one can be readily parallelized by employing the syntax for parallel let-binding. The sieve example is significantly more involved and makes explicit use of spawn and sync. this one is less commonly used for demonstrating parallelism due to some intricacy involved in paralellizing it. In Figure 11 , the numbers N in parentheses indicate how many cores are used in the experiments. The numbers in the column user+sys report the sum of user time and system time (spent on all cores) in each experiment while the numbers in the column real show the wall clock time. The time unit is second. The numbers in the column PCPU indicate the percentage of CPU usage, which is bounded by N · 100%. One major goal of multicore programming is to minimize the real time by maximalizing the use of all available cores.
While the scheduling algorithm (for spawning work) in ATS is still in its infancy, these numbers do bring a sense of realism. We are currently improving the scheduling algorithm by following the strategy in Cilk [26] .
Related Work and Conclusion
The potential of linear logic in facilitating reasoning on resource usage has long been recognized. For instance, Asperti showed an interesting way to describe Petri nets [2] in terms of linear logic formulas. In type theory, we have so far seen a large body of research on using linear types to facilitate memory management (e.g. [8, 14, 15, 17, 27, 28, 30] ). However, convincing uses of linear types in practical programming are still rather rare.
The type system developed in this paper involves a long line of research on dependent types [31, 36] , linear types [18, 29, 37] , and programming with theorem-proving [7] . In Dependent ML [31, 36] , a restricted form of dependent types is introduced that completely separates programs from types, and this design makes it straightforward to support realistic programming features such as general recursion and effects in the presence of dependent types. Subsequently, (recursive) alias types [29] are studied in an attempt to specify or model mutable data structures. However, programming with alias types is greatly limited by the lack of a proof system for reasoning about such types. This situation is remedied in a recent study that combines programming with theorem-proving [7] , allowing the programmer to handle hard type constraints by supplying explicit proofs.
Clay [13] is a recently developed programming language which uses linear as well as dependent types to reason about low-level memory manipulation. There is certain resemblance between ATS and Clay. For instance, both views and viewtypes have their counterparts in Clay. Also, the sort view and proof functions in our system roughly corresponds to the kind0 and the coercion functions in Clay, respectively. At this point, Clay is mostly a language rather close to the level of assembly for supporting systems programming.
Along a closely related but different line of research, separation logic [22] is introduced as an extension to Hoare logic in support of reasoning about shared mutable data structures. Recently, it is shown in [21] how separation logic can be extended with rules to reason about concurrent programs, which is referred to as Concurrent Separation Logic (CSL). Also, a denotational semantics based on action traces is constructed for CSL [5] . The key insight of CSL lies in the new interpretation of assertions as permissions, which are transferred among multiple concurrent threads. In contrast, Separation Logic, as a programming logic, does not directly interact with the type system of the underlying language, which may make it unwieldy to integrate programming features such as abstracting over specifications, strong updates, polymorphism, etc.
Hoare Type Theory (HTT) [20] is a recently developed framework for reasoning about memory manipulation in imperative programming. The key merit of HTT lies in a novel combination of Hoare-style specification and types. Notably, the introduction of Hoare types of the form {P }x : τ {Q} makes it possible to specify computations with precondition P and postcondition Q and return a value of type τ . Ideas from Separation Logic are adopted by HTT as well to enable local reasoning. In contrast, we syntactically restrict the effects from appearing in types whereas HTT depends on monadically encapsulated computations. The pros and cons of these two different designs are yet to be observed in practice.
A common approach to facilitating the construction of safe concurrent programs is through race detection. So far there have been a number of studies on using types [1] or ownership types [4] to prevent races on shared data among multiple threads. In these systems, types are formed to record sets of locks associated with objects and typing rules are designed to reflect a form of control-flow analysis on lock uses in programs that are often written in Java. In contrast, our system starts from a different perspective, that is, focusing on ensuring consistency of resources. In addition, the use of views allows us to support fine-grained resource sharing (e.g., in the multi-threaded quicksort implementation, locks are employed to protect different portions of an array), which seems difficult to achieve in these systems designed for race detection.
Programs that may cause deadlocking at run-time can be constructed in L || ∀,∃ . A simple strategy in detecting potential deadlocks at compile-time is to associate with locks a partial order and then verify that threads must acquire locks in an increasing order [1, 3] . We may incorporate this idea into the type system of L || ∀,∃ in future. However, we emphasize that there are various causes for deadlocks that cannot be prevented by this simple strategy. In practice, many deadlocks result from program errors. For instance, a familiar scenario is that a thread holding a lock may exit without releasing the lock. The use of linear locks can already detect this kind of errors at compile-time.
Another promising approach to multicore programming is based on transactional memory (TM). For instance, Haskell is taking such an approach [12] . The approach we present is mostly orthogonal to transactional memory.
