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Abstract
Standard statistical methods that do not take proper account of the complexity
of survey design can lead to erroneous inferences when applied to survey data due to
unequal selection probabilities, clustering, and other design features. In particular,
the actual type I error rates of tests of hypotheses based on standard tests can be
much bigger than the nominal significance level. Methods that take account of sur-
vey design features in testing hypotheses have been proposed, including Wald tests
and quasi-score tests that involve the estimated covariance matrices of parameter es-
timates. Bootstrap methods designed for survey data are often applied to estimate
the covariance matrices, using the data file containing columns of bootstrap weights.
Standard statistical packages often permit the use of survey weighted test statistics,
and it is attractive to approximate their distributions under the null hypothesis by
their bootstrap analogues computed from the bootstrap weights supplied in the data
file. In this paper, we present a unified approach to the above method by constructing
bootstrap approximations to weighted likelihood ratio statistics and weighted quasi-
score statistics and establish the asymptotic validity of the proposed bootstrap tests.
In addition, we also consider hypothesis testing from categorical data and present a
bootstrap procedure for testing simple goodness of fit and independence in a two-way
table. In the simulation studies, the type I error rates of the proposed approach are
much closer to their nominal level compared with the naive likelihood ratio test and
quasi-score test. An application to data from an educational survey under a logistic
regression model is also presented.
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1 Introduction
Testing statistical hypotheses is one of the fundamental problems in statistics. In the para-
metric model approach, hypothesis testing can be implemented using Wald test, likelihood
ratio test, or score test. In each case, a test statistic is computed and then compared
with the 100α%-quantile of the reference distribution which is the limiting distribution of
the test statistic under the null hypothesis, where α is the significance level. The limiting
distribution is often a chi-squared distribution (Shao; 2003).
Statistical inference with survey data involves additional steps incorporating the sam-
pling design features. Korn and Graubard (1999) and Chambers and Skinner (2003) provide
comprehensive overviews of the methods for analyzing survey data from complex sampling
designs. In hypothesis testing with sample survey data, the limiting distribution of the
test statistic is not generally a chi-squared distribution. Rather, it can be expressed as a
weighted sum of several independent random variables from a χ2(1) distribution, which is
a chi-square distribution with one degree of freedom, and the weights depend on unknown
parameters (Lumley and Scott; 2014). To handle such problems, one may consider some
corrections to the test statistics to obtain a chi-square limiting distribution approximately.
Such an approach usually involves computing “design effects” associated with the test statis-
tics. Rao and Scott (1984) and Rao et al. (1998) used this approach to obtain quasi-score
tests for survey data.
In this paper, we use a different approach of computing the limiting distribution using
bootstrap methods for sample survey data. Beaumont and Bocci (2009) studied the use of
bootstrap to compute the limiting distribution of test statistics under complex sampling de-
signs in the context of Wald-type tests for linear regression analysis. We provide extensions
of bootstrap tests to likelihood ratio test and score test. We present a unified approach of
using the bootstrap method to obtain the limiting distribution of test statistics for gener-
alized regression analysis under complex sampling designs. The theory is developed under
Poisson sampling but the proposed method is applicable to more general sampling designs
as long as the bootstrap distribution is asymptotically normally distributed, as presented
in Lemma 1 of Section 3. The sampling design is allowed to be informative in the sense of
Pfeffermann (1993). The proposed method is applicable to Wald test, likelihood ratio test,
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and score test. The proposed method is also applied to the simple goodness-of-fit and testing
independence in a two-way table for categorical survey data. Earlier work (Rao and Scott;
1984) developed corrected test statistics based on design effects, and known as Rao-Scott
first order and second order corrections. Rao-Scott corrections have been implemented in
several software packages including SAS and Stata (Scott; 2007). The proposed bootstrap
method does not require computing the design effect for Rao-Scott corrections.
In Section 2, basic setup is introduced. The proposed bootstrap method is presented
in Section 3. In Section 4, the bootstrap likelihood ratio test using survey-weighted log-
likelihood ratio is introduced. In Section 5, the proposed bootstrap method is applied to
survey-weighted quasi-score test. In Section 6, the proposed bootstrap method is applied to
the simple goodness-of-fit test for categorical survey data. In Section 7, test of independence
in two-way tables is covered. Results from three simulation studies are presented in Section
8. An application to data from an educational survey under a logistic regression model is
presented in Section 9. Concluding remarks are made in Section 10.
2 Basic Setup
Suppose that a finite population UN of size N is randomly generated from a super-population
model with density function f(y; θ0) for some θ0 ∈ Θ ⊂ Rp, where Θ is the parameter space.
From the finite population UN , a probability sample A of size n is selected with known
first-order inclusion probability πi, and the sampling weights are obtained as wi = π
−1
i . We
are interested in making inference about θ0.
The pseudo maximum likelihood estimator of θ0 is given as
θˆ = argmax
θ∈Θ
lw(θ),
where lw(θ) = N
−1
∑
i∈Awi log f(yi; θ) is the survey weighted log-likelihood or pseudo log-
likelihood. Often, the solution θˆ can be obtained by solving the weighted score equation
Sˆw(θ) =
∂
∂θ
lw(θ) = N
−1
∑
i∈A
wiS(θ; yi) = 0. (1)
Under some regularity conditions (Fuller; 2009, Section 1.3), we have
√
n(θˆ − θ0) −→ N(0,Σθ) (2)
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in distribution as n → ∞, where Σθ = I(θ0)−1ΣS(θ0){I(θ0)−1}T, I(θ) = E{I(θ; Y )},
I(θ; y) = −∂2 log f(y; θ)/∂θ∂θT, ΣS(θ) = limn→∞[nvar{Sˆw(θ)}], and var{Sˆw(θ)} is the vari-
ance of Sˆw(θ) in (1). The reference distribution in (2) is the joint distribution of the super-
population model and the sampling mechanism. Since the sampling weights are used in (1),
the pseudo maximum likelihood estimator is consistent even when the sampling design is
informative.
Using the second-order Taylor expansion, we obtain
lw(θ0) = lw(θˆ) + Sˆw(θˆ)
T(θ0 − θˆ)− 1
2
(θ0 − θˆ)TIˆw(θˆ)(θ0 − θˆ) + op(n−1)
= lw(θˆ)− 1
2
(θ0 − θˆ)TIˆw(θˆ)(θ0 − θˆ) + op(n−1), (3)
where
Iˆw(θ) = N
−1
∑
i∈A
wiI(θ; yi).
Define
W (θ0) = −2n{lw(θ0)− lw(θˆ)} (4)
to be the pseudo likelihood ratio test statistic. By (3), we obtain
W (θ0) = n(θˆ − θ0)TIˆw(θˆ)(θˆ − θ0) + op(1).
Thus, using (2), we obtain
W (θ0) −→ G =
p∑
i=1
ciZ
2
i (5)
in distribution as n → ∞, where c1, . . . , cp are the eigenvalues of D = ΣθI(θ0), and
Z1, . . . , Zp are p independent random variables from the standard normal distribution. Re-
sult (5) was formally established by Lumley and Scott (2014) and it can be regarded as a
version of the Wilks’ theorem for survey sampling. Unless the sampling design is simple
random sampling and the sampling fraction is negligible, the limiting distribution does not
reduce to the standard chi-squared distribution χ2(p). If p = 1 then we can use c−11 W (θ)
as the test statistic with χ2(1) distribution as the limiting distribution, under the null hy-
pothesis.
4
3 Bootstrap calibration
We propose using a bootstrap method to approximate the limiting distribution in (5). Such
a bootstrap calibration is very attractive because then there is no need to derive the analytic
form of the limiting distribution of the test statistic. In this section, we propose a bootstrap
calibration method under Poisson sampling, where each unit in the finite population is
independently selected using the first-order inclusion probability. That is, Ii ∼ Ber(πi),
where Ii is the sampling inclusion indicator function of unit i, and Ber(p) is a Bernoulli
distribution with success probability p. The bootstrap weights for Poisson sampling are
constructed as follows:
Step 1 Generate (N∗1 , . . . , N
∗
n) from a multinomial distribution MN(N ; p) with N trials and
success probability vector p, where p = (p1, . . . , pn), pi ∝ wi and
∑n
i=1 pi = 1.
Step 2 For each i ∈ A, obtain m∗i from a binomial distribution Bin(N∗i , πi) with N∗i trials and
success probability πi independently.
Step 3 The bootstrap weight is computed as w∗i = wim
∗
i .
The above bootstrap procedure is a simplified version of that considered in Wang et al.
(2019). Step 1 is used to generate a bootstrap finite population U∗N containing N
∗
i replicates
of yi for i ∈ A. In Step 2, a bootstrap sample is generated from U∗N under the same Poisson
sampling. Based on the generated bootstrap sample, the bootstrap weights {w∗i : i ∈ A}
are obtained in Step 3.
Using the above bootstrap weights, we have
l∗w(θ) = N
−1
∑
i∈A
w∗i log f(yi; θ),
the pseudo log-likelihood function based on the bootstrap sample. Let θˆ∗ be the maximizer
of l∗w(θ). The following lemma shows that the conditional distribution of
√
n(θˆ∗ − θˆ) given
the sample A approximates the sampling distribution of
√
n(θˆ − θ) asymptotically.
Lemma 1. Under Poisson sampling and some regularity conditions in Section S1 of the
Supplementary Material, we have
√
n(θˆ∗ − θˆ) | A−→N(0,Σθ) (6)
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in distribution as n → ∞, where the reference distribution in the left side of (6) is the
bootstrap sampling distribution given the observations in sample A.
The proof of Lemma 1 is given in Section S2 of the Supplementary Material. The limiting
distribution on the right side of (6) does not involve the sample A since we let the sample size
of A increase to∞; see Section S1 of the Supplementary Material for details. Lemma 1 is a
bootstrap version of the central limit theorem for the pseudo maximum likelihood estimator
θˆ∗. To establish a bootstrap version of the Wilks’ theorem in (5), we use
W ∗(θˆ) = −2n{l∗w(θˆ)− l∗w(θˆ∗)}
as the bootstrap version of W (θ0) in (4). The following theorem shows that the conditional
distribution of W ∗(θˆ) given the sample converges in distribution to G as n→∞, the same
asymptotic distribution of W (θ0) in (4).
Theorem 1. Under some regularity conditions in Section S1 of the Supplementary Material,
W ∗(θˆ) | A−→G
in distribution as n→∞, where G is the same stable distribution in (5).
The proof of Theorem 1 is given in Section S3 of the Supplementary Material.
Remark 1. We propose using a bootstrap method to approximate the distribution of W (θ0)
under Poisson sampling. In Wang et al. (2019), similar bootstrap methods are discussed for
simple random sampling and probability-proportional-to-size sampling with replacement, and
Lemma 1 can be proved under certain conditions for both sampling designs; see Fuller (2009,
Section 1.2) for details about these two sampling designs. Similar idea can be extended to
other complex sampling designs as long as Lemma 1 holds.
4 Likelihood ratio test
To simplify the notation, we use θ to denote the true parameter θ0 in the following two
sections. Let Θ0 ⊂ Θ be the parameter space under the null hypothesis. That is, the null
hypothesis can be written as H0 : θ ∈ Θ0. In this section, we consider H0 : θ2 = θ(0)2 for
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some known vector θ
(0)
2 , where θ = (θ1, θ2). Thus, we have Θ0 = {θ ∈ Θ; θ2 = θ(0)2 }. Let θˆ(0)1
be the profile pseudo maximum likelihood estimator of θ1 under H0 : θ2 = θ
(0)
2 , which can
be obtained by maximizing lw(θ1, θ
(0)
2 ) with respect to θ1.
The pseudo likelihood ratio test statistic for testing H0 : θ2 = θ
(0)
2 is defined as
W (θ
(0)
2 ) = −2n{lw(θˆ(0))− lw(θˆ)}, (7)
where θˆ(0) = (θˆ
(0)
1 , θ
(0)
2 ). Under simple random sampling, W (θ
(0)
2 ) in (7) is asymptotically
distributed as χ2(q) with q = p − p0 and p0 = dim(Θ0), where dim(Θ) is the dimension
of Θ. The following theorem, proved by Lumley and Scott (2014), presents the limiting
distribution of the pseudo likelihood ratio test statistic in (7) for general sampling designs.
Theorem 2. Under H0 : θ2 = θ
(0)
2 and some regularity conditions in Section S1 of the
Supplementary Material,
W (θ
(0)
2 )−→G1 =
q∑
i=1
ciZ
2
i (8)
in distribution as n → ∞, where c1 ≥ c2 ≥ · · · ≥ cq > 0 are the eigenvalues of P =
nvar(θˆ2)I22·1(θ1, θ(0)2 ) and Z1, . . . , Zq are q independent random samples from the standard
normal distribution, where
I22·1(θ1, θ2) = I22(θ1, θ2)− I21(θ1, θ2){I11(θ1, θ2)}−1I12(θ1, θ2),
and Iij(θ1, θ2) = E[−∂2 log f{y; (θ1, θ2)}/(∂θi∂θTj )] for i, j = 1, 2.
Lumley and Scott (2014) proposed to estimate the limiting distribution in (8) using a design-
based estimator of P = nvar(θˆ2)I22·1(θ1, θ(0)2 ), but the computation can be cumbersome.
We consider an alternative test using a novel application of the bootstrap method. To
do this, a bootstrap version of the pseudo likelihood ratio test statistic in (7) is obtained as
W ∗(θˆ2) = −2n{l∗w(θˆ∗(0)1 , θˆ2)− l∗w(θˆ∗)}, (9)
where θˆ
∗(0)
1 = argmaxθ1 l
∗
w(θ1, θˆ2) and θˆ
∗ = argmaxθ l
∗
w(θ). The following theorem shows
that the conditional distribution of W ∗(θˆ2) given the sample A converges in distribution to
G1 as n→∞, the same asymptotic distribution as W (θ(0)2 ) in (7).
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Theorem 3. Under some regularity conditions in Section S1 of the Supplementary Material,
W ∗(θˆ2) | A−→G1, (10)
in distribution as n→∞, where G1 is defined in Theorem 2.
The proof of Theorem 3 is given in Section S4 of the Supplementary Material. By
Theorem 3, we can use the empirical distribution of W ∗(θˆ2) in (9) to approximate the
sampling distribution ofW (θ
(0)
2 ) under H0 : θ2 = θ
(0)
2 . Thus, the p-value for testing H0 using
W (θ
(0)
2 ) can be obtained by computing the proportion of W
∗(θˆ2) greater than W (θ
(0)
2 ).
5 Quasi-score test
In this section, we consider another test without assuming a parametric super-population
model. In the context of generalized linear regression analysis with survey data, Rao et al.
(1998) developed a design-based test procedure using regression model assumptions in the
super-population model. Let y be the study variable of interest and x be the vector of
auxiliary variables that is used in the regression model. Suppose that the super-population
model satisfies
E(Yi | xi) = µ(xi; θ)
for known function µ(·) with unknown parameter θ. Also, we assume a “working” model
for the variance
var(Yi | xi) = V0(µi)
with known V0(·) and µi = µ(xi; θ). In this setup, a consistent estimator of θ can be obtained
by solving
Sˆw(θ) = N
−1
∑
i∈A
wiu(θ; yi) = 0, (11)
where u(θ; yi) = (yi − µi){V0(µi)}−1 (∂µi/∂θ) is the quasi-score function of θ. Under some
regularity conditions (Binder; 1983), the solution θˆ to (11) satisfies
√
n(θˆ − θ)−→N(0,Σθ)
in distribution as n→∞, where Σθ = I(θ0)−1ΣS(θ){I(θ)−1}T, I(θ) = E{I(θ; Y )}, I(θ; y) =
−∂u(θ; y)/∂θT, and ΣS(θ) = limn→∞[nvar{Sˆw(θ)}].
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We consider a bootstrap method for the quasi-score test of H0 : θ2 = θ
(0)
2 under the
above setup. Given the partition θ = (θ1, θ2), we can write
Sˆw(θ) =
(
Sˆw1(θ)
Sˆw2(θ)
)
= N−1
( ∑
i∈A wiu1(θ; yi)∑
i∈A wiu2(θ; yi)
)
(12)
with uj(θ; yi) = (yi − µi){V0(µi)}−1 (∂µi/∂θj) for j = 1, 2. Let θˆ(0)1 be the solution to
Sˆw1(θ1, θ
(0)
2 ) = 0,
where Sˆw1(θ) is defined in (12). The quasi-score test for H0 : θ2 = θ
(0)
2 is
X2QS(θ
(0)
2 ) = Sˆw(θˆ
(0))T{Iˆw(θˆ(0))}−1Sˆw(θˆ(0)), (13)
where θˆ(0) = (θˆ
(0)
1 , θ
(0)
2 ) and Iˆw(θ) = N
−1
∑
i∈AwiI(θ; yi). Now, based on the partition
θˆ = (θˆ1, θˆ2), we can write
Iˆw(θ) =
(
Iˆw11(θ) Iˆw12(θ)
Iˆw21(θ) Iˆw22(θ)
)
.
Since θˆ(0) satisfies Sˆw1(θˆ
(0)) = 0, the test statistic in (13) is algebraically equivalent to
X2QS(θ
(0)
2 ) = Sˆw2(θˆ
(0))T{Iˆw22·1(θˆ(0))}−1Sˆw2(θˆ(0)), (14)
where
Iˆw22·1(θ) = Iˆw22(θ)− Iˆw21(θ){Iˆw11(θ)}−1Iˆw12(θ). (15)
Note that the matrix Iˆw22·1 in (15) is a q × q matrix, where q = dim(Θ0), while the matrix
Iˆw(θ) in (13) is a p × p matrix, where p = dim(Θ). Thus, if p is much larger than q,
the computation for (14) is more efficient than the computation for (13). Now, we have
the following theoretical result for X2QS(θ
(0)
2 ), and its proof is given in Section S5 of the
Supplementary Material.
Theorem 4. Under H0 : θ2 = θ
(0)
2 and some regularity conditions in Section S1 of the
Supplementary Material,
nX2QS(θ
(0)
2 )−→G1
in distribution as n→∞, where G1 is defined in Theorem 2.
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We now develop a bootstrap method to approximate the limiting distribution of the
quasi-score test statistic in (14). Similarly to the likelihood ratio method in Section 4, we
first develop a bootstrap version of the quasi-score equation, that is,
Sˆ∗w(θ) = N
−1
∑
i∈A
w∗i u(θ; yi) = 0.
Let θˆ
∗(0)
1 be the solution to S
∗
w1(θ1, θˆ2) = 0. Then, the bootstrap version of the quasi-score
test statistic X2QS(θ
(0)
2 ) is
X2∗QS(θˆ2) = Sˆ
∗
w2(θˆ
∗(0))T{Iˆ∗w22·1(θˆ∗(0))}−1Sˆ∗w2(θˆ∗(0)), (16)
where θˆ∗(0) = (θˆ
∗(0)
1 , θˆ2) and Iˆ
∗
w22·1 is computed similarly to (15) using the bootstrap weights.
Similarly to Theorem 4, we have the following results.
Theorem 5. Under some regularity conditions in Section S1 of the Supplementary Material,
nX2∗QS(θˆ2) | A−→G1
in distribution as n→∞, where G1 is defined in Theorem 2.
The proof of Theorem 5 is given in Section S6 of the Supplementary Material. Con-
ditional on sample A, we can use X2∗QS(θˆ2) to approximate the sampling distribution of
X2QS(θ
(0)
2 ) in (14). The bootstrap distribution can be used to control the size of the test
based on X2QS(θ
(0)
2 ) in (14).
Example 1. For an illustration of the proposed bootstrap methods, we consider a logistic
regression model. Specifically, we assume that Y ∈ {0, 1} is a binary random variable, and
logit{pr(Y = 1 | X = x)} = (1, xT)θ, where logit(x) = log(p)− log(1 − p) and θ = (θ1, θ2).
A sample A is obtained by Poisson sampling, and the weighted score equation is
Sˆw(θ) = N
−1
∑
i∈A
wi{yi − pi(θ)}(1, xi)T = 0, (17)
where logit{pi(θ)} = θ1 + xTi θ2. In this case, we obtain Iˆw(θˆ) = N−1
∑
i∈Awipˆi{1 −
pˆi}(1, xi)(1, xi)T and pˆi = pi(θˆ).
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Suppose that we are interested in testing H0 : θ2 = θ
(0)
2 . The profiled pseudo maximum
likelihood estimator of θ under H0, denoted by θˆ
(0), can be obtained by solving (17) subject
to θ2 = θ
(0)
2 . The quasi-score test statistic is
X2QS(θ
(0)
2 ) = N
−1
{∑
i∈A
wi(yi − pˆ(0)i )xTi
}{∑
i∈A
wipˆ
(0)
i (1− pˆ(0)i )(xi − x¯w)⊗2
}−1{∑
i∈A
wi(yi − pˆ(0)i )xi
}
,
where B⊗2 = BBT,
x¯w =
∑
i∈Awipˆ
(0)
i (1− pˆ(0)i )xi∑
i∈A wipˆ
(0)
i (1− pˆ(0)i )
,
and pˆ
(0)
i = pi(θˆ
(0)). The bootstrap replicates of X2QS(θ
(0)
2 ) can be easily constructed by re-
placing the sampling weights wi and the profile pseudo maximum likelihood estimator θˆ
(0),
respectively, by the bootstrap weights w∗i and the bootstrap profile pseudo maximum likelihood
estimator θˆ that solves Sˆ∗w(θ) = N
−1
∑
i∈A w
∗
i {yi − pi(θ)}(1, xi) = 0 subject to θ2 = θˆ2.
6 Simple goodness-of-fit test for categorical data
Suppose that a finite population UN is partitioned into K categories with UN = U
(1)
N ∪ · · · ∪
U
(K)
N being such a partition. Denote pk = Nk/N to be the population proportion of the k-th
category, where Nk is the cardinality of U
(k)
N . In this section, we are interested in simple
goodness-of-fit testing H0 : pk = p
(0)
k for k = 1, . . . , K, where (p
(0)
1 , . . . , p
(0)
K ) is a pre-specified
vector satisfying
∑K
k=1 p
(0)
k = 1.
From the sample A, we compute pˆk = Nˆk/Nˆ as an estimator of pk, where Nˆk =
∑
i∈Ak
wi
is a design-unbiased estimator of Nk, Ak = A ∩ U (k)N , and Nˆ =
∑K
k=1 Nˆk =
∑
i∈A wi. Then,
the Pearson chi-squared goodness-of-fit test statistic for H0 is
X2(p(0)) = n
K∑
k=1
(
pˆk − p(0)k
)2
/p
(0)
k ,
where p(0) = (p
(0)
1 , . . . , p
(0)
K−1)
T. If we assume a multinomial distribution for the super-
population model, we can compute the likelihood ratio test statistic as
W (p(0)) = 2n
K∑
k=1
pˆk log
(
pˆk
p
(0)
k
)
.
Denoting pˆ = (pˆ1, . . . , pˆK−1)
T, we have
√
n
(
pˆ− p(0)) −→N(0,Σp)
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in distribution as n → ∞ under H0, where Σp is the asymptotic variance of
√
npˆ. Under
simple random sampling with replacement, Σp is equal to P0 = diag(p
(0)) − p(0)(p(0))T.
For other sampling designs, Σp is more complicated. Under some regularity conditions,
according to Rao and Scott (1981), we have
X2(p(0)),W (p(0)) −→ G2 =
K−1∑
k=1
λkZ
2
k , (18)
in distribution as n→∞ under H0, where λ1 ≤ · · · ≤ λK−1 are the eigenvalues of the design
effect matrix D = P−10 Σp and Z1, . . . , ZK−1
iid∼ N(0, 1). Under simple random sampling with
replacement, the limiting distribution in (18) reduces to a chi-squared distribution with
K − 1 degrees of freedom.
If a chi-squared distribution with K−1 degrees of freedom is blindly used as the reference
distribution for X2(p(0)), the resulting inference can be misleading. For example, in some
two-stage cluster sampling design with λi = λ(> 1) for i = 1, . . . , K − 1, the type I error
rate of using a chi-squared distribution with K − 1 degrees of freedom is approximately
equal to pr{X2(p(0)) > χ2K−1(α)} = pr{X > λ−1χ2K−1(α)}, where χ2K−1(α) is the (1 − α)
quantile of a chi-squared distribution with K−1 degrees of freedom, α is a significance level,
and X is chi-squared distributed with K − 1 degrees of freedom. The resulting type I error
rate increases with λ, and this can be arbitrarily large by increasing λ. To overcome this
problem, Rao and Scott (1981) proposed a first-order correction which compares X2C(p
(0)) =
X2(p(0))/λˆ+ to χ
2
K−1(α), where
λˆ+ =
1
k − 1
k∑
i=1
pˆi
p
(0)
i
(1− pˆi)dˆi
and dˆi is an estimated design effect of pˆi, which depends on the estimated variance of pˆi. The
second-order Rao-Scott correction (Rao and Scott; 1981) requires the knowledge of the full
estimated covariance matrix of the estimated proportions, but inversion of the covariance
matrix is not involved unlike in the case of a Wald statistic. Stata R© and other survey
softwares use the Rao-Scott corrections as a default option.
We now apply the proposed bootstrap method to approximate the limiting distribution
in (18), without having to compute the estimated covariance matrix, Σˆp. To describe the
proposed method, let pˆ∗ be the estimator of the population proportion p based on the
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bootstrap weights w∗i . The proposed bootstrap statistics of X
2(p(0)) and W (p(0)) are
X2∗(pˆ) = n
K∑
i=1
(pˆ∗i − pˆi)2/pˆi and W ∗(pˆ) = 2n
∑
i
pˆ∗i log (pˆ
∗
i /pˆi) ,
respectively. We use pˆi in place of p
(0)
i in the bootstrap test statistics. The following theorem
presents the asymptotic properties of the proposed bootstrap test statistics.
Theorem 6. Under some regularity conditions in Section S1 of the Supplementary Material,
X2∗(pˆ),W ∗(pˆ) | A−→G2 (19)
in distribution as n→∞, where G2 is defined in (18).
The proof of Theorem 6 is given in Section S7 of the Supplementary Material. By
Theorem 6, we can use the bootstrap samples to approximate the sampling distribution of
the test statistics.
7 Test of Independence
We now discuss a bootstrap test of independence in a two-way table of counts. Let pij =
Nij/N be the population proportion for cell (i, j) with margins pi+ and p+j for i = 1, . . . , R
and j = 1, . . . , C, where R and C are the numbers of rows and columns, and {Nij ; i =
1, . . . , R, j = 1, . . . , C} is the set of population counts with margins Ni+ and N+j. Let Nˆij
be a design unbiased estimator of Nij and pˆij = Nˆij/Nˆ . The chi-squared statistic and the
likelihood ratio test statistic by assuming a multinomial distribution for the super-population
model for testing independence H0 : pij = pi+p+j, for all i and j are
X2I = n
R∑
i=1
C∑
j=1
(pˆij − pˆi+pˆ+j)2
pˆi+pˆ+j
, (20)
WI = 2n
R∑
i=1
C∑
j=1
pˆij log
(
pˆij
pˆi+pˆ+j
)
. (21)
Since X2I andWI are asymptotically equivalent under H0, Rao and Scott (1981) have shown
that
X2I ,WI −→G3 =
d∑
l=1
δlZ
2
l (22)
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in distribution as n → ∞ under H0, where δ1 ≤ . . . ≤ δd are the d eigenvalues of a design
effect matrix discussed in in Section S8 of the Supplementary Material, d = (R− 1)(C − 1),
and Z1, . . . , Zd
iid∼ N(0, 1).
The Rao-Scott first-order correction to X2I can be written as X
2
C = X
2
I /δˆ+, which is
treated as a chi-squared random variable with (R − 1)(C − 1) degrees of freedom under
H0, where (R − 1)(C − 1)δˆ+ =
∑
d δˆd requires the terms δˆd which depend only on the
cell design effects and the row and column marginal design effects (Rao and Scott; 1984).
Two-way tables should report those design effects in addition to estimated cell counts or
proportions and their marginals in practice. Rao and Scott (1984) provided a unified theory
for log-linear models to cover multi-way tables and other extensions.
We now consider bootstrap tests of H0 for two-way tables. Let pˆ
∗
ij be the bootstrap cell
proportion computed using the bootstrap weights, pˆ∗i+ =
∑C
j=1 pˆ
∗
ij , and pˆ
∗
+j =
∑R
i=1 pˆ
∗
ij . The
proposed bootstrap version of X2I is
X2∗I = n
R∑
i=1
C∑
j=1
{(pˆ∗ij − pˆ∗i+pˆ∗+j)− (pˆij − pˆi+pˆ+j)}2
(pˆi+pˆ+j)
. (23)
Under H0, terms in the numerator of X
2
I are identical to {(pˆij − pˆi+pˆ+j − (pij − pi+p+j)}2.
That is, the bootstrap test statistic is computed by simply replacing {pˆij, pˆi+, pˆ+j} and
{pij, pi+, p+j} with {pˆ∗ij , pˆ∗i+, pˆ∗+j} and {pˆij , pˆi+, pˆ+j}, respectively, leading to (23).
Let ∆ij = pij/(pi+p+j). Noting that ∆ij = 1 under H0, the test statistic WI may be
written as
WI = 2n
R∑
i=1
C∑
j=1
[
pˆij log
{
pˆij
pˆi+pˆ+j∆ij
}
− (pˆij − pˆi+pˆ+j∆ij)
]
. (24)
The bootstrap version W ∗I is obtained by replacing {pˆij, pˆi+, pˆ+j} with {pˆ∗ij, pˆ∗i+, pˆ∗+j} and
∆ij with ∆ˆij in (24). That is, the proposed bootstrap version of WI is
W ∗I = 2n
∑
i
∑
j
[
pˆ∗ij log
{
pˆ∗ij
pˆ∗i+pˆ
∗
+j∆ˆij
}
− (pˆ∗ij − pˆ∗i+pˆ∗+j∆ˆij)
]
, (25)
where ∆ˆij = pˆij/(pˆi+pˆ+j). It can be shown that W
∗
I is always nonnegative.
The following theorem presents some asymptotic properties of the proposed bootstrap
test statistics.
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Theorem 7. Under some regularity conditions in Section S1 of the Supplementary Material,
X2∗I ,W
∗
I | A−→G3 (26)
in distribution as n→∞, where G3 is defined by (22).
The proof of Theorem 7 is given in Section S8 of the Supplementary Material. By
Theorem 7, we can use the bootstrap distribution to approximate the sampling distribution
of the test statistic X2I or WI without computing the additional terms to account for the
design effects.
8 Simulation Study
8.1 Single-stage sampling
In this section, we use a single-stage sampling design to test the performance of the proposed
bootstrap test statistics. A finite population of size N = 500 is generated in a way similar
to Pfeffermann and Sverchkov (2007):
yi | xi ∼ N(θ1 + θ2xi, 1) (i = 1, . . . , N),
xi ∼ U(0, 5) (i = 1, . . . , N),
where (θ1, θ2) = (1, 1), and U(a, b) is a uniform distribution on the interval (a, b). To make
the sampling design informative, a probability-proportional-to-size sampling design with
replacement is used to get a sample of size n with selection probability pi ∝ 1+|yi+ǫi|/2 (i =
1, . . . , N) and
∑N
i=1 pi = 1, where ǫi ∼ N(0, 1). Specifically, a sample of size n is randomly
selected from the finite population with replacement, and the selection probability of yi is
pi. We consider two scenarios: (N, n) = (500, 20) and (N, n) = (1 500, 50).
We are interested in testing H0 : θ2 = θ
(0)
2 with α=0·05 significance level and consider
three different values for θ
(0)
2 ∈ {1, 1.1, 1.2}. The following testing methods are compared:
1. Naive likelihood ratio method with W (θ
(0)
2 ) in (7) and χ
2(1) as the test statistic and
the reference distribution, respectively.
2. Naive quasi-score method with X2QS(θ
(0)
2 ) in (14) and χ
2(1) as the test statistic and
the reference distribution, respectively.
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3. Lumley and Scott (2014) method. The test statistic is WI(θ
(0)
2 )/δˆ, where δˆ =
nVˆ (θˆ2)Iˆw,22·1, Vˆ (θˆ2) is a design-based variance estimator of θˆ2, and Iˆw,22·1 is in (15).
The reference distribution is F1,k, where Fν1,ν2 is an F distribution with parameters
ν1 and ν2, k is the degrees of freedom of the variance estimator based on the sampling
design and k is obtained by subtracting the number of parameters from the effective
sample size associated with the sampling design.
4. Bootstrap likelihood ratio method with W (θ
(0)
2 ) in (7) being the test statistic, and
the reference distribution is approximated by the empirical distribution of W ∗(θˆ2)
in (9); a brief description of the bootstrap method is given in the Section S9 of the
Supplementary Material.
5. Bootstrap quasi-score method with X2QS in (14) being the test statistic, and the ref-
erence distribution is approximated by the empirical distribution of X2∗QS(θˆ2) in (16).
For each scenario, we generate 1 000 Monte Carlo samples, and for each sample, 1 000
iterations are used for both bootstrap methods. Table 1 summarizes the simulation results.
For both scenarios, the native likelihood ratio method and quasi-score method have a sig-
nificantly inflated type I error rate when the null hypothesis is true. The type I error rate
for the Lumley and Scott (2014) method is larger than the nominal level under H0 when
the sample size is small, but it is approximately the same as those of the two bootstrap
methods when the sample size is large. The type I error rates of both the bootstrap likeli-
hood ratio method and the bootstrap quasi-score method are close to 0.05 under H0. On
the other hand, the power of the proposed bootstrap methods are reasonable compared to
the Lumley-Scott method. The naive methods have slightly larger power but inflated type
I error rates.
8.2 Stratified random sampling
In this section, we use a stratified random sampling design to test the performance of the
proposed bootstrap methods. A finite population UN = {(xi,j, yi,j) : i = 1, . . . , NI ; j =
1, . . . ,Mi} is generated based on the following steps, where NI is the number of groups, and
Mi is the size for the i-th group. That is,
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Table 1: Test power for the hypothesis test H0 : θ2 = θ
(0)
2 based on 1 000 Monte Carlo
simulations, and the significance level is 0.05.
(N, n) Method
θ
(0)
2
1.00 1.10 1.20
(500, 20)
NLR 0.09 0.14 0.28
NQS 0.14 0.19 0.36
LS 0.08 0.14 0.28
BLR 0.06 0.12 0.24
BQS 0.06 0.12 0.25
(1500, 50)
NLR 0.08 0.22 0.52
NQS 0.10 0.25 0.56
LS 0.07 0.19 0.45
BLR 0.06 0.19 0.45
BQS 0.06 0.19 0.45
NLR, naive likelihood ratio method; NQS, naive quasi-score method; LS,
Lumley and Scott (2014) method; BLR, bootstrap likelihood ratio method; BQS: boot-
strap quasi-score method.
Step 1 The finite population consists of NI = 5 groups with size Mi = N/5 (i = 1, . . . , 5).
Step 2 For the i-th group, generate xi,j ∼ N(−1 + 0.5i, 1) and pi,j by logit(pi,j) = θ1 + θ2xi,j ,
where (θ1, θ2) = (−1, 0.5). Generate yi,j | pi,j ∼ Ber(pi,j).
Step 3 Construct H = 10 strata by a cross-classification of groups and y-values. For example,
stratum one consists of elements with y = 1 within the first group and stratum two
consists of elements with y = 0 within the first group.
From the finite population, we perform stratified random sampling with sample size nh in
stratum h (h = 1, . . . , H), and the sampling weights are wh,k = n
−1
h Nh for k = 1, . . . , Nh,
where Nh is the stratum population size. The sampling design is a special case-control
design, and such a sampling design is informative in the sense that we cannot ignore the
sampling weights when estimating the parameters in the logistic model. We are interested
in testing H0 : θ2 = θ
(0)
2 with α = 0.05 significance level and consider three values for θ
(0)
2 :
0.5, 0.4 and 0.3. In this simulation study, we consider two scenarios: (N, nh) = (3 000, 10)
and (N, nh) = (12 000, 30).
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We compare the methods discussed in Section 8.1 based on 1 000 Monte Carlo simu-
lations, and for the bootstrap methods, we use 1 000 iterations of the bootstrap methods.
Table 2 presents the results of the simulation study. Unlike the inflated type I error rates in
the previous section, the type I error rates of the two naive methods are much smaller than
0.05 since the design effect is smaller than 1 under the setup of this section. By the simula-
tion results, we conclude that the Lumley and Scott (2014) method and the two proposed
bootstrap test methods perform approximately the same under this setup, and their type I
error rates are close to 0.05 for both scenarios. The test powers of the proposed bootstrap
methods are much better than those of the two naive methods, and they are approximately
the same as those of the Lumley and Scott (2014) method.
Table 2: Power for the hypothesis testH0 : θ2 = θ
(0)
2 based on 1 000 Monte Carlo simulations,
and the significance level is 0.05.
(N, nh) Method
θ
(0)
2
0.5 0.4 0.3
(3000, 10)
NLR 0.02 0.03 0.12
NQS 0.01 0.02 0.11
LS 0.06 0.12 0.28
BLR 0.07 0.13 0.30
BQS 0.06 0.12 0.28
(12000, 30)
NLR 0.01 0.11 0.44
NQS 0.01 0.09 0.41
LS 0.05 0.24 0.66
BLR 0.05 0.24 0.67
BQS 0.05 0.23 0.66
NLR, naive likelihood ratio method; NQS, naive quasi-score method; LS,
Lumley and Scott (2014) method; BLR, bootstrap likelihood ratio method; BQS: boot-
strap quasi-score method.
8.3 Two-stage cluster sampling
In this section, we consider a two-stage cluster sampling design to test the performance of
the proposed bootstrap methods. A finite population UN = {(xi,j, yi,j) : i = 1, . . . , NI ; j =
1, . . . ,Mi} is generated based on the following steps, where NI is the number of clusters,
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and Mi is the size of the i-th cluster. Specifically,
ai ∼ N(0, 1) (i = 1, . . . , NI),
Mi | ai ∼ Po(25|ai|) + C0 (i = 1, . . . , NI),
xi,j ∼ N(0, 4) (j = 1, . . . ,Mi),
yi,j | (ai, xi,j) ∼ N(µi,j, 1) (j = 1, . . . ,Mi),
where Po(λ) is a Poisson distribution with parameter λ, C0 is the minimum cluster size,
µi,j = θ1 + θ2xi,j + ai/2, and (θ1, θ2) = (1, 1). Based on a finite population, we use a
two-stage cluster sampling design to obtain a sample. The first-stage sampling design is
probability-proportional-to-size sampling with replacement, where the selection probability
is proportional to the cluster size, and the second-stage is based on simple random sampling.
The sample size for the first stage is n1, and that for the second stage is n2. We consider
two scenarios: (G,C, n1, n2) = (30, 30, 5, 5) and (G,C0, n1, n2) = (60, 40, 10, 5).
We are interested in testing H0 : θ2 = θ
(0)
2 with α = 0.05 significance level and consider
two different values for θ
(0)
2 : 1 and 1.5. Since the likelihood function involves intractable
integral forms, we do not consider likelihood ratio test and only compare the bootstrap
quasi-score method with the naive quasi-score method; a brief description of the bootstrap
method under two-stage cluster sampling is given in the Section S9 of the Supplementary
Material.
For each scenario, we generate 1 000 Monte Carlo samples, and 1 000 iterations for each
sample are used for both bootstrap methods. Table 3 summarizes the simulation results.
For both scenarios, the native quasi-score method has a higher type I error rate under H0
for both scenarios. In contrast, the type I error rate of the bootstrap quasi-score method is
close to 0.05 when the null hypothesis is true for both scenarios. On the other hand, the
power of the proposed bootstrap methods is reasonable compared with the naive quasi-score
method.
8.4 Test of independence
In this section, we consider test of independence in a 3 × 3 table of counts to check the
performance of the proposed bootstrap methods. A finite population UN = {yi : i =
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Table 3: Test power for the hypothesis test H0 : θ2 = θ
(0)
2 based on 1 000 Monte Carlo
simulations, and the significance level is 0.05.
(G,C0, n1, n2) Method
θ
(0)
2
1.00 1.50
(30, 30, 5, 5)
NQS 0.10 0.98
BQS 0.04 0.93
(60, 40, 10, 5)
NQS 0.10 1.00
BQS 0.04 1.00
NQS, naive quasi-score method; BQS: bootstrap quasi-score method.
1, . . . , N} is generated by yi ∼ MN(1; p), where MN(1; p) is a multinomial distribution with
one trial and a success probability vector p, where p = (p11, . . . , pij, . . . , p33)
T, and pij is
the success probability for the cell in the i-th row and j-th column for i, j = 1, . . . , 3. For
simplicity, we assume that yi is a dummy variable consisting of eight 0’s and one 1. For the
success probability vector p, we consider three cases:
Case I : p11 = 1/4, p12 = p13 = p21 = p31 = 1/8, p22 = p23 = p32 = p33 = 1/16.
Case II : p11 = 1/4, p12 = p13 = (1.4)/8, p21 = p31 = (0.6)/8, p22 = p33 = 1/16, p23 = (1.4)/16,
p32 = (0.6)/16.
Case III : p11 = p2,3 = p3,2 = 1/6, p12 = p13 = p21 = p31 = p22 = p33 = 1/12.
Case I satisfies independence for the two-way table of counts, but Cases II–III do not. The
level of non-independence can be expressed using a non-centrality parameter γ, where
γ =
3∑
i=1
3∑
j=1
(pij − pi+p+j)2
pi+p+j
.
The values of γ are 0, 0.017 and 0.125 for Cases I–III, respectively.
For each yi, we generate an auxiliary variable xi = β
Tyi, where β = (β1, . . . , β9), βj =
1 + ej for j = 1, . . . , 9, ej ∼ Ex(1), and Ex(λ) is an exponential distribution with rate λ.
A probability-proportional-to-size sampling design with replacement is used to generate a
sample of size n with selection probability proportional to xi. We consider two scenarios for
the population and sample sizes: (N, n) = (2 000, 100) and (N, n) = (10 000, 500).
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We are interested in testing independence in the two-way table with α = 0.05 significance
level. For each sample, we consider the following five test methods:
1. Naive Pearson method based onX2I in (20) with χ
2(4) being the reference distribution.
2. Naive likelihood ratio method using WI in (21) with χ
2(4) being the reference distri-
bution.
3. The Rao-Scott method using X2C = X
2
I /δˆ+ as the test statistic with χ
2(4) being the
reference distribution.
4. Bootstrap Pearson method using X2I , and its distribution is approximated by that of
X2∗I in (23).
5. Bootstrap likelihood ratio method based on WI , and its distribution is approximated
by that of W ∗I in (25).
For each scenario, we generate 1 000 Monte Carlo samples, and 1 000 iterations for each
sample are used for both bootstrap methods. Table 4 summarizes the simulation results.
For Case I when the null hypothesis is true, the type I error rates of the two naive methods
are much larger than 0.05 for different sample sizes, and the type I errors of the Rao-
Scott method is lower than 0.05 for both scenarios. However, the type I error rates for the
two bootstrap methods are approximately equal to 0.05 The test power of the proposed
bootstrap methods increases with γ.
9 Application
We present an analysis of the 2011 Private Education Expenditure Survey (PEES) in South
Korea using the proposed bootstrap methods. This dataset has been studied by Kim et al.
(2017). The purpose of this survey is to study the relationship between private education
expenditure and the academic performance of students before entering college.
A stratified two-stage cluster sampling design was used for the 2011 PEES, and strata
consist of 16 first-tier administrative divisions, including most provinces and metropolitan
cities of South Korea. For each stratum, the probability-proportional-to-size sampling design
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Table 4: Power of the test procedures for independence based on 1 000 Monte Carlo simu-
lation samples, and the significance level is 0.05.
(N, n) Method
Case I Case II Case III
(γ = 0) (γ = 0.017) (γ = 0.125)
(2 000, 100)
NP 0.11 0.17 0.79
NLR 0.09 0.15 0.79
RS 0.02 0.04 0.70
BP 0.05 0.10 0.71
BLR 0.05 0.09 0.70
(10 000, 500)
NP 0.11 0.51 1.00
NLR 0.10 0.52 1.00
RS 0.02 0.23 1.00
BP 0.05 0.38 1.00
BLR 0.05 0.37 1.00
NP, naive Pearson method; NLR: naive likelihood ratio method; RS, Rao-Scott method;
BP, bootstrap Pearson method; BNR: bootstrap likelihood ratio method.
without replacement was conducted in the first stage, and the primary sampling unit was
the school. Students are randomly selected in the second stage. There are about 1 000
sample schools and 45 000 students involved in this survey.
For student i in the sample A, let yi be the academic performance assessed by the teacher,
and it takes a value from 1 through 3 corresponding to low, middle and high academic per-
formance, respectively. Associated with yi, let xi be the covariates of interest. As discussed
by Kim et al. (2017), we consider the following covariates: after-school education, hours
taking lessons provided by the school after regular classes in a month; private education,
hours taking private lessons in a month; gender, 1 for female and 0 for male; household
income per month; father’s education, 1 for college or higher and 0 otherwise; mother’s
education, 1 for college or higher and 0 otherwise.
In this section, we study the academic performance of students in middle school and
high school separately, and we are interested in estimating the conditional probability of
achieving high academic performance. Specifically, consider the following logistic model,
logit{pr(Y = 1 | x)} = (1, xT)θ, (27)
where Y = 1 if high academic performance is achieved and 0 otherwise, x is a vector
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of six covariates, θ = (θ0, θ1, . . . , θp)
T and p = 6. We are interested in testing the null
hypotheses H0,i : θi = 0 for i = 1, . . . , p with α = 0.05 significance level. Since the
Wald method is widely used in practice, the naive likelihood ratio method, naive quasi-
score method, bootstrap likelihood ratio method, bootstrap quasi-score method with 1 000
iterations and a two-sided Wald test are compared. The p-values for the two naive methods
and the Wald test are obtained using reference distributions for simple random sampling.
Specifically, the reference distribution for the two naive methods is χ2(1), and that of the
Wald test is a normal distribution with estimated variance (Fuller; 2009, Section 1.2.8) for
θˆ by the sandwich formula. The p-values for the proposed bootstrap methods are obtained
by bootstrap empirical distributions of the corresponding test statistics.
Estimation results are summarized in Table 5. The two bootstrap testing methods and
the Wald test perform approximately the same in terms of the p-values. The p-values of
two naive methods are approximately the same, but they differ from those of the bootstrap
methods, especially for “after school education” and “gender” covariates in the middle school
level and “gender” and “father’s education” covariates in the high school level, as the naive
methods may not properly reflect the intra-cluster correlation in the cluster sampling.
Based on the two bootstrap testing methods in Table 5, we have the following conclusions
under 0.05 significance level. Controlling other covariates, the probability of female students
achieving high academic performance is significantly higher than that of male students in
middle school, but the gender effect is not significant in the high school. The hours spent on
private education and after-school education can increase the probability of achieving high
academic performance significantly in both middle school and high school. The household
income and mother’s education level have a significant positive influence on their child’s
academic performance. However, father’s education only has a significant influence during
the middle school period. The estimated coefficients and testing results are approximately
the same as Kim et al. (2017), who used a random effect model to analyze this dataset.
10 Concluding Remarks
Many statistical agencies provide microdata files to analysts containing survey weights and
several sets of associated replication weights, in particular bootstrap weights. Standard
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Table 5: Estimates (Est) and the p-values (Unit: 10−2) for testing H0,i : θi = 0, where
i = 1, . . . , 6, in (27) for the middle school and high school.
School level Cov Est
p-value (Unit: 10−2)
NLR NQS BLR BQS Wald
Middle School
After-school Edu 0.03 0.0 0.0 2.6 2.1 2.6
Private Edu 0.05 0.0 0.0 0.0 0.0 0.0
Gender 0.19 0.3 0.3 2.2 2.2 2.6
Income 0.1 0.0 0.0 0.0 0.0 0.0
Father’s Edu 0.45 0.0 0.0 0.0 0.0 0.0
Mother’s Edu 0.36 0.0 0.0 0.1 0.1 0.1
High School
After-school Edu 0.03 0.0 0.0 0.0 0.0 0.0
Private Edu 0.04 0.0 0.0 0.0 0.0 0.0
Gender 0.09 6.3 6.3 21.4 21.4 20.3
Income 0.05 0.0 0.0 2.3 2.3 2.3
Father’s Edu 0.14 2.3 2.3 14.9 14.9 13.8
Mother’s Edu 0.24 0.0 0.0 1.2 1.2 0.9
NLR, naive likelihood ratio method; NQS, naive quasi-score method; BLR, bootstrap
likelihood ratio method; BQS: bootstrap quasi-score method; Wald, two-sided Wald test.
statistical packages often permit the use of survey weighted test statistics, and we have
shown how to approximate their distributions under the null hypothesis by their bootstrap
analogues computed from the bootstrap weights supplied in the data file. We studied
weighted likelihood ratio tests and weighted score tests based on weighted score or estimating
equations. It would be useful to extend our results to the case of imputation for missing
item responses.
We also studied the case of categorical data by developing bootstrap procedures for test-
ing simple goodness of fit and independence in a two-way table. We plan to extend our boot-
strap method for categorical data to testing hypotheses from multi-way tables of weighted
counts or proportions, using a log-linear model approach proposed by Rao and Scott (1984).
Our theory depends on establishing bootstrap central limit theorems under the specified
sampling design. We have established such theorems for simple random sampling with-
out replacement, probability proportional to size sampling with replacement and Poisson
sampling. We plan to establish similar central limit theorems for other sampling designs
including stratified multi-stage sampling.
24
Supplementary Material
The supplementary material contains regularity conditions and proofs for Lemma 1, Theo-
rem 1 and Theorems 3–7.
S1 Regularity conditions
To discuss the asymptotic properties of the proposed test statistics, we need the following
regularity conditions:
Condition 1 The density function f(y; θ) in Sections 2–4 and the conditional mean function µ(x; θ)
in Section 5 have continuous second-order derivatives with respect to θ.
Condition 2 For any θ ∈ B, E{‖S(θ; Y )‖6} is bounded away from infinity, where ‖·‖2 is the l2
norm, and B is a close interval with θ0 ∈ B.
Condition 3 nvar{Sˆw(θ)} converges to a positive definitive matrix ΣS(θ) for θ ∈ B.
Condition 4 For θ ∈ B, Iˆw(θ)→ I(θ) in probability.
Condition 5 A central limit theorem holds for the weighted score function Sˆw(θ0). Specifically,
var{Sˆw(θ0)}−1/2Sˆw(θ0)→ N(0, I)
in distribution as n→∞, where I is the identity matrix.
Condition 6 For Poisson sampling, n0 → ∞, n0/N → 0, and the inclusion probability πi satisfies
C1 ≤ Nn0−1πi ≤ C2,, where n0 =
∑N
i=1 πi, and C1 and C2 are two positive constants.
Condition 1 is a commonly used to study the pseudo maximum likelihood estimator, and
it guarantees the existence of the score equation and information matrix. Condition 2 is used
to show the central limit theorem for the bootstrap estimator in Lemma 1. The convergence
results in Conditions 3–4 are used to derive the asymptotic distributions, and Condition 3
is changed to n0var(Sˆw(θ)) converges to a positive definitive matrix ΣS(θ) for θ ∈ B under
Poisson sampling since the realized sample size n is a random variable. Condition 5 is widely
assume to get the central limit theorem in survey sampling (Fuller; 2009, Section 1.3.2).
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Condition 6 is specific to Poisson sampling, and different conditions should be assumed for
other complex sampling designs. These conditions hold for the likelihood-based methods
discussed in Sections 2–4 and the semi-parametric method in Section 5.
S2 Proof of Lemma 1
Let
Vˆ {Sˆw(θ)} = 1
N2
∑
i∈A
1− πi
π2i
S(θ; yi)
⊗2 (S.1)
be a design-unbiased variance estimator of Sˆw(θ) under Poisson sampling. First, we show
that
n0a
TVˆ {Sˆw(θ)}a→ aTΣS(θ)a (S.2)
in probability for a ∈ Rp such that ‖a‖2 = 1. For θ ∈ B, consider
var{aTSˆw(θ)} = E[var{aTSˆw(θ) | UN}] + var[E{aTSˆw(θ) | UN}]
= E
[
1
N2
N∑
i=1
1− πi
πi
{
aTS(θ; yi)
}2]
+ var
{
1
N
N∑
i=1
aTS(θ; yi)
}
. (S.3)
Under Condition 2, we can show that the second term of (S.3) is O(N−1), and the
first term of (S.3) is O(n−10 ) under Condition 2 and Condition 6. Denoting VN =
N−2
∑N
i=1 π
−1
i (1− πi)
{
aTS(θ; yi)
}2
, it can be shown that VN − E(VN) = op(n−10 ). To sum
up, under Condition 2 and Condition 6, we have
var{aTSˆw(θ)} = 1
N2
N∑
i=1
1− πi
πi
{
aTS(θ; yi)
}2
+ op(n
−1
0 ). (S.4)
Consider
E[aTVˆ {Sˆw(θ)}a | UN ] = 1
N2
N∑
i=1
1− πi
πi
{
aTS(θ; yi)
}2
(S.5)
var[aTVˆ {Sˆw(θ)}a | UN ] = 1
N4
N∑
i=1
(1− πi)3
π3i
{
aTS(θ; yi)
}4
≤ 1
(C1n0)3
1
N
N∑
i=1
{
aTS(θ; yi)
}4
= op(n
−2
0 ), (S.6)
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where the inequality of (S.6) holds by Condition 6, and the last equality of (S.5) holds
by Condition 2 and the Etemadi’s law of large numbers (Athreya and Lahiri; 2006, Theo-
rem 8.2.7). By (S.4)–(S.6) and Condition 3, we have proved (S.2). In a similar manner, we
can show that
n0a
TVˆ {Sˆw(θ)}b→ aTΣS(θ)b (S.7)
for vectors a ∈ Rk and b ∈ Rk such that ‖a‖ = ‖b‖ = 1.
Let Sˆ∗w(θ) = ∂l
∗
w(θ)/∂θ be the bootstrap score function, and recall that l
∗
w(θ) =
N−1
∑
i∈A w
∗
i log f(yi; θ). Next, we show, conditional on U
∗
N ,
var∗{Sˆ∗w(θ) | U∗N}−1/2{Sˆ∗w(θ)− Sˆw(θ)} → N(0, I) (S.8)
in distribution as n→∞, and it implies
var∗{Sˆ∗w(θˆ) | U∗N}−1/2Sˆ∗w(θˆ)→ N(0, I) (S.9)
in distribution conditional on U∗N as n → ∞ since Sˆw(θˆ) = 0, where var∗(·) is the variance
operator with respect to the bootstrap procedure.
Under Condition 6, we can show N−1
∑
i∈A π
−1
i = 1+Op(n
−1/2
0 ). Based on Step 1 of the
bootstrap method, we have
E∗(N
∗
i πi) = πiN
π−1i∑
j∈A π
−1
j
= 1 +Op(n
−1/2
0 ), (S.10)
var∗(N
∗
i πi) ≤ π2iN
π−1i∑
j∈A π
−1
j
= O(n0/N). (S.11)
By (S.10), (S.11) and Condition 6, we have shown that
N∗i πi = 1 + op(1). (S.12)
Recall that Sˆ∗w(θˆ) = N
−1
∑
i∈A π
−1
i m
∗
iS(θˆ; yi), where m
∗
i ∼ Bin(N∗i , πi). Denote µ∗i =
E∗(m
∗
i | N∗i ) = N∗i πi, and we have
E∗{Sˆ∗w(θ) | U∗N} =
1
N
∑
i∈A
µ∗i
πi
S(θ; yi) = Sˆw(θ){1 + op(1)},
where E∗(·) is the expectation operator with respect to the bootstrap procedure, and the
last equality holds by (S.12), Condition 2, Condition 6 and the Cauchy-Schwarz inequality;
see (0.6.3) of Horn and Johnson (2017).
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Now, consider
var∗{Sˆ∗w(θ) | U∗N} =
1
N2
∑
i∈A
var∗(m
∗
i | N∗i )
π2i
S(θ; yi)
⊗2
=
1
N2
∑
i∈A
N∗i πi(1− πi)
π2i
S(θ; yi)
⊗2
=
1 + op(1)
N2
∑
i∈A
1− πi
π2i
S(θ; yi)
⊗2
= {1 + op(1)}Vˆ (Sˆw(θ)), (S.13)
where the third equation of (S.13) follows by (S.12), Condition 2 and the Cauchy-Schwarz
inequality.
For θ ∈ B and a ∈ Rp with ‖a‖2 = 1, by (S.13), we have
var∗{aTSˆ∗w(θ) | U∗N} =
1 + op(1)
N2
∑
i∈A
1− πi
π2i
{aTS(θ; yi)}2 = Op(n−10 ), (S.14)
where the last equality holds by (S.2) and (S.13). Next, consider
E∗(|m∗i − µ∗i |3| U∗N) = E∗{(m∗i − µ∗i )3 | U∗N}+ 2P (m∗i = 0 | N∗i ) + op(1)
= N∗i πi(1− πi)(1− 2πi) + 2P (m∗i = 0 | N∗i ) + op(1)
= Op(1), (S.15)
where the first and last equalities holds by Condition 6 and (S.12).
By (S.15), we have
1
N3
∑
i∈A
{aTS(θ; yi)}3
π3i
E∗(|m∗i − µ∗i |3| U∗N ) =
Op(1)
N3
∑
i∈A
{aTS(θ; yi)}3
π3i
. (S.16)
Following the limits of (S.5) and (S.6), we can show that the order of (S.16) is Op(n
−2)
under Condition 2 and Condition 6. By (S.14) and (S.16), we can apply Lyapunov’s central
limit theorem (Athreya and Lahiri; 2006, Corollary 11.1.4) and the Crame´r-Wold device
(Athreya and Lahiri; 2006, Theorem 10.4.5) to prove (S.8).
Using the second-order Taylor expansion, we obtain
0 = Sˆ∗w(θˆ
∗) = Sˆ∗w(θˆ)− {Iˆ∗w(θˆ)}(θˆ∗ − θˆ)
= Sˆ∗w(θˆ)− {Iˆw(θˆ) + op(1)}(θˆ∗ − θˆ)
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where Iˆ∗w(θ) = −∂Sˆ∗w(θ)/∂θ and Iˆw(θ) is defined in (2). Therefore, we have
θˆ∗ − θˆ =
{
Iˆw(θˆ)
}−1
Sˆ∗w(θˆ) + op(n
−1/2). (S.17)
Combining (S.9) with (S.2), (S.7), (S.13) and (S.17), we can establish the following result
(S.18) using Condition 1 and Condition 4, noting that θˆ → θ0 in probability and n/n0 =
1 + op(1). That is,
√
n(θˆ∗ − θˆ) | U∗N → N(0,Σθ). (S.18)
By (S.18), we have pr{√n(aTΣθa)−1aT(θˆ∗− θˆ) < x | U∗N} → Φ(x) for x ∈ R and a ∈ Rp
with ‖a‖2 = 1, where Φ(x) is the distribution function of a standard normal distribution.
That is, for x ∈ R and ǫ ∈ (0,∞), there exists Nx,ǫ such that |pr{
√
n(aTΣθa)−1a
T(θˆ∗ −
θˆ) < x | U∗N} − Φ(x)| < ǫ for N > Nx,ǫ. Since pr{
√
n(aTΣθa)−1a
T(θˆ∗ − θˆ) < x | A} =
E∗[pr{
√
n(aTΣθa)−1a
T(θˆ∗ − θˆ) < x | U∗N}], we have
Φ(x)− ǫ < pr{
√
n(aTΣθa)−1a
T(θˆ∗ − θˆ) < x | A} < Φ(x) + ǫ
for N > Nx,ǫ. That is, pr{
√
n(aTΣθa)−1a
T(θˆ∗ − θˆ) < x | A} → Φ(x) for x ∈ R. Thus, we
have proved (6).
S3 Proof of Theorem 1
Using (6) and by the second-order Taylor expansion, we have
l∗w(θˆ) = l
∗
w(θˆ
∗) + Sˆ∗w(θˆ
∗)T(θˆ − θˆ∗)− (θˆ∗ − θˆ)TIˆ∗w(θˆ)(θˆ∗ − θˆ) + op(n−1). (S.19)
Since Sˆ∗w(θˆ
∗) = 0 and Iˆ∗w(θˆ) = Iˆw(θˆ) + op(1), we have
−2n
{
l∗w(θˆ)− l∗w(θˆ∗)
}
= n(θˆ∗ − θˆ)TIˆw(θˆ)(θˆ∗ − θˆ) + op(1)
= nS∗w(θˆ)
T{Iˆw(θˆ)}−1S∗w(θˆ) + op(1), (S.20)
where the second equality follows from (S.17). By (S.2), (S.9) and (S.13), we can show that,
conditional on U∗N , W
∗(θˆ) converges in distribution to the weighted sum of p independent
χ2(1) variables as n→∞, where the weights are the eigenvalues of n{Iˆw(θˆ)}−1Vˆ {Sˆw} which
converges in probability to I(θ0)−1ΣS(θ0). By the fact that I(θ0)−1ΣS(θ0) = ΣθI(θ0)T and
Iθ is symmetric under Condition 1, Theorem 1 is established.
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S4 Proof of Theorem 3
Since θˆ∗(0) = (θˆ
∗(0)
1 , θˆ2) where θˆ
∗(0)
1 is the maximizer of l
∗
w(θ1, θˆ2), we can obtain, similarly to
(S.19),
l∗w(θˆ) = l
∗
w(θˆ
∗) + Sˆ∗w1(θˆ
∗(0))T(θˆ1 − θˆ∗(0)1 )− (θˆ∗(0)1 − θˆ1)TIˆ∗w11(θˆ)(θˆ∗(0)1 − θˆ1) + op(n−1).
where Sˆ∗w1(θ) = ∂l
∗
w(θ)/∂θ1 and Iˆ
∗
w11(θ) = ∂
2l∗w(θ)/(∂θ1∂θ
T
1 ). By the definition of θˆ
∗(0), we
have Sˆ∗w1(θˆ
∗(0)) = 0. Thus, using Iˆ∗w11(θˆ) = Iˆw11(θˆ) + op(1), we have
−2n{l∗w(θˆ)− l∗w(θˆ∗(0))} = n(θˆ∗(0)1 − θˆ1)TIˆw11(θˆ)(θˆ∗(0)1 − θˆ1) + op(1)
= nS∗w1(θˆ)
T{Iˆw11(θˆ)}−1S∗w1(θˆ) + op(1), (S.21)
where the last equality follows from θˆ
∗(0)
1 − θˆ1 = {Iˆw11(θˆ)}−1Sˆ∗w1(θˆ) + op(n−1/2). Thus, com-
bining (S.20) with (S.21), we have
W ∗(θˆ2) = −2n{l∗w(θˆ∗(0))− l∗w(θˆ∗)}
= −2n{l∗w(θˆ)− l∗w(θˆ∗)}+ 2n{l∗w(θˆ)− l∗w(θˆ∗(0))}
= n
(
S∗w1(θˆ)
S∗w2(θˆ)
)T [
Iˆw11(θˆ) Iˆw12(θˆ)
Iˆw21(θˆ) Iˆw22(θˆ)
]−1(
S∗w1(θˆ)
S∗w2(θˆ)
)
−nS∗w1(θˆ)T{Iˆw11(θˆ)}−1S∗w1(θˆ) + op(1)
= n{S∗w2(θˆ)− Bˆ21S∗w1(θˆ)}T{Iˆw22·1(θˆ)}−1{S∗w2(θˆ)− Bˆ21S∗w1(θˆ)}
where
Bˆ21 = Iˆw21(θˆ){Iˆw11(θˆ)}−1
and
Iˆw22·1(θˆ) = Iˆw22(θˆ)− Iˆw21(θˆ){Iˆw11(θˆ)}−1Iˆw12(θˆ).
Therefore, by (S.9), using the same argument for proving Theorem 1, we can show that
W ∗(θˆ2) converges in distribution to the weighted sum of q independent χ
2(1) variables
as n → ∞, where the weights are the eigenvalues of nvar{Sˆw,2·1(θ)}I2·1(θ1, θ(0)2 )−1, and
Sˆw,2·1(θ) = Sˆw2(θ) − Bˆ21Sˆw1(θ). By a similar argument used in the proof of Lemma 1 and
some basic algebra, we can show that the eigenvalues of nvar{Sˆw,2·1(θ)}I2·1(θ1, θ(0)2 )−1 are
the same as those of Σθ,2I2·1(θ1, θ(0)2 ).
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S5 Proof of Theorem 4
Since θˆ solves Sˆw(θ) = 0, we have
0 = Sˆw(θˆ) = Sˆw(θ)− Iˆw(θ)(θˆ − θ) + op(n−1/2), (S.22)
where the Taylor expansion holds by Condition 1, and the remaining term is guaranteed by
Condition 1 and Condition 5. Thus, by (S.22), we have
(θˆ − θ) = Iˆw(θ)−1Sˆw(θ) + op(n−1/2)
using Condition 4. Since Sˆw1(θˆ
(0)) = 0, we have Sˆw,2·1(θˆ
(0)) = Sˆw2(θˆ
(0)) and
θˆ2 − θ(0)2 = {Iˆw,22·1(θˆ(0))}−1Sˆw2(θˆ(0)) + op(n−1/2). (S.23)
By (14) and (S.23), we have
X2QS(θ
(0)
2 ) = Sˆw2(θˆ
(0))T{Iˆw,22·1(θˆ(0))}−1Sˆw2(θˆ(0))
= (θˆ2 − θ(0)2 )TIˆw,22·1(θˆ(0))(θˆ2 − θ(0)2 ) + op(n−1). (S.24)
By the asymptotic result in (2), Theorem 2 and (S.24), we have proved Theorem 4.
S6 Proof of Theorem 5
The proof of Theorem 5 is essentially similar to that of Theorem 4. Instead of using the
asymptotic normality result in (2), we use the results in Lemma 1 to establish Theorem 5,
and we omit the proof for simplicity.
S7 Proof of Theorem 6
We can express
X2∗(pˆ) = (pˆ∗ − pˆ)TPˆ−10 (pˆ∗ − pˆ) (S.25)
where Pˆ0 = diag(pˆ)− pˆpˆT. Using a similar argument as in Lemma 1, we can show that the
proposed bootstrap method satisfies
√
n(pˆ∗ − pˆ) | A−→N(0,Σp) (S.26)
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in distribution as n→∞. It now follows from (S.25) and (S.26) that (4) holds since we can
show that pˆ → p(0) in probability under H0. Results (19) for W ∗(pˆ) also holds noting that
X2∗(pˆ) and W ∗(pˆ) are asymptotically equivalent with respect to the bootstrap distribution.
S8 Proof of Theorem 7
We present a brief justification of the proposed bootstrap method for testing independence
in a two-way table of cell proportions or counts. Using the notation of Rao and Scott (1981),
let h(p) be the d = (R− 1)(C − 1) dimensional vector with elements hij(p) = pij − pi+p+j ,
i = 1, . . . , R − 1; j = 1, . . . , C − 1, where p = (p11, p12, . . . , pRC−1)T. Then the chi-squared
statistic X2I , under H0, may be expressed in a matrix form as
X2I = n{h(pˆ)− h(p)}T(Pˆ−1R+ ⊗ Pˆ−1+C){h(pˆ)− h(p)},
where PˆR+ = diag(pˆR+) − pˆR+pˆTR+ and Pˆ+C = diag(pˆ+C) − pˆ+C pˆT+C with pˆR+ =
(pˆ1+, . . . , pˆR−1,+)
T and pˆ+C = (pˆ+1, . . . , pˆ+,C−1)
T and ⊗ denotes the direct product. Now,
noting that
√
n(pˆ− p)−→N(0,Σp) in distribution as n→∞, it follows that
√
n{h(pˆ)− h(p)}−→N(0, HΣpHT)
in distribution as n → ∞, where H = ∂h(p)/∂pT is the d × (RC − 1) matrix of partial
derivatives of h(p). Using the above result, we get (22) where the δl (l = 1, . . . , d) are the
eigenvalues of the design effect matrix Dh =
(
P−1R+ ⊗ P−1+C
)
(HΣpH
T).
Turning to the proposed bootstrap method, we can express the bootstrap version of X2I
in a matrix form as
X2∗I = n{h(pˆ∗)− h(pˆ)}T(Pˆ ∗−1R+ ⊗ Pˆ ∗−1+C ){h(pˆ∗)− h(pˆ)}.
Similar to the proof of Lemma 1, we have
√
n {h(pˆ∗)− h(pˆ)} | A−→N(0, HΣpHT)
in distribution as n→∞, so the result (26) for X2∗I holds.
Since X2I and WI are asymptotically equivalent under H0, we can show the results for
W ∗I in a similar way by assuming a multinomial distribution for the super-population model.
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S9 A brief description for the bootstrap method
In the simulation and application parts, there are two kinds of sampling designs. One is
single-stage probability-proportional-to-size sampling with replacement (PPSWR), and the
other one is a two-stage cluster sampling design with PPSWR being the first-stage sampling
design and simple random sampling being the second-stage sampling design. In this section,
we briefly describe the bootstrap methods under those two kinds of sampling designs.
S9.1 Single-stage sampling design
Denote the finite population to be UN = {y1, . . . , yN}, and we assume that N is known.
We present the bootstrap method under PPSWR with selection probabilities {p1, . . . , pN}
satisfying
∑N
i=1 pi = 1. Suppose that the original sample can be written as {ya,i : i =
1, . . . , n}, where ya,i = yk if yk is selected for the i-th draw. The bootstrap method under
PPSWR is described as follows.
Step 1. Obtain (N∗a,1, . . . , N
∗
a,n) from a multinomial distribution MN(N ; ρ), where ρ =
(ρ1, . . . , ρn) and ρi = p
−1
a,i (
∑n
j=1 p
−1
a,j)
−1 for i = 1, . . . , n. Then, the bootstrap popula-
tion U∗N = {y∗1, . . . , y∗N} consists of N∗a,i replicates of ya,i, and the bootstrap selection
probabilities are {(C∗N)−1p∗1, . . . , (C∗N)−1p∗N}, where C∗N =
∑N
i=1 p
∗
i =
∑n
i=1N
∗
a,ipa,i,
and {p∗1, . . . , p∗N} contains N∗a,i copies of pa,i for i = 1, . . . , n.
Step 2. From the bootstrap population U∗N , generate a bootstrap sample of size n by PPSWR
using {(C∗N)−1p∗1, . . . , (C∗N)−1p∗N} as selection probabilities. Based on the bootstrap
sample {y∗b,i : i = 1, . . . , n}, the corresponding bootstrap weights are computed by
w∗i = (np
∗
b,i)
−1C∗N , where y
∗
b,i = y
∗
k and p
∗
b,i = p
∗
k if y
∗
k is selected in the i-th draw.
Then, we can obtain the bootstrap test statistics.
Step 3. Repeat the two steps above independently B times, where B is a large number.
Then, we can use the empirical distribution of the bootstrap test statistics to approximate
that of the corresponding test statistic obtained from the original sample.
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S9.2 Two-stage cluster sampling design
From a finite population UN = {yi,j : i = 1, . . . , NI ; j = 1, . . . ,Mi}, we can use two-stage
cluster sampling to generate a sample, where NI is the number of clusters and Mi is the
size of the i-th cluster; assume that NI and Mi are known for i = 1, . . . , NI . Suppose that
the number of clusters for the first-stage sampling is n1, and the sample size within the
i-th cluster is mi with respect to the second-stage sampling. The bootstrap method for
two-stage cluster sampling is an extension of the bootstrap mentioned above.
Step 1. Generate a bootstrap population U∗N = {y∗i,j : i = 1, . . . , NI ; j = 1, . . . ,M∗i } by the
following two steps, whereM∗i is the size of the i-th cluster in the bootstrap population.
Step 1-a. Based on the n1 clusters of the original sample, generate a bootstrap population
of clusters using the same step (Step 1) for PPSWR under single-stage sampling.
Step 1-b. Within the i-th bootstrap cluster, use the original sample within this cluster to
generate {y∗i,1, . . . , y∗i,M∗
i
} by the bootstrap method for simple random sampling.
Step 2. From the bootstrap population U∗N , generate a bootstrap sample by the same two-stage
cluster sampling. Then, we can obtain the bootstrap test statistics.
Step 3. Repeat the two steps above independently B times.
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