We aim at analyzing in terms of a.s. convergence and weak rate the performances of the Multilevel Monte Carlo estimator (MLMC) introduced in [Gil08] and of its weighted version, the Multilevel Richardson Romberg estimator (ML2R), introduced in [LP14]. These two estimators permit to compute a very accurate approximation of I 0 = E [Y 0 ] by a Monte Carlo type estimator when the (non-degenerate) random variable Y 0 ∈ L 2 (P) cannot be simulated (exactly) at a reasonable computational cost whereas a family of simulatable approximations (Y h ) h∈H is available. We will carry out these investigations in an abstract framework before applying our results, mainly a Strong Law of Large Numbers and a Central Limit Theorem, to some typical fields of applications: discretization schemes of diffusions and nested Monte Carlo.
Introduction
In recent years, there has been an increasing interest in Multilevel Monte Carlo approach which delivers remarkable improvements in computational complexity in comparison with standard Monte Carlo in biased framework. We refer the reader to [Gil15] for a broad outline of the ideas behind the Multilevel Monte Carlo method and various recent generalizations and extensions. In this paper we establish a Strong Law of Large Numbers and Central Limit Theorem for two kinds of multilevel estimator, Multilevel Monte Carlo estimator (MLMC) introduced by Giles in [Gil08] and the Multilevel Richardson-Romberg (weighted) estimator introduced in [LP14] . We consider a rather general and in some way abstract framework which will allow us to state these results whatever the strong rate parameter is (usually denoted by β). To be more precise we will deal with the versions of these estimators designed to achieve a root mean squared error (RMSE) ε and establish these results as ε → 0. Doing so we will retrieve some recent results established in [BAK15] in the framework of Euler discretization schemes of Brownian diffusions. We will also deduce a SLLN and a CLT for Multilevel nested Monte Carlo, which are new results to our knowledge. More generally our result apply to any implementation of Multilevel Monte Carlo methods.
Let (Ω, A, P) be a probability space and (Y h ) h∈H be a family of real-valued random variables in L 2 (P) associated to Y 0 where H = h n , n ≥ 1 such that lim h→0 Y h − Y 0 2 = 0. In the sequel, a fixed h ∈ H will be called bias parameter (though it appears in a different framework as a discretization parameter). In what follows we will be interested in the computational cost of the estimators denoted by the Cost(·) function. We assume that the simulation of Y h has an inverse linear complexity i. 
where (Y k h ) k≥1 are i.i.d. copies of Y h and N is the size of the estimator, which controls the statistical error. In order to give the definition of a Multilevel estimator, we consider a depth R 2 (the finest level of simulation) and a geometric decreasing sequence of bias parameters h j = h/n j with n j = M j−1 , j = 1, . . . , R. If N is the estimator size, we consider an allocation policy q = (q 1 , . . . , q R ), such that, at each level j = 1, . . . , R, we will simulate N j = N q j scenarios (see (2) and (3) below). Thus, we consider R independent copies of the family Y (j) = (Y (j) h ) h∈H , j = 1, . . . , R, attached to independent random copies Y (j) 0 of Y 0 . Moreover, let (Y (j),k ) k≥1 be independent sequences of independent copies of Y (j) . We denote by I N π an estimator of size N of I 0 , attached to a simulation parameter π ∈ Π ⊂ R d .
£ A standard Multilevel Monte Carlo (MLMC) estimator, as introduced by Giles in [Gil08] , reads
(2) with π = (h, R, q).
£ A Multilevel Richardson Romberg (ML2R) estimator, as introduced in [LP14] , is a weighted version of (2) which reads
with π = (h, R, q). The weights W R j j=1,...,R are explicitly defined as functions of the weak error rate α (see equation (W E α,R ) below) and of the refiners n j , j = 0, . . . , R in order to kill the successive bias terms in the weak error expansion (see Section 4.3 for more details on the weights). When no ambiguity, we will keep denoting by I N π estimators for both classes. We notice that a Crude Monte Carlo estimator of size N formally appears as an ML2R estimator with R = 1 and a MLMC estimator appears as an ML2R estimator in which the weights set W q j (n j−1 + n j ) with the convention n 0 = 0. The difference between the cost of MLMC and of ML2R estimator comes from the different choice of the parameters M , R, h, q and N .
The calibration of the parameters is the result, a root M 2 being fixed, of the minimization of the simulation cost, for a given target Mean Square Error or L 2 -error ε, namely, (π(ε), N (ε)) = argmin 
This calibration has been done in [LP14] for both estimators MLMC and ML2R under the following assumptions on the sequence (Y h ) h∈H . The first one, called bias error expansion (or weak error assumption), states
The second one, called strong approximation error assumption, states
Note that the strong error assumption can be sometimes replaced by the sharper
From now on, we set I N π (ε) := I N (ε) π(ε) , where π(ε) and N (ε) are closed to solutions of (4) (see [LP14] for the construction of these parameters and Tables 1 and 2 for the explicit values). As mentioned by Duffie and Glynn in [DG95] , the global cost of the standard Monte Carlo with these optimal parameters satisfies Cost
where the finite real constant K(α) depends on the structural parameters α, Var(Y 0 ), h and we recall f (ε) g(ε) iff lim sup ε→0 g(ε)/f (ε) ≤ 1. Giles for MLMC in [Gil08] and Lemaire and Pagès for ML2R in [LP14] showed that, using these optimal parameters the global cost is upper bounded by a function of ε, depending on the weak error expansion rate α and on the strong error rate β. More precisely, for both estimators we have
where the finite real constant K(α, β, M ) is explicit and differs between MLMC and ML2R (see [LP14] for more details). Denoting v M LM C and v M L2R the dominated function in (5) for the MLMC and ML2R estimator respectively, we obtain two distinct cases. In the case β > 1 both estimators behaves very well as an unbiased Monte Carlo estimator i.e. v M LM C (ε) = v M L2R (ε) = ε −2 . In the case β 1, the ML2R is asymptotically quite better than MLMC since lim ε→0
The aim of this paper is to prove a Strong Law of Large Numbers (SLLN) and a Central Limit Theorem (CLT) for both estimators MLMC and ML2R calibrated using these optimal parameters. First notice that as these parameters have been computed under the constraint I N π (ε) − I 0 2 ≤ ε, the convergence in L 2 holds by construction. As a consequence, it is straight forward that, for every sequence (ε k ) k≥1 such that k≥1 ε 2 k < +∞,
We will weaken the assumption on the sequence (ε k ) k≥1 when Y h has higher finite moments, so we will investigate some L p criterions for p ≥ 2. Moreover, provided a sharper strong error assumption and adding some more hypothesis of uniform integrability, we will show that
ε where µ(ε) = E I N π − I 0 is the bias of the estimator, and m 2 + σ 2 ≤ 1, owing to the explicit expression of the constraint
In particular we will prove that lim ε→0 m(ε) = 0 for the ML2R estimator. More precisely we will use in the proof the expansion
where ζ ε 1 and ζ ε 2 are two independent variables such that (
We will see that ζ ε 1 comes from the coarse level of the estimator, while ζ ε 2 derives from the sum of the refined levels. When β > 1, ε N (ε) converges to a constant, hence the variance σ 2 results from the sum of the variance of the first coarse level σ 2 1 and the variance of the sum of the refined fine levels σ 2 2 . When β ∈ (0, 1], since ε N (ε) diverges, the contribution to σ 2 of the coarse level disappears and only the variance of the refined levels contributes to σ 2 . More details on m and σ will follow in Section 3.
The paper is organized as follows. In Section 2 we briefly recall the technical background for Multilevel Monte Carlo estimators. In Section 3 we stable our main results: a Strong Law of Large Numbers and a Central Limit Theorem in a quite general framework. Section 4 is devoted to the analysis of the asymptotic behaviour of the optimal parameters, to the study of the weights of the ML2R estimator and to the bias of the estimators and its robustness. These are auxiliary results that we need for the proof of the main theorems, which we detail in Section 5. In Section 6 we apply these results first to the discretization schemes of Brownian diffusions, where we retrieve recent results by Ben Alaya and Kebaier in [BAK15] , and secondly to Nested Monte Carlo.
Notations:
• Let N * = {1, 2, . . .} denote the set of positive integers and N = N * ∪ {0}.
• For every x ∈ R + = [0, +∞), x denotes the unique n ∈ N * satisfying n − 1 < x n.
• If (a n ) n∈N and (b n ) n∈N are two sequences of real numbers, a n ∼ b n if a n = ε n b n with lim n ε n = 1, a n = O(b n ) if (ε n ) n∈N is bounded and a n = o(b n ) if lim n ε n = 0.
• Var (X) and σ(X) denote the variance and the standard deviation of a random variable X respectively.
Brief background on MLMC and ML2R estimators
We follow [LP14] and recall briefly the construction of the optimal parameters derived from the optimization problem (4). The first step is a stratification procedure allowing us to establish the optimal allocation policy (q 1 , . . . , q R ) when the other parameters R, h, M are fixed. We focus now on the effort of the estimator defined as the product of the cost times the variance i.e. Effort(I N π ) = Cost(I N π ) Var(I N π ). Introducing the notations
where W R j = 1 for the MLMC and W R j = W R j for the ML2R. By definition and using the approximation N j N q j the effort satisfies
with µ * such that
using the Schwarz's inequality (see Theorem 3. 2 respectively. On the other hand, we assume that Cost(Z j ) =
Plugging theses estimates in (9) we obtain the optimal allocation policy used in this paper and given in Tables 1 and 2. Notice that this particular choice for the q j is not unique, if we change (SE β ) with a different strong error assumption, for example with the sharp version, then we have to replace the upper bound for Var(Z j ) with V 1 |1 − M β 2 | 2 and a new expression for the q j follows. In the same spirit, the Cost(Z j ) can be different and hence have an impact on the q j , see [GJC15] or the nested Monte Carlo methods as examples of alternative costs.
The second step is to select h(ε) ∈ H and R(ε) 2 to minimize the cost of the optimally allocated estimator given a prescribed RMSE ε > 0. To do this we use the weak error assumption (W E α,R ) and we obtain
with c 1 the first coefficient in the weak error expansion, for the MLMC estimator. For the ML2R estimator we made the additional assumptionc ∞ = lim R→∞ c R 1 R ∈ (0, +∞) and then we obtain
The depth parameter R 2 follows and the choice of N is directly related to the constraint (7). We report in Tables 1 and 2 the ML2R and MLMC values for R(ε), h(ε), q(ε) = (q 1 (ε), . . . , q R (ε)), N (ε) computed in [LP14] and used throughout this paper. Note that these parameters are used in the web application of the LPMA at the address http://simulations.lpma-paris.fr/multilevel. The following constants are used in this paper and in the Tables 1 and 2
and
Notice that 1 + M β 2 comes from the (SE β ) and √ 1 + M −1 from the cost, hence the constants C M,β andC M,β depend on them, but on anything else. In what follows, we will shorter these notations by setting
with C
(1)
α log(M ) for ML2R and
α log(M ) for MLMC.
Main results
The asymptotic behaviour, as ε goes to 0, of the parameters given in Tables 1 and 2 will be exposed in Section 4. We proceed here to the analysis of the asymptotic behaviour of the estimator
Strong Law of Large Numbers
We will first prove a Strong Law of Large Numbers, namely
Assume furthermore the following L p -strong error rate assumption
Then, for every sequence of positive real numbers (ε k ) k≥1 such that k≥1 ε p k < +∞, both MLMC and ML2R estimators satisfy
Central Limit Theorems
A necessary condition for a Central Limit Theorem to hold will be that the ratio between the variance of the estimator and ε converges as ε → 0. It seems intuitive that (SE β ) should be reinforced by a sharper estimate as h → 0. We define
A necessary condition to obtain a CLT is to assume that Z(h) h∈H is L 2 -uniformly integrable. We state two results, the first one in the case β > 1 and the second one in the case β 1.
Case β > 1
In this case, note that following (SE β ) we have sup
and σ
(b) MLMC estimator: Assume (W E α,R ) forR = 1. Then there exists, for every ε > 0, m(ε) such that
Note that the variance of the first term Y h associated to the coarse level contributes to the asymptotic variance of the estimator throughout σ 2 1 , while the variances of the correcting levels, Var(Z j ), j ≥ 2, contribute throughout σ 2 2 . The ML2R estimator is asymptotically unbiased, whereas the MLMC estimator has an a priori non-vanishing bias term. This gain on the bias for ML2R is balanced by the variance, which is reduced of a factor 2α 1+2α for MLMC. The constraint (7) yields σ 2 1 + σ 2 2 ≤ 1, which is easy to verify if we recall that
.
In this case, we make the additional sharper assumption that lim
. This assumption allows us to identify lim j→+∞ Var(Z j ). More precisely, note that owing to the consistence of the strong and weak error 2α β and owing to (W E α,R ) we have
We conclude that
(b) MLMC estimator: Assume (W E α,R ) forR = 1 and that 2α > β when β < 1. Then there exists for every ε > 0, m(ε) such that
We will see in the proof that the asymptotic variance corresponds to the variance associated to the correcting levels.
Practitioner's corner
In the proof of Theorems 3.2 and 3.3 we will obtain the more precise expansion
2 ) as ε → 0, and the real values Σ 1 and Σ 2 depend on whether we are in the MLMC or in the ML2R case and on the value of β. Fundamentally Σ 1 comes from the variance of the first coarse level and Σ 2 from the sum of variances of the correcting levels.
When β > 1, we will prove in Lemma 4.5 that ε N (ε) converges to a constant as ε → 0, hence both the coarse and the refined levels contribute to the asymptotic of the estimator.
When β ≤ 1, we will see that ε N (ε) −1 → 0 as ε → 0 so that, asymptotically, the variance of the coarse level fades and only the refined levels contribute to the asymptotic variance. Still, it is commonly known in the Multilevel framework that the coarse level is the one with the biggest size (speaking in terms of N j ), hence this term is not really negligible. We can go through this contradiction by observing the inverse convergence rate to 0, namely ε N (ε). It is equivalent, up to a constant, to R(ε) when β = 1 and M
1−β 4
R(ε) when β < 1.
-For ML2R, owing to the expression of
where C is a positive constant when β = 1 and ε N (ε) = o (ε −η ) for all η > 0 when β < 1. Hence the convergence rate to 0 of ε N (ε) −1 is very slow. By contrast, Σ 1 Σ 2 , since Σ 1 is related to the variance of the coarse level which roughly approximates the value of interest whereas Σ 2 is related to the variance of the refined levels supposed to be smaller a priori. Hence the product
Σ 1 turns out not to be negligible with respect to Σ 2 for the values of the RMSE ε usually prescribed in applications.
-For MLMC, we get ε N (ε) ∼ C log(1/ε), C positive constant, for β = 1 and ε N (ε) ∼ C ε − 1−β 4α for β < 1. Hence, when β > 1, the slow convergence phenomenon is still observed though less significant.
£ Impact of the weights W R j , j = 1, . . . , R on the asymptotic behaviour of the ML2R estimator: When β ≥ 1, one observes that neither the rate of convergence nor the asymptotic variance of the estimator depends in any way upon the weights W R j , j = 1, . . . , R. If β < 1 it depends in a somewhat hidden way through the multiplicative constant of ε −2 M 1−β 2 R(ε) in the asymptotic of N (ε) (see Lemma 4.5 for more details). However, at finite range, it may have an impact on the variance of the estimator, having however in mind that, by construction, the depth of the ML2R estimator is lower than that of the MLMC which tempers this effect.
Auxiliary results
This Section contains some useful results for the proof of the Strong Law of Large Numbers and of the Central Limit Theorem. More in detail, we investigate the asymptotic behaviour as ε → 0 of the optimal parameters given in Tables 1 and 2 and of the bias of the estimators and we analyze the weights of the ML2R estimator.
Asymptotic of the bias parameter and of the depth
An important property of MLMC and ML2R estimators is that h(ε) → h and R(ε) → ∞ as ε → 0. The saturation of the bias parameter h is not intuitively obvious, indeed it is well known that h(ε) → 0 as ε → 0 for Crude Monte Carlo estimator. Still, this is a good property, because h = h is the choice which minimizes the cost of simulation of the variable Y h , which we recall is inverse linear with respect to h. First of all, we retrace the computations that led to the choice of the optimal h * (ε) and R * (ε), starting from ML2R estimator. We define h(ε, R) = (1 + 2αR)
and we recall that this is the optimized bias found in [LP14] at R fixed. Since the value of c R is unknown, it is necessary to make the assumption |c R | 1 R → c as R → +∞ and
α . The value of c is also unknown and in the simulations we have to take an estimate of c, that we writeĉ. We follow the lines of [LP14] and define the polynomial
where K =ĉ 1 α h. We set R + (ε) the positive zero of P (R). The optimal value for the depth of the ML2R estimator is R * (ε) = R + (ε) . We notice that P (R * (ε)) ≥ 0, R * (ε) → +∞ as ε → 0, and R * is increasing inĉ. We can rewrite h(ε, R) = 1+4α 1+2αR
h. The optimal choice for the bias is the projection of
. When we replace
Let us analyze the denominator h
Since P (R * ) ≥ 0 and since for R large enough the function 1+4α 1+2αR
which yields
For MLMC we may follow the same reasoning starting from h(ε, R) = (1+2α)
We just showed the following Proposition 4.1. There existsε > 0 such that
In what follows, we will always assume that ε ∈ (0,ε] and h * (ε) = h. This thresholdε can be reduced in what follows line to line.
As ε → 0, R = R * (ε) → +∞ at the rate 
Asymptotic of the bias and robustness
As part of a Central Limit Theorem, we will be faced to the quantity µ(h, R(ε), M ) ε , where
is the bias of the estimator. This leads to analyze carefully its asymptotic behavior as ε → 0. Under the (W E α,R ) assumption, the bias of a Crude Monte Carlo estimator reads
The bias of Multilevel estimators is dramatically reduced compared to the Crude Monte Carlo, more precisely the following Proposition is proved in [LP14] :
with lim h→0 η 1 (h) = 0.
where
We notice that the ML2R estimator requires and takes full advantage of a higher order of the expansion of the bias error (W E α,R ), whereas the MLMC estimator only needs a first order expansion. As the computations were made under the constraint I N π − I 0 2 ≤ ε, we have clearly that |µ(h,R(ε),M )| ε ≤ 1. We focus our attention on the constants c ∞ and c 1 , which a priori we do not know and that we replace in the simulations byĉ ∞ =ĉ 1 = 1. If we plug the values of h(ε) = h and R(ε) in the formulas for the bias, owing to (22) and (23) we get, for ML2R,
and, for MLMC,
We set m(ε) :=
. Hence, when taking the true valuesĉ ∞ = c ∞ andĉ 1 = c 1 , we get
For ML2R estimators, if c R has a polynomial growth depending on R |c R | 1 R → 1 andĉ ∞ = 1 corresponds to the exact value of c ∞ . If the growth of c R is less than polynomial, the convergence to 0 in (27) still holds. The only uncertain case is when the growth of c R is faster than polynomial.
, but if we had takenĉ ∞ < 1, we would
= +∞, henceĉ ∞ < 1 is definitely not a good choice. In conclusion, whenever the growth of c R is at most polynomial,ĉ ∞ = 1 remains a good choice. When the growth is faster than polynomial it is better to overestimateĉ ∞ than to underestimate it. The remarkable fact is that, when we chooseĉ ∞ , we are not forced to have a very precise idea of the expression of c R , but only of its growth rate. The choice ofĉ 1 for MLMC estimator is less robust, since it is obvious that if we overestimate c 1 the inequality |µ(ε)|/ε ≤ 1/ √ 1 + 2α still holds, but if we underestimate it we eventually may not have |µ(ε)| ε ≤ 1 as expected. Hence the bias for the MLMC estimator is very connected to an accurate enough estimation of c 1 .
In Figures 1a and 1b we show the values of |c 1 | estimated with the formula
compared to the value plugged in the simulationsĉ 1 = 1, for a Call option in a Black-Scholes model with X 0 = 100, K = 80, T = 1, σ = 0.4 and making the interest rate vary as follows r = 0.01, 0.1, 0.2, . . . , 0.9, 1. We simulated E [Y h ], with h = T /20, using an Euler and a Milstein discretization scheme and making a Crude Monte Carlo simulation of size N = 10 8 .
In Figures 2a and 2b we show the absolute value of the empirical bias for different values of r. In the simulations, we fixedĉ 1 = 1 andĉ ∞ = 1. We can observe that when |c 1 | is underestimated, the bias for MLMC and Crude Monte Carlo estimators do not satisfy the constraint |µ(ε)| ≤ ε, whereas the ML2R estimator appears to be less sensible to the estimation ofc.
Properties of the weights of the ML2R estimator
One significant difficulty in the proof of the Central Limit Theorem that we stated in Theorems 3.2 and 3.3, is to deal with the weights W R j appearing in the ML2R estimator. Moreover, the analysis of the behaviour of the weights is necessary when studying the asymptotic of the parameters q = (q 1 , . . . , q R ) and N . These weights are devised to kill the coefficients c 1 , . . . , c R in the bias expansion under the (W E α,R ). They are defined as
where the weights w = (w r ) r=1,...,R are the solution to the Vandermonde system V w = e 1 , the matrix V being defined by
Notice that W 
when r varies. 
We will make an extensive use of the following properties, which are proved in Appendix 7. 
(c) For every γ > 0,
(d) Let {v j } j≥1 be a bounded sequence of positive real numbers. Let γ ∈ R and assume that lim j→+∞ v j = 1 when γ ≥ 0. Then the following limits hold:
Asymptotic of the allocation policy and of the size
Let us analyze the allocation policy q = (q 1 , . . . , q R ) for the ML2R case. Since
and q j (ε) = θh
the condition
Owing to Lemma 4.3 (c) with γ = β+1 2 , the limit of this term as ε → 0 is
Moreover, for all ε ∈ (0,ε], the following inequalities hold:
Remark 4.4. If we set W R(ε) j = 1 for all j = 1, . . . , R(ε), and a ∞ B ∞ = 1, we obtain the same results for the MLMC allocation policy.
The asymptotic of the estimator size N = N (ε) is given in the following Lemma.
Lemma 4.5. N = N (ε) → +∞, as ε → 0, with a convergence rate depending on β as follows: Case β > 1:
Case β ≤ 1: We recall the expression of R(ε) given in (10) for ML2R and (11) for MLMC.
where the constant C β reads
We notice that for β ≥ 1 the asymptotic behaviour of N (ε) for ML2R does not depend on the weights W R j and the difference between the coefficient C β for ML2R and for MLMC estimator lies only in the factor 1 + 1 2α , whereas when β < 1 the asymptotic of the weights has an impact on the behaviour of N (ε) for ML2R. Still, in this case we observe that if a ∞ = 1 and
and the factor 1 + 1 2α appears again to be the only difference in the coefficient C β of N (ε) for the two estimators.
Proof. £ ML2R: N reads
We notice that R(ε) → +∞ as ε → 0 and use Lemma 4.3 (d) with γ = 1−β 2 , with v j = 1 for each j ≥ 1, to complete the proof on the ML2R framework. 
Proofs
We will use the notations
where we set
These notations hold for both ML2R and MLMC estimators, where we set W R(ε) j = 1, j = 1, . . . , R(ε), for MLMC estimators. We notice that
where the bias µ(h, R(ε), M ) → 0 as ε → 0 (see Section 4.2 for a detailed description of the bias).
Proof of Strong Law of Large Numbers
The proof of the Strong Law of Large Numbers is a consequence of the following Proposition.
Proposition 5.1. Let p ≥ 2. There exists a positive real constant K(M, β, p) such that
Proof. £ ML2R: We first give the proof of (38) for the ML2R estimator. As a first step we show that, for all p ≥ 2,
Applying again Minkowski's Inequality, the L p -strong approximation assumption (12) yields (39).
As the random variables Y k j k≥1
are i.i.d. and the ( Y j ) j=1,...,R(ε) are centered and independent, Rosenthal's Inequality (see [HH80] , Theorem 2.12, p. 23) and (39) imply
where C p is a positive universal real constant. As
, j = 1, . . . , R(ε).
It follows from the expression of q j given in (31) and from inequality (32) that
. , R(ε).
Then, using that sup j∈{1,...,R},R≥1
. Owing to Lemma 4.5, up to reducingε, we have
Moreover,
We establish now that the same inequality holds for 1
We take ε ∈ (0,ε ∧ 1]. Since R(ε) = O log(1/ε) = o log(1/ε) as ε → 0 owing to (10), then
• For p < β + 1 (so that β > 1):
j < +∞ and, owing to (40), 1/N (ε) ≤ (2/C β )ε 2 , it follows directly that, since p ≥ 2,
(2/C β ) p−1 .
• For p = β + 1 (so that β ≥ 1):
The case β = 1 leads to p = 2, for which the SLLN follows directly from (6). If β > 1, owing to the expression of N given in (40) and setting δ = 1 in inequality (41), we get
Since p > 2, we have 0 < ε
• For p > β + 1: As p − (β + 1) > 0, one has
Owing to (40), for all β > 0,
in (41). The case p = 2 follows from (6), therefore we can assume p > 2, which guarantees δ > 0. Finally one has 
We give the detail of these computations in Appendix 8.
The Strong Law of Large Numbers follows as a consequence of Proposition 5.1.
Proof of Theorem 3.1. Owing to the decomposition (37), (13) amounts to proving 
Proof of Central Limit Theorem
This section is devoted to the proof of Theorems 3.2 and 3.3. In order to satisfy a Lindeberg condition, we will need the assumption Z(h) h∈H is L 2 -uniformly integrable. Owing to (W E α,R ),
Since 2α ≥ β, this deterministic sequence E [Z(h)] h∈H is bounded. Hence, the L 2 -uniform integrability of (Z(h)) h∈H yields the L 2 -uniform integrability of the centered sequence
One criterion to verify the L 2 -uniform integrability is the following.
Lemma 5.2.
(a) If there exists a p > 2 such that sup h∈H Z(h)
then the following conditions are equivalent (see [Bil99] , Theorem 3.6):
Now we are in position to prove the Central Limit Theorem, in both cases β > 1 and β ∈ (0, 1].
Proof of Theorems 3.2 and 3.3. Owing to the decomposition (37) (with
where I 1 ε and I 2 ε are independent. The bias term has already been treated in (27).
£ ML2R: (16) and (20) amounts to proving, as ε → 0,
with σ 2 = σ for β ∈ (0, 1]. Indeed, for (44) let us write
In particular, since R(ε) → +∞ as ε → 0, when β ≤ 1, 1
does not depend on ε, N 1 (ε) → +∞ and N 1 (ε)/N (ε) → q 1 as ε → 0, the asymptotic behaviour of the first term is driven by a regular Central Limit Theorem at rate N (ε), i.e.
which proves (44). We will use Lindeberg's Theorem for triangular arrays of martingale increments (see Corollary 3.1 p.58 in [HH80] ) to establish (45). The random variables Y k j being centered and independent, the variance reads
x 2 , x > 0, and that N j (ε) = q j (ε)N (ε) , we derive
The conclusion will follow from
Owing to the definition of Z j given in (14), we get Var(
Var(Z j ) and, using the expression of q j (ε) given in (31), we obtain
• Case β > 1: Owing to the expression of N (ε) given in Lemma 4.5 when β > 1,
and owing to the limit in Lemma 4.3 (d) with γ = 1−β 2 < 0,
Hence the convergence of the variance (46) holds for Theorem 3.2.
• Case β ≤ 1: Owing to the expression of N (ε) given in Lemma 4.5 when β ≤ 1, we get, as ε → 0,
We notice that lim
if 2α = β. Hence, owing to the limit in Lemma 4.3 (d) with γ = 1−β 2 ≥ 0, we obtain (46) with σ 2 = σ given in (19) in Theorem 3.3.
For (47), it follows from the expression of q j (ε) in (31) that
. Owing to the definition of Z j in (14) and to inequality (32), we get
We conclude by showing that
Owing to the expression of R(ε) given in (10), we notice that
as ε → 0. Moreover, using Lemma 4.5, up to another reduction ofε, we have
ε 2 for all β > 0. This in turn yields
Then (47) is proved and so is the first condition of Lindeberg's Theorem.
For the second condition of Lindeberg's Theorem we need to prove that, for every η > 0,
Since the Y k j k=1,...,N j (ε)
are identically distributed, we can write
We set
Replacing q j by its values given in (31), using Inequality (30) from Lemma 4.3 (b) and the elementary inequality
as ε → 0, where K is a real positive constant. Owing to (48) lim
we assumed that the family (Z j ) j≥1 is L 2 -uniformly integrable, we obtain that
and the second condition of Lindeberg's Theorem is proved.
£ MLMC: The proofs are quite the same as for ML2R, up to the constant 1 + 1 2α , coming from the constant C β in the asymptotic of N (ε). Using Lemma 4.5 and the expression of R(ε) given in (11), we obtain
We replace W R j = 1, j = 1, . . . , R and a ∞ B ∞ = 1. The only significant difference comes when β < 1, while proving (48). In this case, owing to Lemma 4.5 as we did in (40) and using the expression of R(ε) given in (11), up to reducingε, we can write
which goes to 0, owing to the strict inequality assumption 2α > β.
Applications

Diffusions
In this section we retrieve a recent result by Kebaier and Ben Alaya (see [BAK15] ) obtained for MLMC estimators and we extend it to the ML2R estimators and to the use of path-dependent func-tionals. Let (X t ) t∈[0,T ] a Brownian diffusion process solution to the stochastic differential equation
is a q-dimensional Brownian motion independent of X 0 , both defined on a probability space (Ω, A, P).
We know that X = (X t ) t∈[0,T ] is the unique (F W t ) t∈[0,T ] -adapted solution to this equation, where F W is the augmented filtration of W . The process (X t ) t∈[0,T ] cannot be simulated at a reasonable computational cost (at least in full generality), which leads to introduce some simulatable time discretization schemes, the simplest being undoubtedly the Euler scheme with step h = T n , n ≥ 1, defined byX
. Furthermore, we also derive from (51) thatX
It is classical background that, under the above assumptions on b, σ, X 0 and W , the Euler scheme satisfies the following a priori L p -error bounds:
For the weak error expansion the existing results are less general. Let us recall as an illustration the celebrated Talay-Tubaro's and Bally-Talay's weak error expansions for marginal functionals of Brownian diffusions, i.e. functionals of the form F (X) = f (X T ). 
where the coefficients c k depend on b, σ, f, T but not on n. For more general path-dependent functionals, no such result exists in general. For various classes of specified functionals depending on the running maximum or mean, some exit stopping time, first order weak expansions in h α , α ∈ (0, 1], have sometimes been established (see [LP14] for a brief review in connection with multilevel methods). However, as emphasized by the numerical experiments carried out in [LP14] , such weak error expansion can be highly suspected to hold at any order under reasonable smoothness assumptions.
In this section we consider F :
Lipschitz continuous functional and we set Y 0 = F (X) and Y h = F (X n ) with h = T n and n 1 (i.e. h = T ).
We assume the weak error expansion (W E α,R ). We prove now that both estimators ML2R (3) and MLMC (2) satisfy a Strong Law of Large Numbers and a Central Limit Theorem when ε tends to 0.
Theorem 6.2. Let X 0 ∈ L 2 and assume that F :
√ h is satisfied so that both ML2R and MLMC estimators satisfy Theorem 3.1.
If X 0 ∈ L p for p > 2 and if F is differentiable with DF continuous, then the sequence Z(h) h∈H is L 2 -uniformly integrable and
As a consequence, both ML2R and MLMC estimators satisfy Theorem 3.3 (case β = 1). 
then (Y h ) h∈H satisfies (SE β ) with β = 1 and the L p -strong error assumption as soon as X 0 ∈ L p . Assume now that X 0 ∈ L p for p > 2. By a straightforward application of Minkowski's inequality we deduce from the L p -strong error assumption that
Applying the criterion (a) of Lemma 5.2 we prove that Z(h) h∈H is L 2 -uniformly integrable.
At this stage it remains to prove (54). The key is Theorem 3 in [BAK15] , where it is proved that
We recall the notations of Jacod and Protter [JP98] 
, where W 0 t = t and the q remaining components make up a standard Brownian motion. Moreover, ∇ϕ .j is a d × d matrix where (∇ϕ .j ) ik = ∂ x k ϕ ij (partial derivative of ϕ ij with respect to the kth coordinate) and (V t ) t∈[0,T ] is the R d×d valued process solution of the linear equation
Here (B ij ) 1≤i,j≤q is a standard q 2 -dimensional Brownian motion independent of W . This process is defined on an extension ( Ω, F, ( F t ) t≥0 , P) of the original space (Ω, F, (F t ) t≥0 , P) on which lives W .
We write, using that h = T n ,
is continuous, and it suffices to prove that X n ,X nM , U
Let two bounded Lipschitz continuous functionals be φ :
) n 1 converges stably with
On the other hand, owing to (52), we prove that lim n→+∞ E (φ(
By (56) and Lemma 5.2 (b) we have that lim h→0 Z(h)
which does not depend on M owing to the definition of U M given in (55).
Nested Monte Carlo
The aim of a nested Monte Carlo method is to compute by Monte Carlo simulation
where (X, Y ) is a couple of R × R q Y -valued random variables defined on a probability space (Ω, A, P) with X ∈ L 2 (P) and f : R → R is a Lipschitz continuous function with Lipschitz coefficient [f ] Lip . We assume that there exists a Borel function F :
and we set h =
where (ξ k ) k≥1 is a sequence of i.i.d. variables, ξ k ∼ ξ, independent of Y . A nested ML2R estimator then writes (n j = M j−1 )
We saw in [LP14] that, when f is 2R times differentiable with f (k) bounded, the nested Monte Carlo estimator satisfies (SE β ) with β = 1 and (W E α,R ) with α = 1 andR = R − 1. Here we want to show that the nested Monte Carlo satisfies also the assumptions of the Strong Law of Large Numbers 3.1 and of the Central Limit Theorem 3.3. Then, we define for convenience
, and for a fixed y, we set σ F (y) := Var (F (ξ, y) ).
For the Central Limit Theorem to hold, the key point is the following Lemma.
Lemma 6.4. Assume that f : R → R is a Lipschitz continuous function and differentiable with f continuous. Let ζ be an N (0, 1)-distributed random variable independent of Y . Then, as h → 0,
By Slutsky's Theorem, we derive from (62), (63) and (64) that for every y ∈ R q Y ,
h (Y ). We prove (61) combining Fubini's theorem with Lebesgue dominated convergence theorem and (65). More precisely, for all G ∈ C b we have
We are now in position to prove that the nested Monte Carlo satisfies the assumptions of the Central Limit Theorem 3.3.
Theorem 6.5. Assume that f : R → R is a Lipschitz continuous function and differentiable with f continuous. Then Z(h) h∈H is L 2 -uniformly integrable and
As a consequence, the ML2R and MLMC estimators (3) and (2) satisfy a Central Limit Theorem in the sense of Theorem 3.3 (case β = 1).
Proof. We prove first the L 2 -uniform integrability of Z(h) h∈H . As f is Lipschitz we have,
Consequently it suffices to show that u
is L 2 -uniformly integrable, to establish the
We saw in the proof of Proposition 6.4 that u These results can be extended to locally ρ-Hölder continuous functions with polynomial growth at infinity. For more details and a complete proof we refer to [Gio17] .
Asymptotic of the weights
We focus our attention on the behaviour of W .
For convenience, we set W R j = 0, for j ≥ R + 1, R ∈ N * . We first notice that a is an increasing and converging sequence and we set • If γ = 0, let us consider a sequence ϕ(R) ∈ {1, . . . , R − 1} such that • If γ > 0, first, we notice that 8 Additional computations for Proposition 5.1 in the MLMC case
Here below we give the computations needed to prove inequality (42) in the proof of Proposition 5.1 for the MLMC estimator.
• For p < β + 1 (so that β > 1): As we did with the ML2R estimator,
