Crowdsourcing systems have emerged as an effective platform to label data and classify objects with relatively low cost by exploiting non-expert workers. To ensure reliable recovery of unknown labels with as few number of queries as possible, we consider an effective query type that asks "group attribute" of a chosen subset of objects. In particular, we consider the problem of classifying m binary labels with XOR queries that ask whether the number of objects having a given attribute in the chosen subset of size d is even or odd. The subset size d, which we call query degree, can be varying over queries. Since a worker needs to make more efforts to answer a query of a higher degree, we consider a noise model where the accuracy of worker's answer changes depending both on the worker reliability and query degree d. For this general model, we characterize the information-theoretic limit on the optimal number of queries to reliably recover m labels in terms of a given combination of degree-d queries and noise parameters. Further, we propose an efficient inference algorithm that achieves this limit even when the noise parameters are unknown.
I. INTRODUCTION
Crowdsourcing systems have become a popular platform to label and classify objects in large-scale databases, with applications of image labeling, video annotation, and recommendation [1] , [2] , [3] , [4] . Since workers in the systems are often not experts and may provide incorrect answers, the challenge is to infer the correct object labels from noisy answers, provided by workers of unknown reliabilities. In particular, the important question is how to design queries and inference algorithms that can guarantee reliable recovery of the labels at the minimum sample complexity (the number of queries).
To increase the sample efficiency in the crowdsourced classification, there have been many attempts to develop efficient inference algorithms. To ensure reliable recovery of unknown labels with non-expert workers, most crowdsourcing systems resort to redundancy, asking the same queries to multiple workers. For such a repeated querying strategy, various inference algorithms were proposed to combine the answers using a statistical aggregation rule and to infer the correct labels, by using expectation maximization (EM) [5] , [6] , message passing [7] , [8] , [9] , [10] , [11] , spectral method [12] , [13] , [14] , and gradient descent [15] . These algorithms try to estimate workers' reliabilities by comparing one worker's answer to others', which then can be used to better estimate the correct labels.
Another stream of works have focused on designing more efficient querying strategies than the simple repeated querying. The main idea is to ask a "group attribute" of a chosen subset of objects at each querying instead of asking the label of each object separately [16] . As an example, in [18] pairwise comparison, e.g., asking whether or not two objects belong to the same class, was considered, and the information-theoretic lower bound on the number of queries and inference algorithms that closely match this bound were proposed. In [19] , "triangle" queries, which compare three objects simultaneously, were considered and the benefit of the triangle queries over the pairwise comparisons was demonstrated under a proper normalization of querying cost for the two types of queries.
It is an interesting open question whether the required number of queries, the sample complexity, can decrease in general as the size of object labels one worker needs to check to answer a query, called query degree, increases.
More specifically, as we design a binary query whose answer (yes or no) is determined by a chosen subset of d object labels, how does the sample complexity scale with d?
In this work, we focus on the crowdsourced classification of m binary labels with XOR queries, which ask whether the number of objects having a given attribute in the chosen subset of size d is even or odd. Note that this type of query is equivalent to the pairwise comparison query when d = 2. We consider a general query design model where d can be varying over queries. Since a worker needs to make more efforts to answer a query of a higher degree, it is natural to consider a noise model where the accuracy of worker's answer changes depending both on the worker reliability and query degree d. For this model, the main questions are to characterize the information-theoretic limit on the optimal sample complexity and to develop an efficient inference algorithm that achieves this limit.
A. Main Contributions
In this work, we provide rigorous and general analysis of XOR queries in crowdsourced classification and demonstrate the sample efficiency of this type of querying strategy. We derive a sharp threshold on the required number of queries to recover m binary labels in terms of a given combination of degree-d XOR queries and worker noise parameters. Further, we provide an efficient inference algorithm to extract correct labels from the XOR queries with noisy answers, which achieves the information-theoretic limit even when the noise parameters are unknown.
Concretely, when the fraction of degree-d queries is Φ d for d ∈ [D] and the probability that a worker k provides an incorrect answer to a degree-d query is k,d < 1/2 for k ∈ [w] and d ∈ [D], we show that the number of queries should be at least
to recover all m binary labels with high probability as m → ∞ (Theorem 1). If k,d = k , i.e., the worker error probability does not depend on the query type but only on the worker reliability as in Dawid and Skene model [5] , the sample complexity is inversely proportional to the average query degree dΦ d . For a general set of { k,d }, the optimal query degree d is determined as d * that maximizes w k=1 d( 1 − k,d − √ k,d ) 2 . However, in real crowdsourcing systems, the worker error model is unknown so that it is impossible to find the optimal query degree d at the stage of query design.
We propose an inference algorithm that achieves the optimal sample complexity for any combination of the query degree d's even when the worker reliabilities are unknown. The main idea is to boost the accuracy of our estimates on the correct labels by three steps, where the worker noise parameters are estimated after the first two steps and then used to refine the estimates on labels at the last step. We show that the proposed algorithm guarantees the recovery of m labels at the optimal sample complexity as m → ∞ even when the worker reliabilities are unknown (Theorem 2). We also provide the empirical performance analysis of the proposed algorithm for finite m's both for synthetic data and real data collected from Amazon Mechanical Turk and demonstrate the effectiveness of the XOR query over other standard query types in reducing the number of queries required to recover m binary labels (Section VI).
B. Related Works
The recovery of m binary labels from noisy XOR queries can be viewed as an example of a planted constraint satisfaction problem (CSP), which is a subject of intense study in computer science, probability theory, and statistical physics, motivated by clustering, community detection, and cryptographic applications. Consider in particular a random planted d-XORSAT problem, where the goal is to recover m binary variables (the planted solution) satisfying a set of n constraints such that XOR of size-d subsets of variables should be equal 0 (or 1) where the subsets are chosen uniformly at random among m d possibilities. This is the same recovery problem as ours except that for our setup, the subset size d can be varying over constraints and the XOR value can be noisy. There have been many works [20] , [21] , [22] to answer 1) how large n should be to make the planted solution a unique solution, and 2) how large n should be for the planted solution recoverable by an efficient algorithm. When d = 3, this problem is also a special case of tensor completion problems, and the best known algorithm with polynomial-time complexity requires n = Ω(m 3/2 ) [23] . In this work, we show that by adding Θ(m) degree-1 queries, which does not change the order of sample complexity, the optimal sample complexity of Θ(m log m) is achievable by an efficient algorithm of O(m log m) time steps. This result demonstrates the benefit of mixing degree-1 queries with higher degree queries in reducing the gap between information-theoretic limit and computational limit.
C. Organization of the Paper
The rest of the paper is organized as follows. In Section II, we formulate the crowdsourced classification problem with XOR query for a general noise model where the accuracy of worker's answer changes depending both on the worker reliability and query degree d. Section III provides the information-theoretic limits on the required number of queries to recover all the labels with high probability, in terms of a given combination of degree-d queries and worker noise parameters. In Section IV, we present our computationally-efficient algorithm that achieves the informationtheoretic limit on the optimal number of queries, even without the knowledge of worker noise parameters. Section V provides proofs on the performance of the proposed algorithm. In Section VI, we present simulation results that demonstrate the effectiveness of XOR querying strategy and the proposed inference algorithm compared to existing crowdsourcing strategies for synthetic and real datasets. Section VII provides conclusions with future research directions. Technical proof details on the main results can be found in appendices.
D. Notations
We denote a vector by a bold face letter, e.g. v, and the i-th component of it by v i . Both of Bernoulli distribution and symmetric Bernoulli distribution with parameter p are denoted by Bern(p). We use [n] to denote {1, 2, · · · , n}, and for any set A, |A| is the number of elements in A. We define the function sign(x) as 1 if x > 0, −1 if x < 0, and Bern(0.5) if x = 0. Also, the function TRUNC(x) is defined as x if 0.01 ≤ x ≤ 0.5, 0.01 if x < 0.01, and 0.5 if x > 0.5.
II. MODEL
Let x ∈ {1, −1} m be the ground truth label vector we aim to recover andx ∈ {1, −1} m be the estimate of the label vector. We ask in total of n queries to w workers, and y ∈ {1, −1} n denotes a collection of all answers we get from the workers. There are three notions of recovery used in this paper. Strong recovery refers to the case where x itself is recovered perfectly with high probability as m → ∞, i.e., P[x = x] → 0. Weak recovery is the case where the error probability of each x i goes to 0 for all i ∈ [m], i.e., P[x i = x i ] → 0. When the error probability of each x i is better than random guess, i.e., P[x i = x i ] < 1/2 for all i ∈ [m], we say that detection is possible.
A. Query design and assignment.
Each query is designed independently by first obtaining a query degree d from a probability distribution Φ = {Φ 1 , . . . , Φ D } and then selecting d components of x, which will be contained in the query, uniformly at random among m d possibilities. We assume that the maximum query degree D is a constant that does not scale with m. Each query asks XOR of the d labels to a worker chosen uniformly at random among total w workers. Note that we are considering the non-adaptive model; all queries are designed in advance of getting any answer from the workers.
B. Tripartite graph representation.
A tripartite graph is used to describe the query design and the worker assignment for each query as in Figure  1 . We use indices i ∈ [m], j ∈ [n], k ∈ [w] for label, query, worker nodes, respectively. Let ∂x i ⊂ [n] denote the set of queries that contain the label x i , and ∂y j ⊂ [m] denote the set of labels that are contained in the j-th query. Also, let ∂w k ⊂ [n] denote the set of queries that are assigned to the worker k ∈ [w]. When A ⊂ [n] is a subset of queries, denote by A d := {j ∈ A : |∂y j | = d} the degree-d queries in the set A. Then, the set ∂x i ∩ A d includes the degree-d queries in A that are connected to the label node x i , and the set ∂w k ∩ A d includes the degree-d queries in A that are assigned to the worker k. For the j-th query, the assigned worker and the query degree are denoted by w(j) and by d(j), respectively.
C. Noise model.
A unique property that distinguishes the crowdsourcing problem from other data acquisition problems is that the error probability of each observation is not uniform but depends on the worker who provides the observation. Many works [7] , [12] , [15] have assumed that the reliability of answers from each worker depends only on the worker but not on the queries, following the Dawid and Skene model [5] . Since we are considering the XOR query, we assume that the reliability does not only depend on the assigned worker but also on the query degree. In particular, we assume that the reliability of the worker k answering a degree d query is parametrized with k,d ∈ [0.01, 0.5]. This noise model compensates for the additional effort workers need to make for higher degree queries. We assume that there is no perfectly reliable worker, i.e., k,d > 0.01. The lower bound 0.01 can be changed to any number close to, but larger than 0. For simple analysis, we let the average error probability of degree-1 query, which is denoted by¯ = 1 w w k=1 k,1 , be bounded above by 2 3 2 − e 2 − δ ≈ 0.427 − δ for small δ > 0. However, this bound can be made arbitrary close to 0.5 − δ for any δ > 0 with more delicate analysis.
III. INFORMATION-THEORETIC BOUNDS ON THE OPTIMAL SAMPLE COMPLEXITY
We first analyze the optimal number of queries (the sample complexity) for the strong recovery of the label vector x, i.e., to guarantee P[x = x] → 0 as m → ∞, in terms of a given fraction of degree-d queries {Φ 1 , . . . , Φ D } and the noise parameters { k,d } for k ∈ [w] and d ∈ [D]. We derive necessary and sufficient conditions on the sample complexity n when the noise parameters { k,d } of workers' answers are known at the inference algorithm. Thus, this result provides a lower bound on the optimal sample complexity for the case when { k,d } is unknown, which is a more practical situation for crowdsourcing systems. In the next section, we develop an inference algorithm that does not require a prior knowledge of { k,d } but still achieves the information-theoretic limit of the known { k,d } case.
Theorem 1. Assume that total n XOR queries are randomly and independently generated among which the fraction of degree-d queries is Φ d for D d=1 Φ d = 1. Each query is randomly assigned to a worker k ∈ [w] who provides an incorrect answer to a degree-d query with probability k,d < 1/2. With the maximum likelihood (ML) estimator x ∈ {1, −1} m , which minimizes P[x = x] for a known { k,d }, the strong recovery is possible, i.e., P[x = x] → 0 as m → ∞, if the number of queries is
and only if
for a small universal constant η > 0. The converse holds when the number of workers w = o(log m).
Proof: The proof of this theorem is provided in Appendix A. Remark 1 (Efficiency of XOR queries for Dawid-Skene error model). For a special case where the worker error probability is independent of the query degree d, i.e., k,d = k (Dawid-Skene model), Theorem 1 shows that the sample complexity is inversely proportional to the average query degree D d=1 dΦ d when D = Θ(1). This implies that increasing the query degree and asking a more complicated query to a worker helps reduce the required number of queries, if the error probability of a worker's answer does not change depending on the complexity of the queries.
Remark 2 (Optimal degree of XOR queries for general error model). For a general set of { k,d }, it can be inferred from (2) that concentrating the degree distribution to a degree that has the maximum value of w k=1 d( 1 − k,d − √ k,d ) 2 would be the optimal way to minimize the required number of queries. In other words, the optimal query degree that minimizes the required number of queries is
However, in practice the query designer has no knowledge on the workers' reliabilities { k,d } at the stage of query design, so determining the optimal query degree in advance is impossible. This motivates a query designer to mix queries with different degrees. A more important aspect of mixing queries with different degrees we argue in this paper is that it is possible to achieve the optimal sample complexity (2) with an efficient algorithm if there are Θ(m) number of degree-1 queries even when { k,d } is unknown. Thus, in the next section we will assume that the degree of the first m queries are fixed to 1 regardless of the query-degree distribution Φ. Note that the addition of m queries has negligible effect on the optimal sample complexity, which scales as Θ(m log m). More details will be found in the next section where we propose an efficient inference algorithm. Remark 3 (Comparison to homogeneous query). The homogeneous query, which asks whether all the items in a chosen subset of size d belong to the same class or not, is another widely-studied group-query type. In [24] , the required number of measurements to recover m binary labels from random homogeneous query with a fixed query degree d and a fixed error probability was analyzed in the context of hypergraph clustering and it was shown that it is required to collect
Note that the information efficiency of homogeneous query decreases as the query degree d increases; whereas that of XOR query increases as in (2), as long as the error probability of workers' answer does not increase too fast to offset the information gain from increased query degree. In Section VI, we provide simulation results to compare the information efficiency of XOR query, homogeneous query as well as repetition query under several human error models for { k,d }.
IV. AN EFFICIENT ALGORITHM ACHIEVING THE OPTIMAL SAMPLE COMPLEXITY
In this section, we propose a computationally-efficient algorithm that guarantees the strong recovery of m binary labels at the optimal sample complexity (2) even when the worker reliabilities { k,d } are unknown. We assume that the first m queries have a fixed degree d = 1.
A. Four-Step Inference Algorithm for XOR Queries
The algorithm we propose, presented as Algorithm 1, is composed of four steps: detection of labels, weak recovery of labels, estimation of workers' reliabilities, and strong recovery of labels. The key intuition underlying Algorithm 1 is as follows.
• The first step makes an initial guess on the labels by using m degree-1 queries so that the algorithm can converge towards the correct estimates. After Step 1, the detection is guaranteed, i.e., P[
. Without this step, the following steps would be nothing more than a random guess. • The second step weakly recovers the labels, i.e., P[
, by using the estimates from the previous step and the new set of m log log m queries. In this step, each query node j ∈ ∂x i ∩A (2) transmits a 'message' m
i ∈ {1, −1} to its neighboring label node i, where the message is the estimate of x i based on the query answer y j and the estimates {x (1) i : i ∈ ∂y j \{i}} from the previous step. Then, the i-th label node collects all the messages from its neighboring query nodes and does the majority voting to calculate the second estimatex (2) i in (5) . We show that even without any information on the workers' reliabilities, the weak recovery is possible using simple majority voting over the transmitted messages.
• The third step estimates the reliability of each worker for each query degree by checking how many answers from a worker agree with the weakly recovered labels from the second step. We show that this estimateˆ k,d converges to the true noise parameter k,d as m → ∞ under a proper condition on the number w of workers. • Finally, the strong recovery is achieved in the last step by applying a weighted majority voting for an updated message m
i ∈ {1, −1} with the rest setup of queries, using weights from the estimated Algorithm 1 Four-Step Inference Algorithm for XOR Queries 1: Data: The observed query answers y ∈ {1, −1} n and the tripartite graph (as in Fig. 1 ) depicting query design and worker assignment. 2: Step 1. (Detection of labels): Let A (1) be the set of first m degree-1 queries and y j , j ∈ A (1) , be the received answer to the j-th query. For each label i ∈ [m], calculate the first estimate of x i aŝ
3:
Step 2. (Weak recovery of labels): Let A (2) be the next n (2) = m log log m queries. For each label i ∈ [m] and query j ∈ ∂x i ∩ A (2) , let m
i , and calculate the second estimate of x i aŝ 
, choose the estimate of the noise parameter k,d asˆ
where j→i . Remark 5 (Importance of Step 3-4 in Algorithm 1). Without Step 3-4, we can stilll guarantee the weak recovery of labels from Step 1-2 by using only Θ(m log log m) queries (as will be proved in Lemma 2 in Section V-B). However, to guarantee the strong recovery of labels, especially with the exact constant factor as in (2), which depends on the worker reliabilities { k,d }, it is inevitable to estimate the worker reliabilities (Step 3) and use them as weights in the weighted majority voting for label estimates (Step 4). In Section VI, we provide some simulation results that compare the performance of Algorithm 1 with and without Step 3-4 to demonstrate the effectiveness of these steps in perfectly recovering all the labels.
B. Theoretical Performance Guarantee of Algorithm 1
We provide the performance guarantees of the proposed algorithm.
Theorem 2. Assume that the number of workers, w, is o(m/(log log m) 2 ). Then, the proposed algorithm achieves the strong recovery, i.e., P[x = x] → 0 as m → ∞, with the information-theoretically optimal number of queries in (2) .
Proof: The proof of this theorem is provided in Section V. We emphasize that Algorithm 1, which requires only O(m log m) time steps, achieves the strong recovery of the labels with the optimal number of queries (with an arbitrary small constant scaling gap δ > 0 as m → ∞) even without the knowledge of noise parameters { k,d } of workers.
The full proof of this theorem will be presented in Section V, but here we provide the high-level ideas. In Step 1 of Algorithm 1, we use m degree-1 queries to have an estimatex (1) i better than random guess. Since each query asks the label of one object randomly picked among m, if there is a label node not picked by any of the m queries, the error probability is 1/2, but if a label node is picked at least once by m queries, the error probability is less than 1/2. Therefore, after Step 1, the detection is guaranteed, i.e., P[
In Step 2, each label node i collects messages {m j→i : j ∈ ∂x i ∩ A (2) } from its neighboring query nodes in the set |A (2) | = m log log m, and provides its second estimatex i : i ∈ ∂y j \{i}} from the previous step. We show that the probability that m (2) j→i is different from the true label x i is less than 1/2 and thus that the majority voting at each label node, which collects on average Θ(log log m) messages, correctly recovers the label with high probability as m → ∞ .
In Step 3, the error probability of each worker for a degree-d query is estimated as the fraction of the worker's answers that do not match with the weakly recovered label nodes {x (2) i }. For this step, we use a new set of |A (3) | = w(log m)(log log m) 2 queries. Since the number of degree-d queries assigned to a worker k is larger than (log m)(log log m) with high probability, by applying Hoeffding's inequality, we can prove thatˆ k,d converges to the true noise parameter k,d with the maximal error of Θ(1/ log m) as m → ∞. The condition on the number workers w = o(m/(log log m) 2 ) is required to make |A (3) | negligible compared to the overall number of queries n = Θ(m log m).
In Step 4, each query node j ∈ ∂x i ∩ A (4) transmits an 'updated message' m
i ∈ {1, −1}, which is the estimate of x i , to the i-th label node. Then, the i-th label node applies a weight log (1−ˆ w(j),d(j)) (ˆ w(j),d(j))) on each message and does the weighted majority voting on the collected messages. Note that the weight is the same for every query j having the same assigned worker and the query degree. By using the accuracy of the estimates {ˆ k,d } proved in Lemma 3, we show that the weighted majority voting succeeds in recovering the true label vector x with high probability when the sample complexity n satisfies (2) .
Remark 6 (Independency). To prove Theorem 2 we use assumptions that 1) {m . In Appendix B, we prove that these independence assumptions are satisfied with high probability as m → ∞. 
We dropped the subscript i in p (1) since the accuracy of the estimates is the same for all i ∈ [m].
Lemma 2. After Step 2 of the proposed algorithm, the weak recovery of the labels {x i } is guaranteed with {x
i } in (5), i.e., for a constant K > 0 p (2) := P[x (2) 
Lemma 3. After Step 3 of the proposed algorithm, the estimateˆ k,d in (6) for the reliability of the k-th worker for the query degree d satisfies
for any δ > 0 as m → ∞, when the number of workers w = o(m/(log log m) 2 ).
Lemma 4. After
Step 4 of the proposed algorithm, the probability that each label x i is different from its estimatê x
for a sufficiently small η > 0 when n (4) 
Therefore, the strong recovery of labels {x i } is guaranteed with {x (4) i }, i.e., P[x (4) = x] → 0 as m → ∞. By combining these lemmas, Theorem 2 can be proved. In the following subsections, we prove each of theses lemmas.
A. Proof of Lemma 1
Let i ∈ [m]. We can decompose p (1) 
We bound p (1) with the first three terms. For¯ = 1 w w k=1 k,1 , 1 e , so that the right-hand side of (14) is bounded above as
Under the assumption that¯ ≤ 2 3 2 − e 2 − δ ≈ 0.427 − δ for a small δ > 0, we have p (1) < 1/2.
B. Proof of Lemma 2
To analyze the accuracy of the estimatex i } for i ∈ ∂y j \{i}, or when y j is correct and there are odd number of wrong estimates in {x (1) i }. Note that conditioned on {w(j) = k, d(j) = d}, y j is wrong with probability k,d andx (1) i is wrong with probability p (1) . Thus,
Since p (1) < 1/2 by Lemma 1, by induction we can easily show that the term inside the bracket is also less than 1/2. Moreover, since k,d < 1/2, it can be shown that q
. Therefore, if we take the expectation of q (2) k,d over k and d and define it as q (2) , it is also less than 1/2. We next bound p (2) = P[x (2) i = x i ]. By expanding the error probability conditioned on the number of queries in A (2) associated with x i ,
By the Chernoff bound, combined with the assumption that {E
By using this bound with t = log 1−q (2) q (2) > 0 to further bound p (2) in (17), we get
for a constant K =d 1 − q (2) − q (2) 2 > 0 whered = D d=1 dΦ d and n (2) = m log log m.
C. Proof of Lemma 3
When we define q 
Since p (2) ≤ 1/(log m) K as shown in (10), for a sufficiently large m,
Note that ξ k,d defined in (6) is the empirical average of |∂w k ∩ A
d | > (log m)(log log m), by the Hoeffding's inequality,
for any δ > 0. The same inequality holds even if we replace ξ k,d withˆ k,d since q 
and by combining this result with (21) , the bound in (11) can be proved.
D. Proof of Lemma 4
For E (4) j→i := 1(m
Similar to q (3) k,d in (21), we can find bounds on q
For large enough m, the probability q
k,d converges to k,d . We next analyze the error probability of the estimatex
Note thatx
j→i follows the same distribution for all j ∈ ∂x i ∩ A
d ∩ ∂w k . Thus, we analyze this error probability conditioned on the number of j ∈ ∂x i ∩ A
Note that k,d a k,d = |∂x i ∩ A (4) | is the number of queries in A (4) that is related to (has an edge to) the label x i . In Lemma 5, we first show that k,d a k,d = O(log m) with high probability.
Lemma 5. Assume that there are |A (4) | = n (4) = Θ(m log m) query nodes. When the degree d of each query is independently sample from Φ, supported on the set [D] with D = Θ(1), and the d edges from a query node are connected to d different label nodes sampled uniformly at random from the set [m], the probability that the number of query nodes connected to one label node x i exceeds C log m for any sufficiently large constant C > 0 is bounded above by
for some constant η > 0 that depends only on C.
Proof. Let Z j , j ∈ A (4) , be an indicator random variable that equals 1 iff the j-th query node is connected to the i-th label node. Note that Z j 's are i.i.d. Bern(d m ) whered is the average query degree. By the Chernoff bound,
When n (4) = cm log m for some constant c > 0, by choosing δ = 3(1 + η)dc log m, we can prove (29) for any C ≥ cd + 3(1 + η)dc.
When we define the event E {ak,d} := {|∂x i ∩ A 
By applying the Chernoff bound, the error probability conditioned on E {ak,d} is bounded as
for any t > 0, since M Note that by taking t = 1/2,
By using the bound (25) on q
for some constant c 1 > 0 when m is sufficiently large. Moreover, from Lemma 3 the second term becomes arbitrary small as m → ∞ and thus this term can be absorbed into the first term, i.e.,
(log log m) 
. This is enough to prove that the strong recovery is possible with high probability, i.e., P[x (4) = x] → 0 as m → ∞, by union bound.
VI. EXPERIMENTS
In this section, we report experimental results that illustrate the tightness of our theorems and the optimality of the proposed algorithm both for synthetic and real datsets. For synthetic datasets, we present three experimental results: 1) the first experiment compares three different query types, XOR query, homogeneous query and repetition query in terms of the required number of queries for strong recovery, 2) the second experiment considers a general error model for human response and demonstrates the effectiveness of multi-degree XOR queries for this general error model, and 3) the third experiment compares the performance of Algorithm 1 with and without Step 3-4 of the algorithm where the worker reliabilities are estimated and used to refine the weakly recovered labels. We also demonstrate the effectiveness of XOR querying and Algorithm 1 for datasets collected from Amazon Mechanical Turk (MTurk), compared to general repetition querying with state-of-the-art inference algorithms.
A. Synthetic Datasets 1) Comparison between Query Types:
We first demonstrate the benefit of using XOR queries over two other widely-used query types, repetition query and homogeneous query, in reducing the sample complexity. The homogeneous query asks whether all the items in a chosen subset belong to the same class or not. For a fair comparison between query types, we consider the noise model based on d-coin flips. Given a degree-d query, a worker independently flips d coins, each of which gives head with probability k for the k-th worker. When head has occurred, the worker makes wrong decision about the item corresponding to the coin, and after gathering d decisions by the query operation, the final answer for XOR query (or homogeneous query) is made. For example, the error probability of a degree-d XOR query becomes
The worker reliability parameter k of each worker is chosen randomly from the set {0.005, 0.010, · · · , 0.100}. We compared three query types: 1) XOR query, 2) repetition (REP) query, and 3) homogeneous (HOMO) query in terms of the required number n of queries in recovering m binary labels. We consider a setting where the number of object labels m = 8192 and the number of workers w = 2048. The query degrees of XOR query and HOMO query were randomly sampled from 3 to 6, and the answers were collected with the d-coin-flip noise model. For XOR query, we additionally added 1.5m of degree-1 queries to make the Step 1 of the proposed algorithm work. For the generated random answers collected for XOR queries, we applied Algorithm 1 to infer the correct labels. Different from the original Algorithm 1 where each step is done only once, to increase the accuracy of the estimate at a finite m, Step 2 was iterated 10 times, and Steps 3-4 were iterated 10 times with the whole query set of size n. For HOMO query, we applied the inference algorithm based on spectral clustering and local refinement, which has been shown to be order-wise optimal in [17] . For REP query, three state-of-the-art algorithms, based on belief propagation (BP) [7] , spectral-EM (SEM) [12] , and ratio of eigenvector (EoR) [13] were applied. Figure 2 compares the trade-offs between the error probability P[x = x] (after Monte Carlo simulations of 1000 repetitions) vs. (normalized) number of queries for the five different pairs of query types and inference algorithms. The simulation result shows that the proposed computationally-efficient algorithm (Algorithm 1) for XOR query nearly achieves the optimal sample complexity (red vertical line) even when the noise parameters are unknown. It also shows the benefit of using XOR queries with high degrees over REP and HOMO queries in reducing the sample complexity. Although all the three algorithms for REP query nearly achieve the optimal sample complexity (green vertical line), the large gap between the fundamental limit of XOR query and that of repetition query makes XOR query more efficient than REP query. The HOMO query turns out to be the worst among the three query types.
2) Efficiency of XOR Queries with a More General Error Model: We conduct another set of simulations to demonstrate the effective of XOR querying for a more general error model. The new error model we consider is as follows. Suppose that a worker k is not sure about p k ∈ (0, 1) portion of item labels. For a degree-d query, we assume that a worker provides the correct answer when he knows all the d items and gives a random answer when he is not sure about any of d items. The error probability is then equal to k,d = (1 − (1 − p k ) d )/2. Note that this model is equivalent to the d-coin-flip model, which we considered in the previous experiment, when p k = 2 k and k is the probability of making a wrong decision for an item. We remark that this new error model well approximates the empirical human error probability from MTurk: we had on average p = 2 = 2 * 0.06 (for d = 1) and for d = 4 the empirical human error probability was 0.19, which is close to (1 − (1 − 2 * 0.06) 4 )/2 = 0.20. We further generalize this error model such that there exists a probability f (d), increasing in d, that a worker provides a wrong answer even when he knows all the d items (due to calculation error), and modified the error model for a degree-d query as
where a ≥ 0 controls how fast the error probability increases in d. The simulation results with this generalized error model are shown in Figure 3 . In the plots, x and y axes are the probability p = p k and query-degree d, respectively, and the z-axis is the required number n of queries in (2) normalized by m log m. We could check that for all the cases there exist some regimes where multi-degree XOR queries (d > 1) are more efficient than the repetition query (d = 1).
3) Importance of Estimating Worker Reliabilities (Step 3-4 of Alogirthm 1): In the next experiment, we compare the performance of the proposed algorithm with and without Steps 3-4 to validate the significance of estimating worker reliabilities. We consider a setting where the number of object labels m = 8192 and the number of workers w = 2048. All queries have a fixed degree d = 3. The error probability of half of the workers was fixed to 1 = 0.05, but that of the other half was varied to 2 = 0.15, 0.25, 0.35, 0.45. The result is summarized in Figure 4 , where the solid lines correspond to the proposed algorithm and the dotted lines correspond to the proposed algorithm without Steps 3-4. The vertical lines are the information-theoretic limits from Theorem 1. As the variance of the workers' reliability increases, the gap between the solid line and the dotted line increases. This shows that Steps 3-4 of the proposed algorithm, where worker reliabilities are estimated and used to refine the weakly recovered labels, become more important as the difference between workers' reliabilities is greater.
B. Real Datasets
In this section, we assess the practicality of XOR query and the proposed algorithm using real data collected from Amazon Mechanical Turk. We designed a binary classification task using 600 images of dogs and cats sampled from ImageNet [25] . Each human intelligent task (HIT) was designed to include 20 degree-1 queries and 20 degree-4 XOR queries. The examples of each query type are shown in Figure 5 . We designed 400 HITs and assigned them to 400 workers. The reward of each query was fixed to 0.01$ regardless of the query degree. For the collected data, we compared how many queries n are required to recover all the 600 labels when we use only degree-1 (REP) queries or we use 20 degree-4 XOR queries with additional 5 degree-1 queries from each HIT. For the REP queries we applied three different inference algorithms (BP, SEM, EoR) as in the first experiment, and for the XOR queries we applied Algorithm 1. We repeated this experiment ten times and plotted the empirical error rate in Figure 6 . The result shows that XOR query with the proposed algorithm outperforms REP query with BP or EoR algorithms, but it has similar performance to REP query with SEM algorithm. The theoretical limits (2) on the required number of queries calculated with the empirical noise parameters { k,d } from the real dataset are 2300 for (degree-4) XOR query and 5200 for degree-1 REP query. In the experiment, the proposed algorithm with XOR query does not closely match this limit at the finite m = 600, and thus the gain from the XOR query is not clearly seen. The reason could be that the number m of images we use for the experiment is not large enough to meet the asymptotic information-theoretic limit.
VII. CONCLUSIONS
We considered crowdsourced classification of m binary labels with XOR queries, where the query degree d can be varying over queries and the error probability of the answer can change depending on the query degree as well as on the worker. We characterized the optimal number of queries required to reliably recover all the m labels with high probability, and proposed an efficient inference algorithm that achieves this limit even without the knowledge of noise parameters. Simulations on synthetic data and real data show the effectiveness of the XOR queries and the proposed algorithm.
The problem considered here is an example of a more general planted constraint satisfaction problem (CSP), which has wide applications in clustering, community detection, and matrix/tensor completion problems. In these problems, intensive research is going on to bridge the gap between information-theoretic limit and computational limit, where the information-theoretic limit is determined by the required number of observations to make the planted solution a unique solution with high probability while the computational limit is determined by the required number of observations that allow a feasible algorithm in recovering the unique solution. In the future, we aim to apply the ideas from this work to possibly bridge the gap between these two limits for other applications related to the general CSP problems. 
APPENDIX A PROOF OF THEOREM 1
In Theorem 1, we assume that total n XOR queries are randomly and independently generated among which the fraction of degree-d queries is Φ d for D d=1 Φ d = 1, and each query is randomly assigned to a worker k ∈ [w] who provides an incorrect answer to a degree-d query with probability k,d < 1/2. Whenx ∈ {1, −1} m is the optimal estimate of the label vector x ∈ {1, −1} m that minimizes the probability of error P[x = x] using a known { k,d }, we assert that the strong recovery is possible, i.e., P[x = x] → 0 as m → ∞, if the number of queries is
A. Proof of achievability
Theorem 1 is an extension of Theorem 2 in [24] where the query degree d is fixed as one value and the noise parameters k,d = , ∀k ∈ [w] and ∀d ∈ [D]. The main difference in our analysis compared to that in [24] occurs due to the fact that the maximum likelihood (ML) decoding rule, which is the optimal inference algorithm that minimizes the error probability P[x = x], should use weighted majority voting instead of majority voting when we aggregate answers from different workers with noise parameters { k,d } that depend both on the worker reliability and query degree.
One assumption we have in the achievability proof is that
for a constant c 1 > 0.
Denote by 0 the m-dimensional all-zero label vector. We assume that the ground truth label vector is 0 without loss of generality. The ML decoding rule results in an error if there exists v = 0 such that P[x = v|y] ≥ P[x = 0|y]. Denote byx(y) the estimated label vector of the ML decoding rule. For brevity, we just usex =x(y).
By using union bound, the error probability is bounded by
where the last equality is due to the symmetry in the way we design queries. When v s denote the length-m vector whose first s components are 1 and the rest are 0, it can be shown that P[x = v| v 1 = s] = P[x = v s ] for all v with v 1 = s. Thus, the bound on the error probability can be written as
Let n k,d denote the number of degree-d queries assigned to the worker k, where the total number of queries is n = k,d n k,d . We expand P[x = v s ] conditioned on {n k,d }.
(46)
We next analyze P[x = v s |{n k,d }]. Let l k,d be the number of queries among n k,d of which the correct answers are different for v s and 0.
Since v s and 0 are different only at the first s components and each query randomly chooses d components among m and asks the XOR of the chosen d components, the probability that a degree-d query has a different answer for v s and 0 is
Therefore, l k,d follows a binomial distribution, B(n k,d , p s,d ) for all k ∈ [w]. By using this, it can be shown that
Let us analyze P[x = v s |{l k,d }]. Since we assume that 0 is the ground truth vector, the correct answers for all XOR queries should be equal to 0. Let r k,d denote the number of queries among l k,d such that the received answer is equal to 1 . Note that the probability of receiving incorrect answer for degree-d query assigned to worker k is equal to k,d . Given the answer vector y, the ML decoder claims thatx = v s if
Applying log to both sides and rearranging terms, the above inequality can be written as
which is basically the weighted majority voting. Note that for any t > 0,
where the inequality is by the Chernoff bound and the last equality holds since r k,d follows a binomial distribution, B(l k,d , k,d ). By choosing t = 1,
We next analyze P[A c 1 |∆] to find a lower bound on this. Note that a XOR query with degree d has different answers for e 1 and 0 only if the randomly sampled d components, which are included in the XOR calculation, contains the first component of x. Conditioned on ∆, the probability of this event is
Suppose that there are l k,d degree-d queries assigned to a worker k ∈ [w] of which the answers are related to the first component of x. Since l k,d follows a binomial distribution, B(n k,d , p d ), where n k,d = nΦd w is the number of degree-d queries assigned to a worker k, for n = Θ(m log m) and w = o(log m) we have l k,d → ∞ with high probability as m → ∞. In this regime, the upper bound on the error probability in (52) is tight up to the exponential term as m → ∞. Therefore, we have the lower bound on P[A c 1 |∆, {l d }] such that
By using similar arguments as in the previous section and using (46) and (48), we have a lower bound on P[A c 1 |∆] that nearly matches the upper bound in (54),
where (65). This gives us an upper bound on P[A 1 |∆] r such that
We next show that with r = m 2 log 7 m when n is bounded by (63), the upper bound on P[A 1 |∆] r goes to 0 as m → ∞. By combining with (64), this will complete the proof. What we need to show is
This can be shown from 
where the first inequality is from the bound (65) on p d , the second is from the bound (63) on n where c := . In this section, we prove that these independence assumptions are satisfied with high probability as m → ∞.
We present three lemmas, Lemma 6-8, below. Independence assumptions 1) and 2) can be proved by using Lemma 6, and the independence assumption 3) can be proved by using Lemma 7 and Lemma 8. Lemma 6. For fixed i ∈ [m], let S 1 be the event that there exists i 1 = i such that |∂x i1 ∩ ∂x i ∩ A (2) | ≥ 2 where A (2) is a set of queries of size n (2) = m log log m. Then, we have
In words, the probability that any two or more queries in A (2) that select x i also select x i1 simultaneously is O (log log m) 2 m .
Proof. Let a = |∂x i ∩ A (2) |. The probability that a query in ∂x i ∩ A (2) selects a particular label other than x i is d−1 m−1 whered is the average query degree. Hence, by union bound,
We 
By Lemma 6, we can justify the independence assumptions 1) and 2). In Step 2 of the proposed algorithm, even if we choosex (2) i randomly from {1, −1} when the independence assumption 1) is violated, the weak recovery is still achievable since P[S 1 ] = o(1). Moreover, the violation of the independence assumption 2) has no effect on Lemma 3 because the violation happens with probability P[S 1 ] = o e −2(log m)(log log m)δ 2 . Lemma 7. For fixed i ∈ [m], let S 2 be the event that there exist two or more i = i such that |∂x i ∩ ∂x i ∩ A (4) | ≥ 2 where A (4) is a set of queries of size n (4) = Θ(m log m). Then, we have
In words, the probability that there exist two or more labels i = i such that any two ore more queries in A (4) that select x i also select x i is O log 4 m m 2
.
Proof. Let a = |∂x i ∩ A (4) |. The probability that a query in ∂x i ∩ A (4) selects a particular label other than x i is d−1 m−1 . The probability of S 2 is dominated by the event that two of the four different queries in ∂x i ∩ A (4) select a particular label other than x i together and that the other two queries select another label together. Hence, by union bound, P S 2 |∂x i ∩ A (2) | = a ≤ a 4 
∂ 4 x i = i ∈∂ 2 xi j∈∂x i ∩A (2) ∂y j \{i } (79) as shown in Figure 7 . Let S 3 be the event that |∂ 2 x i ∩ ∂ 4 x i | ≥ 2 and S 4 be the event that there exist two or more i / ∈ {i} ∪ {∂ 2 x i } such that |∂x i ∩ ∂ 3 x i | ≥ 2. Then, we have 
