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Sazˇetak
Proucˇavanje dvodimenzijskih materijala relativno je novo podrucˇje za koje se zanima-
nje naglo povec´alo otkric´em grafena 2004. godine. Ubrzo je otkriveno i mnosˇtvo dru-
gih dvodimenzijskih materijala, kao sˇto su dihalkogenidi prijelaznih metala. Ovakvi
materijali imaju svojstva koja su bitno drugacˇija, a cˇesto i zanimljivija od njihovih
odgovarajuc´ih trodimenzijskih alotropa. Zahvaljujuc´i tim svojstvima, ti materijali po-
kazuju dobar potencijal za primjenu u elektronici i srodnim podrucˇjima. Da bi se
omoguc´ila primjena i znacˇajnija proizvodnja uredaja nacˇinjenih od dvodimenzijskih
materijala, potrebno je poboljˇsati nacˇine za njihovu sintezu i povec´ati kontrolu de-
fekata i kvalitete materijala prilikom sinteze. U ovom radu, posebno se fokusiramo
na dva najcˇesˇc´e proucˇavana materijala: grafen i MoS2, te prikazujemo njihova bitna
svojstva i primjene. Prikazujemo sinteze metodom kemijskog naparavanja iz plino-
vite faze, koja pokazuje puno potencijala za kvalitetan rast dvodimenzijskih materi-
jala, gdje je grafen rastao na bakrenom supstratu, aMoS2 na supstratu SiO2/Si. Kako
bi se bolje modelirao rast, potrebno je razaznati rast uzoraka s defektima i nepra-
vilnim oblicima; te imati dobre metode za analizu i procjenu kvalitete sintetiziranih
uzorka. Opticˇka mikroskopija pokazuje se kao brza i moc´na inicijalna metoda za pri-
kupljanje podataka o sintetiziranim uzorcima. Da bismo iz tih podataka izvukli ko-
risne informacije, zˇelimo takoder razviti statisticˇke metode njihove obrade. U ovom
radu razvijamo dvije metode, prilagodene iz podrucˇja dubinskog i strojnog ucˇenja,
za analizu slika dobivenih opticˇkim mikroskopom. Prva metoda pripada klasi du-
bokih nenadziranih autoenkodera. Ovom metodom dobivamo informacije o obliku
grafenskih monokristalnih zrna direktno iz slika dobivenih opticˇkim mikroskopom.
Druga metoda takoder je duboka neuralna mrezˇa, ali bazirana na UNet arhitekturi.
Ova neuralna mrezˇa je uspjesˇno istrenirana da na slici razaznaje i odvaja podrucˇja
MoS2 od supstrata s visokom tocˇnosˇc´u. Pokazali smo kako ovom metodom racˇunalo
mozˇe pratiti promjenu bitnih parametara u vremenu, kao sˇto su velicˇina pojedinih
zrna te njihov opseg. Svi uzorci koriˇsteni u ovom radu sintetizirani su na Institutu
za fiziku u Zagrebu. MoS2 je sniman opticˇkim mikroskopom prilikom rasta, dok su
uzorci grafena snimani nakon zavrsˇetka sinteze.
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Abstract
The study of two-dimensional materials is a relatively new field of interest, which
became rapidly popular with the discovery of graphene in 2004. Soon thereafter,
a large number of other two-dimensional materials have been discovered, such as
transition metal dichalcogenides. The properties of such materials are significantly
different, as well as typically more interesting compared to their respective three-
dimensional allotropes. Owing to such properties, these materials hold a good po-
tential to be utilized in the field of electronics and similar areas. To enable the use
and manufacturing of devices made of two-dimensional materials, it is necessary to
improve their synthesis methods, as well as increase the control of defects and qu-
ality of materials during synthesis. In this work, we particularly focus on the two
of the most commonly studied materials: graphene and MoS2, and we show their
main properties and applications. We present the syntheses through the method of
chemical vapor deposition, which shows a great potential for the quality growth of
two-dimensional materials. Here, the graphene was grown on the copper foil, while
the MoS2 was grown on the SiO2/Si substrate. To obtain a better growth model, it
is necessary to utilize adequate methods for the analysis and assessment of quality
of synthesized samples. Optical microscopy has proven to be an efficient and power-
ful initial tool for data collection. However, we need to develop statistical methods
to process the collected data with the aim of further extracting useful information
about the synthesized samples. In this work, we present and develop two methods
for the analysis of images obtained from the optical microscope, both adapted from
the field of deep and machine learning. The first method belongs to the class of deep
unsupervised autoencoders. Using this approach, we obtain the information about
the shape of the single grain graphenes by analysing the images obtained from the
optical microscope directly. The second method is, likewise, a deep neural network,
but based on the UNet architecture. This neural network has been succesfully trained
to detect and segment the areas of MoS2 from the substrate on the collected images
with high accuracy. We show that with this method, the computer can efficiently
track the changes of important parameters in time, such as the size of single grains
and their circumference. All samples used throughout this work have been synthe-
sized at the Institute of Physics in Zagreb. MoS2 has been recorded with the optical
microscope during its growth, while the samples of graphene have been collected
after the synthesis completion.
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1 Dvodimenzijski materijali
Dvodimenzijski (2D) materijali su posebna skupina materijala kojima je jedna dimen-
zija reducirana na nanometarsku skalu. U toj dimenziji kemijsko vezanje je najcˇesˇc´e
puno slabije nego u ostale dvije. Zbog toga je ukupna interakcija izmedu ovakva
dva 2D sloja potisnuta te ih je moguc´e medusobno odvojiti. Jedan sloj 2D materi-
jala najcˇesˇc´e ima debljinu od jednog do nekoliko atoma. Kao i svi nanomaterijali,
2D materijali imaju znatno drugacˇija fizicˇka, opticˇka i elektricˇna svojstva od svojih
mikroskopskih i makroskopskih alotropa.
2D materijali su najcˇesˇc´e jednoslojni (eng. monolayer) alotropi slojevitih materi-
jala. Najpoznatiji takav materijal u slojevima je grafit, koji se sastoji od viˇse slojeva
ugljika rasporedenih u strukturu pravilnog sˇesterokuta; te molibden disulfid (MoS2).
Najpopularnija primjena grafita je u proizvodnji drvenih olovaka, gdje pridonosi
njihovoj funkcionalnosti zahvaljujuc´i svojoj slojevitosti. Molibden disulfid je najpoz-
natiji zbog upotrebe kao lubrikant za tehnicˇke potrebe, sˇto je takoder moguc´e zbog
njegove slojevitosti. No, ovakvi slojeviti trodimenzijki (3D) materijali pokazuju jako
drugacˇija svojstva kada im se smanji broj slojeva. Zbog toga su materijali s malim
brojem slojeva (eng. few layer) postali predmet istrazˇivanja, s posebno zanimljivim
slucˇajevima u kojima je izoliran samo jedan jedini sloj.
1.1 Povijest, podjela i kratki pregled istrazˇivanja 2D materijala
Nanomaterijali su josˇ od davnina nesvjesno primjenjivani u metalurgiji te opc´enitoj
tehnici i tehnologiji. Najpoznatiji primjer su ugljikove nanocijevi i cˇelicˇne nanozˇice
nadene u osˇtricama koje su napravljene od damaskanskog cˇelika [1]. No, prvo
svjesno primjenjivanje nanomaterijala pocˇelo je tek prije nekoliko desetljec´a.
Vec´ je dulje vrijeme poznato da postoje materijali, kao npr. grafit, koji se sastoje
od viˇse slojeva medusobno vezanih van der Waalsovim vezama [2]. Unatocˇ tome,
smatralo se da zasebni sloj grafita, koji je naknadno nazvan grafen, ne bi mogao
postojati bez da je vezan za odredeni broj ostalih slojeva ili zamotan u nanocjevcˇicu.
Povijesno, grafit prvi puta ulazi u sˇiroku tehnolosˇku upotrebu izumom olovke u
16. stoljec´u [3]. S obzirom na to da su slojevi grafena medusobno vezani slabim van
der Waalsovim vezama, prolaskom grafita po hrapavoj podlozi ostaje trag. Glavni
razlog nastajanja traga je lomljenje veza izmedu slojeva grafena. Iako je i dalje jako
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mala vjerojatnost da se u tragu olovke na papiru nade pojedinacˇni sloj grafena, slicˇan
princip je iskoriˇsten za prvu sintezu jednosloja grafita, odnosno prvu povijesnu sin-
tezu 2D materijala.
Prva uspjesˇna eksperimentalna sinteza grafena je bila 2004. godine [4], poznata
po tome sˇto je izvedena s relativno jednostavnom idejom: mehanicˇkom eksfolijaci-
jom grafita koristec´i samoljepivu vrpcu. Tanki slojevi grafita su preneseni na silicijski
supstrat s povrsˇinom od silicij-dioksida (SiO2/Si). Pomoc´u opticˇkog mikroskopa loci-
rani su kandidati za grafen, te su na tim mjestima izmjerene debljine slojeva pomoc´u
mikroskopije atomskom silom (AFM, prema eng. atomic force microscopy).
Otkric´e grafena omoguc´ilo je daljnje eksperimente i mjerenja njegovih svojstava.
Ali, osim grafena, postoji josˇ i puno drugih jednoslojnih materijala s elektricˇnim svoj-
stvima od izolatorskih, pa sve do supravodljivih. Provode se i istrazˇivanja novih 2D
materijala od kojih posebnu skupinu cˇine dihalkogenidi prijelaznih metala (TMD).
Proucˇavanja njihovih svojstava ukazuju na niz moguc´ih primjena, ponajviˇse u elek-
tronici i srodnim podrucˇjima [2,5].
Nekoliko godina nakon otkric´a grafena, predvideno je da bi dvodimenzijski sloj
heksagonalnog borovog nitrida (hBN) bio dobra podloga za tehnolosˇku upotrebu
grafena [6]. hBN je 2D alotrop spoja borona i dusˇika koji su naizmjenicˇno spojeni
u pravilne sˇesterokute. Grafen, hBN i drugi materijali pokazuju da istrazˇivanje 2D
materijala ima puno potencijala i za tehnolosˇku primjenu. Postoji viˇse istrazˇivanja
koja pokusˇavaju teoretski predvidjeti postojanje stabilnih 2D slojeva od postojec´ih
materijala, ili strukture slicˇne grafenu, ali od nekih drugih elemenata osim ugljika
[7,8].
Izrada tranzistora i drugih elektronicˇkih uredaja od grafena privuklo je pozor-
nost na drugu klasu 2D materijala: dihalkogenide prijelaznih materijala, odnosno
TMD (eng. transition metal dichalcogenides) [9]. Najpoznatiji predstavnik TMD-a je
jednosloj molibden disulfida (MoS2).
Na slici (1.1) vidimo prikaz trenda istrazˇivanja do 2014. godine. Primjec´ujemo
da je grafen najistrazˇivaniji, a slijede ga TMD materijali. Od ostalih materijala, TMD
su, nakon grafena, najviˇse istrazˇivani. Najpopularniji medu njima je MoS2. Do 2014.
hBN je bio drugi najcˇesˇc´e proucˇavani materijal, no nakon 2014. ga MoS2 prestizˇe u
popularnosti.
Kombiniranje slojeva hBN-a i grafena nije jedini pokusˇaj kombiniranja slojeva
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Slika 1.1: Prikaz izdanih radova na razne teme vezane uz 2D materijale od 2004.
do 2014. Na gornjoj slici su prikazani podaci za grafen i ostale materijale. Na donjoj
slici je detaljniji prikaz izdanih radova o drugim materijalima osim grafena. Slika je
preuzeta iz [10].
razlicˇitih materijala. Sˇtoviˇse, pravi potencijal u nalazˇenju novih funkcija i svojstava
te izradi novih uredaja dolazi zbog moguc´nosti spajanja razlicˇitih 2D slojeva jedne
na druge u raznovrsne 3D heterostrukture [11]. Kljucˇna stvar koja omoguc´uje stva-
ranje ovakvih materijala je sˇto se vec´ina proucˇavanih slojeva u svojim 3D alotropima
medusobno vezˇu slabim, van der Waalsovim vezama [12]. To omoguc´uje lako i rela-
tivno stabilno slaganje razlicˇitih slojeva jednih na druge s trenutnom tehnologijom.
Medutim, bitno je napomenuti da postoje i 2D materijali cˇiji se slojevi ne vezˇu
medusobno van der Waalsovim vezama [13]. Slojevi nekih spojeva mogu biti vezani
i ionskim vezama. Ti slojevi se mogu odvojiti npr. interkalacijom iona izmedu slojeva.
Osim vertikalnog slaganja slojeva, 2D materijali se potencijalno mogu slagati i
lateralno u ravnini [14]. Slaganjem na ovaj nacˇin, cˇesto ne nastaju samo dva cˇisto
spojena materijala, nego i zanimljive slitine na mjestu dodira [15]. Grafen i hBN se
mogu s relativno malo defekata slagati u lateralne heterostrukture, prvenstveno zbog
toga sˇto imaju jako slicˇnu kristalnu strukturu.
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Slika 1.2: (a) Prikaz kristalne strukture grafena - sˇesterokutna struktura. (b) Prikaz
inverzne resˇetke grafena.
1.2 Struktura i svojstva 2D materijala
Svojstva razlicˇitih 2D materijala su medusobno jako raznovrsna te drugacˇija od od-
govarajuc´ih 3D alotropa. U ovom poglavlju prikazat c´emo strukturu i bitna svojstva
grafena i MoS2 te prikazati nekoliko primjera tehnolosˇke primjene i uredaja koji su
nacˇinjeni od tih materijala.
1.2.1 Grafen
Kristalna struktura grafena prikazana je na slici (1.2(a)). Svaki atom ugljika u gra-
fenu kovalentno je vezan sa svojim prvim susjedima u strukturu pravilnog sˇesterokuta.
Kristalografski, grafen se sastoji od dvije podresˇetke s parametrima:
a1 =
a
2
(3,
√
3), a2 =
a
2
(3,−
√
3) (1.1)
δ1 =
a
2
(−1,
√
3), δ2 =
a
2
(−1,−
√
3), δ3 = a(1, 0) (1.2)
Vektori a1 i a2 su primitivni vektori za c´eliju prve podresˇetke, dok je a ≈ 1.42 A˚
udaljenost izmedu dva susjedna atoma ugljika. Vektori δ1, δ2 i δ3 su vektori prvih
susjeda za prvu podresˇetku. Ako se pomaknemo za bilo koji od δ1, δ2 ili δ3 dolazimo
do cˇvora nove podresˇetke s istim primitivnim vektorima a1 i a2.
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Slika 1.3: (a) Prikaz elektronskih energijskih vrpci u 1. BZ za t = 2.7 eV , t’ = 0 eV.
(b) Asimetricˇne energijske vrpce za t’ = 0.5 eV
Na slici (1.2(b)) vidimo prikaz inverzne c´elije grafena, koja je opisana vektorima:
b1 =
2π
3a
(1,
√
3), b2 =
2π
3a
(1,−
√
3) (1.3)
Grafenova inverzna resˇetka takoder je niz pravilnih sˇesterokuta, samo rotiranih za
kut pi
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, odnosno 30◦. Atomi ugljika unutar resˇetke vezani su kovalentno, sp2 hibri-
dizacijom veze. Elektronska svojstvena stanja u toj vezi nisu s, px, py i pz, nego
kombinacije s, px, py koji daju sp2 hibridnu vezu, dok pz elektron ostaje i sluzˇi kao
veza izmedu slojeva i kao glavni efektivni prenositelj elektricˇne struje.
Disperzijsku funkciju ovisnosti energije o kutnom valnom vektoru grafena mozˇemo
priblzˇno racˇunati pomoc´u aproksimacije cˇvrste veze (eng. tight bound approxima-
tion). Rjesˇenje ovakvog racˇuna dobro je poznato [2] i ima sljedec´i oblik:
E±(kx, ky) = ±t
√
3 + f(kx, ky)− t′f(kx, ky),
f(kx, ky) = 2 cos (
√
3kya) + 4 cos
(√
3
2
kya
)
cos
(
3
2
kxa
) (1.4)
gdje su E± energije dviju elektronskih vrpci, t je koeficijent tuneliranja elektrona na
prve susjede, a t′ je koeficijent tuneliranja na druge susjede. Intuitivno, ocˇekivano je
pretpostaviti da je t′ manji od t.
Iz grafa na slici (1.3(b)) mozˇemo vidjeti da tuneliranje na druge susjede narusˇava
simetricˇnost vrpci. Osim toga, vidimo da su valentna i vodljiva vrpca grafena spojene,
ali samo u diskretnom broju tocˇaka. Zbog toga je grafen polumetal - granicˇni slucˇaj
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izmedu metala i poluvodicˇa.
Mjerena mobilnost elektrona u prvom sintetiziranom grafenu relativno je visoka,
te iznosila najviˇse oko 10 000 cm2/Vs, pri koncentraciji nosioca n = 1012cm−1 [4].
No, bitno je napomenuti da se ta mobilnost nije mijenjala s temperaturom, sˇto znacˇi
da vec´ina doprinosa otpornosti u tom grafenu dolazi od rasprsˇenja na nasumicˇnim
staticˇkim defektima, a ne na dinamicˇkim (poput npr. fonona) cˇiji se broj mijenja
promjenom temperature. Uz bolju tehnologiju i kontrolu sinteze grafena, mozˇemo
ocˇekivati i za do red velicˇine vec´u mobilnost [16]. Nakon toga nas na sobnoj tem-
peraturi ogranicˇava rasprsˇenje elektrona na fononima, sˇto se smatra intrinzicˇnim
ogranicˇenjem na elektricˇnu mobilnost. Na posljetku, trebamo napomenuti da su ta
ogranicˇenja vezana za grafen koji lezˇi na SiO2/Si supstratu, sˇto je ocˇekivani standard
za integraciju s postojec´om elektronikom.
Iako grafen pokazuje puno vec´u mobilnost i vodljivost od bakra pri relevantnim
koncentracijama nosioca, i dalje nije u upotrebi kao zamjenski vodicˇ. Problem je
u sintezi velikih kolicˇina monokristala grafena na potrebnom supstratu s konzis-
tentnom kontrolom staticˇkih defekata. Svi defekti i granice zrna sluzˇe kao centri
rasprsˇenja nosiocima naboja i ogranicˇavaju upotrebu grafena za vodenje struje na
vec´e udaljenosti.
1.2.2 Molibden disulfid
MoS2 je kao 3D alotrop slojeviti spoj. Njegovi slojevi medusobno su povezani slabim
van der Waalsovim vezama, slicˇno kao kod grafita. Iz tog razloga tehnolosˇki je bitan
te se koristi kao sredstvo za podmazivanje. No i njegov 2D sloj pokazuje isto tako
puno potencijala, pogotovo za upotrebu u elektronici.
Jedan slojMoS2, debljine oko 0.65 nm, u biti se sastoji od tri atomska sloja: S-Mo-
Su kojem se sloj molibdena nalazi izmedu dva sloja sumpora. Svaki atom molibdena
je kovalentno vezan s najblizˇim susjednim atomima sumpora. Iako MoS2 mozˇe biti
u viˇse politipova, u praksi se najcˇesˇc´e koristi 2H struktura prikazana na slici (1.4).
Ostali tipovi koji postoje su 1T, koji je manje zastupljen i ponasˇa se kao metal, te 3R
koji je nestabilan i prilikom grijanja prelazi u 2H [17]. Pogledamo li 2D kristal odozgo
na desnom dijelu slike (1.4), vidimo da postoje neke simetrije pravilnog sˇesterokuta,
slicˇno kao i grafen.
Za razliku od grafena, jednosloj MoS2 je poluvodicˇ s direktnim mjerenim energij-
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Slika 1.4: Graficˇki prikaz strukture jednog sloja najcˇesˇc´e fazeMoS2. Na lijevo vidimo
tri sloja:S-Mo-S. Na desnom dijelu slike je tlocrt na kojem se mozˇe vidjeti simetrija
pravilnog sˇesterokuta. Slika preuzeta iz [18]
.
skim procjepom od oko 1.8 eV [9]. Jednosloj pokazuje jaki ekscitonski efekt [19],
odnosno energija vezanja ekscitona je relativno velika (oko 0.5 eV). Prema tome,
pravi energijski procjep je u biti mjereni procjep uvec´an za energiju vezanja nastalog
ekscitonskog para, odnosno oko 2.3 eV. Mozˇemo primijetiti da obje energije padaju
unutar vidljivog dijela elektromagnetskog spektra, zbog cˇega jednosloj MoS2 mozˇe
biti dobar kandidat za upotrebu u opto-elektronici.
Direktan energijski procjep je jedinstven samo jednoslojnom alotropu MoS2. Alo-
trop koji se sastoji od vec´ dva ili viˇse slojeva viˇse nema direktan energijski procjep,
nego se javlja indirektan procjep [20]. Zahvaljujuc´i tome, jednosloj MoS2 mozˇe ap-
sorbirati i emitirati fotone cˇija je energija vec´a ili jednaka energijskom procjepu bez
dodatnih fonona, sˇto cˇini ovaj proces puno efikasnijim nego kod viˇseslojnih alotropa.
MoS2 pokazuje izuzetnu elasticˇnost i vrijednost Youngova modula usporedivu s
cˇelikovom [21]. Elasticˇna svojstva su mjerena AFM-om, tako da su slojeviMoS2 stav-
ljeni na SiO2 supstrat koji je imao unaprijed napravljene rupe. Komad MoS2 koji je
lezˇao iznad rupe je deformiran pomoc´u vrha AFM-a. Mjeren je trenutak pucanja,
kao i odzivna sila. Na slici 1.5 vidimo da membrana tipicˇno puca u sredini, a ne na
rubovima. To znacˇi da pucanje ne dolazi zbog efekata nastalih na dodiru substrata
i membrane, nego zbog svojstava samog sloja MoS2. Na grafu na slici 1.5 mozˇemo
vidjeti da membrana pokazuje znacˇajnu elasticˇnost. S obzirom na to da je povratna
krivulja izgledala gotovo identicˇno, mozˇemo zakljucˇiti da se, osim u trenutku puca-
nja, ne javljaju plasticˇne deformacije. Izmjereni Youngov modul uz debljinu jednog
sloja od 0.65 nm je Y = 270± 100 GPa, a izmjerena lomna cˇvrstoc´a je σmax = 22± 4
GPa, sˇto je za red velicˇine viˇse od cˇelika. Vidimo da MoS2 pokazuje jako dobru
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Slika 1.5: (a) prikazuje sliku dobivenu AFM-om prije pucanja i mjerenja elasticˇnosti.
(b) je AFM topolosˇka slika nakon pucanja. (c) je graf visine za slucˇaj u (a). Graf na
(d) prikazuje graf izmjerene slike u ovisnosti o vertikalnoj deformaciji za supstrat i
MoS2 membranu. Slike su preuzete iz [21]
.
elasticˇnost i cˇvrstoc´u.
Ako uzmemo u obzir poluvodicˇka, opticˇka i elasticˇna svojstva, te potencijal za iz-
radu puno razlicˇitih vrsta elektronicˇkih uredaja, vidimo da bi MoS2 mogao posluzˇiti
kao dobar poluvodicˇki materijal za izradu fleksibilnih elektronicˇkih i opto-elektronicˇkih
elemenata.
1.3 Primjena grafena i MoS2
Od otkric´a grafena osmiˇsljeno je i napravljeno puno uredaja koji koriste 2D materi-
jale. Obzirom na veliki broj postojec´ih i potencijalnih primjena, u ovom poglavlju
opisujemo samo neke, subjektivno najzanimljivije primjene grafena i MoS2.
Od otkric´a grafena, nazirala se njegova potencijalna primjena u izradi tranzistora.
Zbog toga sˇto grafen reagira na vanjsko elektricˇno polje u okomitom smjeru, od njega
se mozˇe napraviti tranzistor s efektom pojacˇavanja polja (eng. field effect transistor,
skrac´eno FET) [4]. No, ta primjena je u ranim danima naiˇsla na prepreku pri upo-
trebi. Iako su FET-ovi od grafena mogli biti puno manji i brzˇi od silicijskih, pokazivali
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su relativno slabo pojacˇanje. Glavni razlog toga je sˇto grafen ima spojene energijske
vrpce, sˇto mu daje minimalnu vodljivost koja se ne mozˇe smanjiti mijenjanjem vanj-
skog elektricˇnog polja. Smanjivanjem josˇ jedne dimenzije na nekoliko nanometara,
dobivamo grafensku nanovrpcu u kojoj se javlja znacˇajniji energijski procjep, ali to
onda prebacuje josˇ vec´e tehnolosˇke zahtjeve na pravilniju sintezu takvih struktura.
Puno zanimljiviju potencijalnu primjenu pokazuje pojava negativnog diferenci-
jalnog otpora u nekim tranzistorima s grafenom [22]. To omoguc´uje konstrukciju
uredaja koji ima dva naponska ulaza. Pomoc´u njihove kombinacije, uredaj se mozˇe
dovesti u podrucˇje u kojemu daje jedan izlaz za tocˇno odredeni ulaz, sˇto je i do
sadasˇnja principijelna baza u vezi izmedu elektronike i digitalne logike. No, zbog
postojanja negativnog diferencijalnog otpora, karakteristicˇna krivulja uredaja nije
monotona. Zbog toga za neke kombinacije ulaza postoji rezˇim rada u kojem pos-
toje dva stabilna stanja. Ovakva operacija mozˇe posluzˇiti za funkcioniranje koje nije
nuzˇno bazirano na Booleovoj algebri.
U zadnje vrijeme, grafen nalazi i puno primjene u medicini. Posebno je koristan
zbog svojeg svojstva da ne oksidira u zraku i biolosˇkim tekuc´inama. To ga cˇini pogod-
nim za koriˇstenje kao aktivnu komponentu u mnogim uredajima. Puno toksikolosˇkih
efekata grafena i njegovih alotropa poput 1D nanocjevcˇica su vec´ poznati, te je tema
josˇ uvijek u aktivnoj raspravi i proucˇavanju. Bez obzira na to, grafen nije toksicˇan u
svim uvjetima, te je ponekad i medicinski uporabljiv. Primjer grafena u medicini je
kod izrade biosenzora [23] za 8-OHdG biomarkera. 8-OHdG je organska molekula
povezana s pojavom raka i osˇtec´enjem DNA, pa je njezino prepoznavanje svakako
medu korisnijim stvarima u danasˇnjoj dijagnostici i prevenciji raka, cˇime su grafenski
biosenzori usˇli u komercijalnu upotrebu vec´ 2017.
Iako MoS2 pokazuje veliko pojacˇanje u digitalnim uredajima, njegova upotreba
u kombinaciji sa standardnom silicijskom CMOS tehnologijom je ogranicˇena. Vec´ su
uspjesˇno napravljeni procesori [24], ali uredaji od MoS2 pokazuju premalu brzinu
prekidanja kada su sintetizirani na vec´oj skali. Zbog togaMoS2 ne mozˇe jednostavno
svugdje zamijeniti silicij kao aktivni materijal u elektronici, ali se od njega mogu
napraviti specijalizirani uredaji koji c´e ukupno povec´ati upotrebu i moc´ racˇunanja.
Jedan od primjera takvih uredaja je memristor. Memristor je originalno trebao biti
cˇetvrti pasivni uredaj uz otpornik, kondenzator i zavojnicu [25]. Takav uredaj bi mo-
gao posluzˇiti kao jednostavan nacˇin pamc´enja memorije. U meduvremenu, pokazalo
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se da takav uredaj vjerojatno ne bi mogao biti upotrebljiv zbog toga sˇto bi ga termalne
fluktuacije vjerojatno ucˇinile nestabilnim. Josˇ uvijek traje rasprava, te trenutno nema
konsenzusa oko toga sˇto bi memristor tocˇno trebao biti i je li uistinu moguc´e napra-
viti takav uredaj. Postoje pokusˇaji koji rade uredaje koji barem djelomicˇno opisuju
ili aproksimiraju ponasˇanje teoretski idealnog memristora. Danas se pod memristiv-
nim uredajem uglavnom smatra uredaj koji mozˇe mijenjati svoj otpor ovisno o tome
kakav je napon bio primijenjen na njega u prosˇlosti. Primjer pokusˇaja proizvodnje
takvog uredaja je omoguc´eno koriˇstenjem heterostrukturaMoS2 iWS2 [26]. Ovakvo,
plasticˇno mijenjanje otpora na velikom rasponu, omoguc´uje hardversku realizaciju
algoritama koji trebaju pamtiti i mijenjati odredene koeficijente s obzirom na ulaz.
Time se otvara moguc´nost elektronicˇke realizacije algoritama poput ucˇenja kod du-
bokih neuralnih mrezˇa (eng. deep neural network), koje na racˇunalima cˇesto znaju
imati problema zbog prevelike racˇunske kompleksnosti. Osim memristora, nedavno
je sintetizirana i nova vrsta uredaja od MoS2, nazvan memtranzistor. Takav uredaj
mozˇe imati viˇse od samo dva ulaza, te u isto vrijeme mozˇe posluzˇiti kao memorija za
koeficijente i jednostavne tranzistorske operacije [27].
2 Metode
2.1 CVD sinteza
Iako 2Dmaterijali pokazuju niz zanimljivih i jedinstvenih svojstava, glavni ogranicˇavajuc´i
faktor za masovnu primjenu u industriji je kvalitetna sinteza materijala na velikim
skalama. Prva sinteza grafena pomoc´u samoljepive vrpce je otvorila vrata za sin-
teze eksfolijacijom. Kod eksfolijacije 3D alotropa trazˇenog materijala pojedini slojevi
se skidaju ili odvajaju dok se ne dobe jednoslojni materijali ili materijali s nekoliko
slojeva. Metode eksfolijacije mogu biti kemijske i fizicˇke, kao u slucˇaju eksfolijacije
samoljepivom vrpcom.
Iako je eksfolijacija relativno jeftina i brza za znanstvenu primjenu i istrazˇivanje
svojstava; nije pogodna za proizvodnju u vec´im kolicˇinama. Prilikom takvih sin-
teza unosi se puno defekata koje je gotovo nemoguc´e kontrolirati. Nakon sinteze
eksfolijacijom, potrebno je naknadno trazˇiti podrucˇja koja odgovaraju jednom sloju
trazˇenog materijala, koja su gotovo uvijek okruzˇena nepozˇeljnim domenama s viˇse
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slojeva. Ovakvo pretrazˇivanje trazˇenih komada materijala nakon sinteze uz znacˇajnu
proizvodnju otpadnih dijelova nije prihvatljivo za masivnu proizvodnju jer je auto-
matizacija ovakvog procesa zahtjevna, neefikasna i vjerojatno bi imala veliki utjecaj
na okoliˇs.
Kao prihvatljiva alternativa pokazuje se sintetiziranje pomoc´u fizicˇke i kemijske
depozicije. Posebno, u zadnje vrijeme, na fronti istrazˇivanja koristi se kemijska depo-
zicija iz cˇvrste faze (CVD prema eng. chemical vapor deposition).
CVD se pokazala kao jako dobra metoda s potencijalnim primjenama za proizvod-
nju tankih filmova i 2D materijala na visokoj skali [28]. Kod CVD-a se u komoru
stavlja supstrat te se dovode jedan ili viˇse prekursora, odnosno aktivnih tvari, koje
kemijskim promjenama u odredenim uvjetima stvaraju zˇeljeni 2D materijal na sups-
tratu. Prekursori su najcˇesˇc´e u plinovitoj fazi, ali dio njih ili svi mogu biti stavljeni u
komoru zajedno s supstratom u krutoj fazi, koji prilikom sinteze sublimira u okolinu
uzorka.
Da bi se omoguc´ila reakcija, pospjesˇio rast i povec´ala kvaliteta 2D materijala, u
komori se moraju stvoriti i kontrolirati potrebni makroskopski uvjeti. Kontrola uvjeta
najcˇesˇc´e podrazumijeva kontrolu temperature i tlaka. Komora se zagrije na odredenu
temperaturu, te se zrak u njoj najcˇesˇc´e zamijeni nekim inertnim plinom (obicˇno ar-
gonom). Inertnim plinom i kolicˇinom prekursorske pare namjesti se zˇeljeni tlak.
Sinteza se cˇesto vrsˇi u uvjetima visoke temperature i niskog tlaka (ponekad i ultra vi-
soki vakuum), ali postoje i nacˇini sintetiziranja pri atmosferskom tlaku. Osim samog
postavljanja makroskopskih uvjeta, najcˇesˇc´e se supstrat dodatno tretira prije samog
rasta ciljanog materijala. Prije stavljanja u komoru, na supstrat se mogu staviti ko-
madic´i nekog drugog materijala koji sluzˇe kao centri nukleacije za ciljani 2D kristal.
Osim toga, sa supstratom se u komori cˇesto vrsˇi i aniliranje. Aniliranje se obicˇno
radi ubacivanjem molekula vodika (H2) na visoku temperaturu u komoru. H2 se tada
rastavi na vodikove atome koji su jako reaktivni, te na sebe vezˇu organske i ostale
necˇistoc´e i nepravilnosti na supstratu. Zatim se u komoru ponovno ubaci inertni plin
pod tlakom, koji izbaci sav vodik iz komore (eng. purging).
Na mikroskopskoj razini, proces rasta se obicˇno sastoji od nekoliko pojedinacˇnih
podprocesa koji se odvijaju u isto vrijeme [29]. Ti procesi ukljucˇuju adsorpciju pre-
kursorskih molekula na povrsˇinu supstrata, dekompoziciju na reaktivne komponente
te desorpciju otpadnih cˇlanova s povrsˇine supstrata. Nakon toga, na povrsˇini se
11
(a) (b)
Slika 2.1: Slike dobivene opticˇkim mikroskopom zrna jednosloja MoS2 na supstratu
SiO2/Si, u rezˇimu (a) rasta ogranicˇenog vezanjem i (b) difuzijski ogranicˇenog rasta
odvija difuzija reaktanata potrebnih za formiranje kristalne strukture. U konacˇnici,
za pocˇetak rasta kristala nam je potrebna spontana ili potpomognuta nukleacija re-
aktanata u kristalna zrna na povrsˇini supstrata. Osim toga, neki reaktanti mogu biti
topivi u materijalu od kojeg se sastoji supstrat prilikom grijanja. Ako se topljivost sup-
strata puno mijenja promjenom temperature, prilikom hladenja nastaje prezasic´ena
otopina, te se otopljeni atomi segregiraju na povrsˇinu supstrata i postaju dio reak-
cije. Primjer ovoga je ugljik koji je topiv u metalnim supstratima kao sˇto su nikal i
bakar. Medutim, topivost ugljika u bakru je mala [30], pa ocˇekujemo da je proces
precipitacije prilikom sinteze grafena na bakrenoj foliji slab.
Moguc´i rezˇimi rasta pojedinih zrna kristala se najcˇesˇc´e dijele na: difuzijski ogranicˇen
rast (eng. diffusion limited growth) te rast ogranicˇen vezanjem (eng. attachment limi-
ted growth). Prilikom difuzijski ogranicˇenog rasta, reaktanti se brzo vezˇu za rastuc´e
zrno. Lokalna koncentracija reaktanata u okolini zrna se ne stizˇe nadoknaditi, te
oko zrna nastaje podrucˇje osiromasˇenja. U takvom rezˇimu tipicˇno nastaju fraktalni i
nepravilni oblici zrna. Primjer ovakvog rezˇima rasta je na slici (2.1(b)) za MoS2.
U praksi, za rast zrna 2D materijala cˇesˇc´e se koristi rast ogranicˇen vezanjem.
Ovakav rast je ravnotezˇan, jer se reakcija odvija dovoljno sporo da koncentraciju
reaktanata mozˇemo smatrati homogenom. Zrna koja rastu na ovaj nacˇin tipicˇno
imaju pravilne oblike kao npr. trokut u slucˇajuMoS2 prikazan na slici (2.1(a)). Takav
rast je u biti natjecanje dva ukupna procesa: vezanje reaktanata na aktivna mjesta
rubova zrna, te odvajanja cˇlanova s ruba zrna. Ukupno ponasˇanje se mozˇe priblizˇno
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zapisati kao [29]:
RG = s0 (c ν e
−Eba/kBT − n0 ν e−Ebd/kBT ) (2.1)
Gdje je prvi cˇlan brzina vezanja, a drugi cˇlan predstavlja brzinu otpusˇtanja cˇlanova. c
je koncentracija reaktivnih cˇlanova, ν = kBT
h
je srednja frekvencija vezanja i otpusˇtanja
reaktanata, a Eba i Ebd su energije potrebne reaktantu da se vezˇe za rub b, odnosno
odvoji od ruba b. n0 je linijska gustoc´a atoma na rubu b, a s0 je povrsˇina jedinicˇne
c´elije kristala.
Makroskopski, namjesˇtanjem vanjskih uvjeta mozˇemo mijenjati koncentraciju re-
aktanata c, te odnos energija Eba i Ebd. Ako brzina vezanja cˇlanova nadvlada brzinu
otpusˇtanja, tada kristalno zrno raste. U obrnutom slucˇaju, kada brzina otpusˇtanja
cˇlanova s ruba nadvlada brzinu vezanja, javlja se jetkanje, odnosno kristalno zrno se
smanjuje.
U nastavku opisujemo specificˇnosti CVD sinteza grafena i MoS2 koriˇstene za po-
trebe diplomskog rada.
2.1.1 CVD sinteza grafena
Uzorci grafena su sintetizirani CVD sintezom na bakrenim folijama u atmosferskom
tlaku. Bakar ima FCC kristalnu strukturu (eng. Face centered cubic). Kao supstrat su
koriˇstene bakrene folije odrezane tako da je aktivna povrsˇina za rast [111] ravnina.
Prije same sinteze, komadi bakrene folije su obradeni elektropoliranjem. Na slici
(2.2(a)) mozˇemo vidjeti sliku folije prije elektropoliranja. Primjec´ujemo da je ba-
krena folija jako neravna u y smjeru, sˇto je posljedica valjanja bakra prilikom pro-
izvodnje trake. Elektropoliranjem mozˇemo smanjiti frekvenciju i gustoc´u jama. Kao
elektrolit koristimo 85% masenu otopinu H3PO4, a nasˇu ciljanu trakicu koristimo kao
anodu. Elektropoliramo naponom od 1.4V oko 120s.
Nakon elektropoliranja dobivamo sliku folije dobivenu opticˇkim mikroskopom
kao na slici (2.2(b)). Usporedujuc´i Fourierove transformate za slike prije i poslije
elektropoliranja (2.2(c) i (d)), vidimo smanjeni intenzitet visokih frekvencija u y
smjeru nakon elektropoliranja. Ako bolje pogledamo i usporedimo normalne slike,
mozˇemo vidjeti da neravnine josˇ uvijek postoje, ali su prorijedene. Nakon elektro-
poliranja i ispiranja folije, na njenoj povrsˇini nastaje neravnomjerna korozija, koju
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Slika 2.2: Slike dobivene opticˇkim mikroskopom golih povrsˇina bakrenih folija (a)
prije elektropoliranja i (b) nakon elektropoliranja folije. (c) je 2D Fourierov transfor-
mat slike pod (a), (d) je 2D Fourierov transformat slike pod (b)
lagano ocˇistimo s razrijedenom solnom kiselinom.
Bakrena folija se stavi u pec´ za sintezu koju zagrijavamo na 1080◦C, sˇto je samo
nekoliko stupnjeva ispod taliˇsta bakra. Aniliranje se vrsˇi sa smjesom plinova: 20%H2,
80% Ar, protokom od 200 sccm, te proces traje oko 20 min. Molekule vodika se u pec´i
disociraju na visoko reaktivne atome koji reagiraju s necˇistoc´ama na povrsˇini folije.
Nakon aniliranja i procˇiˇsc´avanja pec´i od vodika, zapocˇinje sinteza. Kao prekursorski
plin koristi se metan (CH4 u smjesi s argonom i vodikom. Udio cˇlanova u smjesi iznosi
97.5% Ar, 2.5% H2 te 50ppm CH4. Na prvi pogled se cˇini da se u smjesi prekursor
nalazi samo u tragovima, ali ta kolicˇina je dovoljna za sintezu kvalitetnih jednoslojeva
grafena. Ako se stavi prevelika koncentracija prekursora, mozˇe se dogoditi da se
znacˇajno promijeni kemijski potencijal okoline te se pospjesˇi stvaranje viˇsih slojeva.
S obzirom na to da smo za potrebe ovog diplomskog rada zˇeljeli dobiti sˇto vec´a
zrna, sinteza se odvijala samo 15 min na protoku od 140 sccm-a. Zˇeljeli smo relativno
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Slika 2.3: .Prikaz FCC kristalne resˇetke bakra, [111] na kojoj sintetiziramo grafen, te
kako bi grafen mogao sjesti na tu povrsˇinu prilikom rasta. Slika preuzeta iz [31]
.
nisku nukleaciju da grafenska zrna mogu narasti, ali ne i medusobno se spojiti.
Nakon sinteze, folija s uzorkom se hladi prije nego je izlozˇena zraku. Grafen je
na bakrenoj foliji generalno nevidljiv, pa se folija ponovno zagrijava na 100-200◦C,
ali ovaj put na zraku. Grafen ne oksidira u tim uvjetima, ali bakar da. Zato nakon
ovog procesa mozˇemo vidjeti kontrast izmedu svjetlijih podrucˇja na kojima se nalazi
grafen, te narancˇasto-crvenih podrucˇja gdje je podrucˇje oksidiranog bakra.
Rast grafenskih zrna na [111] ravnini bakra bi trebao pospjesˇiti rast sa samo
nekim orijentacijama. U proucˇenoj literaturi ima viˇse tvrdnji. U nekim radovima
se tvrdi da je moguc´a samo jedna orijentacija grafena na [111] bakru [31], kao sˇto
je prikazano na slici (2.3). S druge strane, neki drugi proracˇuni pokazuju da su
najvjerojatnije dvije orijentacije medusobno odvojene za oko 20◦( [32]).
2.1.2 CVD sinteza MoS2
Uzorci MoS2 su sintetizirani CVD sintezom na Si/SiO2 u atmosferskom tlaku. Shemu
sinteze mozˇemo vidjeti na slici (2.4). Kao prekursori su koriˇsteni sumpor i MoO3.
Sumpor je se zagrije na temperaturu od oko 130◦C pri cˇemu sublimira. UzorakMoO3
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Slika 2.4: Shematski prikaz postava za sintezuMoS2. Temperatura na koju se dovede
postolje za sumpor je 130◦C, a sinteza se odvija na 700-800◦C s protokom od 100
sccm. Valna duljina lasera je 450 nm.
gadamo laserom valne duljine 450 nm, pri cˇemu cˇestice nosˇene argonom odlaze
zajedno sa sumporom u reakcijski dio pec´i. S obzirom na to da je sloj SiO2 na Si
amorfan, ne ocˇekujemo da kristali MoS2 imaju preferencijalnu orijentaciju.
CVD rastMoS2 mozˇemo pratiti opticˇki mikroskopom s povec´anjem 10x (NA=0.4).
Videi rasta su snimani po nekoliko minuta do nekoliko desetaka minuta, te obicˇno
prikazuju cijeli proces rasta.
2.1.3 Predvidanje oblika zrna
Ravnotezˇni kristalni oblik u uvjetima konstantnog tlaka i temperature dobivamo mi-
nimiziranjem Gibsove energije. U idealnom slucˇaju, sav viˇsak energije se nalazi na ru-
bovima. Prema tome, oblik kristalnog zrna mozˇemo dobiti minimizirajuc´i povrsˇinsku
energiju, odnosno energiju na rubu zrna u slucˇaju 2D kristala. Ako imamo izraz za
rubnu energiju kristala, model oblika kristalnog zrna mozˇemo dobiti koristec´i Wulf-
fovu konstrukciju [10].
Da bismo opisali povrsˇinsku, odnosno rubnu energiju, zamiˇsljamo da beskonacˇni
kristal odrezˇemo pod nekim kutom. Energija nastalih izlozˇenih veza po jedinici du-
ljine je u tom slucˇaju nasˇa trazˇena povrsˇinska energija. Ako pogledamo sliku (2.5
(c)), vidimo da se u resˇetci pravilnih sˇesterokuta, slobodna veza na rubu mozˇe nac´i u
dva polozˇaja. Prvi polozˇaj, kojeg nazivamo AC (prema eng. armchair) prikazan je na
(2.5 (a)), gdje vidimo da dva susjedna atoma imaju po jednu slobodnu vezu. Drugi
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Slika 2.5: Model odrezanog ruba grafenskog zrna. (a) pokazuje rub koji zavrsˇava
samo s AC tipom zavrsˇetka. (b) prikazuje cˇisti ZZ tip ruba. Na (c) mozˇemo vidjeti
da rub, odrezan pod proizvoljnim kutom, sadrzˇi samo razlicˇit broj i kombinacije ZZ i
AC tipova zavrsˇetaka. (d) pokazuje geometrijski rastav proizvoljnog ruba na AC i ZZ
komponente. Slika preuzeta iz [33]
.
polozˇaj, kojeg nazivamo ZZ (prema eng. zig-zag) je prikazan na slici (2.5 (b)). u
kojem atomima na rubovima nedostaje veza, ali su povezani sa susjedima koji imaju
sve veze.
Usporedbom, mozˇemo vidjeti da bi AC konfiguracija trebala imati vec´u povrsˇinsku
energiju od ZZ konfiguracije. Boje na (2.5 (a), (b) i (c)) prikazuju izracˇunatu gustoc´u
elektrona, tako da crvena boja oznacˇava najvec´u vrijednost, a plava najmanju. Mozˇemo
vidjeti da je gustoc´a elektrona vec´a na AC rubovima, sˇto nam pokazuje da susjedi na
AC rubu stvaraju djelomicˇno viˇsestruke veze. Taj efekt smanjuje njihov doprinos
rubnoj energiji, pa tipicˇno AC konfiguracija ima nizˇu rubnu energiju od ZZ konfigu-
racije [34].
U svakom slucˇaju, mozˇemo pretpostaviti da svaki ZZ i AC zavrsˇetak doprinosi rub-
noj energiji s konstantnim energijama ǫZZ i ǫAC . Prema tome, ako kristal odrezˇemo
pod proizvoljnim kutom, kao na slici (2.5 (d)), ukupnu rubnu energiju mozˇemo opi-
sati kao zbroj energija ZZ i AC zavrsˇetaka [33]):
γ = cZZǫZZ + cACǫAC (2.2)
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gdje su cZZ i cAC brojevi ZZ i AC rubova po jedinici duljine. Na slici (2.5 (d)) je
oznacˇen proizvoljan pravac pod kutem χ s obzirom na ZZ rub. Taj pravac mozˇemo
rastaviti na dvije komponente: ZZ smjer i AC smjer koji je zarotiran za 30◦. Duzˇ
tih komponenti pobrojimo ZZ, odnosno AC rubne atome, te ih podijelimo s duljinom
dijela pravca na kojem pratimo rubove. Izraz za rubnu energiju u ovisnosti o kutu χ
je:
γ(0◦ ≤ χ < 30◦) = γAC sin(χ) + γZZ sin(30◦ − χ) (2.3)
Ovaj izraz mozˇemo dodatno pojednostaviti koristec´i elementarne izraze za rastav
trigonometrijskih funkcija:
γ(0◦ ≤ χ < 30◦) = |γ0| cos(χ+ C),
C = arctg(
√
3− 2γAC
γZZ
)
(2.4)
U ovoj formulaciji, koeficijent γ0 samo mijenja amplitudu izraza rubne energije, ali ne
mijenja medusobni odnos energija za razlicˇite kutove, te nam zbog toga nije bitan.
Vidimo da koeficijent pocˇetne faze, C, ovisi o omjeru γAC i γZZ , pa c´e zbog toga i
konacˇni oblik ovisiti samo o njihovom omjeru.
Izraz (2.4) vrijedi za rubove pod kutom od 0◦do 30◦s obzirom na ZZ orijentaciju.
Za kutove od 30◦do 60◦, sustav je u anti-simetricˇnoj poziciji s obzirom na prethodni
slucˇaj, pa je izraz za rubnu energiju u tom slucˇaju:
γ(30◦ ≤ χ < 60◦) = |γ0| cos [(60◦ − χ) + C] (2.5)
Grafenska heksagonalna resˇetka ima rotacijsku simetriju sˇestog reda. Zbog toga,
vrijednosti rubne energije se periodicˇki ponavljaju svakih 60◦. Parametar C, odnosno
parametri γAC i γZZ su povezani s doprinosom AC i ZZ zavrsˇetaka ukupnoj rubnoj
energiji, te ovise o supstratu na kojem raste kristal i okoliˇsu u kojem se nalazi prilikom
rasta. Dobrom kontrolom uvjeta sinteze, mozˇemo mijenjati odnose izmedu tih dvaju
parametara, te tako mijenjati i oblik grafenskog zrna.
Za Wulffovu konstrukciju prvo moramo nacrtati polarni graf ovisnosti rubne ener-
gije o kutu. Tada za svaku tocˇku na grafu nacrtamo pravac okomit na spojnicu iz
ishodiˇsta do te tocˇke. Predvideni oblik nam je tada presjek svih podrucˇja ispod tih
pravaca [35].
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(a)
(b)
Slika 2.6: (a) radijalni graf rubne energije i Wulffove konstrukcije. Osi su oznacˇene
s proizvoljnom mjernom jedinicom. (b) generirani oblici dobiveni za svaku od tri
kombinacije parametara.
γAC / [eV] γZZ / [eV]
I 2.02 2.36
II 2.02 2.02
III 2.02 1.70
Tablica 2.1: Parametri rubne energije koriˇsteni za Wullfove konstrukcije
Na slici (2.6), mozˇemo vidjeti Wulffovu konstrukciju i dobivene oblike za tri
razlicˇite kombinacije parametara koji su dani u tablici (2.1). Mozˇemo primijetiti
da za slucˇaj kada imamo γAC < γZZ , energija je minimalna za 30
◦i svakih 60◦nakon
toga. Za predvideni oblik onda dobivamo sˇesterokut cˇiji su rubovi zavrsˇeni AC tipom
zavrsˇetka, jer takva konfiguracija minimizira rubnu energiju.
Slicˇno tome, za slucˇaj kada je γAC > γZZ vec´i, dobivamo sˇesterokut cˇiji su rubovi
zavrsˇeni sa ZZ tipom zavrsˇetka.
Kada su γAC i γZZ gotovo isti, kao predvideni oblik dobivamo pravilni dvanaeste-
rokut. AC i ZZ tipovi ruba s jednakim doprinosom minimiziraju rubnu energiju, pa
dobiveni oblik ima oba tipa zavrsˇetaka na svojim rubovima.
U slucˇaju 2H politipaMoS2 (1.4 (b)), cˇvorovi kristalne resˇetke pravilnog sˇesterokuta
19
viˇse nisu jednovrsni. U cˇvorovima pravilnih sˇesterokuta se naizmjenicˇno nalaze atomi
sumpora i molibdena. Zbog toga, sustav viˇse nema rotacijsku simetriju 6., nego 3.
reda; odnosno rotacijski je invarijantan za rotacije od 120◦.
AC tip zavrsˇetka imamo kada su na rubu izlozˇeni susjedni S i Mo. Ako sustav
zarotiramo za 60◦, AC tip zavrsˇetka samo zamijeni pozicije S i Mo atoma. Ta pro-
mjena mjesta ne mijenja niˇsta u rubnoj energiji, tako da ta dva tipa AC ruba mozˇemo
smatrati istima. Slicˇno tome, imamo i dva razlicˇita ZZ tipa ruba koji su medusobno
rotirani za 60◦. Jedan ZZ tip ruba zavrsˇava s Mo atomom, a drugi tip zavrsˇava s
dva S atoma. Prema tome, mozˇemo ocˇekivati da Mo-ZZ i S-ZZ tipovi zavrsˇetka ne-
maju nuzˇno jednak doprinos rubnoj energiji, odnosno imamo dva razlicˇita ZZ tipa
ruba [36].
Ako definiramo sustav tako da nam je na kutu od 0◦ Mo-ZZ tip ruba, mozˇemo
zapisati povrsˇinsku energiju slicˇno kao u jednadzˇbi (2.3):
γ(0◦ ≤ χ < 30◦) = γAC sin(χ) + γMoZZ sin(30◦ − χ)
γ(30◦ ≤ χ < 60◦) = γSZZ sin(χ− 30◦) + γAC sin(30◦ − (χ− 30◦))
(2.6)
Slicˇno kao i kod grafena, od 30◦ do 60◦, izraz je anti-simetricˇan onome za kutove
od 0◦ do 30◦, uz dodatnu promjenu da ZZ tipovi zavrsˇetaka prelaze iz Mo-ZZ tipa u
S-ZZ tip. Za kutove od 60◦ do 120◦ izraz je slicˇan, samo u prvom podrucˇju su S-ZZ
tipovi zavrsˇetaka, a u drugom Mo-ZZ:
γ(60◦ ≤ χ < 90◦) = γAC sin(χ− 60◦) + γSZZ sin(30◦ − (χ− 60◦))
γ(90◦ ≤ χ < 120◦) = γMoZZ sin(χ− 90◦) + γAC sin(30◦ − (χ− 90◦))
(2.7)
Mozˇemo primijetiti da ako su γMoZZ i γ
S
ZZ jednaki, problem postaje jednak onome
kao kod grafena, pa je i ocˇekivani oblik rasta zrna jednak. Osim toga, postoje tri
ekstremna rezˇima rasta, kada postavimo neki od triju koeficijenata γAC , γ
Mo
ZZ , γ
S
AC
puno manji od ostalih. U slucˇaju kada je γAC puno manji od ostalih koeficijenata,
rubna energija je minimizirana postavljanjem AC tipova rubova. Takav slucˇaj je opet
identicˇan istom rezˇimu kao i kod grafena, pa je i ocˇekivani oblik sˇesterokut.
Zanimljivije efekte vidimo kada su γMoZZ ili γ
S
ZZ manji od ostalih koeficijenata. Tada
u obliku dominiraju Mo-ZZ ili S-ZZ rubovi koji imaju rotacijsku simetriju za kutove
od 120◦. Zbog toga, u tim slucˇajevima ocˇekujemo trokutaste oblike. Na slici (2.7(a))
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(a)
(b)
Slika 2.7: Oblici MoS2 dobiveni Wulffovom konstrukcijom. (a) pokazuje raspon
oblika koji se mogu konstruirati za razlicˇite kombinacije parametara. (b) Priblzˇan pri-
kaz promjena oblika MoS2 mijenjanjem kemijskog potencijala u okoliˇsu povec´anjem
udjela sumpora.
vidimo kako se mijenjaju predvideni oblici za razlicˇite kombinacije parametara. Pa-
rametre koje mijenjamo su γAC te u isto vrijeme γ
Mo
ZZ i γ
S
ZZ preko parametra μ po
pravilu:
γMoZZ = γ0 − μ
γSZZ = γ0 + μ
(2.8)
Vidimo da povec´anjem rubne energije za AC tip ruba, oblici prelaze iz sˇesterokuta
s AC rubovima u oblike sa ZZ rubovima. Povec´anjem μ, trokuti s Mo-ZZ rubovima
prelaze u trokute sa S-ZZ rubovima. Eksperiment i tocˇnije modeliranje pojedinih
faktora pokazuje da MoS2 raste kao dvanaesterokut ako je okolina bogata molibde-
nom [37]. Kako povec´avamo udio sumpora u atmosferi u kojoj raste MoS2, oblik
prelazi u sˇesterokut te konacˇno u pravilni trokut sa S-ZZ rubovima, kao sˇto je prika-
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zano na slici (2.7(b)). U tipicˇnim uvjetima CVD rasta, mozˇemo ocˇekivati da MoS2
raste u obliku trokuta [10].
2.2 Opticˇka mikroskopija
Opticˇki mikroskop je jedan od prvih uredaja koji je sluzˇio kao uvid u mikro-svijet.
Gotovo sva podrucˇja prirodoslovnih znanosti imaju potrebu za opticˇkom mikrosko-
pijom pri nekim eksperimentima. Glavni dijelovi opticˇkog mikroskopa su objektiv i
okular. Objektiv se sastoji od dvije ili viˇse lec´a koje sluzˇe za uvec´avanje promatranog
predmeta [38]. Prilikom njegove upotrebe najbitnija nam je informacija o njegovom
uvec´anju. Okular se obicˇno sastoji od josˇ jedne lec´e i konkavnog zrcala cˇija je zadac´a
da realnu sliku stvorenu objektivom pretvori u virtualnu kako bismo predmet mogli
vidjeti ocˇima.
Da bismo mogli vidjeti ciljani predmet, treba nam izvor svjetlosti. Jedan od nacˇina
osvjetljavanja je stavljanje izvora ispod uzorka, tako da svjetlost prolazi kroz uzorak
koji apsorbira dio izvorne svjetlosti. Uzorci promatrani u ovom radu nisu bili pro-
zirni, pa se izvor svjetla treba nalaziti iznad uzorka, te refleksijom na uzorku doc´i
do objektiva. Mjerenja smo vrsˇili u bright-field nacˇinu osvjetljenja, odnosno cijeli
promatrani dio uzorka je bio u potpunosti obasjan bijelom svjetlosˇc´u.
Za potrebe ovog rada trebam rec´i nesˇto o josˇ jednoj bitnoj komponenti opticˇkog
mikroskopa: kameri. Najcˇesˇc´e koriˇstene vrste kamera za dobivanje slike iz opticˇkog
mikroskopa su CMOS i CCD kamere. Prilikom koriˇstenja kamere, izlazno svjetlo iz
objektiva pada na djelitelj zrake (eng. beam splitter) koji svjetlost djelomicˇno reflek-
tira u objektiv, a djelomicˇno u kameru. Time nam je omoguc´eno snimanje i pohranji-
vanje slika i videa uzoraka na racˇunalo, koje koristimo za kasniju obradu.
U znanosti o materijalima u zadnje se vrijeme viˇse koriste i druge metode, poput
elektronske mikroskopije, AFM, STM i sl. No, kod vec´ine tih mikroskopa, stvaranje
samo jedne slike mozˇe trajati dosta dugo (kao npr. kod AFM), ili interakcije uzoraka
s elektronima mozˇe osˇtetiti promatrane materijale (kao npr. kod STM). Zbog toga je
opticˇka mikroskopija josˇ uvijek moc´na metoda, pogotovo za inicijalno identificiranje
jednoslojnih podrucˇja [39].
Ako neki osvijetljeni objekt dovoljno uvec´amo, primijetit c´emo difrakciju tog objekta
zbog prolaska svjetlosti kroz otvor za lec´u objektiva (slika 2.8(a)). Zbog pojave
22
(a) (b)
Slika 2.8: (a) prikazuje ogibne slike centralnog objekta kojeg pokusˇavamo uvec´ati.
(b) granicˇni slucˇaj razlucˇivosti. Da su objekti malo blizˇe, viˇse ih ne bi mogli smatrati
razlucˇivima. Slike preuzete iz [38]
.
difrakcije, postoji ogranicˇenje na minimalnu udaljenost izmedu dva objekta koju
mozˇemo razlucˇiti. Granica razlucˇivosti je definirana kao trenutak kada se srednji
ogibni maksimum prvog objekta nade u prvom ogibnom minimumu drugog objekta
(slika 2.8(b)). Prema tome, minimalna udaljenost koju mozˇemo razlucˇiti je [38]:
d =
λ
2 NA
(2.9)
Izraz (2.9) se zove difrakcijska granica i smatra se kao teoretska granica moguc´nosti
opticˇkog mikroskopa. NA je mjera kutnog prihvac´anja (eng. numerical aperture)
koja ovisi o indeksu loma sredstva koje se nalazi izmedu objekta i objektne lec´e, te o
maksimalnom kutu kojeg objekt zatvara s rubom objektivne lec´e. NA se tretira kao
tehnicˇki koeficijent, odnosno njegova vrijednost je dana kao specifikacija objektiva.
U nasˇim mjerenjima opticˇkim mikroskopom, koriˇsteni koeficijent bio je NA = 0.9.
Za zelenu svjetlost (λ ≈ 500nm), minimalna razlucˇiva udaljenost d ≈ 0.28µm, sˇto
nam je onda i teoretska granica za velicˇinu zrna koju mozˇemo primijetiti opticˇkom
mikroskopijom.
Mozˇemo primijetiti da difrakcijska granica ovisi proporcionalno o valnoj duljini
svjetlosti. Jedan nacˇin povec´avanja rezolucije je smanjivanje valne duljine ispod vid-
ljive svjetlosti u UV podrucˇje, pa u podrucˇje x-zraka. Drugi, cˇesˇc´i nacˇin je koriˇstenje
mikroskopija pretrazˇnom probom (SPM prema eng. scanning probe microscopy). Pri-
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(a) (b)
Slika 2.9: (a) putevi svjetlosti. Upadna zraka se reflektira na povrsˇini: C - MoS2,
B - SiO2, A - Si. (b) graficˇki prikaz kontrasta u ovisnosti o valnoj duljini svjetlosti i
debljini sloja SiO2. Slike preuzete iz [40]
.
mjeri ovakvih mikroskopija su STM (eng. scanning tunneling microscopy) i AFM (eng.
atomic force microscopy). Zbog difrakcijske granice, opticˇki mikroskop je ogranicˇen
razlucˇivosˇc´u na strukture velicˇine vec´e od 0.1µm. Za pretrazˇivanje i uocˇavanje deta-
lja topologije 2D materijala i defekata nastalih prilikom sinteze, cˇesto nije dovoljan
opticˇki mikroskop, pa u takvim slucˇajevima uzorke obicˇno mjerimo AFM-om.
Da bismo objasnili opticˇki kontrast izmedu MoS2 na supstratu SiO2/Si i podrucˇja
golog SiO2/Si, promatramo interferenciju svjetlosti A, B i C prikazanih na slici (2.9(a)).
Svjetlost (C) upada okomito iz zraka (indeks loma n0 ≈ 1) na sloj MoS2 debljine d1 s
kompleksnim indeksom loma n1 za kojeg aproksimiramo da ne ovisi o valnoj duljini
svjetlosti. Na dodirnoj povrsˇini MoS2 i zraka, svjetlost se djelomicˇno reflektira. Tran-
smitirana svjetlost (B) dolazi do sloja SiO2, debljine d2, te se djelomicˇno reflektira,
a djelomicˇno transmitira kroz sloj. Indeks loma n2 je poznat i ovisi o valnoj duljini
svjetlosti. Na mjestu dodira Si i SiO2 sloja dolazi do refleksije (A). Uzimamo da je sloj
silicija puno deblji od ostalih slojeva, pa ne trebamo razmatrati moguc´u transmisiju.
Indeks loma za silicij je n3 je poznat i ovisi o valnoj duljini svjetlosti. Koeficijente re-
fleksije tada mozˇemo dobiti koriˇstenjem Fresnelovog zakona za interferenciju A-B-C
(na podrucˇju MoS2), te interferenciju B-C (na podrucˇju bez MoS2) [41]:
R =
∣∣∣∣r1ei(φ1+φ2) + r2e−i(φ1−φ2) + r3e−i(φ1+φ2) + r1r2r3ei(φ1+φ2)ei(φ1+φ2) + r1r2e−i(φ1−φ2) + r1r3e−i(φ1+φ2) + r2r3ei(φ1+φ2)
∣∣∣∣
2
R′ =
∣∣∣∣r′2eiφ2 + r3e−iφ2eiφ2 + r′2r3e−iφ2
∣∣∣∣
2
(2.10)
R je intenzitet reflektirane svjetlosti za slucˇaj kada svjetlost upada naMoS2, a R’ je za
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slucˇaj kada svjetlost upada na supstrat SiO2/Si. Koeficijenti r1, r2, r
′
2, r3 su relativni
indeksi loma:
r1 =
n0 − n1
n0 + n1
, r2 =
n1 − n2
n1 + n2
, r′2 =
n0 − n2
n0 + n2
, r3 =
n2 − n3
n2 + n3
(2.11)
φ1 i φ2 su fazne razlike nastale zbog razlicˇitih opticˇkih puteva svjetlosti prilikom
putovanja kroz sloj MoS2 i SiO2:
φ1 = 2π
d1n1
λ
, φ2 = 2π
d2n2
λ
(2.12)
Kontrast izmedu dva podrucˇja se definira kao relativna razlika u intenzitetu svjetlosti
koja upada na mikroskop na ta dva podrucˇja. Uzimajuc´i u obzir da u mikroskop
upada reflektirana svjetlost, mozˇemo racˇunati kontrast:
C =
R′ −R
R
(2.13)
Na slici (2.9(b)) mozˇemo vidjeti prikaz ovisnosti kontrasta o debljini sloja SiO2 i val-
noj duljini upadne svjetlosti. Debljina slojaMoS2 je uzeta fiksno na 0.68 nm. Mozˇemo
primijetiti da postoje dvije glavne pruge, odnosno podrucˇja gdje je kontrast znacˇajno
vec´i od 0. U tim podrucˇjima je R′ > R, odnosno intenzitet reflektirane svjetlosti s
podrucˇja supstrata je vec´i. Mozˇemo vidjeti da postoji podrucˇje s negativnim kontras-
tom (R′ < R), ali to podrucˇje je relativno malo i javlja se samo na velikim valnim
duljinama. Prema tome, mozˇemo pretpostaviti da c´e u podrucˇju vidljivosti reflekti-
rana zraka sa supstrata imati vec´i intenzitet, odnosno podrucˇje na slici na kojem se
nalazi MoS2 bit c´e tamnije od podrucˇja na kojem se nalazi samo supstrat.
2.3 Metode analize
U ovom poglavlju opisujemo metode analize slika uzoraka dobivenih opticˇkom mi-
kroskopijom. Cilj nam je razviti metodu za automatsko dobivanje statisticˇki znacˇajnih
informacija iz slika sintetiziranog grafena. Konkretnije, iz sintetiziranih uzoraka
zˇelimo dobiti informacije o obliku grafenskih zrna te moguc´im varijacijama. Do-
bivena distribucija se mozˇe usporedivati s drugim eksperimentalnim podacima ili
distribucijama dobivenih iz sinteze u drugacˇijim uvjetima. Ovakav princip bi mo-
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gao voditi do automatske i konzistentnije provjere i kontrole kvalitete sintetiziranih
uzoraka.
Osim toga, zˇelimo dobiti informacije i prikaz dinamicˇkih promjena pri rastu po-
jedinih zrna MoS2 iz videa sinteze dobivenih opticˇkim mikroskopom. Da bismo to
postigli, prvo moramo imati moguc´nost odvajanja MoS2 od supstrata na svakoj slici.
Nakon toga, trebamo moc´i odvojiti svako pojedino zrno te odrediti promjenu njego-
vih svojstava u vremenu. Bolji opis dinamike mozˇe nam pomoc´i pri razumijevanju
procesa koji se odvijaju pri sintezi, te pri boljem modeliranju defekata i dinamicˇke
kontrole rasta kristala.
Prema nasˇim najboljim saznanjima, dosadasˇnja analiza slika uzoraka radi se rucˇnim
oznacˇavanjem i mjerenjem; ili koriˇstenjem programa baziranih na rucˇno-izgradenim
algoritmima [42]. Ovakav nacˇin analize je cˇesto spor za velike kolicˇine podataka te
koristi znacˇajnu kolicˇinu parametara koje trebamo namjesˇtati ovisno o postavkama
mikroskopa i odnosu boja u slikama.
Kao zamjenu rucˇno-izgradenim algoritmima koristimo algoritme koji ucˇe i prilago-
davaju se mjerenim podacima. Takvi algoritmi pripadaju podrucˇju statistike koja se
zove strojno ucˇenje (eng. machine learning). Njihovim koriˇstenjem mozˇemo postic´i
automatizaciju i ubrzanje jednostavnih, ali vremenski zahtjevnih dijelova analize.
Algoritme koje u ovom radu koristimo za analizu su dio dubinskog ucˇenja (eng.
deep learning) koje je grana strojnog ucˇenja. Dubinsko ucˇenje obuhvac´a razlicˇite vrste
neuralnih mrezˇa (eng. artificial neural networks) s vec´im brojem slojeva. Problem
s vec´inom drugih algoritama strojnog ucˇenja je sˇto cˇesto dolaze do podrucˇja rada
kada koriˇstenje dodatnih podataka ne poboljˇsava daljnje ucˇenje [43]. Dobivanje
slika opticˇkim mikroskopom je jednostavno i brzo, pa mozˇemo jednostavno doc´i do
kolicˇine podataka s kojom klasicˇni algoritmi strojnog ucˇenja viˇse ne bi pokazivali
napredak. Zbog toga koristimo dubinske neuralne mrezˇe, koje mozˇemo relativno
lako mijenjati te ih namjesˇtati tako da njihove performanse nastave rasti sa sve vec´om
kolicˇinom podataka [44].
Za segmentiranje MoS2 od pozadine koristimo konvolucijsku neuralnu mrezˇu s
UNet arhitekturom. S obzirom da koriˇsteni videi imaju pet slika u sekundi, rucˇna
analiza bi ili trajala dugo ili bismo morali preskakati slike cˇime bismo izgubili na
vremenskoj preciznosti. Zahvaljujuc´i strojnom ucˇenju mozˇemo u kratko vrijeme seg-
mentirati video od cca. tisuc´u slika sa jednakom tocˇnosˇc´u kao i rucˇno oznacˇavanje.
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Oblici grafenskog zrna mogu imati razne varijacije od uzorka do uzorka. Najcˇesˇc´a
metoda inicijalne analize kvalitete sinteze je rucˇnom inspekcijom uzorka na opticˇkom
mikroskopu. Ovakav pristup mozˇe biti spor i sklon ljudskim gresˇkama. Da bismo
automatski i konzistentnije analizirali oblik grafena koristimo konvolucijski autoen-
koder (eng. autoencoder). Ovaj algoritam se pokazuje kao moc´an alat za prepozna-
vanje apstraktnih znacˇajka iz skupina slika [45]. Za nasˇe potrebe, iz slika grafenskog
zrna mozˇemo dobiti podatke o znacˇajkama kao sˇto su prosjecˇna boja, velicˇina, rota-
cija i sl. te njihovu raspodjelu. Dobivene raspodjele mozˇemo medusobno usporediti
za razlicˇite makroskopske parametre sinteze, te tako ocijeniti kvalitetu.
U nastavku prikazujemo osnove podrucˇja strojnog i dubinskog ucˇenja, te ideju i
opis konkretnih algoritama i specificˇnosti oko arhitekture i koriˇstenja podataka.
2.3.1 Strojno i dubinsko ucˇenje
Strojno ucˇenje u sˇirem smislu je zajednicˇki naziv za skup statisticˇkih modela i racˇunalnih
algoritama koji sluzˇe da se racˇunalu omoguc´i samostalno rjesˇavanje odredenih zadac´a.
U zadnje vrijeme se podrazumijeva da algoritmi strojnog ucˇenja ucˇe kako rijesˇiti za-
dane probleme i zadac´e koristec´i vec´e kolicˇine skupljenih podataka. Pojam ucˇenja u
smislu strojnog ucˇenja se odnosi na postupno poboljˇsanje rjesˇavanja zadac´a koriˇstenjem
tih podataka. Najcˇesˇc´e je cilj postic´i da se sposobnost i performanse rjesˇavanja za-
datka generalizira i na podatke koji nisu koriˇsteni za ucˇenje.
Zacˇetci stronog ucˇenja nastali su sredinom prosˇlog stoljec´a u pokusˇaju da se rijesˇi
problem umjetne inteligencije. No, zbog nedostatka dobrih metoda ucˇenja te zbog
velike tehnicˇke zahtjevnosti algoritama, podrucˇje se prestaje koristiti za umjetnu
inteligenciju, ali ostaje u upotrebi za statisticˇku analizu. U zadnjih 30 godina na-
glo se dostizˇe tehnolosˇka moguc´nost za izvrsˇavanje kompleksnih numericˇkih pro-
blema. Konkretno, strojnom ucˇenju najviˇse pomazˇe razvoj graficˇkih kartica (u nas-
tavku GPU) te razvoj specijaliziranih procesorskih jedinica, kao sˇto su npr. TPU [46].
Algoritmi strojnog ucˇenja i optimizacijski algoritmi za ucˇenje u svojoj realizaciji cˇesto
koriste tenzore i tenzorske operacije koje je obicˇno moguc´e izvrsˇavati paralelno. Je-
dinice kao sˇto su GPU-ovi, koji imaju puno procesorskih jezgri mogu lagano paralelno
izvrsˇavati vektorske operacije u visokim dimenzijama. Osim toga javlja se razvoj pro-
cesora i elektronicˇkih komponenti koje direktno vrsˇe operacije iz linearne algebre,
poput matricˇnog mnozˇenja, te operacije specificˇne za pojedine algoritme strojnog
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ucˇenja [47,48].
Algoritmi u strojnom ucˇenju najcˇesˇc´e se dijele na nadzirano ucˇenje (eng. supervi-
sed learning), nenadzirano ucˇenje (eng. unsupervised learning) te ucˇenje pojacˇavanjem
(eng. reinforcement learning).
Nadzirano ucˇenje je trenutno najuspjesˇnije podrucˇje strojnog ucˇenja. U ovako
formuliranim problemima pokusˇavamo naucˇiti preslikavanje f : x −→ y, gdje je pres-
likavanje f gotovo uvijek funkcija takva da: y ≈ f(x), gdje zˇelimo da f(x) sˇto bolje
opisuje podatke y. Ako je y kontinuirana varijabla, tada problem nalazˇenja odgova-
rajuc´e funkcije f nazivamo regresijom, a ako je y varijabla s diskretnim vrijednostima,
tada obicˇno pricˇamo o klasifikaciji.
Najjednostavniji primjer problema regresije je linearna regresija pomoc´u metode
najmanjih kvadrata. Ovu metodu koristimo u eksperimentu u kojem mjerimo neku
velicˇinu x i odgovarajuc´u zavisnu velicˇinu y, a pritom ocˇekujemo da je njihova medu-
sobna ovisnost linearna. Jednostavan primjer ovakvog eksperimenta je mjerenje sile
i odmaka od ravnotezˇe za tijelo spojeno na oprugu na zidu. U tom slucˇaju nam
je sila y, a odmak od ravnotezˇe x. Tijelo odmaknemo od ravnotezˇnog polozˇaja i
mjerimo silu, te tako skupljamo parove podataka x i y za ucˇenje. Kao pretpostavljeni
oblik funkcije f uzimamo : f(x) = w · x + c. Ucˇenje je u ovom slucˇaju metoda
najmanjih kvadrata, odnosno pronalazˇenje optimalnih parametara w i c, takvih da
je vrijednost
∑
i(yi − f(xi))2 minimalna za skup mjerenih podataka {xi, yi}. Nakon
toga, funkciju f mozˇemo koristiti za racˇunanje vrijednosti sile f(x) i za vrijednosti x
koje nisu prethodno bile mjerene. Primjer rezultata jedne linearne regresije mozˇemo
vidjeti na slici (2.10(a)).
Medu najpoznatijim primjerima klasifikacije je problem prepoznavanja rucˇno pi-
sanih znamenki u kojem su X slike znamenki, a y bi trebala biti oznaka znamenke.
Npr. ako je X slika znamenke 4, tada je y=4. Poseban slucˇaj klasifikacije je binarna
klasifikacija u kojoj y mozˇe poprimiti samo dvije vrijednosti (najcˇesˇc´e 0 i 1). Pri-
mjer binarne klasifikacije je klasificiranje tumora na dobroc´udne i zloc´udne. Podaci
X mogu biti ili slike dobivene npr. MRI-em, rucˇno izmjerena velicˇina sˇirina i ostala
svojstva, ili neke druge znacˇajke. S y=1 bi bili oznacˇeni dobroc´udni tumori, a s
y=0 zloc´udni. Za rjesˇavanje ovakvih problema i dobivanje funkcije f(X) postoje razni
algoritmi i metode optimizacije s razlicˇitim uspjehom. Na slici (2.10(b)) mozˇemo
vidjeti primjer problema klasifikacije koji je rijesˇen metodom logisticˇke regresije. Lo-
28
(a) (b)
Slika 2.10: (a) Primjer linearne regresije, odnosno nalazˇenja pravca koji najbolje
opisuje podatke. (b) Primjer logisticˇke regresije, odnosno nalazˇenja sigmoide koja
najbolje opisuje klase mjerenih podataka
gisticˇkom regresijom je cilj prilagoditi funkciju sigmoide na mjerne podatke, kao sˇto
je prikazano na slici (2.10(b)).
U znanosti o materijalima postoji puno primjena strojnog ucˇenja. Primjeri ukljucˇuju
predvidanje viˇse-cˇesticˇnih hamiltonijana iz novih modela, predvidanje svojstava no-
vih materijala iz njihove kemijske strukture [49], klasifikacija kristalne strukture iz
difrakcijske slike [50], i sl. Vec´ina primjena se odnosi na numericˇke proracˇune iz
teoretskih modela, te obrada vec´ prethodno preradenih eksperimentalnih podataka.
U ovom radu primjenjujemo metode iz strojnog ucˇenja direktno na obradu slika iz
opticˇkog mikroskopa za dobivanje fizikalno relevantnih informacija.
Kod nenadziranog ucˇenja nemamo jasno odvojene zavisne i nezavisne varijable X
i Y. U ovakvoj formulaciji obicˇno imamo niz mjerenih podataka Xi, te pokusˇavamo
nac´i strukturu, korelacije ili ikakvu medusobnu povezanost tih podataka. Glavno
podrucˇje primjene nenadziranog ucˇenja je u problemima izvlacˇenja znanja (eng.
knowledge extraction/knowledge discovery) te u problemima analize principijalnih
komponenti (PCA). Nenadzirano ucˇenje se cˇesto poistovjec´uje s rudarenjem podatka
(eng. data mining). Iako imaju mnogih dodirnih tocˇaka te je danas nenadzirano
ucˇenje u principu glavni alat, postoji puno drugih algoritama za rudarenje podataka
koji nisu nuzˇno svrstani u klasu algoritama strojnog ucˇenja.
Tipicˇni primjer nenadziranog ucˇenja je grupiranje podataka (eng. clustering). U
ovakvom problemu pokusˇavamo otkriti na koje klase mozˇemo podijeliti dani skup
podataka po nekakvom kriteriju slicˇnosti. Jedan od najkoriˇstenijih algoritama za
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Slika 2.11: Prikaz tri primjera grupacije raznih podataka u faznom prostoru. Na
osima su neka mjerena svojstva X1 i X2. Odvojene grupe su oznacˇene razlicˇitim
brojevima [51]
.
grupiranje podataka je DBSCAN (eng. Density-based spatial clustering of applications
with noise) [51]. U najjednostavnijoj izvedbi DBSCAN-a, podatke smjestimo u grupe
na temelju njihove medusobne udaljenosti u faznom prostoru; tako da podaci koji su
medusobno bliski i nagomilani u faznom prostoru budu smjesˇteni zajedno u grupu.
Primjer ovakvog nacˇina grupiranja podataka mozˇemo vidjeti na slici (2.11).
U PCA problemu, cilj je nac´i korelacije izmedu podataka, tipicˇno u visoko dimen-
zionalnom faznom prostoru, te nac´i transformaciju u prostor u kojem te korelacije
nestaju. Osim toga, cˇesto se radi smanjivanje faznog prostora odbacivanjem onih
dimenzija u kojima su varijacije zanemarive, te se tako pokusˇava postic´i odbacivanje
smetnja i kompresija podataka.
U znanosti o materijalima nenadzirano ucˇenje se rjede koristi, ali ima puno viˇse
potencijala za primjenu. Algoritmi nenadziranog ucˇenja pokazuju potencijal za uocˇa-
vanje prethodno neuocˇenih uzoraka i poveznica medu podacima o kemijskim i fizicˇkim
svojstvima materijala. No da bi se to ostvarilo, potrebno je standardizirati i povec´ati
dostupnost mjerenih podataka [52]. Da bi se algoritmima strojnog ucˇenja dobilo i
statisticˇki potvrdilo znanje iz skupine podataka, cˇesto je potrebna nekoliko redova
velicˇine vec´a kolicˇina podataka nego sˇto se dobiva samo jednim eksperimentom.
Kod ucˇenja pojacˇavanjem, modeli se treniraju da reagiraju ili prezentiraju neku
informaciju na temelju podataka koje u nekom trenutku mogu dobiti od okoline.
Takvi modeli se cˇesto zovu agenti koji optimiziraju svoje ponasˇanje temeljeno na
nagradama i/ili kaznama. Ucˇenje pojacˇavanjem se najviˇse koristi u teoriji igara,
razvijanju autonomnih vozila i sl. Jedno je od primarnih podrucˇja koje se koristi za
razvoj umjetne inteligencije u slucˇaju kada je dostupna samo djelomicˇna, odnosno
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Slika 2.12: Shema primjera jednostavne neuralne mrezˇe s ulaznim slojem, dva skri-
vena sloja i izlaznim slojem. Ulazni sloj ima tri neurona, odnosno ulazni podaci su
vektori: X ∈ R3. Skriveni slojevi imaju po 5 neurona svaki, dok izlazni sloj ima 4
neurona, odnosno: Y ∈ R4
lokalna informacija o sustavu. Zbog prirode problema koje ucˇenje pojacˇavanjem
tipicˇno rjesˇava, ovakvi algoritmi za sada ne nalaze direktnu primjenu u ﬁzici.
2.3.2 Neuralne mrezˇe
Posebna klasa algoritma strojnog ucˇenja koja dozˇivljava procvat zbog razvoja har-
dverske racˇunalne tehnologije su neuralne mrezˇe. Neuralne mrezˇe su univerzalni
aproksimatori [53], odnosno mogu naucˇiti aproksimirati bilo koje kontinuirane funk-
cije. Po principu funkcioniranja, kompleksnost neuralnih mrezˇa se mozˇe skalirati po
potrebi, te tako omoguc´iti rjesˇavanje kompleksnijih problema. Rjesˇavanje kompleks-
nih problema, s velikim neuralnim mrezˇama zahtjeva viˇse racˇunalne moc´i, ali i jako
veliki broj podataka. Zbog toga su neuralne mrezˇe cˇesto jedina opcija rada u uvje-
tima velike kolicˇine podataka (eng. big data). Zahvaljujuc´i masovnom generiranju
podataka u danasˇnjem informacijskom dobu, te naglom razvoju racˇunarske moc´i,
omoguc´eno je stvaranje novog podrucˇja unutar strojnog ucˇenja: dubinsko ucˇenje.
Dubinsko ucˇenje vec´inom podrazumijeva koriˇstenje i proucˇavanjem velikih neural-
nih mrezˇa s puno skrivenih slojeva.
Shematski prikaz jednostavne neuralne mrezˇe vidimo na slici (2.12). Neuralne
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mrezˇe su gradene od slojeva. Ulazni sloj su podaci iz varijable X, a izlazni sloj
oznacˇimo s f(X). Zˇelimo da je funkcija f takva da je f(X) ≈ Y , gdje su Y podaci
iz zavisne varijable u slucˇaju nadziranog ucˇenja. Svaki sloj je predstavljen vektorima,
a svaki element vektora u ovakvoj shemi zovemo neuron. Vrijednosti neurona sloja
l+1 dobivamo po rekurzivnom pravilu iz sloja l:
z[l+1] = W [l] · a[l] + c[l]
a[l+1] = gl(z
[l+1])
(2.14)
Vrijednosti neurona u l-tom sloju su a[l], gl je aktivacijska funkcija, a W
[l] i c[l] su
parametri ucˇenja u l-tom sloju. U ovako zapisanoj formulaciji, ulazni sloj, a[0] je
samo posebna oznaka za ulazne podatke X, a a[L] (L je indeks zadnjeg sloja) je izlazni
sloj i samo je posebna oznaka za f(X). Funkcija f je tada u potpunosti definirana
rekurzivnom formulom (2.17). S obzirom na to da vrijednost svakog neurona u
nekom sloju mozˇe ovisiti o vrijednosti svih neurona u prethodnom sloju, u shemi
ih tipicˇno povezujemo strelicama da prikazˇemo meduovisnost neurona. Zbog toga,
ovakve tipove slojeva zovemo gusti ili potpuno povezani sloj.
Vidimo da izraz z[l] ovisi linearno o vrijednostima prethodnog sloja. Na taj izraz
moramo primijeniti neku nelinearnu funkciju gl, ako zˇelimo da nam se cijela ne-
uralna mrezˇa ne svede na linearnu regresiju. Vektori susjednih slojeva, a[l+1] i a[l] ne
moraju imati jednaki broj dimenzija, kao sˇto mozˇemo vidjeti na slici. Oznacˇimo s n[l]
dimenzionalnost vektora a[l]. Tada primjec´ujemo daW [l] mora biti matrica dimenzija
[n[l+1], n[l]], a vektor c[l] dimenzije n[l+1]. Elementi matrica {W [l]} i vektora {c[l]} se
sastoje od parametara ucˇenja. Mijenjanjem tih parametara u biti mijenjamo ukupnu
funkciju neuralne mrezˇe s ciljem dobivanja cˇim boljeg opisa zavisne varijable Y.
Jedna od prvih aktivacijskih funkcija ikad koriˇstena je sigmoida:
sigmoida(x) =
1
1 + e−x
(2.15)
Danas se upotreba sigmoide najcˇesˇc´e zamjenjuje tangensom hiperbolnim (th). Th i
sigmoida se najcˇesˇc´e koriste u izlaznom sloju ako se radi o problemu binarne kla-
sifikacije. Za probleme viˇsestruke klasifikacije se koristi softmax funkcija, koja je
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(a)
Slika 2.13: Grafovi prikaza najcˇesˇc´ih aktivacijskih funkcija
viˇsedimenzionalno poopc´enje sigmoide:
softmax(x)j =
exj∑
j e
xj
(2.16)
Aktivacijska funkcija ReLU [54] (eng. rectified linear unit) i leaky ReLU funkcije su u
principu standard za skrivene slojeve zbog jako dobrih rezultata i brzine racˇunanja
[55]. Mrezˇe koje koriste ReLU funkciju mogu zapeti u nekom lokalnom minimumu
u ranijim stadijima treniranja. Ako primijetimo da se to krene javljati, obicˇno ReLU
aktivacije zamijenimo leaky ReLU aktivacijom.
Za analizu slika opticˇkog mikroskopa koristimo posebnu klasu neuralnih mrezˇa:
konvolucijske neuralne mrezˇe [56]. Shema jedne takve mrezˇe je prikazana na slici
(2.15(a)) Ova vrsta mrezˇe se pokazala kao jako dobra metoda za rjesˇavanje pro-
blema iz racˇunalnog vida (eng. computer vision). Konvolucijske neuralne mrezˇe i
slicˇni algoritmi strojnog i dubokog ucˇenja, zbog dostupnosti podataka i svoje efi-
kasnosti, polako istiskuju iz upotrebe rucˇno-dizajnirane algoritme za racˇunalni vid.
Primjeri takvih zadac´a su prepoznavanje objekta na slici, lociranje objekta na slici,
odvajanje pozadine od trazˇenog objekta (segmentacija). Osim toga, konvolucijski
tip mrezˇa je omoguc´io stvari koje su do nedavno bile nezamislive, poput prebaciva-
nja umjetnicˇkog stila slike s jedne na drugu [57], ili generiranje uvjerljivih, umjetno
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stvorenih slika i videa [58].
Za razliku od obicˇnih neuralnih mrezˇa, gdje su podaci X vektori, kod konvolu-
cijskih mrezˇa X su slike. Slike su najcˇesˇc´e predstavljene 3D tenzorom, gdje su prve
dvije dimenzije koordinate pojedinog piksela na slici, a zadnja dimenzija predstavlja
kanal boje (RGB). Osim toga, bitna promjena je u rekurzivnoj formuli za racˇunanje
f(x) (2.17). Operacija koja povezuje susjedne slojeve pomoc´u parametara ucˇenja
viˇse nije matricˇno mnozˇenje, nego operacija 2D konvolucije. Operacija konvolucije u
ovom smislu nije identicˇna matematicˇkoj konvoluciji, ali je slicˇna:
z[l+1] = a[l] ∗W i, [l] + c[l]
a[l+1] = gl(z
[l+1])
(2.17)
W i, [l] je i-ti filter u l-tom sloju. Jedan takav filter je isto tenzor 3. ranga, pri cˇemu
velicˇina 3. dimenzije nuzˇno odgovara velicˇini 3. dimenzije slike a[l]. Velicˇine prvih
dviju dimenzija, odnosno duljina i sˇirina filtera nisu fiksni te obicˇno mozˇemo ispro-
bavati razne velicˇine filtera i vidjeti koji bolje funkcioniraju. U svakom sloju ima N [l]
filtera, te sa svakim primijenimo operaciju konvolucije na ulaznu sliku. Rezultat je
niz 2D tenzora koje stavljamo jedne na druge i tako dobivamo ponovno 3D tenzor
kojem nova velicˇina 3. dimenzije sada odgovara broju koriˇstenih filtera u trenutnom
sloju, N [l].
Operacija konvolucije je shematski prikazana na slici (2.14(b)). Konvolucija (∗)
se u ovom slucˇaju sastoji od matematicˇke konvolucije, koja se odvija po prve dvije
dimenzije, a po trec´oj dimenziji samo sumiramo. Ukupna operacija je definirana kao:
(a[l] ∗W [l])x0,y0,z0 =
∑
x,y,z
a
[l]
x0−x,y0−y,z W
z0, [l]
x,y,z (2.18)
Kao sˇto mozˇemo vidjeti na slici (2.15(a)), tipicˇna neuralna mrezˇa mozˇe imati kom-
binacije viˇse razlicˇitih slojeva. Najcˇesˇc´e koriˇsteni slojevi za konvolucijske neuralne
mrezˇe su konvolucijski sloj, potpuno povezan sloj, temaxpool sloj. Maxpool sloj je pri-
kazan shematski na slici (2.14(c)). U tom sloju preko slike prolazimo prozorima koji
su najcˇesˇc´e velicˇine [2, 2, 1], te na svakom polozˇaju odaberemo neuron s najvec´im
brojem, a ostale odbacimo. Tako nastale slike imaju efektivno duplo manju sˇirinu i
duljinu. Ovaj sloj pomazˇe pri odbacivanju smetnja i sprjecˇavanju prenaucˇenosti [59].
Osim toga, rade znacˇajnu kompresiju nad podacima, tko da mogu posluzˇiti i kao op-
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Slika 2.14: (a) prikazuje shemu arhitekture tipicˇne neuralne mrezˇe s nekoliko ko-
nvolucijskih i nekoliko maxpool slojeva, te dva potpuno povezana sloja na kraju. (b)
prikazuje shemu operacije konvolucije, a (c) shemu maxpool operacije. Sheme pre-
uzete iz [56]
timizacijski slojevi za smanjivanje kompleksnosti algoritma.
Da bismo zapocˇeli ucˇenje, prvo se odlucˇimo koje c´emo slojeve, arhitekturu, od-
nosno varijable ucˇenja (W) koristiti za trazˇenu funkciju f. Nakon toga, moramo po-
sebno pripremiti podatke za ucˇenje X i Y, koji se obicˇno zovu podaci za trening.
Konacˇni cilj nam je nac´i kombinaciju parametara koji najbolje opisuju nasˇ problem.
Drugim rijecˇima, zanima nas raspodjela vjerojatnosti da parametri W najbolje opi-
suju nasˇ problem, uz dane podatke za trening: P (W|X, Y ). Koriˇstenjem Bayesovog
teorema, tu raspodjelu mozˇemo zapisati kao:
P (W|X, Y ) = P (Y |W, X)
P (Y |X) P (W|X) (2.19)
Sama funkcija f(x) s jednoznacˇno definiranim parametrima W je cˇesto numericˇki
komplicirana za racˇunati. Ako parametre tretiramo kao raspodjelu, to bi postavilo
josˇ dodatne tehnicˇke zahtjeve na racˇunarsku sposobnost, koji su trenutno rijetko izve-
divi. Zato, umjesto raspodjele parametra, cˇesto trazˇimo samo one parametre za koje
je vjerojatnost najvec´a; odnosno trazˇimo W = argmax
W
P (W|X, Y ). Tada mozˇemo
izostaviti distribuciju P (Y |X) jer ne ovisi o W. S obzirom na to da je logaritam
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monotona funkcija, mozˇemo trazˇiti:
W = argmax
W
P (W|X, Y ) = argmax
W
ln [P (Y |W, X)] + ln [P (W|X)] (2.20)
Odnosno, ako okrenemo predznake izrazima, dobivamo problem minimizacije:
W = argmin
W
− ln [P (Y |W, X)]− ln [P (W|X)] (2.21)
Ukupna funkcija koju zˇelimo minimizirati se zove funkcija gubitka i njena formula
je:
J = −ln [P (Y |W, X)]− ln [P (W|X)] (2.22)
Izraz −ln [P (Y |W, X)] predstavlja ocjenu koliko losˇe nasˇa funkcija reproducira po-
datke Y; a −ln [P (W|X)] zovemo cˇlanom regularizacije. Ako minimiziramo samo
lijevi cˇlan u formuli (2.22), mozˇe nam se dogoditi pojava prenaucˇenosti (eng. over-
fitting). Ta pojava se tipicˇno javlja u statisticˇkim metodama prilagodbe s testnom
funkcijom koja ima puno parametara u usporedbi s brojem mjerenja. U tom slucˇaju
se parametri prilagode tako da funkcija f(x) gotovo savrsˇeno opisuje podatke za tre-
niranje, ali jako losˇe opisuje bilo koje druge podatke, odnosno losˇe generalizira. Re-
gularizacija sluzˇi kao dodatno ogranicˇavanje na model. Ako je dobro postavljena,
regularizacija mozˇe sluzˇiti sprjecˇavanju prenaucˇenosti, te usmjeravanju ucˇenja mo-
dela u dobrom smjeru.
Najjednostavniji primjer gubitka je kvadratni gubitak, odnosno metoda najmanjih
kvadrata. U tom slucˇaju kazˇemo da je P (Y |W, X) = N(Y ; f(X), σ), odnosno nor-
malna raspodjela sa srednjom vrijednosˇc´u f(X) i standardnom devijacijom σ. Osim
toga, tipicˇan nacˇin regularizacije u neuralnim mrezˇama je L2 regularizacija [60]. U
L2 regularizaciji podrazumijevamo da parametri W moraju biti po iznosu mali. To
mozˇemo opisati tako da kazˇemo da vrijedi P (W|X) = N(W ; 0, 1/λ).
Ukupnu funkciju gubitka tada mozˇemo napisati kao:
J =
1
2N
N∑
i
(y(i) − f(x(i))2 + λ
2
2N
||W||, (2.23)
gdje sumacija ide po podacima za treniranje. Minimizacijom ove funkcije pokusˇavamo
smanjivati kvadratnu razliku, drzˇec´i pritom iznose parametara W cˇim manje. Mije-
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njanjem parametra λ, mijenjamo utjecaj regularizacije u ukupnoj funkciji gubitka.
Najcˇesˇc´a metoda optimizacije je gradijentni silaz (GD, prema eng. gradient des-
cent). Ideja iza GD-a je dosta jednostavna i stara. Ako zˇelimo minimizirati funkciju
J, izracˇunajmo njen gradijent s obzirom na parametre koje minimiziramo, te po-
maknemo vrijednosti tih parametra za mali korak α u suprotnom smjeru gradijenta.
Zapisan, ovaj iterativni algoritam ima oblik:
Wn+1 = Wn − α ∇WJ (2.24)
Gdje iteraciju pod rednim brojem n cˇesto zovemo n-ta epoha, a α je hiper-parametar
brzine ucˇenja (eng. learning rate). Ovaj algoritam je dosta osjetljiv na izbor hiper-
parametra α. Ako njegov iznos bude prevelik, W c´e divergirati u uzastopnim ite-
racijama. Ako je α premali, ucˇenje c´e trajati puno epoha prije nego sˇto c´emo biti
zadovoljni rezultatom. Glavni razlog velike tehnicˇke zahtjevnosti lezˇi u racˇunanju
gradijenta u izrazu (2.24). Naime, s obzirom na to da su nam funkcije f i J poznate i
najcˇesˇc´e analiticˇke; koristec´i lancˇano deriviranje u principu uvijek mozˇemo izracˇunati
derivacije s obzirom na njihove varijable. Ali funkcija f(x) je dana preko izraza slicˇnih
(2.17). Za velike neuralne mrezˇe s puno skrivenih slojeva i puno neurona po sloju,
imamo i puno parametara {W, c} po kojima trebamo racˇunati derivaciju sˇto povec´ava
i vremensku i prostornu kompleksnost algoritma.
Ako imamo puno mjerenja X, Y, u izrazu za GD (2.24) bismo trebali izracˇunati
gradijent, koristec´i sva mjerenja odjednom. To cˇesto ukljucˇuje zbrajanje velikog
broja cˇlanova i ucˇitavanje velike kolicˇine podataka u memoriju. Da bismo smanjili
racˇunarsku kompleksnosti, mozˇemo podijeliti podatke na manje dijelove, te raditi ko-
rak ucˇenja (2.24) s jednim po jednim manjim dijelom. Time gubimo na preciznosti,
jer negativan smjer gradijenta viˇse ne gleda tocˇno prema ukupnom minimumu, nego
samo prema minimumu s obzirom na dio koriˇstenih podataka. Ovo mozˇe uzrokovati
blage oscilacije, ali se sustav u prosjeku giba prema minimumu.
Zbog tehnicˇkih ogranicˇenja, u mrezˇama koriˇstenim u ovom radu, koristimo jako
male dijelove ukupnih podataka. Zbog toga smo umjesto GD optimizacije koristili
Adam [61] optimizaciju, koja je slicˇna kao GD, ali uzima dva reda momenta u obzir.
Ono sˇto nam to prakticˇno znacˇi da c´e oscilacije biti gusˇene, te c´e sustav puno brzˇe i
preciznije prilaziti globalnom minimumu.
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(a)
Slika 2.15: Shema konvolucijske mrezˇe napravljene prema UNet arhitekturi. Shema
preuzeta i prilagodena iz [62]
Iako je relativno lako dobiti analiticˇku formulu za racˇunanje gradijenta u neural-
nim mrezˇama ovog tipa, postoje racˇunalni paketi, kao sˇto je tensorflow, kojima je
dovoljno definirati funkciju gubitka J, te funkciju f(x) kao graf, pa iz toga automatski
odreduju gradijente potrebne za ucˇenje pomoc´u algoritma Adam.
2.3.3 Segmentacija slika MoS2
Za segmentiranje zrna MoS2 od pozadine na slici koristimo neuralnu mrezˇu prema
UNet arhitekturi [62] s nadziranim ucˇenjem. Osim segmentacije zrna, odvajamo
povrsˇine pojedinih zrna na slikama u videima pomoc´u DBSCAN algoritma nenadzi-
ranog ucˇenja.
UNet mrezˇa je prvi put koriˇstena za potrebe segmentacije slika biolosˇkih uzoraka
u uvjetima bez puno mjerenih podataka. Mi c´emo koristiti nekoliko videa iz kojih
c´emo izvlacˇiti puno slika. Medutim, vec´ina slika u jednom videu izgleda dosta slicˇno,
pa efektivno nec´emo imati puno raznovrsnih podataka. Zbog te cˇinjenice i rekordnih
performansa UNeta za segmentaciju, tu arhitekturu koristimo i ovdje za segmentaciju
zrna MoS2 od pozadine.
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Svi koriˇsteni filteri u neuralnoj mrezˇi su dimenzije 3x3. U svim konvolucijskim slo-
jevima je koriˇstena ReLU aktivacijska funkcija, osim u izlaznom sloju gdje je koriˇstena
sigmoida.
Kao sˇto mozˇemo vidjeti na slici (2.15), u prvoj polovici mrezˇa funkcionira kao
tipicˇna kombinacija konvolucijskih i maxpool slojeva. Prvo imamo dva konvolucijska
sloja sa 64 filtera i maxpool sloj koji smanji prve dvije dimenzije tenzora dva puta.
Nakon toga imamo josˇ dva konvolucijska sloja, duplo vec´i broj filtera i maxpool sloj.
To ponovimo josˇ 2 puta dok ne dodemo do dva konvolucijska sloja s 1028 filtera koji
su prikazani na sredini sheme.
Sljedec´i sloj je up-scale sloj, koji je u principu inverz od maxpool sloja. U tom
sloju tenzoru se prve dvije dimenzije otprilike udvostrucˇe, te se pritom nepoznate
vrijednosti dopunjavaju metodom bilinearne interpolacije. Nakon toga se na kraj
3. dimenzije tenzora nalijepi dodatni komad koji je kopija sloja naznacˇenog sivom
strelicom na shemi (2.15). Nakon toga slijede dvije konvolucije s duplo manjim
brojem filtera. Cijeli ciklus se ponovi josˇ 3 puta dok ne dodemo do tenzora koji
ima jednaku duljinu i sˇirinu kao originalna slika. Na kraju dodatno stavljamo josˇ
jednu konvoluciju s 2 filtera, te konacˇnu konvoluciju s jednim filterom za izlazni
sloj. Na izlazu dobivamo jednobojnu sliku cˇiji pikseli imaju vrijednosti od 0 do 1. Tu
vrijednost mozˇemo interpretirati kao vjerojatnost da je dani piksel dio MoS2 zrna.
Da bismo mogli trenirati neuralnu mrezˇu, moramo imati skup povezanih ulaznih
(X) i izlaznih (Y) podataka. Ulazne podatke nam predstavljaju slike koje vadimo iz
videa sinteze. Izlazne podatke imamo u obliku maske, odnosno jednostavne binarne
slike gdje je piksel koji pripada pozadini oznacˇen s 0, a piksel koji pripada zrnuMoS2
oznacˇen s 1. Ove binarne slike smo morali oznacˇiti iz ulaznih podataka da bismo ih
mogli dati neuralnoj mrezˇi kao podatke za ucˇenje. Slike smo oznacˇavali kombinaci-
jom metode mijesˇanih gausijana [63], te rucˇnim namjesˇtanjem, nadopunjavanjem i
oznacˇivanjem.
Slike u videu prvo pretvorimo u jednobojne kao na slici (2.16(a)), te obradimo
slike da kompenziramo lokalne nehomogenosti u boji. Nakon toga prebrojimo koliko
se puta koji intenzitet (od 0 do 255) javlja u videu. U dobivenom histogramu, cˇiji
primjer mozˇemo vidjeti na slici (2.16(b)), obicˇno mozˇemo primijetiti 2 sˇiljka. Ko-
ristec´i metodu mijesˇanih gausijana, pokusˇavamo smjestiti tri gausove raspodjele na
histogram. Optimizacijskom metodom EM (eng. Expectation-Maximization) mozˇemo
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Slika 2.16: (a) primjer jednobojne slike od koje trazˇimo histogram. (b) plavom bo-
jom je oznacˇena krivulja histograma slike pod (a). Na istom grafom su prikazana 3
gausijana koje dobivamo rastavljanjem histograma pomoc´u metode mijesˇanih gausi-
jana
procijeniti srednju vrijednost, standardnu devijaciju i normalizacijsku konstantu ga-
usijana koji bi najbolje opisivali histogram kao raspodjelu. Primjer rastava mozˇemo
vidjeti na slici (2.16(b)). U rastavu dobivamo tri klase gdje je trec´i gausijan klasa
koja oznacˇuje prijelazno podrucˇje izmedu dva sˇiljka.
Za odabir kojoj grupi pripada piksel, prvo pogledamo vrijednost njegovog inten-
ziteta. Tada pregledamo koja od 3 klase ima najviˇsu vrijednost raspodjele za taj
intenzitet. Ako je to lijeva klasa, onda taj piksel oznacˇimo s 1 sˇto znacˇi da je dio
zrna MoS2. Inacˇe taj piksel oznacˇimo s 0. Ova metoda nije idealna za segmentira-
nje u svim slucˇajevima, pogotovo kada se prosjecˇno osvjetljenje slike u videu mijenja
kroz vrijeme. Ali svejedno nam posluzˇuje kao pomoc´ pri oznacˇavanju podrucˇja za
treniranje neuralne mrezˇe na velikoj vec´ini slika u videima.
Izlaz neuralne mrezˇe interpretiramo kao vjerojatnost za svaki piksel da pripada
djelu zrna MoS2. Zbog toga kao aktivacijsku funkciju u izlaznom sloju koristimo
sigmoidu, cˇije vrijednosti mogu biti izmedu 0 i 1.
Zˇelimo modelirati vjerojatnost da odredeni piksel pripada klasi Y, ako neuralna
mrezˇa vrati vjerojatnost f(X). Taj slucˇaj je opisan jednostavnom Bernoullijevom ras-
podjelom:
P (Y = 1 |W, X) = f(X)
P (Y = 0 |W, X) = 1− f(X)
(2.25)
S obzirom da smo Y oznacˇili tako da mozˇe poprimiti samo vrijednosti 0 ili 1, gornju
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formulu mozˇemo pojednostaviti:
P (Y |W, X) = f(X)Y + [1− f(X)]1−Y (2.26)
Prilikom optimizacije ove mrezˇe, regularizacija se pokazala nepotrebnom. Zbog
toga ne stavljamo dodatna ogranicˇenja na parametre W:
P (W | X) = konstanta (2.27)
Prema izrazu (2.20), ukupni problem optimizacije se onda svodi na minimiziranje
izraza J = −ln[P (Y |W, X)]:
J = −ln[P (Y |W, X)] = −Y · ln[f(X)]− (1− Y ) · ln[1− f(X)] (2.28)
Mozˇemo primijetiti da ovaj izraz odgovara unakrsnoj entropiji kada slucˇajna varijabla
Y ima dvije moguc´e vrijednosti (binarni problem). Prema tome, ova vrsta funkcije
gubitka se cˇesto zove gubitak unakrsne entropije (eng. cross-entropy loss). Ucˇenjem
minimiziramo gubitak dan izrazom (2.28), a za minimizaciju koristimo algoritam
Adam.
Video podatke sinteze dijelimo na 3 skupine: Skup za treniranje, za validaciju i
skup za testiranje u otprilike omjeru 3:1:1. Nakon toga svaki video u skupini ras-
tavimo na pojedine slike i oznacˇimo podrucˇja MoS2, te od sada na dalje podatke
tretiramo kao nezavisne slike (X) i oznacˇene mape (Y).
Skupinu za treniranje koristimo za ucˇenje pomoc´u Adam algoritma, gdje se prili-
kom jednog koraka ucˇenja koriste samo po dvije slike u skupini. Dodatno, prilikom
svakog koraka ucˇenja, slike deformiramo pseudo-nasumicˇno u svrhu pojacˇavanja po-
dataka (eng. data augmentation) [64]. Ovakvo umjetno stvaranje podataka sluzˇi
tome da se sprijecˇi prenaucˇenost mrezˇe te da mrezˇa naucˇi prepoznati dodatne moguc´e
varijacije koje nismo imali u nasˇem skupu podataka.
Da bismo natjerali neuralnu mrezˇu da naucˇi dodatne varijacije, prije treniranja
svaku sliku dodatno zrcalimo s obzirom na x os s 50% vjerojatnosti, i s obzirom na y
os s 50% vjerojatnosti. Osim toga, svaki kanal boje skaliramo s koeficijentom c, kojeg
uzimamo iz normalne raspodjele: N(µ = 0, σ = 0.1).
Prilikom treniranja, pratimo statisticˇke procjene naucˇenosti algoritma i njihove
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promjene kroz epohe na podacima za trening i podacima za validaciju. Procjene koje
pratimo su gubitak (2.28), tocˇnost i f1 ocjena. Prilikom treniranja odaberemo prag
od 50%, sˇto znacˇi da svaki piksel za koji je vrijednost f(X) > 0.5 oznacˇimo kao da
pripada zrnu MoS2, a svi ostali su dio pozadine. Time dobivamo novi objekt Y˜ , koji
je procjena maske Y.
Tocˇnost (eng. accuracy) racˇunamo tako da pogledamo broj piksela koji se podu-
daraju u Y i Y˜ , te ga podijelimo s ukupnim brojem piksela.
F1 ocjena se racˇuna prema formuli:
F1 =
2
1
R
+ 1
P
(2.29)
P (eng. precision) je udio piksela koji su tocˇno oznacˇeni kao pozitivni od ukupnog
broja piksela koji su oznacˇeni kao pozitivni (Y˜ = 1). R (eng. recall) je udio piksela
koji su tocˇno oznacˇeni kao pozitivni, od ukupnog broja piksela koji jesu pozitivni (Y
= 1)
P =
TP
TP + FP
R =
TP
TP + FN
(2.30)
Gdje su brojevi binarne klasifikacije: TP-tocˇno pozitivni (eng. true positive), FP-krivo
pozitivni (eng. false positive), FN-krivo negativni (eng. false negative). TP je broj
piksela za koje je Y˜=1 i Y=1. FP je broj piksela za koje je Y˜=1 i Y=0. FN je broj
piksela za koje vrijedi Y˜=0 i Y=1.
Svaku epohu, procjene racˇunamo na podacima za treniranje te podacima za va-
lidaciju. S ovim mozˇemo uocˇiti pojavu prenaucˇenosti za vrijeme treniranja. Pre-
naucˇenost prepoznajemo po tome sˇto procjene postanu znatno losˇije na podacima
za validaciju u usporedbi s podacima za treniranje. U slucˇaju posebno visoke pre-
naucˇenosti, procjene za podatke za validaciju mogu postajati sve losˇije s vremenom.
Nakon sˇto mijenjamo parametre i hiper-parametre modela i budemo zadovoljni
ucˇenjem, tada racˇunamo procjene na trec´em skupu podataka: podacima za testiranje.
Ovo nam daje konacˇnu ocjenu uspjesˇnosti i ucˇinkovitosti naucˇene neuralne mrezˇe.
Izlaz iz neuralne mrezˇe, Y˜ rastavljamo na pojedina zrna. Piksele koji su oznacˇeni
kao 1, grupiramo u skupine na temelju medusobne udaljenosti. Svi pikseli koji su
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medusobno udaljeni za radijus do 2 piksela, proglasˇavamo kao dio istog objekta ili
zrna. Nakon toga, na svakom zrnu mozˇemo mjeriti promjenu u vremenu za razne
znacˇajke poput povrsˇine zrna i velicˇinu ruba zrna.
2.3.4 Analiza oblika - autoenkoder
Zˇelimo opisati oblik grafenskog zrna nastalog u sintezi. Oblik je obicˇno definiran
kao informacija koja ostane kada se iz prikaza objekta makne informacija o polozˇaju,
velicˇini i rotaciji. U nasˇem slucˇaju, nec´e nas zanimati informacije o boji i teksturi
oblika. Za razliku od klasicˇnog opisivanja oblika, zanima nas i informacija o rotaciji
zrna s obzirom na bakrenu podlogu. U principu, vec´i broj fizikalnih informacija o
sintetiziranom sustavu se mozˇe dobiti i iz raspodjele velicˇine zrna. Ali, pokazalo se da
pokusˇaj konzistentnog modeliranja velicˇine dodaje dodatno velike tehnicˇke zahtjeve
na model, tako da u ovom radu ne modeliramo velicˇinu zrna.
Da bismo opisali oblik i rotaciju grafenskog zrna na bakru, potrebno nam je
nac´i srednji oblik i svojstvene modove najznacˇajnijih varijacija za neku, statisticˇki
znacˇajnu kolicˇinu zrna. Time u biti dobivamo metodu za stvaranje distribucije oblika
iz skupa mjerenja, odnosno slika zrna.
Da bismo mogli bolje opisivati oblike, trebamo iz slika zrna izvucˇi neke apstrakt-
nije informacije, kao sˇto su oblik, rotacija, boja, sˇesterokutnost i ostale znacˇajke koje
su potrebne za opisati oblik. Da bismo to postigli, koristimo mrezˇu u obliku ko-
nvolucijskog autoenkodera [44]. Autoenkoder je mrezˇa koja u isto vrijeme ucˇi dvije
funkcije: Z = f(X) i g(Z). U tipicˇnom nacˇinu rada autoenkodera, zˇelimo da nam g(Z)
sˇto bolje opisuje ulaznu sliku. Na kraju ono sˇto zˇelimo postic´i je:
g(f(X)) ≈ X (2.31)
Odnosno, zˇelimo da je funkcija g◦f identiteta. Funkciju f tada cˇesto zovemo enkoder,
jer ju mozˇemo interpretirati kao funkciju koja mapira dio prostora slika na skup Z
objekata. Funkcija g je onda dekoder, odnosno funkcija koja mapira skup Z nazad u
prostor slika. U ovakvoj neuralnoj mrezˇi tipicˇno prilikom treniranja nemamo podatke
Z za ucˇenje, nego se skup Z (koji se cˇesto zove skup latentnih vektora), pronalazi
prilikom ucˇenja. Taj prostor nije unaprijed definiran, nego ga pretrazˇujemo samo
pomoc´u naucˇenih preslikavanja f i g. Zbog ovoga autoenkoder svrstavamo u podrucˇje
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nenadziranog ucˇenja, jer neuralna mrezˇa sama otkriva Z-prostor iz skupa slika bez
da smo eksplicitno pripremili Z prilikom ucˇenja.
Ako je dimenzionalnost Z-prostora jednaka prostoru ulaznih slika X, tada je rjesˇenje
problema trivijalno: funkcije f i g mogu biti identitete, odnosno Z i X prostori su jed-
naki. Da bismo dobili znacˇajnu informaciju o oblicima, moramo uvesti ogranicˇenja
na prostor Z, odnosno smanjiti broj njegovih dimenzija u odnosu na prostor slika X.
U nasˇem slucˇaju, slike X su imale dimenziju [76 x 102 x 3], odnosno svaka slika
ima visinu 76, sˇirinu 102 i 3 boje. Z-prostor smo ogranicˇili na R30, odnosno na samo
30 dimenzija. Ukupna kompresija je s 23256 brojeva za jednu sliku na 30 brojeva
s kojima je slika reprezentirana u Z-prostoru. Funkcija g(Z) pokusˇava rekonstruirati
ponovno istu sliku X iz kompresirane reprezentacije te slike. Zbog toga ocˇekujemo
da c´e Z-prostor biti nelinearna reprezentacija samo najbitnijih informacija potrebnih
za rekonstruirati sliku.
Shemu arhitekture enkodera vidimo na slici (2.17(a)). Prvi dio ove mrezˇe vizu-
alno podsjec´a na prvu polovicu UNet-a. Ulazne slike prolaze kroz dva konvolucijska
sloja s 5 filtera. Nakon toga se pomoc´u maxpoola dimenzija slika smanji dva puta, te
dobivene mape prolaze kroz dva konvolucijska sloja s 14 filtara. Nakon toga imamo
josˇ dvije kombinacije maxpool-konvolucijskih slojeva s 42 i 121 filtar. Zadnji konvo-
lucijski sloj ima 353 filtera. Dobiveni objekt dimenzija [5x7s353] pretvorimo u jedan
vektor dimenzije 12355. Zadnji sloj je potpuno spojeni sloj koji na ulazu ima 12355
neurona, a 30 na izlazu. Taj vektor od 30 dimenzija je izlaz nasˇe ukupne funkcije
enkodera: f(X).
Shemu dekodera mozˇemo vidjeti na slici (2.17(b)). Dekoder ima antisimetricˇnu
arhitekturu enkoderu. Na ulazu je vektor iz 30 dimenzionalnog Z-prostora. Prvi sloj
je potpuno povezani sloj na cˇijem ulazu je 30 neurona, a na izlazu 12355. Nakon toga
taj vektor neurona ponovno oblikujemo u tenzor velicˇine [5x7x353] i primijenimo na
njega konvoluciju s 353 filtera. Nakon toga pomoc´u up-scale s bilinearnom interpola-
cijom radimo obrnutu operaciju od maxpool sloja u enkoderu, odnosno povec´avamo
dimenzije slika. Dobiveni objekt tada prolazi kroz konvolucijski sloj od 121 filtera,
te se ponovno povec´ava. Ovaj proces se ponavlja sve dok se slike ne povec´aju po-
novno na pocˇetne dimenzije [76x102]. Tada prolaze kroz zadnja dva konvolucijska
sloja: prvi s 5 filtera i drugi s 3 filtera. Ukupni izlazni tenzor nam ima dimenziju
[76x102x3] i predstavlja funkciju dekodera: g(Z).
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Slika 2.17: Shema autoenkodera. (a) prikazuje shemu enkodera f(X). (b) poka-
zuje shemu dekodera g(X). Strelice prema dolje predstavljaju maxpool koji smanjuje
dimenzije tenzora. Strelice prema gore su upscale layeri, koji povec´avaju dimenzije
tenzora
Ciljana funkcija gubitaka koju zˇelimo minimizirati c´e biti kvadratni gubitak, slicˇan
izrazu (2.23), uz razliku sˇto umjesto Y podataka koristimo X kao ciljane vrijednosti.
Osim toga, koriˇstenje regularizacije se pokazalao nepotrebnim, pa je ukupna funkcija
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gubitaka:
J =
1
2N
N∑
i
[x(i) − f(x(i))]2 (2.32)
Slicˇno kao i kod UNet-a u prosˇlom poglavlju, za optimizaciju koristimo algoritam
Adam, s time da u jednom koraku ucˇenja koristimo po dvije slike odjednom. Sve slike
su prije ucˇenja prosˇle isto pojacˇavanje podataka kao i kod UNet-a. Rezultat ucˇenja su
funkcije f i g. Funkciju f koristimo da preslikamo skup slika za testiranje u Z-prostor.
Na reprezentaciji slika u Z-prostoru koristimo slicˇne statisticˇke metode analize koje
su se do sada koristile i kod rucˇno-radenih algoritama, kao npr. u ASM (eng. active
shape model) [65].
S obzirom da nismo postavili nikakvu regularizaciju niti dodatan zahtjev za ne-
uralnu mrezˇu, ne ocˇekujemo da c´e sve dimenzije Z-prostora biti medusobno neza-
visne. Odnosno, ako izracˇunmo Z vrijednosti iz nekog skupa slika, primijetili bi
znacˇajne korelacije izmedu nekih dimenzija. Zbog toga nam je cilj nac´i unitarno
preslikavanje iz prostora Z u prostor Z’ u kojem varijacije viˇse nisu korelirane.
Slike grafenskih zrna dijelimo na 3 skupine: skupinu za treniranje, za validaciju
te skupinu za testiranje u omjeru 3:1:1. Skupina za treniranje nam sluzˇi za ucˇenje
neuralne mrezˇe optimizacijskommetodom pod (2.32), dok s validacijskom skupinom
provjeravamo javlja li se prenaucˇenost. Skupina za testiranje nam sluzˇi za provjeru
oblika jednom kada ucˇenje zavrsˇi.
Da bismo opisali varijacije oblika, prvo treniramo mrezˇu na podacima za treni-
ranje, te dobivamo funkcije f i g. Nakon toga, racˇunamo srednju vrijednost testnog
skupa podataka u Z-prostoru (µ), te nakon toga izracˇunamo matricu kovarijacije
(Σ[Z]) u Z-prostoru:
µ =
1
N
N∑
i
z(i)
Σ[Z] =
1
N
N∑
i
∣∣z(i) − µ〉 〈z(i) − µ∣∣
(2.33)
Zˇelimo nac´i prostor Z’ u kojem je Σ[Z
′] dijagonalna. Odnosno trazˇimo matricu
transformacije U, takvu da vrijedi:
Σ[Z
′] = U · Σ[Z] · UT (2.34)
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S obzirom da je matrica kovarijacije kvadratna i simetricˇna, ovaj problem mozˇemo
rijesˇiti rastavom na svojstvene vektore i vrijednosti (eng. eigenvalue decomposition).
Svojstvene vrijednosti dobivene takvim rastavom su dijagonalni cˇlanovi matrice Σ[Z
′],
a svojstveni vektori nam cˇine matricu unitarne transformaije U.
Ovime smo u biti napravili dijagonalizaciju, odnosno nasˇli smo svojstvene modove
varijacije oblika za slike u testnom skupu. Svojstvene vrijednosti, odnosno dijagonale
Σ[Z
′] nam predstavljaju kvadrat standardne devijacije za taj mod.
Da bismo pretrazˇili i prikazali n-ti svojstveni mod varijacije, uzimamo uzorke va-
rijacije po pravilu:
∆δn = δ · un (2.35)
Gdje je un n-ti svojstveni vektor, a δ parametar varijacije.
Sada mozˇemo rekonstruirati ukupni oblik:
z˜δn = µ+∆
δ
n
X˜δn = g(z˜
δ
n)
(2.36)
Gdje je z˜δn dobiveni uzorak u Z-prostoru, a X˜
δ
n je taj isti uzorak dekodiran naucˇenom
funkcijom g, nazad u aproksimativni prostor slika.
Za vizualizaciju n-tog moda, mijenjamo parametar δ od −2σn,n do +2σn, pri cˇemu
je σ standardna devijacija dobivena korjenovanjem vrijednosti na dijagonali u Σ[Z
′].
Za svaki takav δ, prikazˇemo rekonstruiramo sliku z˜δn te tako mozˇemo pratiti i inter-
pretirati promjenu.
3 Rezultati i diskusija
3.1 Analiza zrna grafena
Podaci za obradu grafena su dobiveni od tri uspjesˇno sintetizirana uzorka. Od ta tri
uzorka, snimili smo ukupno 408 slika opticˇkim mikroskopom s povec´anjem 50x. Iz
tako dobivenih slika rucˇno oznacˇavamo i izrezujemo dijelove slike na kojima je zrno
grafena, kao sˇto je prikazano na slici (3.1(a)). Iz toga smo dobili 3131 manju sliku
grafenskih zrna slicˇnih kao na slici (3.1(b)). Nismo oznacˇavali grafenska poducˇja
koja su ocˇito nastala spajanjem viˇse razlicˇitih zrna. Osim toga, zrna koja su bila
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Slika 3.1: (a) Slika uzorka sintetiziranog grafena na bakrenoj foliji dobivena
opticˇkim mikroskopom. Plavicˇasto-bijela podrucˇja su grafen, dok se narancˇastom
bojom vidi bakar nakon oksidacije. Oznacˇena su interesna podrucˇja pojedinih zrna,
te (b) uvec´ane slike koje dobivamo nakon rezanja tih podrucˇja.
(a) (b)
Slika 3.2: Prikaz problematicˇnih slika medu prikupljenim podacima. (a) plavicˇaste
nakupine na povrsˇini bakra, (b) plavicˇasta domena bakra
preblizu rubu i drugim zrnima isto nismo oznacˇavali. Omjer visine i sˇirine rezanih
podrucˇja smo drzˇali istima, kako ne bi dosˇlo do deformacije oblika prilikom treniranja
modela. Velicˇinu prozora nismo drzˇali konstantnom, jer inacˇe ne bi mogli oznacˇiti
dovoljan broj zrna koji je potreban za uspjesˇno treniranje.
Slike su podijeljene u tri skupine: 2504 slika kao podaci za treniranje, 313 slika
kao podaci za validaciju, te 314 slika za testiranje i analiziranje. Prije podjele, slike
smo pseudo-nasumicˇno promijesˇali, cˇime pokusˇavamo postic´i da u svakoj od tri sku-
pine slika bude jednaka raspodjela podataka s obzirom na neke znacˇajke izgleda i
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uzorak od kojeg su slike dobivene.
Na jednom od sintetiziranih uzorka, cˇiji je primjer slike prikazan na slici (3.2(a)),
mozˇemo primijetiti puno plavicˇasto-bijelih tocˇkica na povrsˇini bakra. Iako se mozˇda
cˇini da se radi o velikoj nukleaciji sitnih grafenskih zrna, pogledamo li isti uzorak
pod vec´im povec´anjem ili pomoc´u AFM-a, mozˇemo primijetiti da se u stvari radi o
kuglicˇastim nakupinama mikrometarskih dimenzija. Iako nismo sigurni o porijeklu
tih nakupina, pretpostavljamo da su nastale percipitacijom male kolicˇine otopljenog
ugljika u bakru prilikom hladenja uzorka. Josˇ jednu problematicˇnu pojavu mozˇemo
vidjeti na slici (3.2(b)). Neke bakrene domene imaju plavicˇasti odsjaj. Pretpostav-
ljamo da se ova pojava dogodila ili prilikom oksidacije zagrijanog bakra ili je to
opticˇki efekt kojeg uzrokuju mikrometarske kuglicˇne nakupine na nekim bakrenim
domenama. Za nasˇu analizu oblika ovakva smetnja u principu nije problem jer su
grafenska zrna i dalje vidljiva. Posebno c´emo promatrati ovakve slike kod naucˇenog
autoenkodera, te pratiti koliko te smetnje utjecˇu na rekonstrukciju slike, s ciljem da
sprijecˇimo moguc´u prenaucˇenost na ovakvu vrstu smetnje.
Trening je trajao 1000 epoha, s time da se prilikom jednog koraka ucˇenja koristilo
32 slike odjednom. Ucˇenje nakon 1000 epoha josˇ uvijek nije konvergiralo, ali su
relativne promjene funkcije gubitaka (po koraku ucˇenja) postale vrlo male: ∆J
J
<
10−5. Gubitak za slike za validaciju je padao gotovo jednako kao i gubitak za slike za
trening, odnosno nije se javila prenaucˇenost.
Pretpostavimo da su nakon ucˇenja preslikavanja f i g savrsˇena, odnosno takva
da funkcija f ◦ g najbolje moguc´e opisuje identitetu za dani problem (za trenutnu
arhitekturu mrezˇe i koriˇstene podatke). Tada rekonstruirana slika, g(Z) predstav-
lja najbolju moguc´u reprezentaciju ukupne informacije koju f(X) sprema kompresi-
jom u Z-prostor. U tom slucˇaju, usporedbom originalnih i rekonstruiranih slika na
(3.3) mozˇemo vidjeti apstraktne znacˇajke koje su nekako predstavljene u Z prostoru.
Mozˇemo primijetiti da je sacˇuvana informacija o prosjecˇnoj boji pozadine te vec´ina
oblika grafenskih zrna. Osim toga, mozˇemo primijetiti da se u rekonstruiranim sli-
kama ne pojavljuju granice zrna bakra, te nasumicˇna osˇtec´enja. Primjec´ujemo da
su osˇtec´enja koja se prethodno nalaze na zrnu efektivno maknuta, te je autoenkoder
pokusˇao rekonstruirati oblik prema tome kako bi to zrno izgledalo da nema osˇtec´enja.
Na slici (3.4) je prikazano nekoliko izdvojenih slika uzoraka na kojem su se jav-
ljale kuglicˇaste nakupine. Za slike na kojima su nakupine na narancˇastoj domeni,
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(a)
(b)
Slika 3.3: 36 nasumicˇno odabranih slika zrna iz skupine za testiranje. (a) origi-
nalne slike (X). Na (b) vidimo slike koje su dobivene rekonstrukcijom autoenkodera,
g(f(X))
mozˇemo primijetiti da je rekonstrukcija dobra te da oblici zadrzˇavaju rubove. Je-
dini znacˇajan utjecaj plavicˇastih nakupina je promjena u prosjecˇnoj svjetlini dijela
rekonstrukcije na podrucˇju bakrene folije. Slike zrna na plavicˇastoj domeni bakra
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Slika 3.4: Originalne slike (gore) i rekonstruirane (dolje) za neke problematicˇne
slucˇajeve
nisu ispravno rekonstruirane. Iako autoenkoder uspijeva zapamtiti polozˇaj i velicˇinu
zrna, mozˇemo primijetiti da rubovi viˇse nisu toliko jasni kao u originalnoj slici. Josˇ je-
dan problematicˇan slucˇaj su zrna koja nisu bila fokusirana. S obzirom na ocˇekivanje,
ta zrna su dosta dobro rekonstruirana, ali postoji zaobljenje nekih rubova, odnosno
gubitak u informaciji o obliku.
Zrna iz testne skupine pretvorimo u Z prostor pomoc´u naucˇene funkcije enko-
dera: Z = f(X). Izracˇunamo srednju vrijednost u Z prostoru i matricu kovarijancije.
Dijagonaliziranjem te matrice dobivamo unitarnu matricu U koja nam sluzˇi kao ma-
trica transformacije izmedu Z ⇐⇒ Z ′. Prema izrazu (2.36) uzorkujemo prostor Z’ za
6 najznacˇajnijih svojstvenih varijacija. Za svaku svojstvenu varijaciju uzorkujemo 4
slike oko srednje vrijednosti, te koristimo naucˇenu funkciju dekodera g(Z) da rekons-
truiramo sliku i predocˇimo si varijacije. Rekonstruirane slike su prikazane na slici
(3.5). Srednja kolona rekonstruiranih oblika je prosjecˇan oblik u raspodjeli. Mozˇemo
vidjeti da prvi mod predstavlja varijaciju boje pozadine, odnosno boju oksidirane ba-
krene folije. Boja varira od zˇarko narancˇaste, do plavicˇasto-bijele. Na plavicˇasto-
bijeloj pozadini se dogada i blago zamuc´enje rubova zrna, sˇto nam potvrduje da je
mrezˇi bilo tezˇe rekonstruirati oblike zrna na takvim pozadinama. Drugi mod pred-
stavlja ukupnu velicˇinu zrna, i ne daje nam previˇse znacˇajnu informaciju. Trec´i mod
je najzanimljiviji i predstavlja variranje izmedu dvije tipicˇne orijentacije zrna. Ako pa-
rametar mijenjamo finije, mozˇemo primijetiti da ova varijacija ne uzrokuje rotaciju,
nego glatki prijelaz izmedu dvije orijentacije. Te orijentacije su medusobno zaro-
tirane za oko 30◦ i predstavljaju dvije preferencijalne orijentacije grafena pri rastu
na bakru u nasˇem sustavu. Cˇetvrti mod je polozˇaj zrna lijevo-desno uz istovremeno
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Slika 3.5: Prva 6 najznacˇajnija svojstvena moda varijacija zrna na sintetiziranim
uzorcima grafena.
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Slika 3.6: Lijevo - originalne slike predvidenog oblika, dobivene Wulffovom kons-
trukcijom. Desno - rekonstrukcija slika na lijevo pomoc´u istreniranog autoenkodera.
(a) slike u kojima je bijelom bojom oznacˇeno predvideno zrno, a crnom bojom poza-
dina. (b) slika pod (a) s rucˇno namjesˇtenim bojama te njena rekonstrukcija
blago mijenjanje oblika. Peti i sˇesti mod najviˇse predstavljaju blagu rotaciju zrna,
ali su njihove varijacije manje zastupljene od prosˇlih modova. Doprinos varijacijama
vec´ine modova od 7. do 30. su mali, ali nisu zanemarivi. Osim toga, ti viˇsi modovi
nemaju jednostavnu vizualnu interpretaciju kao prvih 6 modova.
Slijedec´e smjesˇtamo idealan oblik u Z prostor, pa potom i u Z’ prostor. Idealni
oblici su slike dobivene Wulffovom konstrukcijom kao na slici (2.6(b)). Na slici
(3.6(a)) mozˇemo vidjeti da se prilikom rekonstrukcije slike X −→ g(f(X)) javljala
znacˇajna deformacija oblika. Na slici (3.6(b)) uzimamo isti predvideni oblik, ali
rucˇno namjesˇtamo boje pozadine i predvidenog zrna tako da sˇto bolje odgovaraju bo-
jama srednjeg oblika. U tom slucˇaju je rekonstruirana slika puno blizˇa originalnoj uz
mali gubitak osˇtrosti na rubovima. Takav oblik s namjesˇtenim bojama prebacujemo
u Z’ prostor i usporedujemo s prethodno dobivenom distribucijom. Svih 30 latentnih
znacˇajki je unutar ±3σ od srednje vrijednosti, cˇime potvrdujemo da se idealan oblik
nalazi unutar nasˇe raspodjele.
Za oblik na slici (3.6(a)) reprezentacija u Z’ prostoru se znacˇajnije razlikuje od
slike kojoj namjestimo boje. To znacˇi da nismo uspjeli izolirati informaciju o boji na
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samo 1. mod. Za prvih 6 svojstvenih modova reprezentacija u Z’ je unutar ±3σ, osim
ocˇekivano za 1. mod koji predstavlja veliki dio boja. Za modove nakon 6., velik dio
vrijednosti pada izvan raspodjele. Pretpostavljamo da se to dogada zbog toga sˇto je
pozadina slike crna, dok je neuralna mrezˇa ucˇila na slikama koje su vec´inom imale
narancˇastu pozadinu.
3.2 Segmentacija MoS2
Od mnosˇtva video snimki, odabrali smo osam videa za treniranje, dva za validaciju
i dva za test. Iz tih videa smo izvukli ukupno 2034 slika, te smo na svakoj oznacˇili
podrucˇja MoS2 kombinacijom metode mijesˇanih gausijana i rucˇnog oznacˇavanja. Na
slici (3.7) mozˇemo vidjeti primjer tako oznacˇene slike. Procjenjujemo da smo ovak-
vim oznacˇavanjem pogresˇno oznacˇili najviˇse 1 u 200 piksela, odnosno imamo tocˇnost
u oznacˇavanju 99.5%. Prema tome, ako mjera tocˇnosti mrezˇe prijede tu vrijednost,
mozˇemo pretpostaviti da dolazi do prenaucˇenosti na nasˇe pogresˇke pri oznacˇavanju.
Vidimo da video snimke prikazuju oblike zrna koji rastu kao pravilni trokuti, ali se
nakon nekog vremena spajaju u polikristalinicˇne strukture.
Arhitektura UNeta je puno kompliciranija i vec´a od autoenkodera koriˇstenog za
grafenska zrna. Zbog toga su i vremenska i prostorna kompleksnost algoritma puno
vec´e. Treniranje je u ovom slucˇaju trajalo 50 epoha, nakon cˇega su relativne pro-
mjene gubitaka bile: ∆J
J
≈ 10−1. U tablici (3.1) mozˇemo vidjeti performanse za tri
skupine nakon 50 epohi ucˇenja. Za podatke u tablici, granicˇni prag (eng. threshold)
je bio 0.5, odnosno 50%. Ovo znacˇi da je svaki piksel koji je na izlazu iz neuralne
mrezˇe imao vrijednost vec´u ili jednaku 0.5 oznacˇen kao dio MoS2 kristala.
Tocˇnost (Accuracy) f1 ocjena
Trening 99.43% 98.69%
Validacija 99.38% 98.63%
Test 99.30% 98.55%
Test-Optimal 99.35% 98.65%
Tablica 3.1: Procjene efikasnosti istrenirane UNet mrezˇe za trening/validacija/test
skupine. Dodatno su prikazane procjene za optimalan granicˇni prag: 0.64; na kojem
testna skupina ima najbolji f1
Na grafu (3.8) je prikazana ROC krivulja (eng. receiver operating characteristic
curve). Krivulja prikazuje ovisnost TPR (eng. true positive rate) o FPR (eng. false
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(a) (b)
(c)
Slika 3.7: (a) Primjer ulazne slike (X). (b) Maska s oznacˇenim podrucˇjima MoS2
(Y). (c) Maska koju dobivamo izlazom iz neuralne mrezˇe - pokusˇaj neuralne mrezˇe
da reproducira masku pod (b).
positive rate) za vrijednosti granicˇnog praga izmedu 0 i 1. TPR je omjer broja tocˇno
oznacˇenih piksela pozitivne klase (podrucˇje MoS2) i ukupnog broja piksela pozitivne
klase. FPR je omjer broja krivo oznacˇenih piksela pozitivne klase i ukupnog broja
negativne klase (podrucˇje pozadine). Iz grafa mozˇemo vidjeti da je naucˇena UNet
neuralna mrezˇa gotovo idealan klasifikator za ovaj problem, iako smo imali relativno
mali broj podataka za ucˇenje.
Nakon toga, uzimamo jednu od testnih video datoteka. Prolazimo redom po sli-
kama iz video snimke te koristimo istrenirani UNet da nam oznacˇi podrucˇja MoS2 na
svakoj slici. Koristimo DBSCAN za rastav bijelih podrucˇja u zasebne skupine, kao na
slici (3.9(c)), za koje pratimo promjenu povrsˇine i opsega u vremenu.
Na slici (3.9(c)) mozˇemo vidjeti masku jednog uspjesˇno izoliranog zrna sa zadnje
slike video snimke. Pratili smo promjenu velicˇine, odnosno povrsˇine i opsega tog zrna
kroz video. Na slikama (3.10) mozˇemo vidjeti dobivene grafove za dva primjera. Na
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Slika 3.8: (a) ROC krivulja. Za usporedbu, plavom bojom je prikazana karakteristika
za algoritam koji nasumicˇno klasificira svaki piksel, a narancˇastom bojom je prikazan
teoretski idealan algoritam.
(a) (b) (c)
Slika 3.9: (a) Ulazne slika i (b) segmentacija dobivena UNet-om za zadnju sliku
videa. (c) Maska koja oznacˇava primjer jednog izoliranog zrna.
x osi je indeks slike prema redoslijedu kojim se javlja u videu. Ako pretpostavimo da
je vrijeme izmedu dvije slike jednako kroz cijelu video snimku, tada nam ovi grafovi
prikazuju kako se povrsˇina i opseg mijenjaju u vremenu.
Kao sˇto smo vidjeli, idealni oblik zrna MoS2 je jednako-stranicˇni trokut. Koristec´i
jednostavnu geometriju, mozˇemo lako dobiti idealnu ovisnost povrsˇine i opsega:
O = 3a, P = a2
√
3
4
⇒ O = 6
4
√
3
√
P (3.1)
gdje je a stranica jednako-stranicˇnog trokuta. Vidimo da bi opseg trebao biti proporci-
onalan kvadratnom korijenu povrsˇine. Na slikama (3.10) mozˇemo vidjeti grafove na
kojima se prikazuje ponasˇanje mjerenog opsega u vremenu i opsega koji je predviden
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(a)
(b)
Slika 3.10: (a) Maska za primjer izoliranog zrna, koje izgleda priblizˇno kao jednako-
stranicˇni trokut. (b) Maska za primjer izoliranog objekta koji znacˇajnije odstupa od
oblika pravilnog trokuta. Mozˇemo vidjeti dobivene grafove koji prikazuju mijenjanje
ukupne povrsˇine kroz vrijeme videa te grafove izmjerene i predvidene povrsˇine o
vremenu.
iz povrsˇine. Na slici (3.10(a)) uocˇavamo zrno koje podsjec´a na pravilni trokut, pa se
predvidena i mjerena krivulja slazˇu. Na grafu na slici (3.10(b)) primjec´ujemo mije-
njanje opsega kroz video snimku za oblik koji je nastao srastanjem viˇse zrna. Oblik
ne odgovara pravilnom trokutu zbog cˇega mozˇemo uocˇiti znacˇajnije odstupanje mje-
renog od predvidenog opsega.
S obzirom na to da istrenirani UNet pokazuje jako dobre performanse, vrlo vjero-
jatno mozˇemo smanjiti njegove parametre i velicˇinu arhitekture bez velikih gubitaka
na tocˇnosti, ali s potencijalnim dobitkom na brzini izvodenja. DBSCAN algoritam
za odvajanje zrna prakticˇki mora ponovno ucˇiti, odnosno trazˇiti nakupine na svakoj
novoj slici. Zbog toga, iako je DBSCAN po svom principu relativno brz algoritam, i
ovdje imamo dodatnu vremensku slozˇenost.
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4 Zakljucˇak
Problem sinteze dvodimenzijskih materijala josˇ uvijek je izazov. Prilikom sinteze
cˇesto nastaju nezˇeljeni efekti koje obicˇno ne mozˇemo odmah objasniti. Da bismo
objasnili ovakve pojave, potrebno je povezati parametre koje kontroliramo prilikom
sinteze te svojstva dobivenog uzorka. Nakon sinteze, kvaliteta uzorka se cˇesto inici-
jalno provjerava pomoc´u opticˇkog mikroskopa. U ovom radu otvaramo vrata prema
konzistentnijoj analizi ovakvih slika.
Vidjeli smo da oblici pojedinih kristalnih zrna mogu pokazati puno informacija
o kvaliteti sinteze. Prikazali smo metodu za statisticˇku analizu oblika na primjeru
grafenskih zrna na bakrenoj foliji. Metoda se bazira na algoritmu dubinskog ucˇenja
- konvolucijskom autoenkoderu. Autoenkoder je prilikom obrade slika uspio uklo-
niti informaciju o nasumicˇnim necˇistoc´ama i granicama zrna supstrata, ali je zadrzˇao
neke nezˇeljene informacije u analizi kao sˇto su boja zrna i pozadine. Kao rezultat
ovakve obrade dobivamo raspodjelu svojstvenih znacˇajki oblika. Viˇse takvih raspo-
djela dobivenih za razlicˇite uzorke mozˇemo medusobno usporedivati i povezivati s
kontroliranim parametrima sinteze. Osim toga, na dobivenu raspodjelu mozˇemo
smjesˇtati oblike predvidene teorijom, s time da moramo paziti na boju slike koju smo
dobili iz teoretskih predvidanja.
Osim toga, prikazali smo princip te primjer kako automatski biljezˇiti dinamiku
rasta MoS2 na SiO2/Si. Glavni problem ovakve analize je odvajanje podrucˇja s ci-
ljanim materijalom od pozadine, te biljezˇenje povrsˇine u vremenu. Nasˇa metoda
odvajanja se bazirala na UNet arhitekturi dubinske neuralne mrezˇe te je pokazala
tocˇnost u oznacˇavanju piksela 99.3% - 99.4%. Oznacˇenu sliku tada mozˇemo rasta-
viti na medusobno spojena podrucˇja i zasebna zrna. Ako ovaj proces primijenimo na
svaku sliku u video snimci, mozˇemo pratiti dinamiku velicˇina koje mozˇemo iˇscˇitati iz
opticˇkih slika (npr. povrsˇina i opseg zrna).
58
5 Metodicˇki dio - konvergentna lec´a
Da bismo objasnili osnovni princip rada opticˇkog mikroskopa, dovoljno nam je poz-
navanje geometrijske optike. Geometrijska optika je dio sˇireg podrucˇja optike, koja
se bavi svojstvima i ponasˇanjem svjetlosti. Za proucˇavanje geometrijske optike, nisu
nam potrebna valna svojstva (npr. valna duljina svjetlosti) i valni efekti svjetlosti
(npr. pojave interferencije). U geometrijskoj optici svjetlost gledamo kao skup zraka
koje se sˇire pravocrtno. Pojave koje proucˇavamo ukljucˇuju refleksiju svjetlosti i lom
svjetlosti. Refleksiju u srednjoj sˇkoli ucˇenici proucˇavaju na ravnim i sfernim zrca-
lima. Lom svjetlosti se javlja prilikom prijelaza svjetlosti izmedu dva sredstva razlicˇite
opticˇke gustoc´e. Opticˇke lec´e su posebno napravljene za tehnolosˇko koriˇstenje efekta
loma. Konvergentne i divergentne lec´e su tradicionalno radene od stakla, ali mogu
biti napravljene i od drugih prozirnih materijala koji imaju drugacˇiju opticˇku gustoc´u
od zraka.
U danasˇnje vrijeme, ljudi se susrec´u s geometrijskom optikom vec´ kao djeca u
sˇkolskoj dobi. Pokazuje se da je istrazˇivacˇki usmjerena nastava fizike bolja od tradi-
cionalnog nacˇina predavanja. Interaktivni pristup podrazumijeva aktivnu raspravu o
predvidenoj temi za vrijeme nastave. Interakcija podrazumijeva razgovor i raspravu
izmedu ucˇenika i ucˇenika te ucˇenika i nastavnika. Osim interaktivno, nastava se
odvija kroz vodeno istrazˇivanje. S takvim pristupom ocˇekujemo od djece da sama
dolaze do ciljanih zakljucˇaka, a od nastavnika se ocˇekuje da osmisli, organizira i vodi
ucˇenike. U nastavku slijedi priprema za istrazˇivacˇko usmjereni blok-sat za cˇetvrti
razred srednje sˇkole (prirodoslovno matematicˇke gimnazije) na temu konvergentne
lec´e. Djeca su vec´ upoznata s osnovnim pojmovima geometrijske optike te su upoz-
nati s pojmom fokusa i karakteristicˇnih zraka kod sfernih zrcala.
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5.1 Priprema za nastavni sat - konvergentna lec´a
Obrazovni ishodi:
• Objasniti lom svjetlosti na konvergentnoj lec´i
• Opisati ponasˇanje karakteristicˇnih zraka
• Iskazati i objasniti jednadzˇbu lec´e
• Nacrtati nastalu sliku predmeta kod konvergentne lec´e
• Primjenjivati spoznaje u svakodnevnom zˇivotu
• Razvijati znanstveno i logicˇko razmiˇsljanje
• Razvijati sposobnost verbalnog i pismenog izrazˇavanja
Odgojni ishodi:
• Izrazˇavati vlastito miˇsljenje
• Uvazˇavati tudi nacˇin razmiˇsljanja
• Razvijati interes za znanost
• Razvijati parlamentarnost i demokraticˇnost
UVODNI DIO SATA
Kako vidi osoba koja je dalekovidna ili kratkovidna? Kakvu sliku onda vide?
Koje pomagalo koriste takvi ljudi da bi korigirali svoj vid? Koji su glavni dijelovi
naocˇala?
Ucˇenici su upoznati s lec´ama iz svakodnevnog govora. Navodimo ih na zakljucˇak da
su lec´e glavni dio naocˇala.
Kako izgleda lec´a? Gdje josˇ znate da se koriste lec´e? Kako gledamo udaljene
objekte? Cˇime mozˇemo vidjeti udaljene planete? Kako bismo laksˇe vidjeli sitna
slova? Cˇime promatramo bakterije?
Od ucˇenika ocˇekujemo da se prisjete kako izgledaju, sˇto rade i od cˇega se sastoje
dalekozor, teleskop, povec´alo i mikroskop.
Koje vrste lec´a poznajete? Kako izgledaju te lec´e? - Ucˇenici se sjec´aju pojmova
konvergentne i divergentne lec´e iz osnovne sˇkole
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Danas c´emo proucˇavati konvergentnu lec´u - Pisˇem naslov ”Konvergentna lec´a”
SREDISˇNJI DIO SATA
Sredisˇnji dio sata
Pokus 1:
(a) (b)
Slika 5.1: Proucˇavanje ponasˇanja zraka svjetlosti koje prolaze kroz konvergentnu
lec´u.
ISTRAZˇIVACˇKO PITANJE: Kako se ponasˇaju zrake svjetlosti prolaskom kroz ko-
nvergentnu lec´u?
Ucˇenike podijelimo u grupe. Svaka grupa dobije konvergentnu lec´u, izvor svjetlosti s
prorezima i vec´i list papira. Na izlazu iz izvora stavimo nastavak s pet proreza.
Ucˇenici se upoznaju s eksperimentalnom opremom kroz kratku raspravu o funkciji
pojedinih dijelova.
U prvom dijelu pokusa ucˇenici proucˇavaju ponasˇanje zraka koje prolaze kroz ko-
nvergentnu lec´u. Prvo koriste prorez s viˇse razlicˇitih otvora, te proucˇavaju viˇse zraka
odjednom.
Stavimo papir ispred izvora svjetlosti te ga upalimo - Sˇto vidimo na papiru? Sˇto
nam predstavljaju te svjetlosne linije? Sˇto c´e se dogoditi kada ispred izvora sta-
vimo lec´u? Sˇto mislite, kako c´e se zakriviti pojedine zrake svjetlosti?
Ucˇenici objasˇnjavaju svoje pretpostavke, a nakon toga i izvadaju pokus. Nakon toga
skiciraju u biljezˇnicu sˇto su vidjeli te slijedi rasprava o rezultatima.
Kako su se zrake zakrivile? Kako se zakrive ako stavimo da upadaju okomito
na lec´u? Kako se zove tocˇka u kojoj se sijeku? - Oznacˇite tu tocˇku (fokus) na
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(a) (b)
(c)
Slika 5.2: Prikaz ponasˇanja karakteristicˇnih zraka. (a) zraka koja upada paralelno
na lec´u, a lomi se u fokus. (b) zraka koja upada kroz fokus na lec´u, ali lome se
paralelno. (c)
papiru. Sˇto c´e se dogoditi kada izvor stavimo na drugu stranu lec´e? Kako c´e se
zrake zakriviti?
Ucˇenici provjeravaju pretpostavke i oznacˇuju i drugo sjeciˇste, te nakon krac´e rasprave
zakljucˇuju da postoji fokus s obje strane lec´e te da su oba fokusa jednako udaljeni od
lec´e.
U slijedec´em dijelu viˇsestruke proreze na izvoru zamjenjuju sa samo jednim. Cilj
nam je ispitati ponasˇanje karakteristicˇnih zraka koje prolaze kroz lec´u.
Koje karakteristicˇne zrake smo koristili kod zaobljenih zrcala? Kako bi se ponasˇale
te zrake kod divergentne lec´e?
Ucˇenici bi se trebali sjetiti karakteristicˇnih zraka kod zaobljenih zrcala, te uz raspravu
i vodenje prenosimo pojam karakteristicˇnih zraka i na lec´e. Ucˇenici izvode drugi dio
pokusa, odnosno provjeravaju svoje pretpostavke.
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Kako se lomi zraka koja upada na lec´u paralelno s opticˇkom osi? Skicirajte!
(slika (5.2(a)))
Sˇto se dogada sa zrakom koja prolazi kroz fokus? Skicirajte! (slika (5.2(b)))
Kako se lomi zraka koja prolazi sredisˇtem lec´e? Skicirajte! (slika (5.2(c)))
Slika 5.3: Prikaz postava za 2. pokus. Plastelinom smo ucˇvrstili lec´u. Narancˇastim
plastelinom smo oznacˇili mjesto na kojem se nalazi fokus, a plavi plastelin je stavljen
na udaljenost od dvije zˇariˇsne daljine. Kao predmet koristimo jednostavnu svijec´u,
a kao zastor koristimo bijeli karton. Pomoc´u mjerne trake, odreduje se udaljenost
predmeta i slike predmeta od lec´e.
Pokus 2:
ISTRAZˇIVACˇKO PITANJE: Istrazˇite gdje nastaje slika predmeta i o kojim velicˇinama
ona ovisi?
Za slijedec´i dio pokusa, ucˇenici dobivaju svijec´u, sˇibice, metar, zastor te konvergentnu
lec´u s poznatom zˇariˇsnom daljinom, koja mozˇe stajati uspravno. S ucˇenicima ras-
pravljamo kako bismo mogli nac´i udaljenost slike predmeta od lec´e te o cˇemu bi ta
udaljenost mogla ovisiti. Ocˇekujemo da c´e ucˇenici pretpostaviti da ovisi o udaljenosti
predmeta od lec´e, te o zˇariˇsnoj daljini lec´e.
Kako bismo provjerili predlozˇene ovisnosti? Na koje udaljenosti bismo stavljali
predmet od lec´e? Kako mozˇemo vidjet polozˇaj slike predmeta? Kako bismo pri-
kazali mjerene podatke?
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Uz krac´u raspravu i navodenje, ucˇenici crtaju u biljezˇnicu tablicu u koju c´e upisi-
vati vrijednosti za udaljenost predmeta od lec´e i udaljenost slike predmeta od lec´e.
Nakon toga, ucˇenici rade po pet mjerenja udaljenosti slike predmeta od lec´e za pet
razlicˇitih pozicija predmeta. Dodatno za svaki polozˇaj opisuju kakva je slika pred-
meta: uvec´ana - umanjena, uspravna - obrnuta i realna - virtualna.
Nakon zavrsˇetka pokusa raspravljamo s ucˇenicima o rezultatima.
Mozˇete li uocˇiti ovisnost izmedu udaljenosti predmeta od lec´e, udaljenosti slike
predmeta od lec´e i zˇarisˇne daljine?
Ako ucˇenicima treba dodatna pomoc´ ili navodenje za dolazˇenje do zakljucˇka, mozˇemo
koristiti dodatna pitanja: Sˇto dobivamo ako zbrojimo te tri vrijednosti svako mje-
renje? Sˇto josˇ mozˇemo napraviti? Koje su reciprocˇne vrijednosti tih velicˇina?
Sˇto mozˇemo primijetiti za njihov medusobni odnos? Sˇto mozˇemo primijetiti ako
zbrojimo reciprocˇne vrijednosti udaljenosti?
Kroz vodenu raspravu dolazimo do konacˇnog izraza za jednadzˇbu lec´e:
1
a
+
1
b
=
1
f
(5.1)
Gdje je a oznaka za udaljenost predmeta od lec´e, b za udaljenost slike predmeta
od lec´e te f za zˇariˇsnu daljinu lec´e. Nakon napisane formule, pitamo ucˇenike kako
bi interpretirali napisanu formulu. Primjer jednog od ocˇekivanih odgovora ucˇenika
je: zbroj reciprocˇne vrijednosti udaljenosti predmeta i slike predmeta je jednak reci-
procˇnoj vrijednosti zˇariˇsne udaljenosti.
Kako se mijenja udaljenost slike predmeta ako predmet priblizˇavam lec´i? Zasˇto?
Kako se mijenjaju reciprocˇne vrijednosti?
Ako predmet drzˇimo na istom mjestu, ali umjesto ove lec´e stavimo drugu koja
ima duplo manju zˇarisˇnu udaljenost; kako bi se tada promijenila udaljenost
slike? Zasˇto?
ZAVRSˇNI DIO SATA
Kako bismo konstruirali mikroskop? Koliko glavnih lec´a ima mikroskop? Kako
se obicˇno nazivaju te lec´e?
Ucˇenici skiciraju ideje u biljezˇnice i raspravljaju medusobno o idejama. Kakvu ukupnu
sliku zˇelimo kad gledamo kroz mikroskop?
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Slika 5.4: Konstrukcija slika u mikroskopu. Lijeva lec´a je objektiv, a desna okular. F1
i F2 su zˇariˇsne udaljenosti, P je predmet, a S1 i S2 su prva i druga slika
Ocˇekujemo da ucˇenici prepoznaju da zˇelimo uvec´anu sliku promatranog predmeta.
Osim toga, zˇelimo da je slika virtualna da bismo ju mogli vidjeti. Ako ucˇenike treba
navoditi mozˇemo iskoristiti neka od slijedec´ih pitanja. Koje velicˇine je slika koju
vidimo mikroskopom u usporedbi s predmetom? Kakva je narav slike? Kakva
narav mora biti da bismo ocˇima vidjeli sliku predmeta?
Ako gledamo samo okular, gdje mora biti predmet da bismo dobili virtualnu,
uvec´anu sliku?.
Ucˇenike kroz usmjerenu raspravu navodimo na zakljucˇak da predmet treba biti izmedu
fokusa i lec´e. Kao primjer nam mozˇe posluzˇiti prosˇli pokus. Zatim ucˇenici skiciraju
okular te polozˇaj predmeta i slike. S obzirom da s mikroskopom obicˇno promatramo
stvari koje nisu vidljive golim okom, samo povec´anje od okulara nam nije dovoljno,
zbog toga dodajemo objektiv.
Kakva mora biti slika koju stvara objektiv u mikroskopu? Na kojem polozˇaju
nam mora biti predmet da bismo to postigli? Na koje mjesto mora pasti slika
dobivena objektivom? Zasˇto? Kako je slika dobivena objektivom povezana s
okularom? Nacrtaj!
Kroz raspravu i vodenje, ucˇenici dolaze do zakljucˇka da slika dobivena prvom lec´om
postaje predmetom za drugu lec´u.
Kakva je sada ukupna slika s obzirom na pocˇetni predmet? Kakva je po velicˇini,
naravi i uspravnosti?
Ucˇenici primjec´uju da je ukupna slika predmeta uvec´ana, virtualna i obrnuta. Za
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kraj imamo kratku raspravu oko toga koliko je bitno sˇto je slika obrnuta. Ucˇenici
zakljucˇuju da obrnuta slika nije problem jer predmet ionako mozˇemo rotirati kada je
pod mikroskopom, ili mozˇemo gledati na mikroskop s proizvoljne strane.
66
Dodaci
Dodatak A Tablica varijacija u Z’ prostoru za idealne
oblike grafena
Mod ∆Za/σ ∆Zb/σ var %
1. -6.3 -2.5 29.1%
2. -0.9 0.1 16.0%
3. -1.8 -1.0 7.8%
4. -1.7 -0.9 6.6%
5. -1.7 -2.2 5.6%
6. 0.8 1.0 4.0%
7. -3.8 0.6 3.6%
8. 3.4 -0.5 2.9%
9. 0.9 2.3 2.8%
10. 2.7 -2.0 2.2%
11. -2.6 -0.1 2.0%
12. -4.2 -0.7 1.8%
13. 4.2 -1.0 1.6%
14. -0.2 -0.9 1.6%
15. 1.3 -0.5 1.5%
16. 0.9 -0.2 1.5%
17. 0.2 0.3 1.4%
18. -4.0 0.5 1.2%
19. -1.9 -0.4 1.2%
20. 3.7 -1.0 1.0%
21. 2.3 -1.1 0.9%
22. 5.6 -0.1 0.9%
23. 2.4 0.6 0.8%
24. -5.6 -0.2 0.8%
25. 12.4 -2.1 0.4%
26. -0.5 -1.7 0.3%
27. 6.4 -0.5 0.2%
28. -1.0 -1.1 0.2%
29. -10.5 -2.9 0.1%
30. -11.0 0.2 < 0.1%
Tablica A.1: Izracˇuni reprezentacije u Z’ prostoru za dva teoretski predvidena oblika
na slici (3.6). Za stupac su vrijednosti za sliku (3.6(a)) prikazani u mjernim jedi-
nicama standardne devijacije za taj mod. Zb stupac prikazuje vrijednosti za sliku
(3.6(b)). Zadnji stupac pokazuje udio tog moda u ukupnim varijacijama testne sku-
pine slika.
67
Dodatak B Korisˇteni python kodovi
Wulffove konstrukcije - https://github.com/termistotel/Wulff-constructions
Konvolucijski autoenkoder - https://github.com/termistotel/VAE-implementation
Implementacija UNet-a - https://github.com/termistotel/UNET-implementation
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Dodatak C Popis korisˇtenih kratica
Kratice Englesko znacˇenje Hrvatsko znacˇenje
2D dvodimenzijski
3D trodimenzijski
hBN heksagonalni borov nitrid
MoS2 molibden disulfid
TMD transition metal dichalcogenide dihalkogenidi prijelaznih metala
FET field effect transistor tranzistor s efektom polja
CVD chemical vapor deposition talozˇenje iz plinovite faze
FCC face centered cubic plosˇno centrirana kubicˇna resˇetka
AC arm-chair
ZZ zig-zag
CMOS complementary metal oxide
semiconductor
CCD charge-coupled device
SPM scanning probe microscopy mikroskopija pretrazˇnom sondom
AFM atomic force microscopy mikroskopija atomske sile
STM scanning tunneling microscopy pretrazˇni mikroskop s tuneliranjem
NA numerical aperture mjera kutnog prihvac´anja
GPU graphics processing unit graficˇka procesorska jedinica
TPU tensor processing unit tenzorska procesorska jedinica
PCA principal component analysis analiza principalnih komponenti
ReLU rectified linear unit
GD gradient descent gradijentni spust
EM expectation–maximization
DBSCAN density-based spatial clustering
of applications with noise
ROC receiver operating characteristic
TPR true positive rate
FPR false positive rate
TP true positive
FP false positive
FN false negative
TN true negative
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