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Scalar cosmological perturbations in loop quantum cosmology (LQC) is revisited in a
covariant manner, using self dual Ashtekar variables. For real-valued Ashtekar-Barbero vari-
ables, this ‘deformed algebra’ approach has been shown to implement holonomy corrections
from loop quantum gravity (LQG) in a consistent manner, albeit deforming the algebra
of modified constraints in the process. This deformation has serious conceptual ramifi-
cations, not the least of them being an effective ‘signature-change’ in the deep quantum
regime. In this paper, we show that working with self dual variables lead to an unde-
formed algebra of hypersurface deformations, even after including holonomy corrections in
the effective constraints. As a necessary consequence, the diffeomorphism constraint picks
up non-perturbative quantum corrections thus hinting at a modification of the underlying
space-time structure, a novel ingredient compared to the usual treatment of (spatial) diffeo-
morphisms in LQG. This work extends a similar result obtained in the context of spherically
symmetric gravity coupled to a scalar field, suggesting that self dual variables could be better
suited than their real counterparts to treat inhomogeneous LQG models.
I. INTRODUCTION
The loop quantization of homogenous cosmological spacetimes has revealed a new paradigm to
study the dynamics of the deep Planckian regime of the universe, through a regular FLRW quantum
geometry. The LQC framework since then has been extended to accommodate a perturbed FLRW
geometry. The treatment of cosmological perturbations in this non-singular quantum cosmology
allows one to extend the inflationary scenario to the very early universe and, thereby, compute the
power spectrum of curvature perturbations taking into account the impact of the non-perturbative
quantum corrections due to loop quantization. This new paradigm for treating cosmological per-
turbations on a loop-quantized background provided a rare direct contact between a proposal for
a fundamental quantum gravity theory and observational data.
This extension of LQC to the perturbed FLRW spacetime was initiated using two principal
strategies: the ‘dressed’ metric approach and the ‘deformed algebra’ approach (We refer to e.g.
[1] for another perspective on LQC perturbations). The interested reader can refer to [2] for a
pedagogical overview of these two approaches, as well to [3] for a comparison between the two. In
this paper we take the perspective that quantum corrections need to be implemented in a covariant
manner, as in the deformed algebra approach.
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2A. Why is general covariance important for quantum gravity?
Since our guiding principle throughout is going to be the requirement of (some notion of)
general covariance at the effective level, it deserves some justification. Indeed, general covariance
has turned out to be a strong constraint for several models of loop quantum gravity in recent times
(see, for instance [4–6]). In Lagrangian formulations, general covariance in the classical action
is assured as long as one properly contracts the Lorentz indices of tensors. However, one has to
then check that the quantization procedure does not generate anomalies which violate covariance.
However, in the canonical formulation covariance is not immediately manifest and are replaced
instead by the invariance under gauge transformations generated by the Hamiltonian constraint
H[N ] and the diffeomorphism constraints D[Na]. The N and Na are a smearing (lapse) function
and a smearing (shift) vector for these constraints, which classically satisfy the algebra [7]
{D [Na1 ] , D [Na2 ]} = D [LN1Na2 ] , (1.1)
{H [N ] , D [Ma]} = −H [LMN ] , (1.2)
{H [N1] , H [N2]} = D
[
qab (N1∇bN2 −N2∇bN1)
]
. (1.3)
The gauge transformations generated by these constraints, on the space of solutions to these
constraints, are equivalent to space-time Lie derivatives which implement general coordinate trans-
formations. Thus general covariance in canonical theories is implemented in a much more subtle
way than for Lagrangian theories [8]. It is important to remember that covariance, defined in this
manner, is a condition that is not restricted by solutions of Einstein’s equations as they are an
off-shell statement (and thus are not restricted to the constraint surface). This is the same as in
the Lagrangian formalism, where we can construct covariant actions from metrics which are not
necessarily solutions of general relativity (GR).
However, it is important that quantization of a canonical theory of gravity does not lead to
anomalies which break general covariance. The conditions that require a quantization is covariant
has been stated in [4]. They basically state that the algebra of quantum constraints remain a first-
class system and that they have a well-defined classical limit, in which one recovers the algebra of
hypersurface deformations (1.1). In LQG, one requires that connections are replaced by holonomies
(or parallel transport of connections) since those are variables well defined on the LQG Hilbert
space. Such ‘polymerization’ can lead to several interesting phenomenon such as ‘signature-change’,
as has been suggested in theories involving cosmological perturbations of LQC (for instance, see
[9]) and Schwarzschild black hole models [4]. The main result involves deformation of the structure
function appearing in the algebra (1.1) when holonomy modifications from LQG are introduced
in the Hamiltonian constraint. (Hence this is sometimes called the ‘deformed algebra’ approach
in LQG since this typically results in deformation of the structure functions in the algebra when
working with real-valued variables.) Indeed, it is a nontrivial result to find that the ‘effective’
algebra of constraints remain first class and thus eliminates the same number of spurious degrees
of freedom and does not violate gauge invariance. In the formalism involving real variables of
LQG, the algebra of constraints remain anomaly free but with such a deformation of the structure
function that has the same sign as in Euclidean gravity in higher curvature regimes, thus giving
us the notion of ‘signature change’ [10–12].
Instead of requiring that the full algebra of the total constraints (that is, including both matter
and gravitational contributions) remain anomaly free, sometimes a background treatment is pre-
ferred. In such a case one quantizes the background gravitational system and then puts matter on
top of the ‘quantized’ background [13–16]. (A specific example of this is the dressed metric ap-
proach [14, 17, 18].) Even if the quantization of the background has been performed in a covariant
manner, and then one checks that local energy-momentum conservation law ∇aT ab = 0 is satisfied
3[19], it implies that both the matter and gravitational parts of the constraint algebra forms two
first-class systems. Recall, that such a treatment does require several restrictions and yet is not as
stringent as a background-independent approach that we take here. In our approach, we require
that the algebra of the total constraints remain closed, i.e. both the gravitational and matter parts
of the constraints not only remain closed but also have matching forms of covariance (for more
details, see [4]).
B. Cosmological perturbations with self dual Ashtekar variables
An overview of the results obtained within the deformed algebra formulation using real-valued
Ashtekar-Barbero variables is given in the next section. The crucial outcomes of this approach,
relevant for us, are the following. Firstly, the quantum-corrected effective constraints form a closed,
yet deformed, algebra of constraints in the presence of holonomy modifications. Interestingly,
this deformation enters explicitly in the equation of motion for the perturbations and thus has
an important impact on their primordial power spectrum derived in this approach. Moreover,
the generator of spatial diffeomorphisms remain unmodified by quantum corrections within this
formulation.
In this paper, we revisit scalar cosmological perturbations in the deformed algebra approach
with self dual Ashtekar variables. Our work is motivated by a previous result obtained in the case
of spherical symmetry: Using self dual Ashtekar variables lead to an undeformed algebra of the
effective constraints, even when holonomy modifications are introduced [20]. Spherically symmetric
LQG models, based on real variables, not only exhibits the same signature change deformation in
the algebra of the modified constraints, but also the introduction of local physical degrees of freedom
is forbidden in this model due to a partial no-go theorem presented in [4]. Interestingly, it was
shown in [20] that those two complexities go away when working with the self dual variables. It
suggests therefore that the signature change in the deformed algebra approach could be a feature
inherent to real variables. This distinctive property of self dual variables could be related to the well
known fact that, contrary to the real Ashtekar-Barbero connection, the self dual one transforms
as a true space-time connection [21] and perhaps is a better candidate to implement the classical
symmetries of general relativity (GR) without deformations at the quantum level.
In this article, we show that the algebra of constraints for scalar cosmological perturbations,
using self dual Ashtekar variables, remain undeformed, on expected lines. This result thus hints at
a general trend regarding the use of self dual variables in minisuperspace models of LQG and opens
up possibilities of a new quantization scheme. Remarkably, the precise form of the polymerization
function did not have to be fixed to make our case, thus allowing for quantization ambiguities.
Although the precise form of the holonomy modification function is yet unknown for self-dual
variables, (see [22–24] for some attempt to derive it), work on this is currently underway with
some promising initial results. Nevertheless, several interesting novel features arise within this
framework. While the algebra of quantum-corrected constraints remains the same as the classical
one, we find as a necessary side-effect, that the spatial diffeomorphism constraint gets modified by
some of these quantum correction functions and the gauge flow it generates is consequently more
complicated. At first sight, this might look problematic since it is then not possible to implement
our quantization using the characteristic spin network states. However, traditional spin networks
can, anyway, not be used since the internal gauge group in this case is SL(2,C) and not the
usual SU(2). Indeed, the construction of non compact spin networks remains challenging even
today. (See [25] for an attempt to define them in 2+1 gravity and [26, 27] for the introduction
of the so called projected spin networks and [28] for covariant twisted geometries.) On the other
hand, modifications to spatial diffemorphisms suggest that the underlying spacetime might not be
4classical after all and gets deformed in an interesting manner. This has been discussed in some
detail in our concluding remarks. Finally, the fact that no deformation occurs in our case, contrary
to the deformed algebra approach using real variables, suggests that the predictions for the cosmic
microwave background (CMB) power spectrum could be very different from this approach using
self dual variables1.
The paper has been organized as follows. We start with a lightning review of the real variables in
LQC perturbations in the deformed algebra approach, emphasizing its salient features. Then we set
up our calculations in the self dual case by deriving the (scalar) perturbation variables for cosmology
around a flat FLRW background before going on to calculate the algebra of the (holonomy) modified
constraints. This involves both the gravitational as well as matter contributions from a minimally
coupled scalar field. Several restrictions on these modification functions follow from the requirement
of the closure of the algebra, which are then shown to be consistent and yet giving rise to nontrivial
solutions other than GR. Interpretations of our results and the possible next steps are finally
discussed in the conclusion.
II. REVIEW OF THE REAL VARIABLES USED IN COSMOLOGICAL
PERTURBATIONS
Cosmological perturbations have extensively been studied in the context of LQC using real-
valued Ashtekar-Barbero variables (see [30, 31] for a review, and [3, 32] for more conceptual dis-
cussions)2. At the background level first, i.e. strictly homogeneous and isotropic space-time, the
connection variable and the densitized-triad variable simplify to A¯ia = cδ
i
a and E¯
a
i = pδ
a
i and their
Poisson bracket is {c, p} = κγ/3V0, with γ the real-valued Immirzi parameter, κ = 8πG, and
V0 the fiducial spatial volume. The matter content is given by a scalar field, Ψ, with a Poisson
bracket {Ψ, π} = 1/V0. In this symmetric case, the only non-vanishing constraint is the Hamilto-
nian constraint leading to H¯
[
N¯
]
=
∫
Σ d
3xN¯
[−3√pc2/(γ2κ) + π¯/(2p3/2) + p3/2V (Ψ)] where V (Ψ)
is the scalar field potential. The loop quantization of this symmetry-reduced system can be cap-
ture at an effective level by introducing the holonomy correction to the Hamiltonian constraint
c → sin(δc)/δ. With such quantum corrections, the cosmic history is drastically changed in the
quantum regime since the big bang singularity is replaced by a regular quantum bounce3 connecting
a phase of classical contraction, to a phase of classical expansion (see e.g. [33, 34]).
To incorporate cosmological perturbations, one thus considers the perturbed FLRW space,
meaning that the phase space variables are now Aia = cδ
i
a + δA
i
a and E
a
i = pδ
a
i + δE
a
i for the
gravitational sector, and Ψ = Ψ¯+δΨ and π = π¯+δπ for the matter the sector. The barred quantities
stands for the homogeneous and isotropic degrees of freedom while δ-quantities are the perturbative
quantities (not yet reduced to the gauge-invariant, physical degrees of freedom). Classically, the
full dynamics is obtained by considering the Hamiltonian and diffeomorphism constraints expanded
up to the quadratic order in perturbations. We note that in this expansion, the zeroth and second
order of the diffeomorphism constraint are vanishing. The zeroth order Hamiltonian constraint
gives the dynamics of the homogeneous and isotropic degrees of freedom (i.e. the dynamics of
the strictly FLRW background). The first order Hamiltonian and diffeomorphism constraints
1 Some ‘cyclic’ interpretations in the deformed algebra approach for cosmological perturbations has been ruled out
from phenomenological considerations [29]. We emphasize that it does not rule out the deformed algebra approach
as a whole, let alone our reincarnation of it using self dual variables.
2 As mentioned in the introduction, we focus here only on the so-called deformed algebra of cosmological perturba-
tions.
3 Indeed, in light of the findings of the inhomogeneous perturbations that we have a non-singular signature-change
in the deep quantum regime, the simple picture of a bounce comes into question.
5generate the gauge transformations for the perturbations, allowing for defining gauge-invariant
degrees of freedom. Finally, the second order Hamiltonian constraint generates the dynamics of
the perturbations evolving in the FLRW background (see [35] and [36] for details of this approach
in the ADM formalism and the Ashtekar formalism, respectively).
The dynamics of the cosmological perturbations now evolving in a background quantized using
holonomies of the connection can be treated at an effective level by introducing quantum corrections
replacing the background connection, c, by some function of it, f(c), in the constraints expanded
up to quadratic order. The perturbation part of the connection is not replaced by some function
of δAia. However, the background connection enters in the first and second order constraints
thus affecting the dynamics of the perturbations. This function is sin(δc)/δ for the zeroth order
Hamiltonian constraints but they can a priori be different for the higher orders of the constraints.
Since the matter sector of the constraints is independent of the connection c, only the gravitational
constraints are a priori subject to the introduction of such quantum corrections. In LQG, one
usually works with spin network states and the diffeomorphism constraints holds its classical form,
meaning that a priori only the gravitational, Hamiltonian constraint receives quantum corrections.
By doing that however, on ends up with a set of quantum corrected constraints which are not first
class anymore: anomalous terms appear in the right-hand-side of the algebra of constraints given
in the introduction (i.e. {CI , CJ} = fKIJ(Aia, Eai )CK which holds classically, is transformed into{
CqcI , C
qc
J
}
= fKIJ(A
i
a, E
a
i )C
qc
K +A
qc
IJ , with the superscript ”qc” meaning quantum-corrected), thus
violating covariance.
Quantum-corrected constraints which do form a set of first class constraints (that is cancelling
the anomalous term) can nevertheless be retrieved, but this is made possible by allowing for the
structure functions of the algebra to be also quantum-corrected, i.e. {CI , CJ} = fKIJ(Aia, Eai )CK
to
{
CqcI , C
qc
J
}
= qcfKIJ(A
i
a, E
a
i )C
qc
K with
qcfKIJ 6= fKIJ , meaning that one ended with a deformed
algebra as compared to general relativity. This is achieved by allowing for the matter part of the
Hamiltonian constraint to be also affected by quantum corrections. More specifically in the case of a
scalar field, it is sufficient to add quantum corrections to the spatial derivative term of the second
order Hamiltonian of the matter, i.e.
√
pδab(∂aδΨ)(∂bδΨ) → β(c)√pδab(∂aδΨ)(∂bδΨ) [37, 38].
Remarkably enough, imposing these newly corrected constraints to form a first class algebra (in
addition to impose that all the functions encoding quantum corrections tend to their GR form in
the classical limit) unequivocally fixes all the introduced quantum corrections as functions of the
background connection. In particular, β(c) = cos(2δc) which tends to one for small values of δ.
It is worth mentioning that not all the functions encoding the quantum corrections are arbitrarily
chosen prior to imposing the closure of the algebra: the function for the zeroth-order Hamiltonian
constraint (i.e. the background Hamiltonian) is set equal to the form obtained from the loop
quantization, i.e. sin(δc)/δ. Other remarkable features of this approach are that the consistency
relations that the quantum corrections should satisfy to ensure an anomaly-free algebra also fixes
the quantization scheme of the background to be the so-called µ¯-scheme [38], and also imposes the
diffeomorphism constraint to hold its GR form [38].
The deformation of the constraints algebra is completely encoded in the {H,H} Poisson bracket,
which now reads [39]
{Hqc [N1] , Hqc [N2]} = Dqc
[
β(c)qab (N1∇bN2 −N2∇bN1)
]
. (2.1)
We stress that the modification of the algebra is solely given by the quantum correction introduced
in the matter sector in this setting. The appearance of the β function in this bracket has dramatic
consequences from both the theoretical viewpoint, and the phenomenological viewpoint. From the
theoretical viewpoint first, the algebra of constraints in GR is a representation of the algebra of the
deformation of the hypersurfaces embedded in a (pseudo)Riemaniann space [40]. If the deformed
6algebra as obtained by implementing quantum corrections is to be representative of the hypersurface
deformation of an underlying 4-dimensional structure, this would mean that this structure is not
anymore given by (pseudo)Riemanian manifolds. In addition, the right-hand-side of the above can
be written as β(c)Dqc
[
qab (N1∇bN2 −N2∇bN1)
]
since c is an homogeneous degree of freedom. In
GR, the {H,H} Poisson bracket is equal to sDqc [qab (N1∇bN2 −N2∇bN1)], with s = 1 for the
Lorentzian signature, and s = −1 for the Euclidean signature [41]. For c ∈ [π/4δ, 3π/4δ] which
corresponds to the quantum regime of the cosmic history (i.e. close to the quantum bounce), the
function β becomes negative-valued, while it is positive for other values of c corresponding to either
the classical contraction or the classical expansion. If the sign of β is interpreted as giving the
signature of the underlying 4-dimensional structure, this would mean that the quantum-corrected
space-time can experienced signature change [10, 42] (which points again into the fact that this
underlying 4-dimensional structure cannot be (pseudo)Riemaniann manifolds). This astonishing
feature raises some difficulties if one is willing to reconstruct a 4-dimensional structure on which
the above-derived deformed algebra of hypersurface deformation could hold.
From the phenomenological viewpoint then, the presence of β in the matter sector which can
become negative-valued means that cosmological perturbations will experienced kinds of tachyonic
instabilities around the bounce [43–45]. This can be intuitively understood as follows. Working
in the spatially flat gauge for cosmological perturbations, the gauge-invariant scalar degree of
freedom then co¨ıncides with the scalar field perturbations. Because the gradient part of the scalar
field Hamiltonian at second order is now given by β(c)
√
pδ(∂aδΨ)(∂bδΨ), one easily figures out that
the spatial-derivative part of the equation of motion for scalar perturbations will be ∝ β(c)∂a∂aδΨ,
where the instability develops for β < 0 (note that the same instability also applies to the tensor
modes, see [39]). Depending on the specific choice to set the initial conditions for the perturbations,
this in particular leads to dramatic departures from the nearly scale-invariant power spectrum of
cosmological perturbations [46–48] as now very well constrained from CMB datas [49, 50] (see also
[9, 51] for alternatives).
We stress that the above discussion assumes that only holonomy corrections are taken into
account. A similar approach has been developed for inverse-triad corrections in Ref. [52], and for
the joint case of inverse-triad and holonomy corrections in Ref. [53]. In the latter, there exists
more than one single solution to the consistency relations the quantum corrections should satisfy
to get an anomaly free algebra, and in some of these solutions, the signature-change disappears.
III. THE PRELIMINARIES
In term of the self dual Ashtekar variables, the phase space of GR is given by the following
Poisson bracket
{Aia, Ebj} = iδbaδij , (3.1)
constrained to satisfy
Dgrav[N
a] =
1
iκ
∫
Σ
dx3 Na [ F iabE
b
i −AiaGi ], (3.2)
Hgrav[N ] =
1
2κ
∫
Σ
dx3N
Eai E
b
j√
|E| ǫ
ij
kF
k
ab. (3.3)
In the above, F iab = ∂aA
i
b − ∂bAia + ǫijkAjaAkb is the curvature of the Ashtekar connection, and
E = detEai .
7We symmetry reduce the system to that of a homogeneous, isotropic cosmology as given by a
FLRW geometry, where we have only a background connection and a densitized triad, denoted by
c and p respectively [34]. Defining a fiducial volume to get rid of the difficulties of having integrals
of infinite (spatial) volumes, V0, the Poisson bracket on the reduced phase space takes the form
{c, p} = iκ
3V0
, (3.4)
while the constraints are derived in the next section.
Adding a minimally coupled scalar field Ψ to the system, we obtain the following extension of
the phase space
{Ψ, π} = 1
V0
, (3.5)
where the scalar Hamiltonian and diffeomorphism constraints are given by
Hscal[N ] =
∫
Σ
dx3 N [
π2
2
√
|E| +
1
2
√
|E|E
a
i E
bi∂aΨ∂bΨ+
√
|E|V (Ψ) ] , (3.6)
Dscal[N
a] =
∫
Σ
dx3 Na π∂aΨ . (3.7)
with a potential V = V (Ψ) for the scalar field.
A. Reducing to a perturbed FLRW geometry
The starting point is to consider a perturbed FLRW metric given by
gµν = a
2
( −1 0
0 δab
)
+ a2
( −2φ ∂aB
∂bB −2ψδab + ∂a∂bE
)
+ a2
(
0 Sa
Sb ∇[aFb]
)
+ a2
(
0 0
0 hab
)
. (3.8)
The first matrix correspond to the background geometry, the usual FLRW universe, while the three
others represent respectively the scalar, vectorial and tensorial perturbations to the background
geometry. The Scalar-Vector-Tensor decomposition of perturbations must satisfy the following
conditions
∂ahab = 0 , δ
abhab = 0 , ∇aF a = 0 , ∇aSa = 0 . (3.9)
In this paper, we shall only be concerned with scalar perturbations since it is the most complicated
one to handle, and leave the other ones for future work.
Reducing the full phase space of GR (coupled to a scalar field) to the one of the perturbed
FLRW geometry (coupled to a scalar field), we end up with the following variable (where the bar
denote the background nature of the variable):
Aia = A¯
i
a + δA
i
a , E
a
i = E¯
a
i + δE
a
i , Ψ = Ψ¯ + δΨ , π = π¯ + δπ , (3.10)
where
A¯ia = cδ
i
a , E¯
a
i = pδ
a
i , and {c, p} =
iκ
3V0
, (3.11)
while the Poisson bracket for the perturbed quantities are given by
{δAia(x), δEbj (y)} = iκδab δji δ3(x, y) . (3.12)
8The perturbative expansion to quadratic order of the diffeomorphism and Hamiltonian con-
straints involves such terms as F iab, E
a
i E
b
j , and E
±1/2. They are given by
F iab = c
2ǫijkδ
j
aδ
k
b + (∂aδA
i
b − ∂bδAia + cǫijk(δAjaδkb + δjaδAkb )) + ǫijkδAjaδAkb , (3.13)
Eai E
b
j = p
2δai δ
b
j + p(δ
a
i δE
b
j + δ
b
jδE
a
i ) + δE
a
i δE
b
j , (3.14)
|E|±1/2 = p±3/2 [ 1± 1
2p
δEai δ
i
a ∓
1
4p2
δiaδE
a
j δ
j
bδE
b
i +
1
8p2
(δiaδE
a
i )
2 +O(E3) ] . (3.15)
The last expansion, Eq. (3.15), is derived from
det(M) =
1
6
[
(Tr(M))3 − 3Tr(M)Tr(M2) + 2Tr(M3)] ,
withM a (3×3)-square matrix. (This is obtained as a consequence of the Cayley-Hamilton theorem
applied to (3 × 3)-square matrix.) Having listed the expansion of the most non trivial terms, we
can now compute explicitly the expression of the perturbed constraints.
B. The perturbed constraints
1. Gravitational perturbed scalar constraint
The (unsmeared) self dual gravitational Hamiltonian constraint is given by
Hgrav =
Eai E
b
j√
|E| ǫ
ij
kF
k
ab .
Proceeding to its expansion up to quadratic order, we have
Hgrav = [ p1/2δai δbj −
1
2
p−1/2δai δ
b
jδE + p
−1/2(δai δE
b
j + δ
b
jδE
a
i ) +
1
4
p−3/2δai δ
b
j δE
q
c δE
c
q +
1
8
p−3/2δai δ
b
j δE
2
− 1
2
p−3/2 δE (δai δE
b
j + δ
b
jδE
a
i ) + p
−3/2δEai δE
b
j ]
× ǫijk[ ǫkmnδma δnb c2 + (∂aδAkb − ∂bδAka + ǫkmn(δAma δnb + δma δAnb ))c+ ǫkmnδAma δAnb ] .
Regrouping the different order involved in the Hamiltonian constraint, we end up with
H(0)grav = 6
√
pc2 (3.16)
H(1)grav = 2
√
p ǫabk ∂aδA
k
b + 4c
√
p δAiaδ
a
i +
1√
p
c2δEai δ
i
a (3.17)
H(2)grav =
1
2
p−3/2c2 δiaδE
a
j δ
j
bδE
b
i −
1
4
p−3/2c2(δiaδE
a
i )
2 +
√
p (δai δA
i
a)
2 −√p δAiaδaj δAjbδbi +
2√
p
c δEai δA
a
i
− 1√
p
(δjcδE
c
j ) ǫ
ab
k ∂aδA
k
b +
2√
p
δai δE
b
j ǫ
ij
k ∂[aδA
k
b] . (3.18)
The full gravitational constraint, up to second order in perturbations, can thus be written as
Hgrav[N ] =
1
2κ
∫
d3x
(
N¯
[
H(0)grav +H(2)grav
]
+ δNH(1)grav
)
, (3.19)
where the lapse function has been split as N(x, t) = N¯(t) + δN(x, t).
92. Gravitational perturbed diffeomorphism constraint
Classically solving for the Gauss constraint, one can expand the diffeomorphism constraint as
Dgrav = F iabEbi
= pδbi × [ ǫijkδjaδkb c2 + (∂aδAib − ∂bδAia + ǫijk(δAjaδkb + δjaδAkb ))c+ ǫijkδAjaδAkb ]
+ δEbi × [ ǫijkδjaδkb c2 + (∂aδAib − ∂bδAia + ǫijk(δAjaδkb + δjaδAkb ))c ] .
Regrouping the different order involved in the diffeomorphism constraint, we have
D(0)grav = pc2δjaδki ǫijk = 0 (3.20)
D(1)grav = p ∂aδA− pδbi∂bδAia + pc ǫbak δAkb + c2ǫiabδEbi (3.21)
D(2)grav = p δbi ǫijkδAjaδAkb + δEbi ∂[aδAib] . (3.22)
Keeping in mind that the background shift vector is trivially zero, we have Na(x, t) = δNa(x, t).
We can write the full diffeomorphism constraint, up to the second order in perturbation, as
Dgrav[N
a] =
1
iκ
∫
d3x δNa D(1)grav . (3.23)
3. Perturbed Hamiltonian constraint for the scalar field
Next we compute the contribution of the scalar field to the (unsmeared) Hamiltonian constraint
which becomes
Hscal = π
2
2
√
|E| +
1
2
√
|E|E
a
i E
bi∂aΨ∂bΨ+
√
|E|V (Ψ)
= p−3/2[
1
2
− 1
4p
δiaδE
a
i +
1
8p2
δiaδE
a
j δE
j
b δ
b
i +
1
16p2
δiaδE
a
i δ
j
bδE
b
j ][(π¯ + δπ)
2 + Eai E
bi∂aδΨ∂bδΨ]
+ p3/2 [ 1 +
1
2p
δiaδE
a
i −
1
8p2
δiaδE
a
j δE
j
b δ
b
i −
1
4p2
δEai δE
i
a ][V (Ψ¯) +
δV
δΨ¯
δΨ +
δ2V
δΨ¯2
(δΨ)2 ] .
Isolating the zero, first and second order, we obtain
H(0)scal =
π¯2
2p3/2
+ p3/2V (Ψ¯) (3.24)
H(1)scal =
πδπ
p3/2
− π
2
2p3/2
(
δEcj δ
j
c
)
2p
+ p3/2 [ V,Ψδψ + V
(
δEcj δ
j
c
)
2p
] (3.25)
H(2)scal =
δπ2
2p3/2
− πδπ
p3/2
δE
2p
+
π2
2p3/2
[
(
δEcj δ
j
c
)2
8p2
+
1
4p2
δkc δ
j
dδE
c
j δE
d
k ] +
√
p
2
δab∂aδΨ∂bδΨ +
p3/2
2
V,ΨΨδΨ
2
+ p3/2V,ΨδΨ
δE
2p
+ p3/2V [
(
δEcj δ
j
c
)2
8p2
− 1
4p2
δkc δ
j
dδE
c
j δE
d
k ] . (3.26)
The full gravitational constraint, up to second order in perturbations, can thus be written as
Hscal[N ] =
1
2κ
∫
d3x
(
N¯
[
H(0)scal +H(2)scal
]
+ δNH(1)scal
)
. (3.27)
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4. Perturbed diffeomorphism constraint for the scalar field
We complete the list by the perturbed (unsmeared) diffeomorphism constraint for the scalar
field
Dscal = π∂aΨ
= (π¯ + δπ)∂a(Ψ¯ + δΨ)
= π¯∂aΨ¯ + π¯∂aδΨ + δπ∂aΨ¯ + δπ∂aδΨ ,
where we have
D(0)scal = π¯∂aΨ¯ = 0 D
(1)
scal = π¯∂aδΨ D
(2)
scal = δπ∂aδΨ . (3.28)
The full scalar diffeomorphism constraint, up to the second order in perturbation, as
Dscal[N
a] =
1
iκ
∫
d3x δNa D(1)scal . (3.29)
IV. IMPLEMENTING HOLONOMY CORRECTIONS IN THE EFFECTIVE
CONSTRAINTS
Let us now implement the quantum corrections as one usually introduces in effective LQC
[54, 55]. The quantum corrections will only affect the background gravitational canonical variables,
and we restrict to the so called holonomy corrections, i.e. the corrections affecting c, disregarding
the inverse triad corrections. The quantum corrections implemented here follows from the fact that
one regularizes the Hamiltonian as well as the diffeomorphism constraint so that those constraints
are expressed in term of the holonomy of the connections hµ(A¯) and no more directly in term of
the connection A¯ia = cδ
i
a.
At the effective level, this implies that each function c(t) is replaced by a function f(c(t)). In
real LQC, this function is given by the SU(2) group structure and chosen to be sin (δc)/δ. Here
we keep this function general, and we simply implement the following general quantum correction
c → f(c) , (4.1)
introducing a different function for each c appearing in the constraints. The philosophy we adopt
is that we introduce the least amount of arbitrary functions necessary to get a non-trivial im-
plementation of holonomy corrections in the end. As we shall see, requiring that there are no
anomalies in the full hypersurface deformation algebra would lead to several restrictions on these
arbitrary functions. A priori, there is no reason to believe that these consistency conditions would
not be severe enough to restrict these correction functions to their trivial classical values, as has
happened (partially) in some cases in the past [56]. Thus, although we begin with a large number
of arbitrary functions which would allow for various quantization ambiguities, there are a much
more general ansatz which we could have chosen by simply requiring that some of these correction
functions go to unity in the classical limit4. We simply choose to work with the least amount of
such modifications as necessary to consistently implement holonomy corrections for cosmological
perturbations.
4 The point of our argument can be illustrated by the appearance of the function h4(c), which is required to go to
1 in the classical limit, in two places.
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The gravitational scalar constraint becomes, at each order
H(0)grav = 6
√
p g(c) (4.2)
H(1)grav = 2
√
p ǫabk ∂aδA
k
b + 4
√
pf1(c) δA
i
aδ
a
i +
1√
p
f2(c)δE
a
i δ
i
a (4.3)
H(2)grav =
1
2
p−3/2h1(c) δE
a
i δ
i
bδE
b
j δ
j
a −
1
4
p−3/2h2(c)(δE
a
i δ
i
a)
2 +
√
p h4(c) (δA
i
aδ
a
i )
2 −√p h4(c) δAiaδaj δAjbδbi
+
2√
p
h3(c) δE
a
i δA
i
a −
1√
p
(δEai δ
i
a) ǫ
ab
k ∂aδA
k
b +
2√
p
δai δE
b
j ǫ
ij
k ∂[aδA
k
b] , (4.4)
while the modified diffeomorphism constraint takes the form
D(1)grav = p ∂aδA− pδbi∂bδAia + pf˜1(c) ǫbak δAkb + f˜2(c)ǫiabδEbi . (4.5)
Including holonomy correction functions in the diffeomorphism constraint deserves some justifi-
cation in this case. In LQG, one typically works with spin network states and thereby impose
the diffeomorphism constraint classically and impose the quantum Hamiltonian constraint on diff-
invariant states. However, the spin network states are, after all, a choice of basis and, therefore,
it is entirely possible to work in some representation whereby one needs an infinitesimal quan-
tum operator corresponding to the diffeomorphism constraint. Indeed we are asking questions
regarding the algebra of quantum constraints in this work, which should be, to a large extent, a
representation independent question. What this calculation perhaps suggests is that the flow of
the diffeomorphsim constraint is crucially different from the classical flow, in the higher curvature
regime, as is the case for the Hamiltonian one5. Thus we keep this possibility of modification in
our calculations.
The constraint related to the scalar field are not modified, since the connection Aia is not
involved in its expression. This is a major point of departure in our formalism from the real-valued
variables, where one is forced to introduce counter-terms in the matter part as well.
V. ANOMALY FREE ALGEBRA OF THE (SELF DUAL) GRAVITATIONAL
EFFECTIVE PHASE SPACE
We begin by showing that the hypersurface deformation algebra remains anomaly free and even
undeformed for the gravitational sector, although we modify the constraints through holonomy
corrections as mentioned above.
A. The {Hgrav, Hgrav} bracket
Let us first compute the Poisson bracket involving the scalar constraint with itself. Since we are
dealing with the gravitational sector first, we drop the subscript ’grav’ in the following notation.
Because of homogeneity and isotropy, the two lapse functions N1 and N2 involved in the Poisson
bracket {H[N1],H[N2]} can be written as Ni(t, x) = N¯i(t) + δNi(t, x) (the subscript i here means
that the lapse is evaluated at different spatial points, not to be understood as a internal Lorentz
5 For an attempt to define an infinitesimal diffeomorphism constraint in LQG, see [57] and references therein.
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index). Therefore, the Poisson bracket reduces to
{H[N1],H[N2]} = {H(0)[N¯1] +H(1)[δN1] +H(2)[N¯1] , H(0)[N¯2] +H(1)[δN2] +H(2)[N¯2]}
= {H(0)[N¯1] , H(0)[N¯2]}+ {H(0)[N¯1] , H(1)[δN2]}+ {H(0)[N¯1] , H(2)[N¯2]}
+ {H(1)[δN1] , H(0)[N¯2]}+ {H(1)[δN1] , H(1)[δN2]}+ {H(1)[δN1] , H(2)[N¯2]}
+ {H(2)[N¯1] , H(0)[N¯2]}+ {H(2)[N¯1] , H(1)[δN2]}+ {H(2)[N¯1] , H(2)[N¯2]}
Now, because of homogeneity and isotropy, and considering for example only the scalar pertur-
bations, the background lapse reads N¯i(t) = N¯ = a(t), and we can therefore remove its label,
while the perturbed lapse is given by δNi(t, x) = 2a(t)φ(t, x) and one has to keep its label since it
depends on space (note that any term in the brackets involving ∂aN¯ vanishes).
Keeping this in mind, it is obvious that the following terms commute with themselves
{H(0)[N¯ ] , H(0)[N¯ ]} = {H(2)[N¯ ],H(2)[N¯ ]} = 0 .
The following two terms cancel each other
{H(0)[N¯ ] , H(2)[N¯ ]}+ {H(2)[N¯ ] , H(0)[N¯ ]} = 0 (5.1)
since the resulting terms are proportional to N¯2 (which gets cancelled by a contribution with an
opposite sign from the second bracket by symmetry of the Poisson bracket structure) and because
there are no terms with derivatives on the background variables and therefore no integration by
part involved in those brackets.
We compute the non trivial bracket
{H(1)[δN1] , H(1)[δN2]}
=
1
4κ2
∫
dx3dy3{δN1(x)(2√pǫabk∂aδAkb (x) + 4
√
pf1(c)δA
i
a(x)δ
a
i +
f2(c)√
p
δEai (x)δ
i
a) ,
δN2(y)(2
√
pǫcdi∂cδA
i
d + 4
√
pf1(c)δA
m
c (y)δ
c
m +
f2(c)√
p
δEcm(y)δ
m
c ) }
=
i
4κ
∫
dx3 [δN1(x)δN2(x)− δN2(x)δN1(x)] [· · · ]
+
1
κ
∫
dx3dy3(δN1(x) ǫ
ab
k∂aδA
k
b (x) , δN2(y) f2(c)δ
c
mδE
m
c (y)}+ sym
=
i
κ
∫
dx3dy3 [N1∂aδN2 −N2∂aδN1] f2(c) ǫabkδkb = 0 (5.2)
The first term of the second equality above comes from the Poisson bracket between the background
variables and thus there are no derivative terms to integrate by parts and thus they are cancelled
by a same term with opposite sign due to the anti-symmetry of Poisson brackets. On the other
hand, the term in the last equality goes to zero due to its tensorial structure, i.e. ǫabkδ
k
b = 0.
Therefore, we are left with the following terms
{H[N1],H[N2]} = {H(0)[N¯ ] , H(1)[δN2]}+ {H(1)[δN1] , H(0)[N¯ ]}
+ {H(1)[δN1] , H(2)[N¯ ]}+ {H(2)[N¯ ] , H(1)[δN2]} (5.3)
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We first compute the Poisson bracket between H(0)[N¯ ] and H(1)[δN1]. It reads
{H(1)[δN1] , H(0)[N¯ ]}
=
1
4κ2
∫
dx3
{
δN1(2
√
pǫabk∂aδA
k
b + 4
√
pf1(c)δA
i
aδ
a
i +
1√
p
f2(c)δE
a
i δ
i
a) , 6V0N¯
√
pg(c)
}
=
i
12κ
∫
dx3 N¯δN1
[
−6g˙(c) ǫabk∂aδAkb + 12g(c)f˙1(c)δAiaδai − 12g˙(c)f1(c)δAiaδai
+3p−1f˙2(c)g(c)δE
a
i δ
i
a + 3p
−1g˙(c)f2(c)k
3δEai δ
i
a
]
(5.4)
Taking into account its symmetric contribution coming from {H(0)[N¯ ] , H(1)[δN2]}, we have
{H(0)[N¯ ] , H(1)[δN2]}+ {H(1)[δN1] , H(0)[N¯ ]}
=
i
4κ
∫
dx3 N¯ [δN2 − δN1]
[
2g˙(c) ǫabk∂aδA
k
b − 4g(c)f˙1(c)δAiaδai + 4g˙(c)f1(c)δAiaδai
+p−1f˙2(c)g(c)δE
a
i δ
i
a + p
−1g˙(c)f2(c)k
3δEai δ
i
a
]
(5.5)
Finally, we would like to compute (in the following, we suppress the dependence on the spatial
coordinate after the first line, for the sake of brevity)
{H(1)[δN1] , H(2)[N¯ ]}
=
1
4κ2
∫
dx3dy3δN1(x)N¯
{ [
2
√
pǫabk∂aδA
k
b (x) + 4
√
pf1(c)δA
m
c (x)δ
c
m +
f2(c)√
p
δEcm(x)δ
m
c
]
,
[
1
2
p−3/2h1(c) δE
a
i (y)δ
i
bδE
b
j (y)δ
j
a −
1
4
p−3/2h2(c)(δ
i
aδE
a
i (y))
2 +
√
p h4(c) (δA
i
a(y)δ
a
i )
2 −√p h4(c) δAia(y)δaj δAjb(y)δbi
+
2√
p
h3(c) δE
a
i (y)δA
i
a(y)−
1√
p
(δEai (y)δ
i
a) ǫ
ab
k ∂aδA
k
b (y) +
2√
p
δai δE
b
j (y) ǫ
ij
k ∂[aδA
k
b](y)
]}
=
1
4κ2
∫
dx3dy3N¯∂aδN1
{
− ǫabkδAkb ,
[
h1(c)
p
δEcmδ
m
d δE
d
nδ
n
c −
h2(c)
2p
(δEcmδ
m
c )
2 + 4h3(c)δE
c
mδA
m
c
−2δmc δEcmǫefn∂eδAnf + 4δei δEfj ǫijn∂[eδAnf ]
]}
(δA,δE)
+
1
4κ2
∫
dx3dy3N¯δN1f1(c)
{
δgpδA
p
g ,
[
2h1(c)
p
δEcmδ
m
d δE
d
nδ
n
c −
h2(c)
p
(δEcmδ
m
c )
2 + 8h3(c)δE
c
mδA
m
c
−4δquδEuq ǫabk∂aδAkb + 8δai δEbj ǫijk∂[aδAkb]
]}
(δA,δE)
+
1
4κ2
∫
dx3dy3N¯δN1f2(c)
{
δpgδE
g
p ,
[
h4(c)(δA
m
c δ
c
m)
2 − h4(c)δAmc δcnδAndδdm +
2h3(c)
p
δEcmδA
m
c
−1
p
δEcmδ
m
c ǫ
ab
k∂aδA
k
b +
2
p
δai δE
b
j ǫ
ij
k∂[aδA
k
b]
]}
(δA,δE)
+
1
4κ2
∫
dx3dy3{· · · , · · · }(c,p) (5.6)
In the above calculations the subscript of the Poisson brackets suggest the variables with which
they are taken, background or perturbative. The very last term, where the Poisson bracket is
taken with respect to the background variables, turns out to be of higher than second order so we
disregard it in our calculation. From now onwards, we also suppress the argument of the holonomy
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correction functions. Proceeding with the evaluation of the Poisson brackets
{H(1)[δN1] , H(2)[N¯ ]}
=
i
4κ
∫
dx3
(−N¯∂aδN1)
(
h1
p
ǫabkδ
c
bδ
k
mδ
n
c δE
d
nδ
m
d +
h1
p
ǫabkδ
d
b δ
k
nδ
m
d δE
c
mδ
n
c −
h2
2p
2ǫabkδ
c
bδ
k
mδ
m
c δA
i
dδ
d
i
+4h3ǫ
ab
kδ
k
mδ
c
bδA
m
c − 2ǫabkδmc δkmδcbǫefn∂eδAnf + 4ǫabkδei δkj δfb ǫijn∂[eδAnf ]
)
+
i
4κ
∫
dx3
(
N¯δN1
) ( 2f1h1
p
δgpδ
m
g δ
p
c δ
c
nδE
n
d δ
d
m +
2f1h1
p
δgpδE
m
c δ
c
nδ
n
g δ
p
dδ
d
m −
2f1h2
p
δgpδ
c
gδ
p
mδ
m
c δE
+8f1h3δ
g
pδ
p
c δ
m
g δ
c
nδA
n
dδ
d
m − 4f1δgpδquδug δpq ǫabk∂aδAkb + 8f1δgpδai δbgδpj ǫijk∂[aδAkb] − 2f2h4δcmδmg δpc δgpδA
+f2h4δ
g
pδ
m
g δ
p
c δ
c
nδA
n
dδ
d
m + f2h4δ
g
pδA
m
c δ
c
nδ
n
g δ
p
dδ
d
m −
2f2h3
p
δgpδE
m
c δ
c
nδ
n
g δ
p
dδ
d
m
−f2
p
δgpǫ
ab
kδ
p
b δ
k
g∂aδE
c
mδ
m
c +
2f2
p
δgpδ
a
i δ
k
g δ
p
b ǫ
ij
k∂aδE
b
j +
2f2
p
δgpδ
a
i δ
k
g δ
p
aǫ
ij
k∂bδE
b
j
)
(5.7)
Our aim is to separate the terms proportional to the derivative of the (perturbed) shift vector,
(N¯∂aδN1), and the rest of the terms, which are proportional to (N¯δN1). The reason for this shall
be clear later.
{H(1)[δN1] , H(2)[N¯ ]}
=
i
4κ
∫
dx3 (−N¯∂aδN1)
(
2h1
p
ǫabkδE
k
b + 4h3ǫ
ab
kδA
k
a + 4ǫ
ab
jǫ
ej
n∂[eδA
n
b]
)
+
i
4κ
∫
dx3N¯δN1
(
−1
p
[4f1h1 − 6f1h2 − 2f2h3]δEai δia + [8f1h3 − 4f2h4]δAiaδai
+4f1ǫ
ab
k∂aδA
k
b −
2f2
p
ǫab
k∂aδEbk
)
=
i
4κ
∫
dx3
(−N¯∂aδN1)
(
2
p
[h1 + f2]ǫ
a
b
kδEbk + 4h3ǫ
ab
kδA
k
a + 4∂
aδAicδ
c
i − 4δib∂bδAai
)
+
i
4κ
∫
dx3N¯δN1
(
−1
p
[4f1h1 − 6f1h2 − 2f2h3]δEai δia + [8f1h3 − 4f2h4]δAiaδai
+4f1ǫ
ab
k∂aδA
k
b
)
=
i
κ
∫
dx3
(−N¯∂aδN1)
(
1
p
) (
[h1 + f2]
2
ǫab
kδEbk + p h3 ǫ
ab
kδA
k
a + p ∂
aδAicδ
c
i − p δib∂bδAai
)
+
i
4κ
∫
dx3N¯δN1
(
−1
p
[4f1h1 − 6f1h2 − 2f2h3]δEai δia + [8f1h3 − 4f2h4]δAiaδai
+4f1ǫ
ab
k∂aδA
k
b
)
(5.8)
Once we include the contribution coming from {H(2)[N¯ ], H(1)[δN2]}, we have the full bracket
{H(2)[N¯ ] , H(1)[δN2]}+ {H(1)[δN1] , H(2)[N¯ ]}
=
i
κ
∫
dx3 N¯ (∂aδN2 − ∂aδN1)
(
1
p
) (
[h1 + f2]
2
ǫab
kδEbk + p h3 ǫ
ab
kδA
k
a + p ∂
aδAicδ
c
i − p δib∂bδAai
)
+
i
4κ
∫
dx3N¯ (δN1 − δN2)
(
−1
p
[4f1h1 − 6f1h2 − 2f2h3]δEai δia + [8f1h3 − 4f2h4]δAiaδai
+4f1ǫ
ab
k∂aδA
k
b
)
. (5.9)
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We first consider the terms proportional to N¯ (δN1 − δN2) coming from (5.9), and similar terms
coming from (5.5). In the classical calculation, these terms cancel each other and following that
logic, we impose conditions on the holonomy correction functions
−1
p
[4f1h1 − 6f1h2 − f2h3]δEai δia + [8f1h3 − 4f2h4]δAiaδai + 4f1ǫabk∂aδAkb
= 2g˙(c) ǫabk∂aδA
k
b − 4g(c)f˙1(c)δAiaδai + 4g˙(c)f1(c)δAiaδai + p−1f˙2(c)g(c)δEai δia
+p−1g˙(c)f2(c)k
3δEai δ
i
a . (5.10)
Cancelling similar terms, we get the conditions
2f1h3 − f2h4 = g˙f1 − gf˙12 (5.11)
f1 = g˙ (5.12)
6f1h2 + 2f2h3 − 4f1h1 = gf˙2 + g˙f2 (5.13)
It is easy to check that these conditions are obviously satisfied by the classical limits of the correction
functions. The terms we are left with from (5.9) should give us the diffeomorphism constraint (as
it did in the classical case). This tells us that the diffeomorphism constraint must also be modified
by similar holonomy correction functions.
Therefore, putting all the terms together, we obtain:
{H[N1],H[N2]} = {H(0)[N¯ ] , H(1)[δN2]}+ {H(1)[δN1] , H(0)[N¯ ]}
+{H(1)[δN1] , H(2)[N¯ ]}+ {H(2)[N¯ ] , H(1)[δN2]}
⇒ {Hgrav[N1],Hgrav[N2]} = Dgrav
[
1
p
N¯∂a (δN2 − δN1)
]
, (5.14)
where the modified diffeomorphism constraint is defined in (4.5) with the correction functions in
the diffeomorphism constraint being related to the ones in the Hamiltonian constraint via the
relations
f˜1 = h3 , (5.15)
f˜2 =
[h1 + f2]
2
. (5.16)
This result is remarkable since this shows that the modified gravitational constraints end up
with the same undeformed hypersurface deformation algebra as in the classical case, when using
self-dual Ashtekar variables. This is quite the opposite to the case of the real variables as has been
discussed before.
B. The {Hgrav, Dgrav} bracket
Since we end up modifying the diffeomorphism constraint, it is also important to check the other
brackets of the full hypersurface deformation algebra to make sure that there are no anomalies. It
is easy to convince oneself that this bracket reduces to
{H[N ] , D[Na]} = 1
2iκ2
∫
d3xd3y δN(x) δNa(y)
{
H(1) , D(1)
}
. (5.17)
When we evaluate this bracket, we get
{H[N ] , D[Na]}
=
1
2iκ2
∫
d3xd3y δN(x) δN c(y)
({
p−1/2f2δE
a
i δ
i
a , p∂cδA
j
d∂
d
j
}
−
{
p−1/2f2δE
a
i δ
i
a , pδ
d
i ∂dδA
j
c
}
+ 2
{
p1/2ǫabk∂aδA
k
b , f˜2ǫ
i
cdδE
d
i
})
. (5.18)
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Evaluating the Poisson brackets and after a couple of integration by parts, we get
{H[N ] , D[Na]} = − 1
2κ
[∫
d3x δNa∂aδN
] √
p
(
4f˜2 + 2f2
)
⇒ {Hgrav[N ] , Dgrav[Na]} = −Hgrav [δNa∂aδN ] . (5.19)
Classically, we must get the zeroth order Hamiltonian apart from the smearing function, which
gives us the condition
4f˜2 + 2f2 = 6g
⇒ 2(h1 + f2) + 2f2 = 6g
⇒ h1 + 2f2 = 3g , (5.20)
where in the second equality we have used relation (5.15). Once again, it is easy to check the trivial
consistency condition that these relations are satisfied by the classical limit of these functions.
Thus, together, we have five consistency conditions, Eqs. (5.11), (5.15), & (5.20) so far for the
eight undetermined holonomy correction functions introduced in Eqs. (4.2) & (4.5). However, we
shall see that there are going to be more constraints appearing on these functions from the matter
sector as well.
C. The {Dgrav, Dgrav} bracket
Although the diffeomorphism constraints have been modified via holonomy correction functions
of the background connection, the Poisson bracket between two diffeomorphism constraints still
remains zero, as in the classical case and does not impose any further conditions on our correction
functions.
VI. ANOMALY FREE ALGEBRA OF THE MATTER EFFECTIVE PHASE SPACE
Note that the connection c doesn’t appear in the matter constraints involving a minimally
coupled scalar and there is therefore no modifications to introduce in the constraints. Only the
metric (or equivalently, the triad) appears in the scalar field constraints and hence they should not
have any holonomy corrections in them. Thus there are no deformations in the matter part of the
constraint algebra
{Dscal[Na1 ] , Dscal[Na2 ]} = 0 (6.1)
{Hscal[N ] , Dscal[Na]} = −Hscal[δNa∂aδN ] (6.2)
{Hscal[N1] , Hscal[N2]} = Dscal
[
N¯
p
∂a (δN2 − δN1)
]
. (6.3)
VII. COVARIANCE OF COSMOLOGICAL PERTURBATIONS IN THE SELF DUAL
FORMALISM
In this section, we compute the hypersurface deformation algebra for our symmetry reduced
model, which has local degrees of freedom through the cosmological perturbations δAia, δE
a
i , δΨ
and δπ.
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A. The {Htot, Htot} bracket
The total Hamiltonian constraint can be written as
Htot[N ] = Hgrav[N ] +Hscal[N ] , (7.1)
and the total diffeomorphism constraint as
Dtot[N ] = Dgrav[N ] +Dscal[N ] . (7.2)
The Poisson brackets between two (holonomy corrected) total Hamiltonian constraints can be
decomposed as
{Htot[N1] , Htot[N2]} = {Hgrav[N1] , Hgrav[N2]}+ {Hscalar[N1] , Hscalar[N2]}
({Hgrav[N1] , Hscalar[N2]} − (N1 ↔ N2)) . (7.3)
While the first two terms has been calculated in the previous sections, and gives us the diffeomor-
phism constraint with the (undeformed) classical structure function, the last term in the second
line of the above equation needs to be evaluated. For the classical calculation, this Poisson bracket
goes to zero. Indeed, as we shall see below, requiring that this cross-term goes to zero shall impose
further constraints on our holonomy correction functions.
We begin by decomposing the cross-term between the gravitational part of the Hamiltonian
part and the scalar part as follows
{Hgrav[N1] , Hscalar[N2]}+ {Hscalar[N1] , Hgrav[N2]}
=
{
H(1)grav[δN1] , H
(0)
scalar[N¯ ]
}
(c,p)
+
{
H(0)grav[N¯ ] , H
(1)
grav[δN2]
}
(c,p)
+
{
H(1)grav[δN1] , H
(2)
scal[N¯ ]
}
(δA,δE)
+
{
H(2)grav[N¯ ] , H
(1)
scal[δN2]
}
(δA,δE)
+ (δN1 ↔ δN2) . (7.4)
We calculate each of these brackets individually below. Since these calculations are of the exact
same nature as those shown above, we only quote the result without getting into details of the
algebra. The first bracket is
{
H(1)grav[δN1] , H
(0)
scalar[N¯ ]
}
(c,p)
+ (δN1 ↔ δN2)
= i
∫
d3x N¯(δN1 − δN2)
[
pf˙1V δA
i
aδ
a
i −
1
2
f˙1
(
π2
p2
)
δAiaδ
a
i
+
1
4
f˙2V δE
a
i δ
i
a −
1
8
f˙2
(
π2
p2
)
δEai δ
i
a
]
. (7.5)
The next bracket reads{
H(0)grav[N¯ ] , H
(1)
grav[δN2]
}
(c,p)
+ (δN1 ↔ δN2)
= i
∫
d3x N¯(δN1 − δN2)
[
−3
2
g˙
(
πδπ
p2
)
+
5
8
g˙
(
π2
p3
)
δEai δ
i
a +
3
2
g˙ p V,ΨδΨ+
1
4
g˙ V δEai δ
i
a
]
.(7.6)
For the next two Poisson brackets, we only write down those terms which are modified due to the
presence of holonomy corrections. Specifically, the terms which are proportional to δa(δN2 − δN2)
are not explicitly written down since they turn out to be the same as that in the classical case. So
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these terms get cancelled with each other just the same as in the classical case. Proceeding with
the next Poisson bracket leads to{
H(1)grav[δN1] , H
(2)
scal[N¯ ]
}
(δA,δE)
+ (δN1 ↔ δN2)
= i
∫
d3x N¯(δN1 − δN2)
[
−3f1
(
πδπ
p2
)
+
(
3
4
+
1
2
)
f1
(
π2
p3
)
δEai δ
i
a + 3f1 p V,Ψ δΨ(
3
2
− 1
)
f1 V δE
a
i δ
i
a
]
. (7.7)
Finally, the last bracket is given by
{
H(2)grav[N¯ ] , H
(1)
scal[δN2]
}
(δA,δE)
+ (δN1 ↔ δN2)
= i
∫
d3x N¯(δN1 − δN2)
[(
−3
2
+
1
2
)
h4 p V δA
i
aδ
a
i +
(
3
4
− 1
4
)
h4
(
π2
p2
)
δAiaδ
a
i
+
1
4
h3
(
π2
p3
)
δEai δ
i
a −
1
2
h3 V δE
a
i δ
i
a
]
(7.8)
On requiring that the cross-term vanishes, just as in the classical case, we get six new conditions
on the holonomy correction functions. However, not all of them are independent. For instance,
we recover the relation 2f1 = g˙, which we have from before (5.11) and can be seen as a nice
consistency check. We are left with the following independent new conditions (some of which also
appear multiple times)
f˙2 = 2h3 (7.9)
f˙1 = h4 . (7.10)
B. The {Htot, Dtot} bracket
The Poisson bracket between the total Hamiltonian and total diffeomorphism constraints can
be decomposed as
{Htot , Dtot} = {Hscal , Dscal}+ {Hgrav , Dgrav}
{Hgrav , Dscal}+ {Hscal , Dgrav} . (7.11)
The two Poisson brackets involved in the first line, namely the matter part of the Hamiltonian with
the matter part of the diffeomorphism constraint and the gravitational part of the Hamiltonian
with the gravitational part of the diffeomorphism constraint, have already been calculated in
the preceding sections. The terms in the second line of the Eq. (7.11) above are cross-terms
between gravitational and matter parts of Hamiltonian and diffeomorphism constraints. It is a
straightforward, albeit arduous, calculation to show that these two terms indeed vanish just as in
the classical case, without giving us any more constraints on the holonomy correction functions.
C. The {Dtot, Dtot} bracket
The Poisson bracket between the full diffeomorphism constraint with itself is trivially zero as
in the classical case.
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D. Summary of the precedent computations
The final form of the full hypersurface deformation algebra takes the form
{Dtot[Na1 ] , Dtot[Na2 ]} = 0 (7.12)
{Htot[N ] , Dtot[Na]} = −Htot [δNa∂aδN ] (7.13)
{Htot[N1] , Htot[N2]} = Dtot
[
N¯
p
∂a (δN2 − δN1)
]
. (7.14)
where both the Hamitonian and diffeomorphism constraints for the gravtational sector has been
modified by holonomy correction functions whereas those in the matter sector remains the same as
in the classical case. In addition, we have several consistency condition which have been imposed
on the various arbitrary correction functions via relations, Eqs. (5.11), (5.15), (5.20), & (7.9).
However, crucially, the full constraint algebra remains undeformed, i.e. they appear with the
same structure functions as in the classical case, unlike in the case of using real Ashtekar-Barbero
variables. One of the main technical reasons for this happening is that the terms proportional to
the spatial derivative of the (perturbed) spin connection, which appear in the real formalism, are
absent in the self dual one from the expressions of the Hamiltonian and diffeomorphism constraints.
Such terms have been shown to be at the heart of structure function deformation (and consequently,
signature change) in models of loop quantum gravity [58]. Thus we do not have these features in
the self dual formalism of cosmological perturbations, as expected from related work on spherical
symmetry [20].
E. Non trivial holonomy-corrected solutions
Although we have shown that we can introduce holonomy modification functions in both the
Hamiltonian and diffeomorphism constraints, and have a consistent algebra of constraints which
remains closed, it might still turn out that the only allowed solution is the classical one. Since
we only introduce point-wise holonomy corrections for the background connection alone, and do
not polymerize the inhomogeneous perturbations, it is entirely possible that these local correction
functions turn out to be the trivial ones from GR, once the restrictions derived in Eqs. (5.11),
(5.15), (5.20), & (7.9) are imposed. We shall show in this section that this is not the case and we
do have nontrivial holonomy corrections which can be consistently implemented.
Starting with (5.11), we can eliminate one of the conditions and rewrite them as
f1 =
1
2
g˙ = f1 (g˙) (7.15)
g˙h3 − f2h4 = 1
2
g˙2 − 1
2
gg¨ (7.16)
3g˙h2 + 2f2h3 − 2g˙h1 = gf˙2 + g˙f2 . (7.17)
Using (7.9) and (5.20), we can further simplify them as
g˙
(
f˙2 − g˙
)
+ g¨ (g − f2) = 0
⇒ f2 = f2 (g, g˙, g¨) (7.18)
3g˙ (h2 + f2 − 2g) + f˙2 (f2 − g) = 0
⇒ h2 = h˜2
(
g, f2, f˙2, g˙
)
= h2 (g, g˙, g¨) . (7.19)
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Now, using these equations (7.18), we can reformulate (7.9) and (5.20) as
h3 =
1
2
f˙2 = h3 (g, g˙, g¨) (7.20)
h4 = f˙1 = h4 (g¨) , (7.21)
h1 = 3g − 2f2 = h1 (g, g˙, g¨) . (7.22)
Finally, it is obvious that the holonomy modification functions appearing in the diffeomorphism
constraint (5.15) can easily be recast as
f˜1 = f˜1 (g, g˙, g¨) (7.23)
f˜2 = f˜2 (g, g˙, g¨) . (7.24)
This set of equations can be solved to express all the quantum modifications as functions of g
and its derivatives. First one notes that the general solution for Eq. (7.18) is
f2 = λg˙ + g, (7.25)
with λ an arbitrary integration constant. Using this as well as f1 = g˙/2, it is straighforward
to extract all the other modification functions. For the modifications entering the Hamiltonian
constraint, this gives
h1 = g − 2λg˙ , (7.26)
h2 = g − 2λ
3
g˙ − λ
2
3
g¨ , (7.27)
h3 =
1
2
(λg¨ + g˙) , (7.28)
h4 =
1
2
g¨ . (7.29)
The modification functions entering the diffeomorphism constraints are obtained from Eq. (5.15),
yielding
f˜1 =
1
2
(λg¨ + g˙) , (7.30)
f˜2 = g − λ
2
g˙ . (7.31)
Finally, the value of the integration constant λ can be set by requiring that GR is recovered
in the classical limit. This imposes that g(c) → c2, f1(c) → c, and f2(c) → c2, for c → 0.
Considering the g function to be analytic, we can write it as an expansion in the classical regim,
g(c) ∼ c2+µc3+O(c4). The proper classical limit of f1 is straighforwardly obtained from f1 = g˙/2
and the classical expansion of g, i.e. f1 ∼ c+ (3µ/2)c2 +O(c3). For the second function, f2, this
gives f2 ∼ 2λc + c2 + 3µλc2 + O(c3). The classical limit, f2 ∼ c2, is thus obtained by setting
the integration constant λ = 0. In fact, obtaining coherently the classical limit for g, f1, and
f2 = 2λf1 + g, imposes to set λ = 0.
This shows that all the correction functions can be written in terms of the holonomy modifica-
tion function appearing in the homogeneous (self-dual) LQC equation, g(c). In the case of the real
variables, this would mean that all the other functions can be written in terms of the sin (δc) /δ
function arising from the holonomy regularization in LQC. Similarly, once we know the correspond-
ing form for the self-dual Ashtekar variables, we can easily recast the rest of the functions in terms
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of it. Interestingly, they admit a rather simple form as functions of g and its derivatives:
f1 = h3 = f˜1 =
1
2
g˙ , (7.32)
f2 = h1 = h2 = f˜2 = g , (7.33)
h4 =
1
2
g¨ . (7.34)
More importantly, this serves our initial purpose of proving that we include genuine quantum
corrections since our form of the constraints are different from those one gets in classical GR.
This is obvious from the fact that we can choose any arbitrary form of the function g(c) (and not
necessarily the classical limit of c2) and our results would still be valid. Additionally, this shows
that the classical limit is automatically satisfied for our consistency conditions.
VIII. REALITY CONDITIONS
Since we are using self dual variables, one needs to impose the so called reality conditions in
order to recover GR. In the full theory, one of those reality conditions ensure that the metric is
indeed real-valued and the second one arises by looking at the stability under the flow of the first
constraint, i.e.
gab = E
i
aEib ∈ R → EiaEib − E¯iaE¯ib = 0
→ Aia + A¯ia = 2Γia.
We note that in this section, G¯ means the complex conjugate of G. Both conditions turn out to
be second class constraints on the phase space and involve the complex conjugate of the canonical
variables, which do not belong to the phase space. Thus, in principle, one should enlarge the phase
space first by including the complex conjugates of the canonical self-dual variables [59]. (Note
that the two reality conditions presented above are not unique and one can write them in a way
which does not involve the complex conjugate canonical variables ; see [60, 61] for different ways
to implement those reality conditions.)
In our case of a perturbed homogeneous and isotropic universe, several simplifications occur. A
general strategy we can adopt in our symmetry reduced model is to ignore, in a first attempt, the
imposition of the reality conditions and proceed to the quantization first. Then, if one is able to
have a full knowledge of the Dirac observables, one can simply require that those observables be
self adjoint on the physical Hilbert space. Let us discuss this strategy more concretely.
We begin by looking at the background variables first. For these complex variables, (c, p), the
reality conditions turns out to be trivial because we are restricting our study to a flat open universe,
i.e. the background spin connection vanishes. We end up with
(p2 − p¯2)δab = 0 c+ c¯ = 0 (8.1)
It implies that p ∈ R, and that c = −c¯, meaning that c is purely imaginary, which is indeed the case
since c = ia˙/N . Moreover, applying our strategy to this case would not be difficult, because the
only observable we have at the background level is the volume of the universe (or equivalently, the
scale factor). So implementing the reality conditions on the background variables can be overcome
by requiring a self adjoint volume operator.
Next, we consider the perturbed variables (δAia, δE
b
j ). Since at this level, the perturbed spin
connection δΓia is not vanishing, the reality conditions for the perturbed variables are no more
trivial. However, one can still follow the same strategy than for the background variables. First,
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one derive the ‘gauge invariant’ quantities which are directly related to observations and then
impose the reality conditions on them. Since those fields are quantized using the Schro¨dinger
representation, i.e. a` la Fock, it is straightforward to proceed along this line. Doing so, one can
simply circumvent imposing the non trivial reality conditions, associated to the perturbed variables
(δAia, δE
b
j ), on the kinematical Hilbert space. In following such a strategy, we would first restrict
ourselves to a Gaussian state for the cosmological perturbations. In the effective approach, this
means calculating the expectation values of (δAia, δE
b
j ) in a state sharply peaked around a Gaussian
distribution. (It can be shown that this state remains sharply peaked if we only consider up to
the second order Hamiltonian.) Then the relevant Dirac observables for us would be related to
the gauge invariant curvature perturbation, using which we can evaluate the power spectrum. We
would require these variables to be self-adjoint on the physical Hilbert space, just as required for
the background variables. Finally, we can then allow for higher order correlation functions (such
as the bispectrum, trispectrum and so on) in a controlled manner. When incorporating these non-
Gaussian observables in our analysis, we would be enlarging the physical Hilbert space at each order
while simultaneously requiring that the Dirac observables spanning it becomes self-adjoint. This
would obviously imply that the wave function for the perturbations is no longer strictly Gaussian,
but rather perturbatively non-Gaussian. The vital reason why such a strategy seems implementable
is that the number of Dirac observables, at each stage, remains finite6. A required assumption for
the implementation of this technique remains that the full physical Hilbert space can be factored out
between that of the background variables and the perturbations, i.e. Hphys = Hbackgroundphys ⊗Hpertphys.
Note that this is not an extra assumption since we have already assumed a polymer quantization
for background variables while preferring a Schro¨dinger one for the perturbations.
IX. CONCLUSION
The first conceptual hurdle we have to overcome is how we can avoid the uniqueness theorem
due to Kukarˇ, Hojman and Teitelboim which states that starting from the (classical) algebra of
hypersurface deformations, one can uniquely obtain the Einstein-Hilbert action when one restricts
oneself to a maximum of second order derivatives of the geometrodynamical variables [62, 63].
However, in this work, we have established a counter-example to it since we have the classical
hypersurface deformation algebra and, yet, find solutions which are different from GR. This can be
explained by the fact that we are dealing with a symmetry reduced system in this case and there is
considerably more freedom for us than what has been demonstrated for full GR. Another interesting
difference for us lies in the fact that the gauge transformations generated by our modified spatial
diffeomorphism constraint deforms the notion of spatial hypersurfaces in our formalism. We come
back to this point later.
The natural extension for our work would be to find a suitable polymerization function for
the SL(2,C) gauge group, which can be obtained by regularizing the curvature function in terms
of holonomies with inputs from the full LQG theory. This task is, however, not straightforward
as it involves several obstructions related to using a non-compact gauge group. Indeed, a` priori
it is not even clear if such a regularization would lead to singularity resolution in homogeneous
LQC, as in the case of the real variables. However, some recent results have shown promising signs
that singularity resolution might take place even for the self dual variables. The most rewarding
approach so far has been that of an ‘analytic continuation’ procedure sending the Immirzi parameter
6 Obviously the Dirac observables, related to the gauge invariant quantities, are fields and when we say they are
finite, it implies that they form a countably finite basis of the (separable) physical Hilbert space of cosmological
perturbations.
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from a real value to the imaginary one, as well as simultaneously analytically continuing the
spin representation governing the dynamics [22]. This attempt to define self dual LQC through
an analytic continuation was based on some previous results obtained in the context of black
holes thermodynamics [64–69] and in (2 + 1) LQG [70–72], where such procedure was successfully
implemented to derive predictions of the self dual loop quantum theory, such as the Bekenstein-
Hawking entropy of (spherically symmetric and axisymmetric) isolated horizons. A crucial point is
that, as shown in Sec. VIIE, once we have an expression for the background holonomy correction,
it is possible to get all the modification functions appearing in the perturbation Hamiltonian
and, subsequently, calculate physically observable quantities like the CMB power spectrum and
bispectrum for inflationary models, modified by the LQC quantum corrections.
An important step in this program is the derivation of the gauge-invariant variables (such as
e.g. the Mukhanov-Sasaki variables) describing the perturbative degrees of freedom, and their
associated equation of motion from which primordial power spectra can be predicted. Concrete
computations of these spectra obvisouly require to specify the functions encoding quantum correc-
tions. We note however that general expressions for the gauge-invariant variables (as well as their
equation of motion) can be derived as solely parametrized by the polymerization function, g(c)
[73].
Notwithstanding the fact that the form of the function has been kept arbitrary in this article,
we are still able to extract several important conclusions regarding holonomy corrections appearing
from LQG.
A. Big bounce or Signature change?
As mentioned in the introduction, recently, there has been two different research directions
within LQC with somewhat conflicting predictions. The strictly minisuperspace quantization of
homogeneneous FLRW (or other similar cosmological spacetimes) results in resolving the classical
singularity and replacing it with a bounce which connects the expanding branch of the Universe
with a previously contracting one. Having quantized the background in LQC, one approach has
been to reformulate the resulting quantum spacetime in terms of a dressed, effective FLRW metric,
having made some gauge choices for the time coordinate, on which perturbations can propagate
as independent degrees of freedom. On the other hand, the ‘deformed algebra’ approach within
LQC begins by quantizing the full inhomogenous model which includes cosmological perturbations
on top of a homogneous background, and then requiring that such a quantization preserves some
notion of covariance, as has been the philosophy of this article. The underlying quantum spacetime
is deformed and can give rise to the phenomenon of signature change, whereby one effectively
goes from a Lorentzian universe to an Euclidean one. Indeed, this implies that one cannot use
an ‘effective’ Riemannian geometry to describe such quantum spacetimes, for higher curvature
regimes. This seems to be in conflict with the ‘dressed’ metric approach, as summarized above.
Our formalism starts out being very similar to the ‘deformed algebra’ approach since our guiding
principle is to ensure that we have covariance (or a deformed version of it) for the inhomogeneous,
cosmological model. However, the crucial difference for us with both the above mentioned ap-
proaches is that we use self dual Ashtekar variables as opposed to their real-valued counterparts.
This leads us to the astonishing finding that the full hypersurface deformation algebra remains un-
modified and we do not get deformed structure functions, and consequently do not have signature
change. Thus our findings are not very similar to the ones coming from the ‘deformed algebra’
approach although we share similar strategies. From this point of view, it would seem that our
approach ends up finally being closer to the ‘dressed metric’ formulation. Yet there are important
differences with that as well. One such indication would be that we require that the (spatial)
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diffeomorphism constraint gets necessarily modified in order for the closure of the algebra. This is
slightly unorthodox from the point of view of LQG, especially while working with the spin network
basis, as explained earlier. It might be signalling towards the fact that the underlying quantum
background cannot indeed be written with an ‘effective’ metric structure, at least not for the whole
parameter space. Another concrete difference would be the direct consequence of using self dual
variables. Although it is possible to resolve singularity in the minisuperspace model as indicated
by [22], the explicit nature of the bounce would end up being rather different from what one has in
the ‘dressed metric’ approach. Therefore, it is difficult to conclude whether our formalism is closer
to the ‘bounce’ scenario or the ‘signature change’ one. Rather, we might be finding a confluence
between the two, sharing certain properties from both. Specific phenomena like signature change,
which are not present in our case, might turn out to be gauge-artifacts of using real-valued variables
but, on the other hand, we might indeed be lacking an ‘effective’ (pseudo)Riemannian structure in
the deep quantum regime (since our diffeomorphism constraint get modified in the process). These
issues remain to be examined in more detail and would be confronted in forthcoming work.
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