This paper presents a new method for designing sharp linear phase FIR filters with power-of-two coefficients. The method is based on a frequency-response masking technique. In this method, the power-of-two coefficients and continuous scaling parameters of the subfilters are taken to be decision variables, and minimizing peak weighted ripple (PWR) is taken to be the design objective. The resulting nonlinear mixed integer optimization problem for each subfilter is first reduced to an equivalent discrete optimization problem whose search region is then cropped for efficiency of computation, similar to the approach in Ref. 1, although a different cropping strategy is used here. The effectiveness of the method is demonstrated through a lowpass linear phase sharp FIR digital filter example.
Introduction
It is demonstrated in Refs. 2-4 that the frequency-response masking (FRM) technique is an efficient method for reducing the complexity of a sharp FIR filter. The basic structure of a filter synthesized using the FRM technique is shown in Fig. 1 . If F (z) is the z-transform transfer function of the system, then, from Fig. 1 ,
Here, F a (z M ) is obtained by replacing each delay element of a prototype filter, F a (z), by M delay elements. F c (z M ) is the complement of F a (z M ), and F M a (z), F M c (z) are the masking filters of the system. The frequency-response magnitudes, |F a (e jM w )|, |F c (e jM w )|, |F M a (e jw )| and |F M c (e jw )|, of these filters are shown in Fig. 2 . If F a (z M )F M a (z) and F c (z M )F M c (z) have the same phase delay, the resulting frequency-response magnitude, |F (e jw )|, of F (z) is shown in Fig. 2(c) . The transition width of F (z) is narrower than that of F a (z) by a factor of M . The complexity of the filter can be further reduced by restricting the coefficients for each subfilter to lie in a power-of-two space.
The Problem
The general expression of a FIR filter coefficient, h(n), as a sum of signed powerof-two (SPT) terms is given by:
where s k,n ∈ {−1, 1} and g k,n ∈ {0, 1, . . . , b − 1} for k = 1, 2, . . . , p n , that is, each coefficient, h(n), has p n SPT terms and b-bit coefficient wordlength. The total number of SPT terms of a FIR filter of length l is constrained by:
Here, N = (l − 1)/2 if l is odd, and N = l/2 if l is even. C is a bound for the total number of SPT terms.
Given an impulse response up-sampling ratio, M , the passband edge, w p , and stopband edge, w s , of a desired filter, the band edges for the subfilters of the system, F a , F M a and F M c , can be derived and the optimal lengths of the filters can be estimated (for details, see Refs. 2 and 3). Therefore, the general problem of designing a FIR filter using the FRM technique may be formulated as: given an impulse response up-sampling ratio, M , and the band edges and filter lengths of the subfilters of the system, find coefficients, h a , h M a , h M c of the filters, F a , F M a , F M c , respectively, to minimize the PWR of the system, given by:
Here, P and S are the passband and stopband of the system, respectively. W (w) and D(w) are frequency weighting function and the desired objective of the system, respectively. In this paper, h a , h M a and h M c are constrained to a power-of-two space. They, together with the scaling factors λ a , λ M a and λ M c of the subfilters, F a , F M a and F M c , respectively, are considered as decision variables.
Solution Method
Let G a (w) and δ a (w) be the desired value and deviation, respectively, of F a (e jM w ). Further, let G M a (w), G M c (w), and δ M a (w), δ M c (w) be the desired values and deviations of F M a (e jw ) and F M c (e jw ), respectively. If G(w) and δ(w) are, respectively, the desired value and deviation of F (e jw ), we have
It can be shown 2 that when G M a (w) and G M c (w) are both equal to zero or one, δ(w) is determined primarily by either δ M a (w) or δ M c (w), depending on whether G a (w) is zero or one. The effect of δ a (w) is of secondary importance. Hence, F M a and F M c are filters with do not care bands within their passbands and stopbands. In these do not care bands, relatively large deviation in δ M a or δ M c will not effect the PWR of the system.
It can also be shown that it is possible to design F a so that δ a partially compensates for δ M a (w) and δ M c (w) for those frequencies near the transition band of F (w). Hence, F M a and F M c should be designed first. Then, F a can be designed to compensate for δ M a (w) and δ M c (w) (for details, see Ref.
2).
In order to use the delay line in Fig. 1 , the passband gain of F a (z) must be unity and the passband gains of F M a (z) and F M c (z) must be equal. We meet these requirements by fixing the passpand gain of the model filter to one and implying that the masking filters should have the same passband gain.
Design of F M a and F M c
The problem of designing F M a (or F M c ) can be formulated as: find h and λ, such that
is minimized. Here, P and S are passband and stopband of the filter, F M a , respectively. W M a (w) and W (w) are the frequency weighting functions for the do not care band and the design requirement of the filter, F M a , respectively. D M a (w) is the target response of the masking filter F M a . Let this optimization problem be referred to as Problem (P ). We now decompose Problem (P ) into two levels as follows:
Let the solution obtained be denoted by λ * (h). Define
Let
With respect to the solution, λ * (h), of Problem (P 1 ), we have the following theorem: Let Problem (P 2 ) be defined by min h {e(h)} .
Problem (P 2 ), which is a discrete optimization problem, can be solved using a suitable global optimization approach such as simulated annealing, as discussed below. Furthermore, we suggest a practical way of cropping the search region in the next subsection.
3.1.1. Finding the reduced search region A Obviously, when we apply an optimization method to Problem (P 2 ), the speed of convergence depends on the size of the search region. A smaller region will result in faster convergence. Thus, we propose the following scheme to reduce the search region:
(1) Calculate the infinite precision coefficients, h 0 , of the masking filter, F M a , by using appropriate optimization methods such as linear programming, 6 and calculate the quantization scaling factor q 0 = max
b+1 }, using the method proposed in Ref. 7 , find a set of quantized coefficients, h q = {h q (1), . . . , h q (N )}, satisfying the constraint (1), using the following steps:
• Step 1: Let h q (i) = 0, i = 1, . . . , l, E = h 0 /q, and set the iteration counter m = 0. • Step 2: If E ∞ ≤ 2 −1 , then stop. Otherwise find i such that |h q (i)| = h q ∞ , and then find s ∈ {−1, 1} and j ∈ {0, 1, . . . , b − 1} such that |E(i) − s2 j | = min s,j E(i) − s2 j .
• Step 3: h q (i) = h q (i) + s2 j and E(i) = E(i) − s2 j .
• Step 4: m = m + 1. If m = C, as defined in Eq. (1), stop. Otherwise go to
Step 2.
(3) Using the algorithm obtained from Theorem 1 (with the modification that we replace the passband and stopband P and S with P = P − P and S = S − S , where P and S are do not care bands in passband and stopband, respectively), calculate the scaling factor, λ * (h q ), corresponding to each set of coefficients, h q , obtained in the above steps. (4) Calculate the cost function values, e(h q , λ * (h q )), for each (h q , λ * (h q )). Let e i (h qi , λ * i (h qi )) denote the ith smallest value of {e(h q , λ * (h q )); q ∈ D}, and let q i = q(j i ) = q 0 (2/(1 + j i ∆)). (5) For each e i , i = 1, . . . , m 1 , construct a subregion A i as follows: For each n ∈ {0, . . . , N }, let h u i (n) ∈ I and h l i (n) ∈ I be the least upper bound and greatest lower bound of (h 0 (n)/q(j i − m 2 ), h 0 (n)/q(j i + m 2 )). Here, I is the set of all integers, and m 2 is a small number (≈ 6). We define A i (n) = 596 W. R. Lee et al.
{h(n) ∈
A is then a reduced search region for the power-of-two coefficients. The search over each subregion, A i , i = 1, . . . , m 1 , can be carried out independently.
3.1.2. Solving (P 2 ) over the reduced region A Problem (P 2 ) is a simplified version of Problem (P ) with the continuous scaling factor, λ, replaced by λ * (h) according to Theorem 1. Therefore, Problem (P 2 ) is a pure discrete optimization problem which can be solved using a global optimization approach, and the solution of the Problem (P 2 ) in turn yields the solution of Problem (P ).
We thus need to solve Problem (P 2 ) over each subregion A i , i = 1, . . . , m 1 . The simulated annealing (SA) process is an effective technique in the area of global optimization.
8 During the optimization, each iterate has to satisfy condition (1). For more efficient computation, we add constraint (1) into the cost function of Problem (P 2 ) as a penalty:
Here, the positive multiplier, ζ, controls the contribution of the constraint penalty term. The power-of-two solution h qi , which is contained in the search region A i , is used as start point. Note that, when the length of a filter is small, the number of candidate points in a subregion will also be small. Therefore, it is feasible to examine each of these candidate points in order to find the minimum PWR over the whole region.
Design of F a (w)
The design of F a can be formulated as: find h a and λ a such that e(h a , λ a ) = max
is minimized. Here, h a and λ a are the power-of-two coefficients and continuous scaling factor of the filter, F a , respectively. W (w) and D(w) are the frequency weighting function and the target objective of the system. P n and S n denote the passband and stopband near the transition band of F (w), respectively (for example, in the case that the passband of F M a is wider than that of F M c ,
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The procedure of finding the optimal power-of-two coefficients and the optimal continuous scaling factor of the filter F a (w) is similar to the design of F M a and F M c , except that Step 3 of Sec. 3.1.1 is replaced by the use of linear programming to calculate the corresponding scaling factor, λ * (h q ).
Remark 1. In this paper, the nonlinear optimization problem is broken down into smaller subproblems. Each subproblem is then solved more easily, especially for large subfilters. However, the simultaneous optimization proposed in Ref. 9 could further improve these results. This is the subject of further studies. 
Design Example
A linear phase low pass FIR filter with the passband frequencies 0 ≤ w/2π ≤ 0.3 and the stopband frequencies 0.305 ≤ w/2π ≤ 0.5 is considered. The parameter, r, for frequency weighting function is taken to be 1, that is the passband and stopband of the desired filter have the same peak ripple. The impulse response upsampling ratio, M , is chosen to be 9. The estimated lengths of F a , F M a and F M c are 47, 39 and 33, respectively. The wordlength of the power-of-two coefficients is chosen to be 9. The parameters m 1 and m 2 in our method are chosen as 3 and 6, respectively. Since the filter lengths of the masking filters, F M a and F M c , are small, we just go through all the candidate points to find the minimum PWR for solving the Problem (P 2 ). The SA process is used when solving Problem (P 2 ) for the F a design. The search over each subregion takes about 30 to 60 minutes on a Unix workstation. The minimum PWR with power-of-two coefficients obtained by our method is −39.99 dB. The total numbers of the SPT terms for its subfilters are 82, 78 and 54, respectively. For comparison, the PWR of the infinite precision solution is −41.27 dB. The frequency-response of the filters designed by the method proposed in this paper and the infinite precision solution are both depicted in Fig. 3 .
Conclusion
A new method is developed for designing a FRM based FIR digital filter in the power-of-two space. Numerical results obtained from the example show that our method can yield quality solutions with modest computational effort.
