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We study the sampling complexity of a probability distribution associated with an ensemble of
identical noninteracting bosons undergoing a quantum random walk on a one-dimensional lattice.
With uniform nearest-neighbor hopping we show that one can efficiently sample the distribution for
times logarithmic in the size of the system, while for longer times there is no known efficient sampling
algorithm. With time-dependent hopping and optimal control, we design the time evolution to
approximate an arbitrary Haar-random unitary map analogous to that designed for photons in a
linear optical network. This approach highlights a route to generating quantum complexity by
optimal control only of a single-body unitary matrix. We study this in the context of two potential
experimental realizations: a spinor optical lattice of ultracold atoms and a quantum gas microscope.
I. INTRODUCTION
What level of quantum complexity cannot be efficiently
simulated on a classical computer? This is a central ques-
tion in quantum information science that impacts funda-
mental physics from the nature of condensed matter [1–3]
to the geometry of space time [4]. While it is widely be-
lieved that a universal fault-tolerant quantum computer
achieves such complexity, implementation of such a de-
vice is still a distant prospect. Nonetheless, more modest
devices designed for a limited task could supersede the
power of a classical computer and achieve so-called “quan-
tum computational supremacy” [5, 6] (QCS). In particu-
lar, a quantum device can yield random outcomes sam-
pled from a probability distribution such that no classical
computer could efficiently simulate its statistics. In their
seminal paper, Aaronson and Arkhipov [7] showed that
QCS could arise from “sampling complexity” in the most
unlikely of places: linear optics. Based on the hierarchy
of computational complexity classes, we believe that the
number distribution of identical photons scattering from
a linear optical network cannot be efficiently simulated.
In this case, the nonclassical behavior arises solely from
the quantum statistics of identical particles, or equiva-
lently, the entanglement between modes, since photons
are noninteracting particles in linear optics. The study
of Boson Sampling that achieves quantum supremacy is
a goal pursued worldwide [8–27].
In this work we extend the physical paradigm for
studying Boson Sampling to a continuous-time quantum
random walk of noninteracting identical bosons on a 1D
lattice [28–33]. This problem was studied recently by
Deshpande et. al [34] who demonstrated how one might
consider sampling complexity as a new type of order pa-
rameter in a dynamical phase transition. In particular,
using Lieb-Robinson bounds, they showed how sampling
transitions from “easy" to “hard " as a function of time
∗ gopu90@unm.edu
in the evolution.
Following these works, our motivation is here two-
fold. Firstly, we seek to understand the minimal com-
plexity necessary to achieve QCS. A 1D gas of noninter-
acting bosons is perhaps the simplest nontrivial many-
body quantum system. Secondly, this paradigm can be
realized in physical platforms that might lead to more
scalable implementations, e.g., ultracold bosonic atoms
in an optical lattice. Recent experiments with spinor
lattices [35–38], optical tweezers [39–42], and quantum
gas microscopes [43, 44] demonstrate the possibility of
observing controlled transport of modest sized ensembles
of identical atoms and direct readout of the atom number
distribution at the lattice sites [40, 43–47]. In contrast to
linear optics, imperfections such as photon loss, misalign-
ment of a large interferometer, detection efficiency, and
the challenge of producing a large input (∼ 50) of identi-
cal bosons might be mitigated, improving the prospect of
near-term demonstration of QCS. The ability to prepare,
address, and measure individual atoms is a powerful tool-
box that has enabled explorations in quantum transport,
including the Hong-Ou-Mandel effect [40] and more gen-
eral many-body interference [47], the relationship of en-
tanglement entropy and thermalization entropy [45, 48],
and many-body localization [49]. This capability makes
cold atoms in optical traps a natural platform for explor-
ing sampling complexity as a path to QCS.
The remainder of this article is organized as follows.
In Sec. II we define the problem of Boson Sampling for
identical bosonic quantum random walkers on a lattice.
In particular, we consider first the case of a 1D static lat-
tice with uniform nearest-neighbor hopping, well known
in physics as the tight-binding model for transport in
a periodic lattice. In Sec. III we continue to restrict
to nearest neighbor hopping, but we generalize to allow
for a time-dependent lattice. We show how for differ-
ent geometries, the system can be made “controllable,"
and using quantum optimal control, we show how one
can engineering waveforms to implement the complexity
that is conjectured to be necessary to ensure QCS. We
summarize and give an outlook to future research in Sec.
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II. BOSON SAMPLING IN THE STATIC 1D
TIGHT-BINDING MODEL
In Boson Sampling one considers N identical noninter-
acting bosons in M modes evolving by the linear map,
Ua†l′U
† =
∑
l
Λl′la
†
l where Λ is an M ×M unitary ma-
trix, which we denote as the “transition matrix." Given
an input Fock state
∣∣nin〉 = ∣∣nin1 , nin2 , . . . , ninM〉, the tran-
sition probability to a corresponding output Fock state
with
∑
l n
out
l =
∑
l n
in
l = N is
P (nout|nin) = | 〈nout∣∣U ∣∣nin〉 |2 = |Perm(Λnout|nin)|2
nin1 !..n
in
M ! n
out
1 !..n
out
M !
,
(1)
Where Λnout|nin is a “submatrix” obtained by repeating
ninl times the l
th column of Λ, and noutl′ times its l
′th row.
Perm(Λ) is the permanent of the matrix. We restrict our
attention here to a fiducial input state with 1 boson in
each of N < M input modes and 0 bosons in the re-
maining M −N modes. A Boson Sampler then outputs
a random sequence nout with probability P (nout). The
complexity of sampling from this distribution on a classi-
cal computer depends on the complexity of calculating a
multiplicative approximation to the permanent of Λ and
its submatrices [50].
In the optical Boson Sampling setting, U is the S-
matrix for scattering incoming photons into the outgoing
modes of a linear optical network [7]. There, an arbi-
trary unitary matrix Λl′l can be constructed through a
sequence of phase shifters and beam splitters [51]. Here
we consider a continuous time quantum random walk of
identical bosons on a lattice, described by the second
quantized Hamiltonian H =
∑
l′,l hl′la
†
l′al, where hl′l is
the generator of tunneling (hopping) from one lattice site
l to another l′. The unitary evolution of creation opera-
tors is exactly the same as for linear optics, except that
the S-matrix is now replaced by the time evolution oper-
ator, U(t) =
∑
l′,l ul′l(t)a
†
l′al, where ul′l(t) =
(
e−iht
)
l′l is
the single particle time evolution operator in the lattice
site basis. Setting Λl′l = ul′l(T ) for the final time T , we
see the isomorphism between the quantum random walk
and the linear optical network.
If the Hamiltonian hl′l describes nonlocal hopping on
an arbitrary graph, then one can obtain an arbitrary Λ.
Here we restrict our attention to nearest-neighbor hop-
ping. In the simplest case of uniform hopping hl′l =
−J(δl′,l+1 + δl′,l−1); we consider periodic boundary con-
ditions. The Hamiltonian is trivially diagonalized in the
Bloch basis with creation operators b†q =
1
M
∑
l
e−il
2piq
M a†l ,
yielding the band structure in the tight-binding model
and resulting time evolution operator
U(t) =
∑
q
eiJt cos(
2piq
M )b†qbq. (2)
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FIG. 1. Absolute squared values of the transition matrix el-
ements, |Λll′ |2, as function of l − l′, for M=500 lattice sites
with periodic boundary conditions, after a time T = 80/J .
The transition probability reflects the ballistic tunneling of a
quantum random walker.
While the time evolution is trivial, the same cannot
be said in general for sampling complexity. In partic-
ular, sampling depends on the basis in which we mea-
sure, because the permanent is basis dependent. Trans-
forming back to the lattice site basis, we have U(t) =∑
l,l′
ull′(t)a
†
l al′ where
ull′(t) =
1
M2
∑
q
e−i(l−l
′) 2piqM eiJt cos(
2piq
M ). (3)
The protocol for Boson Sampling in this system is as fol-
lows. A single boson is prepared at each of N sites of an
M -site periodic lattice, each in an identical vibrational
level. After some final time T we measure the number
of bosons in each of the sites, which provides a sample
from a probability distribution that depends on the per-
manent of Λll′ = ull′(T ). We seek to understand the
computational complexity of calculating this permanent.
The matrix Λll′ has a structure imposed by the re-
stricted nature of the Hamiltonian. It is a circulant ma-
trix whose elements depend only on (l − l′) mod M . In
a translationally invariant system, the transition ampli-
tude depends only on the ballistic distance traveled. A
plot of the transition amplitudes in Fig. 1 shows the fa-
miliar wave function for a continuous-time quantum ran-
dom walk [52]. Note that the elements of the matrix de-
cays exponentially after a “band" of elements, and again
increase towards edges due to the periodic boundary con-
ditions. We call this band B, which is proportional to T .
We thus consider a transition matrix Λ′ and set Λ′ll′ = 0
for |Λll′ | < ||Λ|| for some   1, where ||Λ|| is a norm
of the matrix. The transition matrix Λ′ then takes the
form of a doubly banded matrix.
One criterion for approximate Boson Sampling given
by Aaronson and Arkhipov is that the variation distance
between two probability distributions P (X) and Q(X),
3defined as
‖P −Q‖ = 1
2
∑
X
|P (X)−Q(X)|, (4)
should be small. Here the summation runs over every
event. This condition can be achieved by a multiplicative
approximation in probabilities of each of the events.
|P (X)−Q(X)| ≤ P (X) (5)
‖P −Q‖ = 1
2
∑
X
|P (X)−Q(X)|
≤ 
∑
X
P (X) ≤ 
The total variation distance between the exact occupa-
tion number probability distribution of quantum random
walkers generated by Λ and that generated by Λ′ will be
O(). To see this, note that
Perm(Λ) = Perm(Λ′) + Perm(∆)
+
n−1∑
k=1
∑
sk,tk
Perm(∆i∈sk,j∈tk)Perm(Λ
′
i∈s¯k,j∈t¯k) (6)
where ∆ = Λ−Λ′, sk and tk are set of k rows or columns
respectively, and s¯, t¯ are their complements [53]. Keeping
only O() terms in the sum,
Perm(Λ) ≈ Perm(Λ′) +
∑
s1,t1
∆i∈s1,j∈t1Perm(Λ
′
i∈s¯1,j∈t¯1)
≤ Perm(Λ′) + 
∑
i,j
Λ′i,jPerm(Λ
′¯
i,j¯)
= Perm(Λ′) + Perm(Λ′) (7)
|Perm(Λ) − Perm(Λ′)| ≤ Perm(Λ′) (8)
Thus, to within multiplicative approximation, we can
treat the transition matrix as banded.
In the case where M is sufficiently large compared to
N , and all of the bosons are trapped in the central re-
gion of the lattice, a submatrix of Λ′ with dimension N
is a singly banded Toeplitz matrix. Schwartz [54] devised
an algorithm to calculate the permanent of such matri-
ces which scales as O(
(
2B
B
)3
logN) ≈ O(26B logN). If
we include all modes M , assuming a lattice on a ring,
the transition matrix Λ′ is a cyclically banded matrix
[55]. Cifuentes et. al [56], showed that one can exactly
determine the permanent of such matrices in O(N22B).
This algorithm does not use the fact that the matrix has
a circulant structure, so that the algorithm may be im-
proved to a scaling of O(logN2B). This follows from the
fact that multiplication of N distinct numbers requires N
operations whereas calculating xN only requires log(N)
operations.
Now, if the time of evolution is logarithmic with sys-
tem size, T ∼ O(log(N)), so is B. Both the algorithms
discussed then scale as O(poly(N)) [54, 56]. Thus, up
to time of evolution logarithmic in N , one can devise
an algorithm to efficiently sample from the resulting ap-
proximate occupation number probability distribution of
quantum random walkers generated by Λ′. It must be
emphasized that we assume no restriction on the initial
configuration of bosons, and our bound is also indepen-
dent of M . This is a sharp contrast with an analogous
result obtained independently by Deshpande et. al [34].
They proved that the variation distance between the ex-
act quantum probability distribution and that of dis-
tinguishable particles was exponentially small for times
t ≤ 0.9L/v ∼ O(N β−1d ), where 2L is the minimum spac-
ing between any two bosons in the initial state [57]. This
reflects the intuitive fact that for sufficiently short time,
the overlap between initially separated bosons is negligi-
ble, and thus so is quantum interference.
By contrast, if the time of evolution grows larger than
O(logN), (say polylog(N) ) the scaling of the algorithms
in [54] and [56] becomes super-polynomial (exponential
in case of T ∼ O(N)). To demonstrate QCS it is suf-
ficient that the distribution P ′ one samples from is a
multiplicative approximation to P , i.e., |P ′ − P | < P .
Unlike for short times, for long times we know of no
way to approximate the permanent, nor any multiplica-
tive approximation to the probability distribution. Other
classical sampling algorithms, such as Monte-Carlo sam-
pling, will only allow one to calculate the permanent to
within an additive approximation. Thus, given the limi-
tations of known methods, for sufficient time of tunneling
of quantum random walkers of a 1D lattice, with uniform
nearest-neighbor hopping, direct classical simulation of
the exact quantum probability distribution based on a
multiplicative approximation of the permanent appears
to be intractable.
While the known algorithms for calculating the perma-
nent or even approximating it to within a multiplicative
error scale poorly, we cannot rule out the possibility of
the existence of an efficient classical algorithm for Boson
Sampling in this tight-binding periodic lattice. Nonethe-
less, given the growth in the graph structure for these
matrices [56], we conjecture that this is indeed a hard
problem, and noninteracting quantum random walkers
show quantum complexity even for this seemingly triv-
ial problem of Bloch band structure in 1D. As further
evidence, consider a simulation of the many-body sys-
tem based on matrix product states (MPS) of bosonic
modes [58, 59]. We find that the bond dimension of the
MPS has a similar scaling to the algorithms described
above. For constant time the bond dimension is loga-
rithmic in system size and entanglement growth is poly-
nomial. For a final time growing linearly with systems
size the MPS entanglement grows exponentially.
4III. BOSON SAMPLING IN THE 1D
TIME-DEPENDENT TIGHT-BINDING MODEL
A. Implementing Haar random unitary
transformations via optimal control
While we conjecture that calculating (within a mul-
tiplicative approximation) the permanent of a general
banded Topelitz matrix with sufficiently large B is out-
side the computational complexity class P , proving this
is beyond the scope of the current work. A more direct
path to QCS in our system is to connect to the argu-
ments of Aaronson and Arkipov [7]. This relies on the
highly plausible conjecture that the complexity of ap-
proximating the permanent of Gaussian random matri-
ces is #P -hard. They showed that the probability distri-
bution of submatrices of Haar random unitary matrices
when M ∼ O(N5) is close to a Gaussian distribution.
Thus, it is possible to “hide" a Gaussian random matrix
inside a Haar random unitary matrix and this matrix de-
termines the occupation number probability distribution
of the Boson Sampler. It is also believed that one can
achieve this condition with a less stringent requirement,
M ∼ O(N2).
We thus seek to generate a Haar-random unitary tran-
sition matrix in a 1D lattice. In principle any transition
matrix can be engineered by choosing an approximate
hopping matrix hl,l′ , as can be achieved in the the cou-
pling of arbitrary modes in a linear optical network, but
for quantum random walkers, this would require highly
nonlocal tunneling. We show below that when restricted
to only nearest-neighbor hopping in 1D, we can achieve
an arbitrary transition matrix by allowing for a time-
dependent lattice. By employing the tools of optimal con-
trol [60, 61] one can engineer any desired target unitary
map on the system.
The general optimal control paradigm is summarized
as follows. We consider a Hilbert space of finite dimen-
sion d and a control Hamiltonian of the form
Hc[{λ(k)}, t] = H0 +
∑
k
λ(k)(t)Hk. (9)
The constant term is known as the “drift" Hamiltonian
and {λ(k)(t)} are the “control waveforms" that modulate
other Hamiltonians {Hk}. If the set {H0, Hk} is a gener-
ating set of the Lie algebra su(d), then the system is said
to be controllable [62–64]. That is for any target unitary
Utar ∈ SU(d), there exists {λk(t)} such that
U [{λ(k)}, T ] = T
[
e−i
∫ T
0
dtHc[{λ(k)},t]
]
= Utar (10)
as long as T ≥ T∗, where 1/T∗ is known as the “quantum
speed limit" [65].
One typically employs numerical methods to find
{λ(k)(t)} by optimizing the fidelity F [{λ(k)}, T ] =
|Tr(U†tarU [{λ(k)}, T ])|2/d2 for some choice of T suffi-
ciently larger that T∗. To do so, the waveforms {λ(k)(t)}
are discretized by some representation and mapped to a
vector of parameters ~λ. The minimal dimension of ~λ is
d2−1, the number of parameters to specify Utar ∈ SU(d).
The choice of discretization depends on the trade-off be-
tween the ease of numerical optimization and the physi-
cal constraints on implementation of the waveform, e.g,
bandwidth limitations. For simplicity and proof-of prin-
ciple, here we use a piecewise constant parameterization
~λ = {λ(k)i = λ(k)(ti) | ti ≤ t < t+ iδt, i = 1, . . . ,K}, and
T = Kδt for some choice of δt consistent with the physics
of the control Hamiltonian. K determines the dimension
of ~λ; Kmin = d2 − 1. We employ a variant of the well
known GRAPE algorithm to find optimal controls by gra-
dient assent [66]. These methods have been successfully
employed in the Jessen group to design implement arbi-
trary high-fidelty SU(16) maps on the hyperfine magnetic
sublevels of cesium atoms [61].
Here, we seek to employ optimal control to generate
the complexity that is sufficient to achieve QCS. This is
feasible in a scalable way because we only need to design
the single-body unitary map ull′(T ), an M ×M matrix,
where M is the number of modes included in the model,
e.g., M = 50 in the most ambitious case. That is, we
seek to design a target transition matrix Λ ∈ SU(M),
picked according to the Haar measure, Utar = UHaar.
QCS is then achieved in the many-body system solely
due to the quantum statistics of identical particles. This
is in contrast to the similar efforts to observe QCS in
quantum circuits with N qubits with a series of quantum
gates [67, 68]. There, one seeks to implement sufficiently
random 2N × 2N matrices, a task one cannot implement
scalably via quantum control.
We consider two potential geometries that have been
employed for studies of controlled transport: spinor lat-
tices [36, 38, 69–75] and quantum gas microscopes [43,
44]. Each has different capabilities for optical control
with experimentally accessible parameters. We will ana-
lyze each in turn, proving controllability and numerically
determining high-fidelty waveforms under realistic condi-
tions.
B. Spinor lattices
Without individual addressing of lattice sites, one way
to achieve full control is to generalize the quantum ran-
dom walk to spinor-optical lattices. Specifically, consider
two optical lattices with circular σ± polarization, whose
nodes can be displaced by a parameter θ, e.g., in a lin-
angle-lin lattice [69, 70, 72], or through direct synthesis
of two independent standing waves [75]. Two chosen in-
ternal atomic states labeled |↑〉 and |↓〉 can be trapped
separately in each state-dependent lattice. For concrete-
ness we consider two magnetic sublevels in the electronic
ground state separated in energy by the hyperfine split-
ting, e.g., the stretched states, |↑〉 = |F = 2,mF = 2〉,
|↑〉 = |F = 1,mF = 1〉, in 87Rb. Microwaves that drive
spin flips between these internal states are then correlated
5FIG. 2. Coherent transport in a spinor optical lattice. A
microwave field drives spin flips between two different hyper-
fine magnetic sublevels |↑〉 and |↓〉, correlated with transport
of the atomic wavepacket in the lowest Wannier states for
optical lattices with σ± polarization. The transition matrix
element is determined by the wavepacket overlap (sketched
below). The amplitude of hopping left(right) ΩL(R) is con-
trolled by the microwave amplitude and the time-dependent
angle θ, which determines the relative displacement of the two
standing waves; the phase of the hoping matrix element is set
by the time-dependent microwave phase φ. The overall trans-
lational symmetry is broken by the addition of a quadratic
chemical potential.
with transport between the sublattices. We envision deep
lattices along 1D so that tunneling of atoms within a
given standing wave is highly suppressed and quantum
walks occur only due to microwave-induced hopping in
the tight-binding approximation (see Fig. 2). We neglect
here any interaction between the atoms, a good approxi-
mation if the transverse confinement is weak, or by tuning
the interaction to zero via a Feshbach resonance [76].
Our goal is to generate an arbitrary unitary transition
matrix Λll′ . In order to break the translational symme-
try we add an additional quadratic light-shift potential.
With this addition we show below that the system is con-
trollable when the relative phase of the standing waves
and phase of the microwave are time-dependent control
parameters. We take as our control Hamiltonian
Hc[θ, φ, t] = H0[θ, t] +HL[θ, φ, t] +HR[θ, φ, t], (11)
H0[θ, t] = V0
∑
l
[
(l −∆x↓)2 a†l,↓al,↓
+ (l −∆x↑(θ(t)))2 a†l,↑al,↑
]
,
HL[θ, φ, t] =
∑
l
[
ΩL(θ(t))
2
eiφ(t)a†l,↑al,↓ + h.c
]
,
HR[θ, φ, t] =
∑
l
[
ΩR(θ(t))
2
eiφ(t)a†l,↑al+1,↓ + h.c.
]
.
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FIG. 3. The infidelity between target unitary and unitary ob-
tained from optimized control waveforms with respect to di-
mension for spinor lattices. Here the dimension of the Hilbert
space is d = 2M , where M is the number of lattice sites.
H0 is a global quadratic potential added to the lat-
tice potential, where ∆x↓ = (M + 1)/2, and ∆x↑(θ(t)) =
(M + 1)/2 +θ(t)/2pi. HL and HR govern spin-dependent
transport hopping to the left and right, driven by
microwaves, with lattice labeling convention shown in
Fig. 2. The control waveforms are denoted {θ(t), φ(t)}.
The hopping amplitudes are set by the global mi-
crowave Rabi frequency Ω0 and the spatial overlap of
atomic wavepackets in the tight-binding approximation.
For deep lattices, ΩL(θ(t)) = Ω0e−(
θ(t)
2η )
2
, ΩR(θ(t)) =
Ω0e
−( θ(t)−pi2η )
2
where η = kLx0 is the Lamb-Dicke param-
eter, x0 the width of the vibrational ground state Gaus-
sian wavepacket, and kL is the lattice wavenumber [72].
Additionally, the phase of the hopping amplitude is set by
the global phase of the microwave, φ(t). For this geome-
try we do not include any controls that address individual
lattice sites.
In Appendix A we prove this system is controllable,
i.e., we can generate any SU(M) ⊗ U(2) matrix on a
lattice with M sites and two spin states. With this in
hand, we use numerical optimal control to find a time-
dependent waveform that implements a desired unitary
map as described above. Here the target is a Haar ran-
dom SU(d) transition matrix, d = 2M . We parameterize
the control waveforms as piecewise constant functions so
that the Hamiltonian is a function of the control vec-
tor ~λ = {θ(ti), φ(ti)|i = 1, 2, . . . , T/(δt)}, where δt is the
duration of each step, so that the number of steps is
K = T/δt. We take K = d2 = 4M2, slightly larger than
the minimal parameterization to improve the stability of
the ‘control landscape" [77]. The hopping frequency J
to set the scale of “natural units" of our problem. For a
lin-perp-lin lattice this is set by the Rabi frequency and
wavepacket overlap, ΩL(θ = pi2 ) = ΩR(θ =
pi
2 ) = Ω0. We
choose Ω0δt = 2pi, T = Kδt, and η = 0.4.
We maximize the fidelity function F(~θ, ~φ) =∣∣∣Tr(U†HaarU(~θ, ~φ))∣∣∣2 /d2. The optimization algorithm
takes as its input the target Haar-random unitary map,
6FIG. 4. An example of a proof-of-principle, piecewise constant
control waveform that achieves a target Haar-random unitary
for d = 2M = 20 (First 50 time steps). See text for the
definition and choice of parameters.
a constant initial guess for the control waveform, and the
form of gradient of fidelity based in the GRAPE algo-
rithm. Fig. 3 shows the average infidelity achieved for
a collection of 20 Haar-random target unitary maps for
different dimensions M . For small lattices, the infidelity
can be small as 10−5. Fig. 4 shows an example con-
trol waveform for d = 2M = 20. Similar control wave-
forms have been implemented in the Jessen lab to achieve
high-fidelity SU(16) control on the hyperfine states of ce-
sium [61]. Note, in practice, laboratory implementations
will be limited by finite slew rates and response band-
width. In addition, high bandwidth can lead to “leak-
age" outside the target Hilbert space. Here the band-
with is set by Ω0. As an example, for Ω0/2pi = 100 Hz,
δt = 10 ms, this modulation time is sufficiently small to
suppress heating for a typical trap oscillation frequency,
of order 1 kHz. The waveforms shown here demonstrate
a proof-of-principle construction. In practice, one must
design waveforms consistent with specific experimental
constraints.
For ease of numerics and controllability, we have em-
ployed periodic boundary conditions, but this does not
impose physical constraints. We initialize the system
with N atoms in d lattice sites such that d > N2. The
optimization algorithm is restricted to a target unitary
M ×M Λ matrix in a subspace of dimension M = N2.
If we trap the atoms in fixed N lattice sites, the opti-
mization will be a partial isometry with N orthonormal
columns in d-dimension. A general control waveform to
achieve this target will require dN time steps. If d is cho-
sen to be sufficiently larger than M = N2, then the am-
plitudes will not reach the boundary in any intermediate
step, and therefore will not have any boundary effects.
Numerical optimal control can never yield a fidelity
exactly equal to one, and thus a perfect waveform to
achieve a target Haar-random unitary is never possible.
In addition, experimental errors will always occur in any
implementation of a control waveform. However, as long
as the final probability distribution is close to the ideal
one in total variation distance, we can still guarantee
its hardness [7]. Here, as long as the error that arises
as the infidelity of generated unitary in our protocol is
kept constant with respect to M , we can guarantee the
hardness of output distribution [78].
C. Quantum gas microscopes
A highly flexible system that can be used to achieve the
requisite control is the quantum gas microscope. Atoms
can be cooled and loaded with high fidelity into the
ground state of a 2D optical lattices, and there is negli-
gible mode mismatch in the tunnelling of atoms between
sites. A potential candidate atom is 88Sr, which is a
boson with nearly zero collision cross section at low tem-
perature (scattering length −2a0) [79]. A 1D optical
lattice with hard wall boundary conditions can be ini-
tialized with one atom in each of the desired sites. The
number of sites depends on the optical system of traps;
a reasonable staring point is a 2D lattice of 30× 30 sites,
or as many as 150− 200 sites in 1D [80]. The result is an
ensemble of nearly identical noninteracting bosonic quan-
tum random walkers. Finally, with high fidelity one can
also count the number of atoms in each site for n = 0, 1, 2,
the regime of interest for QCS, making this system ideal
for Boson Sampling.
Through the application of optical tweezers that are
registered to the lattice, one can address individual
sites [41–43]. These tweezers can be used to affect the
depth of an individual lattice site, and/or the height of
the barrier between sites. These afford a tremendous de-
gree of control for designing unitary map. We restrict our
attention here to a 1D lattice with hard-wall boundary
conditions. The control Hamiltonian takes the form
H(t) = Hx(t) +Hz(t) (12)
Hx =
∑
<l,l′>
hxl,l′(t)(a
†
l al′ + a
†
l′al) (13)
Hz =
∑
l
hzl (t)a
†
l al (14)
Following from the proof for controllability in the spinor
lattice, it is clear that this system is also controllable.
This is shown in detail in Appendix B.
In a similar fashion to what we showed for the spinor
lattice, based on proof-of-principle piecewise constant
waveforms one can achieve a high-fidelity implementa-
tion of the target Haar-random transition matrix. We
specify a separate vector of control amplitudes, individu-
ally addressed to each of N lattice sites, hzl (ti), and each
of N−1 tunneling couplings, hxl,l′(ti). For each waveform
we chose N steps, each of duration δt, yielding a total of
2N2 −N control parameters. As above, we numerically
optimize the fidelity as a function of the control param-
eters using the modified GRAPE algorithm. The fidelity
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FIG. 5. The infidelity between the target unitary map and
unitary matrix obtained from optimized control waveforms
with respect to the dimension for control with optical tweez-
ers. The dimension d = M , where M is the number of lattice
sites. See text for definitions of the parameters.
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FIG. 6. An example of a proof-of-principle, piecewise constant
control waveform that achieves a target Haar-random unitary
in quantum gas microscope for d = 10. Only one of each of
hxl,l′ and h
z
l is shown here. See text for the definition and
choice of parameters.
averaged over 20 waveforms is shown in Fig. 5. Typi-
cal waveforms hzl (ti) and h
x
l,l′(ti) are shown in Fig. 6 for
M = 10 lattice sites. Here h0 sets the characteristic hop-
ping rate, and the scale for the controls, h0δt = 2pi. As in
the spinor lattice case the modulation must be designed
to avoid atomic heating [81].
IV. SUMMARY AND OUTLOOK
In this article, we have studied the potential for real-
izing QCS in the sampling complexity of an ensemble of
noninteracting, identical bosonic quantum random walk-
ers on a 1D lattice, restricted to near-neighbor hopping.
For static lattices with uniform hopping, and for tunnel-
ing times at most logarithmic in the number of lattice
sites, we specify an efficient classical Boson Sampling al-
gorithm based on a calculation of the permanent of the
transition matrix (to within multiplicative approxima-
tion). Surprisingly, for longer times, we know of no al-
gorithm that can efficiently approximate the permanent,
nor is there any clear route to efficient Boson Sampling,
even for the seemingly trivial problem of 1D Bloch bands
in the tight-binding model.
While the 1D uniform case is not conclusive, we can
obtain the complexity in Boson Sampling as conjectured
by Aaronson and Arkhipov by implementing Haar ran-
dom transition matrices. One can achieve this with only
nearest-neighbor hopping by allowing the lattice to be
time-dependent. Using the tools of quantum optimal con-
trol, one can implement a map that takes a state with
a boson localized at one site to a target state that is
a Haar-random superposition over all lattice sites. A
map that simultaneously takes each localized boson to an
orthogonal set of Haar-random states is a target Haar-
random transition matrix. Importantly, this is how QCS
is achieved by only controlling a single-body map, thanks
to the exchange statistics of identical bosons. This is a
sharp contrast to QCS based on random quantum cir-
cuits on (distinguishable) qubits.
We studied potential implementations of this protocol
based on ultracold atomic bosons in optical potentials, a
mature technology employed in studies of quantum simu-
lations and other quantum information processing tasks.
In particular, we studied two trapping geometries: spinor
optical lattices and quantum gas microscopes, each used
in coherent transport experiments. We designed proof-
of-principle control waveforms that can be used to imple-
ment high-fidelity Haar-random transition matrices with
up to 40 lattice sites. Practical waveforms must take into
account physical requirement such as the requirement to
suppress heating of the atoms in the lattice (which would
make the bosons distinguishable), and other constraints
such as the bandwidth and slew-rate limitations of the
controller, and finite coherence time in the system.
Various tools for validation of the single particle uni-
tary map can be borrowed from previous work on quan-
tum optimal control on atomic hyperfine qudits. Exam-
ples include randomized benchmarking [61], and efficient
process tomography of near-unitary maps [82, 83]. Given
this validation, the operator norm between the target
and measured single-body unitary map gives an upper
bound on the total variation distance between the out-
put probability distributions [84]. One can further verify
the output probability distribution that include many-
body interference using specially chosen unitary maps,
such as the Fourier transform, where it is easy to pre-
dict that certain outputs are highly suppressed [14, 85].
The ultimate challenge is to verify highly complex dis-
tributions (speckle patterns in large dimensional Hilbert
spaces). Current proposals involve choosing an interme-
diate problem size such that one can still use a classi-
cal supercomputer to generate samples, albeit with very
large resources. One then performs statistical tests that
compares the distributions, such as cross-entropy [86]
or the so-called HOG test [86], which distinguishes the
speckle pattern from a uniform distribution.
Finally, while we have considered moderately sized sys-
tems, when looking ahead to scaling to even larger lat-
8tices, the tools of optimal control will be practically lim-
ited. For example, a demonstration of QCS for 50 bosons
in lattices of 2500 lattice sites would require optimal con-
trol design of 2500 × 2500 unitary transition matrix, a
task that would require powerful supercomputers. In-
deed, while we have used quantum optimal control to
reach a desired target Haar-random unitary, such fine-
tuned control may not be required. Since a random con-
trol waveform should yield a pseudorandom transition
matrix after a suitably long mixing time (cf. [87]), we ex-
pect this time might be much shorter than that required
to reach a particular target chosen from Haar random
unitary matrices. This could lead to a more efficient and
scalable approach to Boson Sampling. It remains an open
question as to how an -approximate t-design [88–95], for
sufficiently large t and sufficiently small , can accommo-
date approximate Gaussian random matrices necessary
to achieve QCS in Boson Sampling.
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Appendix A: Proof of controllability for spinor lattices
Our aim is to show that the Hamiltonian for the spinor lattice, Eq. (11), is controllable in the one-body Hilbert
space of d = 2M sites, M lattice sites for each spin state. As discussed in the main text, one must prove that the
set {H0, HR, HL} form the generators of the Lie algebra su(d). Since we are considering a spinor lattice with two
spin states, su(d) = su(M) ⊗ u(2). A basis for this algebra is {Gx, Gy, Gz} ⊗ {1, σx, σy, σz} where {Gx, Gy, Gz} are
generalized Gell-Mann Matrices, which are the basis for any (traceless) Hermitian operator (here in M dimensions.
The generalized Gell-Mann Matrices are as follows:
• Symmetric: Gjkx = |j〉〈k|+ |k〉〈j|
• Anti-symmetric: Gjky = −i|j〉〈k|+ i|k〉〈j|
• Diagonal: Glz =
l∑
j=1
|j〉〈j| − l|l + 1〉〈l + 1|
Let us also define Gj,kφ = e
iφ|j〉〈k|+ e−iφ|k〉〈j|. Our strategy will be the following. The list of Hamiltonians that we
have control over is in Eq. ( 11). We are allowed to take multiple nested commutators and any linear combinations
of terms in our list. Every time we obtain a new term we add it to our list. We will similarly expand the list until
it has all the Gell-Mann matrices. First we will obtain the nearest neighbor terms of the form Gl,l+1φ ⊗ {1, σz} and
add it to our list. Then we will show that we can obtain all Gell-Mann matrices from the nearest neighbor terms.
We shall now write down commutators of different terms in the Hamiltonian, which are relevant in obtaining terms
of our choice. Henceforth, we will omit the overall constant factors, such as i, that appear in commutators and use
the symbol ⇒ denote the new terms that arise in the generating set, from which we can take linear combinations and
further nested commutators. Consider, thus,
[HL, HR]⇒
∑
l
Gl+1,lφ ⊗ σz
[HL, [HR, H0]]⇒
M−1∑
l=1
(1− θ
pi
)(2l +
θ
pi
−M)Gl.l+1φ ⊗ σz +
θ
pi
(M +
θ
pi
− 1)GM,1φ ⊗ σz (A1)[
HL(φ = 0), HL(φ =
pi
2
)
]
⇒ 1⊗ σz
Substituting θ = pi in the Eq. ( A1), we obtain
[HL, [HR, H0]]⇒ GM,1φ ⊗ σz.
By taking the following linear combination, and commutator
H0(θ = pi)−H0(θ = 0) =
(
(
1
4
−∆x↓)1 +
∑
l
l|l〉〈l|
)
⊗ | ↓〉〈↓ |,
≡ Zˆ ⊗ | ↓〉〈↓ |
we can obtain the following term [[
Zˆ ⊗ | ↓〉〈↓ |,1⊗ σx
]
,1⊗ σx
]
⇒ Zˆ ⊗ σz.
By taking an additional commutator, we isolate a desired class of generators,[
Zˆ ⊗ σz, GM,1φ−pi/2 ⊗ σz
]
⇒ GM,1φ ⊗ 1.
At this point we have obtained all the set of terms of the form GM,1φ ⊗ {1, σz}. We can see that GM,10 = GM,1x
and GM,1pi/2 = G
M,1
y , which are two of the Gell-mann matrices. Using these can can generate terms of the form
Gl,l+1φ ⊗ {1, σz}. To do so, we note [
GM,1x ⊗ σz, GM,1y ⊗ σz
]⇒ |1〉〈1| − |M〉〈M |
12
H0(θ = 0) =
∑
l
(l −∆x↓)2|l〉〈l| ⊗ 1
[∑
l
Gl+1,lφ ⊗ σz, |1〉〈1| − |M〉〈M |
]
⇒ Bˆ(φ)⊗ σz,
where
Bˆ(φ) = G1,2φ − 2GM,1φ +GM−1,Mφ .
Since we already have the term GM,1φ ⊗σz in our set, we obtain the term Cˆ =
(
G1,2φ +G
M−1,M
φ
)
⊗σz from the above
commutator. Now, [
Cˆ,H0(θ = 0)
]
⇒
(
(2−M)G1,2φ +MGM−1,Mφ
)
⊗ σz.
The operators in this equation and Cˆ are linearly independent in G1,2φ , and G
M−1,M
φ . Thus, we can obtain those
terms separately through an appropriate linear combination. In a similar way, whenever we have access to generators
that are sum of new terms and the terms of which we already have access, then we can use linear combination to
extract the new terms. We use the symbol ⇒ to include both commutators and linear combinations. Thus,[
G1,2x ⊗ σz, G1,2y ⊗ σz
]
⇒ Aˆz1 = |2〉〈2| − |1〉〈1|[∑
l
Gl+1,lφ ⊗ σz, Aˆz1
]
⇒
(
G2,3φ + 2G
1,2
φ +G
M,1
φ
)
⊗ σz
⇒ G2,3φ ⊗ σz[
G2,3x ⊗ σz, G2,3y ⊗ σz
]
⇒ Aˆz2 = |3〉〈3| − |2〉〈2|[∑
l
Gl+1,lφ ⊗ σz, Aˆz2
]
⇒
(
G3,4φ + 2G
2,3
φ +G
1,2
φ
)
⊗ σz
⇒ G3,4φ ⊗ σz
...
If we repeat the above steps, we obtain all terms of the form Gl,l+1φ ⊗ σz. Repeating again, starting from GM,1φ ⊗ 1,
we obtain all terms of the form Gl,l+1φ ⊗ 1.
Next we will show that terms of the form Gl,l+1φ ⊗ {1, σz} are sufficient to generate all of the Gell-Mann matrices.
Notice that
[
Gl,l+1φ ⊗ σz,1⊗ σφ′−pi/2
]
⇒ Gl,l+1φ ⊗ σφ′ . Without loss of generality we can assume that j < k. We can
prove this using mathematical induction. We have following terms,
Gj,j+1φ ⊗ 1 (A2)
Gj,j+1φ ⊗ σz[
Gj,j+1φ ⊗ σz,1⊗ σφ′−pi2
]
⇒ Gj,j+1φ ⊗ σφ′
Now suppose we have access to Gj,kφ ⊗ {1, σz, σφ′}. We want to show that we can generate Gj,k+1φ ⊗ {1, σz, σφ′}.
Gj,k+1φ ⊗ 1 =
(
e−iφ|j〉〈k + 1|+ eiφ|k + 1〉〈j|)⊗ 1
⇒
[(
e−i(φ+
pi
2 )|j〉〈k|+ ei(φ+pi2 )|k〉〈j|
)
⊗ 1, (|k〉〈k + 1|+ |k + 1〉〈k|)⊗ 1
]
⇒
[
Gj,kφ+pi2
⊗ 1, Aˆk(0)⊗ 1
]
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and similarly
Gj,k+1φ ⊗ {σz, σφ′} =
(
e−iφ|j〉〈k + 1|+ eiφ|k + 1〉〈j|)⊗ {σz, σφ′}
⇒
[(
e−i(φ+
pi
2 )|j〉〈k|+ ei(φ+pi2 )|k〉〈j|
)
⊗ 1, (|k〉〈k + 1|+ |k + 1〉〈k|)⊗ {σz, σφ′}
]
⇒
[
Gj,kφ+pi2
⊗ 1, Aˆk(0)⊗ {σz, σφ′}
]
[
Gjkx ⊗ 1, Gjky ⊗ {1, σz, σφ}
]⇒ (|j〉〈j| − |k〉〈k|)⊗ {1, σz, σφ}
Glz ⊗ {1, σz, σφ} =
l∑
j=1
(|j〉〈j| − |l + 1〉〈l + 1|)⊗ {1, σz, σφ}
We have thus proven that this is sufficient to generate all of the Gell-Mann matrices of a system of spinor optical
lattices.
Appendix B: Proof of controllability for atomic gas microscopy using optical tweezers
Here our aim is show that the Hamiltonian for quantum gas microscope in Eq. (12) is controllable. The dimension
is d = M , where M is the number of lattice sites. We try to generate all Gell-Mann matrices (as defined in previous
section). The terms that we have access to are
Gl,l+1x = |l〉〈l + 1|+ |l + 1〉〈l|
G˜lz = |l〉〈l|
We can take following commutators and linear combination to obtain some new terms.[
Gl,l+1x , G˜
l
z
]
= |l〉〈l + 1| − |l + 1〉〈l|
⇒ Gl,l+1y
cos(φ)Gl,l+1x + sin(φ)G
l,l+1
y = G
l,l+1
φ
Now we have access to all terms of the form Gl,l+1φ . Now following all steps from Eq.( A2), we can easily show that
it generates all Gell-Mann matrices.
