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Introduction
Micro-macro models for polymeric flows couple the continuum mechanics equations for conservation of mass and momentum (macro-scale) to the equations derived from the kinetic theory via a coarse-grained description of the molecular configurations (microscale). Numerical algorithms directly based on the kinetic theory for complex fluids have been developed since the 1970s, but due to the fact that the simulations are very demanding from a computational standpoint, they have become available only after the development of supercomputers. For the deterministic versión of the micro-macro models one needs to solve a very high dimensional partial differential equation system in both position and configuration spaces. As another candidate approach, stochastic simulations have the virtue of being dimension-independent and parallel in nature, with the additional advantage that no ad hoc constitutive equation for the polymer stress is needed to cióse the model. Therefore, this is a very promising approach for multiscale simulations of complex configurations such as polymer chains. Laso and Ottinger [1 ] seem to be the first in designing a numerical algorithm for stochastic simulations of polymer flows, the so-called CONNFFESSIT idea (C alculations O f N on-N ewtonian F low: F inite the polymer stress is a piecewise linear continuous function whose point valúes are calculated by applying Kramers' expression for the polymer stress on the finite volume associated to each vértex of the elements. Semi-Lagrangian schemes to deal with the convective terms are not new in the realm of viscoelastic flows, in particular in numerical integrations of models based on the continuum approach, because several researchers such as [13] [14] [15] [16] , just to cite a few, have used semi-Lagrangian schemes or schemes based on the backward method of characteristics; however, to the best of our knowledge, this is the first time that the micro-macro approach is combined with semi-Lagrangian schemes. The result is a robust, accurate and highly stable method that is able to perform numerical simulations at high Weissenberg numbers in the 10:1 contraction flow example.
The layout of the paper is as follows: in Section 2 we formú-late the micro-macro FENE model equations whose dimensionless versión is presented in Section 3. Section 4 is devoted to the description of the numerical methods. The results of the numerical tests for the 10:1 contraction flow are reported and commented in Section 5. Conclusions are set in Section 6. a constant viscosity coefficient, is the solvent contribution to the stress; and T P is the polymer contribution to the total stress that results from the anisotropic orientation and stretch of the polymer chains. This contribution is the dynamic link between the microand macro-scales, and is calculated by Kramers' relation [17] from the configurations obtained as solutions of the micro-scale model. Note that, since r¡ s is constant, we have by virtue of the divergence free condition that V • T S = r¡ s Au.
The micro-macro model governing equations
In this paper we focus on two-dimensional viscoelastic incompressible flows modeled by the kinetic theory approach; specifically, we shall use FENE dumbbell model to account for the dynamics effects at the micro-scale. In this context, a dumbbell is thought of as an object composed of two Brownian beads connected by an entropic spring. We consider the flow of a constant density diluted solution of polymeric liquid in a bounded domain Del 2 with boundary r during a time interval [0, T] . The boundary r is composed of various pieces on which different types of boundary conditions are imposed. Thus, f = P U f s U f, where r 1 , r s , r° denote inflow, solid and outflow boundaries, respectively, and such that r l n T s = 0, r l n T° = 0 and r s n T° = 0. The model consists of two sets of equations; one set, corresponding to the macro-scale, is formed by mass and momentum conservation equations of the flow; and the other set, corresponding to the micro-scale, is based on the kinetic theory of the molecular configurations to display a more or less accurate description of the flow-induced dynamics upon the non-interacting polymer chains.
Macro-scale equations
For the sake of simplicity, we shall consider no body forces acting on the flow, so that the governing equations are the following:
• Du These equations are to be solved subject to the initial conditions u(x, 0) = u 0 (x) VxeD (2) and the boundary conditions u(x, t) = 0 on r s Vt,
-pn + í? S Tj-=g(x, t) on r° Vt, on -n-u(x, t) = a(x, t) onP Vt. Here, u and p denote the flow velocity and the hydrodynamic pressure, respectively; p is the constant density of the solution; n is the unitary outward normal vector at the boundary; g and a are known data; D/Dt = d/dt + u • V represents the material derivative operator; the total stress tensor r is defined as T = T S + T P ; the Newtonian stress tensor T S = r¡ s (Vu + (Vu) T ) , with r¡ s being
Micro-scale equations: the FENE dumbbell model
The polymer solution is modeled as a flowing suspensión of noninteracting dumbbells that are transported by the flow. At time t, each dumbbell is characterized by the position of its center of mass X(t) and the elongation vector Q.(t), see Fig. 1 . By the action of the macroscopic flow, the dumbbells experience three forces: the first one is the drag forcé due to the differences in velocity between the dumbbell and the surrounding flow particles, the second forcé is the elastic forcé due to the spring stiffness, and the third forcé is the so-called Brownian forcé due to the thermal agitation that is modeled as a Brownian motion. Using Newton's second law, we have that the following stochastic differential equations govern the dynamics of a dumbbell:
where £ is a friction coefficient; k B is the Boltzmann constant; & stands here for the absolute temperature; K = (Vu) T is the transpose of the velocity gradient; F(Q) denotes the elastic forcé acting on the spring due to elongation; and W(t) is a vector of independent Wiener processes that accounts for the Brownian contribution to the dumbbell dynamics. Note that Eq. (5) is the Lagrangian formulation of the stochastic differential equation for each dumbbell. For the FENE model, the elastic forcé F(Q(t)) is expressed as
where H is the Hookean constant for the spring forcé, QQ is the maximal extensión of the elongation vector Q, and || • || denotes the modulus of a vector. To solve Eq. (5) it is customary to introduce the non-dimensional elongation vector <¿* defined as Q.*(t) = y^k B 0/HQÍt).
In doing so (dropping for simplicity the superscript*), Eq. (5) becomes
where b = H||Qol| 2 /(k B ®) and k = £/(4H). So that the equations of the dumbbells we have to solve are Eqs. (4) and (7) plus the initial conditions for the location of the center of mass and the configuration vectors of the dumbbells. The polymer stress tensor is given by Kramers' formula as -n/< B @I + n(F(Q)®Q> (8) where n is the number density of dumbbells, I denotes the identity tensor, and (•> is the ensemble average in (¿space.
¡nitial conditions for the stochastic Eqs. (5) and (7)
The initial condition for the connector vector Q. is drawn from the equilibrium distribution (K = 0) represented by the probability density function
where 6(3/2, b + 2/2) is the so-called Euler beta function. Since i? (IIQJI) is symmetric, then Q.is isotropic and its direction is obtained by random sampling over the surface of a sphere of radius r; the modulus of Q.is calculated by the rejection method [18] to genérate random deviates for a probability density function/(r) = 4nr 2 r/r(r). The initial dumbbells are uniformly randomly distributed over the domain. The von Neumann acceptance-rejection method was employed for the extraction of random numbers satisfying the distribution/(r) withanupperconstantM = 0.65. Computation of the random unit (director) vectors needed in the equilibrium distribution was carried out by means of the method proposed by Knop [19] , and all the uniformly distributed random variables were generated by the "mtl9937" algorithm of Matsumoto and Nishimura [20] , available from the GNU Scientific Library [21] .
Non-dimensional equations
To better understand the role played by the different mechanisms taking part in the phenomenology modeled by Eqs. (l)- (8) , it is convenient to introduce non-dimensional variables and formú-late the micro-macro scale equations in a non-dimensional form. For the macro-scale equations, we consider the following nondimensional variables (denoted with the superscript*): (x*,y*) = L^1(x,y); u* = U _1 u; t* = r c _1 t; p* = p/(pU 2 ), where I and U are the characteristic scales for space and velocity, respectively, and T c = L/U is the characteristic macroscopic convective time scale. Next, for the microscopic equations we define the non-dimensional variables <¿* = y/kB&fHQ; t* = T~xt = (4H/f)t = (1 /k)t, where T r is the mesoscopic relaxation time of the spring. Once Eqs. (1), (4) and (5) are non-dimensionalized, they have the form (dropping for simplicity the superscript*)
in D x (0, T] for the macro-scale, whereas for the micro-scale
dX(t) = u(X(t),t)dt,
where Re = {pUL)/r¡ s is the usual Reynolds number of the Navier-Stokes equations; here r¡ is the total viscosity coefficient considered as a sum of the coefficient r¡ s and a coefficient r¡ p due to the polymer. 
Numerical formulation
We introduce in this section the numerical methods we have developed to intégrate the micro-macro-scale equations. The numerical difficulties associated with the problem are the following:
(1) For the macro-scale equations, we have on one side the typical difficulties posed by the conventional time dependent Navier-Stokes equations; specifically, the non-linear terms included in the material derivative Du/Dt, and the constraint V • u = 0; and on the other side, the calculation of the polymer stress T P . (2) As for the micro-scale equations, the main difficulty is the accurate and stable integration of Itó equation for the elongation vectors Q£t) along the trajectories of the dumbbells.
Although the order we arrange the calculations in our algorithm at each time step is to intégrate first the micro-scale equations and then the macro-scale equations, we shall start by describing the time integration scheme of the macro-scale model.
Time integration ofthe macro-scale equations
We divide the time interval / = (0, T] into N sub-intervals ¡n = (tji> tn+i]> 0 < n < N-1 of equal length At, and note that, for (x, t) in D x (0, T), the material derivative Du/Dt can be expressed as 5HM = 3u(X(«,t;r),r)| t=t where x(Xj f . T) are the characteris tic curves or (fluid trajectories), which, assuming that the velocity vector u(x, t) is continuous in time and Lipschitz continuous in space, are the unique solution ofthe system of equations ' dX(x, t; x) di X(x, t; t) = :U(X(x, t;x),x), Equivalently, we can write Eq. (13) as
for all t,se¡ and for all xeD. Then, at each time instant t n+1 , we approximate along the characteristics X(x, t n+ \; t) the material derivative by the BDF2 formula; specifically, using the notation g(x, t n ) = g n (x), or occasionally and if confusión does not arise, g n , we have
where X(x, t n+ \\ t n )andX(x, t n+ \\ t n _i) denote the positionsat time instants t n and t n _\, respectively, of a particle that at time t n+1 will be at x. Therefore, they are solutions of Eq. (13) when t = t n+ \ and x = t n and x = t n _i, respectively. It is clear in Eq. (15) that forxsD one needs to calcúlate X(x, t n+1 ; t n ) and X(x, t n+1 ; t n _\) in order to evalúate u n+1 (x). Postponing the description ofthe method to calcúlate such positions up to the next section, we have the following time integration scheme for the macro-scale equations, which is formallyO(At 2 ): 
-p n+1 n + í? s 9n g n+i on r°
-n-u n+1 =a n+1 on r l .
We have termed problem (17) the generalized Stokes problem because it is mathematically and numerically equivalent to a generalized Stokes problem with the forcing terms provided by the polymer stress tensor and the known valué p(4ü n (x)-ü n_1 (x)).
Next, we describe the time integration scheme for the micro-scale equations.
Remark 1.
Since the BDF2 scheme needs u" and u n_1 to update u n+1 , we calcúlate u 1 with a single step scheme, such as the Crank-Nicolson or Euler implicit schemes.
Time integration ofthe micro-scale equations
Since the formulation ofthe stochasticequation (7) for the elongation vector Q£t) is along the trajectories ofthe center of mass X(t) ofthe dumbbells, then we have to calcúlate such trajectories by solving for each interval/ n , 0 < n < N -1, the equations 
[X(t n )sD is a datum, or equivalently
The system (18) , which is formally the same as the system (13) of the characteristic curves, has a unique solution. Next, we intégrate Eq. (7) along the trajectories X(t) applying the second order (weak sense) semi-implicit scheme of [22] , the stability of which has been analyzed in [23] . Thus, using the notation X" = X(t n ), Q" = Q"(X n ) and K n = K(X"), we calcúlate Q" +1 by the following splitting procedure:
and
To solve for Q" +1 we take modulus on both sides of Eq. (21) is not known yet; so that, we extrapólate this valué by the second order extrapolation formula u n+1 (-) = 2u"(-) -u n_1 (-). Henee, we calcúlate K n+Í as
Once we know Q" +1 , we proceed to calcúlate r p n+í applying (8). The Wiener process AW is the one proposed by [22] 
(2) Calcúlate X n+1 by solving numerically Eq. (18) 
Remark 2.
One may argüe that integrating the macro-scale equations with a second order scheme will not significantly improve the accuracy of the solution versus that obtained with a first order scheme, such as the Euler implicit scheme used by many researchers, since the main component of error committed in the calculation of the macro-scale variables is contributed by the approximation of T p n+1 via an ensemble average that is described below, and the statistical error of such an average is 0(1 /VM), M being the number of dumbbells used in the average. Admitting that such an argument is true, we, nevertheless, use the BDF2 scheme for the following reasons: (1) to be consistent in terms of numerical convergence with the second order scheme employed to intégrate the stochastic equations along the dumbbells trajectories; and (2) because from a computational point of view, the cost ofthe BDF2 scheme in terms of memory and CPU time is marginally higher than that of any first order scheme.
Finite element formulation
Our next concern is the formulation of the time discretization schemes in a finite element context. To this end, we shall use unstructured meshes composed of quasi-uniformly regular triangular elements T¡,\ <j< NE, where NE is the number of elements ofthe mesh. The set D/, = {T¡, 1 < j < NE} denotes a uniformly regular partitionofD such that Du r = U l3<N£ Tj. The triangles Tj that are in the interior of D have straight sides, whereas those triangles which intersect the boundary r may have curved sides. One has to make additional assumptions on curved triangles. P m (Tj) denotes the set of polynomials (or polynomial-like functions) of degree < m defined on the triangle Tj. The type of finite elements we employ for space discretization of velocity and pressure is the so-called TaylorHood P2/P1 element, that is, quadratic polynomials for velocity and linear polynomials for pressure on each triangle T¡\ this element is known to be stable in the sense that it satisfies the inf-sup condition. As for the polymer stress tensor, r p , we shall use P\ -element, that is, linear polynomials. So that, we are now in a position to define the finite element spaces for velocity, pressure and polymer stress tensor associated to the partition D h .
Velocity:
and V h0 = {v h sV h :v h | r s =0}.
Pressure:
Polymer stress tensor:
Here, C°(D) means that the functions are bounded and continuous up to the boundary; P2<Tj) means that the two components of the velocity vector are piecewise polynomials of degree 2, whereas Pi(Tj) denotes that the four components of the stress tensor are piecewise linear polynomials. Let MV be the number of velocity nodes in the mesh, and let MP be the number of pressure (also polymer stress tensor) nodes in the mesh. Then, any v h e V/, 0 , c//, s Q/, and s h e S h can be represented as Remark3. In Eq. (26), ü n h {x) and üJJ" 1 (x) s V h are the finite element approximations to üJ¡(x) = u"(X(x,t n+1 ;t n )) and üj-^x) = u"-1 (X(x,t n+1 ;!"_!)).
These approximations are calculated by the semi-Lagrangian method that is explained next.
Remark 4.
In contrast with other micro-macro algorithms, which calcúlate (uj¡ +1 , pj¡ +1 ) using the valué of the polymer stress tensor at the previous time step t n , making the whole scheme be O(At), we use T p j¡ +1 in order to be formally consistent with the second order BDF2 discretization ofthe material derivative.
Remark 5. Notice that the bilinear form for the velocity uj¡
+1 is symmetric and positive definite, so that we solve Eq. (26) by the Uzawa-preconditioned conjúgate gradient algorithm of [24] .
Semi-Lagrangian calculation ofü
l h {x) when / = n -1 and n There are different approaches to approximate ü (x) = u'(X(x, r n+1 ; t¡)). For instance, on one side, we have the so-called Lagrange-Galerkin method (also known as Characteristic-Galerkin method) introduced in [25] and [26] , and further analyzed in [27] for the incompressible Navier-Stokes equations and [28] for the scalar linear advection equation; or the weak Lagrange-Galerkin of Benque et al. [29] . These methods are specifically formulated in a finite element framework since they perform a L 2 -projection of u'(X(x, r n+1 ; t¡)) onto \I h , and they have been used in viscoelastic flow by [13, 15] and [16] , just to cite a few. On the other side, in a finite difference context, we have the so-called semiLagrangian methods that were first introduced in the numerical weather prediction community by Robert [30] , and since then they have become a standard scheme in numerical weather prediction models. Roughly speaking, the idea ofthe semi-Lagrangian schemes when they are applied in combination with finite differences (or finite volume methods) for space discretization consists of computingthe departure points(orfeet ofthe characteristics)X(x, t n+ \\ t¡) for the grid points {x,} of a fixed square uniform grid and then calculating ü (x,) by interpolation of degree > 2. However, recently Bermejo and Carpió [31] have devised a semi-Lagrangian scheme more consistent with the finite element methodology based on the Galerkin projection, and it is this semi-Lagrangian scheme that we use to calcúlate u' h (x). Briefly speaking, the idea of the new semi-Lagrangian Galerkin projection scheme, hereafter, SLG scheme unless otherwise stated, consists of first generating a virtual partition D* 1 , which is the image of the fixed partition D h , by convecting backwards in time the elements Tj of the fixed mesh; specifically, let D* 1 = {ysR 2 : y = X(x, t n+í ; t¡), VxeD}, then we define D¡¡ = {T* 1 c D* 1 : T* 1 = X(Tj), 1 < j < NE}, where x'(Tj) is a shorthand notation for X(x, t n+ \, t¡), for any x in Tj. Therefore, T* 1 is the image of Tj by the action of the bijective transformation X(-, r n+ i; t¡). See Fig. 2 , where it is shown that, for í = n and At suf- ficiently small, the triangle T* n may intersect several elements T k of the fixed partition D h . Moreover, Fig. 3 shows graphically (1) the relation of 7) with T* n through the bijective transformation X(x, r n+ i; r n ); (2) the relation of T* n with the triangle of reference f, whose vértices are (0, 0), (1, 0) and (0,1), via the bijective mapping F"(x); and (3) the relation of T with 7) through the invertible affine transformation F,(x). Secondly, we consider the finite element space V*f¡ associated to the partition Djj:
where for any x s 7) and y = X(x, t n+ \; t¡), we can define
The definitions of V¡j and
is the set of global basis functions of \I h , then we can define a set {(0fei, &fe 2 there corresponds a function v h (x) s V/, such that
Next, we consider u' h (X(x, r n+1 ; r¡)); this is a continuous function defined on DJj 1 that does not belong to Vjj. We approximate it on this space by the function u*'(y), y = X(x, r n+1 ; t¡), which is the I 2 -
,, or equivalently, given that for any inte- where t* 1 are straight side triangles whose vértices are: bj! = X(a 7l , t n+ i; t¡), bj 2 = X(a j2 , t n+ i; t¡) and b j3 = X(a j3 , t n+í ; t¡), with {a,-i, aj2,aj3} being the vértices of 7). See Fig. 4 , where it is shown that T" is a linear approximation to the curved triangle t* n .
To evalúate f fl u*'(y) • v*'(y)dy, we consider that u*'(y)| f , eP 2 (tj so that we can write u*'(y)| f¡ = X^Vj^y), where (0k(y)} is i the set of local basis function for the set of polynomials P 2 {tj) defined on tj, and for 1 < i < 6 we set vjj'(y) = (0¿(y)ei, ^¿(y)e 2 ); henee, we have 
where J^ denotes the Jacobian determinant of the transformation i FJ, which is constant for each element tj, and {^(x)} is the set of basis functions for the set P 2 (T) of polynomials defined on the reference triangle T. To evalúate L¡ u' h (y) • v^(y)dy, we set, for i < i < 6, where n^p denotes the number of quadrature points ofthe rule, and (Xg, üTg) is the g th quadrature pair, denoting the quadrature point and its corresponding weight, respectively; for^,(x)sP 2 (T) weuse Hammer'srule of7 points [32] .The key point inEq. (28) isthe evaluation of (v'. (y g ), f 2 i,(yg)). y g = FÍ(x g ), because we must identify (y g )), makinguseofthe element ofreferencef as is usual in finite element technology (see Fig. 5 ). To perform this task, lócate the element and calcúlate the interpolation in this element, we have developed a new search-locate algorithm for unstructured triangular meshes based on the one presented in [33] , which is able to lócate the element containing a point given by the Cartesian coordinates {x\, x 2 ) and then calcúlate the reference coordinates {x\, x 2 ) of this point (Fig. 6 illustrates the capabilities of this method to search and lócate points in unstructured meshes on multiply connected domains). We must remark that the approximation of Tí" by f" introduces the significant difference that the calculation of the points F"(Xg) is done very efficiently, and so is the identification of the elements T^ wherein they are located, because the search to find out T^ is local in the sense that if we know, by previous calculations, the element T k that contains, say X n (a )1 ); then, when both At and |u| are sufficiently small, F"(x g ) must be either in the same element T k or in a neighbor element. Fig. 5 illustrates the situation. In contrast with Lagrange-Galerkin methods, for which one needs to solve the system (13) for each quadrature point in the element Tj, or for interpolatory semi-Lagrangian schemes of [34] and [35] where the system (13) is numerically solved for each mesh-point, in the SLG scheme one has to solve (13) only for the vértices of the triangles, what means a large saving in CPU time. Details on the numerical analysis of the SLG method as well as a comparison of its performance on typical puré convection problems and the Navier-Stokes equations with Lagrange-Galerkin and interpolatory semi-Lagrangian schemes can be found in [31 ] . An algorithmic description of the SLG projection scheme is as follows: 
Calculation ofthe backward andforward trajectories ofthe flow
At each time instant t n+ \, we have to compute the departure points X(x, r n+1 ; t n ) and X(x, r n+1 ; t n _\) ofthe characteristic curves ofthe material derivative operator, as well as the points X(t n+ i) which are the positions of the center of mass of the dumbbells. Looking at Eqs. (13)- (14) forX(x, t n+ i\t n ) andX(x, t n+ \\ t n _i); and (18)- (19) forX(t n+ i), we note that the calculation of X(x, t n+í ;t n ), X(x, r n+1 ; t n _i) consists of solving backwards in time for all x e D, whereas the calculation of X(t n+ i) represents for each dumbbell the solution forward in time of the same system of ordinary differential equations; therefore, we shall apply the same numerical method to calcúlate the solutions X(x, t n+ \; t n ), X(x, t n+ \; t n _i) and X(t n +i )• There are a number of numerical methods that can be used to perform these calculations, for instance, considering only explicit schemes, we have the families of Runge-Kutta methods of order > 2, or some predictor-corrector schemes of order > 2; however, based on the experience of [36] and our own one, we find satisfactory the second order scheme described in [34] which combines the scheme 2 of [36] with our new search-locate algorithm for unstructured meshes.
Calculation o/X(x, t n+ \; t¡) when í = n -1 or n Recalling Eq. (14) and approximating the integral by the midpoint rule up to 0(At 3 ), we can set X(x, r n+1 ; t¡) = x¡ -Atu h (X(x¿, t n+1 ; t¡ + ñ nl ), t¡ + ñ nl ),
where [u h (-,t n ), l = n-1, whereas in order to approximate X(x,-, t n+1 ; t¡ + & n ¡) we note that X(x¿, t n+ \; t n+ \) = x¿, so that we can write X(x¿, t n+1 ; t¡) = x¿ -e(x¡, t n+1 ; t¡).
Several remarks are now in order:
(1) Let e(x,-, t n+ i; t¡) be the k-iteration of the fixed point iterative procedure as per Eq. (33), then we need to identify the element that contains the point x,--^•e('
£~1
'(x i , t n+1 ; t¡), and then, by finite element interpolation, evalúate To overeóme the last two problems in the calculation of X(x,-, t n+1 ; t¡), we shall implement an adaptive versión of the formulae (30)-(35)(see Fig. 7 ). Thus, noting that for any integer m > 1 we can write up to order 0(At 3 ):
X(x¡, t n+ i; t n+ i -2ú n ¡ m ) = x¿ -2# ním u (l (X(x i , t n+ \; t n+ \ -& n ¡ m ),
where ft nlm = ^í, n(í) = 2""', so that, when í = n -1 => n(í) = 2, and when í = n => n(í) = 1. Then, setting e(x¿, t n+1 ; t n+1 -2# nlm ) = 2?> nlm u h (x í X tn+1 -#ním)-
Now, applying the fixed point iteration procedure we will find the unique solution of Eq. (37) if n(í)At jvv n , ,, .
u/,(x¿ s^k- 1 
\x i ,t n+1 ;t l ),t l + ñ nl )
on such an element. We do this by using the new search-locate algorithm. (2) Note that for some points x it the criterion for the convergence of the iterative procedure may impose a restriction on At that should unnecessarily penalize the size of At for the overall calculation. (3) It can be shown theoretically that the trajectories X(x¿, t n+ \; t) cannot leave the domain D through a solid wall because on it the velocity is zero; however, due to numerical errors, for At not sufficiently small, some trajectories leave the domain; since the numerical errors depend on the size of At, then by taking it sufficiently small we ensure that no trajectory will cross over a solid boundary.
So that, for each x¿ one can control the convergence of the iterative procedure by increasing va. The important point here is that different x,-have different valúes of & n ¡ m . This same method can also be applied to prevent the trajectories from leaving the domain through solid walls. We implement this time adaptive versión in Algorithm 1.
Forward calculation ofthe points X,(t n+1 )
We now calcúlate the position ofthe centerofmassX,(t n+ i), for all i = 1,..., N¿ dumbbells in the domain, in an analogous manner to that used when computing X(x, t n+1 ; t¡) for l = n -1 or n. Since both methods share a similar structure and implementation, we just provide the time adaptive procedure as laid out in Algorithm 2.
Algorithm 1. Scheme for the adaptive calculation of X(x¿, t n+ \; t¡)
when í = n -1 or í = n.
Data: x¿,¿-th vértex of the triangle 7). Tol, KMAX, m = 1. Result: X(x¿,í n+ i;¿¿), for l -n -1 or l -n Remark 6. Note that all dumbbells leaving the domain are reentered in it, by sampling from a parabolic distribution in the case of the planar contraction 10:1 so as to obtain their spatial position. As for their configurations, they are extracted from the initial distribution indicated in Eq. (9).
Computation ofthe transpose ofthe velocity gradient tensorK
The transpose ofthe velocity gradient, K = (Vu/J 7 , is a term that must be calculated with care because it appears in the stochastic differential equation of the elongation vector Q. As such, it must satisfy certain regularity conditions to guaranty the existence and uniqueness of the solution [22] . Since u h eV h0 is a piecewise quadratic vector valued function, then a direct calculation of iy u hf yields a discontinuous piecewise linear function that does not belong to S^. In order to calcúlate /casa Lipschitz continuous function in S^ we recover K as the L 2 -projection of(Wu h ) T 
I ¡c
n &jdx= / (Vu h ) T #j-dx.
D JD
Henee, we calcúlate the tensor valúes (^(x,)) by inverting the socalled mass matrix. Noting that the mass matrix is symmetric and very well conditioned, this operation is trivially done by using a preconditioned conjúgate gradient method.
Computation of the polymer stress tensor r p
The calculation of the polymer stress tensor r p at each point (x, t) is done according to formula (8) . In the stochastic approach, the ensemble average is approximated by averaging over the individual realizations ofthe stochastic process Q(t) which are Solutions of Eqs. (20) and (21) . In doing so, we must note that each realization is the solution of the stochastic equation along the trajectory of the center of mass of a particular dumbbell; so that, by calculating such a solution we can get at each time instant t m a discrete set of valúes {Qj"(X{") 0 F(QJ"(X{"))} 1<1<N , with the points {X|"} being located in the spatial domain D. With this information we must devise an scheme to calcúlate a polymeric stress tensor depending on both time and space, and belonging to the finite element space S^. In this respect, it is worth mentioning some of the schemes proposed in the past; for instance, the scheme of [4] consists of dividing each element (rectangle) into two triangular subelements within which the polymer stress tensor r p is calculated applying formula (8) and taking the ensemble average over the dumbbells contained in such a subelement, assigning this valué to the barycenter of the triangle, so that the polymer stress is a piecewise constant function in space. In the scheme proposed in [10] the polymer stress is calculated in each element by performing a linear least squares fit to the valúes of the stress associated to the particles carrying the dumbbells contained in each element, so that the polymer stress is now a piecewise linear discontinuous function.
We propose in this paper the following scheme. First, we divide each triangle of the mesh into three subelements by joining its barycenter with the mid-points of its edges, the área of each one of these subelements is equal to Área of T/3. Next, for each mesh-point Xj that is a vértex of a triangle, we consider the región Aj formed by the unión of the subelements of all triangles sharing x¿ as a vértex, see Fig. 8 . Let s be the number of those subelements Aj¡, 1 < / < s, note that Aj = U/A j7 and D = UjA jt and therefore, Área {Aj) = J^= 1 Since T p m Wj is a polynomial of degree 1 in each triangle of the mesh, we can compute the integráis by means of a first order accurate quadrature rule such as the Gaussian rule of one point (barycenter of the triangles). This quadrature rule calculates exactly the right hand side of Eq. (43); as for the left hand side, the integral is equivalent to lump the mass matrix. Thus, the procedure yields 
An algorithmic presentation of the semi-Lagrangian micro-macro method
We have given a thorough description of our new semiLagrangian micro-macro method, separated into a time discretization part, a finite element formulation of the equations arising from the time discretization of the Navier-Stokes, and stochastic equations. From this description it is clear that at each time instant t n+ \ we calcúlate the velocity vector uj¡ +1 , the pressure pj¡ +1 , the elongation vectors Q" +1 , the trajectories X n+1 of the dumbbells, T P " +1 and so on; however, in order to facilítate the comprehension and the existing interrelation of the different parts of the algorithm, we summarize its description in a step-by-step presentation.
( +1 by applying formulas (39) and (40).
Remark 7.
Our method to calcúlate the solution ofthe micro-scale model is somewhat similarto the Lagrangian particle method (LPM) presented in [10] , in the sense that both methods solve stochastic equations (in Lagrangian formulation) along trajectories; in our case, the trajectories correspond to the center of mass ofthe dumbbells, whereas in LPM the trajectories are described by the motion of particles, each one carrying a given number of dumbbells n¡¡.
The difference between our method and LPM is, however, the following. Our method considers that a given number of dumbbells N¿ is initially uniformly randomly distributed over the domain; whereas LPM considers a given number n part of particles initially uniformly distributed in each element ofthe mesh. Since in a meaningful calculation, n pa n < N¿/NE, then the number of trajectories to be calculated is presumably much higher in our method that in LPM, and therefore, our method may require longer time to solve the micro-scale equations. To this respect, we must say that in our method the calculations of the trajectories of the dumbbells and the location of their final positions over irregular meshes represents 20-25% ofthe time required to calcúlate the solution ofthe micro and macro-scale equations per time step on a single proccesor of a Dual Core AMD Opteron Processor 265 at 1.8 GHz, 1 MB cache, 4 GB RAM, compiled with no optimization flags; whereas the predictor-corrector algorithm spends about 40-50% of that time. Now, if one takes n psrt = O(10), n d = O (10 3 ) and N d = (10 6 ) then, roughly speaking, our micro-macro algorithm may require about 20% more of CPU time that LPM with uncorrelated ensembles. In order to ¡Ilústrate the performance of our semi-Lagrangian micro-macro method as for the CPU time is concerned, we say that the calculations on mesh Mi withNj = 10 6 and 1.6 • 10 6 time steps need 110 days, or equivalently, an average of about 6 seconds per time step.
Results and discussion
The stability and convergence behavior ofthe new method were assessed by performing a series of calculations in the abrupt, planar 10:1 contraction for increasing valúes ofthe Weissenberg number Wi.
In all results reported below the calculation was started from a spatially uniform distribution of molecules, the configurations of which were initialized from the known equilibrium distribu- tion (9) . A parabolic velocity profile was imposed at the inlet and a sufficient channel length ensured that a fully developed velocity profile was achieved three diameters upstream of the reentrant córner. Independent runs at increasingly larger valúes of Wi were performed and continued until 1CU.. Apart from the transient evolution, velocity, stress and molecular configuration fields at the steady state were obtained by averaging over the last five relaxation times. Outflow boundary conditions were free stress according to (3) . Following [38] W¡ is defined as
where U = 6.6 x 10~3 and I = 6 x 10~3 are the mean velocity and channel width at the outflow, respectively. In all cases the following parameters and material properties were kept constant at these valúes: N d = 10 b ; t end = 1CM. ; r¡ 5 = \Q-¿ Pas; p = 10 3 kgirr 3 ; b = 50; a = 0.2; v™ max = 10~3 ms _1 ; where N¿ is the size of the global ensemble of FENE dumbbells in the domain and v™ max is the máxi-mum in the parabolic velocity profile at the inlet. Mesh MI is used for most calculations. The upstream/downstream channel lengths were set at 8 and 30 times the upstream/downstream channel widths, respectively.
In addition to that, two increasingly refined meshes M2, M3, and also increasingly larger molecular ensembles (between N d = 10 6 and N¿ = 10 7 molecules) were used for convergence tests. Table 1 shows MV, MP and NE for each of the meshes. Time integration steps were varied between 10~2 (mesh MI) and 1.25 x 10~3 (mesh M3). The symmetry of the domain with respect to its mid-plane was deliberately not exploited, and all calculations were carried out in the whole domain. The reason for making the extra computational effort due to ignoring domain symmetry, was to assess the quality of the solutions obtained also with respect to symmetry, i.e. to verify that the method rigorously produced symmetric (apart from statistical fluctuations) solutions, and eventually to observe the onset of oscillatory behavior as Wi was increased.
The highly stable character of the method was confirmed by its ability to produce converged solutions up to valúes of Wi as high as Wi = 444, which were also stable with respect to mesh refinement. An actual Wi upper limit for convergence could not be found, since computation times increased greatly with Wi and were discontinued before any numerical instability could be found (see Table 2 ). The stability of the method makes it possible to follow the growth of the vortex región at steady state with increasing Wi. From the streamline plots in Fig. 9 , major changes in the streamline pattern, and appreciable growth of the recirculating regions are evident as Wi increases from Wi = 11 to Wi = 222. However, as Wi goes beyond approximately 200, streamlines and vortex size remain almost constant. Velocity gradients (Fig. 10 shows the y\\ extensional component) also satúrate beyond Wi = 200.
In Fig. 11 the evolution of the vortex with Wi at steady state is characterized in a graphical way by plotting the separation Une, and the migration of its stagnation point as Wi increases. Error bars indicating the statistical uncertainty in the position of the stagnation point are included in the plot for Wi = 4,11, and 66. For higher Wi, the error bar is smaller than the symbol. It can be observed that the stagnation point of the vortex (A) moves appreciably upstream and towards the center of the channel as Wi grows. The Une separating the recirculating región from the flowing fluid also moves rapidly as Wi increases up to approximately 200, after which valué it stalls up to the máximum valué investigated (Wi = 444). We also characterized vortex size quantitatively by the ratioX* = 2x c /L (Fig. 12) , where x c is the horizontal (x) distance between the stagnation point on the wall and the re-entrant córner. In addition to its size, vortex intensity was also characterized by its flowrate, defined as the total volumetric flowrate being recirculated in the vortex at steady state. nel. It is remarkable that, while vortex size grows monotonically and reaches almost asymptotic behavior after Wi ~ 200, its intensity measured by (46), goes through a máximum at Wi ~ 100 and subsequently decreases to an asymptotic valué of about 80% of its máximum valué. In all cases, the recirculating flowrate in the vortex remains below 1% of the fluid flowrate traversing the contraction, although the extent occupied by the vortex grows appreciably with Wi.
The increase in vortex flowrate, which is a global, integral measure, is a direct consequence of major changes in the velocity profiles in the vortex. It was found however that the velocity field within the vortex maintains a high degree of geometric selfsimilarity over the whole range of Wi investigated, as can be seen in Fig. 13 . In this figure, the horizontal velocity profile along the line B-A-D (as defined in Fig. 12 ) is plotted as a function of the ordinate, made dimensionless by dividing through the distance between the points B and D. Horizontal velocity u x is also made dimensionless by dividing through u x at point D. Although vortex size and intensity vary appreciably and in a very non-linear fashion, their velocity profiles virtually collapse on a single curve when suitably made dimensionless. It also follows from the previous quantitative vortex description that, as vortex grows, the shape of the effective domain through which the non-stagnant fluid flows (i.e. total domain minus vortex) departs more and more from the shape of an abrupt contraction, and tends to resemble a rectangular-triangular (cylindrical-conical in axisymmetric contraction flow) channel.
In spite of this loss in cross sectional área cióse to the contraction, the total pressure drop (Fig. 14) decreases monotonically, i.e. since the volumetric flow rate is constant, the vortex has a mildly dragreducing effect for the contraction flow. Drag reduction is caused by the smoother effective flow domain and by the shear thinning behavior of the FENE fluid, but partly also by the replacement of a no-slip boundary condition at the rigid wall by a velocity-continuity boundary condition at the vortex separation line.
As a consequence of the less abrupt effective contraction, the influence of Wi on the velocity profile along the symmetry axis is to damp the peak at the contraction proper ( Fig. 15 ; in each panel of this figure, a single error bar has been plotted at x ~ 0.6 as a measure of the size of statistical fluctuations).
The modulus of the FENE polymer contribution to the stress tensor along line E-F (inset Fig. 12(b) ) at steady state is plotted in Fig. 16 (Fig. 17) shows similar behavior. It is noticeable that while T pl2 downstream decreases with Wi due to shear-thinning, the large spike in T pl2 at the contraction proper (x ~ 0.48) caused by the large velocity gradient cióse to the re-entrant córner has an almost constant intensity of 0.06.
In Fig. 18 , the contour Unes of the modulus of the FENE polymer contribution |T P | to the stress tensor are plotted in the neighbor- hood of the contraction. An interesting qualitative change takes place as Wi increases from Wi = 66 (panel (b)) to Wi = 222 (panel (c)). Máximum valúes of polymer stress are found, as expected, at the contraction. At low Wi, two local máxima are found symmetrically located about the centerline, aty ~ ±0.002. These máxima are caused by FENE molecules flowing cióse the walls in the upstream región and thus undergoing large shear flow. However, as Wi increases, the two máxima merge into a single, centrally located máximum. This máximum in the modulus of the polymer stress comes now from the elongational contribution of FENE molecules flowing along the centerline and being subjected to strong elongational flow. This qualitative change at high Wi could not be observed in previous studies [4] in which only the two symmetric máxima were detectable before the numerical method failed to converge. The merger of the two local máxima into a single, central one is a consequence of the change in shape of the effective flowing domain, whose contraction (defined by the separation Unes) becomes drastically less abrupt. This geometric change leads to a diminished shear strain rate intensity for molecules flowing closer to the wall, and to an increased extensional strain rate intensity for molecules flowing along the centerline. Pressure contour line plots (Fig. 19) show the already observed [4] transition from approximately Newtonian {Wi = 11) to a distinctly viscoelastic pressure field {Wi = AAA).
For the highest valué of the Weiseenberg number Wi = AAA, we have represented the x and y components of the configuration vector Q. at four different positions of the 60% of height streamline (initially at (0, 0.018)) of a cloud of N = 5 x 10 3 dumbbells being evolved with the velocity field (see inset of Fig. 20(e) ). The combined effects of shear and elongational stresses as the cloud progresses through the contraction can be noticed in Fig. 20(a-d) . Just after passing the contraction, panel (c), a majority of the dumbbells in the cloud are extended cióse to their máximum length according to the FENE parameter b = 50, as can be seen in Fig. 21 .
In this figure we show the probability density of the (square) end-to-end distance Ql at each selected position of the cloud of dumbbells, with the left vertical axis displaying the density for (a) and (b), and the right vertical axis being applied to (c) and (d), so as to highlight the difference in the scales. It is interesting to note how the distribution in Fig. 20(b) (just before reaching the contraction) evolves into the very sharply peaked distribution at point (c) (right after the contraction). This is a consequence of the very strong extensional character of the flow in the vicinity of the sudden contraction. It is also remarkable how the characteristic sigmoidal cloud of configuration points ( Fig. 20(a) ) evolves into the straight, almost horizontal cloud (panel (c)) due to the strong extensional flow. Axes scales in this latter panel differ by a factor of 10, so that the configurational cloud is virtually horizontal. Most dumbbell connector vectors are almost parallel to the symmetry axis of the exit channel. Further down the exit channel, connectors retain their high elongation, but the configurational cloud tends to regain the sigmoidal shape characteristic of a simple shear flow. In this paper, a new semi-Lagrangian micro-macro method for viscoelastic flow calculations has been presented. The method makes use of the semi-Lagrangian projection method to reduce the Navier-Stokes equations to a Stokes problem, employing quadratic polynomials for the velocity and linear for both pressure and polymer stress tensor; a new search-locate algorithm to cope with particles scattered over unstructured, unconventional meshes has been devised as well. Forthe stochastic equations of the micro-scale model, the second order predictor-corrector scheme presented in [22] is applied along the forward trajectories of the center of mass of the dumbbells. The polymer stress tensor is computed using a projection method that employs piecewise constant functions over an "influence" región around each mesh node.
The method is tested on a benchmark problem, namely, the planar contraction flow 10:1. The stable character of the method allows to compute at Weissenberg numbers as high as 444, showing remarkable elastic effects and a profound change in the rheological behavior of the fluid.
