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Abstract

The history-dependent recurrence theory for multiplication noise in avalanche photodiodes (APDs),
developed by Hayat et al., is generalized to include inter-layer boundary effects in heterostructure
APDs with multilayer multiplication regions. These boundary effects include the initial energy of
injected carriers as well as bandgap-transition effects within a multilayer multiplication region. It is
shown that the excess noise factor can be significantly reduced if the avalanche process is initiated
with an energetic carrier, in which case the initial energy serves to reduce the initial dead space
associated with the injected carrier. An excess noise factor reduction up to 40% below the traditional
thin-APD limit is predicted for GaAs, depending on the operational gain and the multiplication-region's
width. The generalized model also thoroughly characterizes the behavior of dead space as a function of
position across layers. This simultaneously captures the effect of the nonuniform electric field as well
as the anticipatory nature of inter-layer bandgap-boundary effects.

SECTION I.
Introduction

Recent increased demand for avalanche photodiodes (APDs) for long-haul and metropolitan optical
networks has fueled a renewed interest in the design of novel APD structures that exhibit both low
avalanche noise and high bandwidth. By now, it has become evident that a practical way to reduce
both multiplication noise and avalanche buildup time is by reducing the thickness of the APD's
multiplication layer (e.g., below 400 nm), as has been demonstrated by many groups in the past few
years [1]–[2][3][4][5][6][7][8][9][10][11][12][13][14][15][16][17]. The reduction of the excess noise
factor in thin APDs is attributable to the dead-space effect, which results from the role of a carrier's
past history on its ability to create a new carrier pair via impact ionization. A newly generated carrier is
capable of causing an impact ionization only after it travels a sufficient distance, called the dead space,
in the course of which it gains enough energy from the field to permit it to cause another impact
ionization. The conventional avalanche multiplication model, first developed by McIntyre [18], does
not account for the dead-space effect nor does it predict the reduction of the excess noise factor for
thin APDs. The effect of dead space on the gain and excess noise factor has been extensively studied
and modern multiplication models that take carriers' history into account have been developed and
tested against experimental measurements [6]–[7][8][9][10][11][12][13], [19]–
[20][21][22][23][24][25][26].
Recently, a new breed of heterostructure APDs have been demonstrated to exhibit excess-noise
factors that are well below the predictions of the dead-space-inclusive multiplication models for thin
APDs [27], [28]. Although it has been strongly believed that the reduction in the excess noise factor is a
result of the heterostructure, no clear understanding exists for the reason for this behavior. In this
paper, we show that a reduction beyond the traditional dead-space-based limit is possible in a
heterostructure APD through the following mechanism. In certain structures, injected carriers enter
the multiplication region with substantial kinetic energy, gained when they traverse a short-lived field

gradient just before entering the multiplication region. Such an initial energy serves to reduce the
initial dead space associated with the injected avalanche-initiating carrier. This, in turn, will enhance
the likelihood that the injected carrier impact ionizes in the very onset of the multiplication process. To
get a feel for why this initial-energy effect reduces gain uncertainty, consider the extreme case for
which we assume that an injected electron can “immediately” impact ionize as it enters the
multiplication layer. (Note that in this special case, there is no uncertainty in the location of the first
impact ionization.) In this case, a straightforward calculation shows that based on an equal
multiplication gain, g, comparison, the excess noise factor F is reduced by a factor [1+Fc(g/2)]/2Fc(g),
where Fc corresponds to the conventional dead-space-modified excess noise factor in the absence of
the initial energy of the injected carrier. For example, if we select g=20for a 1000-nm GaAs APD, the
noise reduction factor is approximately 0.32. The noise reduction in the above hypothetical situation is
merely the result of the fact that the location of the first impact ionization was assumed to be
concentrated at the origin. In actuality, there will still be some uncertainty in the location of the first
ionization even if the initial dead space is completely eliminated. Nonetheless, the mere reduction of
the initial dead space will directly act to bias the location of the first ionization toward the origin.
There is yet a related mechanism, namely, the bandgap-boundary effect, that may also contribute to
changing the noise characteristics in APDs with multilayered multiplication regions. In such
heterostructures, a carrier traversing the multiplication region may encounter a sudden change in the
ionization threshold energy as it crosses the boundary between layers within the multiplication region.
For example, it is quite possible that a carrier that has not yet built up the ionization threshold energy
for one material becomes immediately capable of ionizing as soon as it crosses over to the other layer
(assuming that the second layer has a lower ionization threshold energy than the first layer). An
opposite effect may occur for the other species, as they encounter an increase in the threshold energy.
This will result in a reduction in the required dead space for one species in a certain locality of the
layer's boundary while the dead space for the other species increases. Such anticipatory behavior of
dead space (as the carrier approaches the boundary) may contribute in localizing the ionizations and
may affect the excess noise factor. We emphasize that such possible ionization localization effect near
the layer boundary is solely related to the dead-space effect through the abrupt change in the
threshold energy at the layer boundary. In particular, we do not assume any localized change in the
ionization coefficients as a result of bandedge discontinuity at the layer boundary beyond what is
dictated by the type of material and the electric field. In fact, a recent Monte-Carlo study on
Al0.6Ga0.4As/GaAs multilayers showed that bandedge discontinuities in multilayer structures offer no
ionization-coefficient enhancement due to carrier energy losses brought about by phonon scattering
[29].
Interestingly, both initial-energy and bandgap-boundary effects have one thing in common. In both
cases, some form of “built-up energy” is used to reduce the dead space at specific locations (i.e., either
at the multiplication region edge or near the boundary of layers within the multiplication region),
which will induce some level of localization in the ionization events. The difference between the two
effects has to do with the cause of the change in the dead space. In the case of the bandgap-boundary
effect, the dead space varies abruptly near locations where there are jumps in the ionization threshold.
The bandgap-boundary effect has an anticipatory nature, which reflects the fact that a carrier's dead

space at a particular location depends on whether or not the carrier will encounter a threshold jump in
its future.
In this paper, we generalize the dead-space multiplication theory (DSMT) developed by Hayat et al.
[22], [23]to include the injected-carrier's initial energy and the bandgap-boundary effect. The theory is
used to predict the extent of the reduction in the excess noise factor and to establish the relationship
between this noise reduction and the width of the multiplication layer. The theory is applied to three
recently fabricated APDs.

SECTION II.
Impact Ionization Model

In this section, we generalize the hard-threshold impact-ionization model for the distance between the
carrier's successive ionizations, originally developed in [22]and [23], to include the bandgap-boundary
effect. Consider a multiplication region extending from x=0 to x=w, and assume that the electric field
therein is E(x), pointing in the opposite direction. We will further assume, in general, that the
multiplication region consists of multiple layers. The goal is to characterize the probability density
function (pdf) of the distance from the birth location of a carrier to the location of its first impact
ionization thereafter. Following the notation in [23], if an electron (respectively, hole) is born at
position x, we let he(ξ|x) [respectively, hh(ξ|x)] denote the pdf of the distance to the first ionization,
measured from the carrier's birth position at x. For example, he(ξ|x)Δ is approximately the probability
that an electron born at x first impact ionizes somewhere in the interval [x+ξ,x+ξ+Δ]. We begin by
identifying the key physical parameters that govern this pdf. These are: 1) the multiplication-region's
ionization threshold-energy profile; 2) the carrier's dead-space profile; and 3) the profile of the
ionization coefficients of enabled carriers (those that have traveled the required dead space). To
accommodate the requirement that the multiplication region may consist of layers of different
materials, we will allow the electron and hole ionization threshold energies, Eie(x) and Eih(x),
respectively, to be positiondependent.
For an electron (respectively, hole) created at position x, let de(x) [respectively, dh(x)] be the dead
space with which it is associated. With this convention, an electron (respectively, hole) which is newly
created at position x cannot impact ionize before reaching x+de(x) [respectively, x−dh(x)]. Finally, let α
and β denote the electron and hole ionization coefficients, respectively, associated with carriers that
have acquired the ionization threshold energy. The authors and others have lately developed a
methodology to extract these ionization coefficients from noise-versus-gain data [6], [7]. These
coefficients are material specific and depend only on the electric field E(x), independently of the
multiplication-layer width. For example, the electron ionization coefficient is given by
(1)

𝛼𝛼(𝑥𝑥) = 𝐴𝐴exp [−(ℰ𝑐𝑐 /ℰ(𝑥𝑥))𝑚𝑚 ].

The parameters for the above exponential model for GaAs (as well as Al0.2Ga0.8As, InP, and
In0.52Al0.48As) are reported in [7] and will be used in this paper. For Al0.6Ga0.4As, on the other hand, the
parameters used in this paper are those developed by Plimmer et al. [13] using a Monte-Carlo
technique in conjunction with multiplication data. When the above model for the ionization

coefficients is used in conjunction with the DSMT [22], [23], correct prediction of the excess noise
factor, the breakdown voltage, and the frequency response of a variety of III–V thin APDs is obtained
[6]–[7][8], [16], [30].
The above probability densities can be easily modified to utilize the more realistic soft-threshold
ionization models for which the newly created carriers gradually attain their ionization capability [17].
However, in this paper we chose to use the simplified hard-threshold dead-space model as an
approximation. This model manages to capture the dead-space effect while keeping the mathematical
complexity of the model to a minimum. It also alleviates the need for estimating the soft-threshold
profile of the ionization densities, which is typically achieved by means of Monte-Carlo simulation.
In the subsections to follow, we will describe a procedure for calculating the position-dependent dead
space in a multilayer multiplication region. With the availability of profiles of the dead-space and the
ionization coefficients, the expression for he(ξ|x) is given by [23]
(2) top
(3) bottom
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and
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𝑒𝑒
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𝜉𝜉 ≥ 𝑑𝑑ℎ (𝑥𝑥 ) .
𝜉𝜉 < 𝑑𝑑ℎ (𝑥𝑥 )

To make the above pdfs suitable for multilayer multiplication regions, we must thoroughly characterize
the dead space profiles in heterostructures.
A. Characterization of Dead Space in Heterostructures
Under the simplifying assumption that after each impact ionization a carrier starts from zero initial
energy, the minimum distance that an electron, born at position x, must travel before acquiring the
ionization threshold energy is governed by the following energy relation:
(4)
𝑥𝑥+𝑑𝑑𝑒𝑒 (𝑥𝑥)

𝑞𝑞 �

𝑥𝑥

ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ie �𝑥𝑥 + 𝑑𝑑𝑒𝑒 (𝑥𝑥 )�.

The above expression is a simple extension of the dead-space definition in [23], which now captures
position-dependent ionization thresholds. Recall that the threshold energy Eie(x) may vary with x
according to the type of material at x. Furthermore, observe that for each x, the relevant ionization
threshold energy is the value at the point where the carrier attains the ionization threshold. Hence, for

an electron born at location x, the dead space de(x) which must be traveled, is the minimum
nonnegative solution δ to the following equation:
(5)
𝑥𝑥+𝛿𝛿

𝑞𝑞 �

𝑥𝑥

ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ie (𝑥𝑥 + 𝛿𝛿 ).

Similarly, the hole dead space dh(x)is the minimum nonnegative solution δto the following equation:
(6)
𝑥𝑥

𝑞𝑞 �

𝑥𝑥−𝛿𝛿

ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ih (𝑥𝑥 − 𝛿𝛿).

In our formulation of the dead-space model, we adopted the commonly-accepted assumption that the
dead space is deterministic. In actuality, the dead space is a random variable since a carrier may not
necessarily loose all of its kinetic energy after each impact ionization. The extension of the pdfs of the
carriers' free-path distance to capture this effect is straightforward. The trick is to first replace (2) and
(3) by a conditional pdf (conditional on the actual realization of the random dead space) and then
average over all possible realizations of the dead space. In the case of a uniform-field multiplication
region, for example, if fde(δ) is the pdf of the dead-space distance (in the hard dead space model),
𝑥𝑥

then an easy calculation shows that ℎ𝑒𝑒 (𝑥𝑥) = 𝛼𝛼exp (−𝛼𝛼𝛼𝛼) � exp (𝛼𝛼𝛼𝛼)𝑓𝑓𝑑𝑑𝑒𝑒 (𝛿𝛿)𝑑𝑑𝑑𝑑 . The knowledge of
0

fde(δ)will ultimately depend on the knowledge of the energy probability distribution after impact
ionization. We will not consider the stochastic dead space in our calculations in this paper since
knowledge of the energy probability distribution is not presently available to us.

SECTION III.
The Modified Dead-SpaceMultiplication Theory

In this section, we extend the DSMT recurrence theory [22], [23] to incorporate the initial energy of
injected carriers gained prior to entering the multiplication region.
A. Preliminaries
We begin by briefly reviewing the DSMT developed in [23]. The theory involves recurrence equations
for the electron- and hole-induced total offsprings Z(x) and Y(x), defined as the overall electron and
hole progeny generated by a single parent electron (respectively, hole) at the position x in the
multiplication region. In the case of electron injection at the edge of the multiplication region (at x=0),
the random gain GDSMT of the APD is simply (Z(0)+1)/2. According to [23], the mean of Z(x) and Y(x),
denoted by z(x) and y(x), obey the following set of coupled recurrence relations:
(7) top
(8) bottom

𝑧𝑧(𝑥𝑥)

𝑤𝑤−𝑥𝑥
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0
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0
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[2𝑧𝑧(𝑥𝑥 + 𝜉𝜉) + 𝑦𝑦(𝑥𝑥 + 𝜉𝜉)]ℎ𝑒𝑒 (𝜉𝜉|𝑥𝑥)𝑑𝑑𝑑𝑑
𝑥𝑥

= [1 − � ℎℎ (𝜉𝜉|𝑥𝑥)𝑑𝑑𝑑𝑑]
0

𝑥𝑥

+�

[2𝑦𝑦(𝑥𝑥 − 𝜉𝜉) + 𝑧𝑧(𝑥𝑥 − 𝜉𝜉)]ℎℎ (𝜉𝜉|𝑥𝑥)𝑑𝑑𝑑𝑑.

0

The first term in (7) is the probability that an electron, born at x, does not impact ionize at all, and it
𝑤𝑤−𝑥𝑥
𝛼𝛼(𝑥𝑥
𝑒𝑒 (𝑥𝑥)

simplifies to exp �− ∫𝑑𝑑
𝜉𝜉)𝑑𝑑𝑑𝑑}.

𝑥𝑥

+ 𝜉𝜉)𝑑𝑑𝑑𝑑 �. Similarly, the first term in (8) simplifies to exp {− ∫𝑑𝑑

ℎ (𝑥𝑥)

𝛽𝛽(𝑥𝑥 −

The excess noise factor is given by
(9)

𝐹𝐹DSMT

2
⟩
⟨𝐺𝐺DSMT
𝑧𝑧2 (0) + 2𝑧𝑧(0) + 1
≡
=
⟨𝐺𝐺DSMT ⟩2
[𝑧𝑧(0) + 1]2

where 𝑧𝑧2 (𝑥𝑥) = ⟨𝑍𝑍 2 (𝑥𝑥)⟩ and 𝑦𝑦2 (𝑥𝑥) = ⟨𝑌𝑌 2 (𝑥𝑥)⟩ are the second moments of Z(x) and Y(x), respectively.
According to [23], these quantities are governed by the following pair of coupled recurrence relations:

(10) top

(11) bottom
𝑧𝑧2 (𝑥𝑥)

and

= 1−�
+�

𝑤𝑤−𝑥𝑥

0
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0
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Clearly, the above formulation assumes that all carriers (including the injected carrier) start with zero
initial energy. We will relax this condition in subsequent sections so that an injected carrier may have
an arbitrary initial energy (and hence a different initial dead space).
B. Probability Density Function of the Initial Ionization Distance
In cases when the avalanche process is initiated with a carrier that has a finite initial energy, the energy
that the parent carrier needs to build up before reaching the ionization threshold is reduced by an
amount equal to the carrier's initial energy. Note that this one-time initial energy is acquired from the
nonzero field just before entering the multiplication layer and can be approximated in a deterministic
fashion using the electric field just before the multiplication region. (To be more realistic, the phonon
energy loss must be deducted from the built-up energy.) If the initial energy acquired by an injected
electron is E0, then the initial dead space de0 is computed by solving the following modified deadspace equation. Find the minimum nonnegative δ for which
(12)
𝑥𝑥+𝛿𝛿

𝑞𝑞 �

𝑥𝑥

ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ie − 𝐸𝐸0

where Eie is the ionization threshold energy associated with the multiplication layer into which the
parent carrier is injected. Clearly, if E0≥Eie, we set de0=0. Moreover, the pdf of the distance to the first
impact ionization for this parent carrier is
(13)

ℎ𝑒𝑒0 (𝜉𝜉) = {𝛼𝛼(𝜉𝜉)𝑒𝑒

𝜉𝜉
𝛼𝛼(𝑦𝑦)𝑑𝑑𝑑𝑑
𝑒𝑒0

− ∫𝑑𝑑

0,

,

𝜉𝜉 ≥ 𝑑𝑑𝑒𝑒0
𝜉𝜉 < 𝑑𝑑𝑒𝑒0 .

In actuality the width of the pdf beyond the dead space is expected to be reduced as the initial energy
increases. However, in the above expression we assumed that the shape of the pdf beyond the initial
dead space is independent of the dead-space reduction (i.e., we only modified the dead space). This is
done as an approximation since the dependence of the width of the pdf (beyond the dead space) on
the initial energy is not analytically known to us at this point.
We emphasize that the distance between subsequent impact ionizations for the parent electron, on
the other hand, is governed by (2). The key question is how to incorporate this initial dead-space
concept into the DSMT recurrence technique. This question is addressed next.
C. Modified Recurrence Relations
Let Z0(x) be defined as Z(x) with the exception that for the parent electron at x, the distance ξto the
first impact ionization has a pdf he0(ξ). The key observation here is that upon the first ionization of the
injected electron, the two newly created electrons and hole will have zero initial energy, independently
of the initial energy of their parent electron. Consequently, conditional on the initial ionization
occurring at ξ, two independent copies of Z(ξ) and one copy of Y(ξ) are generated. Now by averaging
over all possibilities for ξ, we obtain the following equation for the mean value 𝑧𝑧0 (𝑥𝑥) = ⟨𝑍𝑍0 (𝑥𝑥)⟩:

(14)
𝑤𝑤−𝑥𝑥

𝑤𝑤−𝑥𝑥

+�

0

𝑧𝑧0 (𝑥𝑥) = 1 − �

0

ℎ𝑒𝑒0 (𝜉𝜉)𝑑𝑑𝑑𝑑
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Similarly, we obtain the following equation for the second moment 𝑧𝑧02 (𝑥𝑥) = ⟨𝑍𝑍02 (𝑥𝑥)⟩:
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(15)

ℎ𝑒𝑒0 (𝜉𝜉)𝑑𝑑𝑑𝑑

[2𝑧𝑧2 (𝑥𝑥 + 𝜉𝜉) + 𝑦𝑦2 (𝑥𝑥 + 𝜉𝜉)
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Equations (14) and (15) establish the link between the multiplication process with an arbitrary pdf for
the initial-ionization distance and the ordinary dead-space-based multiplication process for which
there is no distinction between the pdf of the initial ionization and that corresponding to the
subsequent ones. We call the totality of the DSMT recurrence model with the addition of the
complementary relations (14)and (15) [including the definitions (12) and (13)] the modified dead-space
multiplication theory (MDSMT).
Clearly, the MDSMT is a two-step calculation. First, (7), (8), (10), and (11) are solved (as done in the
traditional DSMT, using an iterative technique, for instance). Second, the complementary equations
(14) and (15) are executed, utilizing the pdf of the ionization distance of the initial carrier. Note that
the second step is a one-shot calculation. The gain and excess noise factors are calculated using
⟨𝐺𝐺MDSMT ⟩ = 0.5[1 + 𝑧𝑧0 (0)] and 𝐹𝐹MDSMT = (𝑧𝑧02 (0) + 2𝑧𝑧0 (0) + 1)/(𝑧𝑧0 (0) + 1)2 respectively.

D. Excess Noise Reduction

Fig. 1. Excess noise factor as a function of the mean gain for two GaAs APDs with multiplication-region
widths of 100 nm (curves with diamonds) and 1000 nm. The solid curves represent the maximal
MDSMT prediction Fmin for which the initial energy is set to the ionization threshold energy (i.e., zero
initial dead space for the injected electron). The dashed curves are the DSMT predictions FDSMT.

Fig. 2. Maximum possible reduction in the excess noise factor Fmin/FDSMT as a function of the
multiplication-region width for GaAs. The mean gain is used as a parameter.
To see the extent of the role played by the injected-carrier's initial energy on the excess noise factor,
we computed the gain versus noise characteristics for GaAs under two models.
1. We first used the DSMT model, in which case the initial energy of injected carriers is assumed
zero.
2. We then repeated the excess-noise calculations using the maximal-MDSMT model, in which
case we assumed that the initial energy of the injected carrier is equal to the ionization
threshold energy. This assumption forces the initial dead space of the injected carrier to vanish
(without altering the shape of the pdf), and it represents the maximal initial-energy effect.
We denote the excess noise factor under this assumption by Fmin, as the excess noise will be minimal.
Fig. 1 depicts both FDSMT and Fmin for two widths, namely, w=100 nm and w=1000 nm. It is seen that

the maximum reduction in the excess noise factor is more significant in the thin multiplication layer
than the thick one. This is expected since the initial-energy effect plays its role through the dead-space
effect, which is known to have a more significant impact on noise in thin multiplication layers. This
behavior is more clearly seen in Fig. 2, where the maximal excess-noise-reduction factor Fmin/FDSMT is
plotted as a function of w for three gain values. We emphasize that the conclusion drawn from Fig. 2
regarding the width holds for the maximumexcess-noise reduction possible, and it does not imply that
an actual thin device necessarily exhibits

Fig. 3. Structure of the three APDs considered in this paper. Device I is a homostructure GaAs APD and
it is used as a reference. Devices II and III are Al0.6Ga0.4As/GaAs heterostructure APDs, and the latter
has a two-layer Al0.6Ga0.4As/GaAs multiplication region. Shaded areas represent the multiplication
regions. Electrons are injected into the multiplication region from the top.
this effect more profoundly than a thick device. An added feature seen from Figs. 1 and 2 is that the
maximum excess-noise reduction is higher at higher operational gains. This latter characteristic may be
potentially useful in lowering receiver sensitivity as it will tend to elevate the optimal operational APD
gain. Recall from Section 1 that the maximum excess-noise factor reduction possible for a 1000-nm
GaAs at a gain of 20 (with the unrealistic assumption of a delta-function pdf at the edge of the
multiplication region) is 0.32, which is greater than the maximum reduction of 0.85 shown in Fig. 2.
However, we note that Fmin in Figs. 1 and 2 is calculated using zero initial dead space without altering
the shape of the pdf after the dead space (i.e., no delta-function is assumed at the edge of the
multiplication region). Thus, the predicted noise in Figs. 1 and 2 is greater than that predicted when
ionization at the edge occurs with certainty.

SECTION IV.
Application to Experiments

Fig. 4. Electric field profile for Device II. Solid vertical lines represent layer boundaries, and the dashed
vertical line is used to illustrate the location xE of the onset of the field buildup. The point x0 marks the
start of the multiplication layer. The fields were calculated using MEDICI software according to the
doping profiles obtained from SIMS data. Notice the extent of the spread of the field gradient to the
left of the i-layer.

Fig. 5. Same as Fig. 4, but for Device III. This structure has two multiplication layers, namely,
Al0.6Ga0.4As and GaAs.
We now apply the theory to three devices, which are schematically shown in Fig. 3: Device I is a
homojunction GaAs APD with w=120 nm; Device II is a GaAs/Al0.6Ga0.4As heterostructure APD, where
the multiplication is confined to the GaAs layer and w=130 nm; and Device III is GaAs/Al0.6Ga0.4As
heterostructure APD, for which the multiplication takes place in both (adjacent) Al0.6Ga0.4As (100 nm)
and GaAs (30 nm) layers. The width of the overall multiplication region for Device III is thus 130 nm.
(The structural and fabrication details of these devices, beyond what is included in this paper, will be
reported elsewhere.) Devices II and III are the devices of most interest in this paper, while Device I is
used here as a reference. Figs. 4 and 5 show the electric field profiles for Devices II and III, respectively,

parameterized by the applied reverse-bias voltage. The electric fields were calculated using MEDICI
software according to the doping profiles obtained from secondary ion mass spectroscopy (SIMS).
A. Dead-Space Profile
The dead-space profiles in the i-layers for Devices I and II were calculated using the fact that the field is
linear in the i-layers. An analytical solution to (5) and (6) was obtained, involving the voltagedependent parameters that comprise the linear electric-field profile. For Devices I and II, the
multiplication region consists of a single GaAs layer, and as expected, calculations show that the dead
space slightly increases with xas the field decreases. In the case of Device I, electron and hole
normalized dead spaces (d/w) are approximately 0.21 and 0.17, respectively, and the corresponding
values for Device II are 0.25 and 0.20, respectively, for electrons and holes.

Fig. 6. Electron and hole dead-space profiles in the multiplication layers for Device III. The solid vertical
line represents the Al0.6Ga0.4As/GaAs boundary.
The dead-space behavior is more complex for Device III (as shown in Fig. 6) for which the threshold
energy changes abruptly at the Al0.6Ga0.4As/GaAs boundary point marked 𝑥𝑥𝑏𝑏 in Fig. 6. At 𝑥𝑥𝑏𝑏 , the
threshold changes from 𝐸𝐸ie,AlGaAs = 3.4=3.4 eV to 𝐸𝐸ie,GaAs = 1.90𝑒𝑒𝑒𝑒 for electrons, and from
𝐸𝐸ih,GaAs = 1.55𝑒𝑒𝑒𝑒 to 𝐸𝐸ih,AlGaAs = 3.6𝑒𝑒𝑒𝑒 for holes. We will examine the electron dead space first.
Referring to Fig. 6, we first define x1as the point that is exactly one electron dead-space to the left of
the boundary, i.e., x1 has the property 𝑥𝑥1 + 𝑑𝑑𝑒𝑒 (𝑥𝑥1 ) = 𝑥𝑥𝑏𝑏 . Hence, if an electron is born to the left of x1,
then it will complete the required dead space within the Al0.6Ga0.4As layer (i.e., de(x)+x<xb). Thus, for
𝑥𝑥+𝛿𝛿

x<x1,de(x)is the solution to 𝑞𝑞 ∫𝑥𝑥 ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ie,GaAs . On the other hand, if an electron is born to the
right of x1, then it will complete the required dead space once it is in the GaAs layer (i.e., 𝑑𝑑𝑒𝑒 (𝑥𝑥) + 𝑥𝑥 >
𝑥𝑥+𝛿𝛿

𝑥𝑥𝑏𝑏 and 𝑑𝑑𝑒𝑒 (𝑥𝑥) is the solution to 𝑞𝑞 ∫𝑥𝑥 ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ie,GaAs . Now x2 is defined as the point for which the
electron energy, accumulated from x2 to 𝑥𝑥𝑏𝑏 , is exactly equal to 𝐸𝐸𝑖𝑖𝑖𝑖,𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 . Thus, if an electron is born in
the range x1<x<x2, then by the time it reaches the boundary point 𝑥𝑥𝑏𝑏 it will have already acquired the
ionization threshold for GaAs. Consequently, for 𝑥𝑥1 < 𝑥𝑥 < 𝑥𝑥2 , 𝑑𝑑𝑒𝑒 (𝑥𝑥) = 𝑥𝑥𝑏𝑏 − 𝑥𝑥, and this is the reason
for the abrupt change in the graph of de(x) to a negative slope at x=x1. Finally, when an electron is
born to the right of x2, then it must travel a further distance (beyond the boundary point) in GaAs
before accumulating the threshold energy 𝐸𝐸𝑖𝑖𝑖𝑖,𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 , and the dead space increases gradually thereafter
as a result of the linear decrease in the field. In summary, the abrupt change in the threshold energy at

the boundary brings about a steep transition in the dead space at x=x1, which occurs well before the
layer boundary 𝑥𝑥𝑏𝑏 . This is a manifestation of the anticipatory behavior of dead space prior to the layer
boundary.

Fig. 7. Ratio of the injected electron's initial dead space de0 to the dead space in the absence of any
initial energy de(0)as a function of the average electric field in the multiplication region. Note that an
injected carrier in Device II exhibits a significant reduction in the initial dead space from the customary
(zero initial-energy) dead space, especially at high fields. In contrast, such a reduction is minimal in
Devices I and III.
The situation is somewhat different for holes as, unlike electrons, they experience an upward
transition in the ionization threshold energy as they cross the material boundary at 𝑥𝑥𝑏𝑏 from right to
left. Referring again to Fig. 6, we define the point x3 with the property 𝑥𝑥3 − 𝑑𝑑ℎ (𝑥𝑥3 ) = 𝑥𝑥𝑏𝑏 (i.e.,
𝑥𝑥
𝑞𝑞 ∫𝑥𝑥 3 ℰ (𝑦𝑦)𝑑𝑑𝑑𝑑 = 𝐸𝐸ih,GaAs ). Thus, if a hole is born to the left of x3, then it will complete traveling the
𝑏𝑏

required dead space only after it is inside the Al0.6Ga0.4As layer. In particular, for x=x3, the energy that
the hole acquires by the time it reaches the GaAs/Al0.6Ga0.4As boundary at 𝑥𝑥𝑏𝑏 is short of 𝐸𝐸𝑖𝑖ℎ,𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 by
exactly 2.05 eV, and it must travel a further distance inside Al0.6Ga0.4As before accumulating a total
energy of 𝐸𝐸ih,AlGaAs . This is the cause of the large upward jump in the graph of 𝑑𝑑ℎ (𝑥𝑥) at 𝑥𝑥 = 𝑥𝑥3 , which
is again a manifestation of the anticipatory behavior of the dead space.
We next use the above dead space profiles along with the initial-energy effect in conjunction with the
MDSMT to predict the excess noise factor for the three devices.

B. Excess Noise Factor
To have a good initial feel for the magnitude of the initial dead space in each of the three devices, we
computed the ratio of the injected-electron's initial dead space 𝑑𝑑𝑒𝑒0 to the customary dead space de(0)
at the edge of the multiplication region. To do so, the initial energy 𝐸𝐸0 (in electronvolts) of the injected
electron was calculated by integrating the electric field just before the multiplication layer, from 𝑥𝑥𝐸𝐸 to
𝑥𝑥0 , as shown in Figs. 4 and 5. For each device, 𝐸𝐸0 was calculated as a function of the applied reversebias voltage. (A parametric model, not shown here, for the electric field prior to the multiplication,
from 𝑥𝑥𝐸𝐸 to 𝑥𝑥0 , was derived and used to compute 𝐸𝐸0 as a function of the reverse-bias voltage.) The
quantities de0and de(0) were then calculated using (12) and (5), respectively, and their ratio was plotted
as a function of the spatial average of the electric field in the multiplication region, as shown in Fig. 7.

For Device II, 𝑑𝑑𝑒𝑒0 /𝑑𝑑𝑒𝑒 (0) is expected to decrease to zero when the average field is 6.7 kV/cm, in which
case the initial energy acquired by the injected carrier equates 𝐸𝐸ie,GaAs . In contrast, it is seen that for
Devices I and III, the initial dead space remains within 10% of the ordinary dead space within the
operational range of the electric field. This is a direct consequence of the contrast in the nature of the
electric-field buildup in the 𝑝𝑝 region just to the left of the multiplication region in Device II and Devices
I and III.

Fig. 8. Excess noise factor as a function of the mean gain for Device I. Circles represent measured
values and the solid curve represents the MDSMT prediction FMDSMT. For reference, the DSMT
predictions FDSMT (which assume zero initial energy for the injected carrier), and the maximal-MDSMT
predictions Fmin (for which the initial energy is set to the ionization threshold energy) are shown by the
dashed-dotted and dashed curves, respectively. Since the initial energy of the injected electron is small
in this device, both DSMT and MDSMT accurately predict the experimental data.

Fig. 9. Same as Fig. 8, but for Device II. The MDSMT model provides excellent agreement with the
experimental data, while the DSMT model significantly overestimates the excess noise factor as a
result of ignoring the initial energy of the injected electron.

Fig. 10. Same as Fig. 8, but for Device III. As a result of the small initial energy, the discrepancy between
the MDSMT and the DSMT predictions is small. The dotted line represents the MDSMT prediction for a
hypothetical version of Device III for which both multiplication layers are Al0.6Ga0.4As. Ionization
threshold energies for Al0.6Ga0.4As and the ionization-coefficients parameters were taken from [13].
In light of Fig. 7, we would expect that the role played by the initial-energy effect in carrier
multiplication would be most significant in Device II, and far less significant in Devices I and III. Indeed,
the MDSMT predicts just that, as shown in Figs. 8 –10. We particularly note that the MDSMT accurately
predicts the low excess noise factor in Device II, whereas the DSMT (in which the initial energy is
ignored) overestimates the noise by approximately 45% in comparison with measured data (at ⟨G⟩=20).
Moreover, the reduction in the excess noise factor is near its maximal level for Device II, as seen by
comparing the Fmin and FMDSMT curves, and the significant reduction in the noise is primarily a result of
the initial-energy effect. For Device I, on the other hand, the discrepancy between the DSMT and the
MDSMT is small (<4%), and both models represent the data closely. This is because the initial-energy
buildup in Device I is negligible relative to the ionization threshold energy. Similarly, the discrepancy
between the DSMT and the MDSMT is within 7% in Device III, as the initial-energy buildup is once again
small, and the MDSMT approximates the data very well. The small error between the MDSMT
predictions and the data in Devices I and III is most probably attributable to the fact that the
parameters of the ionization-coefficient model for GaAs and Al0.6Ga0.4As were extracted using models
that ignored the initial-energy effect. In actuality, it is very likely that the devices that generated the
data used in the model fitting exhibited a weak form of field gradient in the p-layer. Thus, the
ionization coefficients for GaAs and Al0.6Ga0.4As inherently capture a small level of the initial-energy
effect. In order to exclude the role of the initial energy from the ionization coefficients, the initialenergy-effect should be included, in conjunction with the MDSMT, in future model fittings which
render the ionization coefficients for various materials. The resulting ionization coefficients will then be
truly material specific and independent of both the layer thickness and the initial energy of injected
carriers.
To examine the role of the bandgap-boundary effect within the two-layer multiplication region in
Device III, we repeated the gain-noise calculation, according to the MDSMT model, but with the
simplistic assumption that the dead space changes abruptly at the layer boundary 𝑥𝑥𝑏𝑏 . This action
clearly ignores the bandgap-boundary-induced anticipatory nature of the electron and hole dead-space

profiles depicted in Fig. 6. However, the excess noise factors obtained under this assumption (not
shown) are approximately 5% higher than the MDSMT prediction shown in Fig. 10, which used the
correct dead-space profile shown in Fig. 6. For comparison, we also generated the MDSMT predictions
for a hypothetical version of Device III for which both multiplication layers are Al0.6Ga0.4As (the same
injected-carrier initial energy was assumed as in Device III). From Fig. 10 we see that FMDSMT is
approximately 8.5% lower than the excess noise factor for the single multiplication-layer Al0.6Ga0.4As
APD (shown as a dotted curve). We therefore conclude that the bandgap-boundary effect is not very
strong in this particular device. However, we suspect that this reduction can be further intensified by
optimizing the widths of the individual layers within the multiplication region. In general, we believe
that the ultra-low-noise characteristics of more elaborate heterostructure APDs [28] may be attributed
in part to a combination of carrier initial energy, bandgap-boundary effects, proper selection of the
widths of layers, and effective bandgap engineering.
Throughout the calculation of the initial energy, losses due to phonon scattering were ignored. To have
an assessment of the magnitude of this loss, let us consider Device II, for which the initial-energy effect
was high, and compute the average energy loss in the p-type Al0.6Ga0.4As. We take the total phonon
scattering distance (segment of the p region over which the field gradient exists) as approximately 40
nm (see Fig. 4). Furthermore, as an approximation, we take the phonon scattering mean free path
λeand the phonon energy ℏω from Chia et al. [29] (for 45% Al concentration) as 4 nm and 32.5 meV,
respectively. With these estimates at hand, we estimate the total phonon loss in the p region in the
vicinity of the GaAs i-layer as approximately 0.325 eV, which is approximately 17% of the initial energy
when the mean gain is 20. Accounting for such a phonon loss will therefore reduce the initial-energy
effect and the predicted excess noise factor is expected to be slightly higher than that shown in Fig. 9.
Another approximation used in our calculations for Device II was that secondary holes are not allowed
to ionize in the p-type Al0.6Ga0.4As layer, just before the i-type GaAs layer. Although such an ionization
is theoretically possible, we expect that its probability is extremely small because holes entering the
Al0.6Ga0.4As layer will encounter a sudden increase in the ionization threshold (from 1.55 eV to 3.6 eV).
Thus, in order for a hole to impact ionize, it must gain a net energy of 2.05 eV from the field gradient in
the p-type layer. This is improbable as our calculations show that the maximum initial energy (at the
highest measured reverse bias) that can be built up in Device II is no more than 1.7 eV.
We finally point out that we have discovered that including the mild nonuniform nature of the electric
field in the calculations was not critical at all for the devices considered in this paper. Excellent
accuracy can be achieved by adopting the constant-field assumption, which reduces the computational
complexity significantly.

SECTION V.
Conclusion

A number of thin heterostructure APDs have been lately developed and shown to exhibit excess noise
factors that are well below the predictions rendered by state-of-the-art analytical avalanche
multiplication models. Existing analytical multiplication models, including the DSMT, all assume a single
multiplication layer, and more importantly, they ignore layer-boundary effects such as the effect of the
initial energy of injected carriers and the boundary-bandgap effect. For example, ignoring the initial

carrier energy of an injected carrier is convenient from a modeling perspective, as it simplifies the
analysis by imposing that all carriers, including the injected carrier, impact ionize according to a
common probability law. However, if an injected carrier has an initial energy comparable to the
ionization threshold energy, then this is shown to cause a significant reduction in the excess noise
factor (e.g., a reduction of 36% at a gain of 20 for a 100-nm GaAs multiplication layer). In this paper, we
have generalized the DSMT recurrence technique to account for boundary effects such as the initial
energy of injected carriers and to accommodate multiple multiplication layers. The effect of bandgap
boundary on the dead-space profile is also thoroughly characterized taking into account the
anticipatory nature of the dead space relative to the material boundary. The generalized model was
applied to three APDs and very good agreement with data was achieved, whereas in the case when the
initial-energy effect was significant (as in Device II), the DSMT could not account for the data.
Finally, a type of APDs that inherently has a mechanism for building up carrier initial-energy is the
separate-absorption-charge-multiplication (SACM) structure [15]. In the SACM structure, photogenerated carriers are generated in a low field absorption layer and travel through a charge layer with
a linear field gradient before entering the multiplication region. The charge layer can therefore affect
the excess noise as it may energize carriers before they enter the multiplication region. However, close
attention must be given to the width of the charge layer as it not only governs the amount of initial
energy but also the significance of any phonon scattering effects, which may result in losses in the
initial energy.
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