We develop the Euler-Maruyama scheme for a class of stochastic differential equations with Markovian switching (SDEwMSs) under non-Lipschitz conditions. Both L 1 and L 2 -convergence are discussed under different non-Lipschitz conditions. To overcome the mathematical difficulties arisen from the Markovian switching as well as the non-Lipschitz coefficients, several new analytical techniques have been developed in this paper which should prove to be very useful in the numerical analysis of stochastic systems.
Introduction
Hybrid systems driven by continuous-time Markov chains have been used to model many practical systems where they may experience abrupt changes in their structure and parameters caused by phenomena such as component failures or repairs, changing subsystem interconnections, and abrupt environmental disturbances. For example, in his book [12] , Mariton explained that the hybrid systems had been emerging as a convenient mathematical framework for the formulation of various design problems in different fields such as evasive target tracking, fault tolerance detection, and manufacturing processes.
One of the important classes of the hybrid systems is the stochastic differential equations with Markovian switching (SDEwMSs)
dy(t) = f (y(t), r(t))dt + g(y(t), r(t)) dw(t).
Here the state vector has two components y(t) and r(t): the first one is in general referred to as the state while the second one is regarded as the mode. In its operation, the system switches from one mode to another in a random way, and the switching between the modes is governed by a Markov chain. For details of SDEwMSs, the reader is referred to [2, 6, 11, 14] among others.
Most of SDEwMSs do not have explicit solutions and hence require numerical solutions. Although the numerical methods for stochastic differential equations (SDEs) have been well studied (see e.g., [8] [9] [10] 13] ), there is no numerical method available for SDEwMSs until the recent publication [15] by the authors. Why is there a little numerical study for SDEwMSs? As explained in [15] , the main reason is that there is a mathematical difficulty arising from the Markovian switching, which requires a new technique. The other reason is that many SDEwMSs do not satisfy the Lipschitz condition. For example, the hybrid square-root process
dy(t) = a(r(t))y(t) dt + b(r(t)) y(t) dw(t)
( 1) or the one-dimensional semi-linear SDEwMS of the form
where : R + → R + is defined by
Such SDEwMSs appear widely in many branches of science and industry, in particular, in finance and engineering. For example, the use of square-root processes were first initiated in 1985 for interest rate models [3] ; related problems in option pricing were considered in [7] ; most recent development in interest rate models can be found in [5] . Despite the growing interests for models with non-Lipschitzian coefficients, even in the case of SDEs without Markovian switching, there are only a few results on the numerical methods without the global Lipschitz condition available; see the recent paper [8] . In view of the pressing need, the importance, and the impact on many applications, we focus on the design and analysis of numerical methods. The important contribution of this paper is the development of the Euler-Maruyama (EM) scheme for a class of SDEwMSs under non-Lipschitz conditions. In Section 2, we introduce necessary notations and define the EM approximate solutions to SDEwMSs. In particular, we explain how to simulate discrete Markov chains and hence the EM solutions. In addition, a number of useful lemmas will be presented that will play important roles in both Sections 3 and 4. In Section 3, we show that the EM solutions converge to the exact solution in L 1 under a non-Lipschitz condition, and in Section 4, we show the L 2 -convergence under another non-Lipschitz condition. To overcome the mathematical difficulties arising from the Markovian switching as well as the non-Lipschitz coefficients, several new analytical techniques will be developed in this paper that should be very useful in the numerical analysis of stochastic systems.
EM schemes and preparatory lemmas
Throughout this paper, let ( , F, {F t } t 0 , P ) be a complete probability space with a filtration {F t } t 0 satisfying the usual conditions (i.e., it is increasing and right continuous while F 0 contains all P -null sets). Let w(t) = (w 1 t , . . . , w d t ) with t 0, be a d-dimensional Brownian motion defined on the probability space withṽ denoting the transpose of a vectorṽ. Let r(t), t 0, be a right-continuous Markov chain on the probability space taking values in a finite state space S = {1, 2, . . . , N} with the generator = ( ij ) N×N given by
where > 0, ij is the transition rate from i to j satisfying ij > 0 if i = j and ii = − j =i ij . Assume the Markov chain r(·) is independent of the Brownian motion w(·). It is well known that almost every sample path of r(·) is a right-continuous step function with finite number of simple jumps in any finite subinterval of R + := [0, ∞).
In this paper we consider the m-dimensional SDEwMS
with initial data y(0) = y 0 ∈ R m and r(0) = i 0 ∈ S, where f : R m × S → R m and g : R m × S → R m×d . As a standing hypothesis we assume that both f and g are sufficiently smooth so that Eq. (4) has a unique solution. We refer the reader to Skorohod [14] and Mao [11] for the conditions on the existence and uniqueness of the solution. The initial data y 0 and i 0 could be random, but the Markov property ensures that it is sufficient to consider only the case when both y 0 and i 0 are constants. To define the EM approximate solution, we will need following lemma (see [1] ).
. .} is a discrete Markov chain with the one-step transition probability matrix
Given a stepsize > 0, the discrete Markov chain {r k , k = 0, 1, 2, . . .} can be simulated as follows: compute the one-step transition probability matrix given by (5). Let r 0 = i 0 and generate a random number 1 which is uniformly distributed in [0, 1]. Define
where we set 0 j =1 P i 0 ,j ( ) = 0 as usual. Generate independently a new random number 2 which is again uniformly distributed in [0, 1] and then define
Repeating this procedure, a trajectory of {r k , k = 0, 1, 2, . . .} can be generated. This procedure can be carried out independently to obtain more trajectories. After explaining how to simulate the discrete Markov chain {r k , k=1, 2, . . .}, we can now define the EM approximate solution to the SDEwMS (4). Given a stepsize > 0, let t k = k for k 0. Compute the discrete approximations X k ≈ y(t k ) by setting X 0 = y 0 , r 0 = i 0 , and
where
and define the continuous EM approximate solution by
Note that X(t k ) =X(t k ) = X k . That is, X(t) andX(t) coincide with the discrete approximate solution at the gridpoints. Throughout this paper we denote by | · | the Euclidean norm for vectors or the trace norm for matrices. Let us cite a lemma from [15] that will be used later.
Lemma 2. Assume that f and g satisfy the linear growth condition, namely there is a constant h > 0 such that
|f (x, i)| ∨ |g(x, i)| h(1 + |x|) for ∀(x, i) ∈ R m × S.(9)
Then for any p 2 there is a constant K, which depends only on p, T , h, y 0 , but does not depend on such that the exact solution and the EM approximate solution to the SDEwMS (4) have the property that
Let us now present two more useful lemmas that will play an important role in the following sections.
Lemma 3.
Under the linear growth condition (9) , there is a constant C, which is independent of such that
Proof. Let n = T / , the integer part of T / . Then
with t n+1 being T. Let I G be the indicator function of the set G. Moreover, in what follows, C is a generic positive constant independent of , whose values may vary from line to line. With these notations we derive, using (9) , that
where in the last step we use the fact thatX(t k ) and I {r(s) =r(t k )} are conditionally independent with respect to the -algebra generated by r(t k ). But, by the Markov property,
So, by Lemma 2,
Substituting this into (13) yields (11) . Similarly, we can show (12).
Lemma 4.
Under the linear growth condition (9) , there is a constant C, which is independent of , such that
Proof. For any t ∈ [0, T ], let k t = t/ , the integer part of t/ . By (8) and (9), it is easy to show that
Using the independence of w(t)−w(k t ) and X k t and then applying Lemma 2 we can then obtain E|X(t)−X(t)| 2 C as required.
We will also need the Bihari inequality (see e.g., [10, Theorem 1.8.2, p. 45]) which we cite as a lemma for the convenience of the reader. 
It is straightforward that they obey the requirements of Assumption 6. In order to use Lemmas 2-4, let us show that Assumption 6 implies the linear growth condition (9) . In fact, given that both (u) + (u)u −1 and (u) are concave on u 0, there is a positive constant h 1 such that
Hence, for any (x, i) ∈ R m × S,
From these the linear growth condition (9) follows immediately. Hence, Lemmas 2-4 hold under Assumption 6.
Theorem 7.
Under Assumption 6,
Proof. The proof is very technical so is divided into four steps. As before, C will be used to denote a positive constant independent of whose values may change for different appearances. Moreover, we define
By Assumption 6, (0) = 0, (u) > 0 for u > 0 and (·) is concave.
Step 1: We first claim that
To show this, we first observe from Assumption 6 that
We can then find a decreasing sequence of positive constants
Clearly, a k → 0 as k → ∞. For each k 1, let k (u) be a continuous function on u 0 with its support in (a k , a k−1 ) such that
Such a function exists obviously. Define
It is easy to see that k is a C 2 -function with the following properties:
where k and k denote the first and second derivative of k , respectively. Define
The Itô formula shows that for 0 t T ,
r(s)) − g(y(s), r(s))] × (V k ) xx (X(s) − y(s))[g(X(s),r(s)) − g(y(s), r(s))] ds
Noting that |jV k (x)/jx i | 1, 1 i m, we compute
|f (X(s),r(s)) − f (X(s), r(s))| + |f (X(s), r(s)) − f (X(s), r(s))| + |f (X(s), r(s)) − f (y(s), r(s))|] ds
But, by the Hölder inequality and Lemma 3,
Also, by the Jensen inequality and Lemma 4,
Hence
On the other hand, compute
where ij = 1 if i = j or otherwise 0. Thus,
We then compute
By Lemmas 3 and 4, we can then easily show that
Substituting (21) and (24) into (17) yields that
But, by the definition of V k and the property of k , we have
Applying the Bihari inequality (i.e., Lemma 5), we obtain that
provided
where G(r)= 
Now, choose a sufficiently large k for (3mT + 1)a k−1 < . For this fixed k, there is a * > 0 such that C(k, ) < for ∈ (0, * ). Therefore, it follows from (27) that
This verifies (16).
Step 2: In this step, we shall show that
In fact, we compute
This, together with (16), (19), and (20), implies (29) immediately.
Step 3 
Indeed, we compute
Letting → 0 and using Lemmas 3 and 4 as well as property (16) we obtain the desired inequality (30).
Step 4: We can now easily prove the required assertion (15) . In fact, by the well-known Burkholder-Davis-Gundy inequality (see e.g., [4, Theorem 3.14]), we have
Letting → 0 and using (29) and (30) we obtain that lim sup
This implies assertion (15) immediately. The proof is thus complete.
L 2 -Convergence
In this section we shall show the L 2 -convergence of the EM approximate solution to the exact solution under the following non-Lipschitz condition: Assumption 8. There is a continuous increasing concave function : R + → R + with the property
There are many examples of the function used in the above assumption. For example, let > 0 be sufficiently small and define (0) = 0 and (u) = u, u log(1/u), u log(1/u) log log(1/u), . . . , for 0 < u
It is also easy to see that there is a positive constant
Therefore, Lemmas 2-4 hold under Assumption 8.
Proof. As before, C will be used to denote a generic positive constant independent of that may take different values for each appearance. By the Hölder inequality and the Doob martingale inequality, it is easy to show that for 0 t T ,
By Assumption 8 we compute that
By Lemma 3, we obtain that 
Similarly, we can show that 
Conclusions
In this paper, we use the EM scheme to generate the approximate solutions to a class of SDEwMSs, and analyze the order of the errors, in the L 1 and L 2 sense, of the approximations under the stated non-Lipschitz conditions. Several new analytical techniques are developed to overcome the mathematical difficulties arising from the Markovian switching as well as the non-Lipschitz conditions.
