We study the generalized finite element methods (GFEMs) for the second-order elliptic eigenvalue problem with an interface in 1D. The linear stable generalized finite element methods (SGFEM) were recently developed for the elliptic source problem with interfaces. We first generalize SGFEM to arbitrary order elements and establish the optimal error convergence of the approximate solutions for the elliptic source problem with an interface. We then apply the abstract theory of spectral approximation of compact operators to establish the error estimation for the eigenvalue problem with an interface. The error estimations on eigenpairs strongly depend on the estimation of the discrete solution operator for the source problem. We verify our theoretical findings in various numerical examples including both source and eigenvalue problems.
Introduction
The finite element method (FEM) is a widely-used and well-understood numerical method for solving partial differential equations arising from science and engineering problems [12, 18, 24] . The generalized FEM (GFEM) is an extension of the FEM and it is developed to attack problems with non-smooth (low-regularity) solutions, that is, problems involving material discontinuity, moving interfaces, crack propagation, etc. The idea of GFEM is to augment the standard finite element space with a space of nonpolynomial functions, called the enrichment space; c.f., [43] [44] [45] . The functions in the enrichment space mimic the local behavior of the unknown solution, in particular, the solution behavior near the cracks or the interfaces. In the literature, the method is also known as the extended FEM (XFEM) and both methods are particular instances of the partition of unity method (PUM), which allows the use of any partition of unity combined with local enrichment functions; c.f., [7, 34, 35] . We refer further to the review articles with interfaces could arise from structural vibrations in mechanic engineering where the material discontinuity occurs. The material discontinuity results in a discontinuous diffusion coefficient in the elliptic operator which leads to an interface problem, which brings new challenges to develop robust and stable numerical methods for solving the elliptic eigenvalue problem with interfaces.
We start with developing high order SGFEMs for the 1D interface source problems. The high order generalization is a simple extension of the linear (SGFEM) elements developed in [5, 32] and we use the same enrichment to capture the local behavior near the interface. We mention that these high order methods are different from the high order SGFEMs developed in [47] where the focus was on approximating smooth solutions. We establish the optimal a priori error estimates where the key is to show the existence of an interpolant in the augmented space which leads to optimal convergence rates. Using the estimates of the discrete solution operators, we then apply the abstract theory of spectral approximation for compact operators to establish the optimal error estimates of SGFEM approximation of the eigenvalue problem with an interface.
The rest of this paper is organized as follows. Section 2 presents the 1D second-order elliptic eigenvalue problem with an interface. Therein, we derive analytical solutions for several special cases. In order to perform the error analysis, we also introduce the weak solution for the corresponding interface source problem as well as the solution operator. In Section 3, we describe the high order SGFEMs and define the discrete solution operator. In Section 4, we first recall the main abstract results of the spectral approximation of compact operators in Hilbert spaces. We then establish the optimal error estimates of arbitrary order SGFEMs for the interface source problem followed by the error analysis of SGFEMs for the eigenvalue problem with an interface. In Section 5, we present various numerical examples for both the interface source problem and the eigenvalue problem with an interface. Finally, Section 6 presents some concluding remarks and discusses the extensions to multiple dimensions as well as to finite elements with basis functions of high continuities.
Problem statement
We consider 1D and let Ω = (0, 1), Ω 0 = (0, γ), Ω 1 = (γ, 1), where 0 < γ < 1. We define Γ := Ω 0 ∩ Ω 1 and call it an interface. The domain Ω is separated by the interface Γ into two sub-domains Ω 0 and Ω 1 , where each sub-domain contains one material. We consider the second-order elliptic eigenvalue problem on this type of domain, which we state as: Find the nontrivial eigenpairs (λ, u) satisfying
where the apostrophe ′ refers to the derivative of the function and 0 <κ 0 ≤ κ(x) ≤κ 1 < +∞ is the elliptic coefficient modeling the material properties. The coefficient function κ(x) is discontinuous across the interface Γ due to the change in material properties. We assume that κ j (x) := κ Ωj is a continuous function on Ω j for j = 0, 1.
Analytical solutions on special cases
Analytical eigenpairs of (2.1) can be found on the special case where κ j (x), j = 0, 1, are constants. Without loss of generality, we assume that κ 0 (x) = 1, κ 1 (x) = η. We define the piecewise function
where both u 0 and u 1 are defined at γ to be the same value. Due to the discontinuity of κ(x) on the interface, the differential equation in (2.1) is understood as
which, by using analytical solution technique of ordinary differential equation, admits a solution of the form
where c j , d j , j = 0, 1, are constants and
Applying the boundary condition u(0) = 0 and rewriting u 1 , we get 6) which, by introducing new constants c, d and applying the boundary condition u(1) = 0, is further rewritten as
We are interested in seeking the solutions such that
where these two conditions mean that the solution and its flux are continuous at γ. However, there are four unknowns in (2.7) and we have three equations in (2.8) and (2.5). The last condition comes from a normalization of u on Ω. To obtain a general solution, without loss of generality, one can assume c = 1. Denoting ρ = √ η, from (2.5), we have ω 0 = ρω 1 . Applying the conditions (2.8), we obtain
where ρ, γ are data and ω 1 , d are unknown. For any η and γ, the 1D eigenvalue problem (2.1) has eigenvalues (2.5) and eigenfunctions (2.7) once ω 1 and d are solved from (2.9). We present the analytic solutions for the following special cases.
2.1.1. Special case 1: η = 1 Given η = 1, there is no discontinuity in κ and (2.1) is the classic 1D Laplacian eigenvalue problem. For arbitrary 0 < γ < 1, the exact eigenpair is (λ = (nπ) 2 , u = sin(nπx)), n = 1, 2, · · · .
Special case
Solving (2.9) yields the solutions
The exact eigenvalues are then listed in an increasing order as
The eigenfunctions are given in (2.7) with c = 1 and they can be further normalized. Moreover, u n are C 1 for n = 1, 3, 5, · · · while they are C 0 for n = 2, 4, · · · . We obtain similar results for the cases with other rational constants η and γ.
Special case 3: transcendental numbers
For cases involving transcendental numbers, such as π, e, Mathematica is unable to give all exact or numerical solutions. However, we can approximate them numerically by fixing an interval on eigenvalues. For example, set γ = 1/π, η = e 2 , then the first six solutions (with 18 decimal digits) are
(2.12)
In the numerical experiment section, we use these numerical solutions as a reference solutions to the exact ones.
Weak solution
Let H 1 (Ω) be the standard Hilbert space of functions and H 1 0 (Ω) be the Hilbert space with functions vanishing at the boundary. In weak formulation, the problem (2.1) reads as follows: 13) with the bilinear forms a and b defined on
14)
Source problem and solution operator
The source problem associated with the eigenvalue problem (2. 15) while the corresponding weak formulation is as follows:
The solution operator associated with (2.16) is T :
By the Rellich-Kondrachov Theorem (see, e.g., [28, Thm. 1.4 
The reason for introducing the solution operator T is that (λ, u) ∈ R >0 × H is an eigenpair of T . We also define the adjoint solution operator T * :
The symmetry of the bilinear forms a and b implies that T = T * ; however, allowing more generality, we keep a distinct notation for the two operators. Since, in general, we have 19) we infer that T * is the adjoint operator of T , once the duality product is identified with the inner product in L 2 (Ω). Therefore, in the present symmetric context, the operator T is self-adjoint.
Stable generalized finite element methods (SGFEMs)
The main idea of GFEM is to enlarge the standard FEM space with an enrichment space consisting of certain enrichment functions. The GFEM framework for solving (2.1) is:
where the approximation space
(Ω) and is given by
with V h F EM being the standard FEM space and V h EN R being the enrichment space. We specify these spaces for 1D problems with an interface as follows.
Let T h be a partition of the unit interval Ω = [0, 1] with nodes 0 = x 0 < x 1 < · · · < x N = 1. We define the sets
e . There are N elements. Let h = max j∈N h e h j . Since 0 < γ < 1, there exists r ∈ N h e such that γ ∈ τ r . There is at least one such r; there are two such r when γ coincides with a node in the partition T h . In the later case, the partition is called a fitting mesh, in which the enrichment is not necessary (c.f., [32] ). In this paper, we consider non-fitting meshes, that is, we assume γ is not located at a node. In this case, we denote the element τ r−1/2 = [x r−1 , γ] and
Let p be the degree of a polynomial and define a set
0 , be the p-th order standard C 0 B-spline basis functions (which is equivalent to the Lagrange basis functions). In this setting, we specify the FEM space and the enrichment space as
where w is the enrichment and V h EN R is called the enrichment space of GFEM. The function w is chosen such that it mimics the exact solution near the interface. The set {x j } j∈R h denotes the set of enriched nodes. For w = 0, we remove the enrichment space and the method reduces to the standard FEM.
The GFEM eigenfunction u h ∈ V h is obtained in the form
by solving the generalized matrix eigenvalue problem
where the block matrices are defined (using the bilinear forms) with entries
Herein, the matrix eigenvalue problem (3.5) arises from (3.1). λ h is GFEM approximated eigenvalue. F corresponds to the standard FEM part while E corresponds to the enrichment part. U S is an unknown vector consists of U S j for S = F, E as in the solution representation (3.4). Since both the stiffness and mass matrices are positive-definite, the generalized matrix eigenvalue problem (3.5) has a unique set of eigenpairs.
Different enrichment choices for w and set R h lead to different GFEMs, such as the Geometric GFEM, Topological GFEM, M-GFEM, and SGFEM; see [6, 32] for details. In general, the conditioning of GFEM is significantly worse than that of FEM, which results in extreme difficulties when solving the corresponding linear system. The conditioning numbers of standard FEM, Geometric GFEM, SGFEM, is
, respectively. The conditioning of M-GFEM is not robust in higher dimensions (2D or 3D). The energy error estimates for the standard FEM, Topological GFEM, Geometric GFEM, M-GFEM, and SGFEM, are
respectively. Among them, the SGFEM is accurate as well as robustly well-conditioned. The SGFEM with linear elements is well-studied in [6, 32] , thus, we focus on its generalization to arbitrary orders.
Stable GFEM (SGFEM)
Let w * = |x − γ|. The enrichment is defined as a continuous and locally-supported function, that is w = I h w * − w * (in [32] , it is defined as w = w * − I h w * , we define in this way so that it is positive over the element τ r but they are essentially the same), where I h w * is the piecewise linear interpolant of w * with respect to the mesh T h . The support of the enrichment is on the element τ r = [x r−1 , x r ]. For p-th order basis function, there are p + 1 enrichment functions, thus the dimension of M EE or K EE is p + 1.
Discrete solution operator
The corresponding GFEM discretization of the source problem (2.15) reads as fol-
We define the GFEM solution operator
As for the continuous solution operator, we also define the discrete adjoint solution
Error analysis
In this section, we first establish error estimates for the SGFEM approximations for the source problem and then for the eigenvalue problem. In what follows, we use the symbol C to denote a generic constant (its value can change at each occurrence) that can depend on the mesh regularity, the polynomial degree p and the domain Ω, but is independent of the mesh size h.
Spectral approximation theory for compact operators
Let us now briefly recall the main results we use concerning the spectral approximation of compact operators in Hilbert spaces. Let L be a Hilbert space with inner product denoted by (·, ·) L , and let T ∈ L(L; L); assume that T is compact. We do not assume for the abstract theory that T is self-adjoint and we let T * ∈ L(L; L) denote the adjoint operator of T . Let T n ∈ L(L; L) be a member of a sequence of compact operators that converges to T in operator norm, i.e.,
be the adjoint operator of T n . We want to study how well the eigenvalues and the eigenfunctions of T n approximate those of T . Let σ(T ) denote the spectrum of the operator T and let µ ∈ σ(T ) \ {0} be a nonzero eigenvalue of T . Let ς be the ascent of µ, i.e., the smallest integer ς such that ker(µI − T ) ς = ker(µI − T ) ς+1 , where I is the identity operator. Let also
and ̺ = dim(G µ ) (this integer is called the algebraic multiplicity of µ; note that ̺ ≥ ς).
Theorem 1 (Convergence of the eigenvalues). Let µ ∈ σ(T ) \ {0}. Let ς be the ascent of µ and let ̺ be its algebraic multiplicity. Then there are ̺ eigenvalues of T n , denoted as µ n,1 , · · · , µ n,̺ , that converge to µ as n → +∞. Moreover, letting µ n = 1 ̺ ̺ j=1 µ n,j denote their arithmetic mean, there is C, depending on µ but independent of n, such that
Remark 1 (Convergence of the arithmetic mean). Equation (4.3) shows that for ς ≥ 2, the arithmetic mean of the eigenvalues has a better convergence rate than each eigenvalue individually.
Theorem 2 (Convergence of the eigenfunctions). Let µ ∈ σ(T ) \ {0} with ascent ς and algebraic multiplicity ̺. Let µ n,j be an eigenvalue of T n that converges to µ. Let w n,j be a unit vector in ker(µ n,j I − T n ) ℓ for some positive integer ℓ ≤ ς. Then, for any integer ̺ with ℓ ≤ ̺ ≤ ς, there is a vector u ̺ ∈ ker(µI − T ) ̺ ⊂ G µ such that
4) 9
where C depends on µ but is independent of n.
Error estimation for the source problem
In this section, we generalize the analysis results established in [5, 6] for the linear SGFEM discretization of the source problem to arbitrary order in 1D setting. We use the standard notations for the norms and semi-norms of the Sobolev spaces. Let S ⊂ Ω be a subdomain. We denote by
semi-norm, and L 2 norm. Let · E = a(·, ·) be the energy norm, which is equivalent to the H 1 semi-norm. First of all, the bilinear form is coercive and bounded [6] , i.e., there holds
where α, β are constants mainly depending on the coefficient κ. We first present the following Lemma which plays a crucial role in proving the optimal convergence for arbitrary order p. For p = 1, we refer to [6] .
Lemma 1 (Local interpolant). Let P (x) be a piecewise polynomial on a reference interval [0, 1] with an interface 0 < ν < 1, which is defined as
where both P 0 and P 1 are defined at ν to be equal such that P (x) is continuous. Let
Then there exists a unique set of coefficients α j and β j with j = 0, 1, · · · , p such that
where w is defined on [0, 1] as in subsection 3.1 for SGFEM.
Proof. Firstly, since P (x) is continuous at x = ν, there holds
thus, b 0 is a parameter determined by other coefficients. On the other hand, w is written as
We first show the existence. Consider the n-th order derivatives of P (x) and Q(x) at x = 0 (right derivatives) and x = 1 (left derivatives) for n = 1, 2, · · · , p + 1 and P (x) = Q(x) for x = 0, ν. We set and solve
which is
Solving (4.11) for α l , l = 0, 1, · · · , p and β p (= 0) to plug into (4.12) yields a reduced system
which is written as
. . .
Obviously, there is a unique solution to the above matrix problem and hence a unique set of α l , β l , l = 0, 1, · · · , p. This completes the proof.
Lemma 2 (Existence of global interpolant).
Let u ∈ C 0 (Ω) be the solution of (2.15) and assume that u| Ωj ∈ H p+1 (Ω j ) for j = 0, 1. For a fixed grid with N elements, let V h be the p-th order SGFEM approximation space. Then there exists u *
where C is independent of h.
Proof. Let u # h,j defined on Ω j be the piecewise p-th order Lagrange polynomial interpolant of u restricted to Ω j for j = 0, 1. By piecewise we mean that it is a p-th order polynomial when restricted to the elements τ l , l = 1, 2, · · · , r − 1 and τ j+1/2 (that is all the elements in Ω 0 ) for j = 0 and τ l , l = r + 1, r + 2, · · · , N and τ j+1/2 (that is all the elements in Ω 1 ) for j = 1. Since u| Ωj ∈ H p+1 (Ω j ), from interpolation theory (see for example [12, 24, 31] ), there holds
Now, we define a piecewise polynomial 
17) which, by taking the square root on both sides, we obtain
Similarly, one obtains
Now we show that u
h be the piecewise p-th order Lagrange polynomial interpolant of u on the mesh Now we present the optimal error estimations for the source problem for arbitrary order SGFEM in 1D.
Theorem 3 (Error estimates for source problem). Let u ∈ C 0 (Ω) be the solution of (2.15) and assume that u| Ωj ∈ H p+1 (Ω j ) for j = 0, 1. Assuming that u h ∈ V h is the solution of the source problem (3.7) where V h is the p-th order SGFEM approximation space, then there holds
Proof. Using the coercivity and boundedness of the bilinear form a(·, ·) in (4.5) and the Galerkin orthogonality (from (2.16) and (3.7)), the Cea's Lemma yields
Applying Lemma 2 with the (discrete) Poincaré-Friedrichs inequality, (see for example [2, 46] ) completes the proof.
Error estimation for the eigenvalue problem
The goal of this section is to perform the error analysis of the discrete eigenvalue problem (3.1) by using the abstract theory outlined in Section 4.1 in the Hilbert space
(Ω) be the exact solution and adjoint solution operators defined in Section 2.3.
(Ω) be the SGFEM discrete solution and adjoint solution operators defined in 3.2. In order to apply the abstract theory from Section 4.1, we first quantify the smoothness of the functions in the subspaces G µ and G * µ defined in (4.2) and assume that there is a constant C so that
Now we present the following error estimates.
Theorem 4 (Error estimate on eigenvalues).
Let µ ∈ σ(T ) \ {0} with ascent ς and algebraic multiplicity ̺ and µ h,j be approximated eigenvalues, there holds
where C is a constant, depending on µ (and on the mesh regularity, the polynomial degree p and the domain Ω) but independent of the mesh-size h.
Proof. We estimate each term on the right-hand side of (4.3). Firstly, for φ ∈ G µ and ψ ∈ L, the Cauchy-Schwarz inequality gives
where the smoothness assumption (4.22) and Theorem 3 yields the estimate
Similarly, for φ ∈ L and ψ ∈ G * µ , one obtains
Secondly, for φ ∈ G µ and ψ ∈ G * µ , using definitions (3.8) and (3.9), Galerkin orthog-onality, and boundedness (4.5), we calculate 27) from which the smoothness assumption (4.22) and Theorem 3 yield the estimate
Now combining all the estimates (4.25), (4.26), and (4.28) with Theorem 1 completes the proof.
Remark 3 (Error estimate on eigenvalues). Since the eigenvalues λ and λ h associated with (2.13) and (3.1), respectively, are such that λ = µ −1 and λ h = µ
h , we infer that the same estimate as in Theorem 4 holds true for the error between λ and λ h . Now we present a preliminary result on the eigenfunction error estimate.
Lemma 3 (Eigenfunction error estimate in L
2 ). Let µ ∈ σ(T ) \ {0} with ascent ς and algebraic multiplicity ̺. Let u h,j ∈ V h be a unit vector in ker(µ h,j I − T h ) ℓ for some positive integer ℓ ≤ ς. Then, for any integer ̺ with ℓ ≤ ̺ ≤ ς, there is a unit vector
where C is a constant depending on µ but independent of h.
Proof. Combining the estimate (4.25) with Theorem 2 completes the proof.
Theorem 5 (Eigenfunction error estimate in H 1 ). Assume that ς = m = 1 for the exact eigenvalue µ. Since µ h is simple, we drop the index j for the approximate eigenfunction
Proof. The coercivity (4.5) and the Pythagorean eigenvalue error identity (see [29, 40, 42] ) gives
which completes the proof by using Theorem 4 and Lemma 3.
Numerical experiments
In this section, we present the numerical validation of the standard FEM and SGFEM applied to both the source problem and the eigenvalue problem with an interface. If the interface is at one of the nodes in a mesh configuration, that is, a fittingmesh, then no enrichment is needed, hence one uses the standard FEM [32] . SGFEM is robust for non-fitting meshes. In the following numerical experiments, we utilize nonfitting meshes and discretize the domain uniformly. Let ρ p denote the convergence rate for p-th order approximation and we study the convergence behaviors as follows.
Source problem
We consider the source problem (2.15) with the manufactured solution
where γ = 1/3, κ 0 (x) = 1, κ 1 (x) = 4 and f (x) is the source function satisfying (2.15). This solution is C 0 but not C 1 at the interface x = γ. Thus, for non-fitting meshes, it is expected that the standard FEM solutions converge at a rate of h 1/2 in H 1 semi-norm for arbitrary order p.
We perform a uniform discretization of the domain into N = 10, 20, · · · , 160 elements. With these mesh configurations, the interface is alway located inside an element, hence they are non-fitting meshes. Table 1 shows the H 1 semi-norm errors of FEM and SGFEM solutions. For p = 1, 2, 3, the H 1 semi-norm errors of the standard FEM solutions converge at an approximate rate of h 1/2 while those of SGFEM solutions converge optimally at rates of h p , which validates Theorem 3. 
Eigenvalue problems
In this section, we consider the eigenvalue problem (2.1) with two cases where the exact eigenpairs are given in subsections 2.1.2 and 2.1.3, that is, we consider the following two examples.
• Example 1: Eigenvalue problem (2.1) with γ = 1/3 and η = 4 as in subsection 2.1.2. We choose this case because that (1) the exact eigenpairs are known, (2) the eigenfunction u j is C 1 continuous for j = 1, 3, · · · while only C 0 for j = 2, 4, · · · .
• Example 2: Eigenvalue problem (2.1) with γ = 1/π and η = e 2 as in subsection 2.1.3. We choose this case as both γ and η are transcendental numbers and x = γ is never a node on a uniform mesh. All the eigenfunctions are only C 0 at the interface. 15 We discretize the domain Ω = [0, 1] into N = 100 uniform elements. Figure 1 shows the comparison of the first eigenfunction u 1 for Example 1 when approximated by the standard FEM and SGFEM with linear elements, while Figure 2 shows that of the fourth eigenfunction u 4 . Since u 1 is C 1 at the interface, Figure 1 shows that both standard FEM and SGFEM approximate u 1 equally well when using linear elements.
SGFEM approximates u 1 slightly better when looking into the eigenfunction errors in both H 1 semi-norm (see Table 4 ) and L 2 norm (see Table 5 ). We will discuss this in more detail when we present the tables of errors. Since u 4 is only C 0 at the interface, Figure 2 shows that SGFEM outperforms the standard FEM significantly. Now we collect the relative eigenvalue errors, which is defined as
, where λ is the exact eigenvalue. Table 2 shows the relative eigenvalue errors of λ 1 , λ 4 , and λ 8 when using both FEM and SGFEM with linear, quadratic, and cubic elements for Example 1, while Table 3 shows those of Example 2. Both tables show that SGFEM outperforms FEM consistently. When using FEM, the eigenvalue errors converge at an optimal rate only when using linear elements for C 1 eigenfunctions, that is λ 1 of Example 1 (see Table  2 ). For all the scenarios, the eigenvalue errors when using SGFEM converge at optimal rates, that is h 2p . This validates the theoretical eigenvalue error estimate in Theorem 4. Now we present the corresponding eigenfunction errors. We focus on Example 1 and collect both H 1 semi-norm and L 2 norm errors. Table 4 shows the first, fourth, and eighth eigenfunction errors in H 1 semi-norm when using both FEM and SGFEM with linear, quadratic, and cubic elements, while Table 5 shows the errors in L 2 norm. Similarly, both tables show that SGFEM leads to significantly smaller errors, hence outperforms FEM consistently. Since u 1 is C 1 at the interface, this C 1 regularity helps deliver optimal error convergence rates when using linear FEM. For all the scenarios, the eigenfunction errors Table 3 : Relative eigenvalue errors for Example 2 using both FEM and SGFEM with p = 1, 2, 3 for the first, fourth, and eighth eigenvalues.
in both H 1 semi-norm and L 2 norm when using SGFEM converge at optimal rates, that is h p and h p+1 , respectively. This validates the theoretical eigenfunction error estimate (in H 1 semi-norm) in Theorem 5.
Concluding remarks
In this paper, we focus on 1D and study the numerical approximation of eigenvalue problem with interfaces. We first generalize and develop arbitrary order SGFEMs for the interface source problem. Optimal error estimates in both H 1 semi-norm and L 2 norm are established. We then apply the abstract theory of the spectral approximation of compact operators to establish the eigenvalue and eigenfunction errors. Extension of this arbitrary order SGFEM to multiple dimensions is a challenging task. The key is to enrich the standard FEM space with enrichments which lead to a space containing a piecewise p-th order polynomial that interpolates the exact solution in an optimal fashion. In 1D, this is to show the existence of such enrichment satisfying (4.14) in Lemma 2. In multiple dimensions, to develop high order SGFEMs, it is challenging to develop the enrichments such that (1) satisfy this existence condition (2) the conditioning number of the resulting stiffness matrix is not significantly larger than that of standard FEM. Another direction of future work is the development of isogeometric elements Table 4 : Eigenfunction errors in H 1 semi-norm for Example 1 using both FEM and SGFEM with p = 1, 2, 3 for the first, fourth, and eighth eigenfunctions.
for the interface problems. In general, for eigenvalue problem without an interface, isogeometric elements improve the spectral approximation significantly due to the high continuities of the isogeometric basis functions. However, these high continuities pose new challenges to develop enrichments for the problems with interfaces. Table 5 : Eigenfunction errors in L 2 norm for Example 1 using both FEM and SGFEM with p = 1, 2, 3 for the first, fourth, and eighth eigenfunctions.
