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APPROXIMATELY CERTIFYING THE RESTRICTED
ISOMETRY PROPERTY IS HARD
JONATHAN WEED
Abstract. Amatrix is said to possess the Restricted Isometry Property (RIP)
if it acts as an approximate isometry when restricted to sparse vectors. Pre-
vious work has shown it to be np-hard to determine whether a matrix possess
this property, but only in a narrow range of parameters. In this work, we show
that it is np-hard to make this determination for any accuracy parameter,
even when we restrict ourselves to instances which are either RIP or far from
being RIP. This result implies that it is np-hard to approximate the range
of parameters for which a matrix possesses the Restricted Isometry Property
with accuracy better than some constant. Ours is the first work to prove such
a claim without any additional assumptions.
1. Introduction
The field of compressed sensing, inaugurated by the seminal work of Cande`s and
Tao [10] and Donoho [12], offers an attractive and powerful set of techniques for
reconstructing sparse data on the basis of very few measurements. Implementing
compressed sensing techniques in practice involves taking measurements according
to a matrix with special properties. The most widely known such property is the re-
stricted isometry property [9], which requires that the matrix act as an approximate
isometry when restricted to sparse vectors.
Definition 1. A matrix X ∈ Rn×p possesses the (k, δ)-restricted isometry property
if it satisfies
(1) (1 − δ)‖u‖2 ≤ ‖Xu‖2 ≤ (1 + δ)‖u‖2
for all u ∈ Rp with a most k nonzero entries, where ‖ · ‖ denotes the ℓ2 norm on
R
p. In this case, we write X ∈ rip(k, δ).
We call vectors with at most k nonzero entries k-sparse. A matrix possessing the
(k, δ)-restricted isometry property for appropriate k and δ can be shown to be a
good measurement matrix for compressed sensing. For example, Cande`s showed [9]
that if X ∈ rip(2k, δ) for δ < √2− 1, then an ℓ1 minimization procedure used with
the matrix X exactly recovers k-sparse vectors. This result has been sharpened
considerably in the intervening years: Cai and Zhang showed [7, 8] that an ℓ1
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minimization procedure used with X succeeds in recovering k-sparse vectors if X ∈
rip(k, δ) for δ < 1/3 or X ∈ rip(⌈tk⌉, δ) for any t ≥ 4/3 and δ <
√
(t− 1)/t.
Finding rip matrices in the most interesting range of parameters is an object
of active study. Constructing such matrices deterministically is a hard problem [3,
6, 11], but there are several very simple random methods known to generate rip
matrices with high probability [4, 15]. The fact that these randomized algorithms
have a small probability of failure motivates the question of certifying whether a
given matrix is rip:
Problem 1. Given a matrix X , a positive integer k, and δ > 0, is X ∈ rip(k, δ)?
While previous work has shown Problem 1 to be computationally hard, these
works leave open the question of whether Problem 1 is np-hard for a range of
parameters which are relevant to practical applications. (See Section 1.4 for a fuller
account.) In particular, earlier work has only been able to show the np-hardness of
deciding whether X ∈ rip(k, δ) for δ = 1 − o(1). By contrast, the correct question
in practice is to decide whether X ∈ rip(k, δ) for some constant δ.
Earlier work has also largely focused on the exact question of being able to
distinguish the two alternativesX ∈ rip(k, δ) andX /∈ rip(k, δ), which in particular
requires being able to make this determination even for matrices that are not in
rip(k, δ) but are nonetheless very close to being so. In practice, this question
may be unnecessarily precise, and it may suffice to know the approximate range
of parameters for which a matrix possesses the restricted isometry property and
thereby circumvent the problem of testing membership in rip(k, δ) for matrices
near the boundary of the set.
If we wish to find a matrix X ∈ rip(k, δ) and are willing to accept matrices
for which this condition holds approximately, a modest goal would be to be able
to check whether X ∈ rip(k′, δ′) for some much weaker set of parameters k′ ≪ k
and δ′ ≫ δ. If X /∈ rip(k′, δ′), then X is “very far” from being in rip(k, δ) and
so can be confidently discarded. Designing such a procedure merely requires being
able to tell the difference between matrices in rip(k, δ) and matrices that are far
from being in rip(k, δ), in the sense that they are not even in rip(k′, δ′). Since the
matrices in these two classes are very different, we might hope that distinguishing
between these cases is possible even if Problem 1 is computationally hard.
We formalize this idea by proposing the following modification of Problem 1:
Problem 2. Fix constants δ ∈ (0, 1) and λ1, λ2 > 1. Given a matrix X and
positive integer k, distinguish X ∈ rip(k, δ) from X /∈ rip(k/λ1, λ2δ).
Note that we do not require our procedure to do anything in particular when
presented with a matrix for which neither case holds. Equivalently, we could assume
that we are promised a priori that the matrix under consideration is either in
rip(k, δ) or not in rip(k/λ1, λ2δ). Problem 2 is therefore easier than Problem 1,
since all that we seek is a procedure to distinguish between two very different
situations. Problem 2 is known as a gap problem in the computational complexity
literature; more details about problems of this type appear in Section 1.1.
In this work, we show that for all δ ∈ (0, 1) there exist λ1, λ2 > 1 such that
Problem 2 is np-hard. This immediately establishes the np-hardness of Problem 1
as well, since it implies that even if X ∈ rip(k, δ), we nevertheless cannot efficiently
certify that it satisfies the weaker condition X ∈ rip(k/λ1, λ2δ).
We also consider the following two related problems.
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Problem 3. Given a matrix X and δ > 0, find the largest positive integer k such
that X ∈ rip(k, δ).
Problem 4. Given a matrix X and positive integer k, find the smallest δ > 0 such
that X ∈ rip(k, δ).
Our results show that Problems 3 and 4 are hard to solve even approximately.
1.1. Gap hardness. Gap problems are part of a broader class of promise problems,
where the input is guaranteed to fall into one of two classes. In a gap problem,
these two classes are assumed to be well separated. Concretely, given a general
optimization problem of the form
(2) max
x∈X
f(x) ,
a threshold t, and a constant c > 1, the c-gap problem is to distinguish between
max
x∈X
f(x) < t/c and max
x∈X
f(x) ≥ t ,
where we have been promised that one of the two situations holds. If this gap
problem is np-hard, then it is clearly np-hard to find a c-multiplicative approxi-
mation to (2). For this reason, gap hardness results immediately imply that the
corresponding approximation problem is also hard [23].
To establish the np-hardness of Problem 2, we produce a reduction from an np-
hard gap problem and show that the reduction preserves the gap between classes.
We reduce from a problem known as “max positive 1-in-3 sat.”
Definition 2. Given boolean variables x1, . . . , xk, the predicate exactly one (E1)
is given by
E1(x1, . . . , xk) =
{
T if exactly one of x1, . . . , xk is true
F otherwise.
A max positive 1-in-3 sat instance is a set of E1 clauses {c1, . . . , cm} each
containing at most 3 variables from a set {x1, . . . , xn}. The word “positive” is used
to stress that all variables appear in positive form. If E1(ci) = T , we say that clause
i is satisfied. In this work, we will consider instances with a further restriction.
Definition 3. A instance of max positive 1-in-3 sat is 6-bounded if each variable
appears in at most six clauses.
Given an instance φ of 6-bounded max positive 1-in-3 sat and an assignment x ∈
{T, F}n, denote by val(φ,x) the proportion of clauses satisfied by the assignment
x. Finally, define
val(φ) := max
x∈{T,F}n
val(φ,x) .
If val(φ) = 1, that is, if there is an assignment satisfying all clauses, we say that φ
is satisfiable.
Our reduction is based on the following proposition.
Proposition 1. There exists a constant α such that, given a 6-bounded max positive
1-in-3 sat instance φ, it is np-hard to distinguish between val(φ) = 1 and val(φ) <
(1−α). Moreover, the instances φ under consideration can be restricted to contain
exactly 9/13 as many clauses as variables.
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A proof of Proposition 1 appears in the Appendix. It is well known that deciding
whether an instance φ is satisfiable is an np-complete problem [20], and the gap
hardness of max positive 1-in-3 sat (without the 6-boundedness condition) is proved
in [16]. Hardness problems of this type were first officially stated in [19], and their
np-hardness follows from the celebrated pcp Theorem [1].
1.2. Main result. We show the following gap hardness result for Problem 2.
Theorem 1. For all δ ∈ (0, 1) there exist constants λ1, λ2 > 1 such that, given a
matrix X and sparsity parameter k, it is np-hard to decide whether X ∈ rip(k, δ)
or X 6∈ rip(k/λ1, λ2δ). Moreover, the claim holds even when restricted to matrices
X satisfying ‖Xu‖2 ≤ (1 + δ)‖u‖2 for all u.
For λ1, λ2 > 1, the condition that X ∈ rip(k/λ1, λ2δ) is weaker than X ∈
rip(k, δ), since the bounds in Equation (1) are weaker and the sparsity condition
is stronger, so that Equation (1) is required to hold for a smaller set of vectors.
Theorem 1 says that even if X satisfies the strong condition X ∈ rip(k, δ), it is
hard to even certify that it satisfies the weak condition X ∈ rip(k/λ1, λ2δ). The
restriction to X such that ‖Xu‖2 ≤ (1+δ)‖u‖2 implies that Proplem 2 is hard even
when only the lower bound of (1) is in question. We focus on this case because
the lower bound of (1) is more important in compressed sensing applications [5,
Remark 1].
Theorem 1 implies the following hardness of approximation results.
Corollary 1. There exists a constant λ1 > 1 such that it is np-hard to solve
Problem 3 to within a λ1 factor.
Proof. Fix an arbitrary δ ∈ (0, 1), and let λ1 and λ2 be the corresponding constants
appearing in the statement of Theorem 1. Given a matrix X and desired sparsity
parameter k, let k∗ be the largest positive integer such that X ∈ rip(k∗, λ2δ).
If X ∈ rip(k, δ) ⊆ rip(k, λ2δ), then k∗ ≥ k. If X /∈ rip(k/λ1, λ2δ), then k∗ <
k/λ1. A procedure to find k
′ such that k′ ∈ [k∗/λ1, k∗] would therefore yield a
procedure to distinguish X ∈ rip(k, δ) from X /∈ rip(k/λ1, λ2δ), which is np-hard
by Theorem 1. 
Corollary 2. There exists a constant λ2 > 1 such that it is np-hard to solve
Problem 4 to within a λ2 factor.
Proof. The proof is identical to the proof of Corollary 1. Fix an arbitrary δ ∈
(0, 1), and let λ1 and λ2 be the corresponding constants appearing in the statement
of Theorem 1. Given a matrix X and desired sparsity parameter k, let δ∗ be
the smallest positive constant such that X ∈ rip(k/λ1, δ∗). If X ∈ rip(k, δ) ⊆
rip(k/λ1, δ), then δ
∗ ≤ δ. If X /∈ rip(k/λ1, λ2δ), then δ∗ > λ2δ. A procedure to
find δ′ such that δ′ ∈ [δ∗, λ2δ∗] would yield a procedure to distinguish X ∈ rip(k, δ)
from X /∈ rip(k/λ1, λ2δ), which is np-hard by Theorem 1. 
1.3. Proof strategy. Suppose we have an instance φ of 6-bounded positive 1-in-3
sat with n variables and m clauses. Given such an instance, define the m × n
matrix Φ:
(3) Φij =
{
1 if variable j appears in clause i,
0 otherwise.
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Any vector v ∈ {0, 1}n can be interpreted as an assignment of true and false to n
variables, where vj = 1 if variable j is true, and vj = 0 otherwise. Given such a
vector, the definition of Φ implies
(Φv)i = 1 ⇐⇒ clause i contains exactly one true variable
⇐⇒ clause i is satisfied .
We obtain that φ is satisfiable if and only if there exists a 0-1 vector v such
that Φv = 1, the all-ones vector. On the other hand, if val(φ) < 1 − α, then
‖Φv − 1‖2 > αm for all v ∈ {0, 1}n. In summary,
val(φ) = 1 ⇐⇒ min
v∈{0,1}n
‖Φv − 1‖2 = 0
val(φ) < 1− α ⇐⇒ min
v∈{0,1}n
‖Φv − 1‖2 > αm .
In other words, being able to compute
(4) min
v∈{0,1}n
‖Φv − 1‖2
would immediately yield a procedure to check whether val(φ) = 1 or val(φ) < 1−α.
Under the assumption that computing val(φ) is intractable, we obtain that the
problem in (4) must also be hard to solve. Moreover, the gap hardness of computing
val(φ) implies that finding an approximation to (4) is np-hard.
Given a vector u, denote by ‖u‖0 the number of nonzero entries of u. We will
construct a matrix X and sparsity parameter k such that the value of
(5) min
u:‖u‖=1,‖u‖0≤k
‖Xu‖
is approximately the same as the value of (4), up to an additive shift.
The matrix X we construct will contain a rescaled version of Φ as a submatrix.
The remaining entries of X will be chosen in such a way to ensure that the sparse
vectors u for which ‖Xu‖2 is minimized are approximately 0-1 vectors, and hence
correspond approximately to feasible vectors v in (4). Then, we will argue that for
0-1 vectors, the values of (4) and (5) are equal up to an additive shift. By carefully
controlling the errors at every step, we show knowledge of the value of (5) up to
some constant level of accuracy would imply the ability to solve (4), and hence the
ability to estimate val(φ). The hardness of the latter program then completes the
proof.
1.4. Prior work. Several papers have shown Problem 1 to be computationally
intractable under a number of different assumptions [2, 17, 18, 22, 24].
In [17], the authors analyze a problem similar to our Problem 2. They obtain a
variety of hardness results for the problem of distinguishing between X ∈ rip(k, δ)
and X /∈ rip(k′, δ′) under a variety of assumptions, which are plausible but nev-
ertheless stronger than p 6= np. Their results suggest that distinguishing between
X ∈ rip(k, δ) and X /∈ rip(k′, δ′) is computationally hard, at least when |δ − δ′|
approaches zero as the size of the instance increases.
Another line of work has succeeded in showing that rip certification is np-hard
without requiring additional assumptions. The first two papers to prove the np-
hardness of Problem 1 [2, 22] both rely on the fact that given a matrix X ∈ Rn×p
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and a sparsity parameter k, it is np-hard to certify whether the kernel of X contains
a nonzero k-sparse vector. When no such vector exists, one can show
‖Xu‖2 ≥ 2− poly(n,p)‖u‖2 for all k-sparse u .
These reductions therefore show that certifyingX ∈ rip(k, δ) is hard when δ = 1−ε
for some ε that is exponentially small in n and p.
The above results establish that it is np-hard to determine whetherX ∈ rip(k, δ)
even when only the lower bound of (1) is in question. As noted in Section 1.2, it
is the lower bound that is more important for compressed sensing applications.
However, [22] also show that certifying that a matrix X satisfies the upper bound
in (1) is strongly np-hard via a separate reduction from the Clique problem. Their
reduction establishes that it is hard to distinguish between the case that
‖Xu‖2 = (n2 + k − 1)‖u‖2 for some k-sparse u
and
‖Xu‖2 ≤ (n2 + k − 1− o(1))‖u‖2 for all k-sparse u .
The work most similar to ours is [18], in which the authors raised the same
objections we do about the restrictiveness of Problem 1. They prove that Problem 2
is hard under the small-set expansion hypothesis (see [18] for a definition), which
asserts that a particular graph problem is np-hard to approximate. Our work
establishes this result without requiring this extra hypothesis.
One very interesting direction of recent work has de-emphasized the worst-case
nature of the above results. Instead, motivated by the fact that many random
constructions are known to generate matrices possessing the restricted isometry
property with high probability [4, 15], the paper [24] considered the important
question of whether Problem 1 is hard on average. Their proof establishes that
Problem 1 is hard for a natural random model under a hypothesis known as the
planted dense subgraph assumption. Whether their techniques can be extended to
Problems 2–4 is an open question.
2. Proof of main theorem
In this section, we prove Theorem 1, which we recall below.
Theorem 1. For all δ ∈ (0, 1) there exist constants λ1, λ2 > 1 such that, given a
matrix X and sparsity parameter k, it is np-hard to decide whether X ∈ rip(k, δ)
or X 6∈ rip(k/λ1, λ2δ). Moreover, the claim holds even when restricted to matrices
X satisfying ‖Xu‖2 ≤ (1 + δ)‖u‖2 for all u.
We first prove the statement for a specific choice of δ, and later show how the
proof can be extended to all δ ∈ (0, 1). We note that while the matrices con-
structed in the main reduction of Theorem 1 have more rows than columns, we
show in Section 2.6 how to extend the results to square matrices and matrices with
more columns than rows, which are the shapes relevant for compressed sensing
applications.
2.1. Proof overview. The reduction is from 6-bounded positive 1-in-3 sat. By
Proposition 1, there exists a constant α such that it is np-hard to distinguish
satisfiable 6-bounded positive 1-in-3 sat instances from instances in which only a
1− α fraction of clauses are satisfiable.
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We show that there exist three positive constants c1, c2, and c3 with c2 > 1
such that, given φ with n variables and m clauses, we can construct a matrix
X˜ ∈ R(4n+m)×3n with the following three properties:
(1) The matrix X˜ has operator norm at most c1.
(2) If val(φ) = 1, then there exists a vector u with ‖u‖0 = 2n such that
‖X˜u‖2 = 1
2
‖u‖2 .
(3) If val(φ) < 1− α, then every vector u with ‖u‖0 ≤ 2c2n satisfies
‖X˜u‖2 ≥ 1 + c3
2
‖u‖2 .
Given X˜ with the above three properties, consider the matrix X = 1
c1
X˜. By
Property 1, ‖Xu‖2 ≤ ‖u‖2 for all vectors u. Choose δ = 1− 1+c3
2c2
1
and λ2 =
2c21
2c2
1
−c3
.
We obtain the following: if val(φ) < 1− α, then for all u such that ‖u‖0 ≤ 2c2n,
‖Xu‖2 ≥ 1 + c3
2c21
‖u‖2 = (1− δ)‖u‖2 .
Conversely, if val(φ) = 1 then there exists a u satisfying ‖u‖0 = 2n such that
‖Xu‖2 = 1
2c21
‖u‖2 < (1− λ2δ)‖u‖2
In other words, letting k = 2c2n and λ1 = c2 yields
val(φ) < 1− α =⇒ X ∈ rip(k, δ)
val(φ) = 1 =⇒ X /∈ rip(k/λ1, λ2δ) .
Since it is np-hard to distinguish between val(φ) = 1 and val(φ) < 1− α, is is also
np-hard to distinguish between X ∈ rip(k, δ) and X /∈ rip(k/λ1, λ2δ).
The matrix X˜ is defined in Section 2.2. We first verify Properties 1 and 2, and
then in Section 2.3 reduce the verification of Property 3 to verifying two conditions
on the minimizer of the program given in (7). We verify these conditions in Sec-
tion 2.4. Finally, we show how to extend the proof to general δ in Section 2.5, and
to matrices of other shapes in Section 2.6.
2.2. Definition of X˜. Let ε and ξ be small rational constants to be chosen later,
with ξ ≪ ε < 1.
Given a 6-bounded 1-in-3 sat instance φ with n variables and m clauses, define
Φ ∈ Rm×n as in (3). Let I be the n × n identity matrix and 1 the all-ones vector
of length n, and define
P = I − 1
n
11
⊤ .
P is an orthogonal projection onto the subspace orthogonal to 1. Let X˜ ∈ R(4n+m)×3n
be the following matrix:
(6) X˜ =


I 0 0
0 I 0
0 0 ξ−1P
ξ−1I ξ−1I −ξ−1I
εΦ 0 −εI ′

 ,
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where I ′ is the n × n identity matrix truncated to have only m rows. The entries
of this matrix are rational constants with bit complexity independent of the size of
X , so X˜ can be constructed in polynomial time given the input instance φ.
Call a vector u ∈ {0, 1}3n an assignment vector if
ui + ui+n = 1 for 1 ≤ i ≤ n,
uj = 1 for 2n < j ≤ 3n.
We can interpret such vectors as true-false assignments to n variables by setting
xi = T if ui = 1 and xi = F if ui+n = 1.
Proposition 2. If u is an assignment vector, then ‖u‖2 = ‖u‖0 = 2n and
n+ ε2αm ≤ ‖X˜u‖2 ≤ n+ 4ε2αm ,
where α is the proportion of clauses in φ not satisfied by the true-false assignment
corresponding to u. Moreover, if no clause in φ contains three true variables, then
the lower bound holds with equality.
Proof. To evaluate X˜u, we write
X˜u =


y1
y2
y3
y4
y5

 ,
where y1, . . . , y4 ∈ Rn and y5 ∈ Rm. Clearly ‖y1‖2 + ‖y2‖2 = n. Since P1 = 0 by
definition, y3 = 0. Likewise, y4 = 0 because ui + ui+n = 1 for 1 ≤ i ≤ n. Write
u+ ∈ Rn for the vector consisting of the first n coordinates of u. By definition of
Φ, we have
‖y5‖2 = ε2‖Φu+ − 1‖2 .
If the jth clause of φ is satisfied by the assignment corresponding to u, then
(Φu+)j = 1; otherwise, 1 ≤ |(Φu+)j − 1| ≤ 2. Therefore
αm ≤ ‖Φu+ − 1‖2 ≤ 4αm .
If no clause in φ contains three true variables, then |(Φu+)j − 1| ≤ 1 for all j ∈ [m],
so the lower bound holds with equality. 
With this choice of X˜, Properties 1 and 2 are easy to establish.
Proposition 3. If val(φ) = 1, then there exists a u ∈ R3n such that ‖u‖0 = 2n
and
‖X˜u‖2 = 1
2
‖u‖2 .
Proof. It suffices to produce a vector u such that ‖u‖2 = ‖u‖0 = 2n and
‖X˜u‖2 = n .
Let u be the assignment vector corresponding to a satisfying assignment of φ.
Applying Proposition 2 yields the claim. 
Proposition 4. The matrix X˜ defined in Equation (6) has operator norm at most
3ξ−1.
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Proof. We employ the following upper bound on the size of the largest singular
value due to Schur [21], which is well known (see, e.g., [14]). If ri is the ℓ1 norm of
the ith row and cj the ℓ1 norm of the jth column, then
‖X˜‖2op ≤ max
i,j
ricj .
It is then easy to check that ri ≤ 3ξ−1 and cj ≤ 3ξ−1. The claim follows. 
2.3. Proof of Property 3. The remainder of the proof is dedicated to showing
that Property 3 holds with c2 = 1 + ξ
2 and c3 to be specified. For simplicity, we
consider vectors u satisfying ‖u‖2 = 2n. In what follows, let
(7) w ∈ argmin
u:‖u‖2=2n,‖u‖0≤2(1+ξ2)n
‖X˜u‖2 .
Since w and −w are both minimizers, we assume without loss of generality that w
is such that the average value of the last n entries is nonnegative.
We aim to show that, if val(φ) < 1− α, then
(8) ‖X˜w‖2 ≥ (1 + c3)n
for some constant c3.
Proposition 2 implies that the value of ‖X˜u‖ for an assignment vector is directly
related to the number of satisfied clauses in the true-false assignment corresponding
to u. To show (8), we will argue that w is “approximately” an assignment vector,
so that ‖X˜w‖ can still be controlled by val(φ). We interpret w ∈ R3n as the con-
catenation of three vectors w+, w−, and v in Rn. To show that w is approximately
an assignment vector, we need to show that v is close to the all-ones vector, that
w+ + w− is also close to the all-ones vector, and that w+ and w− have almost
disjoint support.
Call variable i good if exactly one of w+i and w
−
i is zero, and the other lies in
the interval (2/3, 4/3). Call clause j good if all the variables it contains are good
and vj lies in the interval (5/6, 7/6). Call a clause bad if it is not good.
Proposition 5. Let w be a minimizer in (7). Suppose that there exist positive
constants β and γ such that the following two properties hold:
• ‖w+‖2 + ‖w−‖2 ≥ (1− β)n
• There are at most γn bad clauses.
Let
ρ =
ε2
36
(
9
13
α− γ
)
− β .
If ρ > 0, then Property 3 holds with c2 = 1 + ξ
2 and c3 = ρ.
Proof. As in the proof of Proposition 2, write
X˜w =


y1
y2
y3
y4
y5

 ,
Then
‖y1‖2 + ‖y2‖2 = ‖w+‖2 + ‖w−‖2 ≥ (1− β)n .
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Denote by ϕ the 1-in-3 sat instance consisting only of the good clauses in φ. The
vector w induces a true-false assignment to the variables in φ in the following way:
if the ith variable appears in ϕ, then it is good, so exactly one of w+i and w
−
i is
zero. Set this variable to true if w+i 6= 0, and false otherwise. Any assignment to
the variables of φ must fail to satisfy at least αm clauses, therefore this assignment
to the variables of ϕ must fail to satisfy at least αm− γn clauses.
Suppose that clause j appears in ϕ and is not satisfied by the true-false assign-
ment corresponding to w. Then clause j contains either no true variables or at
least two true variables. In the former case, (y5)j = −εvj < −5ε/6. In the latter,
(y5)j > 4ε/3− εvj > ε/6. We obtain in either case that (y5)2j > ε2/36. Summing
over the unsatisfied clauses in ϕ yields ‖y5‖2 > (ε2/36)(αm− γn).
We obtain
‖X˜w‖2 ≥ ‖y1‖2 + ‖y2‖2 + ‖y5‖2
> (1 − β)n+ (ε2/36)(αm− γn)
= (1 + ρ)n .
Since w was a minimizer of (7), Property 3 holds with c2 = 1 + ξ
2 and c3 = ρ,
as claimed. 
2.4. Verification of conditions of Proposition 5. In order to verify the con-
ditions of Proposition 5, we require several lemmas about the vector w. Lemma 1
establishes that both v and w+ + w− are close to multiples of 1.
Lemma 1. Let v = 1
n
1
⊤v. The following bounds hold:
n∑
i=1
(vi − v)2 < 2ξ2n ,
n∑
i=1
(w+i + w
−
i − v)2 < 8ξ2n ,
v2 > 1− 3ε2 .
Lemma 2 establishes that for most i ∈ [n], exactly one of w+i and w−i is nonzero.
Lemma 2. Let
I = {i : w+i 6= 0, w−i 6= 0}
J = {j : w+j = 0, w−j = 0} .
If ε2 < 1/6, then
|I|+ |J | < 38ξ2n .
Proofs of both lemmas appear in the Appendix.
With these lemmas in hand, we now show that the two conditions of Proposition 5
are satisfied for appropriate choices of β and γ. We first show that ‖w+‖2+‖w−‖2 ≈
n. The proof is based on a simple observation: Lemma 1 shows that w+ +w− and
v are close, and Lemma 2 shows that w+ and w− have almost disjoint support.
Together, these two facts imply that 2(‖w+‖2+‖w−‖2) ≈ ‖w+‖2+‖w−‖2+‖w++
w−‖2 ≈ ‖w+‖2 + ‖w−‖2 + ‖v‖2 = 2n.
Proposition 6. If ε2 < 1/6, then
‖w+‖2 + ‖w−‖2 > (1− 25ξ)n .
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Proof. As in Lemma 2, let
I = {i : w+i 6= 0, w−i 6= 0}
J = {j : w+j = 0, w−j = 0} .
Let S = [n] \ (I ∪ J). If i ∈ S, then exactly one of w+i and w−i is nonzero, so∑
i∈S(w
+
i + w
−
i )
2 =
∑
i∈S(w
+
i )
2 + (w−i )
2 ≤ ‖w+‖2 + ‖w−‖2.
Expanding the square yields
(w+i + w
−
i )
2 = v2 + (w+i + w
−
i − v)2 + 2v(w+i + w−i − v)
≥ v2 − 2v · |w+i + w−i − v| ,
whence the lower bound
‖w+‖2 + ‖w−‖2 ≥
∑
i∈S
(w+i + w
−
i )
2
≥ |S|v2 − 2v
∑
i∈S
|w+i − w−i − v|
> |S|v2 − 4
√
2ξnv ,(9)
where the third inequality follows from the Cauchy-Schwarz inequality and Lemma 1.
On the other hand, Lemma 1 and the fact that ‖w+‖2 + ‖w−‖2 + ‖v‖2 = 2n imply
‖w+‖2 + ‖w−‖2 = 2n− ‖v‖2 = 2n− nv2 −
n∑
i=1
(vi − v)2
> 2n− nv2 − 2ξ2n .(10)
Summing (9) and (10) and using the fact that |S| > n− 38ξ2n by Lemma 2 yields
‖w+‖2 + ‖w−‖2 ≥ n− 19ξ2nv2 − ξ2n− 2
√
2ξnv .
Finally, we apply the fact that nv2 ≤ ‖v‖2 ≤ 2n and the assumption that ξ < ε <
1/2 to conclude
‖w+‖2 + ‖w−‖2 ≥ n− 39ξ2n− 4ξn > n− 25ξn.

Finally, we show that most clauses are good. Again, the proof follows from an
easy calculation: we show that v is close to 1, and Lemma 1 implies that w+i +w
−
i
and vi are both close to v for all i ∈ [n].
Proposition 7. If ε2 ≤ 1/25 and ξ ≤ 1/200, then there are at most 1284ξ2n bad
clauses.
Proof. Recall that, by assumption, v ≥ 0. We first show
(11) |v − 1| < 1/12 .
Lemma 1 implies v2 > 1−3ε2 ≥ 22/25, so v > 11/12. By convexity, nv2 ≤ ‖v‖2,
and Proposition 6 implies that ‖v‖2 ≤ (1 + 25ξ)n. Therefore v2 ≤ 1 + 25ξ ≤ 9/8
and v < 13/12.
We now show that most entries of v and w+ + w− are near 1. Let
L = {ℓ : |vℓ − 1| > 1/6} ,
K = {k : |w+k + w−k − 1| > 1/3} .
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If ℓ ∈ L, then (11) implies (vℓ − v)2 ≥ (|vℓ − 1| − |v − 1|)2 > 1/144. Likewise, if
k ∈ K, then (w+k +w−k − v)2 ≥ (|w+k +w−k − 1| − |v − 1|)2 > 1/16. Summing these
inequalities over ℓ ∈ L and k ∈ K, respectively, and applying Lemma 1 yields
|L| < 144
n∑
i=1
(vi − v)2 < 288ξ2n ,(12)
|K| < 16
n∑
i=1
(w+i − w−i − v)2 < 128ξ2n .(13)
By Lemma 2 and (13), there exists a set G ∈ [n] of size at least (1 − 166ξ2)n
such that for all i ∈ G:
• Exactly one of w+i and w−i is nonzero, and
• |w+i + w−i − 1| < 1/3.
By definition, all variables in G are good.
Since φ is 6-bounded, the other 166ξ2n variables are contained in at most 996ξ2n
clauses. This fact combined with (12) implies that there are at most (996ξ2 +
288ξ2)n = 1284ξ2n bad clauses, as claimed. 
We are now ready to prove Theorem 1 for a specific choice of δ.
Proposition 8. Set ε = 1/5 and ξ = 1/⌈105/α⌉, and let
ρ =
ε2
36
(
9
13
α− 1284ξ2
)
− 25ξ .
If X˜ is defined as in Section 2.2, then X˜ satisfies the three properties given in
Section 2.1, with c1 = 3ξ
−1, c2 = 1 + ξ
2, and c3 = ρ.
Proof. Properties 1 and 2 have been shown to hold in Propositions 3 and 4. By
Propositions 6 and 7, if ε2 ≤ 1/25 and ξ ≤ 1/200, then the conditions of Proposi-
tion 5 hold with β = 25ξ and γ = 1284ξ2. Plugging in the given values of ε and ξ
yields that ρ > 0, so Property 3 holds with c2 = 1 + ξ
2 and c3 = ρ. 
Proposition 8 implies that any procedure to distinguish between 1
c1
X˜ ∈ rip(2c2n, 1−
1+c3
2c2
1
) and 1
c1
X˜ /∈ rip(2n, 1− 1
2c2
1
−c3
) would yield a procedure to distinguish between
val(φ) = 1 and val(φ) < 1− α, so Theorem 1 holds with
δ = 1− 1 + ρ
18ξ−2
, λ1 = c2, λ2 =
18ξ−2
18ξ−2 − ρ .
2.5. Extension to general δ. Finally, Theorem 1 follows from the following
proposition.
Proposition 9. If Theorem 1 holds for some δ ∈ (0, 1), then it holds for any
δ′ ∈ (0, 1).
Proof. In both cases, we proceed by showing how to reduce the problem of distin-
guishing X ∈ rip(k, δ) from X /∈ rip(k/λ1, λ2δ) to the problem of distinguishing
X ′ ∈ rip(k, δ′) from X ′ /∈ rip(k/λ1, λ′2δ′) for some constant λ′2 > 1, where the
matrix X ′ satisfies ‖X ′u‖2 ≤ (1 + δ′)‖u‖2 for all u and can be constructed from X
in polynomial time.
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We first suppose δ′ ∈ (0, δ). Given a matrix X ∈ Rn×p, define the block matrix
X ′ ∈ R(n+p)×p by
X ′ =
(
µX
νIp×p
)
,
where Ip×p is the identity matrix and µ and ν are rational approximations of
√
δ′/δ
and
√
1− (δ′/δ), respectively, such that µ2δ ∈ [δ′ − 2τ, δ′ − τ ] and µ2 + ν2 ∈
[1−τ, 1] for some tolerance parameter τ ≤ (λ2−1)δ′2+4λ2 . Note that µ and ν are constants
independent of the problem instance, and the matrix X ′ can be constructed from
X in polynomial time.
The definition of X ′ implies that for any u ∈ Rp, if ‖Xu‖2 = (1 + θ)‖u‖2, then
‖X ′u‖2 = µ2‖Xu‖2 + ν2‖u‖2 = ((µ2 + ν2) + µ2θ)‖u‖2 .
Note that ‖X ′u‖2 ≤ (1 + δ′)‖u‖2 for all u. Moreover, it is easy to check if
X ∈ rip(k, δ), then X ′ ∈ rip(k, δ′), and if X /∈ rip(k/λ1, λ2δ), then X ′ /∈
rip(k/λ1, λ2δ
′ − (1 + 2λ2)τ), in which case the definition of τ implies that X ′ /∈
rip(k/λ1, λ
′
2δ
′) for λ′2 =
1
2 (λ2 + 1). Therefore the problem of distinguishing be-
tween X ∈ rip(k, δ) and X /∈ rip(k/λ1, λ2δ) is reducible in polynomial time to the
problem of distinguishing between X ′ ∈ rip(k, δ′) or X ′ /∈ rip(k/λ1, λ′2δ′).
For δ′ ∈ (δ, 1), we proceed similarly. Let X be a matrix satisfying ‖Xu‖2 ≤
(1 + δ)‖u‖2 for all u. Given such a matrix, let X ′ = µX , where µ ≤ 1 is a rational
number such that µ2 ∈ [ 1−δ′1−δ , 1−δ
′
1−λ2δ
) . As above, X ′ can be constructed from X in
polynomial time. Note that ‖X ′u‖2 ≤ (1 + δ)‖u‖2 ≤ (1 + δ′)‖u‖2 for all u.
If X ∈ rip(k, δ), then X ′ ∈ rip(k, δ′). If X 6∈ rip(k/λ1, λ2δ), then X ′ 6∈
rip(k/λ1, λ
′
2δ
′) for λ2 =
1−µ2(1−λ2δ)
δ′
> 1. Hence deciding whether X ∈ rip(k, δ)
or X 6∈ rip(k/λ1, λ2δ) is reducible in polynomial time to deciding whether X ′ ∈
rip(k, δ′) or X ′ 6∈ rip(k/λ1, λ′2δ′). 
2.6. Extension to matrices of other shapes. As noted above, the matrices
constructed in the proof of Theorem 1 have more rows than columns. We first
show that Problem 2 remains hard when restricted to square matrices.
Proposition 10. Theorem 1 holds when restricted to square matrices.
Proof. It suffices to show that for any tolerance parameter τ and matrix X ∈ Rn×p
with n ≥ p and ‖X‖op ≤ 2 it is possible to construct in polynomial time a square
matrix Xˆ ∈ Rp×p such that
(14)
∣∣‖Xu‖2 − ‖Xˆu‖2∣∣ ≤ τ‖u‖2 .
First, let us see why this implies the proposition. Fix δ ∈ (0, 1). Choose a δ′ < δ
and let λ′1 and λ
′
2 be the constants corresponding to δ
′ as in the statement of
Theorem 1. Set τ ≤ min{ 14 (λ′2 − 1)δ′, δ− δ′}. Given any matrix X with more rows
than columns, we can construct a square matrix Xˆ satisfying (14) in polynomial
time. Recall that we can assume that ‖Xu‖2 ≤ (1 + δ′)‖u‖2. If X ∈ rip(k, δ′),
then Xˆ ∈ rip(k, δ′′) for δ′′ = δ′ + τ ≤ δ, and if X /∈ rip(k/λ′1, λ′2δ′), then Xˆ /∈
rip(k/λ′1, λ
′′
2δ
′′) for λ′′2 =
λ′2δ
′−τ
δ′+τ > 1. Moreover, since ‖Xu‖2 ≤ (1 + δ′)‖u‖2,
we likewise have ‖Xˆu‖2 ≤ (1 + δ′ + τ)‖u‖2 = (1 + δ′′)‖u‖2. Since it is np-hard
to distinguish between X ∈ rip(k, δ′) and X /∈ rip(k/λ′1, λ′2δ′), it is np-hard to
distinguish between Xˆ ∈ rip(k, δ′′) and Xˆ /∈ (k/λ′1, λ′′2δ′′) for square matrices, so
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the claim holds for some δ′′ ≤ δ. To conclude, we apply the reduction in the second
half of Proposition 9, which does not change the shape of the matrix, to show that
if the claim holds for δ′′, then it holds for δ.
We now show that we can indeed find matrices satisfying (14) in polynomial
time. Given any matrix X ∈ Rn×p with ‖X‖op ≤ 2 and desired accuracy threshold
τ , the Householder QR algorithm (see [14, Section 5.2.2]) computes in polynomial
time an upper triangular matrix R ∈ Rn×p such that
(15) ‖QR−X‖op ≤ τ
4
for some orthogonal matrix Q ∈ Rn×n. Note that if X has more rows than columns,
then we can write
R =
(
Xˆ
0
)
,
where Xˆ ∈ Rp×p is upper triangular and 0 is the (n−p)×p zeroes matrix. For any
u ∈ Rp, we have ‖QRu‖ = ‖Ru‖ = ‖Xˆu‖, and combining this with (15) gives
∣∣‖Xu‖2 − ‖Xˆu‖2∣∣ = ∣∣‖Xu‖ − ‖Xˆu‖∣∣(‖Xu‖+ ‖Xˆu‖) ≤ τ‖u‖2 ,
as desired. 
We conclude by noting that we can easily extend to rectangular matrices with
more columns than rows by combining the square matrices produced in Proposi-
tion 10 with rectangular matrices in rip(k, δ), an observation which appears in [17].
We rely on the following simple lemma.
Lemma 3 (Koiran and Zouzias [17]). Let X be a block diagonal matrix
X =
(
A 0
0 B
)
,
where A and B are matrices with at least k columns and 0 represents a zeroes matrix
of the appropriate size. Then X ∈ rip(k, δ) iff A,B ∈ rip(k, δ).
Combining this lemma with a deterministic procedure for generating rectangular
rip matrices establishes that Problem 2 is still hard for matrices with many more
columns than rows.
Proposition 11. For all δ ∈ (0, 1) there exist constants λ1, λ2 > 1 such that for
any constant c > 1, given a matrix X ∈ Rn×p with p ≥ cn and sparsity parameter
k, it is np-hard to decide whether X ∈ rip(k, δ) or X /∈ rip(k/λ1, λ2δ).
Proof. We reduce from the square case of Proposition 10. Fix δ ∈ (0, 1). There
exists a constant ε such that, for r sufficiently large, the deterministic construc-
tion of [6] can in polynomial time generate a matrix B ∈ Rr2×r2+ε such that
B ∈ rip(r, δ). Given a square matrix A ∈ Rr×r, construct the block matrix
X ∈ R(r+r2)×(r+r2+ε) from A and B as in Lemma 3. For any k ≤ r, we have
B ∈ rip(r, δ) ⊆ rip(k, δ). Therefore, if A ∈ rip(k, δ), then X ∈ rip(k, δ), and
if A /∈ rip(k/λ1, λ2δ) then X /∈ rip(k/λ1, λ2δ). By restricting our attention to r
large enough that rε ≥ 2c, we obtain the claim. 
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3. Conclusion
In this work, we show that it is np-hard to certify the Restricted Isometry
Property, even approximately, for all δ ∈ (0, 1). This resolves a question implicit in
earlier work, which either required δ = 1 − o(1) or relied on stronger assumptions
than p 6= np. Our proof proceeded via a reduction from 6-bounded max positive
1-in-3 sat, whose hardness we established in Proposition 1. While similar harness
results exist elsewhere in the literature, this bounded variant may be of use in other
reductions.
We note that we have made no attempt to optimize the constants in the proof
of Theorem 1, but even a more careful version of this proof will still produce λ1
and λ2 very close to 1. It is an open question whether np-hardness can be proven
for a version of Problem 2 in which the constants λ1 and λ2 are large.
The most important open question in this area is to establish how difficult certi-
fying X ∈ rip(k, δ) is on average when X is drawn from some natural probability
distribution. As noted above, the only work we know of to focus on this question
is [24]. Extending their results to the full range of parameters considered in practice
would be an important theoretical result.
Appendix A. Proof of Proposition 1
We reduce from a problem called max 3sat-5. An instance of max 3sat-5 is a
cnf formula where each clause contains exactly 3 variables (in positive or negative
form) and each variable appears in exactly 5 clauses. The max 3sat-5 problem is
known to be gap hard:
Proposition 12 (Feige [13]). There exists a constant α′ such that, given an in-
stance ψ of max 3sat-5, it is np-hard to distinguish between val(ψ) = 1 and
val(ψ) < (1− α′).
Given an instance ψ of max 3sat-5 with n variables and m = 5n3 clauses, we
produce an instance φ of 6-bounded max positive 1-in-3 sat with n′ = 2n + 4m
variables and m′ = 3m+ n = 913n
′ clauses such that:
• val(ψ) = 1 =⇒ val(φ) = 1,
• val(ψ) < (1 − α′) =⇒ val(φ) < (1− α), where α = α′/18.
The claimed np-hardness of distinguishing val(φ) = 1 and val(φ) < (1 − α) then
follows.
Proof of Proposition 1. We will produce the instance φ from ψ in several stages,
first by transforming ψ into an instance ψ′ of 1-in-3 sat that contains negated
variables, and then transforming ψ′ into an instance φ of positive 1-in-3 sat.
We first produce an instance of 1-in-3 sat that contains negated variables. Con-
sider a clause (a ∨ b ∨ c) ∈ ψ, where a, b, c represent arbitrary literals (positive or
negative variables). Replace this clause by the three 1-in-3 sat clauses:
E1(a, z1, z2), E1(b¯, z1, z3), E1(c¯, z2, z4) ,
where E1 denotes the “exactly one” predicate as in Definition 2, x¯ denotes the
negated version of the literal x, and z1, . . . , z4 are four fresh variables appearing in
these three clauses and no others. If (a ∨ b ∨ c) is not satisfied, then at least one
of the new clauses is unsatisfied. Indeed, in that case b¯ and c¯ are true, so at least
one of E1(b¯, z1, z3) and E1(c¯, z2, z4) is unsatisfied unless z1, . . . , z4 are all false, in
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which case E1(a, z1, z2) is unsatisfied. On the other hand, if (a ∨ b ∨ c) is satisfied,
then it is easy to check that there is a setting of z1, . . . , z4 to satisfy all three of the
new clauses. Repeating this replacement for each clause in ψ yields ψ′
To obtain a positive instance, replace each occurrence of xi or xi by the new
variable wi or yi, respectively, and add the clause
E1(wi, yi) .
Call the resulting positive 1-in-3 sat instance φ. Note that φ has m′ = 3m + n
clauses, and that each variable appears in at most 6 clauses. The instance φ involves
n′ = 2n + 4m variables, of which the 2n variables w1, . . . wn, y1, . . . yn correspond
to positive and negative versions of {x1, . . . , xn} in ψ.
If ψ is satisfiable, then clearly φ is as well. We now prove the contrapositive of
the second claim: if val(φ) ≥ 1−α, then val(ψ) ≥ 1−α′. Suppose an assignment to
the variables in φ leaves at most αm′ clauses unsatisfied. We use this assignment
to obtain an assignment to the variables in ψ in the following way: if only one of
the variables wi or yi is true, then let xi be true if wi is true and let xi be false if
yi is true. If wi and yi are both true or both false, then φ does not determine a
value of xi, so we set it to false arbitrarily.
The clauses in φ are of two types: those that correspond to clauses in ψ and those
of the form E1(wi, yi) corresponding to variables in ψ. Each unsatisfied clause of the
first type corresponds to at most one unsatisfied clause of ψ, and each unsatisfied
clause of the form E1(wi, yi) corresponds to at most five unsatisfied clauses of
ψ, since the variable xi appears in five clauses of ψ. In either case, an unsatisfied
clause in φ induces at most five unsatisfied clauses in ψ. Since the assignment to the
variables of φ satisfied all but at most αm′ clauses, the corresponding assignment
to ψ has at most 5αm′ unsatisfied clauses.
Hence
val(ψ) ≥ m− 5αm
′
m
= 1− 18α = 1− α′ ,
as desired. 
Appendix B. Proofs of Lemmas 1 and 2
Lemma 1. Let v = 1
n
1
⊤v. The following bounds hold:
n∑
i=1
(vi − v)2 < 2ξ2n ,(16)
n∑
i=1
(w+i + w
−
i − v)2 < 8ξ2n ,(17)
v2 > 1− 3ε2 .(18)
Proof. We first show a simple upper bound on ‖X˜w‖2. Let u = (0, . . . , 0, 1, . . . , 1)
be the assignment vector corresponding to the assignment that sets each variable
to false. By Proposition 2 ,
‖X˜u‖2 = n+ ε2m ≤ (1 + ε2)n .
Since w satisfies (7),
(19) ‖X˜w‖ ≤ ‖X˜u‖2 ≤ (1 + ε2)n < 2n ,
where we have used the assumption that ε < 1.
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By definition,
‖Pv‖2 = ‖(I − 1
n
11
⊤)v‖2 =
n∑
i=1
(vi − v)2 .
By (19),
‖ξ−1Pv‖2 ≤ ‖X˜w‖2 < 2n ,
hence
n∑
i=1
(vi − v)2 < 2ξ2n ,
as claimed.
For the second bound, by Young’s inequality,
n∑
i=1
(w+i + w
−
i − v)2 ≤ 2
n∑
i=1
(w+i − w−i − vi)2 + 2
n∑
i=1
(vi − v)2 .
Note that
ξ−2
n∑
i=1
(w+i − w−i − vi)2 = ‖ξ−1Iw+ + ξ−1Iw− − ξ−1Iv‖2
≤ ‖X˜w‖2 .
By (19), this quantity is smaller than 2n. Combining this with (16) yields
2
n∑
i=1
(w+i − w−i − vi)2 + 2
n∑
i=1
(vi − v)2 < 8ξ2n ,
and (17) follows.
For the third inequality, by (19),
‖w+‖2 + ‖w−‖2 ≤ ‖X˜w‖2 ≤ (1 + ε2)n .
Therefore
‖v‖2 = 2n− (‖w+‖2 + ‖w−‖2) ≥ (1 − ε2)n .
By (16) ,
‖v‖2 =
n∑
i=1
(vi − v)2 + nv2 < 2ξ2n+ nv2 .
We obtain
nv2 > ‖v‖2 − 2ξ2n > (1 − ε2)n− 2ε2n = (1− 3ε2)n ,
and the claim follows. 
Lemma 2. Let
I = {i : w+i 6= 0, w−i 6= 0}
J = {j : w+j = 0, w−j = 0} .
If ε2 < 1/6, then
|I|+ |J | < 38ξ2n .
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Proof. If w+j and w
−
j are both 0 for some j, then
(w+j + w
−
j − v)2 = v2 > (1− 3ε2) > 1/2
by Lemma 1. Summing both sides of the above inequality over j ∈ J yields
|J |/2 <
∑
j∈J
(w+j + w
−
j − v)2 ≤
n∑
j=1
(w+j + w
−
j − v)2 .
Applying (17) yields
|J | < 16ξ2n .
We now show that v has almost full support. If vi = 0, then by Lemma 1,
(vi − v)2 = v2 > (1 − 3ε2) > 1/2. If p is the number of zero entries in v, then
summing this inequality yields
p/2 <
∑
i:vi=0
(vi − v)2 ≤
n∑
i=1
(vi − v)2 .
Applying (16) then implies p ≤ 4ξ2n, so
‖v‖0 = n− p > (1 − 4ξ2)n .
Since ‖w‖0 ≤ 2c2n = 2n+ 2ξ2n, we have
‖w+‖0 + ‖w−‖0 = ‖w‖0 − ‖v‖0 < (1 + 6ξ2)n .
We obtain
|I| = ‖w+‖0 + ‖w−‖0 + |J | − n
< (1 + 6ξ2)n+ 16ξ2n− n = 22ξ2n .
Combining the above bounds on |I| and |J | yields the claim. 
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