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Returns to schooling have typically been estimated with cross-sectional data. However, these
studies are fraught with difficulties arising from the endogeneity of education. Individual
effects that cannot be measured, such as ability and family background, cause bias in the es-
timates because they are correlated with education. A panel data approach is thus potentially
superior to a cross-sectional one, in that it allows the individual effects to be eliminated with
time-differencing. However, time-invariant regressors, such as education, cannot be identified
under these time-differencing techniques. This paper therefore uses a Generalized Instrumen-
tal Variables method that was developed by Hausman and Taylor (1981) to estimate returns
to schooling under a panel data context. This approach both controls for endogeneity bias
and allows the identification of time-constant regressors, in this case, education. The re-
turns to schooling under this estimation method are approximately 21% for South African
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Returns to schooling refer to the private wage effect from investing in additional education.
Estimating and analysing these returns is “probably the most explored and prolific area in
labour economics” (Battistin, De Nadai and Sianesi, 2012:2). This area is of interest due to
its policy relevance. Quantifying the returns to education is important for policy debates on
the potential of different levels of education to reduce poverty. In particular, with increased
enrollment in schooling across developing countries, it is of interest for researchers to compare
the relative costs and benefits of this schooling.
Additionally, the interest in this topic arises from the unresolved debate as to the size of these
returns. Econometrically, there is great difficulty in extrapolating from the positive correla-
tion between wages and education to a causal inference about education’s effect on wages.
The bulk of the debate has thus concerned disentangling this relationship from confounding
factors and isolating the effect of schooling on earnings alone. As Heckman, Lochner and
Todd (2006:1) gloomily put it, these returns are “widely sought after and rarely obtained”.
Returns to schooling have typically been estimated with cross-sectional data. However, these
studies are fraught with difficulties arising from the endogeneity of education. Individual-
specific effects that cannot be measured, such as ability and family background, cause bias in
the estimates because they are correlated with education. A panel data approach potentially
presents an advantage to a cross-sectional one, because observed variables are captured at
several points for each individual. Using this data could thus allow the confounding individual
effects to be eliminated, assuming they are time-constant.
However, in the returns to schooling literature, little analysis has been conducted with panel
data. Moreover, to this author’s knowledge, there are no studies that look at returns to
education with panel data in South Africa. This has likely been due to the lack of panel data
in the past. However, the recent release of the National Income Dynamics Study (NIDS)
represents the first national panel survey in South Africa. With three waves so far, there is
thus scope to use this panel dataset to estimate returns to schooling. This paper will act as
the first attempt at exploring this topic with a panel dataset in South Africa.
There are numerous complications to a panel data analysis of returns to schooling. One of
the main concerns is that education of the current workforce does not have sufficient variation
to identify a valid coefficient. This is due to the fact that the education of most working
individuals is time-constant over short panel studies. A further difficulty is the endogeneity
concerns of education, which imply that an instrumental technique is required to isolate
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exogenous variation in education. However, as with any instrument, there are difficulties
in proving that the instrument is orthogonal to the error term. This paper will detail this
sequence of difficulties, and will thus be frank in its assessment of the advantages of using
panel data in estimating returns to schooling.
The main estimation method that this paper will employ is Hausman and Taylor’s (1981)
Efficient Generalized Instrumental Variables approach. These authors developed this method
with an application to returns to schooling. Its foremost benefit is the use of instruments
internal to the dataset. This removes the need for hard-to-come-by natural experiments or
other external instruments, such as a change in education policy. If the internal instruments
are chosen correctly, they can act as sufficient exogenous variation in education to identify
the returns to schooling. This approach therefore both controls for endogeneity bias and
allows the identification of time-constant regressors, in this case, education.
The first section of this paper will set out the background theory to returns to schooling.
It will discuss the human capital perspective that underlies the estimation, and will detail
recent thinking on this theory. Issues around the empirical estimation of the model will then
be considered, from specification concerns to the sources of bias in the model. The various
methods that have been used to deal with endogeneity bias will be discussed, and the use of
panel data in this light will be judged in greater depth. This section will also summarize the
current education system in South Africa, and it will highlight the estimation methods that
have been employed to estimate returns up to now.
The second section of this paper will act as the methodology section. It will consider the data
in more depth, and will present a descriptive analysis of the sample of working individuals.
Consideration of missing income data for the sample will also be given. Finally, it will set
out in detail the Hausman-Taylor (HT) estimation method that will be taken. The third
section will present the results of this analysis. It will start with the initial cross-sectional
analysis of returns to schooling. It will then progress to the panel data analysis of returns to
schooling, and will implement the Hausman-Taylor estimation method.
The final section will discuss the results in more depth. It will consider the limitations of the
analysis both in terms of covariates and sample size. It will also highlight the difficulty in
choosing which internal instruments are valid, and the resulting sensitivity of the results to
this choice. As such, this paper will present a best attempt at using panel data to estimate




2.1 Theory on Returns to Schooling
The return to schooling is defined as the discount rate that equates the net benefits of
investing in education with the net costs incurred for this schooling. These rates have been
extensively estimated since Gary Becker and Jacob Mincer established the groundwork for
Human Capital Theory in the 1960s and 1970s. Prior to this, little analysis into the economics
of education had been conducted. The key insight of Human Capital Theory is that education
represents the stock of productive skills that an individual acquires. Increased productivity
in turn augments lifetime earnings. As such, education can be seen as a driving force behind
the distribution of incomes within a population. Education is thus termed “human capital”
under this theory to represent the fact that it is a investment yielding future economic gains.
The starting point of this theory was the application of neoclassical price theory to the
concept of education. Becker (1964) set out the seminal model where the decision to invest
in education is modelled as any other factor of production. Eduction increases future and
lifetime earnings. But its costs are borne in the present, both in the form of direct fee costs
and indirect foregone earnings. As such, a rational individual will choose the education level
that equates the marginal benefit of the sth year of education with its marginal costs. This





= ws−1 + cs (1)
where s refers to years of schooling, T the number of years until retirement, w the wages, and
c represents the cost of education. The left-hand side of (1) represents the present discounted
value of wages in year s. The right-hand side denotes the foregone wages and the cost of
going to school in year s. If the individual’s rate of return rs is greater than the market
rate of return, then the individual will choose to invest in more schooling (assuming there
are no constraints to borrowing). As such, an equilibrium is formed when the market rate is
equivalent to the individual’s return, which is then used as the rate to discount the future
earnings stream (Harmon, Oosterbeek and Walker, 2000).
Mincer’s (1974) paper further entrenched a human capital approach. He followed on from
the Becker equilibrium to derive an equation for modelling the returns to schooling. If one
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assumes that T is large, then the left-hand side of the equation can be approximated by
ws−ws−1
rs




≈ log(ws)− log(ws−1) (2)
This implies that the return to an additional year of education is approximated by the
difference in wages between leaving school at year s or at year s − 1. Mincer (1974) then
makes several other assumptions, such as the proportion of the time period t spent acquiring
human capital skills declines linearly with experience once the individual has completed
school. This allows the derivation of his classic semi-logarithmic earnings equation,
logEarnings = βo + β1School + β2Experience+ β3Experience
2 + ε (3)
where the right-hand side variables are years of education and experience. According to
Mincer (1974), earnings are thus explained by the amount of human capital, which is largely
captured by education and experience. Both schooling and on-the-job training are thus key
components of an individual’s human capital (Psacharopoulos and Patrinos, 2004). Experi-
ence is included as a quadratic to reflect the concavity of the earnings function - earnings
rise with experience but at a decreasing rate.
The important implication of (3) is that B1 represents the return to schooling. As is the case
for any independent variable in a multiple regression, the beta coefficient on schooling can
be interpreted as the change in log earnings from an additional year of education, holding
all else constant. This accords with (2), where the return to education is approximated by
the difference in log earnings from the sth year of school. Putting these two propositions
together, it thereby implies that the beta coefficient on schooling approximates the rate of
return to education.
However, as Gustafsson and Mabogoane (2012) point out, the typical Mincerian approach
to estimating these returns fails to account for the costs of educational investment. The
approximation in (2) was only possible under the assumption that cs is sufficiently small.
As such, these beta coefficients are best termed “wage effects”. Alternatively, they can be
interpreted as rates of return if school is free and children are unable to work during their
school-age (Card, 1999). Estimating returns to schooling with a Mincerian approach has
become the convention in the literature, despite this underlying assumption.
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In recent years, there have been several developments in the field of human capital theory.
Much of this work has consisted of determining the mechanism that makes schooling pro-
ductive and thereby increases earnings. Rosenzweig (2010) argues that schooling augments
productivity through two avenues: it imparts specific knowledge, and it improves an individ-
ual’s skills in acquiring knowledge. The latter feature has been termed “learning effects” and
captures the hypothesis that education improves an individual’s access to information and
his ability to understand and process new information (Jones, 2001 and Rosenzweig, 1995).
Learning effects have been subject to much study, particularly based on the Green Revolution
in India. This research finds that people with greater education adopt new technology crops
at a faster rate. These individuals tend to be more forward-looking and thereby demonstrate
greater learning effects (see Besley and Case, 1993 and Bandiera and Rasul, 2006). Outside
of farming, Dupas (2014) finds that educated individuals are more likely to adopt anti-
malarial bed nets over the long-term. As such, education seems to be complementary to new
technology adoption, and it is this characteristic that increases the individual’s productivity.
Other work in the field of human capital theory has concerned the actual outcome variable
for returns to schooling. Typically, an individual’s take home pay from a formal job is used
as the dependent variable. However, Oreopoulos and Salvanes (2011) have argued that the
typical earnings variable does not account for indirect benefits such as medical insurance,
pension contributions or stock options. They argue that returns to schooling are 10-40%
higher when including these benefits. Furthermore, some scholars have argued that in low-
income countries, wages are not an appropriate measure of the returns to schooling. Such
an approach neglects self-employment and the informal sector that dominates the economies
of these countries. Often in these contexts, wages are paid in kind, such as the provision
housing or food (Rosenzweig, 2010). As such, using permanent wages as a measure of the
outcome variable may not be completely adequate.
Furthermore, there is increasing research into the social returns of education. This includes
the non-pecuniary benefits of schooling, such as its effects on long-term job satisfaction or
on mental health (Oreopoulos and Salvanes, 2011). Additionally, this research has expanded
into attempts to quantify the effects of schooling on wider society, through mechanisms such
as crime reduction, fertility decreases, child wellbeing and citizen participation (Hanushek
and Woessmann, 2008). As such, this field has seen an increasing shift in focus to education’s
effect on the individual and societal welfare overall.
In summary, estimating returns to schooling is based on an underlying human capital perspec-
tive. According to this theory, education is acquired to increase the individual’s productivity
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and subsequent earnings. This productivity increase is largely driven by greater technology
adoption and learning effects. The individual chooses the level of education that equates the
present value of his future earnings with the direct and indirect costs of this schooling. The
return to education is then the underlying discount rate that is required for this equilibrium
to hold. Under the assumptions of zero-cost schooling and that wages adequately capture the
benefits accrued to the worker, this return can be estimated as the coefficient on schooling
when earnings is the dependent variable.
2.2 Empirical Estimation of Returns to Schooling
There are numerous complexities to consider when using a Mincer equation to estimate
returns empirically. These complexities can be divided up into two categories. The first
concerns specification issues - factors around the measurement of the variables in the Mincer
equation and their functional form. The second issue is the sources of bias in the equation.
If any regressors are correlated with the error term, the coefficients will be biased and a valid
interpretation of them cannot be made. Each issue will now be discussed in more depth, and
potential strategies to deal with them will be considered.
2.2.1 Specification Issues
Mincer’s canonical function makes some fairly strong estimation assumptions. Schooling is
measured as years of education. The Mincer equation thus assumes linearity – each additional
year of education has an equivalent proportional effect on wages. Hungerford and Solon (1987)
were among the first to argue for the existence of nonlinearities, whereby certain years cause
a jump in wages (such as the completion of primary or high school). This has been termed
the “sheepskin effect” in the literature. However, Card (1999) argues that even though this
assumption of linearity seems unrealistic, a linear function generally fits surprisingly well.
This is confirmed by Harmon et al. (2000), who find that a linearity assumption is hard
to reject in the United Kingdom. They explain that a three-year degree tends to generate
three times the returns to an A-level qualification, thereby according with an overall linearity
assumption.
Additionally, the Mincerian equation assumes that years of schooling is a true measure of
education. This is unlikely to be valid if there are high levels of grade repetition in the
sample, or if the quality of education is low (Card, 1999). As such, particularly in developing
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countries, years of education may not be an adequate measure of the true underlying level
of human capital. Dummy variables for the completion of a primary, secondary, or tertiary
qualification can be used as a secondary measure of education. This approach avoids the
linearity and grade repetition criticisms leveled against the continuous measure. However,
if the survey question has been phrased to elicit the years of education, converting these
responses to dummies may yield other measurement errors.
A further issue is the measure of experience in the Mincer equation. Few datasets have this
information and it is tricky to get an accurate measure of it. As such, many scholars use a
proxy of experience = age− years of schooling − 6. However, if there is high proportion of
grade repetitions or high levels of unemployment, then this proxy will tend to overestimate
experience, and it will be subject to serious measurement error (Garcia and Montuenga,
2005). Age is sometimes used as an alternative to experience because it is likely to have less
errors. However, as Harmon et al. (2000) point out, this will mean that the coefficient needs
a slight adjustment to be comparable to Mincer equations where experience is used. This is
because there is a difference in what is being held constant in a ceteris paribus interpretation.
In reality, the adjustment that is required tends to be fairly small (-0.0005 on average for
men), and so it is often ignored (Harmon et al., 2000).
2.2.2 Sources of Bias
A further significant concern in the empirical estimation of the Mincer equation is that there
are several biases in an OLS estimation approach. Firstly, selection bias may cause inflated
returns to schooling, as the working sample is likely to be a non-random subset of the labour
force. Those selected into the workforce may be systematically different to the unemployed
and thus obtain higher earnings than the unemployed. As such, investment into education
may not, in reality, yield as attractive an investment as implied by the OLS estimates.
Falaris (1995) suggests that this is particularly a problem in developing countries where
selectivity tends to be ignored in research, but where high unemployment rates are common.
In Falaris’s study of Venezuelan women, he finds that the rate of return when adjusting for
selectivity is 8.6%, down from the OLS estimate of 12.1%. However, it must be noted that
if the question of interest concerns the returns to schooling of those that are employed, then
selection bias can be ignored. This is the assumption made by papers that neglect to control
for employment determination.
A second significant source of bias in OLS estimation is that of omitted variables. The
choice of educational attainment is correlated with individual unobserved characteristics.
7
This implies that education is not merely a reflection of the productivity of an individual,
but it additionally reflects these underlying characteristics. As such, a coefficient on educa-
tion would capture both the effect of education on wages, and these unobserved variables.
Unfortunately the “gold standard” of Randomized Control Trials cannot be drawn upon in
this case because schooling levels cannot be randomly assigned across the population. These
individual unmeasured characteristics continue to determine schooling choices and thereby
complicate the analysis (Card, 1993).
In particular, much attention has been given to unobserved ability that influences an indi-
vidual’s earning power in the labour market. Ability captures characteristics such as intel-
ligence, work ethic and levels of motivation (Griliches, 1977). Bowles, Gintis and Osborne
(2001) have argued that it even incorporates the communication skills and general attitude
of an individual. It may be that individuals with higher earnings capacities due to these
ability characteristics are merely acquiring more schooling, rather than higher earnings being
caused by greater education (Card, 1999). In a simple Mincer equation, there will thus be
bias if ability has both a direct effect on wages and is correlated with education. This bias
can be represented as follows (Wooldridge, 2012: 88):




The direction of this bias will depend on the nature of the interaction between education and
ability (Arias et al., 2002). If they are complements, then more able individuals will acquire
more education, perhaps because of lower marginal costs to this acquisition. The interaction
between ability and education would thus be positive, which leads to an overall upward bias
and an overestimate of the returns to schooling (Card, 2001). If they are substitutes, then this
relationship is negative. More able individuals will choose less education, perhaps because
they can meet their desired wage level with relatively less education. Scholars have, however,
typically assumed an upward bias from ability, thereby making the complement assumption.
Family background is the second omitted variable. It captures the family learning environ-
ment, or the family’s extent of ambitiousness and work ethic. Family background is likely to
play an important role in determining communication abilities, resourcefulness and general
attitude to work. This omitted variable will also capture the family’s labour market connec-
tions that influence work attainment or earnings. These features of family background are
likely to interact with education, and will therefore bias the estimated coefficient on school-
ing (Heckman and Hotz, 1986). Behrman and Wolfe (1984) used a differencing approach for
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sister pairs in Nicaragua. They found that controlling for family background in this manner
caused a drop in the OLS estimates of returns to schooling by one-fourth. Omission of family
background effects can therefore severally bias estimates.
In summary, there are several complexities that plague the estimation of returns to schooling.
Firstly, there are issues surrounding the measurement of education. Years of schooling may
not always capture nonlinear jumps in returns to schooling, and may not be the best represen-
tation of human capital accumulation. Experience is also often subject to poor measurement.
Second, and more importantly, is the issue of bias. Selection bias may be a problem if returns
to schooling are intended to be nationally representative but fail to take into account the
selection into the labour force. An even more severe concern is that of omitted variable bias.
Individual unobserved characteristics that encompass family background and ability are cor-
related with the choice of educational attainment. This implies that the Mincer coefficient is
not solely capturing the productivity effect of education on wages. Consideration of how to
account for this endogeneity problem will now be made.
2.2.3 Approaches to Dealing with Omitted Variable Bias
Finding a solution to omitted variable bias can be tricky. Some researchers have made
use of IQ scores as a proxy for ability. However, IQ scores may not adequately capture
the characteristics, such as ambitiousness or resourcefulness, that influence earnings. As
Griliches (1977) notes, ability has little to do with IQ, and is better described as individual
motivation or even energy levels. Furthermore, IQ scores may not fully capture the influence
of family connections or family work ethic that nevertheless play an important role in earnings
determination.
An approach to better net out family effects could be an estimation of within-family differ-
ences. If individual i belongs to family j, the family-average could be subtracted from each
variable: Earningsij − ¯Earningsi = (Xij − X̄i)β + εij − ε̄j. This would eliminate any un-
observed effects that are common to the family. However, such an approach may conversely
fail to capture individual ability factors that do not run in the family (Arias et al., 2002).
Using identical twin data to do a differencing approach would appear to be the most useful in
netting out both ability and family background characteristics. Identical twins share genetic
material and a family background, and are thereby likely to have a common unobserved ef-
fect. However, the availability of identical twin data is typically limited. Furthermore, twins
may be systematically different to the wider population, and thus this approach fails to be
highly useful or generalisable (Harmon et al., 2000)
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More recently, scholars have looked to a variety of instrumental variables (IVs) to identify
returns to schooling. The set-up for an instrumental approach is as follows, where Z denotes
the matrix of instruments (Wooldridge, 2002):
logEarningsi = Xiβ + γSchooli + εi (5)
School = Z ′iα + vi (6)
Equation (6) is used to compute a predicted value for schooling, which then replaces schooling
in the structural earnings equation (5). This is known as a Two-Stage Least Squares instru-
mental approach. In order for this method to be valid, two conditions are required (Harmon
et al., 2000). Firstly, the instrumental variables in Z must be correlated with schooling to
ensure that the effect of schooling on wages can be captured. This is known as the instru-
mental relevance requirement. Secondly, the schooling equation cannot be correlated with
the unobserved variables in (5). It needs to capture the variation in schooling that is exoge-
nous to the error term in the earnings function. As such, instrumental variables in Z cannot
be concurrently contained within X; they cannot have an effect on earnings outside of the
schooling equation. This is known as the instrument exogeneity or orthogonality condition.
Researchers have tended to use supply-side variables as a way to meet the instrumental
conditions in the analysis of returns to schooling. For example, Angrist and Krueger (1991)
used the individual’s quarter of birth as an instrument for schooling. This is correlated
with years of schooling because the quarter of birth allows individuals born earlier in the
year to more quickly reach the minimum school-leaving age, and thereby obtain slightly
less schooling. But it is unlikely that the quarter of birth is correlated with ability and it
should thereby meet the instrument exogeneity requirement. Another common supply-side
instrument that is employed is the geographical proximity to schools (Card, 2001). Again
this variable is likely to be correlated with years of education but uncorrelated with ability.
However, the instrument exogeneity requirement can only be motivated theoretically - it is
impossible to test empirically if the instrument is uncorrelated with the error term. As such,
even the most innovative of instruments is subject to criticism. For example, Bound and
Jaeger (1996) argue that there are sociological reasons why quarter of birth is likely to be
correlated with family background. As such, this landmark instrumental variable conceived
of by Angrist and Krueger may not be as promising as initially thought. Proving that the
instrument meets the exogeneity condition of being unrelated to ability or family background
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is thus an ongoing problem in returns to schooling studies (Card, 2001).
A further concern with using an instrumental approach is that the resulting estimates tend
to be 20-40% higher than the OLS estimates (Card, 1999). This is contrary to expectation:
an instrumental approach should deal with the upward bias caused by the omitted variables,
and the estimated return to schooling should thus be lower than the OLS equivalent. There
are several possible explanations to this puzzle. The first is that the omitted variable bias
actually acts in a downward manner: more able individuals choose less education because
they are able to reach a target wage without it. This could operate through the marginal
cost of schooling: individuals with higher ability have a greater marginal cost in attaining
education, and therefore reduce their schooling attainment. However, for most scholars,
the plausibility of this theory is questioned. It seems more reasonable to assume that able
individuals choose higher education (Card, 2001).
A second explanation is that measurement error in the education variable causes a downward
bias, which outweighs the omitted variable bias (Griliches, 1977). The measurement error
is assumed to be classical in nature, and therefore leads to an attenuation bias. As such,
an instrumental approach would correct for this measurement error, and thereby lead to
increased estimates of returns to schooling. However, with a categorical variable, such as ed-
ucation, there is now increasing consensus about the nonclassical nature of this measurement
error. Individuals with a low education level cannot underreport by much, and individuals
with high education levels cannot overreport (Kane, Rouse and Staiger, 1999). As such, the
measurement error is mean-regressive, and the bias is not necessarily an attenuation bias.
Furthermore, scholars have tended to find that when correcting for known measurement er-
ror, the estimates fall, thereby suggesting that measurement error in the education variable
leads to upward bias (Hertz, 2003). As such, this explanation for the IV estimates has been
largely disregarded.
The most plausible cause of the high IV estimates is set out by Card (1999) and Harmon et al.
(2000). These scholars start with the assumption that individuals with the lowest schooling
tend to have the highest marginal returns to schooling. Furthermore, it is typically these
individuals with the lowest schooling that are targeted by the interventions that are used in
IV approaches. For example, a government intervention that builds schools will ensure that
new schools are placed in isolated areas, close to individuals who would otherwise obtain
low schooling. As such, the intervention has the greatest effect on those with the highest
marginal return to schooling. This leads to an upward bias in the IV estimates, because the
subgroup that dominates are those that have above-average marginal returns to schooling.
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In summary, the typical solutions to the endogeneity problems of education are still subject
to problems. A proxy for ability or a within-family differencing technique fail to fully con-
trol for the omitted variables. Instrumental variables that make use of a supply-side feature
of schooling may still be correlated with the error, and therefore be rendered invalid. Fur-
thermore, instrumental results of returns to schooling tend to be even higher than the OLS
results, suggesting that the instrument may capture the returns to schooling for particular
subgroups that have above-average returns. A final approach to controlling for endogeneity,
in the form of panel data, will now be discussed in some depth.
2.2.4 Panel Data as a Solution to Omitted Variable Bias
When using a longitudinal approach, the omitted variables are modelled as the individual
fixed effect. This implies an assumption that the unobserved effects are time-invariant and
individual-specific. In other words, each individual has a specific unobserved ability or mo-
tivation level that is constant over time. This model can be represented as follows,
Earningsit = Xitβ + ci + uit t = 1, ..., T ; i = 1, ..., N (7)
where Earningsit is the wage of individual i in time t, Xit is the vector of observed in-
dividual characteristics including schooling; ci is the individual time-invariant unobserved
heterogeneity; and uit is the individual time-varying unobserved disturbance. The fur-
ther important assumption is that ci is correlated with the schooling regressor: E[ci |
Schoolingi1, Schoolingi2...SchoolingiT ] 6= 0. This captures the correlation of the omitted
variables, family background and ability, with education.
There are two main estimation approaches when using panel data. The first is random
effects. This approach assumes that there is time-constant individual heterogeneity that is in
operation, but that this heterogeneity is not correlated with the regressors. In other words,
any underlying ability or family background characteristics do not determine educational
attainment: E[ci | Schoolingi1, Schoolingi2...SchoolingiT ] = 0. This approach therefore does
not attempt to eliminate the individual effect, because this effect is believed to not induce
bias.
However, random effects does adjust for the covariance structure when an individual effect
is present. If the composite error term is vit = ci + uit, and the variance-covariance matrix is
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E[vivi] = Ω, then the presence of ci causes the error matrix to be non-diagonal. The time-
constancy of ci implies an obvious serial correlation of the error terms over time. Additionally,
it can be shown that ci will also lead to heteroskedasticity (Wooldridge, 2002). As such, any
estimated standard errors will not be correct due to this underlying heteroskedasticity and
serial correlation. Random effects is a form of feasible generalised least squares, because it
adjusts for these incorrect error terms. It first derives an estimate of the error matrix, Ω̂,













The problem with a random effects approach is that the estimates will be biased if the
unobserved effect is indeed correlated with the regressor. As discussed previously, it is likely
that education is correlated with individual ability and family background, and random
effects estimates will thus be rendered invalid. This leads on to the second main estimation
approach with panel data: that of time-differencing. This approach allows the elimination
of the time-constant unobserved effect by differencing the variables over time. With first
differencing, the lag of the variable is subtracted, thereby ensuring that the time-constant
individual effect is eliminated:
Earningsit−Earningsi,t−1 = (Xit−Xi,t−1)β+uit−ui,t−1 99K 4Earningsi = 4Xiβ+4ui (9)
The new error term is thus mean independent of the differenced schooling regressor and the
problem of endogeneity has therefore been dealt with. Similarly, with fixed effects estimation,
the individual’s specific average of the variable over time is subtracted. Again, this causes
the time-constant unobserved effect to be eliminated, and thus controls for the endogeneity
of schooling:
Earningsit − ¯Earningsi = (Xit − X̄i)β + uit − ūi 99K ¨Earningsi = Ẍiβ + üi (10)
However, there is a fundamental problem with a time-differencing approach applied to returns
to schooling. All regressors are assumed to be correlated with the individual effect and are
thus differenced. The unavoidable problem is that time-constant regressors are concurrently
eliminated. In particular, education is constant for individuals who have completed schooling.
A time-differencing approach will thus eliminate this covariate, and its coefficient cannot be
identified. And, since education is the variable of interest for a returns to schooling analysis,
a time-differencing approach is therefore rendered futile.
13
If, however, the panel does include some workers who have changed their education over the
waves, then a differencing approach may allow for estimation. However, workers who return
to school are likely to be systematically different from those who do not, resulting in a biased
estimate of returns for the labour force as a whole (Harmon and Walker, 1995). Additionally,
measurement error tends to be exaggerated in a panel data context. This is because a small
portion of the sample who changed their schooling are used to identify the effect, and any
error in this reported schooling will thus tend to be exaggerated (Swaffield, 2001). As such,
attempting to use a sub-sample of those who changed their education is not an adequate
solution.
Hausman and Taylor (1981) developed an approach to dealing with the problems of using
panel data to estimate returns to schooling. Their method can be seen as an intermediate
approach between random effects and fixed effects. Whilst random effects treats all variables
as exogenous, and fixed effects effects assumes all variables are endogenous, the HT approach
chooses some variables to be exogenous and others as endogenous. The authors then exploit
internal instruments in a way that allows them to both deal with the endogeneity of education
and identify the time-invariant regressor. They divide the regressors into either a time-
constant or a time-variant category. They then use the exogenous, time-varying regressors
as instruments for the endogenous, time-constant variables. The authors also include a
weighting procedure into their approach to ensure efficient estimates. The overall HT method
is thus known as Efficient Generalized Instrumental Variables, and it yields consistent and
asymptotically efficient estimators (Wooldridge, 2002).
In their original 1981 paper, Hausman and Taylor use a sample of workers for whom edu-
cation is time-constant by limiting the sample to those not enrolled in education. Age, bad
health and unemployment in the previous year act as the time-varying exogenous variables.
The time-constant exogenous variables are race and union status, whilst the time-invariant
endogenous variable is education. They use only two years from the Panel Study on Income
Dynamics to minimize problems of serial correlation. With this approach, they find that the
estimates of the returns to schooling increase from 7% with OLS, to 12-13%, suggesting that
the individual heterogeneity bias was in a downward direction.
Several other studies have used the HT approach to estimate returns to schooling. Arcand,
d’Hombres and Gyselinck (2004) similarly find that the HT technique yields estimates of
returns to education that are higher than the OLS counterparts for two rounds of the Viet-
nam Living Standards Survey. Wright (1999) finds that OLS under-estimates returns by a
significant margin when he uses the British Household Panel Survey. Garcia and Montuenga
(2005) considered the returns to wage earners versus self-employed workers. They use a panel
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dataset for Portugal and Spain, and find that secondary education yields the highest return
for the self-employed, whilst wage earners benefit most from a tertiary qualification.
To sum up, panel data appears to be a useful approach to dealing with omitted variable bias.
Assuming that the unobserved effect is time-constant, it can be eliminated with some form
of differencing over time. However, this approach simultaneously eliminates the variable of
interest, namely education. The HT method presents a way to recover this coefficient through
an instrumental procedure. It also corrects for errors correlated over time by a weighting
method. As such, it can yield consistent and efficient estimates of returns to schooling.
2.3 Education in South Africa
The South African education system is characterised by low “effective enrollment” (Spaull
and Taylor, 2013). There is high enrollment in school, but the quality of learning is low.
Using the Demographic and Health Surveys, together with the Southern and Eastern African
Consortium for Monitoring Educational Quality III, Spaull and Taylor (2013) find that 98%
of grade six aged children are enrolled in school. However, only 71% are functionally literate,
and only 59% are functionally numerate. The poor standard of education was confirmed in
the World Economic Forum’s 2014 Information Technology report. Using perceptions from
business leaders, the quality of South Africa’s education system was ranked 146th out of 148
countries. Furthermore, it came last in the mathematics and science rankings. However,
enrollment in secondary schooling is high, and South Africa ranks 28th out of 148 (Bilbao-
Osorio, Dutta and Lanvin, 2014).
Although there is high enrollment in school, there is a high drop-out rate before secondary
schooling is complete. Spaull (2013) finds that almost 50% of students drop out over the
course of school. Furthermore, students also tend to drop out of the more difficult subjects,
and there has been a 56% fall in the number taking pure mathematics between 2008 and 2011.
Similarly, Branson, Kekana and Lam (2013), when using NIDS data, find that education is
almost universal up to the age of 15. However, failure to complete the Matric certificate is a
severe problem, and 35% of grade 9 learners in 2009 were no longer enrolled in school in the
third wave of NIDS in 2012 (Branson et al., 2013).
The dismal facts about the quality of South African schooling are particularly pertinent given
the amount of government spending on education. The government allocates one-fifth of its
budget to education, higher than most other developing countries (Spaull, 2013). However,
recent research has revealed a trend in enrollment into low-fee private schools. The Centre
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for Development and Enterprise released a report in 2013 (“Affordable Private Schools in
South Africa”) detailing the growth in the number of independent schools between 2000 and
2010 by 44%. Conversely, public schools have declined over the same period by 9%.
The context for schooling in South Africa is therefore one of poor quality education in govern-
ment schools despite the large amount that is spent on education. This yields high drop-out
rates as pupils are not able to reach the standard required to pass the final-year exam. Against
this background, looking at returns to schooling is therefore of interest in South Africa. Re-
turns to schooling studies can yield policy suggestions about whether there is ongoing gains
to spending on schooling, and they can shed light on the focus that government should give
to particularly levels of educational attainment.
2.3.1 Returns to Schooling in South Africa
The returns to schooling in South Africa have been widely researched. However, the majority
of this research has applied OLS to data of a cross-sectional nature, and little attempt has
been made to correct for the sources of OLS bias. Much of the literature in this area has
focused on two factors: firstly, the differentials in the returns to education by race, and
secondly, the shape of the returns to education schedule.
In terms of the first focus, the literature has typically found that the education return is
significantly higher for white than black workers. Bhorat (2000) estimates OLS equations
by race using the 1995 October Household Survey. Even when controlling for occupational
skills, he finds higher returns to whites for primary, secondary and tertiary education. For
example, whites obtain a 26% return on a year of tertiary education, whilst this return is
only 16% for blacks. This result appears to be due to the historical factors that influence the
quality of the schooling institutions and universities for the different races (Bhorat, 2000).
Keswell (2004) uses decomposition methods to tease out racial wage differences using the
Project for Statistics on Living Standards and Development (PSLSD) and the 2001/2002
Labour Force Surveys surveys. He finds that it is no longer a strong direct racial discrimi-
nation effect that causes earnings deviations, but rather the valuation of the labour market
of education differs between the races. He estimates that these differences in returns to ed-
ucation between whites and blacks account for 40% of the overall wage differential. Similar
to Bhorat (2000), he argues that this is likely due to the continuation of unequal quality of
education and job segregation.
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Regarding the second focus of the South African literature, the return to education relation-
ship appears to be highly convex for the South African case. This implies that the rate of
return to an additional year of schooling increases with the level of education completed.
Bhorat (2000) finds a tertiary rate of return of 16%, but a primary rate of return of only 4%
for African workers. Similarly, Fryer and Vencatachellum (2005) find no returns to primary
education when looking at a sample of Black women. A wage premium to education only
appears after two years of secondary schooling. The convex shape in the returns schedule is
confirmed by Keswell and Poswell (2004), who introduce a cubic polynomial in education to
the standard Mincer equation. The significance of this polynomial is consistent across several
South African datasets.
In a recent compilation of returns to schooling estimates, Montenegro and Patrinos (2014)
generate comparable simple OLS estimates of the Mincer equation for 139 countries. They
argue that it is typically difficult to compare returns estimates across studies because of
different sample definitions, different models employed to estimate returns, and differing
choices of independent variables. As such, these authors compile harmonized household
surveys and implement the same specification and estimation procedure across countries to
generate comparable returns to schooling estimates. Their findings place South Africa as the
country with the second highest returns to schooling (after Rwanda) out of the 139 countries,
with a return to schooling of 21%.
2.3.2 Controlling for Bias in South African Studies
South African studies have attempted to address the sources of bias to some extent. Several
studies have controlled for selection bias. Keswell (2004) and Keswell and Poswell (2004)
estimate returns using both OLS and a Tobit approach. This accounts for censoring at zero,
as wages are only observed for those who work. The Tobit approach allows estimation of
both employment and earnings determination. Other authors employ a Heckman two-step
model to explicitly control for selection into the employed sample. Serumaga-Zake and Naude
(2003) use both a Heckman and a Double Hurdle model, where the latter estimates both the
decision to participate in the labour force and the likelihood of employment. They find
similar results from both models, which suggest a return to education of 11-12%.
Several studies have also attempted to correct for the bias due to the omission of the qual-
ity of schooling as a variable. Particularly if Mincerian equations are estimated by race,
the differences in returns may be largely capturing the quality of educational institutions.
Chamberlain and Van der Berg (2002) find that about half of labour market discrimination
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in returns to education can be explained by the quality of the institution. Case and Yogo
(1999) use national surveys of school quality, and find that a decrease in the pupil-teacher
ratio of 5 students is correlated with an increase in the returns to education of 1 percentage
point. Additionally, they find that school quality affects both the total years of completed
education and the probability of employment.
However, the returns to schooling literature in South Africa has typically neglected the im-
portant sources of bias in the form of omitted variables. Keswell and Poswell (2004) argue
that a lack of adequate data prevents scholars from comprehensively addressing these issues.
However, complete neglect of these biases in the developing country context may be a major
pitfall. As Lam and Schoeni (1993) argue, omitted variable bias is likely to be even more
significant in developing countries than developed. This is on account of the stylized fact
that family background appears to play a more important role in intergenerational mobility
in developing countries. Hertz (2003) acts as the sole paper using South African data that
makes a thorough attempt to deal with omitted variable bias.1 He estimates the returns to
education in South Africa using the 1993 PSLSD survey. He addresses omitted variable bias
by using a within-family fixed effects differencing strategy. When accounting for this bias, he
estimates returns to education of 5-6%. His OLS estimates of 11-13% were therefore biased
upwards.
In sum, the South African research on returns to schooling tends to be largely descriptive.
The literature has mainly studied how returns differ by race, and the shape of these returns
over education levels. The work that has been done suggests that South Africa has a very
high return to schooling compared to other countries. Some attempt in the literature has
been made to account for selection bias. However, there is only one main paper, namely
Hertz (2003), that makes a significant attempt to deal with omitted variable bias. There is
thus significant room for research to be conducted that corrects for this endogeneity within
the South African context, and thereby allows a more causal interpretation of the results.
3 Methodology
There are two novel features in the methodology of this paper compared to other returns
to schooling studies in South Africa. The first is that it will make a thorough attempt to
1It must be noted that a recent paper has been published (Mariotti and Meinecke, 2014) which uses
non-parametric techniques to deal with the endogeneity of education. However, these techniques are beyond
the scope of this paper.
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control for the endogeneity of the education variable that is caused by unobserved individual
characteristics. The second feature will be the use of a panel dataset to do the analysis. This
paper will represent the first attempt at using panel data to explore returns to schooling in
South Africa. It will thus challenge the accepted wisdom that “the applicability of panel data
to estimates of schooling returns is limited” (Harmon et al., 2000: 32).
3.1 Sample and Variable Selection
In this paper, the data is sourced from the National Income Dynamics Study (NIDS), which is
the first national panel data study conducted in South Africa, comprising of 28,000 individuals
and 7,200 households. The first wave took place in 2008, the second in 2010/2011, and the
most recent wave in 2012/2013.
The sample in this study is made up of individuals aged between 16 and 65, who were not
enrolled in schooling in any of the waves. This sample is then further reduced to those who
have a regular job or some form of casual employment. This is in accordance with Hertz
(2003), and therefore excludes self-employment, because it is subject to greater measurement
error. Individual monthly income is thus calculated as the sum of regular employment income,
plus casual income. The overall sample is 7185 individuals. It must be noted that this is an
unbalanced sample in that it is not the same group of individuals in each cross-section. This
is appropriate for the cross-sectional analysis which will consider the returns to education for
each separate point in time. However, in the later panel analysis, this sample will be updated
to a balanced panel of working individuals.
Both of the income variables (pay from main employment and casual earnings) are deflated
before being aggregated. This is to ensure that income is comparable across years. Further-
more, fieldwork for NIDS took place over several months even within waves. For example,
in the second wave, interviews were conducted between May 2010 and August 2011. Thus,
deflating is necessary to ensure that the income figures represent equivalent amounts even
within waves. Deflations are based on CPI figures,2 with the base month being the modal
month of wave 3, namely August 2012. If the month that the interview took place is missing,
then it is assumed that this interview took place during the modal month for that particular
wave.
The analysis that follows can be said to only consider returns to schooling for those individuals
with paid employment. This paper therefore does not consider issues of bias around selecting
2Available on the Stats SA website, http://www.statssa.gov.za/keyindicators/CPI/CPIHistory.pdf
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into the labour force and selecting into employment. This accords with the work of scholars
such as Garcia et al. (2005) and Harmon et al. (2000) who make a similar assumption. As
such, the results cannot be considered to be widely generalisable. They have no insight into
the expected earnings given education for the general population in South Africa. Rather,
the results are narrowly applicable to those who have both decided to participate in the
labour force and have found work in the form of permanent or casual employment.
Several assumptions are made regarding the choices of variables for the Mincer equation.
Firstly, the education question in the NIDS questionnaire is phrased as the highest grade or
qualification that the respondent received. This variable is therefore converted into the linear
variable: number of years of education. This recoding requires several assumptions about the
typical number of years required to obtain a particular level of education.3 This traditional
variable of “years of schooling” allows for the cleanest interpretation of returns to schooling
and will thus be used as the primary measure of education in the following estimates of the
Mincer equation.
A secondary measure of education will also be used. Dummy variables for the completion
of some level of primary, secondary, or tertiary qualification are created. Additionally, there
is a dummy for whether the individual attained their Matric qualification, which will act
as the base group in the analysis. There are several benefits of this secondary measure of
education. It is likely to be subject to less measurement error because no assumptions had
to be made regarding the number of years needed to obtain this qualification. Furthermore,
it could capture nonlinear “sheepskin” effects in returns to schooling.
A further decision is to use age in place of experience. The NIDS survey does not have a direct
question on experience, and it would be highly difficult to create a proxy for this variable
with the large amount of casual work and unemployment that exists in South Africa. The
choice of age accords with other South African papers, such as Keswell and Poswell (2005),
who argue that the traditional proxy for experience is flawed in South Africa due to high
grade repetitions and unemployment. As such, age is subject to the lowest measurement error
and, as discussed above, the results only deviate slightly from an equation where experience
3The assumptions for coding education are as follows: A certificate = 1 year; A diploma = 2 years; A
masters/doctorate = 7 years. If Grade 12 was not attained but the respondent had a certificate or diploma,
it was assumed they had completed 10 years of school first. As such, a certificate with less than Grade 12 was
assumed to be 11 years of schooling. A diploma with less than Grade 12 was coded as 12 years of schooling.
A certificate with Grade 12 was assumed to be 13 years of schooling. A diploma with Grade 12 was assumed
to be 14 years of schooling. A bachelors degree was coded as 15 years of schooling. A bachelors degree with a
diploma was assumed to be 17 years of schooling. An Honors degree was assumed to be 16 years of schooling.
A masters or doctorate was assumed to be 19 years of schooling. All NTC qualifications were assumed to be
13 years of education.
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is used. A final benefit of using age is that it is an exogenous variable and is not subject
to choices that would be determined by unobserved individual characteristics. Conversely,
an experience variable would need to be instrumented for, and would therefore reduce the
precision in the estimation of the Mincer equation (Garcia and Montuenga, 2005).
Other covariates that are added to the Mincer equation include racial dummies, a gender
dummy, a control for if the individual is a member of a union, and a rural dummy. This
last variable is coded so that respondents in tribal homelands or in formal rural areas are
considered rural. The choice of these covariates follow other papers on returns to schooling
in South Africa; see for example Keswell and Poswell (2005) and Hertz (2003). As such, the
additional controls in this analysis make for an “augmented Mincer equation”.
3.2 Descriptive Analysis
Table I presents the weighted descriptive statistics for each wave. The statistics have been
weighted with a composite of design and post-stratification weights. The design weights take
into account the unequal probabilities of including each enumerator area and household in
the sample. These weights also compensate for household nonresponse. Post-stratification
weights are then incorporated so as to conform the sample to the Stats SA Mid Year Popula-
tion Estimates (De Villiers et al., 2013). The standard errors are also adjusted based on the
strata and cluster sampling design. The cluster in wave 2 and 3 is assumed to be the initial
cluster in wave 1. However, weighting within a panel context will be discussed further in the
panel data analysis section.
Education increases slightly over the period, suggestive of misreporting as the sample at-
tempted to exclude individuals enrolled in schooling during this period. The proportion of
individuals with secondary or tertiary schooling similarly increased over this period. How-
ever, it must be noted that inclusion into the sample group is fluid and dependent on having
work. This samples for each wave thus include temporary sample members and continuous
sample members. As such, it is not the same group of individuals in each cross-section, and
this unbalanced sample is part of the explanation for the change in education over the period.
The average number of years of schooling in the sample is 10-11 years, with 32-36% of the
sample having stopped their education during their high school years. Approximately 21-25%
of the sample has finished Matric. The average age in the sample is 37 years in 2008 and 38
years in 2012. Black workers represent around 72% of the sample, with coloureds at 10%, and
whites at 13%. This racial break-down of those with employment does not therefore accord
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with the racial breakdown of the wider population in South Africa, and implies that whites
still have greater access to job opportunities. Unionized workers represent approximately
30-33%, whilst rural workers make up 22-24% of the sample.
22
TABLE I: DESCRIPTIVE STATISTICS
Variable Description Wave 1 Wave 2 Wave 3
wage Sum of deflated main and casual earnings 4999.491 6420.125 5574.998
(398.886) (758.347) (415.679)
lwage Log of Wages 7.978 8.086 8.127
(0.060) (0.062) (0.052)
educ Years of Schooling 10.051 10.632 10.765
(0.202) (0.210) (0.164)
primary =1 if Grade 7 or less 0.220 0.177 0.147
(0.016) (0.018) (0.016)
secondary =1 if Grade 8 - Grade 11 0.319 0.321 0.361
(0.017) (0.019) (0.020)
matric =1 if Grade 12 completed 0.251 0.237 0.212
(0.015) (0.016) (0.013)
tertiary =1 if tertiary qualification 0.210 0.265 0.281
(0.022) (0.023) (0.021)
age Age 37.114 38.349 38.183
(0.385) (0.460) (0.450)
agesq Age Squared 1487.773 1575.900 1566.041
(29.749) (36.995) (37.119)
female =1 if Female 0.425 0.433 0.429
(0.019) (0.020) (0.019)
rural =1 if lives in a tribal homeland or formal rural area 0.249 0.233 0.225
(0.028) (0.025) (0.023)
black =1 if Black 0.728 0.721 0.738
(0.030) (0.036) (0.032)
coloured =1 if Coloured 0.104 0.117 0.104
(0.018) (0.025) (0.021)
asian =1 if Asian 0.027 0.029 0.030
(0.011) (0.011) (0.014)
white =1 if White 0.141 0.133 0.128
(0.026) (0.027) (0.022)
union =1 if Member of a trade union 0.330 0.333 0.306
(0.024) (0.025) (0.024)
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In Figure I, a histogram of the distribution of wages is plotted for the sample for the first
wave. It shows that 86% of individuals in the sample earn less than R5000 for wave 1. The
largest spike of earned wages falls between R500 and R1000 per month. Figure II plots log
wages against education. This gives an indication of the correlation between education and
wages. For each wave, this correlation is positive, and slightly convex. However, the plot
appears to be largely flat until the end of 12 years of education. This suggests that wages
are not hugely different amongst those with incomplete schooling, and that a noticeable
education premium only manifests itself after a Matric certificate is obtained.
Figure III considers educational attainment by race for the sample. Blacks make up three-
quarters of those individuals whose maximum level of education is primary school. Con-
versely, there are no whites who have less than 7 years of education. The proportion of
blacks in each education category decreases with each level, until only 59% of individuals
with more than 12 years of schooling are blacks. This is despite the fact that blacks make up
about 70% of the sample. Conversely, 24% of those with a tertiary qualification are whites.
The pie chart that most closely reflects the overall sample racial break-down is that of sec-
ondary school. This suggests that access to secondary is the most universally attainable in
South Africa, whilst a higher level of education is still biased toward whites.
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Figure IV considers the average educational attainment by location and gender. For both
males and females, the average level of education is lower in rural areas than urban. This
is expected and it is likely due to both demand-side factors (employers do not require as
much skilled labour in rural areas) and supply factors (low access to schools). The average
education between males and females is not hugely different, although females have a slightly
higher level of education. This difference appears more stark in rural areas, and could be
due to the fact that lower-skill farmworkers are perhaps more likely to be male, and these
workers thus have a greater incentive to leave school earlier.
Finally, Figure V considers educational attainment by union membership. The labels on
the slices represent the total number in that category for wave 1. The graph thus confirms
Table I in that there is a smaller proportion of unionized workers in the South African labour
market. Almost three-quarters of non-union members tend to have only primary or secondary
schooling. The smallest group within non-unionized members are those who possess a tertiary
qualification. Conversely, amongst union members, the majority have studied for more than
12 years. There are many possible reasons behind this result. One option is that a lack
of education is acting as a barrier to union membership in South Africa, perhaps due to a
lack of resources or skills to obtain information about unions. It also speaks to the nature
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Figure V: Pie Chart of Educational Attainment by Union Member-
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of jobs in South Africa, with perhaps fewer unions representing individuals doing casual or
low-skilled work.
In summary, this section has conducted a descriptive analysis of the sample. The sample
attempted to isolate working individuals who are no longer enrolled in any form of schooling.
Amongst this sample, there is a positive correlation between education and income. How-
ever, no causal inferences can be made from this, as this correlation could be driven by union
membership, race, or urban location. Furthermore, there could be unobserved characteris-
tics driving this correlation. As such, a regression analysis which allows a “ceteris paribus”
interpretation must be conducted before any causal conclusions can be made.
3.3 Missing Data
Missing income data may be a problem if certain subsets of the sample prefer not to divulge
their earnings to enumerators. If the probability of income data being missing depends on
education, then returns to schooling might not be an accurate reflection of the true returns
to the working sample. The income data in NIDS is of a coarse nature in that there is a
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mixture of observation types, where the observed values do not fully reflect the true values of
the data (Daniels, 2008 and 2012). Some individuals reported exact income figures. However,
others refused or did not know the exact amounts. In this case, they were prompted with
fifteen income brackets. In the first wave of NIDS, this question was phrased using showcards,
where the individual was required to identify the correct income bracket. In the second and
third waves, this question changed to a “more than/equal to/less than” phrasing to try better
elicit a response. The final observation type is missing income information. This is due to
a continued lack of response in the form of refusal, a “don’t know” response to the bracket
question, or a survey collection error whereby the information is unaccountably absent.
For the income variables in NIDS wave 1 that used showcards of fifteen income brackets, the
coarse data structure can be presented as follows (Daniels, 2012). Let X = xij represent
the complete data matrix. Let G represent the coarsening variable which determines the
process by which x is mapped into xobserved. Coarse data is then represented in the following
framework:
xobserved,ij =
{ {xij} if Gij = {0}
[xL ≤ xij < xU) if Gij = {1, 2 . . . 15}
Ψ if Gij = {16, 17, 18}
(11)
When Gij is equal to 0, then xobserved is the set of exact responses in income. When Gij is
between 1 and 15, the observed data is contained within any of the fifteen income brackets,
where xL is the lower bound and xU is the upper bound. Finally, xobserved falls within the
sample space of X, denoted as Ψ, when the response is “don’t know” or a refusal or it is
missing for other reasons. In this latter case, Gij is denoted as 16, 17 or 18. As such, coarse
income data consists of continuous, bounded and item missing responses.
The mixture of these data types for income is analyzed in Table III. The two types of
employment that are considered in this paper (main and casual) are presented for each wave.
As can be seen, the proportion of exact responses increased over the waves. For example,
with main employment, the proportion of exact responses increased from 81% to 88%, and
then to 96% in the final wave. Concurrently, the proportion of refusals fell drastically –
for main employment it fell from 10% to 1% over the waves. This result is expected in a
panel study, as respondents grow more trusting of the survey team and the confidentiality
of their responses over time. They realise that there is no risk of disclosure of their personal
information.
28
TABLE II: COARSE DATA STRUCTURE
Wave Variable Exact Brackets Don’t Know Refuse Missing Total
1 Main Pay 2920 189 63 356 71 3599
81.13% 5.25% 1.75% 9.89% 1.97% 100%
Casual Pay 585 20 15 36 12 668
87.57% 2.99% 2.25% 5.39% 1.80% 100%
2 Main Pay 2904 236 9 91 48 3288
88.32% 7.18% 0.27% 2.77% 1.46% 100%
Casual Pay 393 24 1 3 0 421
93.35% 5.7% 0.24% 0.71% 0% 100%
3 Main Pay 3380 99 6 44 7 3536
95.59% 2.8% 0.17% 1.24% 0.2% 100%
Casual Pay 466 11 1 2 4 484
96.28% 2.27% 0.21% 0.41% 0.83% 100%
Another interesting point to note is that the proportions of “don’t know” responses fell over
time, suggesting that this was used as an excuse to refuse answering in early waves. Finally,
the proportion of bracketed responses increased in wave 2 from wave 1, suggesting that the
alternative phrasing of the bracket question was perhaps less intrusive than the showcard
approach. However, these proportions dropped again in wave 3, as proportionately more
individuals were willing to give exact responses.
The variable that presents the most concern is that of main pay in wave 1. Only 81% of
the responses are exact figures, and there are almost 700 individuals that would be excluded
from the analysis if the coarse data structure in this variable is ignored. Furthermore, Figure
II compares the percentage of individuals for each income category giving exact responses
against the percentage answering in brackets for wave 1. As can be seen, a greater relative
percentage of individuals who give bracketed responses are in the higher income categories.
Conversely, exact responses are proportionately higher for the income brackets below R3500
per month. Higher earning individuals thus appear to be less willing to disclose their earnings.
This is in accordance with Casale and Posel (2005) who find a significant difference between
individuals who give exact income responses and those who defer to a bracket response.
Overall, this analysis has suggested the need to take the coarse data structure into account.
In particular, for main income in wave 1, there is a high proportion of bracketed and missing
data. It further appears that higher income individuals are less willing to give exact income
figures. Failing to account for bracketed and missing income data may therefore bias the
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returns to schooling estimates in a downward direction.
3.4 Estimation Procedure
The analysis in this paper will comprise of two sections. The first part will be the cross-
sectional analysis of returns to schooling. This will provide initial benchmark results for
returns to schooling where no attempt to address endogeneity is made. The second section
will estimate the returns to education using panel data. A more detailed break-down of the
steps that will be taken in each section will now be given.
In the cross-sectional analysis, simple OLS estimation of the augmented Mincer equation
will be presented. This estimation will be conducted by treating each of the three waves
as independent surveys. Such an approach will allow some consideration of changes in the
variables over time. Thereafter, a univariate multiple imputation method will be implemented
for the income variable in wave 1. As discussed previously, this variable is subject to a large
proportion of missing data and bracketed responses. Multiple imputation is a Monte-Carlo
technique where missing values are imputed several times conditional on observed data. This
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is superior to single imputation, in that it incorporates random variation in determining the
parameter estimates (Allison, 2001).
In the second section, the data will be considered in longitudinal form. The Mincer equation
will be estimated using the differencing approaches, namely first-differencing and fixed-effects
estimation. The results of this analysis are unlikely to be significant or to be in accordance
with expectation. This is because the education coefficient will only be identified for individ-
uals who have changed their education. It is unlikely that this subgroup will be representative
because the sample was intended to capture individuals no longer enrolled in education.
As such, the analysis will then move on to the Hausman-Taylor (HT) approach. A starting
point will be to create a balanced panel, where there are the same number of time-series
observations for each individual. In this case, it implies that the sample will comprise of
only those individuals with permanent or casual employment across all three waves. The
HT approach will allow both the identification of the education coefficient and deal with its
endogeneity. The HT model is set up as follows,
ln(yit) = Xitβ + Ziγ + ci + uit t = 1, ..., T ; i = 1, ..., N (12)
where Xit refers to the time-varying regressors, Zi the time-invariant regressors, ci the in-
dividual time-constant heterogeneity, and uit the idiosyncratic error term. X and Z can
be partitioned further, Xit = [X1it, X2it] and Z = [Z1i, Z2i], with X1it and Z1i assumed to
be exogenous, but X2it and Z2i are correlated with ci. Education forms part of Z2i in the
modeling of returns to schooling as it is time-constant and endogenous. All regressors are
assumed to be orthogonal to uit.
In the first stage of the HT approach, a fixed effects regression is conducted on a model that
contains only the time-varying regressors. The resulting estimates are consistent because
the bias-causing individual effects are removed. Residuals can then be calculated and used
to derive estimates of Ω̂, the variance-covariance matrix of the composite error term, vit =
ci+uit. The model can then be weighted through premultiplication by ˆΩ−1/2. This generalized
least squares transformation ensures efficient estimates.
In the second stage of the HT approach, an instrumental variables estimation is conducted
using internal instruments. The endogenous time-invariant regressors, Z2i, are instrumented
for with the individual means of the time-varying exogenous variables, X̄1i. This instrumental
choice meets the two conditions for instrumentation. Firstly, X̄1i is exogenous to both ci and
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uit by assumption, therefore fulfilling the instrument exogeneity requirement. Secondly, the
exogeneity of X̄1i to ci and uit necessarily implies that E[X̄1iZ2i] 6= 0 in order to make the
between-regression hold. The instrument relevancy condition (of correlation between the
instrument and the endogenous variable) therefore holds (Wooldridge, 2002).
Furthermore, any endogenous time-varying regressors can be instrumented for with their
demeaned values: Ẍ2it= X2it − X̄2i. These instruments obviously meet the relevance condi-
tion, as the demeaned values are necessarily correlated with the level values. The fulfillment
of the exogeneity condition is determined through linear projections: X2it = φci + uit and
X̄2i = φ̄ci + ūi. Subtracting these two linear projections to get a demeaned linear projection
yields Ẍ2i = uit − ūi, which shows that Ẍ2i is unrelated to ci, despite the fact that X2it is
correlated with ci. The demeaned values of X2it thereby meet the instrument exogeneity
condition.
The instrument set can thus be summarized as follows, where the identifying requirement is
that there are at least as many time-varying exogenous regressors as there are endogenous
time-invariant ones:
[X1it Ẍ2i Z1i X̄1i] (13)
In the analysis that follows, the HT results will be compared against the results of a random
effects estimation. As discussed previously, a random-effects approach represents one extreme
where all the regressors are treated as exogenous. These results are likely to be biased, and
it will thus be of interest to see how the results change when education is considered to be
an endogenous variable.
In summary, this section has set out the sample and procedure that will be followed in this
analysis. The first stage of cross-sectional analysis will reflect the typical South African
study on returns to schooling. However, as has been argued, when using OLS estimation, a
causal interpretation is unconvincing. As such, the second section of this paper will form the
contribution to the literature. It will use a panel dataset and an internal instrumentation
technique to control for endogeneity in education. This procedure has not yet been applied




The Mincer equation is estimated using OLS and these initial results are presented in Table
III. Each wave is considered separately, and returns are estimated cross-sectionally. The
standard Mincer equation has been augmented with racial controls, and dummies for urban-
ization and unionization. The education coefficient is highly significant for each of the waves.
In wave 1, the estimates suggest that an additional year of education is expected to increase
wages by 10.9% on average, holding all else constant. In wave 2, the returns to schooling
increase to 12%, whilst wave 3 has the highest expected returns at 14.0%.
However, when industry and occupation dummies are added to the regressions, the returns to
schooling drop by approximately four percentage points. This suggests that wages in South
Africa are significantly determined by the sector and type of work, and failing to control for
these leads to an overestimate of the true effect of education on wages. This result therefore
stresses the importance of the inclusion of these dummies. Other points of interest include
the slight inverted u-shaped relationship that wages have with age. An additional year of
age increases earnings, but at a decreasing rate. The quadratic term in age does not appear
to be individually significant in wave 1 and wave 3. However, the age controls are together
jointly significant for all waves.
The female coefficient is highly significant for each wave, and suggests that females earn
33-38% lower than males on average, when holding all else constant. Blacks and coloureds
are expected to earn significantly less than whites, a factor that is expected given the history
of South Africa. There are no significant differences in wages between Asians and whites.
Individuals living in rural areas earn significantly less than urban areas. However, this
differential appears to have fallen, as it was at 23% for the first wave, and reduced to only
13% in the third wave. There is also a significant union premium in operation in the South
African labour market, but it has similarly declined, from 30% in the first wave, to 27% in
wave 3.
4.2 Multiple Imputation of Missing Income Data
There are several approaches to account for coarse data. Regarding interval data, a midpoint
of the interval can be used. However, this approach can lead to bias, and will create spikes in
33
TABLE III: INITIAL OLS REGRESSIONS
Wave 1 Wave 1 Wave 2 Wave 2 Wave 3 Wave 3
educ 0.109∗∗∗ 0.068∗∗∗ 0.120∗∗∗ 0.082∗∗∗ 0.140∗∗∗ 0.093∗∗∗
(0.009) (0.007) (0.010) (0.010) (0.009) (0.009)
age 0.042 0.034 0.072∗∗∗ 0.069∗∗∗ 0.036∗ 0.046∗∗∗
(0.024) (0.020) (0.018) (0.015) (0.014) (0.013)
agesq -0.000 -0.000 -0.001∗∗ -0.001∗∗∗ -0.000 -0.000∗
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
female -0.421∗∗∗ -0.332∗∗∗ -0.406∗∗∗ -0.385∗∗∗ -0.381∗∗∗ -0.337∗∗∗
(0.046) (0.045) (0.047) (0.052) (0.041) (0.049)
black -0.816∗∗∗ -0.618∗∗∗ -0.926∗∗∗ -0.692∗∗∗ -0.703∗∗∗ -0.553∗∗∗
(0.095) (0.078) (0.103) (0.103) (0.097) (0.092)
coloured -0.642∗∗∗ -0.439∗∗∗ -0.624∗∗∗ -0.458∗∗∗ -0.599∗∗∗ -0.460∗∗∗
(0.127) (0.095) (0.147) (0.122) (0.119) (0.103)
asian -0.323 -0.297 -0.013 -0.161 0.031 -0.023
(0.168) (0.156) (0.162) (0.151) (0.261) (0.177)
rural -0.275∗∗∗ -0.235∗∗∗ -0.264∗∗∗ -0.263∗∗∗ -0.110∗ -0.133∗∗
(0.054) (0.053) (0.066) (0.060) (0.056) (0.049)
union 0.447∗∗∗ 0.302∗∗∗ 0.351∗∗∗ 0.234∗∗∗ 0.379∗∗∗ 0.270∗∗∗
(0.054) (0.053) (0.067) (0.065) (0.056) (0.054)
Constant 6.362∗∗∗ 6.609∗∗∗ 5.873∗∗∗ 5.943∗∗∗ 6.201∗∗∗ 6.302∗∗∗
(0.443) (0.394) (0.386) (0.345) (0.289) (0.298)
Industry&Occupation Dummies NO YES NO YES NO YES
Observations 15863 15638 13145 13015 13539 13351
Marginal effects; Standard errors in parentheses
Source: NIDS, weighted
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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the data (Wittenberg, 2008). Alternatively, a distribution such as the uniform distribution
can be applied to the interval. This is also likely to be inadequate because it fails to take into
account the curvature of probability in response - uniform distributions treat all points in
the interval as equally likely (Daniels, 2008). Furthermore, regardless of the pre-specified dis-
tribution, a single deterministic imputation will always underestimate the variances because
the uncertainty of this imputation is not fully taken into account (Allison, 2001).
A multiple imputation approach, as first developed by Rubin (1978 and 1987), deals with
the above problems. This is a simulation-based approach, where missing data are predicted
m times based on an imputation model, where m represents the number of imputations.
This yields m simulated values, and thus m simulated datasets. When the analytic model
is then implemented, statistics are estimated separately for each of the m datasets before
being combined to produce the overall estimates and standard errors. These estimates are
combined using Rubin’s rules (1987), which creates errors by combining the within and
between-imputation variation. This latter component would not be present in a single im-
putation, and thus multiple imputation adjusts the standard errors upwards. This better
reflects the uncertainty inherent within the imputation process and captures the fact that
the imputed values are not of the same quality as point values (Wittenberg, 2008).
In this paper, the imputation will be based on an interval regression. Interval regressions
are used when the data are censored into categories, yet the underlying income variable
is continuous, as is the case with the bracket responses. The key assumption of the log-
likelihood function applied to this imputation is that the log of income approximates a normal
distribution (Daniels, 2008). For the bracketed data, this approach enables plausible draws
within each interval, following a truncated normal distribution (Daniels, 2012). Missing
values are imputed to any value following a continuous normal distribution (Vermaak, 2010).
An important assumption for conducting an imputation is that the data is missing (or
coarse) at random (MAR). This means that the probability of income data being miss-
ing (or bounded) depends on observed covariates, but is unrelated to the true income value
(see Rubin, 1976 and 1987). Using the set-up in (11), this assumption can be represented as
follows,
f(M |X,φ) = f(M |Xobserved, φ) (14)
where M represents the missing data matrix, and φ symbolizes other unknown parameters.
Missing data is thus fully predictable from the other observed variables. In this case, the
missing data can be said to be ignorable, in that there is no need to model the process which
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kernel = epanechnikov, bandwidth = 0.7125
determines non-response. In other words, inferences can be made without knowing the nature
of the mechanism that is driving missingness (Vermaak, 2010). However, ignorability does
not imply that the results are unbiased; rather, the observed variables can be used to account
for missing data without modelling the underlying non-response mechanism. Imputation thus
makes a MAR assumption because the inference of the unknown parameters are assumed to
be unrelated to the distribution of missingness (Lacerda et al,. 2007).
It is difficult to test for the MAR assumption. One approach is to follow Keswell and Poswell
(2004) by considering the relationship of this missing data with education for wave 1. A
kernel density plot of education is compared for individuals with missing wage data against
those with accompanying wage data. A visual inspection of Figure VII suggests that there are
some differences between the two plots. A greater proportion of individuals with secondary
schooling and tertiary schooling have missing income data. Conversely, for lower education
levels this pattern seems to reverse, and those with less than ten years of education seem
more willing to divulge their earnings.
The correlation with education suggests that the income data is missing at random (MAR),
in that the probability of income data being missing depends on observed variables, but is
unrelated to the true income value (Daniels, 2012). A missing at random assumption implies
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that other variables in the dataset can be exploited to predict missingness, and can thus
be used in a model to impute values for the missing income data. This suggests that the
analysis in the paper could attempt to address and correct for missing income data using an
imputation method.
As such, a multiple imputation method is employed for the main income variable in wave
1. This imputation is univariate in nature, because solely the coarse main income variable
in the first wave is imputed for. Following Lacerda et al. (2007), the imputation model is
similar to the analytic model to ensure the relationships between the missing values and the
observed values are retained. The covariates in the imputation model therefore include an
education variable, racial dummies, a gender and location dummy, and finally a unionization
dummy.
Figure VIII plots the densities of income with and without imputations. The imputations
have been conducted with m equal to 3 and 10. When income is not imputed for, it shows a
higher peak in middle of the distribution. With imputations, the distribution shifts slightly to
the right, as the values that are imputed tend to be for higher earning individuals. The plots
with m as 3 or 10 are very similar and therefore suggest that the imputation has stabilised
from a low number of repetitions. Overall, with visual inspection, there does not appear to
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be a huge shift in the income distribution after imputation.
Table IV compares the wave 1 cross-sectional OLS regressions with and without imputations.
The second column records the OLS results when m is 3, and it thus reflects the aggregation
results of the 3 simulated datasets. The return to schooling increases slightly from 7.2%
to 7.7% when main income is imputed. Other covariates similarly adjust slightly, but the
level of significance does not change between the two specifications. As such, it appears that
imputation has not made a large change to the results. Missing data and the coarse data
structure will thus be ignored for the remainder of the paper. This will add to the ease of
estimation in a panel data context, as combining a multiple imputation approach with the
Hausman-Taylor estimation method would create analytical complexity that is beyond the
scope of this paper.
TABLE IV: OLS RESULTS WHEN IMPUTING MAIN PAY, WAVE 1




















Marginal effects; Standard errors in parentheses. Results are not weighted.
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
In summary, a cross-sectional analysis has suggested that returns to schooling are between
7%-9% for the working sample in South Africa. This result has been verified when including
imputations for bracketed and missing income data, with the returns to schooling remaining
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within this band. However, the OLS specifications that have been conducted thus far are
likely to be inappropriate for two reasons. Firstly, the OLS estimates are likely to be biased
and inconsistent. As discussed previously, unobserved ability and family background effects
are correlated with education, and education is thus an endogenous variable.
Secondly, the OLS standard errors are unreliable even if the unobserved variables are uncorre-
lated with the explanatory variables. The omitted variables of ability and family background
are likely to be constant over time. As such, the very presence of a time-invariant effect will
lead to correlated errors across time. The errors cannot thus be assumed to be independently
distributed, and OLS is then not the most efficient estimation approach. In the following
section, an attempt to deal with these two problems of OLS will be made using panel data.
4.3 Panel Analysis
A starting point of a panel data analysis is estimation using the main panel data techniques
of time-differencing. As such, a fixed-effects and first-difference estimation approach is taken
in Table V. These estimation strategies ensure that the individual, time-constant effects
disappear. The former approach does this by subtracting the average of the variable over
time for each individual, whilst the latter subtracts the lag of the variable. One downside
to these estimators is that they cannot estimate time-constant variables, and the race and
gender variables are thus omitted. However, education is the variable of interest, and it
contains some variation over time and can thus be estimated.
A brief discussion on survey design adjustments and survey weights within a panel data
context must first be conducted. These adjustments attempt to ensure that the results can
be generalized to a population of interest. However, with a panel, it is no longer clear as to
who this population is. The results cannot be generalized to the national population because
the specific sample that is tracked neglects new settlements and over-samples particular
groups over time.
Furthermore, with migration over the years, it is extremely difficult to decide on the nature
of the survey adjustment. As Wittenberg (2013) points out, an adjustment for the primary
sampling unit (cluster) is used to account for that fact that individuals tend to be more sim-
ilar within the cluster, and this adjustment thereby prevents an overestimate of the standard
errors. However, over time, individuals migrate to different areas. It is not clear if these
common influences on individuals should be linked to the original cluster, the current clus-
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ter, or the household. It comes down to the researcher’s belief about the underlying social
processes at work.
Finally, generalized least square (GLS) procedures, such as a random effects and the HT
estimator, assume that the error structure is known. In a survey adjustment, the underlying
assumption is that the error structure is incorrect, and weights are then used to correct
for this. As such, statistical programs such as Stata do not allow for weighting with a
GLS approach. In sum, the above discussion highlights the difficulty in using weights and
cluster corrections in a panel data context. The analysis that follows therefore does not
account for survey design or weights. The results are only applicable to the specific sample of
analysis. However, since no attempt is made to correct for sample selection into employment
in this paper, it implies that even without weights, the results are necessarily limited in
generalisability.
Table V presents the results of time-differencing after the dataset has been converted into
a longitudinal format. The results for the fixed effects and first differencing are counter-
intuitive. The education coefficient is no longer significant and is actually negative for both
specifications. The union variable is also negative for both specifications, which contradicts
typical economic theory. The linear term of age and the rural dummy are the only explana-
tory variables that are significant in a panel-data context. The racial dummies have been
eliminated from this model as they are time-invariant.
There are likely to be several reasons behind these strange results. Firstly, differencing
and fixed effects methods rely on variation in the explanatory variables over the waves to
identify the coefficient. However, the sample in the study has deliberately tried to isolate
individuals who were not enrolled in school during this period. Any variation in education
that is present is suggestive of misreporting or recall error. Secondly, the sample size of those
whose education varied is also small given the nature of the created sample, and thus unusual
results can be expected given this small n.
Time-differencing approaches are thus not appropriate for estimating returns to schooling.
The Hausman-Taylor method is the one approach that deals with the problems encountered
in using panel data for this analysis. Its generalized least squares approach adjusts the error
term, whilst its use of internal instruments allows identification of time-invariant regressors
that are endogenous. The Stata 12.0 version includes a command for the HT procedure and
is used to estimate the following results.
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TABLE V: PANEL REGRESSIONS













Number of Observations 7202 2524
Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
4.3.1 Creating a Balanced Panel Dataset
A balanced panel refers to the case where there is information for all n cross-sectional units,
over all the time periods under consideration. In the analysis that follows, the sample is thus
restricted to a balanced panel with workers having regular or casual employment for all three
waves. This ensures that labour market information is available for each of the individuals
across the three waves. This leads to an overall sample of 1141 workers. This sample is thus
entirely composed on continuous sample members.
However, 204 individuals in this sample had education that changed over these waves, despite
reporting that they were not enrolled in education over this time period. Additionally, 57
individuals even had education that decreased over the waves. This is shown visually in
Figure IX. As can be seen, there are various patterns in the reporting of education, and
all are illogical due to a decrease in education at some point. One individual reports going
from 10 years of education to 0 years. Another individual increased his level of education
from 12 to 17 years, despite there only being a 2 year gap between the waves. This suggests
that education changes are likely to be a function of recall error, or deliberate misreporting.
Including these individuals will distort the results and will not allow an accurate reflection of
returns to schooling. As such, the sample is further reduced to the 937 who did not change
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their education over the three waves.
The descriptive statistics for this narrow sample are presented in Table VI. Despite the
sample now including solely those individuals consistently employed over all three waves, the
descriptive statistics do not change hugely from the cross-sectional samples Table I. Wages
and educational levels appear to be similar between the two tables. One noticeable difference
is that the balanced panel sample appears to be older than the cross-sectional sample (39-43
years old, compared to 37-38 years in Table I). This suggests that perhaps age is a determining
factor in job retention and stability of work opportunities. A further significant difference is
that the balanced panel contains a larger proportion of unionized workers. Again, this could
imply that a key role of unions is to ensure job retention.
A new variable that is added to the balanced panel covariates is that of health. This is
in accordance with Hausman and Taylor (1981) who use a measure of health as a time-
varying exogenous instrument for education. The health variable in NIDS is derived from a
perceived self-reported measure. Individuals are coded as having bad health if they report
that their health is “fair” or “poor”, whilst they are coded as being in good health if their
reported health is “excellent”, “very good” or “good”. Figure X shows a positive correlation
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TABLE VI: BALANCED PANEL DESCRIPTIVE STATISTICS
Variable Description Wave 1 Wave 2 Wave 3
lwage Log of Wages 7.573 7.853 8.100
(0.981) (1.103) (0.971)
educ Years of Schooling 9.259 9.506 9.709
(4.158) (4.245) (4.264)
primary =1 if Grade 7 or less 0.274 0.275 0.271
(0.446) (0.446) (0.445)
secondary =1 if Grade 8 - Grade 11 0.314 0.304 0.304
(0.464) (0.460) (0.460)
matric =1 if Grade 12 completed 0.213 0.186 0.153
(0.410) (0.389) (0.360)
tertiary =1 if tertiary qualification 0.196 0.234 0.270
(0.397) (0.423) (0.444)
age Age 39.148 41.748 43.536
(9.439) (9.346) (9.370)
agesq Age Squared 1621.568 1830.202 1983.181
(745.379) (781.840) (819.210)
female =1 if Female 0.490 0.496 0.497
(0.500) (0.500) (0.500)
rural =1 if lives in a tribal homeland or formal rural area 0.379 0.379 0.382
(0.485) (0.485) (0.486)
black =1 if Black 0.719 0.702 0.713
(0.449) (0.457) (0.452)
coloured =1 if Coloured 0.216 0.230 0.220
(0.412) (0.421) (0.414)
asian =1 if Asian 0.011 0.010 0.012
(0.104) (0.104) (0.112)
white =1 if White 0.053 0.055 0.053
(0.224) (0.229) (0.224)
union =1 if Member of a trade union 0.381 0.403 0.434
(0.485) (0.490) (0.495)
health =1 if bad health 0.125 0.075 0.095
(0.330) (0.264) (0.294)
Number of Obs 937
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between the average health and average income of an individual. This suggests that health
could be used in an earnings determination equation. However, for it to be an instrument,
the orthogonality assumption implies that health should only determine income through
education.
There is some doubt as to whether this orthogonality condition holds. It seems likely that
poor health could lead to poor work performance (such as lower productivity or increased
absenteeism) and thus lower earnings. However, in the coding of the health variable, three
out of the five categories of health were coded as “good health”, and only really poor health
was coded as “bad health”. Thus, it is likely that many of the illnesses suffered by those with
“bad health” are serious and chronic problems, which could have affected their educational
attainment, and may not have an additional affect on earnings outside of education. However,
there is no way to be certain that there is no external affect of health on earnings. As such,
the results must be viewed with some caution.
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TABLE VII: RETURNS TO SCHOOLING, HAUSMAN-TAYLOR APPROACH
























Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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4.3.2 Hausman-Taylor Estimation Results
Table VI presents the results of the HT estimation, with education treated as endogenous.
The time-invariant exogenous variables are the race and gender dummies. The time-varying
exogenous variables include age, rural, union and the industry and occupation dummies. A
dummy variable for health is also included as a time-varying exogenous variable. This is
in accordance with the original analysis done by Hausman and Taylor (1981) on returns to
schooling. As such, under the HT approach, education is instrumented for by the individual
means of the time-varying exogenous variables.
The estimated return to schooling has increased substantially with the HT method. It is
now highly significant, with an additional year of schooling expected to increase wages by
21% on average for the working sample, when holding all else constant. A greater discussion
into the factors driving this result will follow in the subsequent section. Other interesting
differences between the random effects model and the HT estimator is the reduction in size
of the racial wage differences, but the increase in the size of the gender wage difference.
Furthermore, having bad health appears to have proportionately less effect on wages with
the HT approach than random effects.
The union premium falls under the HT approach from 24% under random effects to 6%.
However, the union variable is cause for concern because being in a union may be correlated
with the omitted variables of ability and family background, and may thus be subject to en-
dogeneity bias. As such, union is included as an endogenous variable together with education
in Table VIII. As the results show, the union coefficient drops even further to 2.9%. This sug-
gests that when accounting for observed worker characteristics, and unobserved background
and ability differences, union membership does not have a significant wage premium in South
Africa. Future study could look more closely at this union premium in South Africa under a
panel data context.
In Table IX, education is measured in an alternative format, with dummy variables for
educational attainment. The completion of Matric acts as the base group. Each of these
dummies is treated as an endogenous time-invariant regressor. The HT specification suggests
that having only primary or some secondary schooling has significantly lower returns than
a Matric qualification. These coefficients are much larger than the corresponding random
effect estimates. In turn, tertiary education yields a wage gain over a Matric qualification,
but this effect is not as large. Again, differences in wages between racial groups appears to
be less severe under HT, but the gender wage difference has not changed much between the
two specifications.
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TABLE VIII: RETURNS TO SCHOOLING, HAUSMAN-TAYLOR
APPROACH WITH ENDOGENOUS UNION
























Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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TABLE IX: HAUSMAN TAYLOR WITH EDUCATIONAL DUMMIES




























Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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4.3.3 Interpretation of the HT Results
Overall, the return to schooling for the main specification in Table VII is high at 21%.
Possible explanations behind this high return must thus be given. Several factors that are
driving this result will now be discussed in more depth. Firstly, as has been mentioned,
this result is highly sample-specific. The sample includes those who consistently have work
for a five-year period. However, this is likely to be a fairly elite group, as South Africa
is characterised by high unemployment. According to Altman and Marock (2008), 58% of
labour force participants aged 15-19 and 50% of individuals aged 20-24 are unemployed. As
such, there may be characteristics, such as reliability, that determine the entry into the labour
market and then the acquisition of stable employment, which are not adequately controlled
for in the analysis. These characteristics may imply that higher education levels are more
highly remunerated relative to those with lower education of this subgroup, relative to the
overall population.
A second factor to be considered in these results is the lack of a control for the quality
of schooling. As was mentioned earlier, the South African school system is polarized into
institutions that were traditionally for blacks and others that were for whites. The lower
quality of education in the former is an enduring legacy of this system. It may be the case
that workers who are in stable employment are more likely to come from higher quality
educational institutions. As such, these institutions may impart characteristics that get
rewarded in the form of greater job stability and retention. It must be noted that the quality
of the schooling institution is only likely to play a role in the analysis in terms of stable job
acquisition and thus entry into the narrow balanced sample. If, however, quality of school
affects the individual’s time-constant characteristics, this has already been controlled for with
the HT approach.
Thirdly, this sample of continuously employed individuals is likely to have had greater on-
the-job training and skills development. It may be that highly educated individuals are given
greater opportunities for job training and skills development. As such, employers may be
hesitant to lose stable long-term workers and may therefore compensate them more highly.
They may be rewarded more highly for this job-specific expertise relative to those with
lower education levels. However, this effect would only materialise if within this sample
of continuously employed individuals, the more highly educated were remunerated more
relative to the lower educated of this continuously employed sample, compared to the wider
population. On-the-job training will be considered in more detail in the following section.
A forth possible driver behind these high returns is the developing country context of South
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Africa. Studies have consistently shown that developing countries reward education more
highly than developed countries. Psacharopoulos and Patrinos (2004) find that in Sub-
Saharan African countries, the return to primary education is 37%, and for secondary ed-
ucation it is 24%. This is significantly higher than the 13% and 11% for OECD countries
respectively. Furthermore, as mentioned previously, Montenegro and Patrinos (2014) find
that South Africa has the second highest return to education out of 139 countries. The pat-
tern of higher returns for lower income countries is likely due to a shortage of skills in key
areas of technology application and other professional service industries.
This finding of high returns to schooling is in line with the other aforementioned studies
which similarly saw an increase in the estimated returns when using an instrumental HT
approach. Similarly, it accords with the general instrumental literature of augmented returns
to schooling when using IVs. It appears that the random effects estimate is biased down-
ward through a lack of control for the unobserved individual effects. Ability and family bias
exerted a seemingly negative effect on returns to schooling - more able individuals choose
less schooling. Similarly, individuals with well-connected families or supportive family envi-
ronments may feel less incentivized to gain higher education. More able or well-connected
individuals may thus leave school earlier as they can more easily reach their target wage.
A possible explanation behind the increase in estimates is the hypothesis of sub-groups that
was set out by Card (1999). As explained earlier, Card (1999) starts with the assumption that
individuals with the lowest schooling tend to have the highest marginal return to schooling.
If individuals in this subgroup dominate the instrument, then the return to schooling could
rise. In the HT case, the instruments used are the individual means of age, rural, union,
health and the industry and occupation dummies. It is not clear if any particular subgroup
is dominating in this case. As such, this intuition is not applicable for the HT approach.
In summary, the HT approach yielded a high estimate of the return to schooling. This is
likely due to the specific sample of employed workers across all three waves, who may have
particular characteristics or skills that are highly rewarded with job stability. The context of
a shortage of skills in South Africa may also be driving unequal wages in the labour market,
and consequently the high returns for an additional year of education. The HT return is
significantly higher than the random effects estimate, which may suggest that the omitted
variables are biasing the random effects estimate downwards.
50
5 The Validity of the Results
5.1 On-the-job Training
This analysis assumed that the omitted individual heterogeneity is time-constant and there-
fore can be differenced out over time. This assumption seems plausible for individual char-
acteristics such as intelligence, overall motivation and ambitiousness that are likely to be
constant over time. Even if they do shift gradually, they are likely to be fairly stable for
the five-year period that this analysis is limited to. However, there may be some features of
individual heterogeneity that change over time. The key example is when an individual re-
ceives on-the-job-training, and therefore has large productivity increases over the years of the
dataset. This omitted feature of ability is not eliminated with differencing and is therefore
present in the error term. However, it is only a problem in the analysis if these productivity
increases are correlated with education, which may not necessarily be the case.
A further way to check for productivity increases is to include a dummy for if the individual
has remained in the same industry and occupation over the three waves. This therefore acts
as a rough control for ability increases from job-training. Table X presents the analysis with
these controls for job training. The results do not differ significantly from the previous coeffi-
cients. Returns to education decrease slightly to 19%, suggesting that productivity increases
may have an effect on wages outside of the time-constant omitted variables. However, it
appears that being in the same occupation has a negative effect on earnings, whilst being
in the same industry has a wage gain. These confusing results may be partly due to the
rather vague categories of industries and occupations in NIDS, where quite diverse jobs and
industries are grouped together. As such, it is difficult to make any definitive conclusions
from this.
5.2 Attrition
Attrition is typically a problem in a panel data context. In this study, the sample was
narrowed down to a small group of workers who had permanent or casual employment over
all three waves. As such, this sample neglects those individuals whose employment status
changed over the three waves, which is a form of attrition. Additionally, the NIDS second
wave had greater overall levels of attrition than the third wave because a smaller proportion
of the original sample were contacted and re-surveyed in the second wave (NIDS Wave 3
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TABLE X: RETURNS TO SCHOOLING, HAUSMAN-TAYLOR APPROACH
WITH DUMMIES FOR SAME INDUSTRY AND OCCUPATION




























Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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Overview, 2013). As such, solely considering wave 1 and wave 3 will allow gains in sample
size as it reduces these problems of attrition. Additionally, as pointed out by Hausman
and Taylor (1981), limiting the analysis to two years minimises potential problems of serial
correlation over the waves.
The sample size when using the first and third waves is 1364 individuals, which is a 45%
increase in the sample size. This is after removing individuals from the sample who reported
changing education levels. With this increased sample size, the returns to education appear
to have increased somewhat, as the results in Table XI show. An additional year of education
is expected to yield a 22% increase in education on average, holding all else constant. This
is up from 21% for the analysis over all three waves.
TABLE XI: RETURNS TO SCHOOLING, HAUSMAN-TAYLOR
APPROACH USING WAVE 1 AND 3
























Marginal effects; Standard errors in parentheses
Source: NIDS
∗ p < 0.05 , ∗∗ p < 0.01 , ∗∗∗ p < 0.001
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5.3 Validity of Instrument Choice
Hausman and Taylor (1981) suggested a specification test of the validity of their method.
Under the null, the coefficients from the HT method are consistent. Similarly, the fixed-effects
method is consistent because all variables are treated as endogenous and their correlation
with the individual effect is eliminated. However, if HT is the more appropriate method, then
fixed effects estimation is not as efficient as HT (Baltagi et al., 2003). It is these assumptions










Z ′ic = 0 (15)
which implies that if the HT method is consistent, then all regressors are orthogonal to
the individual effect. Under the alternative hypothesis, at least one of these orthogonality
conditions does not hold. The test statistic derived by Hausman and Taylor (1981) is:
[β̂HT − β̂FE]′[V ar(β̂FE)− V ar(β̂HT )]−1[β̂HT − β̂FE]
d→ χ2(df) (16)
where the degrees of freedom are the number of time-varying exogenous variables minus the
number of time-invariant endogenous regressors.
This test is applied to the main specification in Table VII. It yields a p-value of 0.9. The
null hypothesis cannot be rejected, and so the Hausman-Taylor approach appears to be valid.
However, the difficulty with this test is that the HT estimates are only compared against
the estimates of the time-variant fixed effects regressors. A fixed effects approach does not
generate estimates on education or race variables because they are time-constant. As such,
this test is unable to act as a full comparison of the two models, and it fails to compare the
coefficients on the variable of interest, namely education.
Furthermore, this test is not particularly robust, and is highly sensitive to the choice of
instruments. In the HT approach, the partition of regressors into exogenous and endogenous
variables is up to the researcher. This necessitates an assumption that the time-varying
exogenous variables are uncorrelated with the individual effect. However, such an assumption
is quite difficult to make. Even in the original Hausman and Taylor (1981) paper, there is
doubt about their use of union and experience as exogenous variables, as these variables are
likely to be correlated with individual characteristics such as motivation and ambitiousness.
Wooldridge (2002: 361) thus comments on their paper, “It is difficult to know what to
conclude, as the identifying assumptions are not especially convincing”.
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The difficulty in choosing exogenous instruments has been the source of a debate between
Jordhal, Poutvaara and Tuomala (2009) and Garcia and Montuenga (2009). The former
argue that the results are highly sensitive to the partition of regressors, which then means
that the Hausman test is unstable and doesn’t allow any convincing inferences. According
to their analysis, when they used marriage as a variable, the test concluded that it was an
exogenous variable. However, when a divorce dummy was used instead, the test determined
that it was endogenous. Furthermore, these authors question whether variables that are
typically assumed to be exogenous, such as occupation, are indeed uncorrelated with the
unobserved effect. They argue that the instrument choice can lead to some of the strange
results that Garcia and Monetuenga (2005) obtained, such as negative returns to a university
education for self-employed individuals relative to the returns for secondary education.
The sensitivity of the HT method to the partition of regressors is similarly seen in this paper.
In Table VII, union has a negative coefficient, which is unexpected given economic theory.
As such, is is possible that this variable is correlated with the unobserved term and is being
biased downwards. However, when adding union to the time-varying endogenous regressors in
Table VIII, the Hausman-Taylor test yields a p-value of 0. This suggests that the Hausman
specification is no longer valid which is unexpected. A similar occurrence happens when
occupation is treated as endogenous. As such, it is difficult to make any strong conclusions
from the Hausman-Taylor test.
A further difficulty is that some of the variables that are considered to be time-varying may
actually show limited variation and thereby lead to the strange results. Garcia et al. (2009)
argue that is a problem behind Jordhal’s married and divorced results - these variables do not
have enough variation over the short panel to adequately identify them. This may similarly
be driving some of the strange results in this paper, as health, occupation, and the rural
dummy may not have sufficient variation to capture the exogenous variation in education.
Overall, this discussion has highlighted the need to apply caution in reading the Hausman-
Taylor results. A few steps can guide future studies that use a Hausman-Taylor approach.
Firstly, the researcher needs to be sure that his partition of variables into exogenous and
endogenous categories is theoretically sound. Secondly, the time-varying exogenous variables
need to contain substantial variation to generate valid coefficients. Thirdly, the Hausman-
Taylor test can shed some light on the validity of the model, but it fails to be the panacea
in determining the partition of variables into endogenous and exogenous categories.
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6 Conclusion
This paper has considered returns to schooling in South Africa. This is an important question
in the South African context, where the government spends more than most other developing
countries on education (Glewwe et al., 2011). The results show that this investment does
appear to yield wage gains, as returns to schooling are approximately 21%. In particular,
a Matric certificate seems to generate the most significant wage benefits compared to other
levels of education.
The results in this paper were derived from using the Hausman-Taylor (1981) methodology.
This approach has not been applied to South African data on education before. This paper
therefore represents one of the first studies of returns to education using a national panel
dataset in South Africa. The main benefit of the HT approach is its use of instruments
internal to the dataset that are derived through time-differencing. This deals with the both
the endogeneity of the education and the fact that education contains little time variation
for the labour force sample.
The HT result of 21% is much higher than the cross-sectional OLS estimate of 7%. This is
a common occurrence in returns to schooling studies that use an instrumental approach. It
suggests the possibility that the omitted individual effect was causing a downward bias on
the education coefficient. Controlling for this endogeneity leads to a rise in estimated returns
to education. This implies that ability and family background tend to offset the choice in
education levels. It may thus be that family connections and natural ability play a strong
role in South Africa, and individuals do not rely as much on a high education level to obtain
target wages.
A second reason for the high return to education under a HT approach is that the panel
sample in this study was narrowed down to individuals with permanent or casual employment
over the entire 5-year period in which the survey took place. This implies that there is a strong
selection effect in action. It may be that characteristics which are keeping the individual in
the job, such as job-specific skills, are more highly rewarded for the educated relative to the
lower-educated in the sample, compared to this difference in the wider population sample.
Overall, the HT results must be viewed with some caveats. It is difficult to motivate for
time-varying instruments that are completely orthogonal to the individual’s unobserved char-
acteristics. Additionally, these variables need to have substantial variation, which may be
challenging to obtain. However, with these caveats in mind, the results suggest returns to
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education are very high for the permanently employed. Permanent employment and job sta-
bility is therefore a channel by which inequality in South Africa is reinforced. Not only are
the permanently employed receiving a constant income, but the increase in income for each
education level they obtain is very high. This is a double whammy for individuals who have
both periods of unemployment and little access to high levels of education.
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