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Abstract 
Techniques for approximating a hypergraph by a weighted graph for use in node partitioning 
algorithms are described. The graphs use the same node set as the hypergraph and their edges 
are obtained by generating a series of cliques that correspond to subsets of the hyper edges. 
Edge weights are obtained by characterizing optimal solutions to mathematical programs that 
describe properties of feasible partitions of the hypergraph. These approximations are com- 
pared with other known approximations and yield promising results. 
1. Introduction 
Partitioning the nodes of a hypergraph arises in many design/layout problems such 
as: laying out of circuits on computer chips and printed circuit boards [2,6,13-J, 
computer program segmentation [3-53, laying out of machines in advanced manufac- 
turing systems [14,16], among others. In each case, the problem can be modelled 
using a hypergraph H with node set V and hyperedge set E (a hyperedge connects two 
or more nodes of H). In [lo, 151 a method for approximating H by a graph G, with 
weighted edges is given. The node set of G is the same as the node set of H. The edge 
set of G is obtained by replacing each hyperedge of H by the edge set of a clique 
containing the nodes of the hyperedge. In [lo, 151 edge weights are assigned so that 
G provides an underestimation of H. G underestimates H if the weight of the edges of 
G that are cut by any node partition is not greater than the number of hyperedges cut 
by the same partition. In this paper the constraint that G underestimates His relaxed. 
This yields much more accurate approximations. 
Approximations are obtained for problems that can be modelled as follows: Given 
a hypergraph H, partition the nodes into k disjoint subsets, such that the number of 
hyperedges with nodes in more than one subset is minimized. 
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In Section 2 motivation for finding further approximations of hypergraphs is given. 
Section 3 introduces two new approximations based on approximating one hyperedge 
at a time. The approximation technique is extended in Section 4 to address approxi- 
mating subsets of hyperedges at the same time. In Section 5 these new approximations 
are compared with known approximations in two different ways. First, the quality of 
the approximations is compared on a number of sparse randomly generated hyper- 
graphs containing between 50 and 200 nodes. Partitions of the nodes into two, three, 
and four distinct subsets are considered. Second, the approximations are used as input 
to the graph partitioning algorithm described in [lo] and the quality of the resulting 
partitions is compared. Finally, conclusions and ideas for future research are discussed 
in Section 6. 
2. Preliminaries 
In this section motivation for finding a new hypergraph approximation technique is 
given and notation is introduced. In general, hypergraph partitioning problems are 
NP-hard, even when the hypergraph is restricted to being a graph [7]. However, when 
restricted to a graph, one can often formulate the related partitioning problem as 
a O-l quadratic programming problem [l, 21. We can exploit the active research 
interest in O-l quadratic programming by approximating the hypergraph by a general 
graph. Related approximation techniques have already produced encouraging results, 
e.g. [lo, 151. For this reason we continue the investigation for finding new and better 
approximations. 
Now some notation used throughout the paper is introduced. A hypergruph H has 
been defined above. A (k-)purtition is an assignment of the nodes to (k) non-empty 
subsets uch that each node is assigned to precisely one subset. A hyperedge (edge) is 
cut by partition P if all nodes of the hyperedge (edge) are not contained in one subset 
of the partition. Let C,(P) denote the sum of the weights of the edges of G that are cut 
by P. Let C,(P) denote the sum (of the weights) of the hyperedges of H that are cut by 
P. The set of partitions satisfying a specified property will be denoted P^. 
Consider the following optimization problem: 
min{C,(P)IPEP^} (1) 
(i.e., minimize the weight of hyperedges cut in H over all partitions in P^), and the 
related problem 
min{C,(P) 1 P E F) (2) 
(i.e., minimize the weight of cut edges in G over all partitions in e). If G underestimates 
H then any lower bound to (2) provides a lower bound for (1). This lower bound may 
be helpful in determining the quality of any solution to (1). Hadley et al. [lo] 
characterize an optimal underestimation for H. However, known lower bounding 
techniques for (2) are usually of low quality (see e.g. [lo]) and hence not of much 
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practical use. In these cases, we may wish to find a better graph approximation of H, 
rather than the best underestimation. 
Let S: denote the Stirling number of the second kind. This represents the number of 
ways one can partition a set of n objects into t subsets and can be expressed as (see e.g. 
C9, P. 1671) 
s: = ; i (-l)‘_’ ; 1”. 
. I-1 0 
3. New graph approximations of a hypergraph 
New techniques to obtain weights for the edges of G are now developed. In Section 
3.1.1 a characterization of the weights based on a related linear least-squares problem 
is obtained. An edge weighting that minimizes the maximum error over all possible 
partitions is described in Section 3.1.2. An illustrative example in Section 3.2 approx- 
imates a hypergraph with five nodes and three hyperedges. 
As in [lo, 151, the edge set of G is obtained by considering each hyperedge 
individually and generating the clique on the nodes of the hyperedge. Weights are then 
assigned to each edge in the clique. Notice that when one considers only one 
hyperedge at a time (and so only a subset of the nodes of H), a k-partition of the nodes 
of H may correspond to a t-partition t < k, of the nodes of the clique. Thus, when 
considering a single hyperedge one must consider all t-partitions (t d k) of its nodes. 
After considering all hyperedges, aweighted graph which has multiple edges has been 
generated. G is obtained by replacing each set of multiple edges by a single edge whose 
weight is the sum of the weights of all edges in the set. For the remainder of this paper, 
let p denote the set of all k-partitions of the nodes of H. 
3.1. Weighting the edges - single hyperedge approximation 
Assume, without loss of generality, that each hyperedge connects n nodes and has 
weight one. Since cuts in G should approximate cuts in H, we want C,(P) = C,(P) for 
all P E i. If each hyperedge is considered in turn, this implies one wants to assign 
weights to the edges of the corresponding clique, say G’, such that C,,(P) = 1 if P cuts 
the hyperedge under consideration, and C,.(P) = 0 otherwise. Obviously, if P does 
not cut the hyperedge then P does not cut any edges of G’, i.e., Co,(P) = 0. So, ideally 
we wish to find a solution to the following linear system: 
(LS) C,.(P) = 1 for all P E P^ that cut the given hyperedge. 
In general, (LS) will not have an exact solution. 
(3) 
3.1 .I. Least-squares approximation 
The best approximation in the e2-sense, to a solution of (LS) is a least-squares 
solution of (LS). 
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Letx(i-l),+j denote the weight assigned to edge (i, j ) in G’, and A = (a,,) denote the 
matrix where au” = 1 if edge v is cut by partition u (au0 = 0 otherwise), then (LS) can be 
written as 
where 1 denotes the vector of ones (of the appropriate dimension). The least-squares 
solution to (4) is given by the normal equations 
(A’A)x* = A’l. (5) 
Note that A has If= 2 Sl rows, one for each partition that cuts the hyperedge. This 
number grows very rapidly. For example, the number of partitions of 5 nodes into 
two, three, or four subsets is 50, while the number of partitions of 12 nodes into two, 
three, or four subsets is 700004. Thus, for hyperedges with relatively few nodes the 
matrix A can become prohibitively large, making it infeasible to compute the least- 
squares olution of (4) by standard methods (e.g. matrix factorization). This makes the 
importance of a closed-form expression for the solution of (5) very important. 
We show that there exists a closed-form characterization of the unique solution of 
(5) by characterizing A’A and A’l. 
First we characterize A’A by noticing that (A’A)ij can be interpreted as the number 
of partitions that cut both edges i and j. By symmetry, (A’A), is a constant, say a, for 
all i # j. It is easily seen that the diagonal elements (A’A)ii, represent he total number 
of partitions that cut edge i, say 6”. From the above we can write A’A as 
A’A = (6” - a)Z + ciE, (6) 
where Z and E represent he identity matrix and the matrix of all ones, respectively. 
The following lemma characterizes the solution of any system Cx = d, where C is of 
the form (6). 
Lemma 1. Let C be an n x n matrix of the form (6), then a solution, x = (xi), to Cx = d 
is given by 
Furthermore, this solution is unique. 
Proof. The feasibility of the solution follows immediately by substitution. To see that 
the solution is unique notice that the only non-zero eigenvalue of aE is a. Hence 
aE + (6” - a)Zhas one eigenvalue 6” > 0 and the remaining eigenvalues of 6” - a > 0, 
implying non-singularity. 0 
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One can compute tl, by counting the number of partitions that cut edge i: 
i s; _ i s;-1, 
j=2 j=2 
adding to that the number of partitions that cut edge j, 
i s;_ i s;-‘, 
j=2 j=2 
adding again the number of partitions that cut neither i nor j, 
and finally subtracting the total number of partitions, 
i SJ 
j=2 
giving 
a= i SJ - 2 i q-1 + i sjn-2. (7) 
j=2 j=2 j=2 
Similarly, it is easy to show that 6” can be expressed as 
a”= i (SY-sj”-1). (8) 
j=2 
The ith element of A’1 can be interpreted as the number of partitions that cut edge i, 
i.e. 6”. 
Theorem 1. The vector x* that satisjies the normal equations (5) is given by 
x* = Al, 
where 
6” 
A = (;)P - ((“2) -1}6”_” 
Proof. The least-squares olution to (4), i.e. min I( Ax - 111 i is known to be the 
solution of the normal equations (5), that is 
/PAX* = (A’l). 
The result follows directly from Lemma 1, the fact that A’1 = 6”1, and applying 
elementary simplification. Cl 
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Table 1 shows various values of the optimal weighting for different values of the 
maximum number of node subsets k, and the number of nodes in the clique n, in the 
clique under consideration. 
Recall that we use the least-squares solution to find the optimal weighting of the 
edges in each clique (corresponding to a single hyperedge). To generate the total graph 
approximation of hypergraph H, consider the union of all the cliques. Doing this may 
result in multiple edges. In this case replace each set of multiple edges by a single edge 
whose weight is the sum of the weights of the multiple edges. 
3.1.2. Minimizing the maximum error 
Since, in general, the linear system (LS) does not have an exact solution, one may be 
interested in minimizing the maximum error over all possible partitions, i.e. 
minmax [(Ax - l)J, 
1 
(9) 
where (Ax - l)i denotes the ith element of Ax - 1. 
By symmetry, it can be shown (see e.g. [lo, Theorem 11) that there exists an optimal 
solution to (9) such that x: = XT for all i, j. Let the optimal element value be a*. Given 
a solution with every element having the same value it is easy to see that the maximum 
error will occur at a partition that cuts the largest number of edges (i.e. an equi-partition) 
or at a partition that cuts the smallest (non-trivial) number of edges (i.e. a minimal- 
partition, all nodes but one in the same subset). Furthermore, an equi-partition cuts 
edges (see [lo, Lemma 33) and a minimal-partition cuts n - 1 edges. Thus, the 
maximum error is either 
Iqa* -11 or [(n-l)a* -11, 
Theorem 2. The approximation of a single hyperedge on n nodes that minimizes the 
maximum error assigns a weight of 
a* = 2*((p + n - 1))’ 
to each edge in the approximating clique. 
Table 1 
Calculation of least squares x* for different numbers 
of subsets (k) 
n k=2 k=3 k=4 
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Table 2 
Calculation of minmax x* for different 
numbers of subsets (k) 
n k=2 k=3 k=4 
Proof. The result follows directly from the above. 0 
Table 2 shows various values of the optimal weights that minimize the maximum 
possible error over all partitions. 
3.2. Hypergraph approximation example 
In this section we introduce a small 5 node-3 hyperedge xample and obtain the 
least-squares graph approximation (based on single hyperedge approximation), in the 
case where k = 2 (i.e. we partition the nodes into two subsets). The hypergraph 
corresponding to the netlist is shown in Fig. 1 and the graph approximation is shown 
in Fig. 2. Notice that nodes 1 and 4 occur in two hyperedges together, hyperedge # 1 
Hyperedge #I 
Hyperedge #2 Hyperedge #3 
Fig. 1. 5 node-3 hyperedge example. 
.7857 
.28E 
r 
.7857 
.2857 1 
Fig. 2. Least-squares estimation 
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with four nodes and hyperedge # 2 with three nodes. Therefore, the weight of edge 
(1,4) in G has weight 0.7857 = 3 + 5. 
4. Approximating multiple hyperedges 
In the previous section the graph G was generated by approximating each hyperedge 
individually. In order to account for the relation between hyperedges it may be useful to 
approximate more than one hyperedge at a time. This is the topic of this section. 
Assume that one wishes to consider a set of t hyperedges, ay GE = { gi, g2, . . . , gt }, 
and find a graph approximation. One obtains a graph approximation by considering 
the clique on the set of all nodes contained in at least one gi E GE. Assume that 
hyperedge gi has ni nodes and that there are n distinct nodes in GE. For each partition 
P E P^ one wants the sum of the weights of the clique edges cut by P to equal the 
number of hyperedges cut in H. This yields the following system: 
Ax = b, (10) 
where A and x are as defined previously and b = (bi) represents the vector where bi is 
the number of hyperedges cut by partition i. It follows that the best least-squares 
weighting is given by the solution to 
x* = (A’A)-‘A’b, 
or equivalently, 
A’Ax* = A’b. (11) 
The additional work required to handle multiple hyperedges i  that one must consider 
each partition in order to obtain b. (In the single hyperedge case we immediately have 
b = 1.) Recall from Section 3 that the number of partitions (rows of A) can be 
prohibitively large. Thus, it is important to find a characterization of (11) in the same 
way as was done in the previous section for the single hyperedge case. In this section 
we find an explicit expression for x* by characterizing A’b and then using the special 
structure of A’A to obtain the solution to (11). 
We now characterize the vector A’b. Begin by noticing that b can be written as the 
sum 
b = i b’, 
i=l 
where b’ is the (0, I)-vector whose Ith element is one if and only if the Ith partition 
cuts hyperedge gi E GE. Thus, K = (A’b’)j represents how many partitions cut (clique) 
edge j and hyperedge i. Three cases must be considered: 
l neither node of j is a node of gi, 
l exactly one node of j is a node of gi, 
l both nodes of j are nodes of gi. 
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In the first two cases, 
K = i s; _ i q-+1 
-,i 
s;-1 + i s;-“i_ (12) 
I=2 I=2 1=2 
In the third case, we note that every partition that cuts j also cuts gi. Thus, 
K = 6”*. (13) 
One can now compute the vector A%. Applying Lemma 1, one is now able to solve 
the least-squares problem as given by (11). 
Theorem 3. The optimal least-squares solution to (10) is given by 
x* = & A%(i) - 
i ( a.+((;)-l)J(?A’b(‘))}. 
Proof. The proof follows immediately from Lemma 1 and Eqs. (12) and (13). 0 
We now demonstrate how the approximating raph G changes when we consider 
multiple hyperedges in our least-squares problem. Consider the hypergraph given in 
Fig. 1. In this case consider approximating the set of all hyperedges (i.e. approximate 
the whole hypergraph). The new approximating graph is given in Fig. 3. It is 
interesting to note that I( Ax - 111: = 1.2860 in the single hyperedge approximation 
(see Fig. 2) versus /I Ax - b I( 3 = 0.4545 in the multiple hyperedge approximation. This 
indicates that considering multiple hyperedges can significantly reduce the error in the 
graph approximation. 
In many practical problems there are a few hyperedges with a large number of 
nodes. There is often a subset of hyperedges whose nodes are a subset of the nodes of 
a large hyperedge. If one considers ubsets of this type the density (number of edges) of 
the approximating raph G does not change. This is important if we use the approach 
.18 
Fig. 3. Whole hypergraph approximation. 
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of Barnes [l] or Rend1 and Wolkowicz [12] which requires eigenvalue/eigenvector 
calculations of the weighted incidence matrix of G. These calculations are much easier 
when the matrix is sparse. 
5. Test results 
We now compare the hypergraph approximations described in this paper with 
those found in [lo, 151 in two different ways. The first set of tests is used to judge the 
quality of the approximations by comparing the errors between the estimated and 
actual number of hyperedges cut in a set of random hypergraphs. The second set of 
tests compares the results of applying the interchange algorithm for hypergraph 
partitioning, described in [lo], when different approximations are used to obtain the 
starting partition. The test cases in the second set arise from real-world applications in 
VLSI design and manufacturing. The multiple hyperedge approximation introduced 
in Section 4 was not tested due to numerical complications encountered when 
computing the values of S; for larger values of n. This issue is a topic of future 
research. However, this approximation looks worthwhile when we look at the 
5 node-3 hyperedge xample described earlier. 
To compare the quality of the approximations introduced in this paper we gener- 
ated a set of ten random hypergraphs on n nodes, n < h < 1.5 n hyperedges, with each 
hyperedge connecting between two and six nodes, for n = 50, 100, 150 and 200. For 
each hypergraph 1000 random partitions of the nodes were generated into each of 
two, three, and four distinct subsets. The results are summarized in Tables 3-5. 
In these tables the column headed n indicates the number of nodes in the hyper- 
graph. The columns headed OLD, LSQ, MINMAX correspond to the approxima- 
tions from [lo], least squares (Theorem l), and minimize maximum error (Theorem 2), 
respectively. Columns headed Mean, Var, Best indicate the average rror, the variance 
of the error, and the percentage of the partitions where the corresponding approxima- 
tion yielded the smallest error over all approximations. These results indicate the 
emerging superiority of the least-squares (LSQ) approximation when the number of 
nodes in the hypergraph and/or the number of node subsets grows. We also see that 
the underestimation (OLD) approximation pays a high price in accuracy in order to 
guarantee an underestimation. 
The second set of tests uses hypergraphs arising from real-world problems in VLSI 
chip design and manufacturing. ChipA and ChipB are taken from the work of [S]. 
Manf is a weighted hypergraph taken from [ 153. All of these problems have approxim- 
ately three nodes per hyperedge and each node is also incident with approximately 
three hyperedges. It has been shown that interchange methods fail to converge to 
“high” quality solutions unless they begin from a good initial solution [S, 111. The 
graphs obtained from the underestimation [lo] and the least-squares approximations 
(Theorem 2) are used as input for the eigenvector technique of Barnes [l] in order to 
obtain initial partitions. These partitions are then used as input to the interchange 
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Table 3 
Partition the nodes into 2 subsets 
n OLD LW MINMAX 
Mean Var Best Mean Var Best Mean Var Best 
50 4.19 1.39 0.10 1.05 0.61 60.21 1.51 0.97 39.63 
100 9.03 2.16 0 2.03 1.62 69.90 3.44 2.40 30.10 
150 13.63 5.78 0 2.94 2.68 75.28 5.29 3.17 24.72 
200 18.68 7.68 0 3.95 3.81 76.14 6.94 5.45 23.26 
Table 4 
Partition the nodes into 3 subsets 
n OLD LSQ MINMAX 
Mean Var Best Mean Var Best Mean Var Best 
50 8.62 2.31 0 1.80 1.47 60.11 2.54 2.52 39.89 
100 17.41 6.29 0 3.42 3.29 14.49 6.02 5.10 25.51 
150 25.34 14.71 0 4.98 5.21 83.04 9.51 7.91 16.96 
200 35.64 22.48 0 6.96 7.57 83.36 12.40 10.69 16.64 
Table 5 
Partition the nodes into 4 subsets 
n OLD LSQ MINMAX 
Mean Var Best Mean Var Best Mean Var Best 
50 9.01 2.52 0.01 1.24 0.83 92.26 3.82 3.24 7.73 
100 18.00 5.59 0 1.81 1.79 99.21 9.17 5.33 0.79 
150 26.22 15.53 0 2.20 2.64 99.90 14.21 8.67 0.10 
200 37.06 23.54 0 2.90 4.22 100 18.76 12.69 0 
Table 6 
Two-subset partitions: eigenvector methods 
Name Sizes of 
node subsets 
Hyperedges cut by partition 
Underestimation Least squares 
ChipA 137,137 29 26 
ChipB 122,122 21 21 
Manf 15,15 239 256 
technique described in [lo] and the resulting partitions are compared. In [lo] 
the underestimation approximation proved to yield far superior partitions than those 
obtained when a random starting partition was used. The results are summarized 
in Tables 6-8. When used in an interchange-based heuristic the new least-squares 
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Table I 
Three-subset partitions: eigenvector methods 
Name Sizes of 
node subsets 
Hyperedges cut by partition 
Underestimation Least squares 
ChipA 92,91,91 54 39 
ChipB 82,81,81 30 25 
Manf lO,lO, 10 1396 332 
Table 8 
Four-subset partitions: Eigenvector methods 
Name Sizes of 
node subsets 
Hyperedges cut by partition 
Underestimation Least squares 
ChipA 69,69,68,68 51 54 
ChipB 61,61,61,61 45 38 
Manf 8,8,7,7 1252 1205 
graph approximation compares favorably with the underestimation approximation 
found in [lo]. 
6. Conclusions 
In this paper, we have introduced and compared several new approximations of 
hypergraphs by weighted graphs for node partitioning problems. This allows one to 
exploit algorithms/heuristics developed for graph partitioning problems that are 
based on global optimization techniques, e.g. [l, 10, 121. The least-squares approxi- 
mation clearly yields better approximations, especially as the size and/or density of 
the hypergraph increases. When used in existing algorithms the least-squares approxi- 
mation yields competitive results with other approximations. 
A method has also been introduced to approximate more than one hyperedge at 
a time. The author has tried, but presently does not know if other approximations (e.g. 
underestimations) can be extended to consider multiple hyperedges at a time. Based on 
a trivial example it appears that multiple hyperedge approximations yield the best 
approximations. In general, when approximating multiple hyperedges the density 
(number of edges) of this approximating graph increases. The numerical issues 
encountered in multiple hyperedge approximations are the topic of a future study. 
Another interesting research topic relating to multiple hyperedge approximations 
is determining which subsets of hyperedges to consider together. This arises from 
the practical consideration that the best known techniques for the related graph 
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partitioning problems [l, 121 rely on computing eigenvalues and eigenvectors of the 
adjacency matrix of the graph. 
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