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Abstract. Let Q→ M be a principal G-bundle, and B0 a connection on Q.
We introduce an infinitesimal homogeneity condition for sections in an associ-
ated vector bundle P×GV with respect to B0, and, inspired by the well known
Ambrose-Singer theorem, we prove the existence of a connection which satis-
fies a system of parallelism conditions. We explain how this general theorem
can be used to prove all known Ambrose-Singer type theorems by an appro-
priate choice of the initial system of data. We also obtain new applications,
which cannot be obtained using the known formalisms, e.g. structure and
classification theorems for locally homogeneous spinors, locally homogeneous
and locally symmetric triples.
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1. Introduction
A Riemannian manifold (M, g) is called symmetric (locally symmetric) if, for
each point x ∈ M , there exists an isometry sx : M → M (respectively a local
isometry sx : U → U defined on an open neighborhood U of x) such that sx(x) = x
and dxsx = −idTxM .
An explicit characterization of these spaces is given by the following theorem
due to E. Cartan:
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Theorem 1.1. [KN2, Theorem 6.2, Theorem 6.3] A Riemannian manifold (M, g)
is locally symmetric if and only if ∇gRg = 0, where ∇g is the Levi-Civita con-
nection of g and Rg is the Riemann curvature tensor. Moreover, any connected,
simply connected, complete locally symmetric Riemannian manifold is (globally)
symmetric.
Symmetric (locally symmetric) Riemannian manifolds are homogeneous (resp.
locally homogeneous). Recall that a Riemannian manifold (M, g) is called homoge-
neous (locally homogeneous) if for any two points x1, x2 ∈M there is an isometry
ϕ : M → M (resp. ϕ : U1 → U2 between open neighborhoods Ui ∋ xi) with
ϕ(x1) = x2.
Cartan’s result (Theorem 1.1) has been extended by Ambrose and Singer to the
locally homogeneous framework:
Theorem 1.2. [AS][Si] A Riemannian manifold (M, g) is locally homogeneous if
and only if there exists a metric connection ∇ such that ∇R∇ = ∇T∇ = 0, where
T∇ ∈ A0(L2alt(TM , TM )) and R
∇ ∈ A2(gl(TM )) denote the torsion and the curvature
of ∇. Moreover, any connected, simply connected, complete locally homogeneous
Riemannian manifold is (globally) homogeneous.
A metric connection satisfying the above conditions is called an Ambrose-Singer
connection by some authors [TV, Tr, NT]. Obviously the Levi-Civita connection
of a locally symmetric space is an Ambrose-Singer connection. Theorem 1.2 can be
reformulated as follows: (M, g) is locally homogeneous if and only if it admits an
Ambrose-Singer connection.
This statement is a special case of a very general principle in modern differential
geometry: a local homogeneity condition for a class of geometric structures on a
given manifold is equivalent to the existence of a connection (on a suitable bundle)
which satisfies an Ambrose-Singer type condition. The goal of this article is a
general theorem which implies all known results of this type, i.e. all Ambrose-
Singer type theorems.
Our approach and our formalism are motivated by the following bundle versions
of Cartan’s and Ambrose-Singer’s theorem. In order to state these theorems, which
will be proved in section 4, we define the bundle analogues of the notions “(locally)
symmetric space”, “(locally) homogeneous space”:
Definition 1.3. Let M be a differentiable manifold, and K a Lie group. A triple
(g, P
p
−→ M,A) consisting of a Riemannian metric g on M , a principal K-bundle
P
p
−→ M on M , and a connection A on P is called:
(1) Symmetric (locally symmetric) if, for each point x ∈M , there exists:
(i) An isometry M
sx−−→ M (resp. a local isometry U
sx−−→ U) such that
sx(x) = x and dxsx = −idTxM ,
(ii) An sx-covering bundle isomorphism P
Φx−−→ P (resp. PU
Φx−−→ PU )
which leaves any point y ∈ Px and the connection A (resp. AU )
invariant.
(2) Homogeneous (locally homogeneous) if for any two points x1, x2 ∈M there
exists:
(a) An isometry M
ϕ
−→ M (resp. a local isometry x1 ∈ U1
ϕ
−→ U2 ∋ x2)
with ϕ(x1) = x2.
(b) A ϕ-covering bundle isomorphism P Φ−→ P (resp. PU1
Φ−→ PU2) which
leaves A-invariant (resp. such that Φ∗(AU2) = AU1).
In this definition Px stands for the fiber p
−1(x), and for an open set U ⊂ M ,
we denoted by PU (AU ) the restriction of the bundle P (the connection A) to
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U (respectively PU ). With these definitions we will prove the following bundle
analogous of Cartan’s, respectively Ambrose-Singer’s theorem :
Theorem 1.4. Let M be a differentiable manifold, and K a compact Lie group.
(1) A triple (g, P
p
−→ M,A0) as above is locally symmetric if and only if
∇gRg = 0, (∇g ⊗∇A0)FA0 = 0.
(2) A triple (g, P
p
−→ M,A0) as above is locally homogeneous if and only if
there exists a pair (∇, A) consisting of a metric connection on M and a
connection A on P such that
∇R∇ = 0, ∇T∇ = 0, (∇⊗∇A)FA = 0, (∇⊗∇A)(A −A0) = 0 .
In this statement we used the affine space structure of the space A(P ) of all
connections on P , so A−A0 is an element of A
1(M, ad(P )).
Why are we interested in these bundle analogues of the classical notions and
results we have recalled? Note first that a result of Itoh, which we explain below,
yields a large class of symmetric triples in the sense of Definition 1.3.
Example 1.1. Let (G,H) be a reductive pair. In other words, G is a connected Lie
group, H a closed subgroup of G such that h admits an adH -invariant complement
s in g. Such a complement defines a G-invariant connection As on the principal
bundle G → G/H . For a Lie group K, the data of a G-homogeneous K-bundle
on M := G/H is equivalent to the data of a morphism λ : H → K. The bundle
corresponding to λ is Pλ := G ×λ K. This bundle comes with an obvious G-
invariant connection, namely Asλ := (ρλ)∗(A
s), where ρλ : G → Pλ is the obvious
bundle morphism. For a symmetric space (G,H, σ) (see [KN2, Section XI.2]) one
has a canonical choice of s (see [KN2, Proposition 2.2]), so any G-homogeneous
K-bundle P on M comes with a canonical connection, which will be denoted by
Aλ. With these preparations we can state the following result of Itoh [It].
Theorem 1.5. [It] Let (G,H, σ) be a symmetric space with H compact, and M =
G/H compact and oriented. Let P be a G-homogeneous principal K-bundle on
M with K compact. Let g be the Riemannian metric on M associated with an
adH-invariant inner product on the canonical complement s of h in s. Then, the
curvature of the canonical invariant connection Aλ on P is parallel with respect to
∇g ⊗∇Aλ .
Therefore, the triple (g, Pλ →M,Aλ) is locally symmetric; it will be symmetric
when M is simply connected.
Note also that
Example 1.2. For a locally symmetric (locally homogeneous) Riemannian manifold
(M, g), let C0 ∈ A(O(M)) denote the Levi-Civita connection on the orthonormal
frame bundle O(M) of (M, g). The associated triple (g,O(M)→M,C0) is locally
symmetric (respectively locally homogeneous) in the sense of Definition 1.3,
Our bundle versions of Cartan’s and Ambrose-Singer’s theorem (Theorem 1.4)
have important consequences : we will prove (see Theorem 4.24, Corollary 4.25) that
any locally symmetric (homogeneous) triple on a simply connected, complete base
(M, g) is globally symmetric (homogeneous). This will allow us to prove a classifi-
cation theorem for locally symmetric (homogeneous) triples: any locally symmetric
(homogeneous) triple on a compact base M is a quotient of a globally symmetric
(homogeneous) triple on the universal cover M˜ (see Theorem 4.26, Corollary 4.28).
These results play an important role and can be used effectively for the classifica-
tion of geometric manifolds (in the sense of Thurston) which are principal bundles
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over a given geometric base (see [Ba2], [BT]).
In this article we prove a general theorem, explained in the next subsection, which
yields not only Theorem 1.4 (2), but all Ambrose-Singer type theorems which we
found in the literature. Moreover, as special cases of our theorem, we will obtain
new such results, for instance a characterization of locally homogeneous pairs (g, s)
consisting of a Riemannian metric and a spinor.
1.1. Infinitesimally homogeneous sections. LetM be a differentiable manifold
of dimension n, and L(M) → M be its bundle of linear frames. Let G be a Lie
group, π : Q→M be a principal G-bundle over M , r : G→ GL(n) be a morphism
of Lie groups, and f : Q → L(M) be an r-morphism of principal bundles over M .
Let also V be a finite dimensional vector space, ρ : G→ GL(V ) be a morphism of
Lie groups, and E := Q×ρ V be the associated vector bundle.
For B ∈ A(Q), the linear connection on the tangent bundle TM associated with
f∗(B) is denoted by∇
B
M
; it coincides with the linear connection associated with B on
vector bundle Q×rR
n ≃ TM . The linear connections on vector bundles E = Q×ρV
(ad(Q) = Q×ad g) associated with B will be denoted by ∇
B
E
(respectively ∇B
ad
).
Let B0 be a fixed connection on Q, and σ ∈ Γ(E). Put
σ
(i)
B0
:= ((∇B0
M
)⊗(i−1) ⊗∇B0
E
)⊗ · · · ⊗ (∇B0
M
⊗∇B0
E
)(∇B0
E
)σ ∈ Γ((Λ1M )
⊗i ⊗ E) ,
(with the usual convention σ
(0)
B0
= σ). For any k ∈ N and x ∈M put
hσx(k) := {b ∈ ad(Qx)| b · {σ
(i)
B0
}x = 0 for 0 ≤ i ≤ k} , (1)
and note that hσx(k) is a Lie subalgebra of the finite dimensional Lie algebra ad(Qx).
One has hσx(k + 1) ⊂ h
σ
x(k) for any k. Put
kσx := min{k ∈ N| h
σ
x(k + 1) = h
σ
x(k)} .
If (x1, x2) ∈M ×M then for any G-equivariant isomorphism θ : Qx1 → Qx2 , we
can define the next linear isomorphisms
θV : Ex1 → Ex2 , θg : ad(Qx1)→ ad(Qx2) .
We also obtain a linear isomorphism θM : Tx1M → Tx2M via the bundle morphism
f . Now, denoting by θk the induced isomorphism {Λ1x1}
⊗k⊗Ex1 → {Λ
1
x2
}⊗k⊗Ex2
we define
Definition 1.6. Let B0 ∈ A(Q) be a connection on Q. A section σ ∈ Γ(E) is called
infinitesimally homogeneous with respect to B0 if for any pair (x1, x2) ∈ M ×M
there exists a G-equivariant isomorphism θ : Qx1 → Qx2 such that
θi
({
σ
(i)
B0
}
x1
)
=
{
σ
(i)
B0
}
x2
for 0 ≤ i ≤ kσx1 + 1 . (2)
Let θ : Qx1 → Qx2 be a G-equivariant isomorphism such that (2) holds. Then
θg applies isomorphically h
σ
x1
(k) on hσx2(k) for 0 ≤ k ≤ k
σ
x1
+ 1. This implies
Remark 1.7. If σ ∈ Γ(E) is an infinitesimally homogeneous section with respect to
B0, then k
σ
x is independent of x. The obtained constant will be denoted by k
σ.
The main result is Theorem 2.13, which states:
Theorem 1.8. Suppose that σ is infinitesimally homogeneous with respect to B0.
Fix q0 ∈ Q, and suppose that the pair (G,H
σ
q0
) is reductive. There exists a connec-
tion B ∈ A(Q) such that:
(1) ((∇B
M
)⊗k ⊗∇B
E
)(σ
(k)
B0
) = 0 for 0 ≤ k ≤ kσ + 1.
(2) (∇B
M
⊗∇B
ad
)(B −B0) = 0.
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The reductivity condition needed in the theorem (see section 2.2) is automatically
satisfied when G is compact. We will see that this theorem can be used to prove
Theorem 1.4 stated above. Moreover, it provides a general approach for the study
of locally homogeneous objects by investigating their corresponding infinitesimally
homogeneous analogues. In each specific case we will choose an appropriate system
of data
(M,Q, ρ, f : Q→ L(M), B0, σ)
and, using Theorem 2.13, we will prove in each case a result of the type “locally
homogeneous is equivalent to infinitesimally homogeneous, and is equivalent to
globally homogeneous in the complete, simply connected case”.
Section 2 of this article is devoted to the proof of Theorem 1.8. In section 3, this
result will be first used to prove known Ambrose-Singer type theorems:
(1) The classical Ambrose-Singer theorem (Theorem 1.2).
(2) Kiricˇenko’s theorem for locally homogeneous systems (g, P1, . . . , Pk), where
g is a Riemannian metric, and Pi are tensor fields (Theorem 3.5). In par-
ticular we will consider the case of locally homogeneous almost Hermitian
manifolds (Theorem 3.6).
(3) Opozda’s theorem on locally homogeneous G-structures (Theorem 3.9).
Note that, using a lemma based on elliptic regularity (see Lemma 3.12), we show
that the analyticity condition in Opozda’s theorem is not necessary.
At the end of the section we prove a new Ambrose-Singer type theorem which
concerns locally homogeneous pairs (g, s) consisting of a Riemannian metric and
a spinor on a spin Riemannian manifold M . This result is not a special case of
Kiricˇenko’s theorem, because a spinor on M cannot be considered as a tensor field.
Indeed, s is a section in the spinor bundle, which is a vector bundle associated with
the principal bundle of the fixed spin structure, not with the frame bundle L(M).
This shows already the advantage of our formalism (which uses a general principal
G-bundle Q instead of the classical L(M)).
Section 4 is dedicated to locally symmetric (homogeneous) triples in the sense of
Definition 1.3. We will prove Theorem 1.4, and we will explain how this result can
be used for the classification of the locally symmetric (homogeneous) triples on a
given compact Riemannian manifold in terms of globally symmetric (homogeneous)
triples on its universal cover.
2. The main result
In this section we will give the proof of our main theorem (Theorem 2.13).
2.1. A Leibniz formula. Let M be a differentiable manifold of dimension n and
L(M)→ M be its frame bundle. Let G be a Lie group and let r : G→ GL(n) be
a morphism of Lie groups, π : Q→M be a principal G-bundle over M . Moreover,
let V be a finite dimensional vector space, ρ : G → GL(V ) be a morphism of Lie
groups, and E := Q ×ρ V be the associated vector bundle. Put
Wijpq := (R
n)⊗i ⊗ (Rn∗)⊗j ⊗ V ⊗p ⊗ V ∗⊗q ,
and let R : G → GL(Wijpq) be the linear representation induced by r and ρ. Let
g be the Lie algebra of G and consider the Lie algebra morphism g → gl(Wijpq).
This infinitesimal action defines a G-invariant pairing
g×Wijpq →Wijpq , (3)
which induces a paring of associated vector bundles
ad(Q)×
(
T⊗iM ⊗ (Λ
1
M )
⊗j ⊗ E⊗p ⊗ E⊗∗q
)
→ T⊗iM ⊗ (Λ
1
M )
⊗j ⊗ E⊗p ⊗ E⊗∗q (4)
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The pairings (3), (4) will be denoted by (b, η) 7→ b · η to save on notations. For
instance, if b ∈ ad(Q) and η ∈ {Λ1M}
⊗j ⊗ E then the pairing
ad(Q)×M
(
{Λ1M}
⊗j ⊗ E
)
·−→ {Λ1M}
⊗j ⊗ E (5)
is given by the formula
(b · η)(w1, . . . , wj) := b ·
(
η(w1, . . . , wj))−
j∑
i=1
η(w1, . . . , b · wi, . . . , wj) .
The fact that the pairing (3) is G-invariant, has an important consequence:
Remark 2.1. The pairing of associated vector bundles given in (4) is parallel with
respect to any connection on Q.
We shall also need the pairing(
{Λ1M}
⊗k ⊗ ad(Q)
)
×M
(
{Λ1M}
⊗j ⊗ E
)
·−→ {Λ1M}
⊗(j+k) ⊗ E (6)
given by (
u⊗ b) · η := u⊗ (b · η) .
Explicitly, for β ∈ {Λ1x}
⊗k ⊗ ad(Qx) and η ∈ {Λ
1
x}
⊗j ⊗ Ex, one has
(β · η)(v1, . . . , vk, w1, . . . , wj) =
{
β(v1, . . . , vk) · η
}
(w1, . . . , wj) =
= β(v1, . . . , vk) · η(w1, . . . , wj)−
j∑
i=1
η(w1, . . . , β(v1, . . . , vk) · wi, . . . , wj) .
(7)
Note also that, if β = (ω1 ⊗ · · · ⊗ ωk) ⊗ b is a tensor monomial with ωi ∈ Λ
1
x and
b ∈ ad(Qx), then(
(ω1 ⊗ · · · ⊗ ωk)⊗ b
)
· η = (ω1 ⊗ · · · ⊗ ωk)⊗ (b · η) .
Let B be a connection on the principal G-bundle Q as above and f : Q→ L(M)
be an r-morphism of principal bundles overM . Let∇B
M
denote the linear connection
on the tangent bundle TM associated with f∗(B). This connection corresponds to
the linear connection associated with B on the vector bundle Q ×r R
n ≃ TM .
Let ∇B
E
, ∇B
ad
denote the linear connections on the vector bundles E = Q ×ρ V ,
respectively ad(Q) = Q×ad g which are associated with B. We also need the linear
connection ∇Bijpq on the vector bundle T
⊗i
M ⊗ (Λ
1
M )
⊗j⊗E⊗p⊗E⊗∗q associated with
B. This connection can be written as
∇Bijpq = (∇
B
M
)⊗i ⊗ (∇B
M
)∗⊗j ⊗ (∇B
E
)⊗p ⊗ (∇B
E
)∗⊗q .
Taking into account Remark 2.1 it follows
Remark 2.2. For any x ∈ M and tangent vector ξ ∈ TxM the following Leibniz
rule holds:
∇Bijpq,ξ(b · η) = (∇
B
ad,ξb) · η + b · ∇
B
ijpq,ξη .
In particular, for any pairs (b, v) ∈ Γ(ad(Q))× X(M) one has
∇B
M,ξ(b · v) = (∇
B
ad,ξb) · v + b · (∇
B
M,ξv) ,
and for any (b, y) ∈ Γ(ad(Q))× Γ(E)
∇B
E,ξ(b · y) = (∇
B
ad
b) · y + b · (∇B
E
y) .
The tensor product of connections induces the connection (∇B
M
)⊗j ⊗∇B
E
on the
vector bundle {Λ1M}
⊗j ⊗E and the connection (∇B
M
)⊗j ⊗∇B
ad
on the vector bundle
{Λ1M}
⊗j ⊗ ad(Q). The pairing (6) will be used to obtain the following variation
formula for the connection (∇B
M
)⊗j ⊗∇B
E
with respect to B:
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Remark 2.3. Let B ∈ A(Q) and β ∈ A1(M, ad(Q)). Put B′ := B + β. For any
η ∈ Γ
(
{Λ1M}
⊗j ⊗ E
)
one has(
(∇B
′
M
)⊗j ⊗∇B
′
E
)
η =
(
(∇B
M
)⊗j ⊗∇B
E
)
η + β · η . (8)
Explicitly, for any x ∈M and ξ ∈ TxM(
(∇B
′
M
)⊗j ⊗∇B
′
E
)
ξ
η =
(
(∇B
M
)⊗j ⊗∇B
E
)
ξ
η + β(ξ) · η .
With the notations introduced above one can prove the following Leibniz formula.
Lemma 2.4. For any β ∈ Γ
(
{Λ1M}
⊗k ⊗ ad(Q)
)
, η ∈ Γ
(
{Λ1M}
⊗j ⊗ E
)
, and any
tangent vector ξ ∈ TxM one has(
(∇B
M
)⊗(k+j)⊗∇B
E
)
ξ
(
β · η
)
=
((
(∇B
M
)⊗k⊗∇B
ad
)
ξ
β
)
· η+ β ·
(
(∇B
M
)⊗j ⊗∇B
E
)
ξ
η . (9)
Proof. We give the proof in the case k = 1, which will be used later. We may
suppose that β is tensor monomial, so it has the form β = ω⊗ b, where ω ∈ Γ(Λ1M ),
and b ∈ Γ(ad(Q)). Using Remark 2.2 we obtain(
(∇B
M
)⊗(1+j) ⊗∇B
E
)
ξ
(
β · η
)
=
(
(∇B
M
)⊗(1+j) ⊗∇B
E
)
ξ
(
(ω ⊗ b) · η
)
=
(
(∇B
M
)⊗ ((∇B
M
)⊗j ⊗∇B
E
)
)
ξ
(
ω ⊗ (b · η)
)
=∇B
M,ξ
ω ⊗ (b · η) + ω ⊗
(
(∇B
ad,ξb) · η + b · ((∇
B
M
)⊗j ⊗∇B
E
)ξη
)
=
(
∇B
M,ξ
ω ⊗ b+ ω ⊗∇B
ad,ξb
)
· η + (ω ⊗ b) · ((∇B
M
)⊗j ⊗∇B
E
)ξη
)
=
((
∇B
M
⊗∇B
ad
)
ξ
β
)
· η + β · ((∇B
M
)⊗j ⊗∇B
E
)ξη
)
.
2.2. The existence of an adapted connection. We will need the following
standard general results.
Lemma 2.5. [KN1, Proposition 5.6] Let π : Q→M be a principal G-bundle over
a manifold M , and let H be a closed subgroup of G. There is a bijection between
the set of H-reductions of Q and the set of pairs
(ϕ, u) ∈ Γ(M,Q×G (G/H))× (G/H) .
The H-reduction associated with a pair (ϕ, u) is the pre-image Φ−1(u), where
Φ : Q→ G
/
H
is the equivariant map associated with ϕ.
Let P ⊂ Q be the H-reduction of Q. A connection B ∈ A(Q) will be called
compatible with P if the restriction of B to P is tangent to P (and hence defines
a connection on P ).
Remark 2.6. Let P ⊂ Q be the H-reduction associated with the pair (ϕ, u). Then
the direct image map [KN1] defines an affine embedding A(P ) →֒ A(Q) whose
image is the space of connections on Q which are compatible with P , and whose
associated linear map is the inclusion A1(ad(P )) ⊂ A1(ad(Q)).
Taking into account Remark 2.6, in the presence of a fixed H-reduction P ⊂ Q,
we will identify a connection B ∈ A(P ) with its image in A(Q), so any connection
B ∈ A(P ) will also be regarded as connection on Q.
Let σ be an infinitesimal section with respect to B0 ∈ A(Q). We will define a
closed subgroup Hσ ⊂ G and a Hσ-reduction P σ ⊂ Q such that for any connection
B′ on P σ one has
((∇B
′
M
)⊗k ⊗∇B
′
E
)σ
(k)
B0
= 0 for 0 ≤ k ≤ kσ + 1 .
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For x ∈ M we will identify the fibre L(M)x of the frame bundle L(M) with the
space of linear isomorphisms Rn → TxM . Therefore, with the notations introduced
at the beginning of this section, a point q ∈ Q defines a linear isomorphism
f(q) : Rn → TxM .
Using the k-order covariant derivative σ
(k)
B0
of σ we obtain a G-equivariant map
ϕk : Q→ L
k(Rn, V )
defined by the formula
σ
(k)
B0
(f(q)(ξ1), . . . , f(q)(ξk)) = [q, ϕk(q)(ξ1, . . . , ξk)] ∀(ξ1, . . . , ξk) ∈ (R
n)k .
In other words, ϕk is the G-equivariant map Q → L
k(Rn, V ) associated with σ
(k)
B0
regarded as a section in the associated bundle
(Λ1M )
⊗k ⊗ E = Q×G L
k(Rn, V ) .
Put W :=
⊕kσ+1
k=0 L
k(Rn, V ) and define a G-equivariant map Φ : Q→ W by
Φ(q) := (ϕk(q))0≤k≤kσ+1 . (10)
Since the section σ ∈ Γ(E) is infinitesimally homogeneous, it follows that Φ(Q) is
a single G-orbit of W . Indeed, let q0 ∈ Q, and put x0 := π(q0). For a point q ∈ Q,
let x = π(q) and θ : Qx0 → Qx be a G-equivariant isomorphism such that
θk
({
σ
(k)
B0
}
x0
)
=
{
σ
(k)
B0
}
x
for 0 ≤ k ≤ kσ + 1 . (11)
(see Definition 1.6). This implies the equality
[θ(q0), ϕk(q0)] = [q, ϕk(q)]
in Qx ×G L
k(Rn, V ). Choosing a ∈ G such that θ(q0) = qa, we obtain
ϕk(q) = aϕk(q0) for 0 ≤ k ≤ k
σ + 1 ,
which shows that Φ(q) ∈ GΦ(q0). Therefore Φ(Q) ⊂ GΦ(q0). Using the G-
equivariance property of Φ we get Φ(Q) = GΦ(q0), as claimed. Put
Hσq0 := GΦ(q0) , P
σ
q0
:= Φ−1(Φ(q0)) .
Using Lemma 2.5, it follows that P σq0 is a H
σ
q0
-reduction of Q. Since Φ is obviously
constant on P σq0 , it follows that the restrictions ϕk Pσq0
are all constant on P σq0 , so
the corresponding sections will be parallel with respect to any connection on P σq0 .
Therefore
Remark 2.7. The sections σ
(k)
B0
(0 ≤ k ≤ kσ + 1) are parallel with respect to any
connection on the bundle P σq0 , so with respect to any connection on Q which is
compatible with P σq0 . In other words, for any B ∈ A(P
σ
q0
) we have
((∇B
M
)⊗k ⊗∇B
E
)(σ
(k)
B0
) = 0 for 0 ≤ k ≤ kσ + 1 (12)
Remark 2.8. For any x ∈M one has hσx(k
σ + 1) = ad(P σq0 )x.
Proof. By definition hσx(k
σ+1) is the infinitesimal stabilizer in ad(Qx) of the system
({σ
(k)
B0
}x)0≤k≤kσ+1, regarded as an element of the fiber Qx ×GW of the associated
vector bundle Q ×G W . An element q ∈ Qx identifies ad(Qx) with g, the system
({σ
(k)
B0
}x)0≤k≤kσ+1 with Φ(q) and the fiber Qx ×G W with W . For q ∈ P
σ
q0
:=
Φ−1(Φ(q0)), we have Φ(q) = Φ(q0), so
hσx(k
σ + 1) = {[q, u]| u ∈ gΦ(q0)} = {[q, u]| u ∈ h
σ
q0
} = ad(P σq0)x.
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Remark 2.8 shows in particular that the union
hσ :=
⋃
x∈M
hσx(k
σ + 1)
is a Lie algebra sub-bundle of ad(Q).
Proposition 2.9. Suppose that σ is infinitesimally homogeneous with respect to
B0. Let B
′ ∈ A(Q) be a connection compatible with P σq0 . Then
(1) The sub-bundle hσ ⊂ ad(Q) is ∇B
′
ad -parallel.
(2) One has (∇B
′
M
⊗∇B
′
ad
)(B′ −B0) ∈ Γ(Λ
1
M ⊗ Λ
1
M ⊗ h
σ) .
Proof. (1) Let ν : [0, 1]→M be a smooth path in M . By Remarks 2.2 and 2.7, the
parallel transport with respect to the connection ∇B
′
ad maps isomorphically h
σ
ν(0)
onto hσν(1).
(2) Put β := B′−B0 ∈ A
1(ad(Q)). Using Remark 2.3 we obtain, for 0 ≤ k ≤ kσ+1
0 = ((∇B
′
M
)⊗k⊗∇B
′
E
)σ
(k)
B0
= ((∇B0
M
)⊗k⊗∇B0
E
)σ
(k)
B0
+β ·σ
(k)
B0
= σ
(k+1)
B0
+β ·σ
(k)
B0
. (13)
Let x ∈ M , ξ ∈ TxM . Taking 0 ≤ k ≤ k
σ, applying ((∇B
′
M
)⊗k ⊗ ∇B
′
E
)ξ on both
terms of (13), noting that for these values of k the first term on the right will still
vanish, and using the Leibniz rule (Lemma 2.4), one obtains(
(∇B
′
M
⊗∇B
′
ad
)ξβ
)
· σ
(k)
B0
= 0 for 0 ≤ k ≤ kσ .
Taking into account formula (7) it follows that, for any v ∈ TxM one has((
(∇B
′
M
⊗∇B
′
ad
)ξβ
)
(v)
)
· σ
(k)
B0
= 0 .
Therefore for any (ξ, v) ∈ TxM × TxM one has(
(∇B
′
M
⊗∇B
′
ad
)β
)
(ξ, v) ∈ hσx(k
σ
x) = h
σ
x(k
σ
x + 1) ,
which shows that
(∇B
′
M
⊗∇B
′
ad
)β ∈ Γ(Λ1M ⊗ Λ
1
M ⊗ h
σ(kσ + 1)) = Γ(Λ1M ⊗ Λ
1
M ⊗ h
σ) .
We recall that a pair (G,H), where G is a Lie group, and H ⊂ G a closed
subgroup, is called reductive if h admits an adH -invariant complement in g [SW,
Example 4, p. 165]. Note that
Remark 2.10. Any pair (G,H) with H compact is reductive. In particular, when
G is compact, any pair (G,H) with H ⊂ G a closed subgroup, is reductive.
Let σ be a infinitesimally homogeneous section with respect to B0. The following
result shows that, assuming that (G,Hσq0) is reductive, any connection B
′ ∈ A(P σq0)
can be modified, such that the obtained connection B satisfies
(∇B
M
⊗∇B
ad
)(B −B0) = 0,
which is a much stronger property than Proposition 2.9 (2). In order to prove this
note first that
Remark 2.11. Suppose that (G,Hσq0) is reductive, and let k be an adHσq0 -invariant
complement of hσq0 in g. The direct sum decomposition
g = hσq0 ⊕ k ,
is adHσq0 -invariant. Putting k
σ := P σq0 ×Hσq0 k we obtain a vector bundle decomposi-
tion
ad(Q) = Q×G g = P
σ
q0
×Hσq0 g = h
σ ⊕ kσ,
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which is parallel with respect to any connection on P σq0 (so to any connection on Q
which is compatible with P σq0 ).
Note that the Lie algebra isomorphism θg : ad(Q)x1 → ad(Q)x2 associated with
a G-isomorphism θ : Qx1 → Qx2 satisfying (2) maps isomorphically k
σ
x1
onto kσx2 .
Proposition 2.12. Suppose that σ is infinitesimally homogeneous with respect to
B0, and the pair (G,H
σ
q0
) is reductive. Then there exists a connection B ∈ A(P σq0)
such that
(∇B
M
⊗∇B
ad
)(B −B0) = 0 . (14)
Proof. Let B′ ∈ A(P σq0 ), so that Proposition 2.9 applies. The problem is to find
β ∈ Γ(Λ1M ⊗ h
σ) such that the equation 14 holds for B = B′ + β.
We have the following direct sum decompositions
ad(Q) = hσ ⊕ kσ, (15)
Λ1 ⊗ ad(Q) = (Λ1M ⊗ h
σ)⊕ (Λ1M ⊗ k
σ) . (16)
Using the splitting (16) we can decompose B′ −B0 ∈ Λ
1
M ⊗ ad(Q) in a unique way
as follows
B′ −B0 = bh + bk .
where bh ∈ Λ
1
M ⊗ h
σ and bk ∈ Λ
1
M ⊗ k
σ.
Put B := B′ − bh = B0 + bk, β := −bh ∈ Λ
1
M ⊗ h
σ. By Remark 2.11 the
decomposition (15) is parallel with respect to B. Similarly, the decomposition (16)
will be (∇B
M
⊗ ∇B
ad
)-parallel, so Λ1M ⊗ k
σ is a (∇B
M
⊗ ∇B
ad
)-parallel sub-bundle of
Λ1M ⊗ ad(Q). Since bk is a section of Λ
1
M ⊗ k
σ we obtain
(∇B
M
⊗∇B
ad
)ξbk ∈ Γ(Λ
1
M ⊗ Λ
1
M ⊗ k
σ) ∀ξ ∈ TM .
On the other hand, using Proposition 2.9, we obtain
(∇B
M
⊗∇B
ad
)ξbk ∈ Γ(Λ
1
M ⊗ Λ
1
M ⊗ h
σ) ∀ξ ∈ TM .
Therefore (∇B
M
⊗∇B
ad
)ξbk = 0, which proves (14) because bk = B −B0.
Combining Proposition 2.12 with Remark 2.7, we obtain
Theorem 2.13. Suppose that σ is infinitesimally homogeneous with respect to B0.
Fix q0 ∈ Q, and suppose that the pair (G,H
σ
q0
) is reductive. There exists a connec-
tion B ∈ A(Q) such that:
(1) ((∇B
M
)⊗k ⊗∇B
E
)(σ
(k)
B0
) = 0 for 0 ≤ k ≤ kσ + 1.
(2) (∇B
M
⊗∇B
ad
)(B −B0) = 0.
A connection B ∈ A(Q) satisfying the conclusion of Theorem 2.13 will be called
an adapted, or Ambrose-Singer type connection for the infinitesimally homogeneous
section σ. In particular if, k = 0 then σ
(0)
B0
= σ, and we obtain the following result:
Corollary 2.14. Suppose that σ is infinitesimally homogeneous with respect to B0.
Fix q0 ∈ Q, and suppose that the pair (G,H
σ
q0
) is reductive. Then there exists a
connection B ∈ A(Q) with the properties:
∇B
E
σ = 0 , (∇B
M
⊗∇B
ad
)(B −B0) = 0 .
It is important to note that if G is compact, then the reductivity condition in
Theorem 2.13, Corollary 2.14 will be automatically satisfied.
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3. Applications
In this section we will see that our results provide a general framework to study
locally homogeneous objects by investigating the corresponding infinitesimally ho-
mogeneous analogues. For each class of locally homogeneous objects one chooses
a system of data (M,Q, ρ, f : Q → L(M), B0, σ) of the type considered in the
previous section, and considers the corresponding infinitesimally homogeneity con-
dition, which a priori is weaker than local homogeneity. In the presence of an
infinitesimally homogeneous object our general Theorem 2.13 will yield an adapted
connection B, which can be used to prove that any infinitesimally homogeneous ob-
ject is locally homogeneous, and is even globally homogeneous if certain topological
and completeness conditions are satisfied.
3.1. LH Riemannian manifolds, Ambrose-Singer Theorem. In this section
we explain briefly how the Ambrose-Singer theorem (Theorem 1.2 ) can be obtained
using our Theorem 2.13. As explained above we need first to chose an appropriate
system of data (M,Q, ρ, f : Q→ L(M), B0, σ).
Let Q := O(M) be the orthonormal frame bundle of (M, g) and C0 be be the
Levi-Civita connection on it. Let f : Q→ L(M) be the inclusion bundle map and
σ := Rg be the Riemann curvature tensor of g, regarded as a section of the vector
bundle E := (Λ1M )
⊗4 ≃ Q×ρ (R
n∗)⊗4. It is easy to see that Singer’s infinitesimally
homogeneous condition for g [Si] is equivalent to our infinitesimally homogeneous
condition for the section Rg ∈ Γ(E) with respect to C0 (see Definition 1.6).
Suppose that the Riemannian curvature tensorRg is infinitesimally homogeneous
with respect to C0. By Corollary 2.14 there exists a connection C ∈ A(O(M)) such
that:
∇C
E
Rg = 0 , (∇C
M
⊗∇C
ad
)(C − C0) = 0 .
Let ∇ be the metric connection onM induced by C, then ∇Rg = 0, ∇(C−C0) = 0 .
and Corollary 3.2 below shows that ∇ is indeed an Ambrose-Singer connection.
Proposition 3.1. Let ∇0 ( resp. ∇) be the linear connections on smooth manifold
M associated with C0 ∈ A(L(M)) (resp. C ∈ A(L(M))). Let
S := ∇−∇0 = C − C0 ∈ A
1(End(TM )) = A
1(ad(L(M)).
Then the following conditions are equivalent:
(1) ∇R∇0 = ∇T∇0 = ∇S = 0 ,
(2) ∇R∇ = ∇T∇ = ∇S = 0.
Proof. The difference T∇−T∇0 is the image of C−C0 under the bundle morohism
Λ1End(TM )→ L
2
alt(TM , TM ) given by S 7→ TS , where
TS(X,Y ) := S(X)(Y )− S(Y )(X) .
This morphism is induced by an GL(n)-equivariant isomorphism
R
n∗ ⊗ gl(n)→ L2alt(R
n,Rn),
so it is parallel with respect to any linear connection on M . Therefore ∇S = 0
implies ∇TS = 0, so, under the assumption ∇S = 0, the conditions ∇T
∇0 = 0,
∇T∇ = 0 are equivalent.
Since ∇0 = ∇− S, we have R
∇0 = R∇− d∇S + 12 [S ∧ S]. A direct computation
shows that the assumption ∇S = 0 implies
(1) ∇[S ∧ S] = 0.
(2) (d∇S)(X,Y ) = S(T∇(X,Y )) for any vector fields X , Y ∈ X(M).
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Therefore, under the assumptions ∇S = 0, ∇T∇ = 0, the conditions ∇R∇0 = 0
and ∇R∇ = 0 are equivalent.
Suppose now that C0 is the Levi-Civita connection of a Riemannian manifold
(M, g), and let C ∈ A(O(M)). The morphism Λ1so(TM ) → L
2
alt(TM , TM ) given
by S 7→ TS is a bundle isomorphism, which is O(n)-equivariant, hence parallel
with respect to any metric connection on M . Therefore, in this case the conditions
∇T∇ = 0 and ∇(C − C0) = 0 are equivalent, so Proposition 3.1 gives
Corollary 3.2. Let C0 ∈ A(O(M)) be the Levi-Civita connection of (M, g), and
Rg be the Riemann curvature tensor. Let ∇ be a linear metric connection on M
associated with C ∈ A(O(M)). The following conditions are equivalent.
(1) ∇Rg = ∇(C − C0) = 0 ,
(2) ∇R∇ = ∇T∇ = 0.
Note that the existence of an Ambrose-Singer connection has a fundamental
consequence, namely Singer’s theorem which states that any infinitesimally homo-
geneous (in particular any locally homogeneous) complete and simply connected
Riemannian manifold is globally homogeneous [Si]. This result holds in the differ-
entiable framework (does not need the real analyticity). More precisely one can
prove the next theorem by applying the [KN1, Corollary 7.9] to an Ambrose-Singer
connection.
Theorem 3.3. A Riemannian manifold (M, g) is infinitesimally homogeneous if
and only if it is locally homogeneous. Any connected, simply connected, complete
infinitesimally homogeneous Riemannian manifold is homogeneous.
The Ambrose-Singer theorem has been extended to the general framework of
locally homogeneous pseudo-Riemannian manifolds. Since the structure group of
the frame bundle is not necessary compact, one needs an additional reductivity
condition. These generalizations can also be obtained using our general theorem
(Theorem 2.13), see [GO, Lu, CL] for details.
3.2. Kiricˇenko’s theorem for LH systems (g, P1, . . . , Pk). Let M be a smooth
manifold of dimension n.
Definition 3.4. A system (g, P1, . . . , Pk) consisting of a Riemannian metric g and
tensor fields P1, . . . , Pk on M is called locally homogeneous if for any two points
x1, x2 ∈M there is a an isometry ϕ : U1 → U2 between open neighborhoods Ui ∋ xi
such that ϕ(x1) = x2 and ϕ∗(Pj U1) = Pj U2 .
A locally homogeneous system (g, P1, . . . , Pk) defines a pseudogroup of local
isometries of (M, g) which acts transitively on M . So, in the terminology used by
Kiricˇenko [Ki], one obtains a “geometric structure” on M which is associated with
the metric g and the system (P1, . . . , Pk).
Each tensor field Pj is a section in the vector bundle T
rj
sj (M) := T
⊗rj
M ⊗(Λ
1
M )
⊗sj .
The following result due to Kiricˇenko [Ki], extends the Ambrose-Singer theorem to
manifolds with a geometric structure defined by a locally homogeneous system
(g, P1, . . . , Pk).
Theorem 3.5. A system (g, P1, . . . , Pk) consisting of a Riemannian metric g and
tensor fields P1, . . . , Pk on M is locally homogeneous if and only if there exists a
metric connection ∇ such that
∇R∇ = ∇T∇ = ∇P1 = · · · = ∇Pk = 0. (17)
If M is simply connected, then any locally homogeneous system (g, P1, . . . , Pk) with
(M, g) complete is globally homogeneous in the following sense: the exists a transi-
tive group of isometries of (M, g) leaving the tensor fields Pj invariant.
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In the presence of locally homogeneous system (g, P1, . . . , Pk), a metric connec-
tion satisfying (17) is called an Ambrose-Singer-Kiricˇenko connection for the system
(P1, . . . , Pk) (or for the geometric structure defined by this system) [Lu].
Let Q := O(M) be the orthonormal frame bundle of (M, g), C0 be its Levi-Civita
connection, and f : Q → L(M) be the obvious inclusion bundle map. The system
(Rg, P1, · · · , Pk) defines a section σ of the vector bundle
E := (Λ1M )
⊗4 ⊗ T r1s1 (M)⊗ T
r2
s2
(M)⊗ · · · ⊗ T rksk (M) .
Since the system (g, P1, . . . , Pk) is locally homogeneous, the section σ ∈ Γ(E) is
infinitesimally homogeneous with respect to C0 (see Definition 1.6). Using Corollary
2.14 there exists a connection C ∈ A(O(M)) such that:
∇C
E
σ = 0 , (∇C
M
⊗∇C
ad
)(C − C0) = 0 .
Let ∇ be the metric connection on M induced by C. Then, one obtains
∇Rg = 0,∇(C − C0) = 0, ∇P1 = ∇P2 = · · · = ∇Pk = 0.
By Corollary 3.2 we see that ∇ is indeed an Ambrose-Singer-Kiricˇenko connection.
The converse implication is proved by applying the [KN1, Corollary 7.5] (and its
proof method) to a connection satisfying (17). More precisely, for tow points x1,
x2 ∈ M we choose a smooth path γ : [0, 1] → M with γ(0) = x1, γ(1) = x2. The
parallel transport with respect to ∇ defines an isometric isomorphism F : Tx1M →
Tx2M mapping R
∇
x1
, T∇x1 , Pjx1 to R
∇
x2
, T∇x2, Pjx2 respectively. As in [KN1, Corollary
7.5] F gives a local ∇-affine isomorphism ϕ, which will be isometric and leave the
tensor fields Pj invariant.
In the complete, simply connected case the ∇-affine isomorphisms ϕ obtained in
this way extend to global isometries of (M, g).
Note that a generalization of Theorem 3.5 to pseudo-Riemannian manifolds can
be found [GO], [Lu].
Example 3.1. The case of locally homogeneous almost Hermitian manifolds is con-
sidered in [Se]. An almost Hermitian manifold (M, g, J) is locally homogeneous if,
for every two points x1, x2 ∈M there is a Hermitian isometry ϕ : U1 → U2 between
open neighborhoods Ui ∋ xi sending x1 to x2. By a Hermitian isometry we mean
a diffeomorphism which is compatible with both the almost complex structure and
the Hermitian metric.
A characterization theorem similar to Theorem 1.2 was proved by Sekigawa [Se]
for almost Hermitian manifolds. The following local version can be obtained using
Kiricˇenko’s theorem by choosing k = 1 and P1 = J .
Theorem 3.6. [Se], [CN, Theorem 1] An almost Hermitian manifold (M, g, J) is
locally homogeneous if and only if there exists a metric connection ∇ such that
∇R∇ = ∇T∇ = ∇J = 0.
If M is simply connected, then any complete locally homogeneous almost Hermitian
structure on M is (globally) homogeneous.
3.3. Opozda’s theorem on locally homogeneous G-structures. In [O2, O3]
affine connections and their affine transformations has been investigated by Opozda
and in [O1] the notion of infinitesimal homogeneity is extended to arbitrary connec-
tions on G-structures. In this section we show that Opozda’s theorem can be proved
using Theorem 2.13. Our Lemma 3.12 will allow us to show that the analyticity
condition required in Opozda’s statement is not necessary.
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Let M be an n-dimensional manifold, and G be a Lie subgroup of the linear
group GL(n,R). We recall that a G-structure on M , is a sub-bundle P ⊂ L(M)
where P is a principal G-bundle, and the inclusion map is G-equivariant.
Definition 3.7. Let P ⊂ L(M) be a G-structure on M . A connection C0 on
P is called locally homogeneous, if for any two points x1, x2 ∈ M there exists a
diffeomorphism x1 ∈ U1
f
−→ U2 ∋ x2 between open neighborhoods of xi, such that
df(PU1) ⊂ PU2 , and f is a ∇0-affine isomorphism, where ∇0 is the linear connection
associated with C0.
Opozda also introduces a natural infinitesimal homogeneity condition for con-
nections on the principal bundle of a G-structure (see [O1, Definitions 1.3, 1.5]).
Using our formalism (see Definition 1.6), this condition is equivalent to
Definition 3.8. Let P ⊂ L(M) be a G-structure on M . A connection C0 on P is
called infinitesimally homogeneous, if the pair (T∇0 , R∇0), regarded as a section in
the associated vector bundle
E := P ×G (L
2
alt(R
n,Rn)⊕ L2alt(R
n,End(Rn)),
is infinitesimally homogeneous with respect to C0.
Suppose that C0 is infinitesimally homogeneous, i.e. the section σ0 = (T
∇0 , R∇0)
is infinitesimally homogeneous with respect to C0. By Theorem 2.13 we obtain a
connection C ∈ A(P ) such that for 0 ≤ k ≤ kσ0 + 1:
((∇C
M
)⊗k ⊗∇C
E
)(σ
(k)
C0
) = 0 , (∇C
M
⊗∇C
ad
)(C − C0) = 0 . (18)
Let ∇ denote the linear connection on M induced by C. Taking k = 0, one obtains
∇T∇0 = 0 ,∇R∇0 = 0 ,∇(C − C0) = 0.
Proposition 3.1 with S := ∇−∇0 gives
∇R∇ = ∇T∇ = ∇S = 0.
Lemma 3.12 proved below shows that the atlas consisting of∇-normal coordinate
systems is analytic, and with respect to the corresponding analytic structure, the
connection ∇0 = ∇ − S is analytic. The equation (18) implies that for 0 ≤ k ≤
kσ0 + 1:
∇(∇
(k)
0 T
∇0) = 0 ,∇(∇
(k)
0 R
∇0) = 0.
Using [O1, Lemma 2.1] the above equations are verified for all k ≥ 0.
Fot two points x1, x2 ∈ M we choose a smooth path γ : [0, 1] → M with
γ(0) = x1, γ(1) = x2. The parallel transport with respect to ∇ defines a linear iso-
morphism F : Tx1M → Tx2M mapping (∇
(k)
0 T
∇0)x1 , (∇
(k)
0 R
∇0)x1 to (∇
(k)
0 T
∇0)x2 ,
(∇
(k)
0 R
∇0)x2 respectively. Using [KN1, Theorem 7.2] F defines a local ∇0-affine
isomorphism ϕ sending x1 to x2.
Therefore, we obtain Opozda’s theorem ([O1, Theorem 2.2 ]):
Theorem 3.9. Let P ⊂ L(M) be a G-structure on a manifold M and C0 be an
infinitesimally P -homogeneous connection on P . Fix q0 ∈ P , and suppose that the
pair (G,Hσ0q0 ) is reductive. Then ∇0 is locally homogeneous.
Lemma 3.10. Let M be an analytic n-manifold, G be a Lie group, p : P →M be
an analytic principal G-bundle on M , and A ∈ A(P ) be an analytic connection on
P . Let ρ : G→ GL(F ) be a representation of G on an r-dimensional vector space
F , E := P ×ρ F be the associated vector bundle, and ∇
ρ
A be the linear connection
on E associated with A. Then
(1) Let σ ∈ A0(M,E) such that ∇ρAσ is an analytic E-valued 1-form. Then σ
is analytic.
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(2) Let ∇ be an analytic connection on M , and α ∈ A1(M, ad(P )) such that
the derivative (∇ ⊗ ∇Aad)(α) vanishes in A
0(Λ1M ⊗ Λ
1
M ⊗ ad(P )). Then α
is analytic, so B := A+ α is an analytic connection on P .
Proof. (1) The problem is local, so it sufficient to prove that α is analytic around
any point x ∈M . With respect to
• an analytic chart h : U → V ⊂ Rn,
• an analytic trivialization τ : PU → U ×G of P ,
• a basis b of F ,
the restriction of the operator ∇ρA to a sufficiently small open neighborhood U of
x can be identified with a differential operator of the form
d+ ah,τ,b : A
0(V,Rr)→ A1(V,Rr) ,
where ah,τ,b ∈ A
1(V, gl(r)) is analytic. Let σh,τ,b ∈ A
0(V,Rr) be the Rr-valued map
associated with σ. The hypothesis implies that (d+ ah,τ,b)σh,τ,B is analytic, hence
d∗(d+ ah,τ,b)σh,τ,b
is also analytic. But d∗(d+ ah,τ,b) is an elliptic operator with analytic coefficients,
so, by analytic elliptic regularity [Be, Theorem 40, p. 467], it follows that σh,τ,b is
analytic. Therefore σ U is analytic.
(2) Let C ∈ A(L(M)) be the connection on the frame bundle L(M) which cor-
responds to ∇. The statement follows by applying (1) to the connection defined
by the pair (C,A) on the product bundle L(M) ×M P and the representation
GL(R)×G→ GL(Rn ⊗ g) given by (u, l) 7→ (ut)−1 ⊗ adl.
Lemma 3.11. Let M be an analytic manifold, and ∇ be an analytic connection
on M . Let S ∈ A1(End(TM )) be such that ∇S is analytic. Then S is analytic, so
the connection ∇+ S is also analytic.
Lemma 3.12. Let M be a differentiable manifold, let ∇ be a linear connection on
M such that ∇T∇ = 0, ∇R∇ = 0, and let S ∈ A1(End(TM )) be such that ∇S = 0.
The atlas consisting of ∇-normal coordinate systems is analytic, and with respect
to the corresponding analytic structure, the connections ∇ and ∇+ S are analytic.
Proof. By [KN1, Theorem 7.7] the atlas consisting of ∇-normal coordinate systems
is analytic and with respect to the corresponding analytic structure the connection
∇ is analytic. By Lemma 3.11 the connection ∇+ S is analytic.
3.4. Locally homogeneous spinors. We have seen that the case of LH almost
Hermitian structures can be obtained as a special case of Kiricˇenko’s formalism
dedicated to LH tensors. We give now an example which cannot be obtained as a
special case of this formalism. In this example we have to consider a section in a
vector bundle which is not associated with the frame bundle of the base manifold.
Let (M, g) be an oriented Riemannian n-manifold, and Λ : Q→ SO(M) be Spin
structure on M , where Q is a Spin(n)-bundle. Let r : Spin(n) → SO(n) be the
canonical epimorphism, and κ : Spin(n)→ GL(∆n) be the spin representation and
S := P ×κ ∆n be the associated spinor bundle, where ∆n is the vector space of
Dirac spinors defined by
∆n = C
2 ⊗ · · · ⊗ C2︸ ︷︷ ︸
k times
for n = 2k, 2k + 1.
Recall that, if n is even, then S comes with a Levi-Civita parallel orthogonal de-
composition S = S+⊕S−(see [Fr]). Since the Lie group morphism Spin(n)→ SO(n)
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is a local isomorphism it follows that Λ induces a bijection A(Q)→ A(SO(M)) be-
tween the spaces of connections on the two bundles.
Definition 3.13. Let (M, g) be a LH Riemannian manifold. A spinor s ∈ Γ(M,S)
will be called LH if for any pair (x1, x2) ∈ M × M there exists an isometry
U1
ϕ
−→ U2 between open neighborhoods Ui ∋ xi, and a ϕ-covering bundle isomor-
phism PU1
Φ−→ PU2 such that Φ∗(s U1) = s U2 .
We also have a natural infinitesimal homogeneity condition: this is just the
infinitesimal homogeneity condition s regardes as a section of S with respect to the
lift C˜0 of the Levi-Civita connection C0 to P . This condition is apparently weaker
than the LH condition.
Remark 3.14. Let (M, g) be a spin LH Riemannian manifold, and s a LH spinor,
then the section (Rg, s) is infinitesimally homogeneous with respect to connection
C˜0 ∈ A(Q).
Theorem 3.15. Let s ∈ Γ(M,S) be a locally homogeneous spinor. There exists an
Ambrose - Singer connection ∇ on (M, g) which leaves s invariant.
Proof. Put G := Spin(n). Consider the associated vector bundle E := (Λ1M )
⊗4⊕S,
associated with representation ρ : G→ GL((Rn∗)⊗4 ⊕∆n) induced by (r, κ).
Let Rg be the Riemann curvature tensor and s ∈ Γ(M,S) be a spinor. The pair
(Rg, s) defines a section σ of vector bundle E, which is obviously infinitesimally
homogeneous with respect to C˜0. Corollary 2.14 gives a connection C˜ ∈ A(Q) such
that
∇C˜
E
σ = 0 , (∇C˜
M
⊗∇C˜ad)(C˜ − C˜0) = 0 .
Recalling that we have an obvious identification A(SO(M)) = A(Q), we can denote
by the same symbol ∇ the connections on the vector bundles TM , S induced by C˜.
The above equations are equivalent to
∇Rg = 0, ∇(C˜ − C˜0) = 0,∇s = 0 .
By Corollary 3.2, we see that ∇ is an Ambrose-Singer connection which leaves the
spinor s invariant.
Corollary 3.16. Suppose that (M, g) is simply connected and complete, and s ∈
Γ(M,S) is a locally homogeneous spinor. There exists a Lie group G and an action
β : G×Q→ Q with the following properties:
(1) β lifts a transitive action by isometries α : G×M →M .
(2) β leaves s invariant.
4. Locally homogeneous triples
4.1. Infinitesimally homogeneous triples. Let (M, g) be a connected, compact,
locally homogeneous Riemannian manifold, K be a connected, compact Lie group,
and p : P → M be a principal K-bundle on M . Let A be a connection on P and
fix an ad-invariant inner product on the Lie algebra k of K; these data define a
K-invariant Riemannian metric gA on P which makes p a Riemannian submersion.
Such metrics on principal bundles are called connection metrics and have been
studied in the literature [FZ, Je, WZ].
The connection metric gA associated with any LH triple (g, P
p
−→ M,A) is locally
homogeneous, hence it defines a geometric structure in the sense of Thurston [Th]
on the total space P . Therefore the classification of LH triples on a given connected,
compact LH Riemannian manifold (M, g) is related to the classification of compact
geometric manifolds which are principal bundles over a geometric base. We refer to
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[Ba2] and [BT] for classes of examples of geometric manifolds which can be obtained
in this way (using a LH triple). In [BT] we proved explicit classifications theorems
for LH triples on Riemann surfaces.
Let (M, g) be an n-dimensional Riemannian manifold,K be a compact Lie group,
P be a principal K-bundle on M , and A0 be a connection on P . Put
G := O(n)×K ,Q := O(M)×M P , V := (R
n∗)⊗4 ⊕
(
(Rn∗)⊗2 ⊗ k
)
.
Note that G comes with obvious representations r : G → GL(n), ρ : G → GL(V ),
and Q comes with an obvious bundle morphism f : Q → L(M) of type r given by
the projection O(M)×M P → O(M) ⊂ L(M).
The Riemann curvature tensor Rg of g will be regarded as a section of (Λ1M )
⊗4,
and the curvature FA0 of connection A0 will be regarded as a section of the vector
bundle Λ2M ⊗ ad(P ) ⊂ (Λ
1
M )
⊗2⊗ ad(P ). The pair σ := (Rg, FA0) is a section of the
associated vector bundle E := Q ×G V . Let C0 denote the Levi-Civita connection
on O(M) and let B0 be the connection on Q defined by the pair of connections
B0 := (C0, A0) ∈ A(O(M))×A(P ) = A(Q).
Definition 4.1. The triple (g, P
p
−→ M,A0) will be called infinitesimally homoge-
neous if the section σ := (Rg, FA0) ∈ Γ(E) is infinitesimally homogeneous with
respect to B0 in the sense of Definition 1.6 .
This condition can be reformulated explicitly as follows:
Let ∇g denotes the Levi-Civita connection of g on M and, let ∇A0 denote the
associted connection on adjoint bundle ad(P ). We denote by ∇g ⊗∇A0 the tensor
product connection on Λ2M ⊗ ad(P ). More generally, we obtain a tensor product
connection (∇g ⊗∇A0)i = (∇g)⊗(i−1) ⊗ (∇g ⊗∇A0) on the vector bundle
(Λ1M )
⊗(i−1) ⊗ Λ2M ⊗ ad(P ).
For x ∈ M , the Lie algebra of skew-symmetric endomorphism of the Euclidian
space (TxM, gx) will be denoted by so(TxM). For any k ∈ N and x ∈M we define
hg,A0x (k) to be the set of all pairs (u, v) ∈ so(TxM)⊕ ad(Px) such that
u · ((∇g)iRg)x = 0 , (u, v) · ((∇
g ⊗∇A0)iFA0)x = 0 for 0 ≤ i ≤ k .
Note that hg,A0x (k) is a Lie subalgebra of so(TxM)⊕ad(Px), and that for any k ∈ N
hg,A0x (k + 1) ⊂ h
g,A0
x (k) . Put
kg,A0x := min{k ∈ N| h
g,A0
x (k + 1) = h
g,A0
x (k)} .
Using these definitions and notations we see that
Remark 4.2. The triple (g, P
p
−→ M,A0) is infinitesimally homogeneous if and only
if for any (x1, x2) ∈ M ×M , there exists a pair (f, φ) where f : Tx1M → Tx2M is
a linear isometry, and φ : Px1 → Px2 is K-equivariant isomorphism, such that for
any 0 ≤ k ≤ kg,A0x1 + 1 one has:
(1) f
({
(∇g)kRg
}
x1
)
=
{
(∇g)kRg
}
x2
.
(2) (f, φ)
({
(∇g ⊗∇A0)kFA0
}
x1
)
=
{
(∇g ⊗∇A0)kFA0
}
x2
.
The second condition can be formulated explicitly as follows: (∇g ⊗∇A0)kFA0
is a section of the vector bundle (Λ1M )
⊗k⊗Λ2M⊗ad(P ). The fiber ad(P )x at x ∈M
for the adjoint bundle ad(P ) is given by ad(P )x = (Px × k)/K , so a K-equivariant
isomorphism φ : Px1 → Px2 induces a linear isomorphism
ad(φ) : ad(P )x1 → ad(P )x2 , [y, α] 7→ [φ(y), α].
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The second condition in Remark 4.2 can be written in ad(P )x2 as{
(∇g ⊗∇A0)kFA0
}
x2
(
f(v1), . . . , f(vk), f(w1), f(w2)
)
=
= ad(φ)
(
{(∇g ⊗∇A0)kFA0}x1(v1, . . . , vk, w1, w2)
) (19)
for any tangent vectors vi ∈ Tx1M , w1, w2 ∈ Tx1M .
The isomorphism pair (f, φ) defines a Lie algebra isomorphism
so(Tx1M)⊕ ad(Px1)→ so(Tx2M)⊕ ad(Px2) ,
which isomorphically maps hg,A0x1 (k) onto h
g,A0
x2
(k) for 0 ≤ k ≤ kg,A0x1 + 1. This
implies
Remark 4.3. Let (g, P
p
−→ M,A0) be an infinitesimally homogeneous triples. Then
kg,A0x is independent of x. We will denote by k
g,A0 the obtained constant.
Applying Theorem 2.13 to our situation we obtain:
Theorem 4.4. Suppose (g, P
p
−→ M,A0) is an infinitesimally homogeneous triple
on (M, g). Then, there exists a pair (∇, A) consisting of a metric connection on M
and A ∈ A(P ) with the following properties:
∇R∇ = 0, ∇T∇ = 0, (∇⊗∇A)FA = 0, (∇⊗∇A)(A −A0) = 0 .
Proof. Let Q := O(M)×M P and E := Q×G V be as above. Let σ ∈ Γ(E) be the
section defined by the pair (Rg, FA0). By Corollary 2.14 there exists a connection
B = (C,A) ∈ A(O(M))×A(P ) = A(Q) such that:
∇B
E
σ = 0 , (∇B
M
⊗∇B
ad
)(B −B0) = 0 .
Let ∇ denote the induced metric connection onM by C and ∇A denote the induced
connection on the adjoint bundle ad(P ) by A. From ∇B
E
σ = 0 we obtain
∇Rg = 0, (∇⊗∇A)FA0 = 0 . (20)
The difference B − B0 can be identified with the pair (C − C0, A − A0). Hence,
equation (∇B
M
⊗∇B
ad
)(B −B0) = 0 is equivalent to
∇(C − C0) = 0 , (∇⊗∇
A)(A−A0) = 0 , (21)
The conditions ∇Rg = 0 , ∇(C − C0) = 0 and Corollary 3.2 imply ∇R
∇ = 0 ,
∇T∇ = 0. The conditions ∇T∇ = 0 , (∇⊗∇A)(A − A0) = 0, (∇⊗∇
A)FA0 = 0
and Lemma 4.5 below give (∇⊗∇A)FA = 0.
Lemma 4.5. Retain the notation used above. If ∇T∇ = 0, (∇⊗∇A)(A−A0) = 0,
then (∇⊗∇A)FA0 = 0 if and only if (∇⊗∇A)FA = 0.
Proof. Put α := A− A0 ∈ A
1(M, ad(P )). One has the following variation formula
for curvature 2-form
FA0 = FA−α = FA − dAα+
1
2
[α ∧ α] . (22)
Let X , Y , Z ∈ X(M) be arbitrary vector fields on M . In one hand,
(dAα)(X,Y ) = ∇AX(α(Y ))−∇
A
Y (α(X)) − α([X,Y ]) . (23)
On the other hand, since α ∈ A1(M, ad(P )) is (∇⊗∇A)-parallel, one has
0 = ((∇⊗∇A)α)(X,Y ) = ∇AX(α(Y ))− α(∇XY ) . (24)
Using (23) and (24), one obtains
(dAα)(X,Y ) = α(∇XY )− α(∇YX)− α([X,Y ]) = α(T
∇(X,Y )) . (25)
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and from (24) one gets ∇AX(α(T
∇(Y, Z))) = α(∇XT
∇(Y, Z)) . Using (24) and (25)
one obtains
((∇⊗∇A)dAα)(X,Y,Z) = ∇AX((d
Aα)(Y, Z))− (dAα)(∇XY, Z)− (d
Aα)(Y,∇XZ)
= ∇AX(α(T
∇(Y, Z)))− α(T∇(∇XY, Z))− α(T
∇(Y,∇XZ))
= α(∇XT
∇(Y, Z))− α(T∇(∇XY, Z))− α(T
∇(Y,∇XZ))
= α((∇XT
∇)(Y, Z)) = 0.
Put η = 12 [α ∧ α]. For arbitrary vector fields Y, Z ∈ X(M)
2η(Y, Z) = [α ∧ α](Y, Z) = [α(Y ), α(Z)] − [α(Z), α(Y )] = 2[α(Y ), α(Z)] . (26)
Therefore,
∇AX(η(Y, Z)) = ∇
A
X([α(Y ), α(Z)]) = [∇
A
X(α(Y )), α(Z)] + [α(Y ),∇
A
X(α(Z))] . (27)
Using (24) and (27) we obtain
((∇⊗∇A)Xη)(Y, Z) = ∇
A
X(η(Y, Z))− η(∇XY, Z)− η(Y,∇XZ)
=[∇AX(α(Y )), α(Z)] + [α(Y ),∇
A
X(α(Z))] − [α(∇XY ), α(Z)]− [α(Y ), α(∇XZ)]
=[((∇⊗∇A)Xα)(Y ), α(Z)] + [α(Y ), ((∇⊗∇
A)Xα)(Z)] = 0 .
So, we proved that the ad-valued 2-forms dAα and [α ∧ α] are (∇⊗ ∇A)-parallel.
Using (22), we conclude: (∇⊗∇A)FA0 = 0 if and only if (∇⊗∇A)FA = 0.
Using Ambrose-Singer’s theorem (see Theorem 1.2) we obtain:
Remark 4.6. Let (g, P
p
−→ M,A0) be an infinitesimally homogeneous triple over
(M, g). Then, the Riemannian metric g is locally homogeneous.
A pair (∇, A) of a metric connection on M and A ∈ A(P ) defines in a canonical
way a linear connection ∇¯ on the tangent bundle TP . This construction will play
a major role in what follows, so we explain this construction in detail:
Recall that, in general, a connection A on the principal K-bundle p : P → M
can be identified with the corresponding horizontal distribution. Using the bundle
isomorphism J : p∗TM → A (defined by the inverse of p∗ A), we obtain a linear
connection ∇h,A := J(p∗∇) on the horizontal subbundle A ⊂ TP .
On the other hand we can define a linear connection ∇v,A on the vertical bundle
VP via the canonical bundle isomorphism VP ≃ P × k. More precisely, if a
#,
b# denote the fundamental fields corresponding to a, b ∈ k and if X˜ denotes the
A-horizontal lift of X ∈ X(M), then we define
∇v,A
a#
b# = [a, b]#, ∇v,A
X˜
a# = 0 .
Using the direct sum decomposition TP = A⊕VP , the linear connection ∇
h,A on
the horizontal subbundle A, and the linear connection ∇v,A on vertical subbundle
VP , we obtain a linear connection on P defined by
∇¯ := ∇h,A ⊕∇v,A.
The straightforward calculations show that [Ba2, Proposition 2.6], the connection
∇¯ has the following properties:
Proposition 4.7. Let ∇¯ be the linear connection on the tangent bundle TP defined
as above. Let X˜, Y˜ be the A-horizontal lift of vector fields X, Y ∈ X(M) and Z be
a vertical vector field on P . Then
(1) ∇¯X˜ Y˜ = (∇XY )
∼, ∇¯X˜Z = [X˜, Z].
(2) ∇¯a#b
# = [a, b]# , ∇¯a#Z = [a
#, Z].
(3) ∇¯X˜a
# = ∇¯a#X˜ = [a
#, X˜] = 0.
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The canonical bundle isomorphism ξ : P × k → VP can be used to identify the
space of smooth maps C∞(P, k) with the Lie algebra of vertical vector fields on P .
This identification is given by f 7→ ξ(f), where, for f ∈ C∞(P, k), ξ(f) : P → VP is
the vertical vector field given by
ξ(f)y := f(y)
#
y =
d
dt t=0
(
y exp tf(y)
)
.
The following propositions can be proved easily [Ba2, Lemma 2.7, Prop. 2.8.].
Proposition 4.8. Let p : P → M be a principal K-bundle and A ∈ A(P ). Let
ν ∈ A0(ad(P )) and a# denote the fundamental vector field corresponding to a ∈ k.
Let X˜ be the A-horizontal lift of vector field X ∈ X(M). Then, one has
∇¯a#ξ(ν) = [a
#, ξ(ν)] = 0 , ∇¯X˜ξ(ν) = [X˜, ξ(ν)] = ξ(∇
A
Xν).
Theorem 4.9. Let (∇, A) be a pair consisting of a metric connection on M and
a connection A ∈ A(P ). If ∇R∇ = 0, ∇T∇ = 0, (∇ ⊗ ∇A)FA = 0. Then, the
associated connection ∇¯ := ∇h,A ⊕∇v,A satisfies the following conditions:
∇¯R∇¯ = 0 , ∇¯T ∇¯ = 0.
Proof. Denote the torsion tensor and the curvature tensor of connection ∇¯ by T¯ ,
R¯ to save on notation. Let a#, b# be the fundamental vector fields corresponding
to a, b ∈ k, and let X˜ , Y˜ denote the A-horizontal lifts of vector fields X , Y on M .
The properties of ∇¯ in Proposition 4.7 imply
T¯ (X˜, a#) = 0 , T¯ (a#, b#) = [a#, b#] . (28)
Using the equation ξ(FA(X,Y )) = [X,Y ]∼ − [X˜, Y˜ ] for the vertical component
of the Lie bracket of two horizontal lifts [GH, P. 257], one obtains
T¯ (X˜, Y˜ ) = T∇(X,Y )∼ + ξ(FA(X,Y )). (29)
To prove ∇¯T¯ = 0, it suffices to show that (∇¯T¯ )(U, V,W ) = 0 for vector fields
U , V , W ∈ X(P ) in the special cases when each one of these three vector fields is
either a horizontal lift, or a fundamental vector field. One has
(∇¯U T¯ )(V,W ) = ∇¯U T¯ (V,W )− T¯ (∇¯UV,W )− T¯ (V, ∇¯UW ) . (30)
If U = X˜ , V = Y˜ , W = Z˜ then
∇¯U T¯ (V,W ) = ∇¯X˜
(
(T∇(Y, Z)∼) + ξ(FA(Y, Z))
)
=
(
∇XT
∇(Y, Z)
)∼
+ ξ(∇AXF
A(Y, Z)).
(31)
In the same way one obtains
T¯ (∇¯UV,W ) = (T
∇(∇XY, Z))
∼ + ξ(FA(∇XY, Z)) , (32)
T¯ (V, ∇¯UW ) = (T
∇(Y,∇XZ))
∼ + ξ(FA(Y,∇XZ)) . (33)
Using the equations (30), (31), (32), (33) and Proposition 4.8 :
(∇¯U T¯ )(V,W ) = ∇¯U T¯ (V,W )− T¯ (∇¯UV,W )− T¯ (V, ∇¯UW )
= (∇XT
∇(Y, Z))∼ − (T∇(∇XY, Z))
∼ − (T∇(Y,∇XZ))
∼
+ ξ(∇AXF
A(Y, Z))− ξ(FA(∇XY, Z))− ξ(F
A(Y,∇XZ))
=
(
(∇T∇)(X,Y, Z)
)∼
+ ξ
(
(∇⊗∇A)FA)(X,Y, Z)
)
.
As ∇T∇ = 0 and (∇⊗∇A)FA = 0, the right hand side of above equation vanishes.
If U = a♯, V = b♯, W = c♯, where a, b, c ∈ k then by the Jacobi identity
(∇¯a♯ T¯ )(b
♯, c♯) =
(
[a, [b, c]] + [b, [c, a]]] + [c, [a, b]]
)#
= 0.
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If U = a♯ and V = Y˜ ,W = Z˜ are the A-horizontal lifts of vector fields Y, Z ∈ X(M)
then using Propositions 4.8 , 4.7 we get
∇¯a#
(
(T∇(Y, Z))∼ + ξ(FA(Y, Z))
)
− T¯ (∇¯a# Y˜ , Z˜)− T¯ (Y˜ , ∇¯a#Z˜) = 0.
in any other possible cases the claim follows directly from the definition of ∇¯. For
the curvature tensor the only non vanishing cases are:
R¯(X˜, Y˜ )Z˜ = (R∇(X,Y )Z)∼ , R¯(X˜, Y˜ )c# = ∇¯ξ(FA(X,Y ))c
#. (34)
and with the same kind of arguments as above, one obtains ∇¯R¯ = 0.
Recall that the space of connections A(P ) for a principal K-bundle P over M
is an affine space with model space A1(ad(P )) [DK]. For a connection A0 ∈ A(P ),
and a 1-form α ∈ A1(ad(P )) the connection form ωA of A := A0 + α is given by
ωA = ωA0 + α, where the second term on the right has been identified with the
associated tensorial 1-form of type ad on P (see [KN1, Example 5.2 p.76]). In other
words, for a tangent vector v ∈ TyP the element αy(v) ∈ k is defined by the equality
α(p∗(v)) = [y, αy(v)] ∈ ad(Pp(y)). So, regarding α(p∗(v)) as a K-equivariant map
Pp(y) → k, one has αy(v) = α(p∗(v))(y).
Lemma 4.10. Let A = A0 + α, where A,A0 ∈ A(P ) and α ∈ A
1(ad(P )). Let Z
be a vector field on M , Z˜A0 be its A0-horizontal lift, and Z˜
A be its A-horizontal lift
(which coincides with the A-horizontal projection of Z˜A0). Then
Z˜A = Z˜A0 − ξ(α(Z)) .
Proof. For any vector field Y ∈ X(P ) the A-horizontal projection of Y is given by
Y A = Y − ξ(ωA(Y )). If now Y = Z˜
A0 , we have ωA0(Y ) = 0, so for any y ∈ P we
have ωA,y(Y ) = αy(Y ) = α(Z)(y).
Lemma 4.11. Let ∇ be a linear connection on M and A ∈ A(P ) such that
∇R∇ = 0 ,∇T∇ = 0 , (∇⊗∇A)FA = 0 , (∇⊗∇A)(A −A0) = 0 .
Then the distributions A, A0 are ∇¯-parallel, where ∇¯ = ∇
h,A ⊕∇v,A.
Proof. To prove that A is ∇¯-parallel, let X˜ be the A-horizontal lift of vector field
X on M . We have to show that for any vector field Y on P the vector field ∇¯Y X˜
is A-horizontal. If Y := Z˜ is A-horizontal lift of a vector fields Z on M then ∇¯YX
is A-horizontal lift of ∇ZX . If Y ∈ X(P ) is a vertical vector field, then ∇¯Y X˜ = 0
and therefore ∇¯Y X˜ ∈ Γ(A).
For the second property, we will denote by Z˜A0 the A0-horizontal lift of a vector
field Z ∈ X(M). Since the vector fields of the form Z˜A0 generate Γ(A0) as a
C∞(P,R)-module, it suffices to prove that, for arbitrary vector fields Y ∈ X(P ) and
Z ∈ X(M) one has ∇¯Y (Z˜
A0) ∈ Γ(A0). Putting α = A−A0 and using Lemma 4.10
we obtain
Z˜A = Z˜A0 − ξ(α(Z)).
If Y = U˜ is the A-horizontal lift of a vector field U onM , then, using the parallelism
assumption (∇⊗∇A)α = 0, the definition of ∇¯ and Proposition 4.8, we obtain
∇¯Y Z˜
A0 = ∇¯Y
(
Z˜A + ξ(α(Z))
)
= (∇UZ)
∼A + ∇¯U˜ξ(α(Z))
= (∇UZ)
∼A + ξ
(
∇AU (α(Z))
)
= (∇UZ)
∼A + ξ(α(∇UZ)) .
But, by Lemma 4.10, the right hand side of the above equation is the A0-horizontal
lift of ∇UZ, which proves the claim in this case. If now Y = a
# is a fundamental
field, then
∇¯Y Z˜
A0 = ∇¯a#
(
Z˜A + ξ(α(Z))
)
= ∇¯a#Z˜
A + ∇¯a#ξ(α(Z)) .
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By Proposition 4.7, ∇¯a#Z˜
A = 0. Also, as α(Z) ∈ A0(ad(P )), using Proposition 4.8
we obtain ∇¯a#ξ(α(Z)) = 0. Therefore, ∇¯Y Z˜
A0 is A0-horizontal.
In conclusion, using Theorems 4.4, Theorem 4.9, Lemma 4.11 and Proposition
4.7 we obtain
Theorem 4.12. Let (g, P
p
−→ M,A0) be infinitesimally homogeneous. There exists
a pair (∇, A) consisting of a metric connection on (M, g) and A ∈ A(P ) such that
∇R∇ = 0, ∇T∇ = 0, (∇⊗∇A)FA = 0, (∇⊗∇A)(A −A0) = 0 .
The linear connection ∇¯ = ∇h,A ⊕∇v,A on the tangent bundle TP associated with
this pair has the following properties:
(1) ∇¯R∇¯ = ∇¯T ∇¯ = 0,
(2) The vector fields a# are ∇¯ parallel along the A-horizontal curves,
(3) The distributions A, A0 are ∇¯-parallel.
4.2. Structure and classification theorems. We begin by recalling the results
proved in [KN1, Ch.VI Section 7] on the existence and extension properties of local
affine isomorphisms with respect to a linear connection satisfying the conditions
∇R∇ = ∇T∇ = 0. Compared to [KN1], our presentation uses a new formalism:
the space of germs of ∇-affine isomorphisms.
Let M be a differentiable n-manifold, and let ∇ be a linear connection on M
satisfying the conditions ∇R∇ = ∇T∇ = 0. Let S∇ be the space of germs of
∇-affine isomorphisms defined between open sets of M , and let s : S∇ → M ,
t : S∇ → M be the source, respectively the target map on this space. S∇ has a
canonical structure of a differentiable manifold and, with respect to this structure,
s and t are local diffeomorphisms. A germ ϕ ∈ S∇ defines an isomorphism ϕ∗ :
Ts(ϕ)M → Tt(ϕ)M with the property
ϕ∗(R
∇
s(ϕ)) = R
∇
t(ϕ), ϕ∗(T
∇
s(ϕ)) = T
∇
t(ϕ) .
Conversely, [KN1, Theorem 7.4] can be reformulated as follows
Remark 4.13. Let (u, v) ∈ M ×M . For any linear isomorphism f : TuM → TvM
satisfying
f(R∇u ) = R
∇
v , f(T
∇
u ) = T
∇
v (35)
there exists a unique germ ϕf ∈ (s, t)
−1(u, v) (of a ∇-affine isomorphism) such that
(ϕf )∗ = f .
Let now σ :M×M →M , τ :M×M →M be the projections on the two factors,
and let Iso(σ∗(TM ), τ
∗(TM )) ⊂ Hom(σ
∗(TM ), τ
∗(TM )) be the (locally trivial) fibre
bundle of isomorphisms between the two pull-backs of TM . Conditions (35) define
a closed, locally trivial subbundle S∇ ⊂ Iso(σ∗(TM ), τ
∗(TM )). Remark 4.13 shows
that
Remark 4.14. The natural map δ : S∇ → S∇ given by ϕ 7→ ϕ∗ is bijective.
This map is an injective immersion, and it is bijective, but it is not a diffeo-
morphism. S∇ can be identified with the union of leaves of a foliation of S∇ with
n-dimensional leaves. The topology of S∇ is finer than the topology of S∇. The
leaves of this foliation are the integrable submanifolds of the involutive distribution
D∇ ⊂ TS∇ defined in the following way: Let f ∈ S
∇. Put u := σ(f), v := τ(f),
ϕ := δ−1(f). For a tangent vector ξ ∈ TuM , let γ : (−ε, ε)→M be a smooth curve
such that γ(0) = u, γ˙(0) = ξ. Using parallel transport with respect to ∇ along
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the curves γ, ϕ ◦ γ we obtain, for any sufficiently small t ∈ (−ε, ε), isomorphisms
at : TuM → Tγ(t)M , bt : TvM → Tϕ(γ(t))M . Define
λf (ξ) :=
d
dt t=0
(bt ◦ f ◦ a
−1
t ) ∈ T(u,v)(S
∇) .
The distribution D∇ is defined by
D∇f := {λf (ξ)| ξ ∈ Tσ(f)M} .
The curve t 7→ bt ◦ f ◦ a
−1
t will be an integral curve of this distribution. Note that
we may take γ to be the ∇-geodesic with initial condition (u, ξ), and then ϕ◦γ will
be the ∇-geodesic with initial condition (v, f(ξ)). Using this remark, we obtain
Remark 4.15. Let ϕ ∈ S∇, and ξ ∈ Ts(ϕ)M . Suppose that ∇-geodesics γ, η with
initial conditions (s(ϕ), ξ), (t(ϕ), ϕ∗(ξ)) respectively can be both extended on the
interval (α, β) ∋ 0. Then γ has a smooth lift in S∇ with initial condition ϕ via the
source map s : S∇ →M .
Using this remark one can prove:
Proposition 4.16. Let ∇ be a connection on a connected manifold M such that
∇R∇ = ∇T∇ = 0. Suppose that ∇ is complete. Then the source map s : S∇ →M
is a covering map. In particular, when ∇ is complete and M is simply connected,
any element ϕ ∈ S∇ extends to a unique global ∇-affine isomorphism M → M .
In particular, for any pair (x, x′) ∈ M ×M there exists a unique global ∇-affine
isomorphism mapping x to x′.
Proof. It suffices to note, that for a ∇-convex open set U ⊂M the following holds:
any germ ϕ ∈ S∇ with s(ϕ) ∈ U has an extension on U . The point is that, since ∇
is complete, for any geodesic γ : (α, β)→ U passing through s(ϕ), the composition
ϕ ◦ γ can be extended on the whole (α, β). Therefore all ∇- geodesics in U passing
through s(ϕ) admit lifts with initial condition ϕ. Using these lifts it follows that
the connected components of s−1(U) are identified with U via s.
An important special case (which intervenes in the proof of Singer’s theorem)
concerns a linear connection ∇ satisfying the conditions ∇R∇ = ∇T∇ = 0 which
is a metric connection, i.e. there exists a Riemannian metric g on M such that
∇g = 0. In this case one defines submanifolds
S∇g := {ϕ ∈ S
∇| ϕ∗ is an isometry}, S
∇
g := {f ∈ S
∇| f is an isometry}
of S∇, S∇ respectively. S∇g is open in S
∇. In other words S∇g is a union of integral
submanifolds (of maximal dimension) of the involutive distribution D∇. On the
other hand, an important result in Riemannian geometry states [TV, Proposition
1.5]:
Proposition 4.17. Let (M, g) be a complete Riemannian manifold. Then any
metric connection ∇ on M is complete.
Using these facts Proposition 4.16 gives
Corollary 4.18. Let (M, g) be a connected Riemannian manifold endowed with a
metric connection ∇ such that ∇R∇ = ∇T∇ = 0. Suppose that (M, g) is complete.
Then the source map s : S∇g → M is a covering map. In particular, when (M, g)
is complete and simply connected, any element ϕ ∈ S∇g extends to a unique global
∇-affine isometry M →M . In particular, for any pair (x, x′) ∈M×M there exists
a unique global ∇-affine isometry mapping x to x′.
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Now we come back to the connection ∇¯ = ∇h,A⊕∇v,A on TP associated with a
pair (∇, A) of a metric connection onM and A ∈ A(P ) which satisfy the conditions
∇R∇ = 0, ∇T∇ = 0, (∇⊗∇A)FA = 0, (∇⊗∇A)(A −A0) = 0 .
We know that ∇¯R∇¯ = ∇¯T ∇¯ = 0, so all constructions and results above apply to ∇¯.
Using the additional structure we have on P (the K-action, the two connections
A, A0, and the metric g on P/K) we will define an open submanifold S
∇¯
g,K of
S∇¯ consisting of germs of affine transformations which are compatible with this
structure:
Since ∇¯ is K-invariant, the manifolds S∇¯, S∇¯ come with natural rightK-actions
given by (ϕ, k) 7→ Rk ◦ ϕ ◦ R
−1
k , (f, k) 7→ (Rk)∗ ◦ f ◦ (R
−1
k )∗, and the maps s,
t : S∇¯ → P , σ, τ : S∇¯ → P are K-equivariant.
We define a submanifold S∇¯K,g ⊂ S
∇¯ by
S∇¯g,K :=
{
f ∈ S∇¯| f(Aσ(f)) = Aτ(f) , f(A0,σ(f)) = A0,τ(f) ,
f(a#
σ(f)) = a
#
τ(f)∀a ∈ k , f induces an isometry Tp(σ(f))M → Tp(τ(f))M
}
.
(36)
Lemma 4.19. S∇¯g,K is K-invariant, and is a union of integral submanifolds of the
distribution D∇¯. In particular S∇¯g,K := δ
−1(S∇¯g,K) is a K-invariant open submani-
fold of S∇¯.
Proof. We have to prove that for any f ∈ S∇¯g,K one has Df ⊂ TfS
∇¯
g,K , i.e. that for
any ξ ∈ Tσ(f)P we have λf (ξ) ∈ TfS
∇¯
g,K . It suffices to prove that for any a ∈ k and
any ζ ∈ Tp(σ(f))M one has (denoting by ζ˜σ(f) the A-horizontal lift of ζ at σ(f)):
λf (a
#
σ(f)) ∈ TfS
∇¯
g,K , λf (ζ˜σ(f)) ∈ TfS
∇¯
g,K .
The first formula is obtained using the curve t 7→ σ(f) exp(ta), and the second is
obtained using the curve t 7→ η˜σ(f)(t), where η : (−ε, ε)→M is a ∇-geodesic such
that η(0) = p(σ(f)), η˙(0) = ζ. One uses the fact that the vector fields a# are ∇¯-
parallel along A-horizontal curves, and that the distributions A, A0 are ∇¯-parallel.
Lemma 4.20. The restrictions,
(p ◦ σ, p ◦ τ)
S∇¯g,K
: S∇¯g,K →M ×M , (p ◦ s, p ◦ t) S∇¯g,K
: S∇¯g,K →M ×M
are surjective.
Proof. Let x0, x1 ∈ M , and let η : [0, 1] → M be a smooth path in M such that
η(0) = x0, η(1) = x1. Choose a point y0 ∈ Px0 , let η˜ be the A-horizontal lift of η
with the initial condition η˜(0) = y0, and let y1 := η˜(1). Using ∇¯-parallel transport
along η˜, we obtain an element f ∈ S∇¯ with σ(f) = y0, τ(f) = y1. Using Theorem
4.12, we see that f ∈ S∇¯g,K
Theorem 4.21. Let (M, g) be a connected Riemannian manifold, (g, P
p
−→ M,A0)
be a triple consisting of a principal K-bundle P on M , and a connection A0 on P .
The following conditions are equivalent:
(1) (g, P
p
−→ M,A0) is locally homogeneous.
(2) (g, P
p
−→ M,A0) is infinitesimally homogeneous.
(3) There exists a pair (∇, A) consisting of a metric connection on (M, g) and
a connection A ∈ A(P ) such that
∇R∇ = 0, ∇T∇ = 0, (∇⊗∇A)FA = 0, (∇⊗∇A)(A −A0) = 0 . (37)
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Proof. The implication (1)⇒(2) is obvious, and the implication (2)⇒(3) stated by
Theorem 4.4. For the implication (3)⇒(1), let ∇¯ = ∇h,A⊕∇v,A be the connection
on TP associated with a pair (∇, A). Let (x0, x1) ∈M ×M . By Lemma 4.20 there
exists ϕ ∈ S∇¯g,K such that y0 := s(ϕ) ∈ Px0 , y1 := t(ϕ) ∈ Px1 . The orbit ϕK is a
submanifold of S∇¯g,K which is mapped diffeomorphically onto y0K via s, and onto
y1K via t. Regarding the maps s, t : S
∇¯
g,K → P as sheaves of sets over P , and using
[God, The´ore`me 3.3.1, p. 150] we obtain an open neighbourhood U ⊂ S∇¯g,K of ϕK
in S∇¯g,K which is mapped injectively onto an open neighborhood U of y0K via s,
and is mapped injectively onto an open neighborhood V of y1K via t. Since K is
compact, we may suppose that U is K-invariant. Therefore U and V will be also
K-invariant, so U = p−1(U), V = p−1(V ) for open neighborhoods U , V of x0, x1
respectively. U defines a K-equivariant, ∇¯-affine isomorphism U → V which maps
A0U onto A0V and induces an isometry U → V . This shows that (g, P
p
−→ M,A0)
is locally homogeneous.
For the symmetric case we have:
Theorem 4.22. Let (M, g) be a connected Riemannian manifold, (g, P
p
−→ M,A0)
be a triple consisting of a principal K-bundle P on M , and a connection A0 on P .
The following conditions are equivalent:
(1) (g, P
p
−→ M,A0) is locally symmetric.
(2) One has
∇gRg = 0, (∇g ⊗∇A0)FA0 = 0 .
Proof. Suppose that (1) holds, and, for a point x ∈ M , let U := Ux, s := sx,
Φ := Φx be as in Definition 1.3. Taking into account that ∇
g is s-invariant, and
A0 is Φ-invariant, it follows that ∇
gRg, (∇g ⊗ ∇A0)FA0 are invariant sections of
(Λ1U )
⊗5, (Λ1U )
⊗3⊗ad(PU ) which are invariant with respect to the involution defined
by s, respectively by the pair (s,Φ). Since the degree of these sections with respect
to M are odd, the argument of [KN2, Section XI.1, Theorem 1.1] applies.
Conversely, suppose (2) holds. Note that the pair (∇g, A0) satisfies the conditions
in Lemma 4.11. Using the same construction as in the proof of Theorem 4.21, we
obtain a linear connection ∇¯ on P which satisfying the conditions ∇¯R∇¯ = ∇¯T ∇¯ = 0
and leaves the horizontal distribution of A0 invariant (see Theorem 4.12).
Let x ∈M . For any point y ∈ Px put
fy :=
(
−id(A0)y 0
0 idTy(Px)
)
∈ GL(TyP ),
where (A0)y ⊂ TyP stands for the A0-horizontal space at y. Using formulae (28),
(29), (34) it is easy to check that for any y ∈ Px one has fy ∈ S
∇¯
g,K . Moreover, it
is easy to see that Fx := {fy| y ∈ Px} is a K-orbit with respect to the K-action on
S∇¯g,K . Using the bijection S
∇¯
g,K → S
∇¯
g,K we obtain a K-orbit Fx := {ϕy| y ∈ Px}
for the K-action on S∇¯g,K which is mapped diffeomorphically onto Px via the maps
s and t. The same arguments as in the proof of Theorem 4.21 apply, and give a
bundle isomorphism Φ : p−1(U)→ p−1(V ), where U , V are open neighborhoods of
x, and the induced map s : U → V is an isometry. Moreover, one has Φ∗y = fy
for any y ∈ Px, in particular s∗x = −idTxM . Therefore s induces an isometric
involution on sufficiently small normal neighborhood W ⊂ M of x. It suffices to
note that the restriction of Φ to p−1(W ) is an involution. This is obvious taking
into account the next remark which gives an explicit geometric construction of Φ:
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Remark 4.23. Let γ : [0, 1] → W be a smooth path with γ(0) = x, γ′ := s ◦ γ, let
y ∈ P , and let γ˜, γ˜′ be the A0-horizontal lifts with initial conditions γ˜(0) = γ˜
′(0) =
y. Then Φ(γ˜(1)) = γ˜′(1), and Φ(γ˜′(1)) = γ˜(1).
The remark is proved using that Φ lifts s and leaves the connection A0 invariant.
For the case when (M, g) is complete, we have
Theorem 4.24. Let (g, P
p
−→ M,A0) be a locally homogeneous triple with M con-
nected. If (M, g) is complete, then the map S∇¯g,K/K →M induced by s is a covering
map. If (M, g) is complete and M is simply connected, then any germ ϕ ∈ S∇¯g,K can
be extended to a unique bundle isomorphism Φ : P → P which covers an isometry
M →M , and has the property Φ∗(A0) = A0. In particular, for any (x, x
′) ∈M×M
there exists such a bundle isomorphism with Φ(Px) = Px′ .
Proof. We use the same method as in the proof of Proposition 4.16, Corollary 4.18.
The fact that S∇¯g,K/K →M is a covering map is obtained using parallel transport
with respect to ∇¯ along A-horizontal lifts of ∇-geodesics in M .
Corollary 4.25. Let (g, P
p
−→ M,A0) be a locally symmetric triple with M simply
connected, and (M, g) complete. Then (g, P
p
−→ M,A0) is a symmetric triple.
Proof. By Theorem 4.21 any locally symmetric triple is locally homogeneous, so
Theorem 4.24 applies, so the locally defined involutive bundle isomorphisms Φx
given by the locally symmetric condition (see Definition 1.3) extend to the whole
total space P .
Using theorem 4.24 we can also prove the following classification theorem for LH
triples:
Theorem 4.26. Let M be a compact manifold, and K be a compact Lie group.
Let π : M˜ → M be the universal cover of M , Γ be the corresponding covering
transformation group. Then, for any locally homogeneous triple (g, P
p
−→ M,A)
with structure group K on M there exists
(1) A connection B on the pull-back bundle Q := π∗(P ).
(2) A closed subgroup G ⊂ Iso(M˜, π∗(g)) acting transitively on M˜ which con-
tains Γ and leaves invariant the gauge class [B] ∈ B(Q).
(3) A lift j : Γ → GBG (Q) of the inclusion monomorphism ιΓ : Γ → G, where
GBG (Q) stands for the group of automorphisms of (Q,B) which lift transfor-
mations in G.
(4) An isomorphism between the Γ-quotient of (π∗g,Q→ M˜,B) and the initial
triple (g, P
p
−→ M,A) .
Proof. Let G ⊂ Iso(M˜, g˜) be the subgroup defined by
G :=
{
ψ ∈ Iso(M˜, g˜)| ∃Ψ : Q→ Q ψ-covering bundle isom., Ψ∗(B) = B
}
.
Using the fact that K is compact, it follows by Lemma 4.27 below, that G is a
closed subgroup of the Lie group Iso(M˜, g˜). Note that Lemma 4.27 applies because
the action of the Lie group Iso(M˜, g˜) on M˜ is smooth.
Applying Theorem 4.24 to (π∗(g), Q,B), it follows that G acts transitively on M˜ ,
and leaves invariant the gauge class [B]. Moreover, the definition of G shows that
it contains Γ. The lift j is obtained as follows: for ϕ ∈ Γ we define j(ϕ) : Q→ Q by
j(ϕ)(x˜, y) := (ϕ(x˜), y)∀(x˜, y) ∈ Q := M˜ ×π P .
Note that the map Γ ∋ ϕ 7→ j(ϕ) ∈ GBG (Q) is group morphism (as required).
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Lemma 4.27. [Ba1] Let M be a differentiable manifold, K be a compact Lie group,
p : P → M be principal K-bundles over M , and A ∈ A(P ) be a connection on P .
Let α : L×M →M be a a smooth action of a Lie group L on M . For l ∈ L denote
by ϕl :M →M the corresponding diffeomorphism. The subspace
LA := {l ∈ L| ∃Φ ∈ Homϕl(P, P ) such that Φ
∗(A) = A}
is a closed Lie subgroup of L.
Theorem 4.26 shows that:
Corollary 4.28. Let M be a connected compact manifold, and K be a compact Lie
group. Let π : M˜ →M be the universal cover of M , Γ be the corresponding covering
transformation group. Then any locally homogeneous triple (g, P
p
−→ M,A) with
structure group K on M can be identified with a Γ-quotient of a homogeneous triple
(π∗g,Q := π∗(P )→ M˜,B) on the universal cover M˜ .
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