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Теорема. Главная и дополнительные экспонен
ты целочисленного нечётного порядка k образуют
kмерное линейное пространство относительно
операции сложения и умножения на число.
Теорема. Главная и все дополнительные экспо
ненты порядка k образуют линейно независимую
систему функций. Это следует из того, что опреде
литель Вронского отличен от нуля
Теорема. Всё экспоненты порядка нецелочи
сленных порядков и целочисленного порядка, рав
ного единице, образуют одномерное линейное
пространство.
Исходя из полученных результатов, можно
сформулировать утверждение.
Теорема. Любая линейная комбинация инва
риантных функций является инвариантной
функцией.( | )
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Введение. Допустим, что мы имеем неавтоном
ную систему с периодическими коэффициентами,
которая задана в следующем виде [1]
(1)
где A(t)=(aij(t)), i,j=
⎯
1,n
⎯
, X(t)=(x1,(t),…,xn(t))T а 
элементы матрицы A(t) периодические, т. е.
A(t+T)=A(t), где T – период.
Пусть Ф(T,t) – матрица монодромии системы
(1), которая имеет вид [2]
а
– минимальный многочлен матрицы Ф(T,t) [3].
Функции
(2)
где T – период; λj(t); i =
⎯
1,k – собственные значения
функции матрицы Ф(T,t) – называются характери
стическими показателями решений системы (1).
Согласно [3], зная значения характеристиче
ских показателей, можно говорить об устойчиво
сти системы (1). Будем искать характеристические
показатели (2) для неавтономных матриц с помо
щью ДТаналога L(t)R(t)алгоритма [4].
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LR алгоритм [4] предназначен для разложения
автономных матриц  A=(aij), i,j=
⎯
1,n на множите
ли – матрицы L и R, при которых
где L – нижняя треугольная матрица с единицами
на главной диагонали порядка n, а R – верхняя
треугольная матрица порядка n.
L(t)R(t)алгоритм и ДТпреобразования. Не
вдаваясь в подробности, по аналогии LRалгорит
ма для автономных матриц [4], представим соот
ветствующую последовательность вычислительных
операций с целью нахождения собственных значе
нийфункций λi(t), i=
⎯
1,n для неавтономных ма
триц  A(t)=(aij(t)), i, j=
⎯
1,n. Имеем [4]:
Шаг 1. Рассчитываются неизвестные элементы
первой строки матрицы R(t):
Шаг 2. Рассчитываются неизвестные элементы
первого столбца матрицы L(t):
Шаг 3. Рассчитываются неизвестные элементы
второй строки матрицы R(t):
Шаг 4. Рассчитываются неизвестные элементы
второго столбца матрицы L(t):
…………..…………………………………………………………….
Далее рассчитываются неизвестные элементы
iй строки матрицы R(t):
а затем – неизвестные элементы iго столбца ма
трицы L(t):
Чтобы получить собственные значения – функ
ции λi(t), i=
⎯
1,n матрицы A(t), надо рассчитывать
также следующую последовательность:
и если m→∞, тогда матрица Am+1(t) становится диа
гональной, при которой ее диагональные элемен
ты и являются собственными значениями функ
ции матрицы A(t).
Очевидно, что использование L(t)R(t)алгоритма
в приведенном виде при практических расчетах не
целесообразно или вообще невозможно (особенно
при более или менее больших размерах матриц A(t)).
Поэтому, имея ввиду неоспоримые преимущества
дифференциальных преобразований [5] при реше
нии неавтономных задач, для решения рассматривае
мой проблемы в настоящей работе представим ДТ
аналог L(t)R(t)алгоритма с использованием диффе
ренциальнотейлоровских (ДТ) преобразований [6]:
где X(K) – изображение (дискрета) оригинала x(t)
(функция целочисленного аргумента K=
⎯
0,∞
⎯
); H – не
которая постоянная (масштабный коэффициент); tv –
центр аппроксимации; –.– – знак перехода из области
оригиналов в область изображений и наоборот.
Математический аппарат ДТаналога L(t)R(t)
алгоритма. С учетом [4] применительно к матрице
Ф(T,t) имеем:
…………………………………………………………………………
где Фij(1)(T,t)=Фij(T,t), i,j=
⎯
1,n, а
Кроме того, согласно [2] имеем Фij(1)(q+l)=Фij(1)(l),
l=
⎯
1,q , где q – некоторое число, зависящее от кон
кретных характеристик элементов исходной ма
трицы.
Далее, для каждой из Ф1(T,K), K=
⎯
0,∞
⎯
матриц
осуществим следующую последовательность вычи
слительных операций:
Шаг 1. Рассчитываем неизвестные элементы
первой строки матрицы R(K):
Шаг 2. Рассчитываем неизвестные элементы
первого столбца матрицы L(K):
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Здесь и далее знак |÷| – знак Tделения [6].
Шаг 3. Рассчитываем неизвестные элементы
второй строки матрицы R(K):
Здесь и далее знак – знак T – умножение
(свертка) [6].
Шаг 4. Рассчитываем неизвестные элементы
второго столбца матрицы L(K):
…………………………………………………………………………
Далее рассчитываем неизвестные элементы iй
строки матрицы R(K):
а потом – неизвестные элементы iго столбца ма
трицы L(K):
Чтобы получить собственные значения матриц
Ф1(T,K), K=
⎯
0,∞
⎯
необходимо рассчитывать также
следующую последовательность:
и, если m→∞, то матрица Фm+1(T,K) становится ди
агональной, а ее элементы являются собственными
значениями λi(K), i=
⎯
1,n матриц Ф1(T,K), K=
⎯
0,∞
⎯
.
Собственные значенияфункции λi(t), i=
⎯
1,n ма
трицы Ф(T,t) будем искать, используя обратные
ДТпреобразования [6], в соответствии с которыми
Пример. Рассмотрим матрицу 
для которой очевидно T=2π, λ1(t)=cost, λ2(t)=sint,
а характеристические показатели имеют вид:
Используя ДТпреобразования (t0=0, H=1) и от
пустив период T=2π, имеем: Ф1(T,t)=Ф(T,t), откуда:
Элементы первой строки матрицы R(0):
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а элементы первых строк матриц R(1), R(2), R(3), R(4):
Первый столбец матрицы L(0) имеет вид:
а элементы первых столбцов матриц L(1), L(2),
L(3), L(4):
Теперь вычислим элементы второй строки ма
трицы R(0). Имеем:
а элементы вторых строк матриц R(1), R(2), R(3), R(4):
Второй столбец матрицы L(0) имеет вид:
а элементы вторых столбцов матриц L(1), L(2),
L(3), L(4):
Следовательно, матрицы R(1), R(2), R(3), R(4) и
L(1), L(2), L(3), L(4) соответственно имеют вид:
На следующей итерации имеем:
Так как очевидно, что
то в соответствии с обратными дифференциально
тейлоровскими преобразованиями получим:
Следовательно:
которые полностью совпадают с вышеприведен
ными точными аналитическими соотношениями.
Заключение. Предложенный ДТаналог
L(t)R(t)алгоритма достаточно прост при реализа
ции на ЭВМ и обычно требует меньше итерацион
ных шагов, чем ДТаналог Q(t)R(t)алгоритма.
Он может быть эффективно использован для вы
числения характеристических показателей матриц
монодромии неавтономных периодических матриц
различных динамических систем для исследования
вопросов устойчивости последних.
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Pавномерно pаспределенные последовательно
сти с наилучшей (по порядку) асимптотикой часто
называют квазислучайными. Именно такие последо
вательности (с некоторыми дополнительными свой
ствами равномерности) используют на практике для
реализации алгоритмов МонтеКарло (так называ
емый метод квазиМонтеКарло), для вычисления
многомерных интегралов, в случайном поиске, в за
дачах многокритериальной оптимизации, в плани
ровании экспериментов и др. Свойства таких после
довательностей и их исследование рассмотрены
в [1–3]. В некоторых задачах, например таких, как
построение равномерно распределенных векторов
в конусе [4], важно не столько свойство независимо
сти векторов, как свойство именно равномерности.
В настоящей статье рассматривается постро
ение таких последовательностей для небольших n,
где n – число членов последовательности.
Квазислучайными, в отличие от псевдослучай
ных, называют равномерно распределенные после
довательности, элементы которых не обладают
свойством независимости.
Последовательность Xn точек из dмерного куба
Id=[0,1)×...×[0,1) называется равномерно распределен
ной в Id, если для любого блока B=[a1,b1)×[a2,b2)×...×
×[ad,bd), где 0≤ai, bi≤1 выполняется соотношение
где означает копроизведение. Другими
словами, последовательность равномерно распре
делена, если при больших n количество ее точек,
попавших в какойлибо блок, пропорционально
его объему. Если разбить куб на несколько равно
великих частей, то в каждой из них (при достаточ
но больших n) окажется примерно одинаковое чи
сло точек последовательности.
Однако для практических задач важно, чтобы
равномерно распределенные последовательности
обладали указанными свойствами не только для
больших, но и для малых значений n.
Семейство последовательностей, рассматривае
мых в настоящей работе, обобщает двоичные по
следовательности Ван дер Корпута и Рота и pич
ные последовательности Фора [5]. Эти последова
тельности в отечественной литературе называют,
следуя И.М. Соболю [6–8], ЛП0последовательно
стями. Не отступая от традиции, распространим
это название и на наши конструкции, т. к. обозна
чение «ЛП» в нашем контексте может означать, что
любой последовательный участок Xn хорошо распре
делен.
Пусть q=р n, где р – простое число. Назовем qич
ными отрезками ранга s интервалы
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