Let f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n be analytic in the unit disk. The Hadamard product of f and g is defined by f * g(z) = ∞ n=0 a n b n z n . This paper gives some characterizations of functions in Q K spaces in terms of the Hadamard products.
Introduction
A special class of Möbius invariant function spaces, the so-called Q p spaces, has been extensively studied for years in the context of a wide class of function spaces. Let g(a, z) = log(1/|ϕ a (z)|) be the Green function on the unit disk D in the complex plane C, where ϕ a (z) = (a − z)/(1 − az) is the Möbius transformation of D. For 0 p < ∞, the space Q p consists of analytic functions f on D for which
where dA is an area measure on D normalized so that A(D) = 1. It is easy to check that the space Q p is Möbius invariant in the sense that f • ϕ a Q p = f Q p for every f ∈ Q p and a ∈ D. We know that Q 1 = BMOA, the space of all analytic functions of bounded mean oscillation [10] , and for each p > 1, the space Q p is the Bloch space B consisting of analytic functions f on D whose derivatives f are subject to the growth restriction
When p = 0, the space Q p degenerates to the Dirichlet space D. See [13] and [15] for a summary of recent research about Q p spaces.
Let H (D) denote the class of all functions analytic in D. If f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n , the Hadamard product of f and g is defined by f * g(z) = ∞ n=0 a n b n z n . Anderson [1] proved that if f, g ∈ B, then f * g ∈ B and
By Fefferman's duality theorem on Hardy-BMO and a result of Mateljevic and Pavlovic in [11] , it is easy to see that if f ∈ BMOA and g ∈ B then f * g ∈ BMOA and
Since Q 1 = BMOA and Q p = B for all p > 1, the above results can be stated in the words of Q p spaces: for
(1.3)
Aulaskari, Girela and the first author [2] proved that the above result is still true for 0 < p < 1 if the Taylor coefficients of functions f ∈ Q p are positive. In same paper, they asked whether the condition that the Taylor coefficients of functions f ∈ Q p are positive can be dropped. Recently, Pavlovic [12] showed that (1.3) holds for all f ∈ Q p and g ∈ B without any more assumption.
In this paper, we show that the above problem in fact remains true for more general function spaces Q K and some related spaces.
For a function K : [0, ∞) → [0, ∞), the space Q K is the space of functions f ∈ H (D) for which
We say that the spaces Q K is trivial if Q K contains only constant functions. We know that if the integral
is convergent, then Q K is not trivial and Q K ⊂ B; see [6] . From now on we always assume the function K is nondecreasing and right-continuous on (0, ∞). Moreover, we assume (1.5) is convergent for K and K has the double condition
A useful tool in the study of Q K spaces is the auxiliary function ϕ K defined by
It is clear to see that ϕ K (s) is nondecreasing and right-continuous on (0, ∞) and when 0
We mention that the following two conditions are important in the study of Q K spaces during the last few years:
For more results on Q K spaces, see [6] and [7] . For 0 < p ∞, the Hardy space H p consists of those functions f ∈ H (D) for which
For 1 q ∞, 0 α 1, the mean Lipschitz space Λ(q, α) consists of those functions f ∈ H (D) for which
Note that Λ(q, 1 q ) increases with q ∈ (1, ∞). It is clear that the space Λ(∞, 0) coincides with the Bloch space B, and is contained in Λ(q, 0) for every 1 < q < ∞. We refer to [5] for more notations and results of the Hardy and mean Lipschitz spaces.
Some inequalities for Q K spaces
Throughout this paper the letter C denotes a positive constant which may vary at each occurrence.
For 2 q < ∞, the Hölder inequality gives
where subarc I ∈ ∂D and |I | 1. Thus
ds.
By Theorem 3.1 of [7] we have that f ∈ Q K and (2.2) holds. To prove the inclusion is strict, for given q ∈ [2, ∞) we consider the function K(t) = t m with 1 − 2 q < m < 1 and choose the function
On the other hand, we know that (B) holds for K(t) = t m . By [14] we see that
This completes the proof. 
Theorem 2.2. Suppose f ∈ H (D) and 2 < q ∞. Let K satisfy
Proof. Without loss of generality, we assume I ∈ ∂D with |I | 1. We consider the first case q = ∞. Note that
Thus we find that
Here we used the estimate
For the case 2 < q < ∞, using the Hölder inequality,
It follows that
By condition (2.3), we obtain
Remark. Note that the estimate (2.4) is the best possible for 2 < q ∞. That is, (2.4) is false for q = 2. In fact, we have
Main results
Let f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n . Then the Hadamard product of f and g can be rewritten as
Thus, we have Young's inequality as follows. See [4] .
Lemma 3.1. Let f, g ∈ H (D) and
Proof. For 2 q < ∞, Theorem 5.5 in [5] shows that
This together with the following estimate
It follows from Theorem 2.1 and Lemma 3.1 that
Theorem 3.2. Let 2 < q ∞ and let K satisfy (2.3), that is,
Before embarking the proof let us state a result which will be used in our proof; see [9] . (
Now let us go to the proof of Theorem 3.2. We first show that
By Theorem 2.2 we have
By Lemma 3.2 and the boundedness of K, the last integral is dominated by
Here we used the monotonicity of K and then (3.5) holds. Hence by Lemma 3.1 we have For f ∈ Q K and g ∈ Λ( .
Since (3.3) becomes (B) for q = ∞ and the Bloch space B contained in Λ(t, 0) for all 1 < t < ∞, we obtain from Theorem 3.2 the following result. Moreover, we have
