In this paper, we investigate the problem of the motion of self-propelled rigid bodies in a viscous incompressible fluid filling a bounded container. The motion of the fluid is governed by the Navier-Stokes equations. The bodies move due both to the flow of the ambient fluid and to the engines which are modelled by fluxes of the fluid through the boundaries of the bodies. It is proved that the problem has at least one weak solution on an arbitrary time interval which does not include instants of collisions of the bodies.
Introduction
The subject of this paper is the problem of the motion of self-propelled rigid bodies immersed in a viscous incompressible fluid. We suppose that the fluid flow is governed by the Navier-Stokes system, whereas the bodies move according to the classical balance equations for linear and angular momentum. The motion of the bodies is caused by the external bulk forces (e.g., gravity), by the stresses in the surrounding fluid, and by the propulsive forces which occur due to additional fluid fluxes produced by the bodies on their boundaries. Since the fluid flow, in its turn, is influenced by the bodies, we have a coupled mechanical system whose evolution is described by a system of nonlinear partial and ordinary differential equations. Let us describe the classical statement of the problem.
Suppose that N rigid bodies move in a bounded domain Ω ⊂ R 3 . We denote by S k t (k = 1, . . . , N ) the subdomain of Ω occupied by the k-th body at the time instant t. The boundary of S k t will be denoted by G k t . The fluid fills the domain F t = Ω \ (S t ∪ G t ), where S t = ∪ N k=1 S k t and G t = ∪ N k=1 G k t . Sometimes, it will be convenient to consider the exterior of Ω as an immovable rigid body and to denote S 0 t = R 3 \ Ω , G 0 t = ∂Ω . Let δ i j (t) be the distance between the sets S i t and S j t with i, j ∈ {0, 1, . . . , N }. In this paper, the collisions of the bodies will not be admitted and we will solve the problem on a time interval [0, T ], T < ∞, such that δ(t) = min i, j=0,...,N δ i j (t) δ * > 0 for all t ∈ [0, T ].
(1.1)
Here, δ * is an arbitrary positive number. Denote by v the velocity of the fluid. According to our assumption, the vector field v is defined in F t and satisfies the Navier-Stokes equations:
3) P(v) = − p I + 2µD(v), (1.4) and the boundary condition:
v(x, t) = g 0 (x, t) for x ∈ ∂Ω , (1.5) where ρ F is the density of the fluid, f the external bulk force, p the pressure, µ the viscosity, I the identity tensor, and D(v) the deformation rate tensor which has the components
We assume that ρ F and µ are positive constants. Notice that (1.5) is understood in the sense of traces. To simplify the notations, we will omit the symbol of the trace operator. The function g 0 is defined on R 3 × [0, T ] and its trace represents the flux of the fluid through ∂Ω . We suppose that div g 0 = 0.
Let us denote by u the velocity field in the set S t occupied by the bodies. Since the bodies are assumed to be rigid, there exist vectors a k (t) and skew-symmetric matrices Q k (t), k = 1, . . . , N , such that u(x, t) = a k (t) + Q k (t) x −x k (t) for x ∈ S k t , (1.6)
is the mass center of the k-th body (the bodies are assumed to be homogeneous) and |A| stands for the threedimensional Lebesgue measure of a set A. Notice that there exist vectors ω k (t), k = 1, . . . , N , such that
where the sign "×" stands for the vector product. The vector a k represents the velocity of the mass center of the k-th body, i.e., a k (t) = dx k (t)/dt, and ω k (t) is its angular velocity. According to the laws of classical mechanics, the functions a k (t) and ω k (t), k = 1, . . . , N , satisfy the following equations: 9) where m k is the mass of the k-th body, ρ k S the density, n the normal to G t directed towards the fluid, and J k = S k t |x −x k | 2 I − (x −x k ) ⊗ (x −x k ) dx the matrix of the inertia moments of the k-th body related to its mass center. We will suppose that ρ k S , k = 1, . . . , N , are positive constants. The right-hand side of (1.8) is the sum of three forces acting on the k-th body. The first one is the fluid stress on the boundary of the body. The second one is the external bulk force. The third term represents the propulsive force that occurs due to the flux of the fluid through the boundary of the body. We assume that this flux is prescribed and, since it is in fact the difference between the traces of the velocity fields v and u on G t , we have the following condition:
v(x, t) − u(x, t) = w(x, t) for x ∈ G t , (1.10) where the function w will be specified later (see Section 2.2).
We supplement Eqs. (1.2)-(1.10) with the initial conditions:
Problems (1.2)-(1.12) will be called Problem A.
There are not very many mathematical works devoted to Problem A. An excellent introduction to the problem is given in [1] , where one can find not only mathematical results, but also the mechanical background and an extensive bibliography. The existence and some qualitative properties of the steady solutions were investigated in [1] [2] [3] [4] . As for the non-stationary problem, which is the subject of the present paper, its global weak solvability was proved in [5] . Besides that, in [5, 6] , the existence, the uniqueness, and the behavior as t → ∞ of the strong solutions for some special cases of the problem (the rotational symmetry or the linearized Navier-Stokes equations) were investigated.
It should be noted that all these papers deal with the case of one body in the fluid occupying the whole space, i.e., Ω = R 3 and N = 1. In this situation, by a linear change of variables, the problem can be reformulated in the coordinate system attached to the body and, in such a way, be reduced to a problem in a time-independent domain, which is crucial for the technique used in the cited works. We consider the situation where the mentioned procedure cannot be applied. Namely, we suppose that Ω is a bounded domain in R 3 and N ≥ 1, i.e., one or several bodies move in a fluid filling a bounded container. Notice that also in this case the passage to a problem in a fixed domain is possible. This can be done by making use of a curvilinear coordinate system (see, e.g., [7] ). This approach, however, considerably complicates the equations and we employ another one here.
If we set w = 0 in (1.10), then we obtain the classical problem of the motion of rigid bodies (not self-propelled) in a viscous fluid. This problem has been investigated more (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] 7] , and references therein) and we use here some techniques developed in the cited works. In particular, we use the concept of weak solution suggested in [8, 9, 11] . Denote by h the velocity vector field in Ω , i.e., h = v in F t and h = u in S t . If w = 0, then it is not difficult to see that h satisfies the usual definition of the weak solution of the Navier-Stokes equations in the whole domain Ω (as it is written for the problem without bodies) provided that the test functions are divergence-free vector fields that are rigid in S t . The characteristic function of the set S t is a solution of the transport equation with the coefficient h. Thus, one solves the usual problem of the flow of a non-homogeneous fluid with the constraint that h is rigid in S t . The existence of such a weak solution can be proved by the penalty method which, in this context, may also be called the method of solidification. The idea consists in considering a rigid body as a fluid whose viscosity is infinitely large. This technique was suggested in [8] (see also [9, 10, 13, 15] ) and enabled us to prove the solvability of the problem on an arbitrary time interval without any restrictions on the possibility of collisions of the bodies.
In Problem A, the flux w is, in general, not identically equal to zero and the vector field h jumps across the boundaries of the bodies. As a consequence, we would encounter some trouble in dealing with the function h. In particular, since the boundaries of the bodies move and their motion is unknown a priori, it is even difficult to find a class of functions where we could estimate ∇h. In order to apply the approach described above, we extend the function w to Ω and define the vector field y such that y = v − w in F t and y = u in S t . This function has no jumps and is rigid in S t . The weak formulation of the problem is written for the function y (see Definition 2.1).
The main result of the paper is Theorem 2.2, which states that Problem A has at least one weak solution on an arbitrary time interval that does not include instants of collisions of the bodies. Although we treat the case of several rigid bodies moving in the fluid, the main novelty of this result consists in considering the problem in a bounded domain. If one can solve the problem with one body in a bounded domain (or with two bodies in the whole space), the general case can be treated similarly. Besides, in comparison with [5] , we have slightly weakened the assumptions on the smoothness of the function w that prescribes the flux of the fluid through the boundaries.
The paper is organized as follows. In Section 2, we introduce the notion of weak solution to Problem A and formulate the main result (Theorem 2.2). In Section 3, we prove some general facts that will be used in the proof of Theorem 2.2. In particular, we investigate the transport equation with the coefficient being a rigid velocity vector field. In Section 4, we construct approximate solutions to Problem A. The main result of the paper is proved in Section 5. In Appendix, we give a justification of the introduced notion of weak solution.
In the Glossary at the end of the paper for the reader's convenience, we give a list of notation with references to the sections where the notations are defined.
Definition of the function w
The function w introduced in (1.10) describes the flux of the fluid through the boundaries of the bodies. In this section, we establish the form of this function.
It is natural to describe the flux in the coordinate system attached to the body. Let
The trace of the function g k on G k 0 will prescribe the flux of the fluid through the boundary of the k-th body. Recall that S 0 0 = R 3 \ Ω and the trace of the function g 0 on G 0 0 = ∂Ω stands in (1.5). We suppose for convenience that supp
The functions g k describe the fluxes in the Lagrangian coordinates. We define the function w in such a way that w(x, t) = g k (x, t) for x ∈ G k t , where g k is the image of the function g k after passing to the Eulerian coordinates. Notice that we do not require that w(
The function u is rigid in each domain S k t , k = 1, . . . , N . Let u k be the rigid function which coincides with u in S k t . Since R 3 \ Ω is considered as an immovable rigid body, we suppose that u is defined and equal to u 0 ≡ 0 in R 3 \ Ω = S 0 t . Denote by U k s,t and B k s,t the Lagrangian flow and the rotation operator corresponding to u k
and, as follows from (2.5),
We set
Since the operators U k 0,t and B k t,0 are defined by the function u k , this relation defines an operator W such that
Notice that W (0, g 0 ) = g 0 and therefore w 0 = g 0 . Due to condition (1.1), the supports of the functions w k do not intersect. Let us take
This relation completes the statement of Problem A.
Weak formulation of the problem
Sets in R : φ(x) = 1}. Let ϕ k and ϕ be the characteristic functions of S k t and S t , respectively. Since S k t = U k t,0 (S k 0 ), the function ϕ k is a solution of the following problem (see Lemma 3.1 below):
where ϕ 0 k is the characteristic function of the set S k 0 . In Section 1, we introduced the function u defined in the set S t . Let us extend it to R 3 and keep the same notation for the extended function. We assume that u :
. . , N , and u = 0 in R 3 \ Ω . The extended function can be used in equations considered in the whole domain Ω . At the same time, since we always meet u multiplied by ϕ, the values of this function in Ω \ S t play no role. Due to (1.1), ϕ = N k=1 ϕ k and
The density field ρ in the whole domain Ω can be represented as 12) where ρ S = N k=1 ρ k S ϕ k . The governing equations for the fluid and for the bodies can be easily reformulated as integral identities. Really, the system of Eqs. (1.8) and (1.9) is equivalent (see Appendix) to the assertion that the integral identity
holds for every smooth function ψ such that ψ(·, t) ∈ R(S t ) for all t ∈ [0, T ] and ψ| t=T = 0. Here, ρ 0 S , u 0 , and ψ 0 are the initial values of the corresponding functions. The weak formulation of the momentum equation for the fluid motion reads as follows:
where ψ is an arbitrary divergence-free smooth function vanishing on ∂Ω and at t = T . The sum of (2.13) and (2.14) gives
By virtue of Eqs. (2.10) and (2.11), if (2.15) holds for any smooth divergence-free function ψ such that ψ| t=T = 0 and ψ(·, t) ∈ R(S t ) for all t ∈ [0, T ], then the functions v and u satisfy (1.2), (1.8) and (1.9) (see Appendix). Eq. (2.15) can serve as a definition of a weak solution of Problem A, but we will rewrite it in a more convenient form with one velocity field defined in the whole domain Ω . Let us introduce the function
Clearly, y does not jump across G t . Eq. (2.15) can now be rewritten as follows:
where ρ 0 is the initial distribution of the density, i.e., ρ 0
As follows from (2.11), the function ϕ satisfies the equation
Let us describe the function spaces which are necessary for defining the notion of weak solution to Problem A. We will use the Lebesgue and Sobolev spaces L p (Ω ),
, and the usual function spaces of Hydrodynamics:
The dual space W 1,2 0 (Ω ) * with respect to the pivot space L 2 (Ω ) will be denoted by
Given an open subset D of Ω , we introduce the space
where φ is the characteristic function of D. Finally, if φ is a characteristic function depending on t, we denote by
The space K (φ, Ω ) was introduced and investigated in [8] [9] [10] (see also [13, 17] ). Now we are in a position to define the notion of weak solution of Problem A.
Definition 2.1. We say that the collection of functions {y, ϕ 1 , ϕ 2 , . . . , ϕ N } is a weak solution to Problem A on the time interval [0, T ] if the following requirements are satisfied:
and satisfies the following integral equality:
There exists a family of preserving orientation isometries U k s,t : R 3 → R 3 such that
The mapping U k s,t is the Lagrangian flow corresponding to u k (see Sections 2.1 and 2.2). 5. The function y satisfies (2.16) with the function ϕ defined above, with ρ satisfying (2.12), with
and with an arbitrary function
Let us make some remarks about this definition. Since the condition ϕ ∈ Char(Ω × [0, T ]) implies that S(ϕ i (·, t)) ∩ S(ϕ j (·, t)) = ∅ for i = j, the last condition in the first requirement can be omitted. Furthermore, since (2.17) with a fixed y ∈ L 2 (0, T ; H 1 (Ω )) admits only one solution (see, e.g., [19] ), the functions ϕ k (k = 1, . . . , N ) satisfy (2.10). The fourth requirement in the definition means that the bodies move without changing their forms. It may seem that requirements 2 and 3 imply 4. This fact is not proved and is likely to be false. Really, since y belongs only to L 2 (0, T ; H 1 (Ω )), the trajectories of the liquid particles are not well defined. Therefore, we cannot guarantee that the set S(ϕ k (·, t)) will remain connected for t > 0. We can prove the impossibility of the situation where S(ϕ k (·, t)) is a connected set for t t * and consists of a finite number of pieces for t > t * . Anyway, this question is not clear and needs to be investigated.
The following theorem is the main result of this paper.
Theorem 2.2. Suppose that
. . , N , are locally Lipschitzian domains in R 3 such that δ(0) > δ * for some δ * > 0 with δ(t) defined by (1.1). 2. The functions g k introduced in Section 2.2 are such that
The initial velocity field y 0 and the external force f belong to L 2 (Ω ) and L 2 (Ω × R + ), respectively.
Then there exists T > 0 such that Problem A has at least one weak solution on the time interval [0, T ]. Furthermore, 1. The number T can be taken arbitrarily large provided that δ(t) δ * for all t ∈ [0, T ]. 2. The isometries U k t,s are Lipschitz continuous with respect to t and s.
We have restricted the interval [0, T ] of solvability of Problem A by the condition (1.1). It is obvious that T > 0. Really, due to the last assertion of the theorem, the function δ(t) is Lipschitz continuous. Therefore, T (δ(0) − δ * )/λ > 0, where λ is the Lipschitz constant of the function δ (see the remark at the end of Section 5.4).
In the classical statement of Problem A, only the traces of the functions g k play a role (see Section 2.2). These traces prescribe the flux of the fluid through the boundaries of the bodies. We can change the functions g k in such a way that their traces on G k t will be the same as before but their supports will be smaller. Therefore, we can decrease δ * . In fact, if δ(0) > 0, then we can solve Problem A on the time interval [0, T ) such that δ(t) > 0 for all t ∈ [0, T ). This assertion can be proved by employing the technique developed in [8] [9] [10] 13, 15] . The result is also true without assumptions (a) and (b) if we impose a restriction on the behavior of the bodies as was done in [16] (after a collision of the bodies they move together as a whole).
Although the assertion above would guarantee the existence of the weak solution for the problem with collisions, we would have difficulties with the interpretation of the result. Without condition (1.1), we will not be able to come back to the classical formulation because the conditions on the boundaries of the bodies will not be satisfied. Indeed, the definition of the function w requires some space around each body. If δ i j (t * ) = 0, then there is a piece of G i t * where the flux v − u = w is equal to w i + w j but not to w i as is required.
• The next sections will be devoted to the proof of this theorem. The number of bodies plays no role in the proof. For this reason, in order to simplify the presentation, we suppose that N = 1, which means that only one body swims in the fluid. Thus, S t = S 1 t , G t = G 1 t , and ϕ = ϕ 1 . Sometimes, when it is necessary, we give explanations of how the proof should be changed to treat the general case.
Auxiliary results
In this section, we prove some results that will be used in the proof of Theorem 2.2.
Operator Π
The proof of the following lemma is absolutely trivial and can be found elsewhere (see, e.g., [9, 15, 19] ). Lemma 3.1. Let φ 0 ∈ Char(R 3 ) and S(φ 0 ) be a bounded domain. For every z ∈ L 1 (0, T ; R), the problem (·, t) ).
The equation in (3.1) is understood in the distributional sense.
For every φ ∈ Char(R 3 ) with S(φ) being a bounded open set, we introduce an operator Π φ :
where
3)
The function u is rigid and, in accordance with representations (2.1) and (2.2), a u = a − ω × b and ω u = ω. If |b| is bounded, then |a| + |ω| is a norm of u in R equivalent to the norm u R defined by (2.3). The operator Π φ is linear and bounded. Besides that, if v ∈ R * (S(φ)), then Π φ v(x) = v(x) for x ∈ S(φ). Thus, Π φ is a projector when it is considered as an operator from L 1 (S(φ)) into R * (S(φ)).
Let us investigate some properties of the operator Π φ . First of all, we notice that the tensor J is symmetric and positive definite, that is, there exists a positive constant C such that
Really, assuming without loss of generality that b = 0, we find
where sin(ξ , x) is the sine of the angle between the vectors ξ and x. Since x and sin(ξ , x) are not identically equal to zero in S(φ), we conclude that (3.6) is true. The strict positivity of J implies, in particular, that J −1 is well defined and (3.4) makes sense.
Lemma 3.2. Let φ 0 ∈ Char(R 3 ) and S(φ 0 ) be a bounded domain. Suppose that z 1 and z 2 belong to L 1 (0, T ; R) with T ∈ (0, ∞) and φ k (x, t) = φ 0 (U z k 0,t (x)) for t ∈ [0, T ] and k = 1, 2. Then there exists a constant C such that, for every v ∈ L p (0, T ; W 1,1 (R 3 )) with p ∈ [1, ∞],
for almost all t ∈ [0, T ] and , 2) is the isometry corresponding to the rigid vector field z k (x, t) = a z k (t) + A z k (t)x (see Section 2.1). It is not difficult to see
Employing the Gronwall inequality, we find that
where C = exp(
. By the definition of the operator Π φ , it is enough to estimate the integral
where S t is the convex hull of S 1 t ∪ S 2 t . Substituting (3.9) in this inequality we obtain (3.7) and, as a consequence, (3.8).
Let us investigate the following problem:
where v is a prescribed function and the equation is understood in the distributional sense.
, then this solution is unique. Proof. Solvability. Let n ∈ N and τ = T /n. For each k ∈ {1, . . . , n}, we introduce the functionφ k defined in
as the solution of the problem:
Due to Lemma 3.1, all the functionsφ k are well defined. For every n ∈ N, we define the approximate solution φ n to problem (3.10) as φ n (·, t) =φ k (·, t) for t ∈ [(k − 1)τ, kτ ], k = 1, . . . , n. It is not difficult to see that φ n is the unique solution of the problem:
where z n is such that z n (·, t) =z k (·, t) for t ∈ [(k − 1)τ, kτ ), k = 1, . . . , n. We have to pass to the limit as n → ∞ in (3.12). This procedure is sufficiently standard (see, e.g., [19, Section 2.3]) and we will give only a sketch of the proof. Clearly, φ n (·, t) = φ 0 (U z n 0,t (·)) and, therefore, φ n ∈ Char(R 3 × [0, T ]). Besides that, as follows from (2.7), there exists a bounded domain D ⊂ R 3 such that S(φ n (·, t)) ⊂ D for all t ∈ [0, T ] and for all n ∈ N. Let D 0 be a bounded domain in R 3 and ζ be a function from C ∞ 0 (D 0 ) such that D ⊂ D 0 , 0 ζ 1, and ζ = 1 in D. Since φ n = ζ φ n , problem (3.12) can be rewritten as follows:
The sequences {φ n } and
0 (D 0 )), respectively. Therefore, due to (3.13), ∂ t φ n are uniformly bounded in L p (0, T ; W −1,2 (D 0 )) and, as a consequence, the sequence {φ n } is compact in L p (0, T ; W −1,2 (D 0 )). Thus, we can select subsequences such that
0 (D 0 )). Since ζ φ = φ, the passage to the limit in (3.13) gives
In order to complete the proof of solvability of problem (3.10), we have only to prove that z = Π φ (v). Let
. It is not difficult to see that the sequence {η n } converges to φ in L q (D 0 × [0, T ]), q ∈ [1, ∞). Thus, the required relation follows immediately from (3.2)-(3.5). Uniqueness. Suppose that there exist two solutions: φ 1 and φ 2 . According to Lemma 3.1, φ k (·, t) ∈ Char(R 3 ) and
Employing the Gronwall inequality, we find that z 1 = z 2 and, as a consequence, that φ 1 = φ 2 .
Let φ 1 and φ 2 be solutions of problem (3.10) with v replaced by v 1 and v 2 , respectively. Then there exists a constant C such that for almost all t ∈ [0, T ] we have
14)
. As a consequence, there exists a constant C 0 such that
(3.15)
. Therefore, by the boundedness of the operator Π φ 1 in L 1 (R 3 ) and by Lemma 3.2,
The Gronwall inequality yields (3.14) and, as a consequence, (3.15).
Properties of the operator W
Suppose that z is a rigid vector field and g is a vector function, both defined on R 3 × [0, T ], T < ∞. Let w = W (z, g), where W is the operator introduced in Section 2.2, i.e.,
If z ∈ L 1 (0, T ; R), then, since U z s,t is an isometry,
for all p ∈ [1, ∞] and for almost all t ∈ [0, T ].
for almost all t ∈ [0, T ].
Proof. Using the relations from Section 2.1, we find that
Therefore, since B z 0,t is an orthogonal matrix and tr(A), the trace of a matrix A, is invariant with respect to orthogonal transformations, we obtain
This implies the assertion of the lemma.
, and supp g ⊂ {x ∈ R 3 : |x| K } for some K < ∞. Then there exists a constant C depending only on K such that
for almost all t ∈ [0, T ], where C is a constant depending only on diam Ω .
Proof. It is not difficult to see that
This estimate together with (3.19) gives (3.16) . In order to obtain (3.17), we notice that there exists a constant C such that |z(x, t)| C z(·, t) R whenever x ∈ Ω . Therefore, (3.17) is a direct consequence of (3.18).
Proposition 3.7. Suppose that φ 0 ∈ Char(R 3 ), S 0 = S(φ 0 ) is a bounded domain in R 3 , and φ is the solution of problem (3.10) with v ∈ L q (0, T ;
) with p ∈ [1, ∞], and supp g ⊂ O δ 0 (S 0 ) with some δ 0 > 0, then there exists a constant C depending only on diam O δ 0 (S 0 ) such that
Proof. Notice that we need the condition v ∈ L q (0, T ; W 1,1 (R 3 )) only to obtain the unique solvability of problem
The approximate problem
In this section, we construct approximate solutions to Problem A. Let us introduce some mollifying operators. For every scalar function : R 3 → R with compact support and for every ε > 0, we denote by γ ε ( ) a function such that
For every vector function v : R 3 → R 3 with compact support and for every ε > 0, we denote by γ ε (v) a vector function such that
Such mollifiers exist (see, e.g., [19, Appendix A] ).
Let ε be a small positive number. We consider the following problem:
where ψ is an arbitrary smooth divergence-free function such that ψ| ∂Ω = ψ t=T = 0. We do not require that y and ψ belong to R(S(ϕ)).
Remark. In the case of several bodies, we should replace Eqs. (4.2) and (4.
, respectively, and put ϕ = N k=1 ϕ k in (4.1).
• We will refer to this problem as Problem A ε .
Proof. The proof of this theorem is standard (see, e.g., [19 
, Section 2.4]). We employ the Schauder fixed point theorem. For every y
where m is a bounded on [0, T ] function that will be defined later. We introduce a map Λ from M m into itself as follows: Λ(ȳ) = y as defined below. Letȳ be an arbitrary element of M m . We defineρ as the unique solution of the problem:
It is not difficult to prove (see [19] ) thatρ ∈ C(0, T ; C k (Ω )) and ∂ tρ ∈ L 2 (0, T ; C k (Ω )) for all k 0. Moreover,ρ and ∂ tρ are bounded in these spaces uniformly with respect toȳ ∈ M m . Due to Proposition 3.3, we can define the functionφ ∈ Char(Ω × [0, T ]) as the unique solution of the problem:
, the results of Section 3.2 easily imply that
belongs to L 6 (0, T ; C k (Ω )) and ∂ tw ∈ L 2 (0, T ; C k (Ω )) for all k 0. Moreover,w and ∂ tw are bounded in these spaces uniformly with respect toȳ ∈ M m .
Finally, we define y = Λ(ȳ) as the solution of the following problem:
where F is a function such that
uniformly with respect toȳ ∈ M m . Problem (4.5) and (4.6) admits a unique solution (y, p) (see [19, Section 2.4] ) such that
Thus, we have constructed a compact operator Λ :
. It is not difficult to deduce from Propositions 3.4 and 3.8 that Λ is continuous. Thus, we have only to prove that there exists m such that Λ(ȳ) ∈ M m wheneverȳ ∈ M m . Multiplying (4.5) by y and integrating over Ω , we find that
Let us estimate Φ (γ ε (φ),w,ȳ, y). We will use the following well known estimate (see, e.g., [20, Ch. 3, Section 3.4]):
where G is an arbitrary open set in R 3 and v ∈ W 1,2 0 (G). We have
Let us denote g = g 0 + g 1 . Employing the estimates from Section 3.2 and taking into account that
(Ω ) with some independent of ε constant C, we find that
Let σ be a positive number which will be defined later. Applying the Young and the Korn inequalities, we obtain
),
with a constant C depending only on µ and Ω . Notice that the functions A 1 , A 2 , and A 3 belong to L 1 (0, T ) and do not depend on m. Substituting this estimate into (4.7) we get
As a consequence of this inequality, we find
)ds , where α(t) = exp( t 0 A 1 (s)ds). Since α 1, we conclude that
Let us take σ = µ 2α(T ) and define the function m as the unique solution of the following integral equation:
It is not difficult to see that
Let us verify that
Due to (4.9), this inequality implies that ξ y (t) m(t), which means that y = Λ(ȳ) ∈ M m . The theorem is proved.
Proof of the main result
This section is devoted to the proof of Theorem 2.2. We will pass to the limit in Problem A ε as ε → 0. Denote by y ε , w ε , ϕ ε , and ρ ε the functions that satisfy (4.1)-(4.4).
Uniform estimates
Notice that the constant C in the definition of A 1 , A 2 , and A 3 in Section 4 does not depend on ε. Since y ε is a fixed point of the mapping Λ, estimate (4.8) is valid with y =ȳ = y ε and ϕ =φ = ϕ ε . Therefore, taking into account that σ µ/2, we obtain
This estimate implies that there exists an independent of ε constant C such that
Since ϕ ε satisfies (4.3), Lemma 3.1 yields that ϕ ε (·, t) ∈ Char(R 3 ) and 
with an independent of ε constant C. Finally, since div γ ε (y ε ) = 0 and γ ε (y ε )| ∂Ω = 0, the function ρ ε , as a solution of the transport equation (4.4) , satisfies the following estimates (see, e.g., [19, Section 2.3] 
Due to these estimates, we can conclude that the sequences {y ε }, {w ε }, {ϕ ε }, and {ρ ε } have subsequences (we keep the same notation) such that
with some functions y, w, ϕ, and ρ. We will show that these functions form a weak solution to Problem A.
The function ϕ
The function ϕ ε is a solution of the problem
Extending ϕ 0 and y ε by zero outside of Ω , we can consider (5.8) in the whole space R 3 without restricting T by the condition that S(ϕ ε (t)) ⊂ Ω for t ∈ [0, T ]. Let us denote z ε = Π ϕ ε (y ε ).
, it is not difficult to deduce from the definition of the operator Π ϕ that there exists a bounded domain D ⊂ R 3 such that S(ϕ ε (t)) ⊂ D for all t ∈ [0, T ]. Let D 0 be a bounded domain in R 3 and ζ be a nonnegative function from
Then ϕ ε satisfies the equation
). Therefore, the sequence {ϕ ε } is compact in the space L 2 (0, T ; W −1,2 (D 0 )) and, due to (5.6),
Notice also that ϕ is nonnegative and supp ϕ ⊂ D, but at this point, we do not know whether ϕ is a characteristic function. The operator Π φ is defined by relations (3.2)-(3.5) with φ ∈ Char(R 3 ). However, these relations make sense and can define Π φ (v) for any nonnegative function φ ∈ L 2 (R 3 ) with compact support provided that v ∈ L 2 (R 3 ). It is not difficult to prove that
Really, since Π ϕ ε (y ε ) is a function that is linear with respect to x, we have only to verify that
Let us consider the relations in (3.3). Due to (5.10),
Since y ε → y weakly in L 2 (0, T ; W yϕdx. Since the sequence {a ε } is bounded in L ∞ (0, T ), a ε → a weakly in L p (0, T ) for all p ∈ [1, ∞). By the same arguments, we can prove that ω ε → ω weakly in L p (0, T ) for all p ∈ [1, ∞), where ω ε and ω are defined by (3.4) with (φ, v) replaced by (ϕ ε , y ε ) and (ϕ, y), respectively. Thus, (5.11) is established.
As a consequence of (5.10) and (5.11), the passage to the limit in (5.9) leads to the following equation:
Since ζ (x) = 1 for x ∈ supp ϕ, the function ϕ is a solution of the problem: [19] ) and the initial condition in (5.12) makes sense. Besides that, (5.8) and (5.12) 
Due to Lemma 3.1, for all t, ϕ(·, t) ∈ Char(R 3 ), the set S(ϕ(·, t)) is connected, and there exists an isometry
Let us investigate the function y on S(ϕ(·, t)). As follows from (5.1),
Therefore, for q ∈ (1, 2), we have
Since the right-hand side of this inequality tends to zero as ε → 0, we get
Thus, 14) which means that y ∈ L 2 (0, T ; K (ϕ, Ω )). Since the set S(ϕ(·, t)) is connected, (5.14) implies that y(·, t) ∈ R * (S(ϕ(·, t))) and
This fact enables us to rewrite (5.12) as
Remark. If we have N bodies, then we can similarly obtain that
and there exist isometries U k t,s such that Thus, we have proved items 1, 2, 3 and 4 of Definition 2.1.
Finally, the isometry U z t,s is Lipschitz continuous with respect to t and s. Really, due to (5.1), y ∈ L ∞ (0, T ; L 2 (Ω )). Therefore, z ∈ L ∞ (0, T ; R) and the assertion follows from (2.4).
Remark. Notice that T has yet not been restricted and is an arbitrary finite number. Now we can obtain an estimate from below for T such that (1.1) holds. Denote by λ k the Lipschitz constant of U k s,t , i.e.,
Suppose that δ(t) > δ * for t ∈ [0, t * ) and δ(t * ) = δ * . Then there exist i, j ∈ {0, . . . , N } and points x i ∈ S i t * and x j ∈ S j t * such that |x i − x j | = δ * . Since ξ k = U k 0,t * (x k ) ∈ S k 0 for k = 1, 2, we have the estimate: δ(0) |ξ i − ξ j | λ i t * + |x i − x j | + λ j t * , which implies that t * (δ(0) − δ * )/λ, where λ = 2 max{λ 1 , . . . , λ N }. •
The function y
The function y ε satisfies the following integral identity:
Our goal is to pass to the limit as ε → 0 in this identity. First of all, as follows from (5.3), (5.5), (5.13), (5.18) and (5.21),
Besides that, lim ε→0 Ω γ ε (ρ 0 )γ ε (y 0 )·ψ 0 dx = Ω ρ 0 y 0 ·ψ 0 dx. Thus, we have to pass to the limit in the two remaining terms in (5.22).
Lemma 5.1. For every σ > 0, there exists ε * (σ ) > 0 such that
for all t ∈ [0, T ] whenever ε < ε * .
Proof. Let z ε and z be as in Section 5.4. Since ϕ ε (x, t) = ϕ 0 (U z ε 0,t (x)) and ϕ(x, t) = ϕ 0 (U z 0,t (x)), the assertion of the lemma follows from (5.20).
Let us denote
where φ σ ∈ Char(Ω × [0, T ]) is such that S (φ σ (·, t)) = O σ (S(ϕ(·, t))) for all t ∈ [0, T ]. Notice that K σ (Ω T ) ⊂ K(Ω T ) and, as follows from the lemma below,
Lemma 5.2. Let T be such that δ(t) δ * > 0 for all t ∈ [0, T ]. Then for every function ψ ∈ K(Ω T ) there exists a sequence of functions ψ σ ∈ K σ (Ω T ) such that ψ σ → ψ strongly in K(Ω T ) as σ → 0.
Proof. This lemma can be proved exactly as was done in [8, 9] (see also [10, 13, 15] ).
If we take the test function ψ which belongs to K σ (Ω T ) with some σ > 0, then, due to Lemma 5.1, we obtain that where C is an independent of ε constant. Therefore, as follows from (5.22) and Lemma 5.1, there exists a constant C such that
for all functions ψ ∈ K σ (Ω T ) such that ψ| t=0 = ψ| t=T = 0 whenever ε < ε * (σ ). Notice that y ∈ L 2 (0, T ; K (ϕ, Ω )).
Since σ can be taken arbitrary small in (5.26) and since the space K(Ω T ) = lim σ →0 K σ (Ω T ) is dense in L 2 (0, T ; K (ϕ, Ω )), the technique developed in [15, Section 7] (this technique was also used in [16] ) enables us to prove that for every ψ ∈ K σ (Ω T ) with an arbitrary σ > 0 and, as follows from Lemma 5.2, for every ψ ∈ K(Ω T ). Thus, Theorem 2.2 is proved.
First, we consider (2.13). Let ψ be a vector function such that ψ(x, t) = h 1 k (t) + h 2 k (t) × (x −x k (t)) for x ∈ S k t and h 1 k (T ) = h 2 k (T ) = 0. Since S k t (x −x k (t))dx = 0, we easily obtain
In the second relation, we used the following formula from Vector Analysis: (a × b) · (c × b) = a · |b| 2 I − b ⊗ b c. These relations easily imply that the system of Eqs. (1.8) and (1.9) is equivalent to (2.13). Let ψ be an arbitrary smooth divergence-free vector function such that ψ(·, t) ∈ R(S t ) and ψ| ∂Ω = ψ| t=T = 0. As a consequence of (2.11), we have the following evident identity:
where n is the normal to G t directed towards F t . Integrating by parts in Eq. (2.15) and making use of (A.3), we easily find that
If we take in this equality the function ψ being equal to zero in S t , then we obtain (1.2) because of the arbitrariness of ψ. The substitution of (1.2) into (A.4) leads to the following identity: 
