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On the little Weyl group of a real spherical space
Job J. Kuit∗, Eitan Sayag
Abstract
In the present paper we further the study of the compression cone of a real spher-
ical homogeneous space Z = G/H . In particular we provide a geometric construc-
tion of the little Weyl group of Z introduced recently by Knop and Kro¨tz. Our tech-
nique is based on a fine analysis of limits of conjugates of the subalgebra Lie(H)
along one-parameter subgroups in the Grassmannian of subspaces of Lie(G). The
little Weyl group is obtained as a finite reflection group generated by the reflections
in the walls of the compression cone.
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1 Introduction
In this article we present an elementary construction of the little Weyl group of a real
homogeneous spherical space Z = G/H , which was first defined in [KK]. Here G
is the group of real points of an algebraic reductive group defined over R and H the
set of real points of an algebraic subgroup. We assume that H is real spherical, i.e., a
minimal parabolic subgroup P of G admits an open orbit in Z. Our construction does
not rely on algebraic geometry. Instead we further develop the limit construction of
spherical subalgebras from [KKOS]. More specifically we use a fine analysis of limits of
conjugates of the subalgebra Lie(H) along one-parameter subgroups in the Grassmannian
of subspaces of Lie(G).
Our main interest is in G-invariant harmonic analysis on a real spherical homoge-
neous space Z. If Z admits a positive G-invariant Radon measure, then the space L2(Z)
of square integrable functions on Z is a unitary representation for G. Recently large
progress has been made towards a precise description of the Plancherel decomposition
for real spherical spaces, see [KKS17], [DKS], [KKOS] and [DKKS]. It is to be expected
that the little Weyl group plays a role in the multiplicities with which representations oc-
cur in L2(Z). Indeed such a relationship is suggested by the work of Sakellaridis and
Venkatesh on p-adic spherical spaces in [SV17] and the description of the Plancherel de-
composition of real reductive symmetric spaces by Delorme, [Del98] and Van den Ban
and Schlichtkrull [vdBS05a], [vdBS05b].
For harmonic analysis it is important to understand the asymptotics of the generalized
matrix-coefficients of H-invariant functionals on induced representations. An example
of this is Theorem 5.1 in [KKOS], where the asymptotics of an H-fixed linear functional
is described in terms of a limit of translates of this functional. Such a limit-functional
is no longer invariant under the action of Lie(H) or a conjugate of it, but rather by a
corresponding limit of conjugates of Lie(H) in the Grassmannian of subspaces in Lie(G).
In our approach the elements of the littleWeyl group are obtained by examining such limit
subalgebras.
We will now describe our construction and results. For convenience we assume that
Z is quasi-affine. For a point z ∈ Z we write hz for its stabilizer subalgebra. We fix a
minimal parabolic subgroup P of G and a Langlands decomposition P = MAN of P .
Given a directionX ∈ a := Lie(A) we consider the limit subalgebra
hz,X = lim
t→∞
Ad
(
exp(tX)
)
hz,
where the limit is taken in the Grassmannian. If X is contained in the negative Weyl
chamber with respect to P , then the limit hz,X is up to M-conjugacy the same for all
z ∈ Z so that P · z is open. This limit h∅ is called the horospherical degeneration of hz.
We denote theM-conjugacy class of a subalgebra s of g by [s]. We define
N∅ := {v ∈ NG(a) : Ad(v)[h∅] = [h∅]},
which is a subgroup of G. For z ∈ Z we further define
Vz := {v ∈ NG(a) : [hz,X] = Ad(v)[h∅] for someX ∈ a}. (1.1)
2
and the set of cosets
Wz := Vz/N∅ ⊆ G/N∅.
The main result of the paper is that for a suitable choice of z ∈ Z the above set admits
the structure of a finite Coxeter group and
The group Wz is a finite crystallographic group, which can be identified with the little
Weyl group as defined in [KK].
Our strategy is to obtain the little Weyl group as a subquotient of the Weyl group
W (g, a) by first determining a cone that can serve as a fundamental domain. The per-
spective of limit subalgebras suggests that for a given point z ∈ Z we should consider all
directions X ∈ a for which the limit hz,X isM-conjugate to h∅, i.e., we should consider
the cone
Cz := {X ∈ a : [hz,X] = [h∅]}.
If P · z is open, then Cz contains the negativeWeyl-chamber and therefore has non-empty
interior. However, in general the cone Cz strongly depends on the choice of z. It turns out
that when Cz is maximal then it is a fundamental domain for a reflection group. Thus our
first step is to identify points z for which the cone Cz is maximal. For this we introduce
the concept of an adapted point.
The definition is motivated by the local structure theorem from [KKS15]. The local
structure theorem provides a canonical parabolic subgroupQ so that P ⊆ Q. Let lQ be the
Levi-subalgebra of q := Lie(Q) that contains a. We denote by ⊥ the orthocomplement
with respect to a G-invariant non-degenerate bilinear form on g. We say that a point
z ∈ Z is adapted to the Langlands decomposition P = MAN if
(i) P · z is open
(ii) there exists an X ∈ a ∩ h⊥z so that Zg(X) = lQ.
It follows from the local structure theorem that every open P -orbit in Z contains adapted
points. Adapted points are special in the sense that their stabilizer subgroupsHz intersect
with P in a clean way:
P ∩Hz = (M ∩Hz)(A ∩Hz)(N ∩Hz).
In fact A ∩ Hz and N ∩ Hz are the same for all adapted points z in Z. In the present
article adapted points play a fundamental role because their cones Cz are of maximal size
and identical. Therefore, C := Cz, where z is adapted, is an invariant of Z. It is called
the compression cone of Z. The closure C of the compression cone is a finitely generated
convex cone. In general it is not a proper cone in the sense that it may contain a non-
trivial subspace; in fact ah := Lie(A ∩Hz) is contained in the edge of C. We denote the
projection a → a/hh by ph. The cone ph(C) is finitely generated convex cone in a/ah
which will serve as the would-be fundamental domain.
The passage from the cone ph(C) to the reflection group requires some multiplication
law among certain cosets of W (g, a). For this we consider NG(a)-conjugates of h∅ that
appear as a limit hz,X , i.e., we consider the set Vz defined in (1.1). If z ∈ Z is adapted
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and v ∈ Vz, then v−1 · z is again adapted. If moreover, v′ ∈ Vv−1·z then there exists an
X ∈ a so that
[hz,Ad(v)X ] = Ad(v)[hv−1·z,X] = Ad(vv
′)[h∅],
and hence vv′ ∈ Vz. If Vv−1·z would be the same for all v ∈ Vz, then this would define
a product map on Vz. However, a priori this is not the case for all adapted points z. It
turns out that this can be achieved by restricting further to admissible points, i.e., adapted
points z for which the limits hz,X are conjugate to h∅ for all X ∈ a outside of a finite set
of hyperplanes. One of the main results in this article is that admissible points exist; in
fact every open P -orbit in Z contains admissible points. Moreover, the sets V := Vz are
the same for all admissible points.
The set V is contained in
N := NG(a) ∩NG(lQ,nc + ah),
where lQ,nc is the sum of all non-compact simple ideals in lQ. The group N∅ is a normal
subgroup of N and N /N∅ is finite. We define
W := V/N∅ ⊆ N /N∅. (1.2)
NowW is finite and closed under multiplication. It therefore is a group. We now come
to our main theorem, see Theorem 11.1.
Theorem 1.1. The following assertions hold true.
(i) The setW is a subgroup ofN /N∅, and as such it is a subquotient of the Weyl group
W (g, a) of the root system of g in a.
(ii) The groupW acts faithfully on a/ah as a finite crystallographic group, i.e. it is finite
group generated by reflections s1, . . . , sl and for each i, j the order mi,j of sisj is
contained in the set {1, 2, 3, 4, 6}.
(iii) The cone ph(C) is a fundamental domain for the action ofW on a/ah. Moreover,W
is generated by the simple reflections in the walls ph(C).
In fact,W is equal to the little Weyl group of Z as defined in [KK, Section 9].
For the proof of the theorem we use two results from the literature. The first is the
local structure theorem from [KKS15], which we use to establish the existence of adapted
points. The second is the polar decomposition from [KKSS15], which we use to describe
the closure of Ad(G)hz in the Grassmannian. Besides these two theorems the proof is
essentially self-contained. It is based on an analysis of the limits hz,X , where z ∈ Z is
adapted and X ∈ a.
The heart of the proof is to show the existence of admissible points. For this we first
classify the adapted points and study the correspondence between adapted points in Z and
in its boundary degenerations. For the horospherical boundary degeneration G/H∅ of Z
the existence of such points is clear, but it cannot be used to deduce anything for Z. We
thus consider the second most degenerate boundary degeneration, for which the existence
of admissible points can be proven by a non-trivial direct computation. The existence of
admissible points in Z is then proven by a reduction to these boundary degenerations.
The realization ofW as a reflection group is then obtained from the natural relation
between the little Weyl group of a space and its degenerations.
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For convenience of the reader we give a short description of each section in this paper.
In §2 we recall the definition of a real spherical space and introduce our notations and ba-
sic assumptions. We then properly start in §3 by defining the notion of adapted points.
We further prove several properties of adapted points, in particular that they satisfy the
main conclusion from the local structure theorem, and we provide a kind of parametriza-
tion. In the short section §4 we provide a description of the stabilizer subalgebra hz of an
adapted point z in terms of a linear map Tz. This description is a direct generalization of
Brion’s description in the complex case ([Bri90, Proposition 2.5]) and was also used in
[KKSS15]. In the following section, Section §5, we discuss limits in the Grassmannian
of k-dimensional subspaces of the Lie algebra g and we collect all properties of such
limits that will be needed in the following sections. We introduce the compression cone
in §6. The main result in the section is that the compression cone Cz is of maximal size
if z is adapted and does not depend on the choice of the adapted point. It therefore is an
invariant of Z.
In §7 we describe the relation between limits subalgebras, open P -orbits in Z and the
compression cone. This description gives the first indication that the little Weyl group
may be constructed from such limits. The sections §8 and §9 serve as a preparation for
the proof of the existence of admissible points. In §8 we describe the Ad(G)-orbits in the
closure of Ad(G)hz in the Grassmannian. Each of the subalgebras in this closure gives
rise to a boundary degeneration of Z, i.e., a real spherical homogeneous spaces which
is determined by a subalgebra contained in the closure of Ad(G)hz. In §9 we show that
there is a correspondence between adapted points in Z and adapted points in a boundary
degeneration. After these preparations we can prove the existence of admissible points in
§10. This is done through a reduction to the same problem for the second-most degenerate
boundary degenerations of Z.
In §11 we then finally define the setW by (1.1) and (1.2) using an admissible point z.
We then prove thatW has the properties listed in Theorem 1.1. We first prove thatW is a
group acting on a/aE generated by reflections. Here aE is the edge of C. It then remains
to prove thatW acts trivially on ah/aE. For this an explicit computation on the walls of
the compression cone is needed. This computation we have deferred to the Appendix.
In Section 12 we show that the groupW is a crystallographic group and show how to
attach to it a reduced root system, the spherical root system.
The technique developed in the body of the paper works under the assumption that
Z is quasi-affine. In 13 we are extending many of the concepts that were studied in the
previous sections to any real spherical space, in particular we construct the little Weyl
group W and hence the reduced root system ΣZ in this generality. This is done by a
standard trick that is based on Chevalley’s theorem.
We end this introduction with a short account of related works on the little Weyl
group. Recall that an algebraic G-variety Z defined over k = C is called spherical if a
Borel subgroup of G defined over k admits an open orbit in Z. Here G is an algebraic
connected reductive group defined over k. In [Bri90] Brion first introduced the com-
pression cone for complex spherical varieties and showed that the asymptotic behavior
of such varieties is determined by a root system: the spherical root system. The little
Weyl group is the Weyl group for this root system. Brion’s approach to determine the
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Weyl group requires the choice of a special point. This is related to our notion of adapted
points.
By now, there are several constructions of the little Weyl group for complex varieties.
Next to the construction of Brion, Knop gave a vast generalization. In fact, in [Kno90] he
constructed the littleWeyl group for an arbitrary irreducibleG-variety and connected it to
the ring of G-invariant differential operators on Z, see [Kno94b]. We also mention here
a second construction by Knop in [Kno94a] and the explicit calculation of these groups
by Losev [Los10].
In the case where k is an algebraically closed field of characteristic different than
2, Knop gave in [Kno14] a construction of the little Weyl group and the spherical root
system. The technique is close in spirit to Brion’s approach for k = C. Moving to fields
that are not necessarily algebraically closed, a natural concept is that of a k-spherical
variety, i.e., a G-variety Z defined over k for which a minimal parabolic subgroup P
of G defined over k admits an open orbit. In [KK], the authors assume that k is of
characteristic 0 and use algebraic geometry to define the little Weyl group of such a space
Z = Z(k). Just like the one by Knop in [Kno90] for k = C, is based on algebra geometric
invariants attached to the variety Z, especially the cone of G-invariant central valuations
on Z. This valuation cone serves as a fundamental domain for the action ofWZ.
In our approach the closure of the compression cone is used as the fundamental do-
main rather than the valuation cone. The compression cone was first considered for real
spherical spaces in [KKSS15] by employing the local structure theorem of [KKS15]. In
[Bri90] Brion showed that the closure of the compression cone may be identified with
the valuation cone. However, the compression cone is defined purely in terms of lim-
its of subalgebras in the Grassmannian and is from our point of view better suited for
application in harmonic analysis.
We thank Bernhard Kro¨tz, Friedrich Knop and Vladimir Zhgoon for various discus-
sions on the subject matter of this paper.
2 Notation and assumptions
Let G be a reductive algebraic group defined over R and let G be an open subgroup of
G(R). Let H be a closed subgroup of G. We assume that there exists a subgroupH of G
defined over R so that H = G ∩H(C). We define
Z := G/H
We fix a minimal parabolic subgroupP ofG and a Langlands decompositionP = MAN .
We assume that Z is real spherical, i.e., there exists an open P -orbit in Z.
Until Section 13 we assume that Z is quasi-affine. The assumption is used in one
place only, namely for Proposition 3.1. In Section 3 we will define a notion of adapted
points in Z. Proposition 3.1 and therefore the assumption that Z is quasi-affine is needed
to show that adapted points exist. In Section 13 we will consider real spherical spaces Z
that are not necessarily quasi-affine and describe a reduction to the quasi-affine case.
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Groups are indicated by capital roman letters. Their Lie algebras are indicated by the
corresponding lower-case fraktur letter. If z ∈ Z, then the stabilizer subgroup of Z is
indicated by Hz and its Lie algebra by hz.
The root system of g in a we denote by Σ. If Q is a parabolic subgroup containing
A we write Σ(Q) for the subset of Σ of roots that occur in the nilpotent radical of q. We
write Σ+ for Σ(P ). We further write a− for the open negative Weyl chamber, i.e.,
a− := {X ∈ a : α(X) < 0 for all α ∈ Σ+}.
We fix a Cartan involution θ of G that stabilizes A. If Q is a parabolic subgroup
containing A, then we write Q for the opposite parabolic subgroup containing A, i.e.,
Q = θ(Q). The unipotent radical of Q we denote by NQ and the unipotent radical. We
further agree to write NQ for NQ. If Q = P then we drop all subscripts.
We fix anAd(G)-invariant bilinear formB on g so that−B( · , θ · ) is positive definite.
For E ⊆ g, we define
E⊥ =
{
X ∈ g : B(X,E) = {0}
}
.
IfE is a finite dimensional real vector space, then we writeEC for its complexification
E⊗R C. If S is an algebraic subgroup of G, then we write SC for the complexification of
S.
3 Adapted points
In this section we introduce the notion of an adapted point in Z. The definition is such
that the stabilizer of an adapted point in P lies well with respect to the Langlands decom-
position of P . We further parameterize the set of adapted points and end the section with
some applications which will be of use in the following sections.
We fix a minimal parabolic subgroup P and a Langlands decomposition P = MAN
of P . For z ∈ Z, let Hz be the stabilizer of z in G and let hz be the Lie algebra of Hz.
The following proposition is a reformulation of the so-called local structure theorem;
it follows directly from [KKS15, Theorem 2.3] and its constructive proof.
Proposition 3.1. There exists a parabolic subgroup Q with P ⊆ Q, and a Levi decom-
position Q = LQNQ with A ⊆ LQ, so that for every open P -orbitO in Z
Q · O = O,
and there exists a z ∈ O, so that the following hold,
(i) Q ∩Hz = LQ ∩Hz,
(ii) the map
NQ × LQ/LQ ∩Hz → Z,
(
n, l(LQ ∩Hz)
)
7→ nl · z
is a diffeomorphism onto O,
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(iii) the sum lQ,nc of all non-compact simple ideals in lQ is contained in hz,
(iv) there exists a X ∈ a ∩ h⊥z so that LQ = ZG(X) and α(X) > 0 for all α ∈ Σ(Q).
Remark 3.2. (i) The point z ∈ O with the properties asserted in the above theorem
is in general not unique. On the other hand the parabolic subgroup Q and its Levi-
decomposition are uniquely determined byO. (Of course, the parabolic subgroupQ
and the Levi decomposition of Q do depend on the choice of the minimal parabolic
P and its Langlands decompositionP = MAN , but these choices we have assumed
to be fixed.)
(ii) Property (iv) in Theorem 3.1 is not explicitly stated in [KKS15, Theorem 2.3], but
does follow from the proof of the theorem if Z is quasi-affine. This is the only point
in this and the following sections (up until Section 13) where the assumption that Z
is quasi-affine is used.
Definition 3.3. We say that a point z ∈ Z is adapted (to the Langlands decomposition
P = MAN) if the following three conditions are satisfied.
(i) P · z is open in Z, i.e., p+ hz = g,
(ii) lQ,nc ⊆ hz,
(iii) There exists an X ∈ a ∩ h⊥z so that Zg(X) = lQ.
Remark 3.4. (a) It follows from Proposition 3.1, that every open P -orbit O in Z con-
tains an adapted point.
(b) If a point z ∈ Z satisfies (i) and (iii), then (ii) is automatically satisfied. We will give
a proof of this fact later in this section, see Proposition 3.19.
(c) (iii) can be stated alternatively as
(iii’) There exists an X ∈ a ∩ h⊥z so that α(X) 6= 0 for all α ∈ Σ(Q).
(d) The set of adapted points in Z is LQ-stable. To see this, let z ∈ Z be adapted. The
Levi-subgroup LQ decomposes as
LQ = MALQ,nc, (3.1)
where LQ,nc is the connected subgroup with Lie algebra lQ,nc. Note that
LQ,nc ⊆ Hz (3.2)
since lQ,nc ⊆ hz. If m ∈ M , a ∈ A and l ∈ LQ,nc, then l · z = z. Therefore
Pmal · z = P · z is open and
a ∩ h⊥mal·z = a ∩Ad(ma)h
⊥
z = Ad(ma)
(
a ∩ h⊥z
)
= a ∩ h⊥z .
Moreover, lQ,nc is LQ-stable and hence lQ,nc ⊆ Ad(l)hz = hl·z for all l ∈ LQ. This
proves the assertion.
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Example 3.5. Let Z = G/N and let z := e ·N . We claim that the set of adapted points
is equal toMA · z.
The Bruhat decomposition of G provides a description of P\Z,
Z =
⊔
w∈W
Pw · z.
There is only one open P -orbit in Z, namely O := P · z. Since for every p ∈ P
p ∩ hp·z = p ∩Ad(p)n = {0},
we have Q = P . It is now easy to see that z satisfies (i) – (iv) in Theorem 3.1. Since
the set of adapted points is MA-stable, it suffices to show that the only adapted point in
N · z is z in order to prove the claim. Let n ∈ N and assume that n · z is adapted. Now
h⊥n·z = Ad(n)p, and hence
a ∩ h⊥n·z = a ∩ Ad(n)p ⊆ p ∩Ad(n)p = Ad(n)
(
p ∩ p
)
= Ad(n)(m⊕ a).
Since n · z is adapted, there exists a regular element X ∈ a ∩ h⊥n·z. It follows that
X ∈ Ad(n)(m ⊕ a), and hence Ad(n−1)X ∈ m ⊕ a. This implies that n stabilizes X .
Since X is regular, it follows that n = e.
Proposition 3.6. Let z ∈ Z be adapted. Then the following hold.
(i) Q ∩Hz = LQ ∩Hz,
(ii) The map
NQ × LQ/LQ ∩Hz → Z,
(
n, l(LQ ∩Hz)
)
7→ nl · z
is a diffeomorphism onto P · z.
Remark 3.7. (a) The proposition shows that besides (iii) and a weaker version of (iv),
which hold by definition, also (i) and (ii) in Theorem 3.1 hold for adapted points
z ∈ Z.
(b) Let z ∈ Z be adapted. We claim that
MA ∩Hz = (M ∩Hz)(A ∩Hz) = (M ∩Hz) exp(a ∩ hz). (3.3)
To prove the claim, we first note that MA ∩ Hz, M ∩ Hz and A ∩Hz are algebraic
subgroups of G, and thatM ∩Hz is a normal subgroup ofMA ∩Hz. Define A′ and
M ′ to be the images of the projections ofMA∩Hz ontoA andM , respectively. Then
A′ andM ′ are algebraic subgroups of A andM , respectively. Moreover, A∩Hz and
M ∩ Hz are normal subgroups of A′ and M ′, respectively. Let φ : A′/(A ∩Hz) →
M ′/(M ∩Hz) be the unique map so that
aφ(a) ∈ (MA ∩Hz)/(M ∩Hz)(A ∩Hz) (a ∈ A
′/(A ∩Hz).
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Then φ is an algebraic homomorphism. An algebraic homomorphism from a split
torus to a compact group is necessarily trivial. It follows that A′ = A ∩ Hz, and
hence M ′ = M ∩ Hz. Moreover, since A ∩ Hz is an algebraic split torus, it is
connected. This proves (3.3). From (3.1), (3.2) and (3.3) it follows that
M/(M ∩Hz)×A/ exp(ah)→ LQ · z; (m(M ∩Hz), a exp(ah)) 7→ ma · z
is a diffeomorphism. Therefore, if z ∈ Z is adapted, then (ii) in Proposition 3.6 can
be replaced by
(ii’) The map
NQ ×M/(M ∩Hz)×A/ exp(a ∩ hz)→ Z;(
n,m(M ∩Hz), a exp(a ∩ hz)
)
7→ nma · z
is a diffeomorphism onto P · z.
Before we prove the proposition, we first prove a lemma.
Lemma 3.8. Let z ∈ Z be adapted and let q ∈ Q. Then q ∈ LQ if and only if there exists
an element
X ∈ a ∩ h⊥z ∩ h
⊥
q·z
so that lQ = Zg(X) (and thus α(X) 6= 0 for all α ∈ Σ(Q)). In that case
a ∩ h⊥z = a ∩ h
⊥
q·z.
Proof. Assume that there exists an element X ∈ a ∩ h⊥z ∩ h
⊥
q·z so that α(X) 6= 0 for all
α ∈ Σ(Q). Let l ∈ LQ and n ∈ NQ be so that q = ln. We will show that n = e. Since
α∨ ∈ hz for every α ∈ Σ with gα ⊆ lQ, we have α(X) = 0 for these roots. This implies
that lQ centralizes X . Now in view of (3.1) also the group LQ centralizes X . It follows
that
Ad(n−1)X = Ad(n−1l−1)X = Ad(q−1)X ∈ Ad(q−1)h⊥q·z = h
⊥
z ,
and hence Ad(n−1)X −X is contained in both h⊥z and nQ. However, since P · z is open,
we have
h⊥z ∩ nQ = (hz + q)
⊥ = g⊥ = {0}.
Hence Ad(n−1)X = X . Since α(X) 6= 0 for every α ∈ Σ(Q), it follows that n = e.
Now assume that q ∈ LQ. It follows from (3.1) that there exist m ∈ M , a ∈ A and
lnc ∈ LQ,nc so that q = malnc. Since lnc is contained in Hz, it normalizes h⊥z and hence
a ∩ h⊥q·z = a ∩ Ad(q)h
⊥
z = a ∩Ad(ma)h
⊥
z = Ad(ma)
(
a ∩ h⊥z
)
= a ∩ h⊥z .
The latter set contains an element X with Zg(X) = lQ in view of Definition 3.3.
Proof of Proposition 3.6. Let q ∈ Q ∩ Hz. Then h
⊥
q·z = Ad(q)h
⊥
z = h
⊥
z . Since there
exists an element X ∈ a ∩ h⊥z so that Zg(X) = lQ, it follows from Lemma 3.8 that
q ∈ LQ. Therefore, Q ∩Hz ⊆ LQ ∩Hz. The other inclusion is trivial. This proves (i).
The map Q/(Q ∩ Hz) → Z, q 7→ q · z is a diffeomorphism onto Q · z. Since also
NQ × LQ → Q is a diffeomorphism, (ii) follows from (i).
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We move on to give a description of the adapted points in Z. We begin with a lemma
parameterizing the points that satisfy (ii) in Definition 3.3 and the infinitesimal version
of (i) in Proposition 3.6.
Lemma 3.9. Fix an adapted point z ∈ Z. Let z′ ∈ P · z. Then
lQ,nc ⊆ q ∩ hz′ = lQ ∩ hz′ (3.4)
if and only if there existsm ∈M , a ∈ A, n ∈ ZNQ(lQ ∩ hz) so that z
′ = man · z. In that
case
lQ ∩ hman·z = Ad(m)
(
lQ ∩ hz
)
, (3.5)
and hence in particular
a ∩ hman·z = a ∩ hz. (3.6)
Proof. Let n ∈ ZNQ(lQ ∩ hz). Since lQ,nc ⊆ lQ ∩ hz, the element n centralizes lQ,nc, and
hence
lQ,nc = Ad(n)lQ,nc ⊆ Ad(n)
(
q ∩ hz) = q ∩ Ad(n)hz = q ∩ hn·z.
Since
lQ ∩ hz ⊆ Ad(n)hz = hn·z
and q ∩ hz = lQ ∩ hz by Proposition 3.6 (ii), we have
lQ ∩ hz ⊆ lQ ∩ hn·z ⊆ q ∩ hn·z = Ad(n)(q ∩ hz) = Ad(n)(lQ ∩ hz) = lQ ∩ hz.
It follows that q ∩ hn·z = lQ ∩ hn·z. We have now proven (3.4) for z′ = n · z. The
subalgebras lQ,nc, q and lQ areMA-stable. Therefore,
lQ,nc = Ad(ma)lQ,nc ⊆ Ad(ma)(q ∩ hn·z) = q ∩ hman·z
and
Ad(ma)(q ∩ hn·z) = Ad(ma)(lQ ∩ hn·z) = lQ ∩ hman·z.
This proves that (3.4) holds as well for z′ = man · z.
For the converse implication, let z′ ∈ Z and assume that (3.4) holds. By Remark 3.7
(b) there existm ∈ M , a ∈ A and n ∈ NQ so that z′ = man · z. Since q ∩ hz = lQ ∩ hz
by Proposition 3.6 (ii), we have
Ad(n)
(
lQ∩hz
)
= Ad(n)
(
q∩hz
)
= Ad(ma)−1
(
q∩hman·z
)
= Ad(ma)−1
(
lQ∩hman·z
)
.
The space on the right-hand side is contained in lQ. It follows that Ad(n)
(
lQ ∩ hz
)
⊆ lQ.
Now for every Y ∈ lQ ∩ hz
Ad(n)Y ∈ (Y + nQ) ∩ lQ = Y + (nQ ∩ lQ) = Y + {0}.
We thus conclude that n centralizes lQ ∩ hz.
We continue to prove the identities (3.5) and (3.6). Let m ∈ M , a ∈ A and n ∈
ZNQ(lQ ∩ hz). Then
lQ ∩ hman·z = q∩ hman·z = q∩Ad(man)hz = Ad(man)
(
q∩ hz
)
= Ad(man)
(
lQ ∩ hz
)
.
Now a normalizes and n centralizes lQ ∩ hz. This proves (3.5). Equation (3.6) follows
from (3.5) by intersecting both sides with a.
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For an adapted point z ∈ Z we define
a◦z := a ∩ (a ∩ hz)
⊥
and
a◦z,reg := {X ∈ a
◦
z : Zg(X) = lQ} = {X ∈ a
◦
z : α(X) = 0 for all α ∈ Σ(Q)}.
If z, z′ ∈ Z are both adapted and P · z = P · z′, then in view of Proposition 3.6 we may
apply Lemma 3.9 to z and z′ and conclude that a ∩ hz = a ∩ hz′ . It follows that a ∩ hz,
a◦z and a
◦
z,reg only depend on the open P -orbit O = P · z, not on the adapted point in O.
Later we will prove that a ∩ hz, a◦z and a
◦
z,reg are in fact the same for all adapted points
z ∈ Z. See Corollary 3.17.
For the next lemma we adapt the analysis in [DKKS, Section 12.2].
Lemma 3.10. Let z ∈ Z be adapted. There exists a unique linear map
T⊥z : a
◦
z → ZnQ(lQ ∩ hz)
with the property that for every X ∈ a◦z
X + T⊥z (X) ∈ h
⊥
z .
Proof. Since g = hz + p, we have
h⊥z ∩ n = h
⊥
z ∩ p
⊥ = (hz + p)
⊥ = g⊥ = {0}.
Therefore, h⊥z + nQ = h
⊥
z ⊕ nQ. As l
⊥
Q = nQ ⊕ nQ, we further have
h⊥z ⊕ nQ ⊆ h
⊥
z + l
⊥
Q = (lQ ∩ hz)
⊥.
Moreover,
dim
(
(lQ ∩ hz)
⊥
)
= 2dim(nQ) + dim(lQ)− dim(lQ ∩ hz)
and, in view of Proposition 3.6 (ii) and the fact that g = hz + q,
dim(h⊥z ) = dim(q)− dim(q ∩ hz) = dim(nQ) + dim(lQ)− dim(lQ ∩ hz).
It follows that dim
(
(lQ ∩ hz)⊥
)
= dim
(
h⊥z ⊕ nQ
)
, and hence
(lQ ∩ hz)
⊥ = h⊥z ⊕ nQ. (3.7)
In particular, for everyX ∈ a◦z there exists a unique element Y ∈ nQ so thatX+Y ∈ h
⊥
z ,
and thus there exists a unique linear map T : a◦z → nQ whose graph is contained in h
⊥
z . It
remains to be shown that T actually maps to ZnQ(lQ ∩ hz).
Let X ∈ a◦z and Y ∈ nQ satisfy X + Y ∈ h
⊥
z . We will show that Y ∈ ZnQ(lQ ∩ hz).
Note that a◦z = a∩(lQ∩hz)
⊥. As [lQ∩hz, (lQ∩hz)
⊥] ⊆ (lQ∩hz)
⊥ and [lQ∩hz, a] ⊆ lQ∩hz
we have [lQ ∩ hz, a◦z] = {0}. From [lQ ∩ hz, Y ] ⊆ [lQ ∩ hz, nQ] ⊆ nQ and
[lQ ∩ hz, Y ] = [lQ ∩ hz, X + Y ] ⊆ [lQ ∩ hz, h
⊥
z ] ⊆ h
⊥
z ,
it follows that
[lQ ∩ hz, Y ] ⊆ h
⊥
z ∩ nQ = {0},
and thus Y ∈ ZnQ(lQ ∩ hz).
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Given an adapted point z, the following lemma gives a characterization of the adapted
points in the open P -orbit P · z.
Lemma 3.11. Let z ∈ Z be adapted and n ∈ NQ. Then n · z is adapted if and only if
there exists an X ∈ a◦z,reg so that
Ad(n−1)X = X + T⊥z (X).
Proof. Assume that n · z is adapted. By definition there exists an element X ∈ a◦n·z,reg =
a◦z,reg. Now
Ad(n−1)X ∈ Ad(n−1)h⊥n·z = h
⊥
z .
Moreover, in view of Proposition 3.6 and Lemma 3.9 we have n ∈ ZNQ(lQ∩hz) and thus
Ad(n−1)X ∈ X + ZnQ(lQ ∩ hz).
Since also X + T⊥z (X) ∈ h
⊥
z ∩
(
X + ZnQ(lQ ∩ hz)
)
, it follows from (3.7) that
Ad(n−1)X = X + T⊥z (X).
We move on to prove the other implication. Assume that there exists anX ∈ a◦z,reg so
that
Ad(n−1)X = X + T⊥z (X).
First note that
Pn · z = P · z
is an open P -orbit in Z. Further, from T⊥z (X) ∈ ZnQ(lQ ∩ hz) it follows that n ∈
ZNQ(lQ ∩ hz). By Lemma 3.9
lQ,nc = hn·z.
Finally, Ad(n−1)X ∈ h⊥z and thus
X = Ad(n)
(
X + Tz(X)
)
∈ Ad(n)h⊥z = h
⊥
n·z.
This proves that n · z is adapted.
We can now describe the adapted points in a given open P -orbit in Z.
Proposition 3.12. Let z ∈ Z be adapted. There exists a unique rational map
Φz : a
◦
z → nQ
so that the following hold.
(i) Φz is smooth on a
◦
z,reg,
(ii) A point z′ ∈ P · z is adapted if and only if there existm ∈M , a ∈ A andX ∈ a◦z,reg
so that
z′ = ma(exp ◦Φz)(X) · z (3.8)
13
(iii) For every X ∈ a◦z,reg we have RX ⊆ h
⊥
exp(Φz(X))·z
.
The map Φz is determined by the identity
Ad
(
exp(−Φz(X))
)
X = X + T⊥z (X) ∈ h
⊥
z (X ∈ a
◦
z,reg). (3.9)
Finally, if z′ ∈ P · z is adapted and X ∈ a◦z,reg ∩ h
⊥
z′ , then
z′ ∈MA exp
(
Φz(X)
)
· z
Proof. Define the map
Ψ : a◦z,reg × nQ → a
◦
z,reg × nQ; (X, Y ) 7→ (X,Ad
(
exp(−Y )
)
X −X).
Ψ is a diffeomorphism and its inverse defines a rational map from a◦z×nQ to itself. Define
Φz : a
◦
z,reg → nQ to be the map determined by
(
X,Φz(X)
)
= Ψ−1
(
X, T⊥z (X)
)
(X ∈ a◦z,reg). (3.10)
The map Φz smooth on a
◦
z,reg sinceΨ is a diffeomorphism on a
◦
z,reg×nQ. By construction
(3.9) holds. It follows from Lemma 3.11 that a point z′ ∈ P · z is adapted if and only if
(3.8) holds. Moreover, (3.9) implies that for everyX ∈ a◦z,reg
X ∈ Ad
(
exp(Φz(X))h
⊥
z = h
⊥
Φz(X)·z .
This shows that the map Φz we have construction has all the desired properties. The
uniqueness of the map Φz and the final assertion in the proposition follow from Lemma
3.8.
We complete the description of the adapted points in Z with a proposition, which
provides a set of adapted points that intersects with all open P -orbits in Z.
Proposition 3.13. Let z ∈ Z be adapted. Every open P -orbit in Z contains a point f · z
with f ∈ G ∩ exp(ia)Hz,C. For every f ∈ G ∩ exp(ia)Hz,C the point f · z is adapted.
Moreover,
lQ ∩ hf ·z = lQ ∩ hz,
a ∩ hf ·z = a ∩ hz
a ∩ h⊥f ·z = a ∩ h
⊥
z .
To prove the proposition we make use of the following complex version of Lemma
3.8. The proof for this lemma is the same as the proof for Lemma 3.8.
Lemma 3.14. Let z ∈ Z be adapted and let q ∈ QC. Then q ∈ LQ,C if and only if there
exists an element
X ∈ aC ∩ h
⊥
z,C ∩Ad(q)h
⊥
z,C
so that lQ,C = ZgC(X) (and thus α(X) 6= 0 for all α ∈ Σ(Q)). In that case
aC ∩ h
⊥
z,C = aC ∩ Ad(q)h
⊥
z,C.
14
Proof of Proposition 3.13. We adapt the arguments from [KKSS15, Sections 2.4 & 2.5].
Let O be an open P -orbit in Z. By [KKSS15, Lemma 2.1] the set
G ∩ PCHz,C
is the union of all open P × Hz-double cosets in G. Therefore, there exist p ∈ PC and
h ∈ Hz,C so that ph ∈ G andO = Pg ·z. LetX ∈ a◦z,reg∩h
⊥
z . It follows from Proposition
3.12 that we may choose p so that X ∈ hph·z. In view of Lemma 3.14 we have
p ∈ PC ∩ LQ,C = MCAC(NC ∩ LQ,C).
As NC ∩ LQ,C ⊆ Hz,C, MC = M exp(im) and AC = A exp(ia), we may further choose
p so that p ∈ exp(im) exp(ia). We claim that now ph ∈ exp(ia)Hz,C .
To prove the claim, define g 7→ g to be the conjugation onGC with respect toG. Note
that MC exp(ia) is a group that is stable under this conjugation. Since ph ∈ G, we have
ph = ph. Moreover, since p ∈ exp(im) exp(ia) we have p = p−1, and hence
p2 = p−1p = hh−1.
The group MC exp(ia) ∩ Hz,C is algebraic and therefore it has finitely many connected
components. Therefore, exp(im) ∩Hz,C is connected, and hence equal to exp(im ∩ hz).
It follows that p ∈ Hz,C. This proves the claim. We have now proven that the set
(
G ∩ exp(ia)Hz,C
)
· z
intersects with every open P -orbit in Z. We move on to show that all points in this set
are adapted.
Let a ∈ exp(ia) and h ∈ Hz,C be so that ah ∈ G. Then
pC + hah·z,C = pC +Ad(ah)hz,C = Ad(a)
(
pC + hz,C
)
.
Since P · z is open, the right-hand side is equal to gC. Intersection both sides with g now
yields
p+ hah·z = g
and therefore Pah · z is open in Z. Furthermore, since lQ,nc,C is stable under the action
of AC and lQ,nc ⊆ hz, we have
lQ,nc,C = Ad(a)lQ,nc,C ⊆ Ad(a)hz,C = Ad(ah)hz,C = hah·z,C.
Intersecting both sides with g yields
lQ,nc ⊆ hah·z.
Finally,
aC ∩ h
⊥
ah·z,C = aC ∩ Ad(ah)h
⊥
z,C = Ad(a)
(
aC ∩ h
⊥
z,C
)
= aC ∩ h
⊥
z,C,
and hence intersecting with g yields
a ∩ h⊥ah·z, = a ∩ h
⊥
z .
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Since z is adapted, a ∩ h⊥z contains an element X so that Zg(X) = lQ. This concludes
the proof that ah · z is adapted.
It remains to prove that lQ ∩ hah·z = lQ ∩ hz and a ∩ hah·z = a ∩ hz. This identities
follows from
lQ,C ∩ hah·z,C = lQ,C ∩Ad(ah)hz,C = Ad(a)
(
lQ,C ∩ hz,C
)
= lQ,C ∩ hz,C
by intersecting with g and a, respectively.
We end this section with three corollaries of the previous results in this section. We
begin with a description of the normalizer of Hz and hz.
Corollary 3.15. Let z ∈ Z be adapted. Then
NG(hz) ⊆MA
(
G ∩ exp(ia)Hz,C
)
.
In particular,
Ng(hz) = hz +Na(hz) +Nm(hz).
Remark 3.16. The second assertion in the corollary was proven in [KKSS15]; see equa-
tion (5.10) loc. cit.. In the article the requirement (iii) in Definition 3.3 is not mentioned,
but in general it cannot be omitted. If for example H = N and z = man · N , then
Ng(hz) = Ad(man)n. This is only contained in m ⊕ a ⊕ n if n = e. In Example 3.5
we showed that the latter condition is equivalent to the existence of regular elements in
a ∩ h⊥z . The additional requirement (iii) in Definition 3.3 is therefore necessary in this
case.
Proof of Corollary 3.15. Let g ∈ NG(hz). Then hg·z = Ad(g)hz = hz. It follows that the
properties (i) – (iii) in Definition 3.3 hold for the point g · z and thus g · z is adapted. By
Proposition 3.13 there exists an f ∈ G∩ exp(ia)Hz,C so that Pg · z = Pf · z. Moreover,
f · z is adapted and
a ∩ h⊥f ·z = a ∩ h
⊥
z = a ∩ h
⊥
g·z.
By Lemma 3.8 there exist m ∈ M and a ∈ A so that g · z = maf · z. This proves the
first assertion in the Corollary.
For the second assertion we note that the quotient
(
G ∩ exp(ia)Hz,C
)
/Hz is finite.
Therefore, there exists a subspace s of m⊕ a so that
Ng(hz) = hz + s.
Wemay assume thatNm(hz)⊕Na(hz) ⊆ s. To prove the second assertion, it now suffices
to show that s = (s∩m)⊕ (s∩ a). The latter follows from (3.3) withHz replaced by the
real spherical subgroup NG(hz).
The spaces a ∩ hz and a◦z play an important role in this article. By the following
corollary these spaces do not depend on the adapted point z.
Corollary 3.17. If z, z′ ∈ Z are adapted, then a ∩ hz = a ∩ hz′ .
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Proof. By Proposition 3.13 there exits an f ∈ G ∩ exp(ia)Hz,C and a p ∈ P so that
z′ = pf · z. Moreover, f · z is adapted and a∩ hf ·z = a∩ hz. It follows from Proposition
3.6 that we may apply Lemma 3.9 to the points f · z and pf · z. It follows that a∩hpf ·z =
a ∩ hf ·z = a ∩ hz.
In view of Corollary 3.17 we may make the following definition.
Definition 3.18. We define
ah := a ∩ hz,
where z ∈ Z is any adapted point. We further define
a◦ := a ∩ a⊥h
and
a◦reg := {X ∈ a
◦ : α(X) 6= 0 for all α ∈ Σ(Q)} = {X ∈ a◦ : Zg(X) = lQ}.
The subalgebras m ∩ hz and m ∩ hz′ may not be equal for all adapted points z and z′.
However, there exists anm ∈M so that
m ∩ hz = Ad(m)
(
m ∩ hz′
)
.
We note that for a◦z = a
◦ and a◦z,reg = a
◦
reg for all adapted points z ∈ Z.
Finally, we give the alternative characterization of adapted points which we announced
in Remark 3.4 (b).
Proposition 3.19. Let z ∈ Z. Then z is adapted if and only if the following hold.
(i) P · z is open in Z, i.e., p+ hz = g,
(ii) There exists anX ∈ a ∩ h⊥z so that Zg(X) = lQ, i.e., a
◦
reg ∩ h
⊥
z 6= ∅.
Proof. By definition adapted points satisfy (i) and (ii). For the converse implication,
assume that z satisfies (i) and (ii). Let X ∈ a◦reg ∩ h
⊥
z . It follows from Proposition 3.12
that there exists an adapted point z′ ∈ P · z so that X ∈ a◦reg ∩ h
⊥
z′ . By Lemma 3.8 there
exists a l ∈ LQ so that z = l · z′. Since the set of adapted points is LQ-stable, it follows
that z is adapted.
4 A description of hz
Following [Bri90, Proposition 2.5] we give in this section a description of the stabilizer
subalgebra hz of an adapted point z.
It follows from Proposition 3.6 that for every adapted point z ∈ Z there exists a
unique linear map
Tz : nQ →
(
m ∩ (m ∩ hz)
⊥
)
⊕ a◦ ⊕ nQ,
so that
hz = (lQ ∩ hz)⊕ G(Tz).
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Here G(Tz) denotes the graph of Tz. Note that the uniqueness of Tz implies that Tz is
(M ∩Hz)(A ∩Hz)-equivariant.
For α ∈ Σ(Q) let pα be the projection g → gα with respect to the root space decom-
position. We write pm and pa for the orthogonal projections g → m and g → a. For an
adapted point z ∈ Z and Y ∈ nQ we define the z-support of Y to be
suppz(Y ) :=
{
β ∈ Σ(Q) ∪ {m, a} : pβ
(
Tz(Y )
)
6= 0
}
.
Note that if α, β ∈ Σ(Q) and β ∈ suppz(g−α), then −α|ah = β|ah . Moreover, if α ∈
Σ(Q) and m ∈ suppz(g−α) or a ∈ suppz(g−α), then aah = 0.
In view of the following lemma the map Tz is determined by its restrictions to the root
spaces of simple roots.
Lemma 4.1. For γ ∈ Σ(Q) ∪ {m, a} we define γ˜ ∈ Σ(Q) ∪ {0} to be equal to γ if
γ ∈ Σ(Q) and 0 otherwise. Let z ∈ Z be adapted and α, β ∈ Σ(Q). If Y−α ∈ g−α and
Y−β ∈ g−β, then
Tz
(
[Y−α, Y−β]
)
∈
[
Tz(Y−α), Tz(Y−β)
]
+ Tz
( ⊕
γ∈suppz(g−β)
α−γ˜∈Σ(Q)
gγ˜−α
)
+ Tz
( ⊕
γ∈suppz(g−α)
β−γ˜∈Σ(Q)
gγ˜−β
)
+
(
lQ ∩ hz
)
.
Proof. The assertion follows directly from the uniqueness of the map Tz.
The map Tz possesses several symmetries, some of which are described in the follow-
ing lemma.
Lemma 4.2. Let z ∈ Z be adapted. If X ∈ a ∩ h⊥z , then
B
(
[X, Y1], Tz(Y2)
)
= B
(
[X, Y2], Tz(Y1)
) (
Y1, Y2 ∈ nQ
)
.
Remark 4.3. If α, β ∈ Σ(Q) and Y−α ∈ g−α and Y−β ∈ g−β, then the identity in the
lemma specializes to
B
(
Y−α, pαTz(Y−β)
)
α(X) = B
(
Y−β, pβTz(Y−α)
)
β(X). (4.1)
This identity was proved by Brion in [Bri90, Proposition 2.5] in case G and H are com-
plex algebraic groups and for one specific choice of X .
Proof of Lemma 4.2. Since [X, Y1], Y2 ∈ nQ we have
B([X, Y1], Y2) = 0,
and since [X, Tz(Y1)] ∈ nQ and Tz(Y2) ∈ q, we have
B([X, Tz(Y1)], Tz(Y2) = 0.
Therefore,
B
(
[X, Y1], Tz(Y2)
)
−B
(
Tz(Y1), [X, Y2]
)
= B
(
[X, Y1], Tz(Y2)
)
+B
(
[X, Tz(Y1)], Y2
)
= B
(
[X, Y1 + Tz(Y1)], Y2 + Tz(Y2)
)
.
The right-hand side equals 0 as [X, Y1 + Tz(Y1)] ∈ h⊥z and Y2 + Tz(Y2) ∈ hz.
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5 Limits of subspaces
For our approach to the little Weyl group we will need to consider certain limits of the
stabilizer subalgebras hz in the Grassmannian. In this section we introduce the relevant
limits and discuss their properties.
For k ∈ N let Gr(g, k) be the Grassmannian of k-dimensional subspaces of the Lie
algebra g.
Definition 5.1. We say that an element X ∈ a is order-regular if
α(X) 6= β(X)
for all α, β ∈ Σ with α 6= β.
If X ∈ a is order-regular, then in particular α(X) 6= −α(X) and therefore α(X) 6= 0
for every α ∈ Σ. This implies that order-regular elements in a are regular. Every order-
regular element X ∈ a determines a linear order ≥ on Σ by setting
α ≥ β if and only if α(X) ≥ β(X)
for α, β ∈ Σ.
Proposition 5.2. Let E ∈ Gr(g, k) and let X ∈ a. The limit
EX := lim
t→∞
Ad
(
exp(tX)
)
E,
exists in the Grassmannian Gr(g, k). If λ1 < λ2 < · · · < λn are the eigenvalues and
p1, . . . , pn the corresponding projections onto the eigenspaces Vi of ad(X), then EX is
given by
EX =
n⊕
i=1
pi
(
E ∩
i⊕
j=1
Vj
)
. (5.1)
The following hold.
(i) If E is a Lie subalgebra of g, then EX is a Lie subalgebra of g.
(ii) If X ∈ a is order-regular, then EX is a-stable.
(iii) Let R ⊆ a be a connected component of the set of order-regular elements in a. If
X ∈ R and Y ∈ R, then
(
EX
)
Y
= EY . In particular, ifX, Y ∈ R, thenEX = EY .
(iv) If g, g′ ∈ G and
lim
t→∞
exp(tX)g exp(−tX) = g′,
then (
Ad(g)E
)
X
= Ad(g′)EX
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(v) Let EC,X be the limit of Ad
(
exp(tX)
)
EC for t → ∞ in the Grassmannian of k-
dimensional complex subspaces in the complexification gC of g. Then
EC,X = (EX)C.
Proof. The proof for all assertions with the exception of (iv) and (v) are given in [KKOS,
Lemma 4.1]. Although order-regular elements are in [KKOS] assumed to have the ad-
ditional property that they are contained in a−, this is not used anywhere in the proof of
Lemma 4.1.
We move on to prove (iv). If At → 1 for t > 0 in End(E), then AtAd
(
exp(tX)
)
E
tends to EX as t → ∞. The identity now follow straightforwardly from the fact that
(g′)−1 exp(tX)g exp(−tX) converges to e in G.
Finally we prove (v). The space EC,X is a complex subspace of g ⊗R C. Since E
is contained in E ⊗R C as a real subspace, the limit EX is contained in EC,X as a real
subspace. Therefore, EX ⊗R C ⊆ EC,X . A dimension count shows that actually equality
holds.
Remark 5.3. If X is not order-regular, then EX need not to be stable under the action
of a, even if X is regular. An example of this can be constructed as follows. Let α, β ∈
Σ(a) be such that α 6= β and α(X) = β(X). Let Yα ∈ gα and Yβ ∈ gβ and define
E = R(Yα + Yβ). Now E consists of eigenvectors for ad(X), hence EX = E. However
E is not a-stable.
6 The compression cone
In this section we introduce the compression cone of a point z ∈ Z. It consists of all
X ∈ a for which the limit hz,X is equal to a given limit subalgebra. The main result
in this section is that the compression cones for adapted points are all the same. (See
Proposition 6.5.) The compression cone for an adapted point is therefore an invariant
of the space Z, which we call the compression cone of Z. For a non-adapted point the
compression cone may be strictly smaller than the compression cone of Z. The closure of
the compression cone of Z will serve as a fundamental domain of the little Weyl group.
We fix an adapted point z0 ∈ Z and define the subalgebra
h∅ := (lQ ∩ hz0) + nQ.
Clearly h∅ depends on the choice of the adapted point z0 ∈ Z. However in view of
the following lemma, another choice of z0 would yield anM-conjugate of h∅.
Lemma 6.1. Let z ∈ Z be adapted. There exists anm ∈M so that
(lQ ∩ hz)⊕ nQ = Ad(m)h∅.
Proof. The assertion follows directly from Proposition 3.13 and Lemma 3.9. The latter
lemma we may apply in view of Proposition 3.6.
20
Definition 6.2. For z ∈ Z and X ∈ a we define
hz,X := (hz)X = lim
t→∞
Ad
(
exp(tX)
)
hz.
Here the limit is taken in the Grassmannian of dim(hz)-dimensional subspaces of g. We
further define for z ∈ Z the cone in a
Cz := {X ∈ a : hz,X = Ad(m)h∅ for somem ∈M}.
The following lemma follows straightforwardly from the definitions.
Lemma 6.3. Let z ∈ Z be adapted. We define the set
Sz := {α + β : α ∈ Σ(Q), β ∈ suppz(g−α) ∩ Σ(Q)} (6.1)
∪ {α ∈ Σ(Q) : a ∈ suppz(gα) or m ∈ suppz(gα)}.
The cone Cz is given by
Cz = {X ∈ a : γ(X) < 0 for all γ ∈ Sz}.
In particular Cz is an open cone in a, a− is contained in Cz, and
Cz + ah = Cz.
The dual cone
C∨z := {λ ∈ a
∗ : λ(X) ≥ 0 for all X ∈ Cz}
is equal to the the finitely generated cone
C∨z =
∑
γ∈Sz
R≤0γ.
Finally, Cz is equal to the interior of the double dual cone (C∨z )
∨ and thus it is equal to
the smallest convex open cone containing the order-regular elements in Cz.
Lemma 6.4. Let z ∈ Z. The following hold.
(i) For everym ∈M and a ∈ A we have Cma·z = Cz.
(ii) Cz 6= ∅ if and only if P · z is open. In that case a− ⊆ Cz.
Proof. Let X ∈ a. It follows from Proposition 5.2 (iv) that hma·z,X = Ad(ma)hz,X .
Since h∅ is A-stable it follows that X ∈ Cma·z if and only if X ∈ Cz. This proves (i).
We move on to prove (ii). Assume that Cz 6= ∅ and let X ∈ Cz. Then n ⊆ hz,X , and
hence hz,X + p = g. This implies that g = Ad
(
exp(tX)
)
hz + p for large t > 0. Since
g and p are both stable under the adjoint action of A, it follows that g = hz + p and thus
P · z is open.
Assume now thatO := P ·z is open. We will show that a− ⊆ Cz . To do so, let z
′ ∈ O
be adapted and letm ∈M , a ∈ A and n ∈ N so that z = man·z′. It follows from Lemma
6.3 that a− is contained in Cz′ . In view of Proposition 5.2 (iv) we have hn·z′,X = hz′,X for
every X ∈ a−. Therefore, a− ⊆ Cn·z′ . It follows from (i) that Cz = Cn·z′ , and hence we
have a− ⊆ Cz . This proves (ii).
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Proposition 6.5. Let z ∈ Z be adapted. For every z′ ∈ Z such that P · z′ is open, we
have
a− ⊆ Cz′ ⊆ Cz.
Moreover, if z′ is adapted, then
Cz′ = Cz.
If P ·z′ is open, but z′ is not adapted, then the inclusion Cz′ ⊆ Cz may be strict. Before
we prove the proposition, we first consider again the example of Z = G/N where this
phenomenon is readily seen.
Example 6.6. Let Z = G/N and let z = e ·N . We recall from Example 3.5 that the only
open P -orbit in Z is P · z and the set of adapted points is equal toMA · z.
Since n is a-stable, we have
Cz = a.
Let Y ∈ n and write Y =
∑
α∈Σ+ Yα with Yα ∈ gα. We claim that
Cexp(Y )·z = {X ∈ a : α(X) < 0 for all α ∈ Σ
+ with Yα 6= 0}.
In view of Proposition 5.2 (iv) the set on the right-hand side is contained in Cexp(Y )·z. For
the other inclusion it suffices to show that no order-regular element in the complement of
the set on the right-hand side is contained in Cexp(Y )·z. Let X ∈ a be order-regular, and
assume that there exists a root α ∈ Σ+ so that Yα 6= 0 and α(X) > 0. Let α0 ∈ Σ+ be so
that α0(X) is minimal among the numbers α(X) with α ∈ Σ+, Yα 6= 0 and α(X) > 0.
Now
Ad(Y )θYα0 ∈ θYα0 + [Yα0 , θYα0 ] + n,
and hence
Ad
(
exp(tX)
)
Ad(Y )θYα0 ∈ e
−tα0(X)θYα0 + [Yα0 , θYα0] + n
The limit ofAd
(
exp(tX)
)
R
(
Ad(Y )θYα0
)
in P(g) is a line contained in p as−α0(X) <
0 and [Yα0, θYα0 ] ∈ a \ {0}. It follows that X /∈ Cexp(Y )·z.
The proof of Proposition 6.5 relies on the following lemma, which will also be of use
later on.
Lemma 6.7. Let z ∈ Z and f ∈ G ∩ exp(ia)Hz,C. For every order-regular element
X ∈ a
hz,X = hf ·z,X.
Proof. Let a ∈ exp(ia) and h ∈ Hz,C be so that f = ah. In view of Proposition 5.2
(v) limits and complexifications can be interchanges. Therefore, for every order-regular
element X ∈ a
(hf ·z,X)C = lim
t→∞
Ad
(
exp(tX)
)
hah·z,C
= lim
t→∞
Ad
(
exp(tX)ah
)
hz,C
= Ad(a)(hz,X)C.
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By Proposition 5.2 (ii) the space hz,X is a-stable and therefore (hz,X)C is normalized by a.
It follows that (hf ·z,X)C = (hz,X)C. Intersecting both sides with g now yields the desired
identity.
Proof of Proposition 6.5. By Proposition 3.13 there exists an f ∈ G ∩ exp(ia)Hz,C so
that f · z is adapted and z′ ∈ Pf · z. By Lemma 6.7 we have hz,X = hf ·z,X for every
order-regular element X ∈ a, and hence Cf ·z = Cz . By replacing z by f · z we may thus
without loss of generality assume that z′ ∈ P · z.
It follows from Lemma 6.4 (ii) that a− is contained in Cz′ . We move on to show that
Cz′ is contained in Cz. Let m ∈ M , a ∈ A and n ∈ NQ be so that z′ = man · z. Such
elements exist by Proposition 3.6; see Remark 3.7 (b). In view of Lemma 6.4 (i) we have
Cz′ = Cn·z.
Let X ∈ Cn·z be order-regular. We may write n = n−n+ with
log(n±) ∈
⊕
α∈Σ(Q)
±α(X)>0
gα.
In view of Proposition 5.2 (iv) we have hn·z,X = hn+·z,X . We claim that n+ = e. Assum-
ing the claim is true, we have hn·z,X = hz,X and thusX ∈ Cz.
To prove the claim we assume that n+ 6= e and work towards a contradiction. Let
X⊥ ∈ a◦reg ∩ h
⊥
z . For β ∈ Σ(Q) let Uβ ∈ gβ be so that
Ad(n+)X⊥ = X⊥ +
∑
β∈Σ(Q)
Uβ.
Note that there exists an β ∈ Σ(Q) so that Uβ 6= 0, and that Uβ 6= 0 only if β(X) > 0.
Let α ∈ Σ(Q) be the unique root so that
max
β∈Σ(Q)
Uβ 6=0
β(X) = α(X).
Set Y−α := θUα. Since hn+·z,X = hn·z,X = Ad(m
−1)hz′,X = Ad(m
′)h∅ for some
m′ ∈M , the line RY−α is contained in hn+·z,X . We will exploit this fact.
Let Y ∈ hn+·z be so that (RY )X = RY−α. The existence of such an element Y is
guaranteed by equation (5.1) in Proposition 5.2. The projection of Y onto g−α along
the root space decomposition is up to scaling equal to Y−α. After rescaling Y , we may
therefore assume that Y decomposes as
Y = Y−α +
∑
β∈Σ∪{0}
β 6=α
Y−β
with Y−β ∈ g−β if β ∈ Σ and Y0 ∈ m ⊕ a. Since (RY )X = RY−α, the element Y−β can
only be non-zero if β(X) ≥ α(X) > 0 (and since X is order-regular, equality holds if
and only if β = α). Therefore, B(X⊥, Y−β) = B(Uβ′ , Y−β) = 0 for all β ∈ Σ ∪ {0} for
which Y−β 6= 0 and all β
′ ∈ Σ(Q) for which Uβ′ 6= 0. It follows that
B(Uα, Y−α) = B
(
Ad(n+)X⊥, Y
)
= B
(
X⊥,Ad(n
−1
+ )Y
)
= 0.
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For the last equality we used that Ad(n−1+ )Y ∈ hz. Since −B( · , θ · ) is positive definite
on the semisimple part of g, we conclude that Uα = 0. This is a contradiction.
We have now proven that Cz′ ⊆ Cz. For the second assertion in the proposition we
may reverse the role of z′ and z and further obtain the other inclusion Cz ⊆ Cz′ .
Proposition 6.5 allows us to make the following definition.
Definition 6.8. We define C ⊆ a to be the cone given by C := Cz, where z is any adapted
point in Z. The cone C is called the compression cone of Z.
Let aE be the edge of C, i.e.,
aE := C ∩ (−C). (6.2)
We note that aE is a subspace of a. We end this section with a description of the relation
between aE and the normalizer of hz.
Recall the set Sz from (6.1).
Proposition 6.9. Let z ∈ Z be adapted.
(i) The space aE is equal to the joint kernel of Sz, i.e.,
aE = {X ∈ a : σ(X) = 0 for all σ ∈ Sz}.
(ii) aE = Na(hz).
Proof. The assertion in (i) is trivial. We move on to (ii). It follows from (i) that aE
normalizes G(Tz). Moreover, a normalizes lQ ∩ hz, and hence aE normalizes hz. This
shows that aE ⊆ Na(hz).
LetX ∈ Na(hz). For every Y ∈ awe have hz,X+Y = hz,Y . In particularNa(hz)+C =
C. It follows that Na(hz) ⊆ C and thus Na(hz) ⊆ C ∩ (−C) = aE .
7 Limit subalgebras and open P -orbits
In this section we describe a relation between limits of hz and open P -orbits in PNG(a)·z
for an adapted point z.
We define the group
N := NG(a) ∩NG(lQ,nc + ah).
The group N is relevant because of the following lemma.
Lemma 7.1. Let v ∈ NG(a), z ∈ Z, and X ∈ a. If z is adapted and hz,X = Ad(v)h∅,
then v ∈ N .
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Proof. Since z is adapted, the a-stable subalgebra lQ,nc+ah is contained in hz. Therefore,
lQ,nc + ah is also contained in hz,X = Ad(v)h∅. If α ∈ Σ and g−α ⊕ gα ⊆ Ad(v)h∅, then
g−α ⊕ gα ⊆ Ad(v)lQ,nc. It follows that lQ,nc ⊆ Ad(v)lQ,nc, and thus v normalizes lQ,nc.
Moreover,
ah ⊆ a ∩ Ad(v)h∅ = Ad(v)
(
a ∩ h∅
)
= Ad(v)ah.
Therefore, v ∈ N .
The main result of this section is the following proposition.
Proposition 7.2. Let z ∈ Z be adapted and let w ∈ N . The following are equivalent.
(i) There exists aX ∈ a so that hz,X = Ad(wm)h∅ for somem ∈M ,
(ii) Pw−1 · z is open in Z,
(iii) X ∈ Ad(w)C if and only if hz,X = Ad(wm)h∅ for somem ∈M .
Before we prove the proposition, we first prove a lemma.
Lemma 7.3. Let z ∈ Z and v ∈ N . If z is adapted and Pv−1 · z is open, then v−1 · z is
adapted.
Proof. Assume that z is adapted and Pv−1 · z is open. As v normalizes a and lQ,nc + ah,
it also normalizes m and hence a+m+ lQ,nc = lQ. IfX ∈ a∩ h⊥z is so that lQ = Zg(X),
then
lQ = Ad(v
−1)lQ = Zg(Ad(v
−1)X).
Moreover, Ad(v−1)X ∈ Ad(v−1)
(
a∩ h⊥z
)
= a∩ h⊥v−1·z. The assertion now follows from
Proposition 3.19.
Proof of Proposition 7.2. (i)⇒(ii): Let X ∈ a. If hz,X = Ad(wm)h∅ for some m ∈ M ,
then
hw−1·z,Ad(w−1)X = Ad(w
−1)hz,X = Ad(m)h∅,
and hence Ad(w−1)X ∈ Cw−1·z. Now Pw
−1 · z is open in view of Lemma 6.4 (ii).
(ii)⇒(iii): By Lemma 7.3 the point w−1 · z is adapted. It follows from Proposition 6.5
that Cw−1·z = C. Therefore X ∈ Ad(w)C if and only if
hw−1·z,Ad(w−1)X = Ad(m)h∅
for somem ∈M . The implication now follows from the identity
Ad(w−1)hz,X = hw−1·z,Ad(w−1)X .
(iii)⇒(i): This implication is trivial.
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8 Limits of hz
In this section we describe the closure of Ad(G)hz in the Grassmannian. We will show
that this closure is a finite union of G-orbits, each of the form Ad(G)hz,X , where z is
an adapted point in Z and X ∈ C. The crucial tool for this is the polar decomposition
([KKSS15]) for Z.
Recall the set Sz defined in (6.1). For an adapted point z ∈ Z letMz be the monoid
generated by Sz, i.e.,
Mz := NSz. (8.1)
We note that the negative dual cone
−C∨ := −{ξ ∈ a∗ : ξ(X) ≥ 0 for all X ∈ C}
of C is equal to the cone generated by Mz. A priori Mz may depend on the adapted
point z ∈ Z, but the cone spanned byMz is independent of z. We write Sz for the set of
indecomposable elements inMz. Note that Sz ⊆ Sz.
The closure of the compression cone C is finitely generated and hence polyhedral as
−C∨ is finitely generated. We call a subset F ⊆ C a face of C if F = C or there exists a
closed half-spaceH so that
F = C ∩ H and C ∩ ∂H = ∅.
There exist finitely many faces of C and each face is polyhedral cone. A face F of C is
said to be a wall of C or C if span(F) has codimension 1.
Let z ∈ Z be adapted. Each subset S of Sz corresponds to a face F of C, namely
F = C ∩
⋂
α∈S
ker(α). (8.2)
The map from the power set of Sz to the set of faces of C is surjective. If C∨ is generated
by a set of linearly independent elements, then this map is also injective. If F is a wall of
C, then there exists an element α ∈ Sz so that
F = C ∩ ker(α). (8.3)
For an adapted point z ∈ Z and a face F of C we define
Mz,F := {σ ∈Mz : σ
∣∣
F
= 0}. (8.4)
Note thatMz,F is a submonoid ofMz. We further note that the annihilator ofMz,F is
equal to
aF := span(F),
i.e., ⋂
σ∈Mz,F
ker(σ) = aF .
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Lemma 8.1. Let z ∈ Z be adapted and let F be a face of C. Let Mz,F be as in (8.4).
For every X in the (relative) interior of F
hz,X = (lQ ∩ hz)⊕
⊕
α∈Σ(Q)
G
( ∑
σ∈−α+Mz,F
pσ ◦ Tz
∣∣
g−α
)
. (8.5)
In particular, for all X andX ′ in the (relative) interior of F
hz,X = hz,X′.
Proof. Let X be an element from the interior of F . Then
Mz,F = {σ ∈Mz : σ(X) = 0}. (8.6)
For σ ∈ Σ ∪ {0}, let pσ : g→ gσ be the projection onto gσ along the Bruhat decomposi-
tion, where g0 denotes m⊕ a. If α ∈ Σ(Q) and Y ∈ g−α, then
Ad
(
exp(tX)
(
Y + Tz(Y )
)
= e−tα(X)
(
Y +
∑
σ∈−α+Mz,F
pσTz(Y )
)
+
∑
σ∈(−α+Mz)\(−α+Mz,F )
etσ(X)pσTz(Y ).
If σ ∈ −α +Mz but Y /∈ −α +Mz,F , then σ(X) < −α(X). Therefore,
(
R
(
Y + Tz(Y )
))
X
= R
(
Y +
∑
σ∈−α+Mz,F
pσTz(Y )
)
,
and hence ⊕
α∈Σ(Q)
G
( ∑
σ∈−α+Mz,F
pσ ◦ Tz
∣∣
g−α
)
⊆
(
G(Tz)
)
X
.
In fact, equality holds since the dimensions of both spaces are equal. Therefore,
hz,X = (lQ ∩ hz)⊕
(
G(Tz)
)
X
This proves (8.5). It follows from (8.5) that hz,X does not depend on the choice of X in
the interior of F .
Lemma 8.1 allows us to make the following definition.
Definition 8.2. For an adapted point z ∈ Z and a face F of C, define
hz,F := hz,X
withX contained in the interior of F .
We note that for every adapted point z ∈ Z there exists anm ∈M so that
hz,C = Ad(m)h∅.
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Lemma 8.3. Let z ∈ Z be adapted and let F be a face of C. The Lie algebra hz,F is a
real spherical subalgebra of g. Moreover,
Ng(hz,F) = hz,F + aF +Nm(hz,F).
Finally,
hz,F ∩ a = ah.
Proof. By Proposition 5.2 (iii) there exists anm ∈M so that for all X ∈ C
(hz,F)X = hz,X = Ad(m)h∅.
Since n ⊆ h∅, it follows that (hz,F)X + p = g and hence Ad
(
exp(tX)
)
hz,F + p = g for
sufficiently large t > 0. Since p and g are both stable under the action of A, we find
hz,F + p = g.
In particular hz,F is a real spherical subalgebra of g.
By Corollary 3.15
Ng(hz,F) = hz,F +Na(hz,F) +Nm(hz,F).
To prove the second assertion in the lemma, it suffices to show that Na(hz,F) = aF . It
follows from equation (8.5) that hz,F is normalized by aF , and hence aF ⊆ Na(hz,F). To
prove the other inclusion, let X ∈ Na(hz,F). It follows from (8.5) that σ(X) = 0 for all
σ ∈ Mz,F so that −α + σ ∈ suppz(g−α) for some α ∈ Σ(Q). The submonoidMz,F is
generated by the indecomposable elements fromMz that vanish on F . Therefore, there
exists a set of generators σ ofMz,F with −α + σ ∈ suppz(g−α) for some α ∈ Σ(Q). It
follows that X is in the joint kernel of a set of generators ofMz,F , and hence σ(X) = 0
for all σ ∈Mz,F . The annihilator ofMz,F is equal to aF , i.e.,
⋂
σ∈Mz,F
ker(σ) = aF .
Therefore, X ∈ aF . This proves the second assertion.
Finally, for everyX ∈ C
ah ⊆ a ∩ hz,F = (a ∩ hz,F)X ⊆ a ∩ (hz,F)X = a ∩ h∅ ⊆ ah.
Here we used Proposition 5.2 (iii) for the second equality. It follows that a ∩ hz,F =
ah.
The following proposition describes the dependence of the Lie algebras hz,F on the
adapted point z.
Proposition 8.4. Let z, z′ ∈ Z be adapted and let F be a face of C. If P · z = P · z′, then
Ad(G)hz,F = Ad(G)hz′,F .
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The proof for the proposition relies on the following lemma. Recall the map Φz :
a◦reg → nQ from (3.10).
Lemma 8.5. Let z ∈ Z be adapted. Then
Im (Φz) ⊆
⊕
α∈Σ(Q)
a∈suppz(g−α)
gα ⊆
⊕
α∈Σ(Q)
α|
C
≤0
gα. (8.7)
Proof. It follows from (3.9) that Ad
(
exp
(
Φz(X)
))
X − X ∈ Im (T⊥z ) for every X ∈
a◦reg. Therefore,
Im (Φz) ⊆
⊕
α∈Σ(Q)
pα
(
Im (T⊥z )
)
⊆
⊕
α∈Σ(Q)
pα◦T⊥z 6=0
gα,
where pα denotes the projection g → gα along the Bruhat decomposition. Let pa be the
projection g→ a along the Bruhat decomposition. Since
(
ker(pa ◦ Tz)
)⊥
∩ nQ ⊆
( ⊕
α∈Σ(Q)
a/∈suppz(g−α)
g−α
)⊥
∩ nQ =
⊕
α∈Σ(Q)
a∈suppz(g−α)
gα,
it suffices to show that
Im (T⊥z ) =
(
ker(pa ◦ Tz)
)⊥
∩ nQ
in order to prove the first inclusion in (8.7). Let X ∈ a◦ and Y ∈ ker(pa ◦ Tz)⊥. Now
B
(
X, Tz(Y )
)
= 0, hence
B
(
T⊥z (X), Y
)
= B
(
T⊥z (X), Y
)
+B
(
X, Tz(Y )
)
= B
(
X + T⊥z (X), Y + Tz(Y )
)
.
The right-hand side vanishes as X + T⊥z (X) ∈ h
⊥
z and Y + Tz(Y ) ∈ hz. It follows that
B
(
Im (T⊥z ), ker(pa ◦ Tz)
)
= {0}, and hence Im (T⊥z ) ⊆
(
ker(pa ◦ Tz)
)⊥
∩ nQ. This
proves the first inclusion in (8.7).
If α ∈ Σ(Q) and a ∈ suppz(g−α), then α
∣∣
C
≤ 0 by Lemma 6.3. This proves the
second inclusion.
Proof of Proposition 8.4. Assume that z and z′ are adapted and P · z = P · z′. Let X
be contained in the interior of F . By Proposition 3.12 there exist m ∈ M , a ∈ A and
n ∈ exp
(
Im (Φz)
)
so that z′ = man · z. By Lemma 8.5
n ∈ exp
( ⊕
α∈Σ(Q)
α(X)≤0
gα
)
.
It follows that the limit of exp(tX)man exp(tX)−1 = ma exp(tX)n exp(tX)−1 for t→
∞ exists in G. We write g for the limit. By Proposition 5.2 (iv) we now have
hz′,X =
(
Ad(man)hz
)
X
= Ad(g)hz,X ∈ Ad(G)hz,X.
This proves the first assertion in the proposition. The remaining assertions follow imme-
diately from the first.
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We continue with a description of the closure of Ad(G)hz is the Grassmannian. For
this we need the so-called polar decomposition. The following proposition, describing
the polar decomposition for Z, is an adaptation from [KKSS15, Theorem 5.13].
Proposition 8.6. Let Ξ ⊆ Z be a finite set of adapted points so that P · Ξ is the union of
all open P -orbits in Z. Then there exists a compact subset Ω ⊆ G so that
Z = Ωexp(C) · Ξ. (8.8)
Proof. By [KKSS15, Theorem 5.13] there exists an adapted point z0 ∈ Z, a finite set
F ⊆ G ∩ exp(ia)NGC(hz0,C) and a compact set Ω0 ⊆ G so that
Z = Ω0 exp(C)F · z0. (8.9)
Moreover, for every open P -orbit O in Z there exists an f ∈ F so that f · z0 ∈ O. A
priori it is possible that there exists f, f ′ ∈ F with f 6= f ′, but Pf · z0 = Pf
′ · z0.
We claim that for every f ∈ F the point f · z0 is adapted and a∩ h⊥f ·z0 = a∩ h
⊥
z0
. The
proof for the claim is the same as the proof for the analogous statements in Proposition
3.13.
Let O be an open P -orbit in Z and let f ∈ F be so that f · z0 ∈ O. By Proposition
3.13 we may choose a fO ∈ G ∩ exp(ia)Hz,C so that PfO · z0 = O. Then
a ∩ h⊥fO·z0 = a ∩ h
⊥
z0
= a ∩ h⊥f ·z0
In view of Lemma 3.8 and the decomposition (3.1) of LQ with z = z0, there exist for
every f ∈ FO elementsmf ∈M and af ∈ A so that
f · z0 = mfaffO · z0.
It follows from (8.9) that
Z = Ω1 exp(C)F1 · z0, (8.10)
where
Ω1 := Ω0{mfaf : f ∈ F} and F1 := {fO : O is an open P -orbit}.
Note that Ω1 is compact.
LetO be an open P -orbit and let z ∈ Ξ∩O. By Proposition 3.12 there existmz ∈M ,
az ∈ A and nz ∈ Im (exp ◦ΦfO ·z0) so that fO · z0 = mzaznz · z. It follows from (8.10)
that (8.8) holds with
Ω := Ω2
(⋃
z∈Ξ
{mzazanza−1 : a ∈ exp(C)}
)
.
It follows from Lemma 8.5 that {mzazanza−1 : a ∈ exp(C)} is bounded. Therefore, Ω
is compact.
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Proposition 8.7. Let z0 ∈ Z and let Ξ ⊆ Z be a finite set of adapted points so that
P · Ξ is the union of all open P -orbits in Z. Then the following equality of subsets of the
Grassmannian of dim(hz0)-dimensional subspaces of g holds,
Ad(G)hz0 =
⋃
z∈Ξ,F face of C
Ad(G)hz,F .
Proof. Let Ω be a compact subset of G so that (8.8) holds. Let s ∈ Ad(G)hz0 and let
(ωn)n∈N, (an)n∈N and (zn)n∈N be sequences in Ω, exp(C) and Ξ, respectively, so that
Ad(ωnan)hzn converges to s for n → ∞. By taking suitable subsequences we may
assume that ωn converges to an element ω ∈ Ω for n→∞ and zn = z is constant.
Let I be the subset of Sz consisting of all α ∈ Sz so that aαn is bounded away from
0. By taking a suitable subsequence we assume that there exists a convergent sequence
bn ∈ A so that (b−1n an)
α is equal to 1 for all α ∈ I and converges to 0 as n → ∞ for all
α ∈ Sz \I . Let b ∈ A be the limit of the sequence (bn)n∈N. Let F be the face of C defined
by I via the formula (8.2). Now
lim
n→∞
Ad(b−1n an)hz = hz,F
and thus
s = lim
n→∞
Ad(ωnan)hz = Ad(ωb)hz,F ∈ Ad(G)hz,F .
9 Adapted points in boundary degenerations
The real spherical homogeneous spaces with stabilizer subgroup equal to the connected
subgroup with Lie algebra hz,F , where z ∈ Z is adapted and F is a face of C are called
boundary degenerations. In this section we establish a correspondence between adapted
points in Z and adapted points in the boundary degenerations, and secondly, we give a
comparison between the compression cones for Z and the boundary degenerations.
In view of Proposition 8.4 we may make the following definition.
Definition 9.1. Let O be an open P -orbit in Z and let F be a face of C. We define the
homogeneous space
ZO,F := G/Hz,F ,
where z is any adapted point in O and Hz,F is the connected subgroup of G with Lie
algebra hz,F . The spaces ZO,F are called the boundary degenerations of Z. If z ∈ ZO,F ,
then we write hO,Fz for the stabilizer subalgebra of z.
We note that the space ZO,F are real spherical spaces. We will now first explore the
relation between adapted points in Z and in ZO,F .
Lemma 9.2. Let O be an open P -orbit in Z and let F be a face of C. Let y ∈ ZO,F . If
there exists an adapted point z ∈ O so that hO,Fy = hz,F , then y is adapted and
a ∩ h⊥z ⊆ a ∩ (h
O,F
y )
⊥. (9.1)
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Proof. Assume that z ∈ O is adapted. We will prove that y is adapted by verifying the
conditions in Proposition 3.19. Let X be in the interior of F and Y ∈ C. By Proposition
5.2 (iii) we have
(hO,Fy )Y = (hz,F)Y = (hz,X)Y = hz,Y = Ad(m)h∅
for some m ∈ M . In view of Lemma 6.4 (ii) the P -orbit through y is open in ZO,F .
Furthermore,
a ∩ h⊥z = (a ∩ h
⊥
z )X ⊆ a ∩ (h
⊥
z )X = a ∩ h
⊥
z,X = a ∩ (h
O,F
y )
⊥.
This proves (9.1). Since z is adapted, we have a◦reg∩h
⊥
z 6= ∅, and hence a
◦
reg∩(h
O,F
y )
⊥ 6= ∅.
In view of Proposition 3.19 the point y is adapted.
By Lemma 9.2 and Lemma 8.3 there exists an adapted point y ∈ ZO,F so that a ∩
hO,Fy = ah. It follows from Corollary 3.17 that the same holds for all adapted points
y ∈ ZO,F , and hence a◦ defined in Definition 3.18 equals a ∩ (a ∩ hO,Fy )
⊥.
For an adapted point y ∈ ZO,F we write Φ
O,F
y for the unique rational map
ΦO,Fy : a
◦ → nQ
satisfying (i) - (iii) in Proposition 3.12 with Z replaced by ZO,F .
Lemma 9.3. Let O be an open P -orbit in Z and let F be a face of C. Let z ∈ O be
adapted and let y ∈ ZO,F satisfy hO,Fy = hz,F . Then
lim
t→∞
Ad
(
exp(tX)
)
◦ Φz = Φ
O,F
y
for every X in the interior of F , where the convergence is pointwise.
Proof. Let X be an element from the interior of F . By Lemma 8.5
Im
(
Φz
)
⊆
⊕
α∈Σ(Q)
α|
C
≤0
gα.
Since X ∈ C, it follows that Ad
(
exp(tX)
)
◦ Φz converges pointwise. The limit is equal
to
Ψ :=
( ∑
α∈Σ(Q)
α(X)=0
pα
)
◦ Φz,
where pα denotes the projection g → gα along the Bruhat decomposition. It remains to
prove that Ψ = ΦO,Fy .
Let Y ∈ a◦reg. By Proposition 3.12 the point exp
(
Φz(Y )
)
· z is adapted. By Lemma
9.2 a point in ZO,F with stabilizer subalgebra hexp(Φz(Y ))·z,F is adapted. It follows from
Proposition 5.2 (iv) that
hexp(Φz(Y ))·z,F =
(
Ad
(
exp
(
Φz(Y )
))
hz
)
X
= Ad
(
exp
(
Ψ(Y )
))
hz,F
= Ad
(
exp
(
Ψ(Y )
))
hO,Fy = h
O,F
exp(Ψ(Y ))·y.
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We thus conclude that the point exp
(
Ψ(Y )
)
· y is adapted.
By Proposition 3.12 we have RY ⊆ h⊥exp(Φz(Y ))·z, and hence applying (9.1) to the
point exp(Φz(Y )) · z yields
RY ⊆ hO,Fexp(Ψ(Y ))·y.
It follows from the final assertion in Proposition 3.12 that there existm ∈ M and a ∈ A
so that
exp
(
Ψ(Y )
)
· y = ma exp
(
ΦO,Fy (Y )
)
· y.
By Proposition 3.6 the stabilizer of y is contained in LQ and therefore it follows that
Ψ(Y ) = ΦO,Fy (Y ).
Proposition 9.4. Let O be an open P -orbit in Z and let F be a face of C. Let further
z0 ∈ O be adapted and let y0 ∈ ZO,F be so that hO,Fy0 = hz0,F . In view of Lemma 9.2
the point y0 is adapted. Then a point y ∈ P · y0 is adapted if and only if there exists an
adapted point z ∈ O so that hO,Fy = hz,F . Moreover, if Y, Y
′ ∈ a◦reg and z ∈ O and
y ∈ P · y0 and satisfy
z ∈MA exp
(
Φz0(Y )
)
· z0 and y ∈ MA exp
(
ΦO,Fy0 (Y
′)
)
· y0 (9.2)
(and hence are adapted), then hO,Fy = hz,F if and only if Φ
O,F
y0 (Y ) = Φ
O,F
y0 (Y
′).
Proof. Assume that y ∈ P · y0 is adapted. By Proposition 3.12 there exists m ∈ M ,
a ∈ A and Y ∈ a◦ so that y = ma exp
(
ΦO,Fy0 (Y )
)
· y0. Set z = exp
(
Φz0(Y )
)
· z0 and let
X be in the interior of F . Then by Proposition 5.2 (iv) and Lemma 9.3
hz,F =
(
Ad
(
(ma exp
(
Φz0(Y )
))
hz0
)
X
= Ad
(
(ma exp
(
ΦO,Fy0 (Y )
)
hz0,X = h
O,F
y .
If z ∈ O is adapted and y ∈ P · y0 satisfies hO,Fy = hz,F , then y is adapted by Lemma
9.2.
Finally, if (9.2) holds and hO,Fy = hz,F , then Y ∈ h
⊥
z and hence Y ∈ h
⊥
z,F . This
implies that Y ∈ (hO,Fy )
⊥. By Proposition 3.12
y ∈MA exp
(
ΦO,Fy0 (Y )
)
· y0,
and hence ΦO,Fy0 (Y ) = Φ
O,F
y0
(Y ′) in view of Proposition 3.6 (ii).
We end this section with a description of the compression cone of ZO,F .
Proposition 9.5. LetO be an open P -orbit inZ and letF be a face of C. The compression
cone of ZO,F is equal to C + aF .
Proof. The assertion follows directly from (8.5) and (8.4).
In view of Proposition 9.5 the compression cone of ZO,F does not depend on the open
P -orbit O. We therefore write CF for the compression cone, i.e.,
CF := C + aF .
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10 Admissible points
Proposition 7.2 is most useful for points z ∈ Z for which the limits hz,X for order-regular
elements X ∈ a are conjugates of h∅ by some element in N . The purpose of the next
definition is to single out those adapted points for which all such limits have this property.
Definition 10.1. We say that an adapted point z ∈ Z is admissible if for every order-
regular element X ∈ a, there exists an element element w ∈ N so that
hz,X = Ad(w)h∅.
In the remainder of this section we will prove the existence of adapted points. In the
next section we will use the set elements w ∈ N so that Ad(w)h∅ occurs as a limit hz,X
of hz for an admissible point z to construct the little Weyl group.
We begin with a few remarks.
Remark 10.2. (a) The set of admissible points is LQ-stable.
(b) If z is admissible and v ∈ N is such that Pv−1 · z is open, then v−1 · z is adapted by
Lemma 7.3. Moreover, if X ∈ a, then
hv−1·z,X = Ad(v
−1)hz,Ad(v)X .
From this it follows that v−1 · z is also admissible.
We define the subgroupN∅ of N by
N∅ := {w ∈ N : Ad(w)h∅ = Ad(m)h∅ for somem ∈M}. (10.1)
Lemma 10.3. We haveN∅ = NLQ(a). Moreover,N∅ is a normal subgroup ofN . Finally,
the groupN /N∅ is finite.
Proof. Since the elements in N normalize a, they also normalize m+ a. Note that h∅ +
m + a = q is M-stable. Therefore, the elements in N∅ normalize q, and hence N∅ ⊆
NG(a) ∩ Q = NLQ(a). To prove the other inclusion we choose an adapted point z ∈ Z
so that h∅ = hz,X for someX ∈ C. Then
h∅ = (m ∩ hz)⊕ ah ⊕ lQ,nc ⊕ nQ.
We recall that LQ = MALQ,nc, see (3.1). SinceMA normalizes LQ,nc, and LQ,nc in turn
normalizes nQ, we have Ad(l)h∅ = h∅ for every l ∈ LQ,nc. Furthermore h∅ is A-stable. It
thus follows that NLQ(a) ⊆ N∅. This proves the first assertion.
For the second assertion, we recall that LQ = MALQ,nc, see (3.1). By definition N
normalizes A and LQ,nc. Every element normalizing A also normalizesM . Therefore N
normalizesN∅. This proves the second assertion.
For the final assertion we note thatN andN∅ both contain the groupMA. AsN /MA
is a subgroup of the Weyl group of Σ, is is finite. This implies that N /N∅ is finite.
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The quotientN /N∅ is in view of Lemma 10.3 a group. Moreover, the elements inN∅
can be realized inNLQ(a) = NLQ,nc(a)×MA. Every coroot α
∨ of a root α ∈ Σ(a, lQ,nc)
lies in ah, and hence Ad(w)X − X ∈ ah for every w ∈ N∅ and X ∈ a. Therefore, W
acts naturally on a/ah. Note that the compression cone C is stable under translation by
elements in ah. We write ph for the projection a→ a/ah.
The main result in this section is the following proposition.
Proposition 10.4.
(i) The set of admissible points is dense and has non-empty interior in the set of adapted
points in Z (all with respect to the subspace topology). In particular, every open P -
orbit in Z contains an admissible point.
(ii) For z ∈ Z define
Wz := {wN∅ ∈ N /N∅ : w ∈ N and there exist X ∈ a so that hz,X = Ad(w)h∅}.
Let z ∈ Z be admissible and let z′ ∈ Z. If z′ is adapted, thenWz′ ⊆ Wz. Moreover,
if z′ is admissible, thenWz′ =Wz.
The remainder of this section is devoted to the proof of the proposition. We break up
the proof in a sequence of lemmas.
Lemma 10.5. Let z ∈ Z be adapted. There exists an open neighborhood U of z in P · z
so thatWz ⊆ Wz′ for all adapted points z′ ∈ U .
Proof. Let w ∈ Wz and let v ∈ N be so that vN∅ = w. By Proposition 7.2 the P -
orbit Pv−1 · z is open. Therefore, there exists a open neighborhood Uv of e in G so that
Pv−1Uv · z ⊆ Pv−1 · z. It follows from the same proposition that v ∈ Wz′ for every
adapted point in z′ ∈ Uv · z. The assertion now follows with U equal to the intersection
of the sets Uv · z, where v runs over a set of representatives in N forWz.
We now use Lemma 10.5 to prove a much stronger statement.
Lemma 10.6. Let z ∈ Z be adapted. There exists a open and dense subset U of the set
of adapted points in Z (with respect to the subspace topology) so thatWz ⊆ Wz′ for all
z′ ∈ U .
Proof. Let w ∈ Wz. We will prove that there exists an open and dense subset Uw of the
set of adapted points so that w ∈ Wz′ for all z′ ∈ Uw. Since N /N∅ is finite, the assertion
in the lemma follows from this with U equal to the finite intersection U =
⋂
w∈Wz
Uw.
Let k = dim(hz) with z ∈ Z, and let ι : Gr(g, k) →֒ P(
∧k
g) be the Plu¨cker
embedding, i.e., ι is the map given Let k = dim(E) and let ι : Gr(g, k) →֒ P(
∧k
g) be
the Plu¨cker embedding, i.e., ι is the map given by
ι
(
span(v1, . . . , vk)
)
= R(v1 ∧ · · · ∧ vk).
The map ι is a diffeomorphism onto a compact submanifold of P(
∧k
g).
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Let v ∈ N be a representative of w and let X ∈ Ad(v)C. Let e1, . . . , em be a basis of∧k
g consisting of eigenvectors ad(X). We write µ1, . . . , µm ∈ R for the corresponding
eigenvalues. We may order the eigenvectors so that µ1 ≥ µ2 ≥ · · · ≥ µm. Let ξ ∈∧k
g be the element so that ι(hz) = Rξ and let c1, . . . , cm : nQ → R be the functions
determined by
Ad
(
exp(Y )
)
ξ =
m∑
i=1
ci(Y )ei.
Since n is a nilpotent Lie algebra, the function
n→
k∧
g; Y 7→ Ad
(
exp(Y )
)
ξ
is polynomial, and hence also the functions ci are polynomial. Since Φz is a rational
function, the functions ci ◦ Φz : a◦ → R are rational. Let j0 be the smallest number so
that cj0 ◦ Φz is not identically zero, and let j1 be the largest number so that µj1 = µj0 .
Define the rational map a◦ → R
p :=
j1∑
i=j0
(ci ◦ Φz)
2.
Then for every Y in the open and dense subset V := p−1(R \ {0}) of a◦
(
Ad
(
exp ◦Φz(Y )
)
V
)
X
= R
j1∑
i=j0
ci ◦ Φz(Y )ej .
By Lemma 10.5 there exists an open neighborhood U ′ of z so that w ∈ Wz′ for all
adapted points z′ ∈ U ′. Since X ∈ Ad(v)C we have in view of Proposition 7.2 that for
every adapted point z′ ∈ U ′ there exists a m ∈ M so that hz′,X = Ad(vm)h∅. It follows
that
R
j1∑
i=j0
ci ◦ Φz(Y )ej ∈ Ad(vM)ι(h∅) (10.2)
for all Y ∈ a◦ so that exp
(
Φz(Y )
)
· z ∈ U ′. The set of elements Y for which this holds
is open. Since the functions ci ◦ Φz are rational, we conclude that (10.2) holds for all
Y ∈ a◦, i.e., for every Y ∈ V
h
exp
(
Φz(Y )
)
·z,X
= Ad(vm)h∅
for somem ∈M . In particular
w ∈ W
exp
(
Φz(Y )
)
·z
(
Y ∈ p−1(R \ {0})
)
.
Since hma·z′,X = Ad(ma)hz′,X for everym ∈M , a ∈ A and z′ ∈ Z, it follows that
w ∈ Wz′ (z
′ ∈MA exp
(
Φz(V )
)
· z
)
.
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The set MA exp
(
Φz(V )
)
· z is open and dense in the set of adapted points in P · z in
view of Proposition 3.12.
Finally it follows from Proposition 3.13 and Lemma 6.7 that for each open P -orbitO
there exists a z′ ∈ O so that w ∈ Wz′ . The argument above then shows that w ∈ Wz′ for
an open and dense subset of the set of adapted points in O.
For an adapted point z ∈ Z we define
Az := {X + ah ∈ a/ah : hz,X = Ad(w)h∅ for some w ∈ N}
Lemma 10.7. Let z ∈ Z be adapted. The following hold.
(i) The point z is admissible if and only if Az is dense in a/ah.
(ii) Az =
⋃
w∈Wz
w · ph(C).
(iii) Let w ∈ Wz and let v ∈ N be so that w = vN∅. By Proposition 7.2 and Lemma 7.3
the point v−1 · z is adapted. Then
Av−1·z = w
−1 · Az.
(iv) There exists an open and dense subset U of the set of adapted points in Z (with
respect to the subspace topology) so that Az ⊆ Az′ for all z′ ∈ U .
Proof. The identity in (ii) follows from Proposition 7.2. The identity shows that Az is
open. It follows from Proposition 5.2 (iii) thatAz is dense if and only if p
−1
h (Az) contains
all order-regular elements. The latter is true if and only if z is admissible. This proves (i).
We move on to prove (iii). Since hv−1·z,X = Ad(v
−1)hz,Ad(w)X for every X ∈ a, we
have
Wv−1·z = {w
′N /N∅ : there exist X ∈ a so that hz,X = Ad(ww
′)h∅} = w
−1Wz.
The identity in (iii) now follows from (ii).
The assertion in (iv)follows from (ii) and Lemma 10.6.
In view of the Lemmas 10.6 and 10.7 it suffices to prove the existence of one admis-
sible point in Z. For this we need an alternative characterization of admissible points.
Lemma 10.8. Let z ∈ Z and letX ∈ a be order regular. Then dim(ah) = dim(hz,X ∩ a)
if and only if there exists a w ∈ NG(a) so that hz,X = Ad(w)h∅.
Remark 10.9. It follows from Lemma 7.1 and Lemma 10.8 that an adapted point z ∈ Z
is admissible if and only if hz,X ∩ a = ah for every order regular element X ∈ a.
Proof of Lemma 10.8. For every w ∈ NG(a) we have Ad(w)h∅ ∩ a = Ad(w)ah. There-
fore, it trivially follows that hz,X∩a = Ad(w)ah if hz,X = Ad(w)h∅ for somew ∈ NG(a),
and hence dim(hz,X ∩ a) = dim(ah). It remains to prove the other implication.
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Assume that dim(hz,X ∩ a) = dim(ah). By Lemma 8.7 there exist an adapted point
y ∈ Z, an element g ∈ G and a face F of C so that hz,X = Ad(g)hy,F . It follows from
Lemma 8.3 that
Ng(hz,X) = hz,X +Ad(g)aF +Ad(g)Nm(hy,F).
Let Hz,X be the connected subgroup of G with Lie algebra hz,X and let G
◦ be the open
connected subgroup of NG(hz,X)/Hz,X . Then G
◦ is isomorphic to
exp
(
aF ∩ (hz,X ∩ a)
⊥
)
×M◦,
whereM0 is compact. In view of Proposition 5.2 (ii) the subalgebra hz,X is a-stable, and
hence a ⊆ Ng(hz,X). Since dim(hz,X ∩ a) = dim(ah), the group G◦ contains a split
abelian subgroup of dimension dim(a/ah) and hence
dim
(
aF/ah
)
= dim
(
a/ah
)
.
This implies that F = C, and hence hz,X = Ad(g)h∅.
Note that h∅ contains the subalgebra n. By the Bruhat decomposition of G we may
write g = nwn with n ∈ N , w ∈ NG(a) and n ∈ N . Then n normalizes h∅ and thus
hz,X = Ad(nw)h∅. Since both hz,X and Ad(w)h∅ are normalized by A, we even have
hz,X = Ad(w)h∅.
Lemma 10.10. Let α ∈ Σ and U ∈ gα \ {0}. The following hold.
(i) If V ∈ g−α \ {0}, then ad
2(U)V 6= 0.
(ii) If V ∈ g−2α \ {0}, then ad
4(U)V 6= 0.
Proof. Let f be the Lie subalgebra of g generated by U and θU and let
V := g−2α ⊕ g−α ⊕m⊕ Rα
∨ ⊕ gα ⊕ g2α.
Note that f is isomorphic to sl(2,R) and that V is a representation of f. Now V decom-
poses as
V = V0 ⊕ Vα ⊕ V2α,
where V0 is a finite sum of copies of the trivial representation, Vα is a finite sum of copies
of the highest weight representation with highest weight α (i.e., f), and V2α is a finite sum
of copies of the highest weight-representation of f with highest weight 2α.
The kernel of ad(U) in Vα is equal to the space of highest weight vectors and hence
is contained in gα ⊕ g2α. This implies that the kernel of ad
2(U) in Vα is contained in
m⊕ Rα∨ ⊕ gα. In a similar fashion we deduce that the kernel of ad
2(U) in V2α is equal
to gα. The assertion in (i) now follows as g−α ⊆ Vα ⊕ V2α.
For (i) we continue the analysis and conclude in the same manner as before that the
kernel of ad4(U) in V2α is equal to g−α⊕m⊕Rα∨⊕gα⊕g2α. The assertion now follows
as g−2α ⊆ V2α.
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We now prove the existence of admissible points under a very restrictive assumption
on Z.
Lemma 10.11. Assume that the compression cone C of Z contains an open half-space.
Then every open P -orbit in Z contains an admissible point.
Proof. If C = a, then every adapted point is admissible. Therefore, we assume that C is
equal to a half-space. Let z ∈ Z be adapted. If z is admissible, then we are done. Assume
therefore that z is not admissible. In view of Lemma 10.8 there exists an order-regular
element X ∈ a so that ah ( hz,X ∩ a. This implies that there exists a Y ∈ nQ so that the
limit R
(
Y + Tz(Y )
)
X
is a line in a◦. Now a ∈ suppz(Y ), and hence there exists a root
α ∈ Σ(Q) so that a ∈ suppz(g−α). It follows that α ∈Mz.
Since C is a half-space, the negative dual cone−C∨ is a half-line. As−C∨ is generated
byMz, it follows that
Mz ⊆ R>0α. (10.3)
Note that α vanishes on ah. In case the root system Σ is not reduced, we may without
loss of generality assume that 1
2
α /∈ Σ(Q) or a /∈ suppz(g− 1
2
α).
If β ∈ Σ(Q), then a ∈ suppz(g−β) implies that β ∈ {α, 2α}, and hence by Lemma
8.5
Im (Φz) ⊆ gα ⊕ g2α.
We define the maps
φk : a
◦
reg → gkα (k = 1, 2)
to be maps determined by Φz = φ1 + φ2. By (3.9)
T⊥z (X) = −[φ1(X) + φ2(X), X ] +
1
2
[φ1(X) + φ2(X), [φ1(X) + φ2(X), X ]]
= α(X)
(
φ1(X) + 2φ2(X)
)
(X ∈ a◦),
and hence for k = 1, 2
φk(X) =
1
kα(X)
pkαT
⊥
z (X) (X ∈ a
◦, α(X) 6= 0), (10.4)
where pkα : g→ gkα is the projection along the Bruhat decomposition.
We claim that there exists an element X ∈ ker(α) ∩ a◦ so that pα
(
T⊥z (X)
)
6= 0. To
prove the claim we aim at a contradiction and assume that ker(α) ∩ a◦ ⊆ ker(pα ◦ T⊥z ).
The space ker(α) ∩ a◦ has codimension 1 in a◦. Since a ∈ suppz(g−α), not all of a
◦ is
contained in
(
G(Tz
∣∣
g−α
)
)⊥
. Moreover, if X ∈ a◦ is not contained in
(
G(Tz
∣∣
g−α
)
)⊥
then
there exists a Y−α ∈ g−α so that B
(
X, Y−α + Tz(Y−α)
)
6= 0. For every Y2α ∈ g2α
B
(
X + Y2α, Y−α + Tz(Y−α)
)
= B
(
X, Y−α + Tz(Y−α)
)
6= 0.
However,
B
(
X + T⊥z (X), Y−α + Tz(Y−α)
)
= 0.
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Therefore, the map pα ◦ T⊥z is not identically equal to 0. It follows that ker(α) ∩ a
◦ =
ker(pα ◦ T⊥z ). Now
a◦ ∩ h⊥z = ker(T
⊥
z ) ⊆ ker(pα ◦ T
⊥
z ) = ker(α) ∩ a
◦.
This implies that α vanishes on a◦ ∩ h⊥z and hence a
◦
reg ∩ h
⊥
z = ∅. This is in contradiction
with the assumption that z is adapted, and hence the claim is proven.
We now fix an element X ∈ ker(α) ∩ a◦ so that pα
(
T⊥z (X)
)
6= 0. Let Uα, Cα ∈ gα
and U2α, C2α ∈ g2α be so that
T⊥z (X) = 2Uα + 4U2α and T
⊥
z (α
∨) = 2Cα + 4C2α.
If t > 0 is sufficiently large, thenX + 1
t
α∨ ∈ a◦reg. By (10.4) we then have for t≫ 1
φk
(
X +
1
t
α∨
)
= tUkα + Ckα.
For t ∈ R define
nt := exp
(
Cα + C2α + tUα + tU2α
)
. (10.5)
Note that for sufficiently large t > 0
nt = exp
(
Φz
(
X +
1
t
α∨
))
,
and hence nt · z is adapted. We claim that nt · z is admissible for sufficiently large t > 0.
Let X ∈ a \ C be order-regular. We will show that hnt·z,X ∩ a = ah for sufficiently large
t > 0. The claim then follows from Lemma 10.8 and Proposition 7.2.
Define
f := g−2α ⊕ g−α ⊕m⊕ a⊕ gα ⊕ g2α and E :=
⊕
β∈Σ(Q)\{α,2α}
g−β ⊕ gβ.
It follows from (10.3) that
hz = (lQ ∩ hz)⊕ G(Tz) = (lQ ∩ hz)⊕
(
f ∩ G(Tz)
)
⊕
(
E ∩ G(Tz)
)
.
Now f is a Lie subalgebra of g and the spaces lQ and E are normalized by f. Therefore,
hnt·z = Ad(nt)hz = (lQ ∩Ad(nt)hz)⊕
(
f ∩ Ad(nt)G(Tz)
)
⊕
(
E ∩ Ad(nt)G(Tz)
)
.
Since lQ, f and E are a-stable
hz,X ∩ a = ah ⊕
(
a ∩
(
f ∩Ad(nt)G(Tz)
)
X
)
It remains to prove that
a ∩
(
Ad(nt)
(
f ∩ G(Tz)
))
X
= a ∩
(
f ∩Ad(nt)G(Tz)
)
X
= {0}. (10.6)
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It follows from (10.5) that there exists a polynomial map
P : g−2α × g−α × R→ m⊕ gα ⊕ g2α
so that for every Y−2α ∈ g−2α and Y−α ∈ g−α the map
P (Y−2α, Y−α, · ) : R→ m⊕ gα ⊕ g2α
is a polynomial function of order at most 3 and
Ad(nt)
(
Y−2α + Y−α + Tz(Y−2α + Y−α)
)
= t4ad4(Uα)Y−2α + P (Y−2α, Y−α, t) (10.7)
for every Y−2α ∈ g−2α, Y−α ∈ g−α and t ∈ R. If Y−2α 6= 0, then ad
4(Uα)Y−2α by Lemma
10.10 (ii). Likewise there exists a polynomial map
Q : g−α × R→ m⊕ gα ⊕ g2α
so that for every Y−α ∈ g−α
Q(Y−α, · ) : R→ m⊕ gα ⊕ g2α
is a polynomial function of order at most 1 and
Ad(nt)
(
Y−α + Tz(Y−α)
)
= t2ad2(Uα)Y−α +Q(Y−α, t) (10.8)
for every Y−α ∈ g−α and t ∈ R. If Y−α 6= 0, then ad
2(Uα)Y−α by Lemma 10.10 (i).
Let S = {Y ∈ g−2α ⊕ g−α : −B(θY, Y ) = 1}. It follows from (10.7) and (10.8) that
for sufficiently large t > 0 and all Y ∈ S
(pα + p2α)
(
Ad(nt)
(
Y + Tz(Y )
))
6= 0
Therefore, the limit (
RAd(nt)
(
Y + Tz(Y )
))
X
(10.9)
is contained in the one of the root-spaces g−2α, g−α, gα or gα. In particular, the limit is
not contained in a. As (
Ad(nt)
(
f ∩ G(Tz)
))
X
is spanned by the lines (10.9) with Y ∈ S, it follows that (10.6) holds, and thus we have
proven that nt · z is admissible for t≫ 1.
Proof of Proposition 10.4. In view of the Lemmas 10.6 and 10.7 it suffices to prove the
existence of one admissible point in Z.
If z is admissible, then we are done. Therefore, assume that z is not admissible. Then
Az is not dense by Lemma 10.7 (i). It follows from Lemma 10.7 (ii) that there exist a
w ∈ Wz and a wallF of C so that w ·ph(F) is contained in the boundary ofA. Let v ∈ N
be so that vN∅ = w. By Lemma 10.7 (iii) the wall ph(F) is contained in the boundary
ofAv−1·z. By replacing z by v
−1 · z, we may therefore assume that ph(F) is contained in
the boundary of Az.
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The compression cone of ZO,F contains the half-space a
− + aF . (In fact the com-
pression cone is equal to this half-space.) Therefore we may apply Lemma 10.11 to the
space ZO,F . Let y ∈ ZO,F satisfy hz,F = hO,Fy . The point y is adapted by Proposi-
tion 9.4, and hence P · y is open. By Lemma 10.11 there exists an admissible point
y′ ∈ P · y. In view of Proposition 3.12 there exist m ∈ M , a ∈ A and Y ∈ a◦reg so that
y′ = ma exp
(
ΦO,Fy (Y )
)
· y.
Let z′ := ma exp
(
Φz(Y )
)
· z. There exists a connected component R of the set of
order-regular elements in a so that ph(R) ∩ Az = ∅ and R intersects with the interior of
F . We claim that ph(R) ⊆ Az′. By Proposition 9.4 we have h
O,F
y′ = hz′,F . Then, in view
of Proposition 5.2 (iii),
hz′,X = (hz′,F)X = (h
O,F
y′ )X (X ∈ R).
Since y′ is an admissible point in ZO,F , there exists an element v
′ ∈ N so that (hO,Fy′ )X =
Ad(v′)h∅. It follows that ph(R) ⊆ Az′. This proves the claim. In view of Lemma 10.7
(iv) there exists a dense and open subset U of the set of adapted points so that
Az ∪ ph(R) ⊆ Az′′.
If z′′ is admissible, then we are done. If not, we replace z by z′′ and repeat the above
procedure to find another adapted point z′ with Az ( Az′ . It follows from Lemma 10.7
(ii) that after finitely many iterations this process ends, and thus we find an admissible
point in Z.
11 The little Weyl group
In this section we construct the little Weyl group of Z.
We define
W :=Wz (11.1)
= {wN∅ ∈ N /N∅ : w ∈ N and there exist X ∈ a so that hz,X = Ad(w)h∅},
where z ∈ Z is any admissible point. This set does not depend on the choice of z by
Proposition 10.4. We recall that ph is the projection a→ a/ah.
Theorem 11.1. The setW is a subgroup of N /N∅. Moreover,W acts faithfully on a/ah
as a reflection group and is as such generated by the simple reflections in the walls of
ph(C). Moreover, ph(C) is a fundamental domain for the action of W on a/ah. Finally,
W is equal to the little Weyl group of Z as defined in [KK, Section 9].
We will prove the theorem in a number of steps. We begin with the first assertion in
the theorem.
Proposition 11.2. W is a subgroup ofN /N∅.
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Proof. Let z ∈ Z be admissible. Let w ∈ W and let v ∈ N be so that w = vN∅. By
Proposition 7.2 the P -orbit Pv−1 · z is open, and hence v−1 · z is admissible; see Remark
10.2 (b). Let w′ ∈ W and let v′ ∈ N be so that w′ = v′N∅. In view of Proposition 7.2
there exists anm ∈ M so that for everyX ∈ Ad(vv′)C
Ad(v−1)hz,X = hv−1·z,Ad(v−1)X = Ad(v
′m)h∅,
and hence hz,X = Ad(vv
′m)h∅. Therefore, ww
′ = vv′N∅ ∈ W . It follows that wW ⊆
W , and hence, sinceW is finite,
wW =W.
We thus see that W is closed under multiplication. As W is finite, it is a subgroup of
N /N∅.
It follows from Proposition 7.2 that
a/ah =
⋃
w∈W
w · ph(C) (11.2)
and
w · ph(C) ∩ w
′ · ph(C) = ∅ (w,w
′ ∈ W, w 6= w′). (11.3)
For an open P -orbitO in Z and a face F of C we writeWO,F for the subgroup (11.1)
of N /N∅ for the spherical space ZO,F .
Lemma 11.3. Let O be an open P -orbit in Z and let F be a wall of C. Then WO,F is
a subgroup ofW of order 2. Moreover,WO,F stabilizes ph(F). Finally,WO,F does not
depend on the open P -orbit O.
Proof. Let R be a connected component of the set of order-regular elements in a so that
R intersects with the relative interior of F andR∩C = ∅. Let w ∈ W be the element so
that ph(R) ⊆ w · ph(C) and let v ∈ N be a representative of w.
Let z ∈ Z be admissible and let y ∈ ZO,F be so that hO,Fy = hz,F . By Proposition 9.4
the point y is adapted. It follows from Proposition 5.2 (iii) and Proposition 7.2 that there
exists anm ∈ M so that for all X ∈ R
(hO,Fy )X = (hz,F)X = hz,X = Ad(vm)h∅,
and hence w = vN∅ ∈ WO,F .
The compression cone of ZO,F is given by CF = C+aF , see Proposition 9.5. Since F
is a wall, the space ph(aF) has codimension 1 in a/ah, and hence ph(CF ) is an open half-
space. Therefore, also w · ph(CF ) is an open half-space. Moreover, ph(CF ) and w · ph(CF )
are disjunct, and thus
a/ah = ph(CF ) ∪ w · ph(CF ) and ph(CF) ∩ w · ph(CF ) = ∅.
In view of (11.3) the groupWO,F is of order 2. Since w is non-trivial, we haveWO,F =
{1, w}
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IfR′ is another connected component of the set of order-regular elements in a so that
R′ intersects with the relative interior of F and R′ ∩ C = ∅, then there exists a w′ ∈ W
so that ph(R′) ⊆ w′ · ph(C). The arguments above show that WO,F = {1, w′} and it
follows that w = w′. Therefore, all connected componentsR′ of the set of order-regular
elements in a so that R′ intersects with the relative interior of F and R′ ∩ C = ∅ have
the property that ph(R′) ⊆ w · ph(C). This shows that the relative interior of ph(F) is
contained in w · ph(C) and hence ph(F) is a wall of w · ph(C). The element w stabilizes
ph(C) ∩ w · ph(C). The latter set is equal to the common wall ph(F).
Finally, ifO′ is another open P -orbit in Z, then the arguments above yield an element
w′ ∈ W so that w′ · ph(C) ∩ ph(C) = ph(F). However, this property uniquely determines
w′ and thus w′ = w.
In view of Lemma 11.3 we may for a wall F of C define
WF :=WO,F ,
where O is any open P -orbit in Z.
We recall the edge aE of the compression from (6.2).
Lemma 11.4. W normalizes the subspace aE/ah in a/ah.
Proof. Let z ∈ Z be admissible and w ∈ W . Then aE = Na(hz) by Proposition 6.9.
For every X ∈ a and Y ∈ aE we have hz,X+Y = hz,X . Therefore, w · ph(C) + aE/ah ⊆
w · ph(C), and hence aE/ah ⊆ w · ph(C). Now
aE/ah ⊆
(
w · ph(C)
)
∩
(
− w · ph(C)
)
= w ·
(
ph(C) ∩
(
− ph(C)
))
= w · aE/ah.
Since aE/ah and w · aE/ah have the same dimension, these spaces are in fact equal.
It follows from Lemma 11.4 thatW acts on a/aE in a natural manner. We write pE
for the projection a → a/aE. If w ∈ W , then w · pE(C) = pE(C) if and only if w = e.
Therefore, w acts trivially on a/aE if and only if w = e.
Lemma 11.5. Let F be a wall of C and let w be the non-trivial element inWF . Then the
action of w on a/aE is given by the simple reflection in aF/aE.
Proof. By Lemma 11.3 the element w has order 2 and stabilizes ph(F). Since w acts as
an orthogonal linear map on a/ah and thus also on a/aE, the action ofw is diagonalizable
and the eigenvalues are ±1. The cone pE(F) is proper, i.e., pE(F) ∩ −pE(F) = 0. It
follows that w acts trivially on pE(F) and hence also on aF/aE = span
(
pE(F)
)
. It
follows that w acts by a reflection in aF/aE.
Lemma 11.6. W is generated by the groups WF where F runs over the walls of C.
Moreover,W is isomorphic to the little Weyl group.
Proof. It follows from (11.2), (11.3) and Lemma 11.5 thatW considered as a subgroup of
GL(a/aE) is a reflection group generated by the simple reflections in the walls of pE(C).
In particular, pE(C) is a fundamental domain for the action ofW on a/aE. Comparison
to [KK, Section 9] shows thatW is isomorphic to the little Weyl group.
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If aE = ah, thenW is not just isomorphic to the little Weyl group, but actually equal.
Otherwise W is stabilizing aE/ah, but may a priori act non-trivially. In that case W
would be isomorphic to the little Weyl group, but it would not act by reflections on a/ah
like the little Weyl group does.
The following lemma relies on a computation which we have put in the Appendix.
Lemma 11.7. For every wall F of C there exists a sF ∈ N that acts on a/ah by reflection
in the hyperplane aF/ah. Moreover,
WF = {eN∅, sFN∅}.
Proof. Let z ∈ Z be an admissible point and let α ∈ Sz be so that (8.3) holds.
If α ∈ Σ ∪ 2Σ, then the simple reflection s in α is contained in the Weyl groupW of
Σ and normalizes ah as α
∣∣
ah
= 0. Note that s acts on a/ah by reflection in aF/ah.
If α /∈ Σ ∪ 2Σ, then by Proposition A.1 there exist β, γ ∈ Σ(Q) so that α = β + γ,
β and γ are orthogonal and span(β∨, γ∨) ∩ ah 6= {0}. Let σβ ∈ W and σγ ∈ W be the
simple reflections in β and γ respectively. Then s := σβσγ acts on a/ah by reflection in
kerα/ah = aF/ah.
It remains to prove that sN∅ ∈ WF . Let v ∈ N be a representative of the non-trivial
element inWF . Let O = P · z and let be an admissible point in ZO,F . The compression
cone CF is an open half-space. Therefore, for everyX ∈ CF we have
(hO,Fy )X = Ad(m)h∅ and (h
O,F
y )−X = Ad(m
′v)h∅
for some elements m,m′ ∈ M . Both h∅ and Ad(v)h∅ are a-stable. Let ι be the Plu¨cker
embedding. The weight with which ad(a) acts on the vectors ι
(
h∅
)
and ι
(
Ad(v)h∅
)
are
equal to −2ρQ and −2Ad
∗(v)ρQ, respectively.
LetMO,Fy be the monoid (8.1) for the space ZO,F and the adapted point y. Then
MO,Fy ⊆ R>0α.
Therefore, if X ∈ CF and Y ∈ hO,Fy \ {0}, then (RY )X and (RY )−X are a-stable lines
with eigenweights differing by a multiple of α. Hence, every a-weight that occurs in
Ad(v)h∅ differs by a multiple of α from an a-weight in h∅. It follows that Ad
∗(v)ρQ =
ρQ+ rα for some r ∈ R \ {0}. Since the length of Ad
∗(v)ρQ and ρQ are equal, it follows
that
‖ρQ‖
2 = ‖ρQ‖
2 + 2r〈ρQ, α〉+ r
2‖α‖2.
This equation has precisely one non-zero solution r. Note that Ad∗(s)ρQ ∈ ρQ+Rα and
Ad∗(s)ρQ 6= ρQ. It follows that
Ad∗(v)ρQ = Ad
∗(s)ρQ.
Therefore, sv−1 ∈ NLQ(a). By Lemma 10.3 the latter group is equal to N∅, and hence
sN∅ = vN∅.
Proof of Theorem 11.1. The theorem follows directly from Lemma 11.6 and Lemma 11.7.
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12 Spherical root system
In this section we attach a root system ΣZ to Z of whichW is the Weyl group.
Theorem 12.1. The groupW is a crystallographic group, i.e., it is the Weyl group of a
root system ΣZ in (a/aE)
∗.
Proof. We will verify the criterion in Section VI. 2. 5 of [Bou68]. For this we define
Λ := (a/aE)
∗ ∩ ZΣ(a).
Let z ∈ Z be adapted. We recall the monoidMz from (8.1) and note thatMz ⊆ Λ. It
follows from Proposition 6.9 (i) and (8.1) that Λ has full rank in (a/aE)
∗.
It follows from the Lemmas 11.4, 11.5 and 11.6 that W acts faithfully as a finite
reflection group on a/aE. Moreover, sinceW is a subquotient of NG(a), it preserves the
lattice Λ. Thus by [Bou68, Proposition 9 in Section VI.2.5] there exist a root system ΣZ
in (a/aE)
∗ for whichW is the Weyl group.
The proof of Proposition 9 in Section VI. 2. 5 of [Bou68] provides a construction of
ΣZ . Each reflection s inW determines a root as follows. Let Ds ⊆ (a/aE)∗ be the −1-
Eigenspace of s. Then the primitive elements α, −α in Ds ∩ Λ belong to ΣZ . All roots
in ΣZ are obtained in this manner. This root system is called the spherical root system of
the real spherical homogeneous space Z.
Remark 12.2. (i) In the complex case, the root system constructed here is identical to
the one in [Kno96, Section 6]. If Z is symmetric, then Theorem 6.7 in loc. cit.
makes a comparison between ΣZ and the restricted roots system Σ
r
Z of the complex
symmetric space Z. Namely, ΣZ is the reduced root system associated to 2Σ
r
Z .
(ii) Similarly to each real reductive symmetric space Z, a restricted root system ΣrZ
is attached in [Ros79, Theorem 5]. This root is in general not reduced. The root
system ΣZ is the reduced root system associated to 2Σ
r
Z .
13 Reduction to quasi-affine spaces
Many results for quasi-affine real spherical homogeneous spaces hold true also for real
spherical spaces that are not quasi-affine. These results can be proven by a simple reduc-
tion from the quasi-affine case. In this section we drop the standing assumption that Z is
quasi-affine.
By Chevalley’s theorem there exists a real rational representation (π, V ) of G and a
vector vH ∈ V so that H is equal to the stabilizer of RvH . Let χ be the character with
whichH acts on RvH . Set
G′ := G× R× and H ′ := {
(
h, χ(h)−1
)
∈ G′ : h ∈ H}.
Then
Z ′ := G′/H ′
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is a quasi-affine real spherical homogeneous space. We denote the natural projection
Z ′ → Z by π.
The results in the previous sections apply to the space Z ′. Many of them imply the
analogous assertions for Z. We will list here the most relevant.
We define P ′ to be the minimal parabolic subgroup P × R× of G′. Define
M ′ := M × {1}, A′ = A× R× and N ′ := N × {1}.
Then P ′ = M ′A′N ′ is a Langlands decomposition of P ′.
A point z ∈ Z is called adapted (with respect to P = MAN) if there exists an adapted
point z′ ∈ Z ′ (with respect to P ′ = M ′A′N ′) so that π(z′) = z. Since {e} × R× ⊆ A′
and the sets of adapted points in Z ′ are stable under multiplication by elements in A′, the
set π−1(z) consists of adapted points if and only if z is adapted.
For an adapted point z′ ∈ Z ′ let L′Q = ZG′
(
a′ ∩ h⊥z′
)
and let Q′ = L′QP
′. Define
Q := π(Q′) and LQ := π(L
′
Q).
Then Q is a parabolic subgroup containing the minimal parabolic subgroup P , and (i)
and (ii) in Proposition 3.6 hold true for all adapted points z ∈ Z.
We set
h∅ := (lQ ∩ hz0) + nQ
for some adapted point z0 ∈ Z. We further define the compression cone of Z to be
C := {X ∈ a : hz,X = Ad(m)h∅ for somem ∈M}
where z ∈ Z is an adapted point. The compression cone C′ for Z ′ is related to C by the
identity
C′ = C × R ⊆ a× R.
It follows from Proposition 6.5 that C is does not depend on the adapted point z ∈ Z
chosen to define it.
We call an adapted point z ∈ Z admissible if for every order-regular element X ∈ a
there exists a w ∈ NG(a) so that hz,X = Ad(w)h∅. Then z is admissible if and only if
π−1(z) consists of admissible points in Z ′. It follows from Proposition 10.4 (i) that the
set of admissible points is open and dense in the set of adapted points in Z with respect
to the subspace topology. Define
N∅ := {w ∈ NG(a) : Ad(w)h∅ = Ad(m)h∅ for somem ∈M},
and
W := {wN∅ ∈ NG(a)/N∅ : w ∈ N and there exist X ∈ a so that hz,X = Ad(w)h∅},
where z is an admissible point in Z. Then π induces a bijection betweenW and the little
Weyl groupW ′ of Z ′. In particularW is a finite group and acts on a/ah as a reflection
group. Let ph be the projection a→ a/ah. ThenW is generated by the simple reflections
in the walls of ph(C) and ph(C) is a fundamental domain for the action ofW on a/ah.
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If aE denotes the edge of C, then the edge of C′ is given by a′E = aE × R. Therefore,
there is a canonical identification φ : a/aE → (a × R)/a′E. The map φ intertwines the
action ofW andW ′. Finally, if ΣZ′ is the spherical root system of Z ′, then
ΣZ := {α ◦ φ : α ∈ ΣZ′}
is a root system, which is called the spherical root system of Z.
Appendix: Walls of the compression cone
For every wall F of C there exists an α ∈ Σ + (Σ ∪ {0}) so that (8.3) holds. The main
result in this appendix is the following proposition, which puts restriction on the elements
α which can occur. The result is needed for the proof of Lemma 11.7.
Proposition A.1. Let F be a wall of C. Then either there exists a root α ∈ Σ(Q) so that
aF = ker(α), or there exist β, γ ∈ Σ(Q) so that aF = ker(β+ γ) and the following hold,
(i) β is a simple root,
(ii) β and γ are orthogonal
(iii) span(β∨, γ∨) ∩ ah 6= {0}.
Remark A.2. Brion proved a stronger version of this lemma under the assumption that
G andH are complex groups. See [Bri90, Theorem 2.6]. The proof of Proposition A.1 is
heavily inspired by the proof of Brion.
Before we prove the proposition, we first prove a lemma.
Lemma A.3. Let z ∈ Z be adapted. The set Sz consists of α + β ∈ Sz, with α a simple
root in Σ(Q), and β ∈ suppz(g−α) ∩ Σ(Q) or β = 0.
Proof. Let X ∈ a be an order regular element so that α(X) > 0 for all α ∈ Σ(Q), and
let > be the linear order on Σ(Q) given by α > β if and only if α(X) > β(X). For a
root α ∈ Σ(Q) we defineMz,α to be the monoid generated by the set
{β + γ ∈ Sz : β ∈ Σ(Q), β ≤ α, γ ∈ suppz(g−β) ∩ Σ(Q)}
∪ {β ∈ Σ(Q) : β ≤ α, {a,m} ∩ suppz(g−β) 6= ∅}.
To prove the assertion it suffices to prove thatMz is generated by elements α + β ∈ Sz,
with α a simple root in Σ(Q), and β ∈ suppz(g−α) ∩ Σ(Q) or β = 0. To prove the latter
we will show thatMz,α+β ⊆ 〈Mz,β ∪Mz,α〉 for all α, β ∈ Σ(Q) with α simple.
For γ ∈ Σ(Q) ∪ {m, a} we define γ˜ ∈ Σ(Q) ∪ {0} to be equal to γ if γ ∈ Σ(Q) and
0 otherwise. Let α, β ∈ Σ(Q) with α simple. Then by Lemma 4.1
Tz
(
g−α−β
)
⊆
[
Tz(g−α), Tz(g−β)
]
+ Tz
( ⊕
γ∈suppz(g−β)
α−γ˜∈Σ(Q)
gγ˜−α
)
+ Tz
( ⊕
γ∈suppz(g−α)
β−γ˜∈Σ(Q)
gγ˜−β
)
+
(
lQ ∩ hz
)
.
Let γ ∈ suppz(g−α−β). Then one of the following holds.
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(i) There exists a δ ∈ suppz(g−α) so that γ˜ = δ˜− β. In this case γ˜ +α+ β = α+ δ˜ ∈
Mz,α.
(ii) There exists a δ ∈ suppz(g−β) so that γ˜ = δ˜−α. In this case γ˜ +α+ β = β + δ˜ ∈
Mz,β.
(iii) There exist δ ∈ suppz(g−α) and ǫ ∈ suppz(g−β) so that γ˜ = δ˜ + ǫ˜. Then δ˜ + α ∈
Mz,α and ǫ˜+ β ∈Mz,β, and hence γ˜ + α + β ∈ Mz,α +Mz,β.
(iv) There exists a {m, a}∩suppz(g−β) 6= ∅ and γ ∈ suppz(g−α). In this case β ∈Mz,β
and γ + α ∈Mz,α, and hence γ˜ + α + β ∈Mz,β +Mz,α.
(v) There exists a δ ∈ suppz(g−α)with β−δ˜ ∈ Σ(Q) and γ ∈ suppz(gδ˜−β). In this case
α+ δ˜ ∈Mz,α and γ+β− δ˜ ∈Mz,β−δ˜, and hence γ˜+α+β ∈Mz,α+Mz,β−δ˜ ⊆
Mz,α +Mz,β. For the last inclusion we used that β − δ˜ ≤ β.
Proof of Proposition A.1. Let z ∈ Z be adapted. In the course of the proof we will need
the existence of an elementX ∈ a◦reg ∩ h
⊥
z so that β(X) 6= −γ(X) for every pair of roots
β, γ ∈ Σ(Q). By Proposition 3.12 we may choose z so that such an element X exists.
In view of Lemma A.3 there exists a simple root β ∈ Σ(Q) so that γ := α − β is a
root in Σ(Q) and γ ∈ suppz(g−β). Since α /∈ Σ∪ 2Σ, γ 6= β and β + γ is not a root. We
move on to show that β and γ are orthogonal. We will work towards a contradiction and
assume that 〈β, γ〉 > 0. Note that γ − β is a root and is positive.
Let δ ∈ Σ(Q) ∪ {m, a}. We define δ˜ ∈ Σ(Q) ∪ {0} to be equal to δ if δ ∈ Σ(Q) and
0 otherwise. We claim that
δ˜ − β /∈ −Σ(Q) or δ /∈ suppz(gβ−γ) or β /∈ suppz(gδ˜−β). (A.1)
Indeed, otherwise γ−β+ δ˜ ∈M and 2β− δ˜ ∈M, and hence α = (γ−β+ δ˜)+(2β− δ˜)
would be decomposable. Likewise,
δ˜ + β − γ /∈ −Σ(Q) or δ /∈ suppz(g−β) or β /∈ suppz(gδ˜+β−γ) (A.2)
since otherwise β + δ˜ ∈ M and γ − δ˜ ∈ M and thus α = (β + δ˜) + (γ − δ˜) would be
decomposable.
Let Yβ−γ ∈ gβ−γ and Y−β ∈ g−β . Then
[Y−β, Yβ−γ] + Tz
(
[Y−β, Yβ−γ]
)
∈
[
Y−β + Tz(Y−β), Yβ−γ + Tz(Yβ−γ)
]
+ (lQ ∩ hz)
+
∑
δ∈suppz(g−β)
δ˜+β−γ∈−Σ(Q)
G
(
Tz
∣∣
g
δ˜+β−γ
)
+
∑
δ∈suppz(gβ−γ)
δ˜−β∈−Σ(Q)
G
(
Tz
∣∣
g
δ˜−β
)
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In view of (A.1) and (A.2) we have
pβTz
(
[Y−β, Yβ−γ]
)
= pβ
([
Y−β + Tz(Y−β), Yβ−γ + Tz(Yβ−γ)
])
=
[
Y−β, p2βTz(Yβ−γ)
]
+
[
pγTz(Y−β), Yβ−γ
]
+
[
p0Tz(Y−β), pβTz(Yβ−γ)
]
+
[
pβTz(Y−β), p0Tz(Yβ−γ)
]
.
For the second equality we used that β is simple, so that the only pairs of non-negative
a-weights that add up to β are (β, 0) and (0, β). We claim that the last two terms
on the right-hand side are equal to 0. Indeed, if
[
p0Tz(Y−β), pβTz(Yβ−γ)
]
6= 0, then
a ∈ suppz(Y−β) or m ∈ suppz(Y−β), and moreover β ∈ suppz(Yβ−γ). In particu-
lar β ∈ M and γ ∈ M and thus α = β + γ would be decomposable. Likewise, if[
pβTz(Y−β), p0Tz(Yβ−γ)
]
6= 0, then it would follow that 2β ∈ M and γ − β ∈ M, and
hence α = 2β + (γ − β) would be decomposable. Therefore,
pβTz
(
[Y−β, Yβ−γ]
)
=
[
Y−β, p2βTz(Yβ−γ)
]
+
[
pγTz(Y−β), Yβ−γ
]
(A.3)
for all Y−β ∈ g−β and Yβ−γ ∈ gβ−γ .
Let Y˜−β ∈ g−β . Let further X ∈ h⊥ ∩ a be so that β(X) 6= −γ(X). In view of (4.1)
and (A.3)
B
(
[Y−β, Yβ−γ], pγTz(Y˜−β)
)
γ(X) = B
(
Y˜−β, pβTz
(
[Y−β, Yβ−γ]
))
β(X)
= B
(
Y˜−β,
[
Y−β, p2βTz(Yβ−γ)
])
β(X) +B
(
Y˜−β,
[
pγTz(Y−β), Yβ−γ
])
β(X).
Using the standard identities for the Killing form, we obtain
β(X) + γ(X)
2
B
(
[pγTz(Y˜−β), Y−β] + [pγTz(Y−β), Y˜−β], Yβ−γ
)
=
β(X)− γ(X)
2
B
(
[pγTz(Y˜−β), Y−β]− [pγTz(Y−β), Y˜−β], Yβ−γ
)
+ β(X)B
(
[Y˜−β, Y−β], p2βTz(Yβ−γ)
)
.
The left-hand side is even as a function of Y˜−β and Y−β, whereas the right-hand side is
odd. Therefore, both sides equal 0 for all Y−β, Y˜−β ∈ g−α and Yβ−γ ∈ gβ−γ . In particular
[pγTz(Y˜−β), Y−β] + [pγTz(Y−β), Y˜−β] = 0
(
Y−β, Y˜−β ∈ g−α
)
,
or equivalently
[pγTz(Y−β), Y−β] = 0
(
Y−β ∈ g−α
)
. (A.4)
Taking commutators on both sides of (A.3) with Y−β and using the Jacobi-identity
and (A.4) we obtain
[
Y−β, pβTz
(
[Y−β, Yβ−γ]
)]
=
[
pγTz(Y−β), [Y−β, Yβ−γ]
]
+
[
Y−β, [Y−β, p2βTz(Yβ−γ)]
]
(A.5)
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for all Y−β ∈ g−β , Yβ−γ ∈ gβ−γ . Note that the second term on the right-hand side is
contained in m. We now pair both sides of (A.5) withX via the Killing form and obtain
− β(X)B
(
Y−β, pβTz(Y−γ)
)
= B
(
X,
[
Y−β, pβTz
(
[Y−β, Yβ−γ]
)])
(A.6)
= B
(
X,
[
pγTz(Y−β), [Y−β, Yβ−γ]
])
= γ(X)B
(
pγTz(Y−β), [Y−β, Yβ−γ]
)
.
We claim that [Y−β, gβ−γ] = g−γ for every non-zero Y−β ∈ g−β . To see this, let
Y−γ ∈ g−γ . Then [θY−β, Y−γ] ∈ gβ−γ and[
Y−β, [θY−β, Y−γ]
]
= −
[
θY−β, [Y−γ, Y−β]
]
−
[
Y−γ, [Y−β, θY−β]
]
.
The first term on the right-hand side vanishes because −β − γ is not a root, while the
second term is equal to γ
(
[θY−β, Y−β]
)
Y−γ , which is a non-zero multiple of Y−γ due to
the assumption that 〈β, γ〉 > 0. This proves the claim.
Because of the claim and (A.6) we have
−β(X)B
(
Y−β, pβTz(Y−γ)
)
= γ(X)B
(
Y−γ, pγTz(Y−β)
)
for every Y−β ∈ g−β and Y−γ ∈ g−γ . However, in view of (4.1) we also have
β(X)B
(
Y−β, pβTz(Y−γ)
)
= γ(X)B
(
Y−γ, pγTz(Y−β)
)
.
It follows that pγTz(Y−β) = 0 for all Y−β ∈ g−β. This is in contradiction with the
assumption that γ ∈ suppz(g−β). We have thus proven that β and γ are orthogonal.
We move on to show that span(β∨, γ∨)∩hz 6= {0}. Let δ ∈ Σ(Q)∪{m, a}. We have
{m, a} ∩ suppz(g−γ) = ∅ or {m, a} ∩ suppz(g−β) = ∅. (A.7)
Indeed, otherwise γ ∈ M and β ∈ M, and hence α = β + γ would be decomposable.
Likewise,
δ˜ − γ /∈ −Σ(Q) or δ /∈ suppz(g−β) or {m, a} ∩ suppz(gδ˜−γ) = ∅ (A.8)
since otherwise β + δ˜ ∈ M and γ − δ˜ ∈ M and thus α = (β + δ˜) + (γ − δ˜) would be
decomposable.
Let Y−γ ∈ g−γ and Y−β ∈ g−β . Then
[Y−β, Y−γ] + Tz
(
[Y−β, Y−γ]
)
∈
[
Y−β + Tz(Y−β), Y−γ + Tz(Y−γ)
]
+ (lQ ∩ hz)
+
∑
δ∈suppz(g−γ )
δ˜−β∈−Σ(Q)
G
(
Tz
∣∣
g
δ˜−β
)
+
∑
δ∈suppz(g−β)
δ˜−γ∈−Σ(Q)
G
(
Tz
∣∣
g
δ˜−γ
)
In view of (A.7) and (A.8) we have
paTz
(
[Y−β, Y−γ]
)
∈ pa
([
Y−β + Tz(Y−β), Y−γ + Tz(Y−γ)
])
+ ah
=
[
Y−β, pβTz(Y−γ)
]
+
[
pγTz(Y−β), Y−γ
]
+ ah
=
‖β‖2
2
B
(
Y−β, pβTz(Y−γ)
)
β∨ +
‖γ‖2
2
B
(
pγTz(Y−β), Y−γ
)
γ∨ + ah.
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Since α = β + γ is not a root, the left-hand side is equal to 0 and thus
‖β‖2
2
B
(
Y−β, pβTz(Y−γ)
)
β∨ +
‖γ‖2
2
B
(
pγTz(Y−β), Y−γ
)
γ∨ ∈ ah.
Moreover, since β and γ are linearly independent, the left-hand side is not equal to 0 if
Y−γ ∈ g−γ satisfies pβTz(Y−γ) 6= 0 and Y−β = θpβTz(Y−γ). Such a Y−γ exists because
β ∈ suppz(g−γ).
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