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For an arbitrary ring R we completely characterize when Q (R),
the maximal right ring of quotients of R , is a direct product of
indecomposable rings and when Q (R) is a direct product of prime
rings in terms of conditions on ideals of R . Our work generalizes
decomposition results of Goodearl for a von Neumann regular
right self-injective ring and of Jain, Lam, and Leroy for Q (R)
when R is right nonsingular. To develop our results, we deﬁne
a useful dimension on bimodules and characterize the subset of
ideals of R which are dense in ring direct summands of Q (R).
A structure theorem for RB(Q (R)), the subring of Q (R) generated
by {re | r ∈ R and e ∈ B(Q (R))}, is provided for a semiprime ring R .
Our methods allow us to properly generalize Rowen’s theorem
for semiprime PI-rings. We also apply our results to Functional
Analysis to obtain a direct product decomposition of the local
multiplier algebra, Mloc(A), of a C∗-algebra A. As a byproduct,
we obtain a complete description of a C∗-algebra whose extended
centroid is Cℵ. As a consequence, we show that a C∗-algebra
with only ﬁnitely many minimal prime ideals and satisfying
a polynomial identity is ﬁnite-dimensional.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper all rings are associative with unity unless indicated otherwise and R de-
notes such a ring. Subrings and overrings preserve the unity of the base ring. We use Q (R) to denote
the maximal right ring of quotients of R , and B(Q (R)) to denote the central idempotents of Q (R).
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is an ideal of a ring R .
All modules are assumed to be unital. For a right R-module MR , NR  MR , NR  MR , NR ess MR ,
and NR den MR denote that NR is a submodule, fully invariant submodule, essential submodule, and
dense (or rational) submodule of MR , respectively.
An interesting result of Goodearl [26, Corollary 12.24, p. 158] (see also [25]), states: Let R be a von
Neumann regular right self-injective ring. Then R is isomorphic to a direct product of prime rings if and only if
every nonzero ideal contains a minimal nonzero ideal.
More recently, in [27], Jain, Lam, and Leroy develop a dimension deﬁned on bimodules and use
it to characterize when Q (R) is a direct product of prime rings in terms of conditions on ideals of
a right nonsingular ring R . Their result generalizes the aforementioned result of Goodearl and may
also be considered as a generalization of the Gabriel and Johnson Theorem [31, Theorem 13.40]:
Q (R) is semisimple Artinian if and only if R is right nonsingular and the uniform dimension of R is ﬁnite
(i.e., u.dim(RR) < ∞).
In this paper, the main focus of our study is to investigate the connections between the ideal
structure of an arbitrary ring R and the ideal structure of Q (R). In particular, we obtain necessary
and suﬃcient conditions for Q (R) to decompose as a direct product of indecomposable rings or as
a direct product of prime rings. One of our major contributions in this work is the removal of the
“nonsingularity condition” from several important results of [27]. We do this by identifying a special
family of ideals of R and introducing a dimension (Johnson dimension) on bimodules. This family of
ideals of R is denoted by DIC(R) and is determined by the property that for each I ∈DIC(R), there
exists J  R such that (I ⊕ J )R den RR .
The family DIC(R) was identiﬁed by Johnson in [28] by other properties equivalent to the prop-
erty given above and was denoted as F′(R). In the general setting, for a bimodule SMR , where S
and R are arbitrary rings, we deﬁne the Johnson dimension of M , jdim(M), as the supremum of
the set of integers n for which there is a direct sum of n nonzero (S, R)-bisubmodules Mi , with
(M1 ⊕ · · · ⊕ Mn)R den MR . For I  R , jdim(I) = jdim(R IR).
We use the notions of jdim, DIC(R), and the work of Jain, Lam, and Leroy as a road map for
our structure theorems. In particular, we show: Q (R) is a direct product of indecomposable (prime) rings
if and only if there are ideals Ii of R , where i ∈ Λ, such that jdim(Ii) = 1, (⊕i∈Λ Ii)R den RR (and
Q (R) is semiprime) (Theorems 3.11 and 3.13). Moreover, our results show that for a semiprime ring R ,
RB(Q (R)) is the smallest right ring of quotients of R such that every ideal is essential in a ring direct
summand (Corollary 2.8). Also, in this case, R has exactly n minimal prime ideals P1, . . . , Pn if and
only if RB(Q (R)) ∼= R/P1 ⊕ · · · ⊕ R/Pn (Theorem 3.15). We take RB(Q (R)) to be the subring of Q (R)
generated by {re | r ∈ R and e ∈ B(Q (R))}. When R has unity RB(Q (R)) is the idempotent closure
deﬁned in [7] and [8].
A general question of interest is to determine when a right ideal X of R is right essential in a
direct summand of Q (R). A related question is to ﬁnd out when an ideal of R is dense (as a right
R-module) in a ring direct summand of Q (R). As a byproduct of our investigations, we answer the
second question by showing that an ideal I of R is dense in eQ (R)R with e ∈ B(Q (R)) if and only if
I ∈ DIC(R) (Theorem 2.10). Consequently, we show that Cen(I) ⊆ Cen(R) for every I ∈ DIC(R). This
allows us to generalize a well-known result of Rowen for semiprime PI-rings [38, Theorem 2]. Indeed,
we prove that any nonzero ideal of a semiprime ring R , with each prime factor ring a PI-ring, has a
nonzero intersection with the center of R (Theorem 2.14). We provide an example to show that this
is a proper generalization of Rowen’s result.
The last section of our paper is devoted to the applications of our results and techniques to (not
necessarily unital) C∗-algebras. We characterize a C∗-algebra which is essential in a C∗-direct product
of prime C∗-algebras. In this case, the C∗-algebra is an essential extension of a C∗-direct sum of
prime C∗-algebras (Theorem 4.3). Furthermore, we prove that for a C∗-algebra A, its local multiplier
algebra, Mloc(A), is a C∗-algebra direct product of ℵ prime C∗-algebras if and only if the extended
centroid of A is Cℵ , where ℵ is a cardinality and C is the ﬁeld of complex numbers (Theorem 4.3).
As a consequence, for a positive integer n, a C∗-algebra A has exactly n minimal prime ideals if and
only if the extended centroid of A is Cn if and only if Mloc(A) is a direct sum of n prime C∗-algebras
(Corollary 4.10). Moreover, we show that a C∗-algebra A satisﬁes a polynomial identity and has exactly
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matrices over C (Corollary 4.12).
We use Z(RR), P(R), I(R), B(R), Cen(R), and Matn(R) to denote the right singular ideal of R , the
prime radical of R , the set of all idempotents of R , the set of all central idempotents of R , the center
of R , and the n×n matrix ring over R , respectively. For a nonempty subset X of a ring R , R(X), and
rR(X) denote the left annihilator of X in R and the right annihilator of X in R , respectively. For a
positive integer n > 1, we let Zn denote the ring of integers modulo n.
If R is a ring, we let S(R) = {e ∈ I(R) | ae = eae for all a ∈ R}. Elements of S(R) are called left
semicentral idempotents of R . The set Sr(R) of all right semicentral idempotents of R can be deﬁned
similarly (see [10]). Note that B(R) = S(R)∩Sr(R). We say that a nonzero central idempotent of a ring
R is centrally primitive if e cannot be written as a sum of two nonzero orthogonal central idempotents
in R .
Recall that the extended centroid of R is Cen(Q (R)). If R is semiprime, Cen(Q (R)) = Cen(Q s(R))
where Q s(R) is the symmetric ring of quotients. For any other terms or notation, see [21] or [31].
2. Idempotent closure classes
In this section, R denotes a ring not necessarily with unity, but R(R) = 0. From [41], Q (R) exists and
has unity. Observe that if R has unity or is semiprime, then R(R) = 0. We use R1 to denote the
subring of Q (R) generated by R and 1Q (R) .
Our goal is to obtain structure theorems on Q (R) by using conditions on ideals of R . To this
end, we consider the problem: Characterize the subset of right ideals of R which are essential in direct
summands of Q (R). Since Q (R) is a dense extension of R , a natural specialization of the problem is
the following: Characterize the subset of ideals of R which are dense in ring direct summands of Q (R).
A solution to either problem would suggest that there may be rings S intermediate between R
and Q (R) for which the right ideals of S corresponding to the characterized set of right ideals of R
are actually essential in direct summands of S S . This provides the motivation for Deﬁnition 2.1(ii).
In this section, we completely solve the latter problem (Theorem 2.10) by characterizing a set,
DIC(R), of ideals of R such that I ∈ DIC(R) if and only if I R den eQ (R)R for some e ∈ B(Q (R)).
Moreover, we ﬁnd the smallest right ring of quotients S of R such that for each I ∈ DIC(S) there
exists e ∈ I(S) such that I S ess eS S (Theorem 2.7). We use the family DIC(R) to properly generalize
a well-known result of Rowen for semiprime PI-rings [38, Theorem 2]. In fact, we show that every
nonzero ideal of a semiprime ring R has a nonzero intersection with the center of R if each prime
factor ring of R is a PI-ring (Theorem 2.14).
To motivate our search for the desired set, DIC(R), we note that cR ∩ R(cR) = 0 and
R(cR)∩ R(R(cR)) = 0 for c ∈ B(R). So from the earlier remarks and in anticipation of our results in
this section, we make the following deﬁnition.
Deﬁnition 2.1.
(i) For a ring R , let DIC(R) = {I  R | I ∩ R(I) = 0 and R(I) ∩ R(R(I)) = 0}.
(ii) Let IC denote the class of rings R such that for each I ∈DIC(R) there exists some e ∈ I(R) such
that I R ess eRR . We call the class IC the idempotent closure class.
The set DIC(R) of ideals of R was studied by Johnson and denoted by F′(R), who showed that if
Z(RR) = 0, then DIC(R) = {I  R | I ∩ R(I) = 0} [28, p. 538].
The following facts about ideals in DIC(R) can be easily proved.
Remark 2.2.
(i) R is semiprime if and only if DIC(R) is the set of all ideals of R .
(ii) Let e ∈ I(R) such that eR  R . Then eR ∈DIC(R) if and only if e ∈ B(R).
(iii) Let P be a prime ideal of R . Then P ∈DIC(R) if and only if P ∩ R(P ) = 0.
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(v) If I  R such that R(I) ∩ P(R) = 0, then I ∈DIC(R).
(vi) If Z(RR) = 0 and I  R such that I ∩ P(R) = 0, then I ∈DIC(R).
We begin with the following lemma which will be used implicitly in the sequel.
Lemma 2.3. Assume that I  R such that I ∩ R(I) = 0. Then the following are equivalent:
(i) R(I) ∩ R(R(I)) = 0.
(ii) R(I ⊕ R(I)) = 0.
(iii) (I ⊕ R(I))R den RR .
(iv) I R den (R(R(I)))R .
(v) I R ess (R(R(I)))R .
Proof. The proof is routine. 
Proposition 2.4.DIC(R) = {I  R | there is J  R with I ∩ J = 0 and (I ⊕ J )R den RR}.
Proof. Put D1 = {I  R | there is J  R with I ∩ J = 0 and (I ⊕ J )R den RR}. Let I ∈ DIC(R) and
J = R(I). Then I ∩ J = 0. By Lemma 2.3, (I ⊕ J )R den RR . Thus I ∈D1, so DIC(R) ⊆D1.
Next take I ∈ D1. Then there is J  R with I ∩ J = 0 and (I ⊕ J )R den RR . Note that J ⊆ R(I),
I ⊆ R( J ), and R(I ⊕ J ) = R(I) ∩ R( J ) = 0. So I ∩ R(I) = 0 and (I ⊕ R(I))R den RR . Thus
I ∈DIC(R), hence D1 ⊆DIC(R). Therefore DIC(R) =D1. 
The next lemma appears in the proof of [17, Theorem 1.7(ii)].
Lemma 2.5. Let T be a right ring of quotients of R and Y a right ideal of T . Then R(Y ) = R(Y ∩ R).
Lemma 2.6. If T is a right ring of quotients of R, then Y ∩ R ∈DIC(R) for any Y ∈DIC(T ).
Proof. Let Y ∈ DIC(T ) and let X = Y ∩ R . By Lemma 2.5, R(X) = R(Y ). Hence X ∩ R(X) = 0. Let
a ∈ R(X ⊕ R(X)). Then a ∈ R(X) = R(Y ), so aY = 0. Now we show that aT (Y ) = 0. To see this,
assume to the contrary that there is t ∈ T (Y ) with at = 0. Then there is s ∈ R satisfying ats = 0 and
ts ∈ R . Hence ts ∈ R ∩ T (Y ) = R(Y ) = R(X). Since a ∈ R(X), ats = 0, a contradiction. So aT (Y ) = 0.
Thus a ∈ T (Y ) ∩ T (T (Y )) = 0. Hence R(X ⊕ R(X)) = 0. Therefore X ∈DIC(R). 
A routine argument shows that if I ∈DIC(R), then IB(Q (R)) ∈ DIC(RB(Q (R))). In the following
theorem, we characterize right rings of quotients of R which belong to the class IC via B(Q (R)).
Theorem 2.7.
(i) Let T be a right ring of quotients of R. Then T ∈ IC if and only if B(Q (R)) ⊆ T .
(ii) R ∈ IC if and only if B(Q (R)) ⊆ R.
Proof. (i) Assume that T ∈ IC. Let c ∈ B(Q (R)) and I = R ∩ cQ (R). Then I R ess cQ (R)R . Take
x ∈ R(I) ∩ I . Note that R(I) ∩ I = R(I) ∩ R ∩ cQ (R) = R(I) ∩ cQ (R). Hence x = cx = xc. If
x = xc = 0, then there is r ∈ R with 0 = xcr and cr ∈ R because RR den Q (R)R . So we get a con-
tradiction since cr ∈ I . Hence R(I) ∩ I = 0. Next we show that R(I) ∩ R(R(I)) = 0. To see this,
take a ∈ R(I) ∩ R(R(I)). Suppose that a = 0. By noting that R(I) = R(R ∩ cQ (R)) = R(cQ (R)) =
(1−c)Q (R)∩ R from Lemma 2.5, 0 = a = a(1−c). So there is s ∈ R with a(1−c)s = 0 and (1−c)s ∈ R .
Since (1 − c)s ∈ (1 − c)Q (R) ∩ R = R(I), it follows that a(1 − c)s = 0, a contradiction. Hence a = 0.
Thus R(I) ∩ R(R(I)) = 0. Therefore I ∈DIC(R).
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Y ∈ DIC(T ), it follows that YT ess eTT for some e ∈ I(T ). Thus YR ess eTR by [17, Lemma 1.4(i)].
Hence I R ess YR ess eTR ess eQ (R)R and I R ess cQ (R)R . So c = e ∈ I(T ). Thus B(Q (R)) ⊆ T .
Conversely, assume that B(Q (R)) ⊆ T . Let I ∈ DIC(T ) and π : I ⊕ T (I) → I be the projection.
From the deﬁnition of Q (T ) [41] and [1, Theorem 3], there is e ∈ B(Q (T )) = B(Q (R)) such that
e(I ⊕ T (I)) = I . Since (I ⊕ T (I))T den TT , IT ess eTT . Therefore T ∈ IC.
(ii) This part follows immediately from part (i). 
From Theorem 2.7, R1B(Q (R)) is the smallest right ring of quotients of R which belongs to IC.
Thereby, Q̂IC(R1) = R1B(Q (R)), where Q̂IC(R1) is the IC absolute to Q (R) right ring hull of R1
(see [17, Deﬁnition 2.1] for more details on the deﬁnition of ring hulls).
Recall from [14] that a ring R (with unity) is called right FI-extending if for each I  R there exists
e ∈ I(R) such that I R ess eRR . Thus if a ring R is right FI-extending, then R ∈ IC. According to [20],
a ring R (with unity) is called quasi-Baer if the right annihilator of every ideal is generated by an
idempotent as a right ideal. By [14, Theorem 4.7], a semiprime ring (with unity) is right FI-extending
if and only if it is quasi-Baer. See [10,12,13,15,16], and [17] for more details on right FI-extending rings
and quasi-Baer rings.
Corollary 2.8. Let R be a semiprime ring. Then we have the following:
(i) R1B(Q (R)) is the smallest right FI-extending right ring of quotients of R.
(ii) R1B(Q (R)) is the smallest quasi-Baer right ring of quotients of R.
Proof. Theorem 2.7, Remark 2.2(i), and [14, Theorem 4.7] yield the result immediately. 
Lemma 2.9. Let I, J  R.
(i) If I ∈DIC(R) and IR ess J R , then IR den J R and J ∈DIC(R).
(ii) If J ∈DIC(R) and IR den J R , then I ∈DIC(R).
(iii) If I ∩ J = 0 and I ⊕ J ∈DIC(R), then I ∈DIC(R) and J ∈DIC(R).
(iv) I ∈DIC(R) if and only if R(I) ∈DIC(R) and I ∩ R(I) = 0.
Proof. (i) By Proposition 2.4, there is K  R with (I ⊕ K )R den RR . By the modular law, I ⊕ ( J ∩ K ) =
( J ∩ (I ⊕ K ))R den J R . Since I R ess J R and I ∩ ( J ∩ K ) = 0, J ∩ K = 0, so I R den J R . We show
that R(I) = R( J ). For this, it is enough to see that R(I) ⊆ R( J ). Assume to the contrary that
there is x ∈ R(I) but x J = 0. Then there is y ∈ J with xy = 0. Since I R den J R , there is r ∈ R such
that yr ∈ I and xyr = 0, a contradiction because xI = 0. Thus R(I) = R( J ), so J ∩ R( J ) = 0 and
I ⊕ R(I) ⊆ J ⊕ R( J ). Hence ( J ⊕ R( J ))R den RR . Therefore J ∈DIC(R).
(ii) As in the proof of part (i), R(I) = R( J ) because I R den J R . From Lemma 2.3, J R ess
R(R( J ))R = R(R(I))R . Thus I ess R(R(I))R . Therefore I ∈DIC(R) by Lemma 2.3.
(iii) Assume that I ⊕ J ∈DIC(R). By Proposition 2.4, there is V  R with ((I ⊕ J ) ⊕ V )R den RR .
Hence (I ⊕ ( J ⊕ V ))R den RR and ( J ⊕ (I ⊕ V ))R den RR . Again from Proposition 2.4, I ∈ DIC(R)
and J ∈DIC(R).
(iv) Assume that I ∈ DIC(R). Then I ∩ R(I) = 0. By Lemma 2.3, R(I) ∩ R(R(I)) = 0. Now
R(R(I)) ∩ R(R(R(I))) = R(R(I) ⊕ R(R(I))). But (R(I) ⊕ I)R ess (R(I) ⊕ R(R(I)))R from
Lemma 2.3. Again by Lemma 2.3, R(R(I) ⊕ I) = 0, so R(R(I) ⊕ R(R(I))) = 0. Therefore
R(I) ∈DIC(R). Conversely, R(I) ∈ DIC(R) implies R(I) ∩ R(R(I)) = 0. Thus I ∈ DIC(R) because
I ∩ R(I) = 0. 
Note that in Lemma 2.9(ii), we cannot weaken the condition I R den J R to I R ess J R . For example,
let R = Z4. Then DIC(R) = {0, R}, but 2RR ess RR .
Our next result characterizes those ideals of R which are dense in a ring direct summand of Q (R)
as precisely the elements of DIC(R).
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Proof. Assume that I R den eQ (R)R for some e ∈ B(Q (R)). Then I R den (eQ (R) ∩ R)R . Since
eQ (R) ∈DIC(Q (R)), Lemma 2.6 yields that eQ (R)∩ R ∈DIC(R). Thus by Lemma 2.9(ii), I ∈DIC(R).
Conversely, assume that I ∈ DIC(R). Then, from [1, Theorem 3], there exists a unique e ∈ B(Q (R))
such that I R ess eQ (R)R . Thus I R ess (eQ (R) ∩ R)R . By Lemma 2.9(i), I R den (eQ (R) ∩ R)R since
I ∈DIC(R). We also see that (eQ (R)∩ R)R den eQ (R)R . Thus I R den eQ (R)R . 
The following result plays a crucial role in the next section and is interesting in its own right.
Theorem 2.11.
(i) DIC(R) is a sublattice of the lattice of ideals of R.
(ii) IfDIC(R) is a complete sublattice of the lattice of ideals of R, then B(Q (R)) is a complete Boolean algebra.
(iii) If R is a ring with unity which is right and left FI-extending, then DIC(R) is a complete sublattice of the
lattice of ideals of R.
Proof. (i) Assume that I, J ∈DIC(R). By Theorem 2.10 there are unique c1, c2 ∈ B(Q (R)) with I R ess
c1Q (R)R and J R ess c2Q (R)R . By Lemma 2.9(i), I R den (R ∩ c1Q (R))R and J R den (R ∩ c2Q (R))R
since R ∩ c1Q (R) and R ∩ c2Q (R) are in DIC(R) from Lemma 2.6. So (I ∩ J )R den (R ∩ c1c2Q (R))R .
Again by Lemma 2.6, R ∩ c1c2Q (R) ∈DIC(R). From Lemma 2.9(ii), I ∩ J ∈DIC(R).
Let c = c1 + c2 − c1c2. Then c ∈ B(Q (R)) and (I + J )R  (c1Q (R) + c2Q (R))R = cQ (R)R . Take
K = R∩cQ (R)(I+ J ). Then K ⊆ R(I)∩R( J ). Since I R den (R∩c1Q (R))R and J R den (R∩c2Q (R))R ,
R(I) = R(R ∩ c1Q (R)) and R( J ) = R(R ∩ c2Q (R)) as in the proof of Lemma 2.9(i). By Lemma 2.5,
R(I) = R(c1Q (R)) and R( J ) = R(c2Q (R)). Thus K = cK = Kc = 0. Hence cQ (R)∩R(I+ J ) = 0. Since
I + J  cQ (R) ∩ R , (I + J )cQ (R)∩R den cQ (R)cQ (R)∩R , so (I + J )R den (R ∩ cQ (R))R . By Lemma 2.6,
R ∩ cQ (R) ∈ DIC(R). From Lemma 2.9(ii), I + J ∈ DIC(R). Therefore DIC(R) is a sublattice of the
lattice of ideals of R .
(ii) Let {ei | λ ∈ Λ} ⊆ B(Q (R)). By Lemma 2.6, Iλ := eλQ (R) ∩ R ∈ DIC(R) for all λ ∈ Λ. Let
I = ∑λ∈Λ Iλ . Then I ∈ DIC(R) by assumption. By Theorem 2.10 there is a unique e ∈ B(Q (R))
with I R den eQ (R)R . We show that e is the supremum of {eλ | λ ∈ Λ}. For this, say f ∈ B(Q (R))
such that eλ = f eλ (i.e., eλ  f ) for all λ ∈ Λ. Then by Lemma 2.6, f Q (R) ∩ R ∈ DIC(R). Also
Iλ = eλQ (R) ∩ R ⊆ f Q (R) ∩ R for all λ, so I ⊆ f Q (R) ∩ R ⊆ f Q (R). Since I R ess eQ (R)R , I R ess
(eQ (R) ∩ f Q (R))R = ef Q (R)R ess eQ (R)R , so ef Q (R) = f eQ (R) = eQ (R). Hence e  f , so e is the
supremum of {eλ | λ ∈ Λ}. Thus B(Q (R)) is a complete Boolean algebra.
(iii) Let {Iλ | λ ∈ Λ} ⊆ DIC(R). By Theorem 2.10, there exists {eλ | λ ∈ Λ} ⊆ B(Q (R)) such
that IλR den eλQ (R)R for each λ ∈ Λ. We ﬁrst show that
∑
λ∈Λ IλR den
∑
λ∈Λ eλQ (R)R . For
this, let x, y ∈ ∑ eλQ (R)R with x = 0. Then there is a nonempty ﬁnite subset Γ of Λ such
that x, y ∈ ∑γ∈Γ eγ Q (R)R . As in the proof of part (i), ∑γ∈Γ Iγ R den ∑γ∈Γ eγ Q (R)R . Hence
there is r ∈ R with yr ∈∑γ∈Γ Iγ R ∑λ∈Λ IλR and xr = 0. Thus ∑λ∈Λ IλR den ∑λ∈Λ eλQ (R)R .
Therefore
∑
λ∈Λ IλR den
∑
λ∈Λ eλRR . Since R is right FI-extending, R ∈ IC. Thus B(Q (R)) ⊆ R
from Theorem 2.7, so eλ ∈ B(R) for each λ ∈ Λ. Note that R(∑ eλR) =⋂(1 − eλ)R = rR(∑ eλR).
Hence (
∑
eλR) ∩ R(∑ eλR) = 0 and (∑ eλR) ∩ rR(∑ eλR) = 0. By [14, Theorem 3.2(iii)], there
exists c ∈ B(R) such that R(∑ ei R) = (1 − c)R . As in the proof of Lemma 2.9(i), R(∑ Iλ) =
R(
∑
eλR) because
∑
IλR den
∑
eλRR . Hence R(
∑
Iλ) = (1−c)R ∈DIC(R). Also∑ Iλ∩R(∑ Iλ) ⊆∑
eλR ∩ R(∑ eλR) = 0. From Lemma 2.9(iv), ∑ Ii ∈ DIC(R). Thus DIC(R) is a complete sublattice
of the lattice of ideals of R by [40, Proposition 1.2, p. 64]. 
The following corollary is a consequence of Corollary 2.8, [14, Theorem 4.7], and Theorem 2.11(iii).
Also observe that Corollary 2.12 can be deduced from [6].
Corollary 2.12. Let R be a ring such that Q (R) is semiprime. Then B(Q (R)) is a complete Boolean algebra.
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theorem in Theorem 2.14. Also it is of independent interest.
Lemma 2.13. Let I ∈DIC(R). Then Cen(I) = I ∩ Cen(R).
Proof. We may assume that I = 0. By Theorem 2.10, there exists e ∈ B(Q (R)) such that
I R den eQ (R)R . Let c ∈ Cen(I). First we show that c ∈ Cen(eQ (R)). For this, assume that there is
eq ∈ eQ (R) with q ∈ Q (R) such that ceq − eqc = 0. Since ceq − eqc ∈ eQ (R) and I R den eQ (R)R ,
there exists r ∈ R such that eqr ∈ I and ceqr − eqcr = 0. Let α = ceqr − eqcr. Assume that α I = 0.
Since α ∈ eQ (R) and I R den eQ (R)R , there is s ∈ R with 0 = αs ∈ I . Thus αsI ⊆ α I = 0, so αs ∈
I ∩ R(I) = 0, a contradiction. Therefore α I = 0. Let t ∈ I with αt = 0. Thus αt = c(eqr)t − eqc(rt) =
eqrct − eqrtc = 0, a contradiction. Hence c ∈ Cen(eQ (R)).
Now let x ∈ Q (R). Then cx = c(ex)+ c(1− e)x= (ex)c = exc + (1− e)xc = xc, since c ∈ Cen(eQ (R))
and e ∈ B(Q (R)). So c ∈ Cen(Q (R)). Therefore c ∈ Cen(R). 
In [38, Theorem 2], Rowen shows: Let R be semiprime with center C and polynomial identity f . Let A
be any nonzero ideal of R. Then A ∩ C = 0. The result is known to be true even if R is not assumed to
have a unity. Every semiprime PI-ring satisﬁes the hypothesis of our next result. However we include
an example which shows that our next result is a proper generalization of Rowen’s theorem.
Theorem 2.14. Let R be a semiprime ring with R/P a PI-ring for each (minimal) prime ideal P of R. If
0 = I  R, then I ∩ Cen(R) = 0.
Proof. First note that DIC(R) is precisely the set of all ideals of R by Remark 2.2(i). From
[5, Theorem 1.2], there exists K  R such that KR den RR and K =∑λ∈Λ Kλ , where each Kλ sat-
isﬁes a PI. If I ∩ Kλ = 0 for all λ ∈ Λ, then I K = 0 contrary to KR den RR . So there is β ∈ Λ with
0 = I ∩ Kβ  Kβ . By Rowen’s theorem [38, Theorem 2], I ∩ Cen(Kβ) = 0 since Kβ is a semiprime
PI-ring. Now Lemma 2.13 yields the result. 
Example 2.15. (See [5, Example 1.5].) There is a semiprime ring R which does not have bounded index
(hence R does not satisfy a polynomial identity) but R/P is a PI-ring for every prime ideal P of R .
For a ﬁeld F , let
R =
{
(An) ∈
∞∏
n=1
Matn(F )
∣∣∣ An is a scalar matrix eventually}
which is a subalgebra of
∏∞
n=1 Matn(F ). Then R is a semiprime ring which does not satisfy a PI, but
R/P is a PI-ring for every prime ideal P of R . For further details, see [5].
3. Structure theorems
Goodearl [26, Corollary 12.24, p. 158] (see also [25]), showed that a von Neumann regular right
self-injective ring R is a direct product of prime rings if and only if every nonzero ideal of R contains
a minimal nonzero ideal. In 1998, Jain, Lam, and Leroy [27] used a dimension deﬁned on bimodules
to characterize right nonsingular rings R for which Q (R) is a direct product of prime rings, in terms
of that dimension and certain conditions on ideals of R .
In this section, we remove the condition of nonsingularity from the result of Jain, Lam, and Leroy
and characterize arbitrary rings R for which Q (R) is a direct product of prime rings or Q (R) is a
direct product of indecomposable rings (Theorems 3.13 and 3.11). This generalization of their result is
obtained by using the family of ideals, DIC(R), investigated in detail in Section 2 and by deﬁning a
new and useful dimension for bimodules.
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only ﬁnitely many minimal prime ideals (Theorem 3.15). Our results yield the structure of Q (A) as a
direct product of prime rings, where A is an algebra (not necessarily with unity) over a commutative
ring C with unity such that A(A) = 0 (Theorem 3.16).
We begin with our ﬁrst deﬁnition in the general setting of bimodules even though in this section
it will be used only on ideals of R .
Deﬁnition 3.1. Let R and S be rings and M an (S, R)-bimodule.
(i) We use DIC(M) to denote {X | X is an (S, R)-subbimodule of M such that there exists Y an
(S, R)-subbimodule of M with X ∩ Y = 0 and (X ⊕ Y )R den MR}.
(ii) We call jdim(M) the Johnson dimension of M , where jdim(M) denotes the supremum of the
set of integers n for which there is a direct sum of n nonzero (S, R)-submodules, with
(M1 ⊕ · · · ⊕ Mn)R den MR .
For I  R , DIC(I) and jdim(I) are deﬁned by considering I as an (R, R)-bimodule.
Let d(M) be the dimension deﬁned in [27, p. 118]. The following relation compares jdim(M) with
other dimensions (see [27]):
jdim(M) d(M) u.dim(SMR) u.dim(MR),
where u.dim(SMR) and u.dim(MR) denote the uniform dimension of SMR and the uniform dimension
of MR , respectively.
Proposition 3.2. Let I, J  R such that I ⊆ J .
(i) If I ∈DIC(R), then I ∈DIC( J ).
(ii) If I ∈DIC( J ) and J ∈DIC(R), then I ∈DIC(R).
Proof. (i) Since I ∈DIC(R), there is Y  R such that (I ⊕ Y )R den RR by Proposition 2.4. Using the
modular law, ( J ∩ (I ⊕ Y ))R = (I ⊕ ( J ∩ Y ))R den J R . From Deﬁnition 3.1, I ∈DIC( J ).
(ii) There exists K  R such that I ∩ K = 0 and (I ⊕ K )R den J R . By Proposition 2.4, there is
V  R with J ∩ V = 0 and ( J ⊕ V )R den RR . So (I ⊕ (K ⊕ V ))R den RR . Again by Proposition 2.4,
I ∈DIC(R). 
Note that jdim(M) = d(M) when MR is nonsingular. If R is semiprime, then every ideal of R is
in DIC(R) by Remark 2.2(i); hence from Proposition 3.2 and [27, Proposition 3.3], jdim(I) = d(I) =
u.dim(R IR) for I  R . Furthermore if R is commutative, then d(I) = u.dim(R IR) = u.dim(I R).
Proposition 3.3.
(i) Let R be a right Kasch ring. Then jdim(R) = 1 if and only if R is an indecomposable ring.
(ii) A ring R is prime if and only if R is semiprime and jdim(R) = 1.
Proof. (i) Note that a ring R is right Kasch if and only if the only dense right ideal of R is R itself by
[31, Corollary 8.28, p. 281]. Now the result is a direct consequence of Deﬁnition 3.1(ii).
(ii) Assume that R is prime. If 0 = I  R , then R(I) = 0. So I R den RR . Thus jdim(I) = 1. Con-
versely, assume that R is semiprime and jdim(R) = 1. Suppose that R is not prime. Then there is
0 = J  R such that R( J ) = 0. Since R is semiprime, J ∩ R( J ) = 0. So ( J ⊕ R( J ))R den RR . Hence
jdim(R) 2, a contradiction. Thus R is prime. 
Our next example shows that jdim(−) is a proper generalization of d(−).
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(i) (See [41, 1.1].) Let T = F [x]/x4F [x], where F is a ﬁeld. Let x be the image of x in T and
R = F + F x2 + F x3, which is a subring of T . Then jdim(R) = 1 by Proposition 3.3(i) because
R is an indecomposable right Kasch ring. However, d(R) = u.dim(RR) = 2.
(ii) (See [34].) Let R = (Z4 2Z40 Z4 ). Since R is an indecomposable right Kasch ring, jdim(R) = 1 by Propo-
sition 3.3(i). But d(R) = u.dim(R RR) = u.dim(RR) = 3.
Proposition 3.5. Let I ∈ DIC(R). Then jdim(I) is the supremum of the set of integers k for which there is a
direct sum of k nonzero I j ∈DIC(I), j = 1, . . . ,k with (I1 ⊕ · · · ⊕ Ik)R  I R .
Proof. Assume that jdim(I) = n < ∞. Then there are 0 = X j  R , j = 1, . . . ,n, such that
(
⊕n
j=1 X j)R den I R . From Deﬁnition 3.1(i), each X j ∈ DIC(I). Thus by Proposition 3.2(ii), each
X j ∈ DIC(R). Suppose that there exist 0 = I j ∈ DIC(I) with ∑kj=1 I j =⊕kj=1 I j , where n < k. Let
K =⊕kj=1 I j . Then KR is not dense in I R , hence R(K ) ∩ I = 0. Now from Proposition 3.2(ii), each
I j ∈ DIC(R). By Theorem 2.11(i) and Lemma 2.9(v), K , R(K ), and R(K ) ∩ I are in DIC(R). Note
that [(K ⊕ R(K )) ∩ I]R = [K ⊕ (R(K ) ∩ I)]R ess I R by the modular law. Thus by Lemma 2.9(i) and
Theorem 2.11(i), [K ⊕ (R(K ) ∩ I)]R den I R , a contradiction to the maximality of n. For jdim(I) = ∞,
the result is clear. 
Note that from Proposition 3.5, we have: jdim(R) = 1 if and only if J ∩ K = 0 for nonzero
J , K ∈ DIC(R). Let g ∈ B(Q (R)) with g = g1 + · · · + gt , where {gi | 1  i  t} is a set of orthogo-
nal centrally primitive idempotents in Q (R). From [30, p. 336], t is unique. We let n(gQ (R)) = t .
Proposition 3.6. Let I ∈ DIC(R). Then jdim(I) = n < ∞ if and only if there is e ∈ B(Q (R)) such that
IR den eQ (R)R and n(eQ (R)) = n.
Proof. Assume that jdim(I) = n < ∞. Then by Deﬁnition 3.1(ii), there are 0 = Ik  R,1 k  n such
that (
⊕n
k=1 Ik)R den I R . By Lemma 2.9(ii) and (iii), each Ik ∈ DIC(R). Also jdim(Ik) = 1 for each
k by Proposition 3.5. From Theorem 2.10, there are fk ∈ B(Q (R)) such that Ik R den fk Q (R)R for
k = 1, . . . ,n. In this case, each fk is centrally primitive. For this, suppose that fk is not centrally prim-
itive for some k. Then there are nonzero h1,h2 ∈ B(Q (R)) such that ekQ (R) = h1Q (R) ⊕ h2Q (R).
Let J i = I ∩ hi Q (R) for i = 1,2. Since Ik R den fk Q (R)R , J i R den hi Q (R)R for i = 1,2. From
Theorem 2.10, J i ∈ DIC(R). By Proposition 3.2(i), J i ∈ DIC(Ik). Now ( J1 ⊕ J2)R ess Ik R . From
Proposition 3.5, we have a contradiction to jdim(Ik) = 1. Thus each fk is centrally primitive. Note
that (
⊕n
k=1 Ik)R ess
⊕n
k=1 fk Q (R)R = ( f1 + · · · + fn)Q (R)R . Put f = f1 + · · · + fn . On the other
hand, by Theorem 2.10, there exists e ∈ B(Q (R)) such that I R den eQ (R)R . Thus (⊕nk=1 Ik)R 
f Q (R)R ∩ eQ (R)R = f eQ (R)R  f Q (R)R , so f eQ (R)R ess f Q (R)R . Hence ef = f , thus f Q (R)R 
eQ (R)R . Since (
⊕n
k=1 Ik)R ess I R ess eQ (R)R , it follows that f Q (R)R ess eQ (R)R . Therefore f = e,
so n(eQ (R)) = n( f Q (R)) = n.
Conversely, assume that there exists e ∈ B(Q (R)) such that I R den eQ (R)R and n(eQ (R)) = n.
Then e = e1 + · · · + en , where e1, . . . , en are orthogonal centrally primitive idempotents in Q (R).
Now I ∩ ekQ (R) = 0 for each k = 1, . . . ,n. Take ekx, ek y ∈ ekQ (R) with ekx = 0, where x, y ∈ Q (R).
Since I R den eQ (R)R and ekx, ek y ∈ eQ (R), it follows that there is r ∈ R such that ek yr ∈ I and
ekxr = 0. So ek yr ∈ I ∩ ekQ (R). Therefore (I ∩ ekQ (R))R den ekQ (R)R for each k. By Theorem 2.10,
each I ∩ ekQ (R) ∈DIC(R). So each I ∩ ekQ (R) ∈DIC(I) by Proposition 3.2. Therefore jdim(I) n by
Proposition 3.5 because [⊕nk=1(I ∩ ekQ (R))]R  I R .
Assume to the contrary that jdim(I) > n. Then, by Proposition 3.5, there are 0 = Xk ∈ DIC(I),
k = 1, . . . ,m such that m > n and (⊕mk=1 Xk)R  I R . Note that each Xk ∈ DIC(R) from Proposi-
tion 3.2. Thus by Theorem 2.10, there are gk ∈ B(Q (R)) such that XkR den gkQ (R)R ,k = 1, . . . ,m. Let
g = g1 + · · · + gm . Then (⊕mk=1 Xk)R ess gQ (R)R . Thus, as in the argument above, we see that
gQ (R)R  eQ (R)R . So n = n(eQ (R)) n(gQ (R))m, a contradiction. Therefore jdim(I) = n. 
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Proof. From Theorem 2.10, there are e, f ∈ B(Q (R)) such that I R den eQ (R)R and J R den f Q (R)R .
As in the argument of the proof of Theorem 2.11(i), (I + J )R den gQ (R)R , where g = e+ f − ef . Also
we see that (I ∩ J )R den ef Q (R)R .
Assume that jdim(I) = m < ∞ and jdim( J ) = n < ∞. By Proposition 3.6, jdim(I) = n(eQ (R)),
jdim( J ) = n( f Q (R)), jdim(I + J ) = n(gQ (R)), and jdim(I ∩ J ) = n(ef Q (R)). Thus we check that
jdim(I) + jdim( J ) = jdim(I + J ) + jdim(I ∩ J ).
Next assume that either jdim(I) or jdim( J ) is inﬁnite. Say jdim(I) is inﬁnite. Suppose that
jdim(I + J ) =  < ∞. Then by Proposition 3.6, there are orthogonal centrally primitive idempo-
tents h1, . . . ,h in Q (R) such that (e + f − ef )Q (R)R = h1Q (R)R ⊕ · · · ⊕ hQ (R)R . Thus eQ (R)R 
(h1Q (R) ⊕ · · · ⊕ hQ (R))R , so n(eQ (R))  . Hence by Proposition 3.6, jdim(I)  , a contradiction.
Thus jdim(I + J ) is inﬁnite. Similarly, if jdim( J ) is inﬁnite, then jdim(I + J ) is inﬁnite. Thus in either
case, jdim(I) + jdim( J ) = jdim(I + J ) + jdim(I ∩ J ). 
We use E˜(MR) to denote the rational hull of MR .
Proposition 3.8. Let A1, . . . , An be mutually orthogonal right ideals (i.e., Ai A j = 0 whenever i = j) of R such
that (
⊕n
i=1 Ai)R den RR . Then E˜(Ai) Q (R) and
⊕n
i=1 E˜(Ai) = Q (R).
Proof. From [31, Proposition 8.19, p. 278], Q (R) = E˜(⊕ni=1 Ai) ⊆⊕ni=1 E˜(Ai) ⊆ Q (R). Hence there
is a set, {ei | 1  i  n}, of orthogonal idempotents of Q (R) such that E˜(Ai) = ei Q (R). We show
that Aie j = 0 whenever i = j. For this, assume to the contrary that Ake = 0 for some k = . Then
ake = 0 for some ak ∈ Ak . Since⊕ni=1 Ai R den Q (R)R , there exists r ∈ R such that er ∈⊕ni=1 Ai and
aker = 0. Thus er ∈ A , so 0 = aker ∈ Ak A = 0, a contradiction.
Also we claim that each ei commutes with each element in A j for all j. Indeed, let a j ∈ A j . If j = i,
then a jei = 0 and eia j = eie ja j = 0. If j = i, then eia j = a j = a j ·1= a j(ei +∑k =i ek) = a jei . Thus each
ei commutes with each element of
⊕n
i=1 Ai . Suppose that eiq − qei = 0 for some q ∈ Q (R). Since
(
⊕n
i=1 Ai)R den Q (R)R , there is r ∈ R with qr ∈
⊕n
i=1 Ai and eiqr − qeir = 0. Also there exists s ∈ R
such that rs ∈⊕ni=1 Ai and eiqrs−qeirs = 0. Hence eiqrs−qeirs = (qrs)ei−q(rs)ei = 0, a contradiction.
Thus ei ∈ B(Q (R)) and E˜(Ai) Q (R) for all i = 1, . . . ,n. 
The following theorem generalizes one of the main results of Jain, Lam, and Leroy [27, Theorem 4.1]
by removing the right nonsingularity hypothesis from their result.
Theorem 3.9. Let T be a right ring of quotients of R such that B(Q (R)) ⊆ T . Assume that I ∈DIC(R) and Λ
is any (ﬁnite or inﬁnite) indexing set. Then:
(i) There exists e ∈ B(Q (R)) such that IR den eTR .
(ii) If eT =∏i∈Λ Q i , then Ii := Q i ∩ I (i ∈ Λ) are ideals of R with (⊕i∈Λ Ii)R den I R .
(iii) Let Ai (i ∈ Λ) be mutually orthogonal right ideals of R with (⊕i∈Λ Ai)R den I R and Hi := T ∩ E˜(Ai).
Then each Hi is a ring. Moreover, if Λ is ﬁnite or T = Q (R), then eT ∼=∏i∈Λ Hi .
(iv) LetΛ be ﬁnite or T = Q (R). Then eT is a direct product of indecomposable rings if and only if there exists
Ii  R for each i ∈ Λ such that Ii ⊆ I , jdim(Ii) = 1, and (⊕i∈Λ Ii)R den I R .
(v) Let Λ be ﬁnite or T = Q (R). Then eT is a direct product of prime rings if and only if there exists Ii  R
for each i ∈ Λ such that Ii ⊆ I , jdim(Ii) = 1, (⊕i∈Λ Ii)R den I R , and eT is semiprime.
Proof. (i) This part is a consequence of Theorem 2.10.
(ii) We show ﬁrst that (
⊕
i∈Λ Q i)R den eTR . Clearly Ii  R . Also (
⊕
i∈Λ Q i)T den eTT be-
cause (
⊕
i∈Λ Q i)eT den eTeT . Take ex, ey ∈ eT with x, y ∈ T and ex = 0. Then there is t ∈ T with
eyt ∈⊕i∈Λ Q i and ext = 0. Since RR den TR and 0 = ext ∈ T , there is r ∈ R such that tr ∈ R and
extr = 0. Also eytr ∈⊕i∈Λ Q i because eyt ∈⊕i∈Λ Q i . Hence (⊕i∈Λ Q i)R den eTR .
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⊕
i∈Λ Ii)R den I R , let x, y ∈ I with x = 0. Then there is r ∈ R with
yr ∈⊕i∈Λ Q i and xr = 0 since (⊕i∈Λ Q i)R den eTR . So yr = yk1 + yk2 + · · · + ykn , where yk1 ∈ Qk1 ,
yk2 ∈ Qk2 , . . . , ykn ∈ Qkn . Since I R den eTR , there exists r1 ∈ R with yk1r1 ∈ Qk1 ∩ I = Ik1 and xrr1 = 0.
Then there is r2 ∈ R with yk1r1r2 ∈ Ik2 and xrr1r2 = 0. Continuing this process, we obtain s = r1r2 · · · rn
such that yrs ∈⊕i∈Λ Ii and xrs = 0. Therefore (⊕i∈Λ Ii)R den I R .
(iii) Since (
⊕
j∈Λ A j)R den I R and I ∈DIC(R),
⊕
j∈Λ A j ∈DIC(R) from Lemma 2.9(ii). Thus there
exists Y  R such that [(⊕ j∈Λ A j)⊕ Y ]R = [Ai ⊕ ((⊕ j =i A j)⊕ Y )]R den RR by Proposition 2.4. So Ai
is orthogonal to Y . By Proposition 3.8 (for n = 2), E˜(Ai) = ei Q (R) where ei ∈ B(Q (R)) and eie j = 0
for i = j. Thus E˜(Ai) is a ring. Since B(Q (R)) ⊆ T , Hi = T ∩ E˜(Ai) = ei T is a ring with unity ei , for
each i ∈ Λ. Also since eei = ei for all i ∈ Λ, the map
h : eQ (R) →
∏
i∈Λ
ei Q (R)
deﬁned by h(eq) = (eiq)i∈Λ is a well-deﬁned ring homomorphism and an R-module homomor-
phism. Assume that eq ∈ Ker(h). Then eq ∈ ⋂i∈Λ eQ (R)(ei Q (R)) = eQ (R)(∑i∈Λ ei Q (R)) = 0 (note
that eQ (R)(
∑
i∈Λ ei Q (R)) = 0 because
⊕
i∈Λ Ai ⊆
∑
i∈Λ ei Q (R) and (
⊕
i∈Λ Ai)R den I R den eQ (R)R
imply that (
∑
i∈Λ ei Q (R))eQ (R) den eQ (R)eQ (R)). So Ker(h) = 0. Thus the restriction,
h|eT : eT →
∏
i∈Λ
ei T
is a ring monomorphism.
If Λ is ﬁnite and (eiti)i∈Λ ∈∏i∈Λ ei T , let t =∑i∈Λ eiti . Then h(et) = (eiti)i∈Λ . Hence h|eT is a
ring isomorphism. On the other hand, assume that T = Q (R). We claim that h(eQ (R))h(eQ (R)) den
(
∏
i∈Λ ei Q (R))h(eQ (R)) . Let (xi)i∈Λ, (yi)i∈Λ ∈
∏
i∈Λ ei Q (R) with (xi)i∈Λ = 0. Then there is j ∈ Λ
such that x j = 0. Thus (xi)i∈Λh(ee j) = (xi)i∈Λh(e j) = 0 and (yi)i∈Λh(ee j) = (yi)i∈Λh(e j) = h(y je j) =
h(ee j y j) ∈ h(eQ (R)). Hence h(eQ (R))h(eQ (R)) den (∏i∈Λ ei Q (R))h(eQ (R)) . Thus Q (h(eQ (R))) =
Q (
∏
i∈Λ ei Q (R)). Since Q (eQ (R)) = eQ (R) and Q (ei Q (R)) = ei Q (R) for each i, it follows that
Q (h(eQ (R))) = h(eQ (R)) and Q (∏i∈Λ ei Q (R)) = ∏i∈Λ Q (ei Q (R)) = ∏i∈Λ ei Q (R). Hence
h(eQ (R)) =∏i∈Λ ei Q (R). Therefore h is onto, so h is a ring isomorphism.
(iv) and (v) In part (iii), assume that each Ai  R . Note that Hi = ei T and that ei ∈ B(Q (R)) from
the proof of Proposition 3.8 and part (iii). Now parts (iv) and (v) are immediate consequences of
Propositions 3.2, 3.3 and 3.6, and parts (i)–(iii). 
Corollary 3.10. Let I ∈DIC(R) with E˜(I) = eQ (R), where e ∈ B(Q (R)) such that jdim(I) = ∞ and eQ (R)
is a semiprime ring. Then we have the following:
(i) There exist nonzero ideals Ii ⊆ I (i = 1,2, . . .) such that (⊕∞i=1 Ii)R den I R .
(ii) eQ (R) is an inﬁnite direct product of nonzero rings.
Proof. Since e ∈ B(Q (R)) and Q (eQ (R)) = eQ (R) is semiprime, B(eQ (R)) is a complete Boolean
algebra by Corollary 2.12. Now the proof is an adaptation of [27, Theorem 4.6], and the proof of
Theorem 3.9(ii) and (iii). 
For the important case when e = 1 in Theorem 3.9(iv), our next result describes the structure of
Q (R) as a direct product of indecomposable rings.
Theorem 3.11.
(i) Q (R) is a direct product of indecomposable rings if and only if there exist ideals {I i | i ∈ Λ} of R such that
(
⊕
i∈Λ Ii)R den RR and jdim(Ii) = 1, for all i ∈ Λ.
2556 G.F. Birkenmeier et al. / Journal of Algebra 321 (2009) 2545–2566(ii) Let T be a right ring of quotients of R with B(Q (R)) ⊆ T . For a natural number n, T is a direct product of
n indecomposable rings if and only if jdim(R) = n.
Proof. Take e = 1 and I = R in Theorem 3.9(iv) and use Proposition 3.6. 
We characterize the semiprimeness of certain right rings of quotients of R via DIC(R) as follows.
Proposition 3.12. Let T be a right ring of quotients of R such that B(Q (R)) ⊆ T . Then the following are
equivalent:
(i) T is semiprime.
(ii) R ∩ T XT ∈DIC(R) for all X  R.
(iii) For each X  R, there is c ∈ B(T ) such that T XTR den cT R .
Proof. (i) ⇒ (ii) It follows from Remark 2.2(i) and Lemma 2.6.
(ii) ⇒ (iii) By Theorem 2.10, (R ∩ T XT )R den cT R for some c ∈ B(Q (R)) ⊆ B(T ).
(iii) ⇒ (i) Let Y  T and W = Y ∩ R . Then WR den YR and TW TR den cT R for some c ∈ B(T ).
Take y ∈ Y . Then y = cy + (1 − c)y. If (1 − c)y = 0, then there is r ∈ R with 0 = (1 − c)yr ∈
W ⊆ TW T ⊆ cT because WR ess YR , a contradiction. Thus y = cy ∈ cT . Hence Y ⊆ cT . So
YR den cT R . Therefore YT den cTT . By Lemma 2.9(ii), Y ∈ DIC(T ) since cT ∈ DIC(T ). From Re-
mark 2.2(i), T is semiprime. 
Gabriel and Johnson (see [31, pp. 376–379]) have shown that Q (R) is semisimple Artinian if and
only if RR has ﬁnite uniform dimension and R is right nonsingular. Our next result extends their
result in that it characterizes those rings R for which Q (R) is a direct product of prime rings in
terms of conditions on the set of all ideals of R .
Theorem 3.13.
(i) Q (R) is a direct product of prime rings if and only if there exist ideals {Ii | i ∈ Λ} of R such that
(
⊕
i∈Λ Ii)R den RR , jdim(Ii) = 1 for all i ∈ Λ and R ∩ Q (R)XQ (R) ∈DIC(R) for all X  R.
(ii) Let T be a right ring of quotients of R with B(Q (R)) ⊆ T . For a natural number n, T is a direct product of
n prime rings if and only if jdim(R) = n and R ∩ T XT ∈DIC(R) for all X  R.
Proof. This result is a consequence of Proposition 3.6, Theorem 3.9, and Proposition 3.12. 
To show that our results properly generalize those in [27], we give the following example where
Z(RR) = 0, but Q (R) is prime.
Example 3.14. Let 
 be a prime ring such that Z(

) = 0 (see [19,33], or [35]) and R = Tn(
), the
n×n upper triangular matrix ring over 
. Then Q (R) is a prime ring, but R is neither semiprime nor
right nonsingular, for n > 1.
Our next result is a structure theorem for the idempotent closure RB(Q (R)) when R is a
semiprime ring with only ﬁnitely many minimal prime ideals. It is used for a characterization
of C∗-algebras with only ﬁnitely many minimal prime ideals in Section 4. Many well-known
ﬁniteness conditions on a ring imply that it has only ﬁnitely many minimal prime ideals (see
[31, Theorem 11.43, p. 336]).
Theorem 3.15. Let R be a ring. Then the following are equivalent:
(i) R is semiprime and has exactly n minimal prime ideals.
G.F. Birkenmeier et al. / Journal of Algebra 321 (2009) 2545–2566 2557(ii) Q̂IC(R) = RB(Q (R)) is a direct sum of n prime rings.
(iii) Q̂IC(R) = RB(Q (R)) ∼= R/P1 ⊕ · · · ⊕ R/Pn, where each Pi is a minimal prime ideal of R.
Proof. (i) ⇒ (ii) Assume that R is semiprime and has exactly n minimal prime ideals P1, . . . , Pn . Since
R is semiprime, jdim(R) = d(R). By [27, Theorem 5.3] and [31, Theorem 11.43, p. 336], jdim(R) = n.
From Theorem 3.13(ii), RB(Q (R)) =⊕ni=1 Si , where each Si is a prime ring. Thus RB(Q (R)) has
exactly n minimal prime ideals, Ki , where Ki =⊕ j =i S j .
(ii) ⇒ (iii) Let RB(Q (R)) =⊕ni=1 Si , where each Si is a prime ring. So RB(Q (R)) has exactly n
minimal prime ideals, Ki , where Ki =⊕ j =i S j as in the proof (i) ⇒ (ii). Now let MinSpec(−) be the
set of minimal prime ideals of a ring. By [7, pp. 89–90] or [18, Lemma 2.1], for each Pi ∈ MinSpec(R),
there exists K ∈ MinSpec(RB(Q (R))) such that Pi = K ∩ R for i, 1 i  n. Deﬁne
λ :MinSpec(R) → MinSpec(RB(Q (R)))
by λ(Pi) = K . Since |MinSpec(R)| = n = |MinSpec(RB(Q (R)))|, λ is a 1–1 correspondence. Thus,
without loss of generality, we may put K = Ki . Note that RB(Q (R))/Ki ∼= R/(Ki ∩ R) = R/Pi by
[7, pp. 89–90] or [18, Lemma 2.1]. Therefore
RB
(
Q (R)
)= n⊕
i=1
Si ∼= RB
(
Q (R)
)
/K1 ⊕ · · · ⊕ RB
(
Q (R)
)
/Kn ∼= R/P1 ⊕ · · · ⊕ R/Pn.
(iii) ⇒ (i) Assume that RB(Q (R)) ∼=⊕ni=1 R/Pi , where each Pi is a minimal prime ideal of R .
A straightforward argument shows that R is semiprime. Also by Theorem 3.13(ii), jdim(R) = n. Thus
from [27, Theorem 5.3] and [31, Theorem 11.43, p. 336], R has exactly n minimal prime ideals which
are consequently {P1, . . . , Pn}. 
Let A be an algebra (not necessarily with unity) over a commutative ring C with unity such that
A(A) = 0. From [41], Q (A) exists. Let A1 be the subalgebra of Q (A) generated by A and 1Q (A) . Thus
A1 = {a + c1Q (A) | a ∈ A and c ∈ C}. Note that A A1. Also Q (A) = Q (A1). Hence AA1 den A1 A1 .
From [41], the deﬁnition of “dense” for a ring carries over to A.
For our next result, recall from Corollary 2.12 that if Q (A) is semiprime, then B(Q (A)) is a com-
plete Boolean algebra.
Theorem 3.16. Let A be a ring (not necessarily with unity)which is an algebra over a commutative ring C with
unity and A(A) = 0. Assume that Q (A) is a semiprime ring and Λ is an indexing set. Then the following are
equivalent:
(i) Q (A) =∏i∈Λ Q i , where each Q i is a prime ring.
(ii) Cen(Q (A)) =∏i∈Λ Fi , where each Fi is a ﬁeld.
(iii) There exists {Ii  A1 | i ∈ Λ} such that∑i∈Λ Ii is a direct sum, A1 (⊕i∈Λ Ii) = 0, and jdim(Ii) = 1 for
each i.
(iv) There is {Xi  A | C Xi = Xi and i ∈ Λ} such that ∑i∈Λ Xi is a direct sum, A(⊕i∈Λ Xi) = 0, and
jdim(Xi) = 1 for each i, where Xi is considered as an (A1, A1)-bimodule for its jdim.
(v) There exists an orthogonal set of centrally primitive idempotents {ei | i ∈ Λ} ⊆ B(Q (A)) with supre-
mum 1.
If A is semiprime, then the above conditions are equivalent to the following.
(vi) There exists an orthogonal set of idempotents, {ei | i ∈ Λ} ⊆ B(Q (A)), such that for Ti = ei A then
AA den (
∏
i∈Λ Ti)A and each Ti is a prime ring.
Proof. (i) ⇒ (ii) Since Cen(Q (A)) =∏i∈Λ Cen(Q i), each Cen(Q i) is a ﬁeld by [1, Theorem 5].
(ii) ⇒ (i) Let ei be the unity of Fi . Since ei ∈ B(Q (A)), Cen(ei Q (A)) = ei Cen(Q (A)) = Fi . Thus
ei Q (A) is prime by [1, Theorem 11] because ei Q (A) is semiprime.
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(iii) ⇒ (iv) Let Xi = Ii ∩ A for i ∈ Λ. Then Xi  A and C Xi = Xi . Let a,b ∈ Ii with a = 0. Since
AA1 den A1 A1 , there exists r ∈ A1 such that br ∈ A and ar = 0. Thus br ∈ Xi , so Xi A1 den Ii A1 .
As in the proof of Lemma 2.9(i), A1 (Xi) = A1 (Ii) for each i. Thus A1 (
⊕
i∈Λ Xi) =
⋂
i∈Λ A1 (Xi) =⋂
i∈Λ A1 (Ii) = A1 (
⊕
i∈Λ Ii) = 0, so A(
⊕
i∈Λ Xi) = 0.
Now assume to the contrary that jdim(Xi) = 1. For each 0 = K ∈ DIC(Xi), if KA1 den Xi A1 ,
then jdim(Xi) = 1. So there is 0 = V ∈ DIC(Xi) such that V R is not dense in Xi A1 . By Deﬁni-
tion 3.1, there is an (A1, A1)-subbimodule W of Xi with V ∩ W = 0 and (V ⊕ W )A1 den Xi A1 .
Thus W ∈ DIC(Xi) again by Deﬁnition 3.1. Also W = 0 because V R is not dense in A1 A1 . From
A1 (Xi ⊕ (
⊕
j =i X j)) = 0, (Xi ⊕ (
⊕
j =i X j))A1 den A1 A1 , so Xi ∈DIC(A1). By Lemma 2.9(ii) and (iii),
V ∈ DIC(A1) and W ∈ DIC(A1). Since V ⊆ Ii and W ⊆ Ii , V ∈ DIC(Ii) and W ∈ DIC(Ii) by Propo-
sition 3.2(i). From jdim(Ii) = 1, V ∩ W = 0, a contradiction. Thus jdim(Xi) = 1 for each i.
(iv) ⇒ (iii) Since each Xi is an ideal of A1, it follows immediately.
(ii) ⇒ (v) This implication is straightforward.
(v) ⇒ (iii) Since Q (A) ∈ IC by Theorem 2.7 and it is semiprime, Q (A) is right FI-extending
by Remark 2.2(i). Thus by [14, Theorem 4.7], Q (A) is quasi-Baer. So each ei Q (A) is semiprime
and quasi-Baer. Note that ei Q (A) is indecomposable (as a ring), ei Q (A) is semicentral reduced
by [11, Proposition 1.4(i)]. From [10, Lemma 4.2], ei Q (A) is prime. Let Ii = ei Q (A) ∩ A1  A1.
Then
∑
i∈Λ Ii is a direct sum and jdim(Ii) = 1 as in the argument of the proof of Theo-
rem 3.9, where Ak and Hk in Theorem 3.9 coincide with Ii and ei Q (A) in the present proof,
respectively. By Lemma 2.5, A1 (Ii) = A1 (ei Q (A)) for each i. Thus A1 (
⊕
i∈Λ Ii) =
⋂
i∈Λ A1 (Ii) =⋂
i∈Λ A1 (ei Q (A)) ⊆
⋂
i∈Λ Q (A)(ei Q (A)) = Q (A)(
⊕
i∈Λ ei Q (A)) = 0.
Now assume that A is a semiprime ring.
(i) ⇒ (vi) There exists a set of orthogonal idempotents {ei | i ∈ Λ} ⊆ B(Q (A)) such that
Q (A) = ∏i∈Λ ei Q (A), where each ei Q (A) is a prime ring. Therefore for a ∈ A, a = (eia)i∈Λ ∈∏
i∈Λ ei Q (A). Hence A is a subring of
∏
i∈Λ ei A. Now AA den (
∏
i∈Λ ei A)A because AA den Q (A)A =
(
∏
i∈Λ ei Q (A))A .
First, we show that ei A is semiprime. Let 0 = X  ei A and take 0 = x ∈ X . Say x = eia with
a ∈ A. Since AA den Q (A)A , there exists b ∈ A such that eib ∈ A and xb = 0. Thus xb = eiab =
(eia)(eib) = xei(eib) ∈ X and xb = eiab = a(eib) ∈ A because eib ∈ A. Hence 0 = xb ∈ X ∩ A, so
X ∩ A = 0. Furthermore, take y ∈ X ∩ A and r ∈ A. Then obviously yr ∈ A. Say y = eiα with α ∈ A.
Then yr = eiαr = (eiα)(eir) = y(eir) ∈ X . Thus yr ∈ X ∩ A, so X ∩ A is a right ideal of A. Similarly, we
see that X ∩ A is a left ideal of A. Hence X ∩ A A. Since A is semiprime, we have that (X ∩ A)2 = 0,
so X2 = 0. Thus ei A is semiprime.
Next we prove that ei A is prime. For this, we claim that ei Aei A den ei Q (A)ei A . Take eiq1, eiq2 ∈
ei Q (A) with q1,q2 ∈ Q (A) and eiq1 = 0. Since AA den Q (A)A , there is a ∈ A with eiq2a ∈ A and
eiq1a = 0. Thus eia ∈ ei A such that (eiq2)(eia) = eiq2a ∈ ei A and (eiq1)(eia) = eiq1a = 0. Hence
ei Aei A den ei Q (A)ei A . Thus Q (ei A) = Q (ei Q (A)). Since ei Q (A) is prime, Cen(Q (ei Q (A))) is a ﬁeld
by [1, Theorem 5] and so Cen(Q (ei A)) is a ﬁeld. Therefore each ei A is prime by [1, Theorem 11]
because ei A is semiprime. Take Ti = ei A for each i ∈ Λ.
(vi) ⇒ (i) Note that Q (A) = Q (∏i∈Λ Ti) =∏i∈Λ Q (Ti). Since Ti is prime, so is Q (Ti). 
From Theorem 3.16, one might naturally conjecture that if A is semiprime with B(Q (A)) ⊆ A
(hence A is a semiprime quasi-Baer ring), and A satisﬁes any one of the conditions (i)–(vi) of Theo-
rem 3.16, then A itself must be a direct product of prime rings. However this conjecture is not true.
To see this, let A be the ring R in [26, Example 13.8, p. 163]. Then A is a commutative, von Neumann
regular continuous ring (hence A is a semiprime Baer ring, so B(Q (A)) ⊆ A by Theorem 2.7 and
Corollary 2.8) with Q (A) a direct product of copies of the same ﬁeld. But since A is not self-injective,
it cannot be a direct product of prime rings. In fact, there exists no intermediate ring of quotients
of A properly contained in Q (A) that is a direct product of prime rings. Hence Theorem 3.16 shows
that Q (A), in general, is the smallest right ring of quotients that one may expect to have a direct
product decomposition into prime rings. However in Theorem 4.3, we shall see that for C∗-algebras
the decomposition in Theorem 3.16(vi) becomes useful.
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an (R, R)-bimodule. Thus a nonzero ideal I of R is uniform if and only if J ∩ K = 0 for any nonzero
ideals J and K of R with J ⊆ I and K ⊆ I .
Corollary 3.17. Let A be a semiprime ring (not necessarily with unity)which is an algebra over a commutative
ring C with unity. Then the following are equivalent:
(i) There exist uniform ideals U1, . . . ,Un of A such that
∑n
i=1 Ui is a direct sum, CUi = Ui for each i, and
A(U1 ⊕ · · · ⊕ Un) = 0.
(ii) A has exactly n minimal prime ideals.
(iii) A1 has exactly n minimal prime ideals.
Proof. Since A is semiprime, A(A) = 0. Thus it follows from Theorem 3.16, [1, Theorem 11], and the
fact that Q (A) = Q (A1). 
Corollary 3.18. Let A be a ring (not necessarily with unity) which is an algebra over a commutative
ring C with unity and A(A) = 0. Assume that Q (A) is semiprime and Ω is an indexing set. If there is
{U j ∈DIC(A1) | j ∈ Ω} with A1 (
∑
j∈Ω U j) = 0 and jdim(U j) = 1 for each j ∈ Ω , then there exists Λ ⊆ Ω
with Q (A) =∏i∈Λ Q i , where each Q i is a prime ring.
Proof. Using a well-known argument (see the proof of [32, Proposition 1, pp. 59–60]), there is
a maximal subset Λ of Ω such that
∑
i∈Λ Ui is a direct sum. By Theorem 2.10, there exists
{e j ∈ B(Q (A)) | j ∈ Ω} such that U j A1 den e j Q (A)A1 for each j ∈ Ω .
First, we show that jdim(e j Q (A)) = 1, where e j Q (A) is considered as a (Q (A), Q (A))-bimodule
(i.e., e j Q (A) is a uniform ideal of Q (A) since Q (A) is semiprime). For this, let H and K be nonzero
ideals of Q (A) such that H, K ⊆ e j Q (A). By Remark 2.2(i), H, K ∈ DIC(Q (A)). Hence H ∩ A1,
K ∩ A1 ∈DIC(A1) (see Lemma 2.6). By Theorem 2.11(i), H∩U j , K ∩U j ∈DIC(A1). Since jdim(U j) = 1,
(H ∩ U j) ∩ (K ∩ U j) = 0, so H ∩ K = 0. Thus jdim(e j Q (A)) = 1 for each j.
Next, we prove that Q (A)(
⊕
i∈Λ ei Q (A)) = 0. For this, let X =
⊕
i∈Λ ei Q (A) and L = Q (A)(X).
Then (X ⊕ L)Q (A) den Q (A)Q (A) . Assume to the contrary that L = 0. Then there is k ∈ Ω such
that Uk ∩ L = 0. Otherwise, (A1 ∩ L) · (∑ j∈Ω U j) = 0, a contradiction. Let Y = Uk ∩ L. Note that
L ∈DIC(Q (A)) by Remark 2.2(i) because Q (A) is semiprime. Thus L ∩ A1 ∈DIC(A1) by Lemma 2.6.
Since Uk ∈ DIC(A1), Y = Uk ∩ L = Uk ∩ (L ∩ A1) ∈ DIC(A1) by Theorem 2.11(i). Thus there ex-
ists W  A1 such that Y ∩ W = 0 and (Y ⊕ W )A1 den A1 A1 by Deﬁnition 3.1. In this case,
W ∈ DIC(A1) also by Deﬁnition 3.1. Since jdim(Uk) = 1 and Y = 0, it follows that W = 0, hence
Y A1 den Uk A1 . Now note that X ∩ L = 0, so X ∩ Y = 0. Thus X ∩ Uk = 0 because Y A1 den Uk A1 .
Hence (
⊕
i∈Λ Ui) ∩ Uk ⊆ X ∩ Uk = 0, which is contrary to the maximality of Λ. Therefore L = 0.
Now the equivalence of (i) and (iii) of Theorem 3.16 yields the result. 
The following result shows that [24, Theorem 2] is a corollary of Theorem 3.16.
Corollary 3.19. Let A be a ring (not necessarily with unity) which is an algebra over a commutative ring C
with unity, A(A) = 0, and S the sum of the minimal ideals of A. If A(S) = 0, then A is semiprime with
Q (A) =∏i∈Λ Q i , where each Q i is a prime ring and Cen(Q (A)) is a direct product of ﬁelds.
Proof. The proof of [24, Theorem 2] routinely shows that A is semiprime. It is well known that
S =⊕ Ii , where each Ii is a minimal ideal. Clearly, jdim(Ii) = 1 for each i. Now the result follows
from Theorem 3.16. 
4. Applications to C∗-algebras
In this section, C∗-algebras are assumed to be nonunital unless indicated otherwise. We charac-
terize a C∗-algebra which is essential in a C∗-direct product of prime C∗-algebras and is an essential
2560 G.F. Birkenmeier et al. / Journal of Algebra 321 (2009) 2545–2566extension of a C∗-direct sum of prime C∗-algebras. As a structure theorem, we prove that, for a C∗-
algebra A, its local multiplier algebra is a C∗-algebra direct product of ℵ prime C∗-algebras if and
only if the extended centroid of A is Cℵ , where ℵ is a cardinality. Thereby, for a given cardinality ℵ,
we completely describe a C∗-algebra whose extended centroid is Cℵ . As a byproduct, structures of the
C∗-algebras which have only ﬁnitely many minimal prime ideals as well as those which additionally
satisfy a polynomial identity are obtained.
Recall that for a C∗-algebra A, the algebra of all double centralizers on A is called its multiplier
algebra, M(A), which coincides with the maximal unitization of A in the category of C∗-algebras.
It is an important tool in the classiﬁcation of C∗-algebras and in the study of K -theory and Hilbert
C∗-modules.
For a C∗-algebra A, recall that the unitization A1 = {a + λ1Q (A) | a ∈ A and λ ∈ C}. Then A1 =
{a+ λ1M(A) | a ∈ A and λ ∈ C} because 1Q (A) = 1M(A) . Observe that M(A) and A1 are C∗-algebras. For
X ⊆ A, X denotes the norm closure of X in A.
Let A be a C∗-algebra. Then the set Ice of all norm closed essential ideals of A forms a ﬁlter
directed downwards by inclusion. The ring Qb(A) denotes the algebraic direct limit of {M(I)}I∈Ice
(where M(I) denotes the C∗-algebra multipliers of I); and Qb(A) is called the bounded sym-
metric algebra of quotients of A in [4, Deﬁnition 2.23, p. 57]. The norm closure, Mloc(A), of Qb(A)
(i.e., the C∗-algebra direct limit Mloc(A) of {M(I)}I∈Ice ) is called the local multiplier algebra of A
[4, Deﬁnition 2.3.1, p. 65]. Note that AA is not necessarily essential in Mloc(A)A . The local multiplier
algebra Mloc(A) was ﬁrst used by Elliott in [23] and Pedersen in [37] to show the innerness of cer-
tain ∗-automorphisms and derivations. Its structure has been extensively studied in [4]. Since A is a
norm closed essential ideal of A1, Mloc(A) = Mloc(A1) by [4, Proposition 2.3.6, p. 66]. Also note that
Qb(A) = Qb(A1). See [4,23], and [37] for more details on Mloc(A) and Qb(A).
Lemma 4.1. Let A be a C∗-algebra. Then B(Mloc(A)) = B(Q (A)) = B(Q s(A)) ⊆ Cen(Qb(A)).
Proof. It follows from [31, Proposition 14.17, p. 390] and [4, Remark 2.2.9, p. 59; Lemma 3.1.2,
p. 72]. 
Recall from [4, Deﬁnition 3.2.1, p. 73] that a C∗-algebra A is said to be boundedly centrally closed
if A = A Cen(Qb(A)), where A Cen(Qb(A)) is the norm closure of A Cen(Qb(A)) in Mloc(A). It is
shown in [4, Theorem 3.2.8 and Corollary 3.2.9, pp. 75–76] that Mloc(A) and A Cen(Qb(A)) are bound-
edly centrally closed. Every AW ∗-algebra and every prime C∗-algebra are boundedly centrally closed
[4, Example 3.3.1, pp. 76–77] (see [2] and [3] for more details on boundedly centrally closed alge-
bras).
Lemma 4.2. Let A be a unital C∗-algebra. Then A is boundedly centrally closed if and only if A is quasi-Baer.
Proof. Assume that A is boundedly centrally closed. Then A Cen(Qb(A)) = A. Since B(Q (A)) ⊆
Cen(Qb(A)) by Lemma 4.1(i), A = AB(Q (A)). Hence A = Q̂IC(A), so Theorem 2.7 yields A ∈ IC.
Since A is semiprime, A is quasi-Baer by [14, Theorem 4.7]. Conversely, assume that A is quasi-
Baer. Let I be a norm closed ideal of A. Then rA(I) = eA for some e ∈ S(A). Since A is semiprime,
e ∈ B(A), so e is a projection by [4, Remark 2.2.9, p. 59]. Therefore A is boundedly centrally closed
from [4, Remark 3.2.7, p. 75]. 
For a family of C∗-algebras Ai , we use
∏C∗ Ai and ⊕C∗ Ai to denote the C∗-algebra direct product
and the C∗-algebra direct sum, respectively [4, p. 23]. We let | | denote the cardinality of a set. In
the following theorem, we completely characterize a C∗-algebra whose extended centroid is a direct
product of copies of C. Also, we characterize a C∗-algebra A such that A and its multiplier algebra
M(A) are essential in a C∗-direct product of prime C∗-algebras.
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(i) There exists a set of uniform ideals {Ui | i ∈ Λ} of A such that ∑i∈Λ Ui is a direct sum, CUi = Ui for
each i, and A(
⊕
i∈Λ Ui) = 0.
(ii) The extended centroid of A is C|Λ| .
(iii) Mloc(A) is a C∗-algebra direct product of |Λ| prime C∗-algebras.
(iv) Cen(Mloc(A)) is a C∗-algebra direct product of |Λ| copies of C.
(v) There exists a ∗-monomorphism ϕ from M(A) to a C∗-algebra direct product M of |Λ| unital prime C∗-
algebras such that ϕ(M(A))ϕ(A) ess Mϕ(A) .
(vi) There exists a set of nonzero orthogonal idempotents {ei | i ∈ Λ} ⊆ B(Q (A)) such that
(1) each ei A is a prime C∗-algebra; and
(2) for each a ∈ A, a is identiﬁed with (eia)i∈Λ ∈∏C∗i∈Λ ei A.
In this case, (
⊕C∗
i∈Λ(ei A ∩ A))A ess AA ess (
∏C∗
i∈Λ ei A)A and each ei A ∩ A is a prime C∗-algebra.
Proof. (i) ⇒ (ii) By Theorem 3.16, there exists a set of nonzero orthogonal idempotents {ei | i ∈ Λ} ⊆
B(Q (A)) such that Q (A) =∏i∈Λ ei Q (A) and each ei Q (A) is prime. Since ei ∈ B(Q (A)) = B(Mloc(A))
(see Lemma 4.1), ei A is a C∗-algebra. As in the argument of (i) ⇒ (vi) in the proof of Theorem 3.16,
ei A is prime and Q (ei A) = Q (ei Q (A)). Thus C = Cen(Q (ei A)) = Cen(Q (ei Q (A))) = Cen(ei Q (A))
from [4, Proposition 2.2.10, p. 59]. So Cen(Q (A)) =∏i∈Λ Cen(ei Q (A)) =∏i∈Λ C.
(ii) ⇒ (i) Theorem 3.16 yields this implication immediately.
(i) ⇒ (iii) From Theorem 3.16, there is a set of nonzero orthogonal idempotents {ei | i ∈ Λ} ⊆
B(Q (A)) such that Q (A) =∏i∈Λ ei Q (A) and each ei Q (A) is prime. So {ei | i ∈ Λ} ⊆ B(Mloc(A)) =
B(Q (A)) from Lemma 4.1. Since Q (A) is von Neumann regular right self-injective, B(Q (A)) is
a complete Boolean algebra by Corollary 2.12. Say f ∈ B(Q (A)) such that f = sup{ei | i ∈ Λ}.
Then 1 − f = (ei(1− f ))i∈Λ = 0 in
∏
i∈Λ ei Q (A) because ei = ei f for each i. So f = 1. From
[4, Lemma 3.3.6, p. 79], Mloc(A) =∏C∗i∈Λ eiMloc(A). Since ei Q (A) is prime, eiMloc(A) is indecompos-
able. Now S(eiMloc(A)) = B(eiMloc(A)) = {0, ei} because eiMloc(A) is semiprime. From Lemma 4.2,
Mloc(A) is quasi-Baer. Thus eiMloc(A) is quasi-Baer, so eiMloc(A) is prime by [10, Lemma 4.2].
(iii) ⇒ (iv) Let Mloc(A) =∏C∗i∈Λ Mi , where each Mi is a unital prime C∗-algebra. Then we have that
Cen(Mloc(A)) =∏C∗i∈Λ Cen(Mi). Using [4, Lemma 1.2.47, p. 47], Cen(Mi) = C for each i.
(iv) ⇒ (i) From Cen(Mloc(A)) =∏C∗i∈Λ C and Lemma 4.1, there exists a set of nonzero orthogonal
idempotents {ei | i ∈ Λ} ⊆ B(Mloc(A)) = B(Q (A)). As in the proof of (i) ⇒ (ii), 1 = sup{ei | i ∈ Λ}. By
[26, Proposition 9.10, p. 99], there is a ring isomorphism φ : Q (A) →∏i∈Λ ei Q (A) because Q (A) is
von Neumann regular right self-injective and {ei | i ∈ Λ} are orthogonal. Note that eiMloc(A) is prime
as in the proof of (i) ⇒ (iii). So if ei = g + h with g,h ∈ B(Mloc(A)) = B(Q (A)) (see Lemma 4.1) such
that gh = 0, then g = 0 or h = 0. Thus the center of the von Neumann regular right self-injective
ring ei Q (A) has 0 and ei as its only idempotents. So by [1, Theorem 11], each ei Q (A) is prime. Let
Q i = φ−1(ei Q (A)). Then Q (A) =∏i∈Λ Q i and each Q i is a prime ring. Therefore Theorem 3.16 yields
part (i).
(i) ⇒ (v) Let {Ui | i ∈ Λ} be as in condition (i). We show that Ui A den Ui A for each i. For this, let
a,b ∈ Ui with a = 0. Since A is semiprime, A(Ui) ∩ Ui = 0. We see that A(Ui) = A(Ui), so there
exists x ∈ Ui such that ax = 0, and bx ∈ UiUi ⊆ AUi ⊆ Ui . Thus Ui A den Ui A . Thus each Ui is uniform,∑
i∈Λ Ui is a direct sum, CUi = Ui , and A(
∑
i∈Λ Ui) = 0.
We show that Ui is a prime C∗-algebra. For this, let 0 = H , 0 = K  Ui . Let H1 and K1 be ideals of
A generated by H and K , respectively. Then by Andrunakievich’s lemma, H31 ⊆ H and K 31 ⊆ K . Since
Ui is uniform, 0 = I = H1 ∩ K1. Hence 0 = (I3)2 ⊆ HK , so Ui is prime.
Next let V = ⊕i∈Λ Ui . We prove that V  M(A). Observe that V  A and A  M(A). Let
V1 denote the ideal of M(A) generated by V . Again by Andrunakievich’s lemma, V 31 ⊆ V . By
[4, Corollary 1.2.23, p. 30], V 31 = V1, hence V = V1. Therefore V  M(A).
Since
∑
i∈Λ Ui is a direct sum, U j(
⊕
i = j U i) = 0. Thus U j ⊆ A(
⊕
i = j U i) = A(
⊕
i = j U i), so
U j(
⊕
i = j U i) = 0. Hence U j ∩ (
⊕
i = j U i) = 0. Therefore V =
⊕C∗
i∈Λ Ui by [36, p. 40]. We show that
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we have that M(A)(V ) = 0. Let s, y ∈ M(A) with s = 0. Then sV = 0. Take u ∈ V such that
su = 0. Then yu ∈ M(A)V ⊆ V because V is an ideal of M(A). Thus V A den M(A)A . Therefore
VM(A) den M(A)M(A) . So V is an essential ideal of M(A).
By [4, Proposition 1.2.20, p. 28], there exists a ∗-monomorphism ϕ : M(A) → M(V ) such that
ϕ(x) = x for all x ∈ V . Since V is an essential ideal of M(V ), we have that ϕ(M(A))V ess M(V )V . So
ϕ(M(A))ϕ(A) ess M(V )ϕ(A) because V ⊆ ϕ(A). From [4, Lemma 1.2.21, p. 29], M(V ) = M(⊕C∗i∈Λ Ui) =∏C∗
i∈Λ M(Ui). Since Ui is prime, so is M(Ui) by [4, Lemma 1.1.7, p. 10]. Therefore ϕ(M(A))ϕ(A) ess
(
∏C∗
i∈Λ M(Ui))ϕ(A) and each M(Ui) is a unital prime C∗-algebra.
(v) ⇒ (i) Assume that ϕ(M(A))ϕ(A) ess Mϕ(A) := (∏C∗i∈Λ Bi)ϕ(A) , where each Bi is a unital prime
C∗-algebra. Note that Z(Mϕ(A)) = 0, where Z(Mϕ(A)) is the singular submodule of Mϕ(A) . To see
this, assume to the contrary that Z(Mϕ(A)) = 0. Then Z(ϕ(M(A))ϕ(A)) = Z(Mϕ(A)) ∩ ϕ(M(A)) = 0.
So Z(ϕ(A)ϕ(A)) = Z(ϕ(M(A))ϕ(A)) ∩ ϕ(A) = 0 because ϕ(A)ϕ(A) ess ϕ(M(A))ϕ(A) . Thus we have a
contradiction. Since ϕ(A) is semiprime, ϕ(A)(ϕ(A)) = 0. Thus we see that ϕ(M(A))ϕ(A) den Mϕ(A)
by modifying the proof of [31, Proposition 8.7(3), p. 274]. Hence ϕ(M(A))ϕ(M(A)) den Mϕ(M(A)) , so
Q (ϕ(M(A))) = Q (M) = Q (∏C∗i∈Λ Bi) =∏i∈Λ Q (Bi). Since each Bi is prime, so is each Q (Bi). Let ϕ
be the extension of ϕ|A to Q (A). Then ϕ(Q (A)) = Q (ϕ(A)). Now Q (ϕ(M(A))) = ϕ(Q (M(A))) =
ϕ(Q (A)). Therefore Q (A) ∼= ϕ(Q (A)) =∏i∈Λ Q (Bi), so Q (A) is a direct product of |Λ| prime rings.
Thus Theorem 3.16 yields condition (i).
(i) ⇒ (vi) From Theorem 3.16, there is a set of nonzero orthogonal idempotents {ei | i ∈ Λ} ⊆
B(Q (A)) such that a = (eia)i∈Λ ∈∏i∈Λ ei A. Since ei ∈ B(Q (A)), ei A is a C∗-algebra. Note that a =
(eia)i∈Λ ∈∏C∗i∈Λ ei A, so A is a C∗-subalgebra of ∏C∗i∈Λ ei A. Also AA ess (∏i∈Λ ei A)A and each ei A is
prime by Theorem 3.16. Hence AA ess (
∏C∗
i∈Λ ei A)A and each ei A is a prime C∗-algebra.
(vi) ⇒ (i) Let Ui = ei A ∩ A. Note that ei A = 0 because Mloc(A) is an essential Ice-enlargement
of A. Since ei ∈ B(Q (A)) = B(Mloc(A)), ei A is a C∗-algebra. So ei A is norm closed in Mloc(A). Hence
ei A = ei A ∩ Qb(A) by [4, Lemma 1.2.32, p. 38]. Thus ei A ∩ Qb(A) = 0, so Ui = ei A ∩ A = 0.
Let H and K be nonzero ideals of A such that H, K ⊆ Ui . Then H and K are nonzero ideals of ei A.
Since ei A is a prime ring, H ∩ K = 0. Thus Ui is a uniform ideal of A. In this case, CUi = Ui for
each i. Also
∑
i∈Λ Ui is a direct sum because A is semiprime and U jUk = 0 for j = k. Now we show
that A(Ui) ⊆ A(ei A). Let a ∈ A(Ui). Assume to the contrary that a /∈ A(ei A). Then aei = 0. Since
AA den Q (A)A , there exists r ∈ A1 such that eir ∈ A and aeir = 0. Thus eir ∈ A∩ei A = Ui , so aeir = 0,
a contradiction. Thus A(Ui) ⊆ A(ei A).
Take α ∈ A(⊕i∈Λ Ui). Since A(⊕i∈Λ Ui) =⋂i∈Λ A(Ui) ⊆⋂i∈Λ A(ei A) = A(⊕i∈Λ ei A), it fol-
lows that α(
⊕
i∈Λ ei A) = 0. Since A is a subring of
∏C∗
i∈Λ ei A and
∏C∗
i∈Λ ei A is a subring of
∏
i∈Λ ei A,
A is also a subring of
∏
i∈Λ ei A. Thus α ∈ A(
⊕
i∈Λ ei A) ⊆ ∏i∈Λ ei A(⊕i∈Λ ei A). Note that ⊕i∈Λ ei A
is an essential ideal of the semiprime ring
∏
i∈Λ ei A, we have that ∏i∈Λ ei A(⊕i∈Λ ei A) = 0. Hence
α = 0, so A(⊕i∈Λ Ui) = 0. This completes the proof of (v) ⇒ (i).
Additionally, as in the proof of (i) ⇒ (v), we see that each Ui = ei A ∩ A is a prime C∗-algebra
because Ui is norm closed. Since A(
⊕
i∈Λ(ei A ∩ A)) = 0 from the proof of (v) ⇒ (i) and A is
semiprime, it follows that (
⊕
i∈Λ(ei A ∩ A))A ess AA . Since (ei A ∩ A)(
⊕
j =i(e j A ∩ A)) = 0, we have
that ei A ∩ A ⊆ A(⊕ j =i(e j A ∩ A)) = A(⊕ j =i(e j A ∩ A)). So (ei A ∩ A)(⊕ j =i(e j A ∩ A)) = 0. Thus
(ei A ∩ A)∩ (⊕ j =i(e j A ∩ A)) = 0 for each i ∈ Λ. By [36, p. 40], ⊕C∗i∈Λ(ei A ∩ A) =⊕i∈Λ(ei A ∩ A) since
ei A ∩ A is norm closed. Therefore (⊕C∗i∈Λ(ei A ∩ A))A ess AA . 
In Theorem 4.3(v), one might expect that M(A) is a C∗-algebra direct product of prime C∗-
algebras. However in the following example, M(A1) = A1 is not a C∗-algebra direct product of prime
C∗-algebras, but Mloc(A) = Mloc(A1) satisﬁes Theorem 4.3(iii).
Example 4.4. Let A be the C∗-direct sum of ℵ0 copies of C. Then Mloc(A) is the C∗-direct product of
ℵ0 copies of C. Thus M(A1) = A1, but M(A1) is not a C∗-algebra direct product of prime C∗-algebras.
Moreover, let T be the set of all bounded sequences of complex numbers whose imaginary parts
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C∗-subalgebra of Mloc(A).
Theorem 4 of [24] provides a suﬃcient condition for the extended centroid of a semiprime com-
plex Banach algebra to be a direct product of copies of C. The authors of [24] consider this as one of
the two fundamental results of their paper. From [24], it can be shown that the ideals of a semiprime
complete normed complex algebra which the authors call “atoms” are uniform ideals; in fact, each
atom P has the property that if I is a norm closed ideal such that I ∩ P = 0, then I ∩ P = P .
Now we consider the following example.
Example 4.5. (See [9, Example 1, p. 15].) Let A be the set of all compact operators on an inﬁnite-
dimensional Hilbert space over C. Then the heart of A1 is the set of bounded linear operators
with ﬁnite-dimensional range space. So A1 is subdirectly irreducible. Since A1 is a C∗-algebra, it
is semiprime. Consequently A1 is a prime C∗-algebra.
In Example 4.5, A1 is a prime C∗-algebra, hence A1 itself is a uniform ideal. But A is a proper
norm closed ideal of A1, so not every uniform ideal is an atom. Thus, for the case of C∗-algebras, our
Theorem 4.3 is a proper generalization of [24, Theorem 4]; moreover, it gives necessary and suﬃcient
conditions for the extended centroid of a C∗-algebra to be a direct product of copies of C.
Corollary 4.6. Let A be an AW ∗-algebra and ℵ a cardinality. Then the following are equivalent:
(i) The extended centroid of A is Cℵ .
(ii) A is a C∗-algebra direct product of ℵ prime AW ∗-algebras.
(iii) Cen(A) is a C∗-algebra direct product of ℵ copies of C.
Proof. If A is an AW ∗-algebra, then Mloc(A) = A by [4, Theorem 2.3.8, p. 67]. Therefore the equiva-
lence follows immediately from Theorem 4.3. 
Proposition 4.7. (See [18, Corollary 4.18].) Let A be a C∗-algebra and B an intermediate C∗-algebra between
A and Mloc(A). Then Cen(Mloc(A)) = Cen(Mloc(B)).
The following corollary allows us to extend various facts about a C∗-algebra A which are indicated
in Theorem 4.3 to an intermediate C∗-algebra, B , between A and Mloc(A).
Corollary 4.8. Let A be a C∗-algebra, ℵ a cardinality, and B an intermediate C∗-algebra between A
and Mloc(A). Then the extended centroid of A is Cℵ if and only if that of B is Cℵ .
Proof. It follows immediately from Theorem 4.3 and Proposition 4.7. 
The next lemma shows that Qb(A) is quasi-Baer for any C∗-algebra A.
Lemma 4.9. Let A be a C∗-algebra. Then we have the following:
(i) Q̂IC(A1) = A1B(Q (A)) is a ∗-subalgebra of Qb(A).
(ii) Qb(A) ∈ IC (hence quasi-Baer).
Proof. Note that Qb(A) = Qb(A1). From Lemma 4.1, B(Q (A)) ⊆ Cen(Qb(A)). Hence Qb(A) ∈ IC. Thus
it is quasi-Baer by [14, Theorem 4.7]. 
When the indexing set Λ in Theorem 4.3 is ﬁnite, we obtain the following corollary. Also the
equivalence of (i), (iv), and (v) in this corollary extends [4, Proposition 3.3.2, p. 77] for the case of
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result shows that under a mild ﬁniteness condition, Q̂IC(A1) is norm complete. Moreover, this result
adds to the number of equivalences indicated in [4, Proposition 2.2.13, p. 61].
Corollary 4.10. Let A be a C∗-algebra and n a positive integer. Then the following are equivalent:
(i) A has exactly n minimal prime ideals.
(ii) Q̂IC(A1) = A1B(Q (A)) is a direct sum of n prime C∗-algebras.
(iii) The extended centroid of A is Cn.
(iv) Mloc(A) is a direct sum of n prime C∗-algebras.
(v) Cen(Mloc(A)) = Cn.
Proof. The equivalence of (i), (iii)–(v) follows from Corollary 3.17 and Theorem 4.3.
(i) ⇒ (ii) By Corollary 3.17, A1 has exactly n minimal prime ideals. Let P1, . . . , Pn be all the min-
imal prime ideals of A1. Then by Theorem 3.15, Q̂IC(A1) = A1B(Q (A)) = S1 ⊕ · · · ⊕ Sn , where each
Si is a prime ring. Let Ki =⊕ j =i S j for each i. From the proof of Theorem 3.15, {K1, . . . , Kn} is
the set of all minimal prime ideals of Q̂IC(A1). Also as in the proof of Theorem 3.15, Q̂IC(A1) ∼=
Q̂IC(A1)/K1 ⊕ · · · ⊕ Q̂IC(A1)/Kn, where Ki is a prime ideal of Q̂IC(A1) such that Ki ∩ A1 = Pi and
Ki = ei Q̂IC(A1) with ei ∈ B(Q (A)).
We show that each Pi is norm closed in A1. For this, let {xn} be a sequence in Pi with
lim xn = x ∈ A1. Then ei ∈ Q̂IC(A1) ⊆ Qb(A) ⊆ Mloc(A) from Lemma 4.9. Since Mloc(A) is a C∗-
algebra by [4, Theorem 2.3.9, p. 68], we have that xei = (lim xn)ei = lim(xnei) = lim xn = x because
Pi ⊆ Q̂IC(A1)ei ⊆ Mloc(A). Hence x = xei ∈ Q̂IC(A1)ei ∩ A1 = Pi , so Pi is a norm closed ideal of A1.
Thus Pi is self-adjoint and A1/Pi is a C∗-algebra by [22, Proposition 1.8.2, p. 20].
Since Q̂IC(A1) =⊕ni=1 Si , there is gi ∈ B(Q̂IC(A1)) such that Si = gi Q̂IC(A1) for each i. By
Proposition 6.3, each gi is a projection. Thus S∗i = Si , so Si is a ∗-algebra for each i. From the proof of
Lemma 3.1(i), there exists a ring monomorphism φ : A1/Pi → Mloc(A) deﬁned by φ(a + Pi) = gia. It
can be seen that φ is a ∗-homomorphism and that φ(A1/Pi) = Si . Thus, by [22, Corollary 1.8.3, p. 21],
Si is a C∗-subalgebra of Mloc(A). Consequently, by [22, 1.3.3, p. 8], Q̂IC(A1) =⊕ni=1 Si is a C∗-
subalgebra of Mloc(A), where each Si is a prime C∗-algebra.
(ii) ⇒ (iii) Assume that Q̂IC(A1) =⊕ni=1 Si , where each Si a prime C∗-algebra. Then Cen(Q (Si)) =
C by [4, Proposition 2.2.10, p. 59]. Therefore Cen(Q (A)) = Cen(Q (A1)) = Cen(Q (Q̂IC(A1))) =⊕n
i=1 Cen(Q (Si)) = Cn . 
Let R be a semiprime ring, n a positive integer, and S an intermediate ring between R and Q (R).
Then, by [1, Theorem 11], R has exactly n minimal prime ideals if and only if so does S . The following
remark is a C∗-algebra analogue. By Corollary 4.10, it is a restatement of Corollary 4.8 when ℵ is ﬁnite.
Remark 4.11. Let A be a C∗-algebra, n a positive integer, and B an intermediate C∗-algebra between
A and Mloc(A). Then A has exactly n minimal prime ideals if and only if so does B .
In [4] and [36], C∗-algebras and Banach algebras satisfying a polynomial identity (PI) have been
studied. In the following corollary, we characterize C∗-algebras satisfying a PI with only ﬁnitely many
minimal prime ideals.
Corollary 4.12. Let A be a C∗-algebra. Then the following are equivalent:
(i) A satisﬁes a PI and has exactly n minimal prime ideals.
(ii) A ∼= Matk1 (C) ⊕ · · · ⊕Matkn (C) (∗-isomorphic) for some positive integers k1, . . . ,kn.
Proof. (i) ⇒ (ii) Assume that A satisﬁes a polynomial identity f (x1, . . . , xn) with integer coeﬃcients
such that the coeﬃcient of one of the monomials in f of maximal degree is 1. Let g(x1, x2, . . . , xn) =
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with maximal degree is 1.
We claim that A = A1. For this, assume to the contrary that A is not unital. Since A1/A ∼= C,
αβ − βα ∈ A for all α,β ∈ A1. Thus A1 satisﬁes g . From Corollary 3.17, A1 also has exactly n minimal
prime ideals. Let {P1, . . . , Pn} be the set of all minimal prime ideals of A1. From Theorem 3.15 and the
proof of Corollary 4.10, Q̂IC(A1) ∼= A1/P1 ⊕· · ·⊕ A1/Pn and each A1/Pi is a prime C∗-algebra. Hence
each A1/Pi is boundedly centrally closed. Therefore A1/Pi = A1/Pi = (A1/Pi)Cen(Qb(A1/Pi)) for
each i. Hence A1/Pi = (A1/Pi)Cen(Qb(A1/Pi)). Also note that Cen(Q (A1/Pi)) = Cen(Qb(A1/Pi)) = C
by [4, Proposition 2.2.10, p. 59; Proposition 2.2.13, p. 61]. Since A1/Pi is prime PI, it follows that
Q (A1/Pi) = (A1/Pi)C = A1/Pi , so A1/Pi is ﬁnite-dimensional over its center C. Also there ex-
ist a positive integer ki and a division ring Di such that A1/Pi ∼= Matki (Di) for each i (see
[39, pp. 36 and 53]). Now Di = C because Di is ﬁnite-dimensional over its center C. Therefore,
A1/Pi ∼= Matki (C) for each i, so each Pi is a maximal ideal. Thus each C∗-algebra A1/Pi is
ﬁnite-dimensional, so each A1/Pi is ∗-isomorphic to Matki (C) by [21, Theorem III.1.1, p. 74]. Since⋂n
i=1 Pi = 0, A1 ∼= A1/P1 ⊕ · · · ⊕ A1/Pn ∼= Matk1 (C) ⊕ · · · ⊕ Matkn (C) (∗-isomorphic) by the Chinese
Remainder theorem. Since A1 is ﬁnite-dimensional, A is also ﬁnite-dimensional, so A is unital. Thus
A = A1, a contradiction. Therefore A is unital (i.e., A = A1). As in the above argument, we prove that
A ∼= Matk1 (C) ⊕ · · · ⊕Matkn (C) (∗-isomorphic).
(ii) ⇒ (i) Clearly A is a PI ring. Also A has exactly n minimal prime ideals. 
From Theorem 4.3, Corollary 4.10, and Corollary 4.12, we obtain the following.
Corollary 4.13. If A is a reduced C∗-algebra with exactly n minimal prime ideals, then A = Cn.
Proof. We see that A1 is also reduced. By Corollaries 3.17 and 4.10, A1 has exactly n minimal prime
ideals and Q̂IC(A1) is a C∗-algebra. Since A1 is reduced, the C∗-algebra Q̂IC(A1) is a reduced Baer
∗-ring. Hence it is a commutative AW ∗-algebra [29, p. 10], so A1 is commutative. From Corollary 4.12,
A1 = A ∼= Cn , so A = Q (A). From Corollary 4.10, Cen(Q (A))(= Q (A)) = Cn . Thus A = Cn . 
Note that the PI condition in Corollary 4.12(i) is not superﬂuous. To see this, let A = K ⊕ K (see
[4, Remarks 3.3.10(2), p. 30 and p. 80]). By [22, p. 96], K is a primitive C∗-algebra (hence prime). So
A has only two minimal prime ideals. But A does not satisfy Corollary 4.12(ii).
Finally, Corollary 4.10 motivates the following problem.
Problem. Characterize a unital C∗-algebra A such that AB(Q (A)) is a C∗-algebra.
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