In this paper, we consider the optimal design of networked estimators to minimize the communication/measurement cost under the networked observability constraint. This problem is known as the minimum-cost networked estimation problem, which is generally claimed to be NP-hard. The main contribution of this work is to provide a polynomial-order solution for this problem under the constraint that the underlying dynamical system is self-damped. Using structural analysis, we subdivide the main problem into two NP-hard subproblems known as (i) optimal sensor selection, and (ii) minimum-cost communication network. For self-damped dynamical systems, we provide a polynomial-order solution for subproblem (i). Further, we show that the subproblem (ii) is of polynomial-order complexity if the links in the communication network are bidirectional. We provide an illustrative example to explain the methodologies. . 1. In this paper, agent/sensor/estimator is used interchangeably. of measurements. This cost may represent sensor expenses, or utility/energy consumption by sensors [19] . On the other hand, the MCCN problem is to optimally design the communication network to minimize the communication cost at the agents, where the cost may represent communication reliability [20] , communication energy/power [21] , or distance (also referred to as capacity-infrastructure cost) [22], among others. Related literature: Optimal sensor selection [23], [24] and dual problem of optimal actuator placement [25], [26] is shown to be NP-hard 2 in the literature. The problem of optimal selection of sensors (information gatherers) is shown to be reducible to a minimum set covering problem [23].
INTRODUCTION
N ETWORKED estimation has been a topic of significant interest in the literature [1] - [6] , where a group of agents 1 is assigned to take measurements and share information over a communication network in order to estimate the state-vector of a dynamical system. This paper studies the complexity of Minimum-Cost Networked Estimation (MCNE) for self-damped dynamical systems, crucial in many large-scale applications. Because of the large size, only solutions with polynomial-order complexity are desirable. Selfdamped dynamical system is a type of system in which the state of each node in the system is influenced, among others, by itself [7] - [9] . Structurally representing this system by a digraph, each state node contains a self-cycle. Such systems are prevalent, for example, in epidemic models [10] and eco-systems [11] . Also, in discretization of continuoustime systems the discretized system matrix always has nonzero diagonal entries, implying that its associated system digraph contains a self-link on every state node. Such discretized models may be derived via Euler's method or Tustin's method as discussed in [12] . See more examples of discrete-time representations for modeling the targettracking systems in [13] - [17] . The self-damped assumption is also considered in estimation scenarios as in [18] .
For self-damped systems, we relax the MCNE problem into two subproblems: (i) Minimum-Cost Sensor Selection (MCSS) problem, and (ii) Minimum-Cost Communication Network (MCCN) problem. We separately discuss the computational complexity of each problem. The MCSS problem is to find the optimal sensor placement to minimize the cost for centralized estimation 4 . For example, the complexity of the cost-optimal design of the communication network for centralized estimation in [18] is proved to be in O(n 5 ). However, the general MCCN problem is known to be NPhard [30] .
Contributions: The main contributions of this paper are as follows, First, in Section 3, we reformulate the MCNE problem for self-damped systems using structured systems theory and decompose the problem into MCSS and MCCN subproblems. In this direction, we generalize the optimal centralized estimation problem in [18] , [28] , [29] to the networked case, where the problem is constrained with networked observability. Second, in Section 4, we prove existence of a polynomial-order solution for MCSS problem in the case the system is self-damped. We reformulate this problem as a linear assignment problem with a solution of complexity O(N 3 ) based on the Hungarian method. It should be noted that, as claimed in [23] , for general systems the MCSS problem is NP-hard. Third, in Section 5, we show that generally NP-hard MCCN problem has polynomial-order solutions under bidirectional link constraint, i.e., when the communication adjacency matrix is symmetric. Note that the main contribution of this work is not to generate an algorithm as the solution to the MCNE problem but determining the complexity of the solution. It should be emphasized that in this paper, we determine the minimum number of agents such that each agent measures one necessary state for observability of the underlying self-damped dynamical system. In other words, the case of minimal system observability is considered here. The case where more measurements of the system are given, for example, to improve the estimation performance or to reduce the cost of network communication, is left as future research direction.
MCNE PROBLEM STATEMENT
We consider discrete-time LTI dynamics in the form:
where k is the time-index, x ∈ R n represents the state of the dynamical system, y ∈ R N is system measurement, v and r respectively represent system and measurement noise 5 , and A and C respectively represent system and measurement matrices. The discrete-time model (1) may be derived from the discretization of continuous-time models in the form,
Applying the Euler's method [12] for discretization of (3) with sampling time T ,
4. Note that in works [18] , [28] , [29] although the authors claim a distributed framework, they indeed consider the estimation via a central node (or the root node) in the sensor network.
5. The noise is inherent to any estimation scenario. Although, in this paper we do not directly use the noise in our analysis, we consider the noise terms as in most general case the concept of estimation and observability are tightly related with noise. It should be noted that the cost-optimal design in this paper is irrespective of the noise terms. However, after designing the sensor-network, the distributed estimation scenario aims to track the noise-corrupted system states.
where I is the identity matrix. In fact, the Euler's method is the approximation to the following discrete-time model of continuous-time system (3):
x((k + 1)T ) = exp(TĀ)x(kT ) (5) Another approximation to the above model is by using the Tustin's method [12] for discretization of (3) as follows:
In both discretized models (4) and (6) the diagonal entries of the discrete-time system matrices are non-zero (due to the identity matrix I). It should be mentioned both Euler's and Tustin's methods are discrete-time approximations of continuous-time system model, and both give approximate solutions to the continuous-time model (3) . In general, system estimation necessitates the pair (A, C) to be observable 6 . In networked estimation, the group of agents/estimators are connected such that the system is observable to every agent/estimator via the local measurement matrices C i at each agent i with C = [C ⊤ 1 . . . C ⊤ N ] ⊤ . Since the pair (A, C i ) is not necessarily observable at any agent, the agents recover the observability deficiency by sharing measurements or state predictions over a communication network G U . To keep the exposition simple and without loss of generality, we assume each measurement y i is taken by one sensor/agent i. At every time-step k, every agent i shares its information with other agents in its neighborhood N i . By sharing necessary information over G U every agent is capable of tracking the global state of the dynamical system. In this regard, the necessary condition for networked estimation is networked observability defined as follows [3] - [6] , [31] : Definition 1. For the dynamical system (A, {C} i ) monitored by a network G U of agents with adjacency matrix U , the networked system is observable by each agent if the pair (U ⊗ A, D C ) is observable, where D C is defined as:
and the set {N 1 , . . . , N N } is the set of neighboring agents, where N j is the set of agent j's neighbors.
It should be noted that the (A, C)-observability is necessary for (U ⊗ A, D C )-observability, but is not sufficient; the next section explains more conditions for networked observability. If the networked observability is satisfied, a feedback gain matrix may exist such that every agent achieves asymptotic omniscience on the dynamical system state [3] - [6] , [31] . This simply implies that the error dynamics at every agent is bounded and achieves asymptotic mean-squared stability. The idea in this paper is to design the measurement matrix and communication network such that certain cost is minimized. The cost of networked estimation is twofold: the measurement cost and the communication cost. The 6. Throughout this paper, we use structured system theory where the observability analysis is structural and generic. For notation simplicity, observability implies structural or generic observability. problem is to minimize these costs while networked observability constraint is satisfied, termed as the Minimum-Cost Networked Estimation (MCNE) problem.
Problem Formulation 1. Consider the system matrix and measurement matrix pair (A, C). The measurement of state j by agent i is assigned with a cost δ ij and the communication from agent i to agent j is assigned with a cost η ij . Then, the problem is to solve the following:
where the matrices C ∼ {0, 1} N ×n and U ∼ {0, 1} N ×N represent the 0 − 1 structure of C and U matrices, respectively.
Remark 1. The general MCNE problem is NP-hard to solve.
We prove this remark in the next sections as we reformulate the problem using structural analysis. In this paper, we solve the MCNE problem for self-damped systems.
Definition 2. Self-damped systems are where the evolution of every state x i is a function of, among other states, the state x i itself. In structured systems theory, a self-damped system is modeled by a graph with a self-loop on every state node [3] - [6] , [31] [7] , [8] .
The self-damped system dynamics is prevalent in discretized representations of continuous-time systems, as in the mentioned Euler's and Tustin's discretized models. The main problem addressed in this paper is on the complexity of MCNE problem under self-damped system constraint. We investigate if there is a polynomial-order solution for this problem; and if not, is there an efficient (with polynomial-order complexity) approximate algorithm to solve the problem, and what is the ρ-approximation of the solution? To answer these questions, in the next sections, using structured systems theory we reformulate the problem for self-damped systems into two subproblems and find the complexity of the solution for each subproblem.
Assumptions: The following assumptions are made throughout the paper:
(i) The underlying system to be estimated is self-damped. (ii) The system matrix A is not necessarily irreducible 7 , see the comments after Lemma 1. Regarding Assumption (v), it should be mentioned that the methodology can be extended to the case where agents take more than one measurements, discussed in Sections 5 and 7.
A reducible matrix
A is such that, by simultaneous row/column permutations, it can be transformed into block upper/lower-triangular form. Otherwise, it is irreducible [32] .
REFORMULATION BASED ON STRUCTURED SYSTEMS THEORY
In this paper, a structural (also referred to as generic) approach is adopted to solve the MCNE problem. It is known that many properties of the system emerge from the system structure and are irrespective of the numerical values of system variables [33] . Among these properties are system controllability and observability [31] , [34] , [35] . It is known that the values of system parameters for which a generic property does not hold lies on an algebraic subspace with zero Lebesgue measure [33] . This implies that the structural observability results in the observability for almost all values of system/measurement parameters. Determination of the zero-measure algebraic subspace for which structural observability does not imply observability is case-specific and generally can be formulated based on the dependencies of system parameters and is out of scope of this paper.
In the rest of the paper, consider matrix A ∼ {0, 1} n×n as the 0 − 1 structure of system matrix A and C ∼ {0, 1} N ×n as the 0 − 1 structure of measurement matrix C. Based on the structured systems theory, A and C can be represented by a graph known as system digraph. The (A, C)-observability generically emerges from this graphical model. For selfdamped systems, the system digraph contains a self-loop on every state node. Mathematically, this implies that A ii = 1 for all i ∈ {1, . . . , n}, and therefore, it is known that selfdamped systems are structurally full-rank [35] . For such systems, the observability can be analyzed via certain components in the system digraph as we discuss below.
Definition 3. In a system digraph, a component in which every state has a path to every other state in the same component is called a Strongly Connected Component (SCC). A SCC with no outgoing links to other SCCs is called as parent SCC, denoted by
S p , and a non-parent SCC is called child SCC. The partial order of SCCs is denoted by ≺, i.e., S i ≺ S j implies that there is a directed path from S i to S j . Define the set S p = {S p 1 , S p 2 , . . . } as the set of all parent SCCs. Remark 2. The algorithm for decomposing a system digraph into SCCs and determining their partial order (parent-child classification) is called depth-first-search algorithm with computational complexity O(n 2 ) [36] , with n as the number of graph nodes.
The following theorem relates the observability of selfdamped systems with SCCs in their system digraph, in a generic sense. Proof. The proof follows the main theorem on structural observability developed in [32] , [37] . Based on this theorem, two necessary and sufficient conditions on the system digraph for structural observability are as follows: (i) there is a directed path form every state node to an output (or measurement), and (ii) there is a family of disjoint cycles spanning all nodes in the system digraph 8 . 8 . The condition (i) for structural observability is known as output connectivity condition, and condition (ii) is known as rank condition.
Sufficiency: Based on the definition of the self-damped systems the condition (ii) is already satisfied. Note that based on the definition, there is a path from every child SCC to (at least) one parent SCC. Having an output y i from one state in every parent SCC, S p j , implies the outputconnectivity of all state nodes in the same parent SCC, and further, all states in the child SCCs connected to S p j via a directed path, i.e., every S c i for which S c i ≺ S p j is also connected to the output y i . This holds for every parent and child SCC. This satisfies the condition (i) for structural observability and the theorem follows.
Necessity: We prove the necessity by contradiction. Consider the case where (at least) one parent SCC, say S p i , has no outgoing measurement. Therefore, the node states in S p i are not connected to any output. This is because (i) no agents measure a state node in S p i , and (ii) based on the definition of parent SCC, there is no path from states in S p i to any other output-connected SCC. This implies that the outputconnectivity is not satisfied, and therefore the system is not observable.
Next, we extend the observability results to networked estimation acquired by a network of agents. In this sense, the network must be specifically designed to ensure networked observability as follows. Theorem 2. Let a self-damped system have all the measurements for structural observability at the agents (Theorem 1). For the networked estimation protocol to achieve asymptotic omniscience on system state (networked observability according to Definition 1), the network G U is sufficient to be Strongly Connected (SC).
Proof. The proof outline is similar to the proof of Theorem 1. To satisfy the networked observability (according to the definition), the pair (U ⊗A, D C ) must be observable. Following the structural observability in [32] , [37] , for the self-damped underlying system, every agent applies self information for networked estimation (along with the information of neighbors). This implies that the matrix U ⊗A is structurally full-rank and the rank condition for structural observability is satisfied [3] - [6] , [35] . In the networked system graph associated to U ⊗ A, the Strong Connectivity of G U implies that access to the measurements/outputs is shared among all agents via a path. In the networked system graph including self-damped sub-systems, according to Theorem 1 every parent SCC, say S p j , is output-connected. Assume agent i takes (at least) one state measurement y i in S p j . The Strong-connectivity of G U implies that there is a directed path from every agent, say k, to agent i. Therefore, all the states in the sub-system associated to the agent k are connected via this path to the output y i measured by the agent i. This holds for all agents measuring a state in parent SCCs, and therefore the output-connectivity of all parent SCCs follows from strong-connectivity of G U . The output-connectivity of child SCCs follows from the similar argument as in Theorem 1, and the output-connectivity condition of the structural observability theorem in [32] , [37] follows. This implies that SC network among agents is sufficient for networked estimation/observability.
Lemma 1.
Assuming each agent takes one measurement, the minimum number of agents to estimate the state of a self-damped dynamical system is equal to |S p |, where | · | is the cardinality of the set. Further, for this minimum number of agents, the SC network among agents is necessary for networked observability/estimation 9 .
Proof. The proof follows the proof of Theorems 1 and 2. Note that measuring a state node in every parent SCC is necessary and sufficient for observability. Assuming every agent takes one state measurement, the minimum number of agents to satisfy observability is equal to the number of parent SCCs, i.e., |S p |. Next, assume we have the minimum number of agents each measuring a state in a parent SCC. In the network estimation scenario, having an SC network each agent's information (regarding the parent SCC measured by that agent) reaches to every other agent via a directed path. This implies that in the networked system every parent SCC is observable to every agent. Let assume that the communication network is not SC. This implies that (at least) there is no directed path from one agent, say a, to another agent, say b. Therefore, the information of parent SCC S p i measured by agent a cannot reach to agent b. Note that we have the minimum number of agents/measurements and, therefore, no other agent is measuring any state node in S p i . This implies that the states in S p i are not observable to agent b and the networked observability is violated. Therefore, for minimum number of agents, the networked estimation error cannot attain steady-state stability over a non-SC network.
Note that the networked observability results in this section are particularly defined for non-SC system digraphs, i.e., the case system matrix A is reducible. In case the system digraph is SC, according to Theorem 1, only one measurement is necessary and sufficient for structural observability. Therefore, only one agent may perform the estimation and the concept of networked observability is irrelevant. This justifies Assumption (ii) in this paper. In case having more than one agent, measuring perhaps different state nodes in the SC system digraph, there is no need for the communication network of agents to be SC and it might be even disconnected.
It should be mentioned that, following the same line of justification as in Lemma 1, the necessary SC network condition can be extended to the case where agents take two or more distinct measurements. If no two agents share a measurement of the same parent SCC, the SC network among agents is necessary for networked observability. The Strong Connectivity of multi-agent communication network is a typical assumption in networked estimation literature as in [1] - [6] , [35] , and also in optimal design of sensor networks as in [18] . In this paper, we consider networked estimation via the minimum number of measurements each from a parent SCC. This is to minimize the measurement costs. Based on the results of Theorem 1, Theorem 2 and Lemma 1, assuming networked estimation with minimum 9. Note that here without loss of generality we assume every agent measures the states in one parent SCC. In case the number of agents is less than |Sp|, some agents measure the states in more parent SCCs. Assuming no two agents take measurement from the same parent SCC we still need an SC network among these agents. In fact, the key point here is that the information of every parent SCC reaches to every other agent via a directed path. number of measurements defined in Lemma 1 each assigned to one agent, one can relax the networked observability constraint and reformulate the MCNE problem (8) for selfdamped systems into two subproblems as follows:
Problem Formulation 2. Consider the setup in Problem Formulation 1 for a self-damped system. The problem can be subdivided into Minimum-Cost Sensor Selection (MCSS) problem:
and Minimum-Cost Communication Network (MCCN) problem:
In order to justify the above formulation, note that based on Theorems 1 and 2 and Lemma 1, the networked observability constraint in Problem Formulation 1 can be decomposed into (i) (A, C)-observability constraint for which every parent SCC is measured by (at least) one agent related to the optimization term N i=1 n j=1 δ ij C ij , and (ii) strongconnectivity of multi-agent network related to the optimization term
This is because both summations (including the weights δ ij and η ij ) are positive, therefore the minimization of the sum is equivalent to the minimization of each term. The (A, C)-observability constraint in (9) , which according to Theorem 1 implies that one state node in every parent SCC must be measured, is related to MCSS problem. On the other hand, the constraint G U being SC in (10), according to Theorem 2 and Lemma 1, is related to MCCN problem. Notice that the constraint A ii = 1, ∀i ∈ {1, . . . , n} formulates the self-damped system constraint. From these arguments, the MCNE problem is decomposed into MCSS and MCCN optimization problems separately discussed in the next sections. Based on the structured systems theory, with the given assumptions, the optimality and complexity of the MCNE problem is almost always the same as the MCSS and MCCN problems. We should emphasize that this decomposition is only valid for self-damped systems, and for general systems such decomposition might be irrelevant.
MCSS PROBLEM: ALGORITHM AND COMPLEX-ITY
Recall that the MCSS problem is the problem of identifying the states to be measured such that a certain cost of measure-ments is minimized while satisfying observability condition for inference purposes.
Remark 3. For general systems the MCSS problem is NP-hard.
Note that for general systems (not necessarily selfdamped), the MCSS problem is proved to be reducible to minimum set covering problem and therefore is NP-hard [23] . In this section, we find a polynomial-order solution under self-damped system constraint. First, we add two new constraints on the state-measurement pairs. For minimization purposes, we assume that each agent is assigned to measure one and only one state, implying that each C i is a row vector and n j=1 C ij = 1. Also, each state is at most measured by one agent, implying that N i=1 C ij ≤ 1. Adding these conditions the new MCSS formulation is as follows:
Problem Formulation 3. Considering that every agent measures only one state, the MCSS problem has the following form:
Using the results of Theorem 1, the (A, C)-observability constraint can be relaxed as having one state measurement from each parent SCC S p j to be assigned with an agent i. The agent measures the state in parent SCC that has minimum measurement cost. In this direction, redefine the state measurement cost matrix δ by a new parent SCC measurement cost matrix ∆ as follows: (13) Note that the new cost matrix ∆ is N ×N . Therefore, instead of C, a new assignment matrix needs to be defined relating the parent SCCs to agents. Denote this 0 − 1 matrix by Z = {Z ij }. An element Z ij = 1 implies that agent i is assigned to measure the minimum-cost state in parent SCC j and ∆ ij denotes this cost. Recalling that measuring all N parent SCCs guarantees the (A, C)-observability (Theorem 1) and the fact that parent SCCs do not share state nodes [36] , the new optimization formulation is as follows:
Problem Formulation 4. Redefining the agent-SCC cost matrix ∆ and introducing the agent-SCC assignment matrix Z, the MCSS problem has the following form: (14) Note that N i=1 Z ij = 1 implies that each parent SCC is measured by one agent, and N j=1 Z ij = 1 implies that each agent makes one measurement of a parent SCC. The above formulation is a linear assignment problem, which is well-known in combinatorial optimization. This problem is discussed in the literature to a great extent. For extensive surveys on this problem and generalizations see [38] , [39] . The most well-known polynomial-order solution for linear assignment problem is the Hungarian method [40] . The pseudo-code for the Hungarian method is given in Algorithm 1. The computational complexity of this algorithm is O(N 3 ). Recalling that the formulation (14) is equivalent to the formulation (9) leads to the following remark, Remark 4. The computational complexity of MCSS problem solution for self-damped system is O (N 3 ) , where N is the number of agents (or parent SCCs).
MCCN PROBLEM: ALGORITHM AND COMPLEX-ITY
Recall that MCCN problem is to find the minimum weight (cost) strongly-connected subgraph spanning all nodes (agents) in the communication network.
Remark 5. For general (directed) communication networks the MCCN problem is NP-hard.
This is because the MCCN problem is reducible to directed Hamiltonian cycle problem and therefore is NP-hard [30] , [41] . This problem is also known as minimum spanning strong sub(di)graph in literature [42] . For approximation algorithms to this NP-hard problem, [43] , [44] provide a 1.62-approximation algorithm, and [45] proposes a 1.5approximation algorithm. We consider an undirected communication network among agents, i.e., the communication links are all bidirectional. This simply implies that if two agents are in the communication range of each other, e.g., in a wireless sensor network, both agents share their information. This is a typical assumption in the literature of networked estimation as in [2] , [5] . This assumption changes the problem as in the following: Problem Formulation 5. Considering bidirectional communication among agents, the MCCN problem has the following form:
Given: Cost matrix ∆ = [∆ ij ] ; for i = 1, . . . , N do u i = smallest entry in row i of ∆; for j = 1, . . . , N dô ∆ ij = ∆ ij − u i end end for j = 1, . . . , N do v j = smallest entry in column j of∆; for i = 1, . . . , N dô ∆ ij =∆ ij − v j end end S = an independent set of zeros of max size in∆; q = |S| ; while q < N do Cover∆; k = smallest entry in∆ not covered by a line; for i = 1, . . . , N do for j = 1, . . . , N do if∆ ij is not covered then ∆ ij =∆ ij − k end if∆ ij is covered twice then ∆ ij =∆ ij + k end end end S = an independent set of zeros of max size in∆; q = |S| ; end for i = 1, . . . , N do for j = 1, . . . , N do if∆ ij ∈ S then
Algorithm 1: Pseudo-code for the Hungarian Algorithm
The above problem can be reformulated as a wellknown problem in combinatorial optimization and discrete mathematics, known as minimum weight spanning tree. Two classic polynomial-order solutions (with complexity O(N 2 log(N ))) for this problem are Prim algorithm [46] and Kruskal algorithm [47] . However, a more efficient distributed algorithm with computational complexity O(N log(N )) is proposed in [48] . The pseudo-code for the distributed algorithm is given in [48] and excluded here due to space limitation. Recalling that the formulation (15) is the equivalent form of the formulation (10), we deduce the following. Remark 6. The computational complexity of the most efficient solution to MCCN problem for undirected networks (with bidirectional links) is O(N log(N )).
Remarks on SC Communication Network Condition
Note that with the help of Assumptions (i)-(v), we show in Lemma 1 that SC communication network among agents is necessary for networked estimation. However, in general, for networked estimation there might be cases for which some of the given assumptions are violated and therefore the agents' network is not necessarily SC. Assume that we are interested to reduce the number of communications among agents by, for example, increasing the number of system measurements taken by agents. In this direction, consider three cases:
• Case (I): Following Assumption (v) let each agent take one measurement. Consider the number of agents to be N 1 and the number of parent SCCs to be N 2 < N 1 .
In the communication network, every agent needs to receive the information of the other N 2 − 1 parent SCCs via directed paths. In such case, although the network is not necessarily SC, the amount of communications is more than the case where N 2 agents each measure one parent SCC and share information over (smaller) SC network. • Case (II): consider N 2 measurements each from one parent SCC are assigned to N 1 < N 2 agents, implying that some agents take more than one measurement. Since no two agents share a measurement and following the same reasoning as in Lemma 1, the SC communication network is a necessary condition and MCCN problem formulation (15) follows. • Case (III): consider N 1 measurements more than necessary N 2 < N 1 parent SCC observations. Let us assign these measurements to N 3 < N 1 agents, where some agents may share measurements from one or more parent SCCs. In this case, the minimum communication network is not necessarily SC and could be disconnected. Therefore, recalling the bidirectional link assumption among agents, the SC condition on G U is relaxed to having a disconnected group of smaller SC sub-networks. Recall that the solution to the MCCN problem subject to SC undirected network condition is shown to be minimum weight spanning tree. According to the definition, removing any link from a spanning tree yields a disconnected network of smaller trees knwon as a forest [49] . Therefore, one may run similar algorithm over SC sub-networks and find the minimum weight spanning forest as the solution. See more information in [50] . To summarize, the communication cost in the Case (I) is not less than the MCCN problem formulation (15) while the measurement cost is more than the MCSS problem formulation (12) . Case (II) can be considered as an extension to the MCCN problem formulation (15) and the MCSS problem formulation (12) where agents take more than one measurement to reduce the amount of communications. In Case (III) the SC network constraint in the MCCN problem formulation (15) is relaxed and the minimum weight spanning forest is given as a solution, while the MCSS problem formulation (12) is NP-hard in this case [23] as some agents may share measurements from one or more parent SCCs. We again mention that in this paper we consider minimum cost networked estimation accompanied with minimum number of measurements distinctly assigned to the agents.
ILLUSTRATIVE EXAMPLE
In this section, we provide an example to explain the methodology for Minimum-Cost Sensor Selection and Minimum-Cost Communication Network design. Consider an example system digraph with 18 state nodes shown in Fig. 1 . This graph represents the structure of a system in the form (1) . Note that we assume every state node in the graph contains a self-cycle, which is not shown for simplicity of the figure. Having a self-cycle on every node the system is self-damped. Using the depth-first-search algorithm, it can be verified that the graph contains 6 SCCs among which 5 have no outgoing links and therefore are parent SCCs, marked by blue squares. Based on the Theorem 1, the minimum number of agents to estimate this system is 5. Measurement of every state by each agent/sensor has a cost representing the matrix δ. For this example, this agent-state measurement cost δ is randomly generated in the range [0, 10]. To assign the states to be measured by agents, using (13), the minimum cost state measurement in each parent SCC is considered to obtain cost matrix ∆. This agent-SCC measurement cost matrix is as follows: In order to solve the MCSS problem, based on the Formulation 4, using Hungarian method the minimum-cost states in parent SCCs are assigned to the agents. This is done using MATLAB function assignDetectionsToTracks. The algorithm used by MATLAB is of complexity O(N 3 ), where N is the number of agents. The non-zero entries of optimal measurement structured matrix C are as follows: Fig. 2 . This figure shows the optimal communication network among 5 agents measuring the parent SCCs in system digraph in Fig. 1 . The links are bidirectional and the graph represent the minimum cost spanning tree.
C(1, 10) = 1, C(2, 17) = 1, C(3, 6) = 1, C(4, 11) = 1, C(5, 16) = 1.
For networked estimation/observability the communication network among these agents needs to be SC, as stated in Theorem 2. In the communication network of agents the links are assumed to be bidirectional, and the symmetric communication cost matrix η is considered randomly as follows: (N ) ). The algorithm returns the non-zero entries of optimal communication network matrix U for this problem as follows: U(5, 1) = U(1, 5) = 1, U(5, 2) = U(2, 5) = 1, U(5, 3) = U(3, 5) = 1, U(4, 2) = U(2, 4) = 1. This communication network of agents is shown in Fig. 2 . Note that sharing state-predictions over this communication network U among agents measuring states according to C results in an observable networked estimation of the self-damped system, while the networked observability cost is minimized. All the algorithms used to optimally design the 0 − 1 matrices C and U are structural and of polynomial time complexity.
CONCLUSIONS
It should be noted, following Remarks 3 and 5, the MCSS problem and the MCCN problem being generally NP-hard implies that the main MCNE problem in equation (8) is NPhard as stated in Remark 1. However, based on Remarks 2, 4, and 6 the MCNE problem for self-damped system constraint under bidirectional communication links is of computational complexity O(n 2 + N 3 ) with n as the number of state nodes (system size) and N as the number of parent SCCs or agents (communication network size). If the number of agents is less than number of system states (N < n 2 3 ) the computational complexity of this problem is O(n 2 ).
Although in this paper we assume that the minimum number of measurements are each assigned to one agent, the solution can be extended to the case that every agent takes two (or more) distinct measurements. In such case, the communication network is smaller and the communication costs are less. We should emphasize that agents should take measurements from distinct parent SCCs, otherwise, in case agents share measurements of parent SCCs, the MCSS problem is NP-hard to solve [23] .
It should be noted that for general systems, i.e., systems that are not necessarily self-damped, other than parent SCCs, contractions are the key components to ensure observability [51] , [52] . Unlike parent SCCs, the contractions share nodes and therefore for such systems it is not possible to reformulate the MCSS problem as a linear assignment. One solution is to apply greedy algorithms, which is the direction of our future research. Further, the communication network condition for networked observability also requires more than strong connectivity. For such systems, the network of agents requires certain hubs measuring nodes in contractions along with SC network of agents measuring parent SCCs [31] . Therefore the MCCN problem is more complicated as it is our ongoing research.
