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The relaxation of isolated quantum many-body systems is a major unsolved problem connecting
statistical and quantum physics. Studying such relaxation processes remains a challenge despite
considerable efforts. Experimentally, it requires the creation and manipulation of well-controlled
and truly isolated quantum systems. In this context, ultracold neutral atoms provide unique oppor-
tunities to understand non-equilibrium phenomena because of the large set of available methods to
isolate, manipulate and probe these systems. Here, we give an overview of the rapid experimental
progress that has been made in the field over the last years and highlight some of the questions
which may be explored in the future.
INTRODUCTION
Statistical mechanics provides a powerful description
of the thermal properties of many-body systems. Typi-
cally, in this description the system under study is being
coupled to a large reservoir, with which it can exchange
particles or energy to reach a state of thermal equilib-
rium [1]. Moreover, it is implicitly assumed that this
reservoir itself is in thermal equilibrium. If we do not
want to invoke an even larger reservoir that thermalized
the first one, we naturally arrive at the fundamental ques-
tion if already a single, isolated many-body system can
evolve in such a way that it reaches an (apparent) ther-
mal equilibrium state. While this question is well under-
stood for classical systems, the quantum case still lacks
a general description [2].
The understanding of such non-equilibrium dynamics
is not only the topic of intense research in quantum sta-
tistical physics, but also an open problem in diverse fields
such as cosmology [3–5], high-energy physics [6–8], quan-
tum information and condensed matter [9–12], spanning
virtually all energy, time and length scales. As a conse-
quence, the term non-equilibrium dynamics encompasses
many different protocols and phenomena. Topics that
have been investigated theoretically range from dynam-
ical phase transitions and the emergence of a thermo-
dynamical description to transport phenomena and the
interplay between dynamics and disorder [10, 13–19].
A key challenge is the scarcity of experimental plat-
forms to probe such relaxation dynamics in detail. These
platforms have to be at the same time sufficiently well iso-
lated from the environment and still accessible for experi-
mental study. Over the last years, ultracold atomic gases
have emerged as versatile model systems, as they combine
these two essential prerequisites in a very unique fash-
ion [20, 21]. In this review, we present a (non-exhaustive)
overview of recent experiments that demonstrate how ul-
tracold atoms can provide comprehensive insights into
many aspects of non-equilibrium quantum many-body
physics.
NON-EQUILIBRIUM DYNAMICS OF ISOLATED
QUANTUM SYSTEMS
We start with a brief outline of the generic theoretical
expectations for relaxation processes in quantum many-
body systems. A particularly useful protocol is the quan-
tum quench, where the dynamical response of a system
to a sudden perturbation is studied (Fig. 1). Imagine a
rapid change of a generic quantum many-body system’s
Hamiltonian H → H ′ at some time t0. Then, the expec-
tation value of an observable O after the quench is given
by 〈O(t)〉 = 〈ψ(t)|O|ψ(t)〉. The many-body wave func-
tion |ψ(t)〉 evolves in time as |ψ(t)〉 = exp(−iH ′t/h¯)|ψ0〉
under the influence of the new Hamiltonian H ′. Except
for the artificial case where the state |ψ0〉 after the quench
is an eigenstate of H ′, this simple equation describes an
extremely complex time evolution, for which no general
solution exists. Consequently, it has so far only been pos-
sible to understand if and how isolated quantum systems
relax towards equilibrium states for a very limited num-
ber of special cases [2]. Thermalization would require a
complete loss of all memory of the initial state |ψ0〉. How-
ever, because the time-evolution in quantum mechanics
is unitary, this loss of memory seems impossible.
The apparent absence of thermalization is in stark con-
tradiction to our common knowledge, which tells us that
many quantum mechanical systems, including ultracold
atoms, can be described by a thermal state. This para-
dox was noticed already shortly after the introduction of
quantum mechanics, with the earliest attempts to resolve
it dating back to the 1930s [2, 23]. The general key to
resolving the paradox is the fact that the central role for
our observations is not played by the many-body wave
functions, but instead by the outcomes of the measure-
ment process. In a single run, a large quantum many-
body system will evolve in a unitary way, but when ob-
servables are measured, their expectation values might
become arbitrarily close to the prediction of a thermal
state. A particular well-studied scenario to grasp this
intuition more formally is the eigenstate thermalization
hypothesis (ETH) [16, 17, 24], which conjectures that
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2FIG. 1: (a) The generic protocol of a quench. After the preparation of an initial state, the Hamiltonian of the system is rapidly
changed, resulting in a non-equilibrium state. This induces a dynamical evolution. It is an open question whether a steady
state emerges and if so, what the properties of this state are. (b) Several scenarios are conceivable for the dynamics. Following
the strictly unitary evolution of quantum mechanics, thermal equilibrium can never be reached. However, alternative scenarios
have been put forward, where the expectation values of observables might come arbitrarily close to their thermal values. The
corresponding relaxation could happen on a single timescale, but also be more complex with one or more intermediate states
that already share certain properties with the thermal equilibrium state. Figure adapted from [22].
the initial state of a non-equilibrium evolution already
has thermal properties on the level of individual many-
body eigenstates. While an experimental observation is
still lacking, numerical results in some systems (in partic-
ular ones with a chaotic classical limit) indicate that the
ETH is fulfilled for generic few-body observables, i.e. ob-
servables that only act on a small subsystem of the total
system [17, 25]. An intuitive picture for this observation
is that the isolated total system acts as an environment
that thermalizes its few-body subsystems [26]. However,
not all systems are expected to thermalize, the most no-
table exceptions being integrable [27] and localized sys-
tems [28].
If we assume that some isolated quantum systems
can appear (for all practical purposes) thermalized, the
next important question is how the thermalization pro-
ceeds. For example, there might be partial relaxation
only, where instead of a complete loss of memory of the
initial state, the system only partially forgets the initial
conditions. Also, there might be different stages of relax-
ation connected to different time scales. Such relaxation
with different time scales has been predicted to occur
in many systems [3, 5, 6, 9, 11, 12, 29–31], providing
a striking example of the complexity of non-equilibrium
dynamics in the quantum world.
STUDYING NON-EQUILIBRIUM DYNAMICS
WITH COLD ATOMS
Atomic gases provide unique opportunities for study-
ing these non-equilibrium processes in the laboratory.
The quantum evolution can be observed on experimen-
tally accessible timescales and the tunability of many pa-
rameters allow the realization of a multitude of different
physical situations.
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FIG. 2: (a) Time-evolution of the momentum distribution of atoms in an optical lattice after a quench. Sharp peaks after
time-of-flight expansion result from the coherent interference of atoms released from many different lattice sites. Collapses
and revivals demonstrate the how the matterwave field periodically dephases and rephases during its unitary time evolution.
Figure adapted from [32]. (b) Time-of-flight images of atomic clouds after a quench across the threshold for Bose-Einstein
condensation. From left to right, the clouds exhibit 0,1 and 2 defects. Figure adapted from [33]. (c) Dynamics of strongly-
interacting bosons in an optical lattice. Zero (finite) momenta represent atoms on even (odd) lattice sites. Initializing the
systen with all atoms on even sites, leads to an oscillatory relaxation towards a steady state with equally distributed atomic
densities on even and odd sites. Figure adapted from [34].
The thermal equilibrium properties of atomic gases
have been covered in a number of extensive reviews [20,
35–37], both in the fermionic [38] and the bosonic [39]
case. Typically, realizations of such gases are very di-
lute with densities below 1014 atoms per cm3 to avoid
losses from molecule formation [39]. These very low den-
sities require ultracold temperatures to reach the quan-
tum degenerate regime. These temperatures are typi-
cally achieved by a sequence of laser [40] and evapora-
tive cooling, with the gas being confined using magnetic
or optical fields [39]. The confinement can be tailored
with great flexibility, from standard harmonic trapping
potentials [39, 41] to micro-fabricated guides on atom
chips [42, 43], box-, ring- and micro-traps created us-
ing optical dipole potentials [44–46], or optical lattices
formed by interfering laser beams [47].
With typical system sizes from a few to 107 atoms
and temperatures reaching down to the picokelvin range,
the mere existence of these gases demonstrates their
near-perfect isolation from the environment. More-
over, only selected atomic species are introduced and
cooled to ultracold temperatures [48, 49] and the atomic
quantum states are under perfect control using opti-
cal, microwave or radio-frequency fields. At the same
time, parameters like interaction strength, temperature,
density, and dimensionality can be widely tuned, and
the well-established and versatile techniques of atomic
physics provide unique means for manipulation and prob-
ing [20, 39]. In the following, we detail some of these
techniques and give specific examples that provide in-
sights into generic phenomena of non-equilibrium quan-
tum many-body systems. While many early experi-
ments on ultracold atoms studied the rich and intricate
collective dynamics of such gases that is not necessar-
ily connected to relaxation processes and which can of-
ten be described using hydrodynamics and mean-field
physics [39, 50, 51], we focus here on the connection be-
tween many-body dynamics and statistical physics.
Timescales
The isolation from the environment and control over
the quantum states of the atoms lead to very long coher-
ence times that can reach many seconds. For studies of
non-equilibrium properties, these coherence times have
to be compared to the timescales of the dynamics. The
latter are related to the relevant energy scales, like tem-
perature, kinetic and interaction energy. They typically
lie in the millisecond range, orders of magnitude below
the coherence times. It is therefore possible to follow the
intrinsic quantum dynamics of ultracold gases for very
long times scales. From a more practical point, these dy-
namical timescales are also slow enough that no special-
ized ultrafast equipment is required in the experiments.
In a landmark experiment Greiner et al. [32, 56]
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FIG. 3: (a) In situ fluorescence images of a line of single atoms prepared in an optical lattice. (b) The imaging technique enables
the direct observation of the subsequent tunneling dynamics on the single atom level. Figures adapted from [52]. (c) Time-of-
flight imaging of the momentum distribution, in this case also with single atom sensitivity using fluorescence imaging [53, 54].
The high dynamic range of this technique enables the simultaneous imaging of both an high density initial cloud which has been
prepared in the first excited state of the trap, and two much smaller clouds containing correlated atom pairs with momenta
±k0. (d) The creation and subsequent decay of the excited state are complex many-body processes. (e) Probing quantum
fields using interference and absorption imaging in time-of-flight. (f) Studying the evolution of the mean contrast reveals the
emergence of a steady states in the system’s many-body dynamics, while the full counting statistics of the contrast enable the
identification of this steady state as a prethermalized state [55].
demonstrated the possibility of following the unitary dy-
namics of a quantum many-body system by studying
atoms trapped in an optical lattice. In their experiment,
the system was brought out of equilibrium by quench-
ing the depth of the lattice potential within the super-
fluid regime. This created coherent superpositions of
Fock states with different atom numbers on each lattice
site. Because of the different energies associated with
each Fock state the atomic matterwave field periodically
dephased and rephased, resulting in long-lived coherent
collapse and revival dynamics (Fig. 2a).
In a different series of non-equilibrium experiments,
Weiler et al. [57] and Lamporesi et al. [33] monitored the
actual formation of a Bose-Einstein condensate (BEC).
In cold atom experiments, cooling across the BEC phase
transition is typically achieved by evaporation, in which
the most energetic atoms are removed from the gas.
The remaining atoms subsequently rethermalize to a
colder temperature through inter-atomic collisions. In
the experiments, the removal of the particles was con-
trolled using radio-frequency transitions to untrapped
atomic states. This allowed to cross the phase transi-
tion with different velocities, revealing the formation of
non-thermal states exhibiting defects (Fig. 2b), in close
analogy to the Kibble-Zurek mechanism [58].
The coherence times in such experiments are in fact
so long that their results can be challenging to repro-
duce using classical computers [59]. They are thus exam-
ples of dynamic quantum simulators [34, 60–64], where
well-controlled experimental dynamics is used to obtain
results beyond the capabilities of present numerical quan-
tum many-body simulations. An example is the exper-
iment by Trotzky et al. [34], where the dynamics of a
strongly-correlated state of bosonic atoms in an optical
lattice was monitored (Fig. 2c). Atomic densities, cur-
rents and coherences all showed a fast relaxation towards
their equilibrium values and could be followed experi-
mentally for times that were much longer than the ones
accessible in a numerical time-dependent density-matrix
renormalization group simulation [65].
Observables
To probe their dynamics, ultracold gases can be im-
aged both in the confining trapping potential and after
their release in time-of-flight expansion. While the for-
mer provides direct access to the density distribution n()
in position space, the latter enables the measurement of
the momentum distribution n(k). Typically, the detec-
tion process relies on the interaction of the atoms with
laser light, either via absorption or fluorescence [20, 39].
In terms of sensitivity, this detection process can reach
the single atom level. For example, Sherson et al. [66]
and Bakr et al. [67] prepared a Mott insulator [68] of
bosonic 87Rb atoms trapped in the periodic potential of
5an optical lattice. Employing fluorescence imaging and
high-resolution optics, they were able to image the sys-
tem with both single lattice site and single atom resolu-
tion.
Combining the flexibility of the lattice potential with
this technique enabled a remarkable series of non-
equilibrium experiments, for example a microscopic
observation of atomic tunneling dynamics [52] (see
Fig. 3a,b), the spreading of quasi-particle pairs in a light-
cone like dynamics [72], or the dynamics of two-magnon
bound states [73].
Single atom sensitivity is not only limited to in-situ
probes of ultracold atoms. Letting an expanding cloud of
atoms pass through a resonant sheet of laser light, Bu¨cker
et al. [53] demonstrated single atom sensitive fluorescence
imaging in time-of-flight. In the future, this scheme could
be combined with focusing techniques [74] to yield not
only single atom, but even single excitation sensitivity.
Using this scheme enabled the observation of paramet-
ric amplification dynamics, leading to highly squeezed
twin-atom beams [54] (for similar results, see also
Refs. [75, 76]). By exploiting an optimal control pulse,
atoms were transferred from the ground state of the
trapping potential into the first excited state. This
highly non-equilibrium state subsequently decayed back
into the ground state via complex many-body dynamics
which could be monitored with single atom sensitivity
(Fig. 3c,d).
While the aforementioned imaging techniques can pro-
vide access to the density and momentum distributions,
they do not allow the probing of the complex phase of
the quantum fields under study. This can be accom-
plished using matterwave interference experiments where
two ultracold gases are superimposed in time-of-flight ex-
pansion [77]. Such techniques are of high relevance for
applications in metrology [78–80].
For example, Gring et al. [55] used the interference
of two clouds of 87Rb atoms to show that this sys-
tem retains memory of an initial non-equilibrium state
for an extended time (Fig. 3e,f). A study of the full
counting statistics of the interference contrast [81–84]
revealed that instead of relaxing to thermal equilib-
rium, the system relaxed to a long-lived prethermalized
state [6, 55, 82]. In this steady state, the system already
showed thermal features like a temperature, but the state
was still markedly different from thermal equilibrium.
Note that both fluorescence and absorption imaging
are destructive methods. Experiments thus rely on the
repeated preparation of many atomic clouds with iden-
tical initial conditions, which are let to evolve for dif-
ferent times. However, also less invasive techniques are
possible, ranging from phase contrast imaging [39], imag-
ing based on the Faraday effect [85], imaging of lattice
gases using Raman sideband cooling [86], to more ex-
otic techniques, such as electron microscopy of quantum
gases [87, 88]. One the one hand, these techniques enable
a repeated probing of the same system. On the other
hand, every measurement will inevitably influence the
non-equilibrium dynamics through quantum back-action.
Tunability of interactions
One of the remarkable feature of ultracold atoms is
the fact that interactions can be tuned over a wide range
using Feshbach resonances [89, 90]. Such resonances
arises in the scattering properties of the atoms when
the state of two free atoms becomes resonant with a
molecular bound state. Tuning the position of these two
states with respect to each other can be achieved us-
ing magnetic fields. The interactions can be character-
ized using the s-wave scattering length a, which scales as
a(B) = abg[1−∆/(B −B0)] across the resonance. Here,
B0 is the position of the resonance where a diverges and
changes sign, ∆ is the width of the resonance, and abg
is the background scattering length which characterizes
the scattering properties away from the resonance. Par-
ticularly convenient atomic species for such experiments
are cesium [91], lithium [92, 93] and potassium [94, 95],
where several wide Feshbach resonances are easily acces-
sible in experiments.
For example, Hung et al. [69] started from a two-
dimensional superfluid formed by loading a quantum de-
generate sample of bosonic 133Cs atoms into a highly
oblate trap. Subsequently, the system was taken out of
equilibrium by quenching the interaction strength. The
subsequent evolution of the non-equilibrium state showed
two aspects. On long time scales, the system adjusted
its overall density profile to the new interaction energy.
On shorter time scales, density fluctuations in the cloud
emerged, which were created by the sound waves gener-
ated in the interaction quench (Fig. 4a).
In another experiment Meinert et al. [96] used cesium
atoms in a tilted optical lattice to implement a realization
of the 1D Ising model with tunable interactions [97, 98].
Changing the tilt of the lattice a sudden quench to the
vicinity of the transition point of the Ising paramagnetic
to anti-ferromagnetic quantum phase transition was real-
ized. They observed coherent oscillations for the orienta-
tion of Ising spins, the properties of which could be widely
tuned using a Feshbach resonance. Moreover this tech-
nique recently enabled the direct observation of higher-
order tunneling processes over several lattice sites [99].
Superheating was studied by Gaunt et al. [100] using a
gas of potassium atoms. This everyday non-equilibrium
phenomenon occurs in many liquids such as water: when
heated undisturbed the liquid does not boil, even above
the boiling temperature. A very similar phenomenon
can also occur in quantum systems, where a superheated
Bose-Einstein condensate can persist above the critical
temperature Tc. This superheated quantum state can
be achieved by adjusting the atomic interactions of the
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FIG. 4: (a) Dynamics of density fluctuations after an interaction quench of a two-dimensional gas of cesium atoms. Figure
adapted from [69]. (b) Quench of a spinor gas, revealing the emergence of a steady state with long-lived spin structures. Figure
adapted from [70] (c) Quantum Newton’s cradle realized using 1D Bose gases. Long-lived oscillations in momentum space
demonstrate the absence of thermalization in this integrable system. Figure adapted from [71].
potassium atoms so that thermalization in the BEC oc-
curs faster than atoms are able to cross from the con-
densed to the thermal state, that is, to boil off from
the BEC. In this remarkable state of a many-body quan-
tum system, the condensed and uncondensed parts of the
atom cloud have the same kinetic temperature, with the
same average kinetic energy per atom. Nevertheless, the
quantum degenerate BEC in the experiments persisted
up to a temperature 50% higher than Tc, and thermal-
ization could be turned on or off by controlling the atomic
scattering properties using a Feshbach resonance. Trans-
lated into our classical world this would correspond to
observing superheated water at close to 575 K. The ex-
periment thus showed that many-body quantum states
can survive at higher temperatures for much longer than
predicted by equilibrium physics.
Internal degrees of freedom
Atoms also contain well-controllable internal degrees of
freedom which can be used to realize even richer physics.
A prime example are spinor gases, where the atoms are
prepared in hyperfine states with F > 0. Here, F denotes
the quantum number of the total angular momentum.
Such spinor gases can thus combine superfluid behavior
and magnetism. They can also be used to study spin
dynamics [101–103].
For the case of bosonic atoms with F = 1 the system
exhibits a quantum phase transition between a polar and
a ferromagnetic phase. The competing parameters con-
trolling this phase transition are the mean-field interac-
tion of the spinor gas and a quadratic Zeeman interaction
that can be tuned via an external magnetic field. Rapidly
tuning an external magnetic field can be used to quench
the system from one phase to the other. Such an experi-
ment was realized by Sadler et al. [70]. During the sub-
sequent time-evolution non-destructive phase contrast
imaging was used to observe the dynamical emergence
of magnetic domains in the gas. These were found to
be very long-lived, indicating the emergence of a steady
state. The observations are shown in (Fig. 4b).
The spin dynamics of spinor gases can also often be
understood in analogy with a rigid pendulum. Such a
pendulum features an unstable fixed point in its inverted
position [104]. This is of particular interest as mean-field
approximations fail in the vicinity of such fixed points be-
cause quantum fluctuations are strongly enhanced. Gerv-
ing et al. [105] realized such an inverted pendulum by
initializing a gas of 87Rb atoms exactly at such an un-
stable fixed point and following its subsequent oscillatory
dynamics. They then performed time-resolved measure-
ments of the full counting statistics of the spin observ-
ables and found them to be in very good agreement with
quantum calculations. Remarkably, for very long evo-
lution times atom loss from their system increased the
strength of the spin oscillations. This demonstrates how
decoherence during the non-equilibrium dynamics of a
many-body system can result in an increase of coherent
behavior.
7Dimensionality, integrability and thermalization
The confining trapping potentials for ultracold atoms
can be made very strong such that the motion of the
atoms is restricted to lower dimensions. In particu-
lar, one-dimensional (1D) Bose gases offer a model sys-
tem which contains complex many-body physics but can
still be captured with reasonable theoretical effort [106].
Moreover, the homogeneous 1D Bose gas with repulsive
contact interactions is one of the hallmark examples of
an integrable quantum system [107, 108]. The approx-
imate realization of such a system in experiments thus
allows the study of relaxation in the vicinity of multiple
conserved quantities and hence the study of the interplay
between integrability, many-body dynamics and thermal-
ization.
In cold atom experiments, a 1D Bose gas can be real-
ized using anisotropic magnetic or optical trapping po-
tentials, where the confinement in two directions is strong
enough such that the temperature and the chemical po-
tential of the system are smaller than the excited energy
levels of the trapping potential [109, 110]. This can be
expressed by the condition kBT, µ < h¯ω⊥, where ω⊥ de-
notes the harmonic trap frequency in the two strongly
confining directions.
In contrast to the strongly confining directions many
momentum modes can be occupied in the weakly con-
fining direction. This leads to markedly different behav-
ior than in 3D BECs, where only the lowest momentum
mode is macroscopically occupied. These many momen-
tum modes in 1D Bose gases are the origin of strong den-
sity and phase fluctuations, which prevent the creation
of long-range order [111, 112] and lead to a complex di-
agram of possible quantum states [113].
A landmark non-equilibrium experiment based on such
1D Bose gases was realized by Kinoshita et al. [71].
They used atoms trapped in an optical lattice to real-
ize an array of 1D Bose gases. The interaction param-
eter γ = mg/h¯n1D could be tuned over a wide range
by changing the confining potential and the density n1D.
Here, m denotes the atomic mass and g is the interac-
tion strength, γ  1 corresponds to a strongly-correlated
Tonks-Girardeau gas [114, 115], γ  1 to a weakly-
interacting 1D Bose gas. By applying an optical phase
grating [116], a superposition of two momentum states
with opposite sign was imposed on the gas. Given these
initial conditions the atoms started to oscillate in momen-
tum space, much like a Newton’s cradle (see Fig. 4c). The
resulting momentum distribution remained non-thermal
even after thousands of collisions, for all realized inter-
actions strengths. This was in stark contrast to the sit-
uation where the non-equilibrium momentum state was
imposed on a 3D gas without the optical lattice. In the
latter case, the system immediately relaxed to a thermal
momentum distribution. The experiment thus confirmed
that integrable or near-integrable systems need extremely
long timescales to thermalize [27].
The integrability does not only affect the thermaliza-
tion of the system, it also has strong effects on trans-
port phenomena. This was observed by Ronzheimer
et al. [117, 118], studying the expansion of initially lo-
calized ultracold bosons in homogeneous one- and two-
dimensional optical lattices. To this end 39K atoms were
prepared in the combined potential of a 3D optical lat-
tice and an additional harmonic confinement. Interac-
tions could be tuned using a broad Feshbach resonance.
The harmonic confinement was then decreased in one or
two directions, so that the atoms could expand in a one-
or two-dimensional optical lattice potential, realizing an
interaction quench. It was observed that the fastest, bal-
listic expansion happened in all integrable limits of the
system, where the presence of many constants of mo-
tion inhibited diffusive scattering. Deviations from these
limits significantly suppressed the expansion and lead to
signatures of diffusive dynamics.
Finally, a series of experiments on the dynamics of 1D
Bose gases was performed on atom chips [22, 43, 119,
120]. In these experiments a single 1D Bose gas was
studied, which enabled direct access to the fluctuation
dynamics of the system. This situation is in contrast to
the one in optical lattices, where the information con-
tained in the fluctuations is inherently washed out by an
average over many non-identical copies of the system.
Following up on the aforementioned observation of
prethermalization [55], a quench was realized by trans-
versely deforming the trapping potential into a fully tun-
able double well. This rapidly split the gas into two
halves. The system was then let to evolve for a variable
time. Subsequently, all trapping potentials were switched
off, the gases expanded, overlapped and formed a mat-
ter wave interference pattern which could be imaged by
standard techniques (see Fig. 5). The interference pat-
tern with its locally displaced interference fringes directly
reflected the fluctuating relative phase field φ(z) between
the two halves of the system. Immediately after the co-
herent splitting, the relative phase field was close to zero
along the whole length of the system, resulting in straight
fringes. Over time, the dynamics lead to a randomiza-
tion of the relative phase and the corresponding interfer-
ence patterns. This process can be quantified by study-
ing the time evolution of two-point (or higher-order N-
point phase correlation functions), given by C(z1, z2) ∼
〈Ψ1(z1)Ψ†2(z1)Ψ†1(z2)Ψ2(z2)〉 ≈ 〈eiφ(z1)−iφ(z2)〉. Here,
the Ψ1,2 denote bosonic field operators describing the two
halves of the system [121, 122]. The correlation functions
contain only the measured relative phase φ(z) and can
thus be directly calculated from the experimental data.
The dynamics of the two-point correlation function
showed that the thermal correlations of a prethermalized
state are first established locally and then spread through
the system in a light-cone like evolution [84, 122, 123]
8FIG. 5: Experimental scheme for the study of non-equilibrium dynamics in a 1D Bose gas. (a) The experiment starts with a
single gas in thermal equilibrium, where temperature manifests via phase fluctuations of the phase field θinitial(z) (represented
by the black solid line). This initial gas is quenched by splitting it into two uncoupled halves with almost identical phase
fluctuations θL(z) and θR(z), and allowed to evolve for a time t . (b) Consequently, at t = 0 ms, fluctuations in the local phase
difference φ(z) = θL(z) − θR(z) between the two gases are very small, but start to randomize for t > 0 ms. (c) shows typical
experimental matter wave interference patterns obtained by overlapping the two gases in time-of-flight. Differences in the local
relative phase lead to a locally displaced interference pattern, from which the relative phase, and thus the dynamics of the
system, can be extracted by fitting a sinusoidal function to each pixel column. Figure adapted from [22].
(Fig. 6). In this context, the phononic excitations of the
system could be interpreted as information carriers which
propagate correlations through the system [26, 72, 124].
Moreover, using higher-order correlation functions the
particular prethermalized state could be directly con-
nected to a generalized Gibbs ensemble (GGE) [125, 126].
In its most general form such a GGE is described by the
density matrix [126–128]
ρˆ =
1
Z
exp
(
−
∑
m
λmIˆm
)
. (1)
Here, {Iˆm} denotes a full set of conserved quantities of
the integrable system and Z = Tr[exp(−∑m λmIˆm)] is
the partition function and m ≥ 1 is an integer. The num-
bers λm are Lagrange multipliers associated with the con-
served quantities. They are obtained by maximization of
the entropy under the condition that the expectation val-
ues of the conserved quantities are fixed to their initial
values. The GGE is a direct generalization of the usual
thermodynamical ensembles and has been suggested to
describe relaxed states in such diverse situations as in-
tegrable systems [126, 128], localized systems [28, 129]
or systems with approximately conserved quantities [30].
For example, in the case where only the energy is a con-
served quantity, the GGE reduces to the standard canon-
ical or Gibbs ensemble, with temperature being the only
Lagrange multiplier. The GGE thus connects the relax-
ation of quantum many-body systems to the fundamental
principle of entropy maximization, which forms the basis
of statistical mechanics [127, 130, 131]. From this, con-
nections to the concepts of statistical physics that were
outlined in the beginning can directly be established.
CONCLUSION AND PERSPECTIVES
The experiments with ultracold gases presented in this
short review reveal a wide range of non-equilibrium phe-
nomena. Yet, they are only a first step on the way to
a general framework for non-equilibrium dynamics. This
research is characterized by a close connection between
experiment and theory. One particularly active line of
research is the realization of textbook models of statis-
tical physics to study their dynamics. Examples include
Ising chains [96], (super) Tonks-Girardeau [114, 115, 132]
and Yang-Yang gases [133], Luttinger liquids [55, 134],
Hubbard- or Yang-Gaudin models [47, 68, 135–138]. Be-
yond the neutral atom gases discussed in this review,
interesting systems have also been realized using charged
ions [139–141].
Tunnel-coupled 1D bosons, as implemented using atom
chips or optical lattices [121, 142], could be used to study
the dynamics of the quantum Sine-Gordon model, which
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FIG. 6: Local emergence of thermal correlations in a 1D Bose
gas. (a) Experimental phase correlation functions C(z¯, t)
(filled circles) compared to theoretical calculations (solid
lines). The evolution time t increases from top to bottom, the
bottom (green) line being the theoretical prediction for the
relaxed, prethermalized state. For each t, correlation func-
tions follow this prediction up to a crossover distance z¯c(t)
beyond which the system remembers the initial long-range
phase coherence. (b) Position of the crossover distance z¯c as
a function of t, revealing the light-cone-like emergence of the
thermal correlations of the prethermalized state. The slope
of the solid line corresponds to twice the phonon velocity of
the system. Figure adapted from [122].
realizes a field theory with a gapped spectrum. In this
case, interesting analogies with the dynamics of the early
universe [143–145] and relativistic thermodynamics [146]
have been pointed out. Although it appears far-fetched
to expect the full complexity and non-equilibrium dy-
namics of a high-energy or cosmological quantum field
theory to be implemented on a degenerate quantum gas
consisting only of a few thousand atoms, doing so may
not be necessary. This relies on the important property
encountered in quantum field theories that independence
of the details of the underlying microscopic description
can emerge when classical and quantum corrections are
successively included across a range of scales [147]. This
behavior exhibits universality which is well understood in
thermal equilibrium. For example, at a continuous phase
transition, characteristic scaling properties of microscop-
ically very different systems can be characterized in terms
of a few universality classes relating to common symme-
try properties of the systems. Similar considerations may
apply also to non-equilibrium dynamics in many diverse
areas of physics, ranging from the inflationary universe to
complex quantum systems in condensed matter physics.
Realistic proposals to observe such universal behavior
away from thermal equilibrium using ultracold atoms
have already been put forward [148–150]. We therefore
expect future experiments to have profound implications
for our understanding of the emergence of thermal and
classical properties in isolated quantum many-body sys-
tems, the study of which is an ongoing theoretical and
experimental endeavor.
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