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Abstract
Saddle-point optimization problems are an important class of optimization problems with
applications to game theory, multi-agent reinforcement learning and machine learning. A
majority of the rich literature available for saddle-point optimization has focused on the offline
setting. In this paper, we study nonstationary versions of stochastic, smooth, strongly-convex
and strongly-concave saddle-point optimization problem, in both online (or first-order) and
multi-point bandit (or zeroth-order) settings. We first propose natural notions of regret for
such nonstationary saddle-point optimization problems. We then analyze extragradient and
Frank-Wolfe algorithms, for the unconstrained and constrained settings respectively, for the
above class of nonstationary saddle-point optimization problems. We establish sub-linear
regret bounds on the proposed notions of regret in both the online and bandit setting.
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1 Introduction
Sequential decision making problems are usually formulated as solving standard argmin-type con-
vex optimization problems in an online fashion. Specifically, consider a sequence of d-dimensional
real-valued functions {ft(x)}Tt=1 such that x∗t = argminx∈X ft (x) := Eξ[Ft(x, ξ)], for some closed
convex set X ⊂ Rd. Due to the sequential or online nature of the problem, in each round t, the
decision-maker picks a decision xt and observes the (stochastic) loss suffered, Ft(xt, ξt), as a con-
sequence of picking that decision. The goal in this setting to algorithmically produce a sequence
of decisions xt, based on the feedback received, such that the decisions compares favorably against
an appropriately defined notion of regret, which is based on a certain oracle decision rule. In the
so-called static setting, the oracle decision rule compared against is x¯∗ := argminx∈X
∑T
t=1 ft (x)
and the regret is defined R = ∑Tt=1 ft(xt) −∑Tt=1 ft(x¯∗). In the so-called dynamic setting, it is
typical to consider the following stronger notion R =∑Tt=1 ft(xt) −∑Tt=1 ft(x∗t ). Algorithms de-
veloped for the above problems are typically called as online convex optimization algorithms in the
literature. More recently, extension to structured non-convex functions (for example, sub-modular
or quasi-convex functions) and general non-convex functions (with appropriately defined notions
of local regrets) have been considered in the literature [HSZ17, GLZ18, RBGM19]. A common
theme in all the above works is that they are based on the standard argmin-type optimization
formulations.
In this work, we study sequential decision making problems that could naturally be modeled as
solving saddle-point optimization problems in an online fashion. Consider a sequence of functions
{ft (x, y)}Tt=1 and a corresponding sequence of points {(x∗t , y∗t )}Tt=1 defined as
(x∗t , y
∗
t ) = argmin
x∈X
argmax
y∈Y
ft (x, y) := Eξ[Ft(x, y, ξ)]. (1)
Here, each function ft : R
dX+dY → R and the sets X ⊂ RdX , Y ⊂ RdY are closed and convex.
For the case of T = 1, the above problem is called as offline saddle-point optimization problem in
the literature. To solve such offline saddle point optimization problems, iterative algorithms like
Gradient Descent Ascent (GDA) and variants, and Frank-Wolfe algorithms have been developed;
see, for example, [Kor76, Roc76, Gül91, Nem04, NO09, GJLJ17] for a partial overview of such
methods. We consider the online (and nonstationary) variant of the saddle-point optimization
problem, where T > 1 and in each iteration of an algorithm, the function being optimized changes.
This is a natural extension of the standard online argmin-type optimization problems to the
saddle-point optimization setting and was recently also considered in [RWX18]. In each round t,
the decision-maker then picks actions (xt, yt) and observes potentially noisy function evaluation
feedback of the form Ft(xt, yt, ξt) (or in some cases, also feedbacks of the form Fi(xt, yt, ξt,i) for
1 ≤ i ≤ t) as a consequence of picking the actions. This setting is called as the bandit setting.
In some cases, noisy gradient or higher-order derivative information regarding the functions Fi,
1 ≤ i ≤ t maybe obtained as well. This setting is typically referred to as the online setting. The
goal in either setting, is to obtain a sequence of decisions (xt, yt), based on the feedbacks obtained,
so that the decisions compare favorably against an appropriately defined notion of regret.
An immediate challenge that arises when trying to formulate the above problem is: How
to define a meaningful notion of static and dynamic regret for online saddle-point optimization
problems for which efficient algorithms could be designed? In the case of offline convex-concave
saddle-point optimization, i.e., when the function f(·, y) is convex for all y and the function
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f(x, ·) is concave for all x, the so-called Nash equilibrium solution is a standard criterion to
evaluate the performance of any algorithm. A point (x¯, y¯) is called as the Nash equilibrium, if
for all (x, y) ∈ X × Y, it satisfies the condition f(x¯, y) ≤ f(x¯, y¯) ≤ f(x, y¯). That is, for all
y ∈ Y, x¯ minimizes f(·, y) and for all x ∈ X , y¯ maximized f(x, ·). Several algorithms exists
for efficiently obtaining a point ǫ-close to the Nash equilibrium in the case of offline convex-
concave saddle point optimization problem; see, for example [Nem04, RS13]. In the online setting,
when we are dealing with static regret, we consider regret notions based on a smoothed version
of the above definition of Nash equilibrium; see Definition 3.1 for the exact formulation. This
definition of the static regret is motivated by similar notion of smoothed regret for online nonconvex
optimization in [HSZ17] and is also considered in [RWX18] for the online saddle-point optimization
problem. For the case of dynamic regret, we propose natural notions of cumulative regret between
the iterates (xt, yt) and the points (x
∗
t , y
∗
t ), either in terms of iterates or in terms of function-
value at the iterates, under the assumption that function ft satisfy certain bounded variation
conditions; see Definitions 4.1 and 4.3 for the exact formulation. Our proposal for the dynamic
regret is motivated by similar notions of regret in the online convex and nonconvex optimization
setting [BW02, HW15, BGZ15, BGZ14, YZJY16, KZ16, GLZ18, CWW19, RBGM19]. For the
proposed notions of static and dynamic regret, we propose and analyze online and bandit variants
of extra-gradient method when the sets are unconstrained, i.e., X := RdX and Y := RdY . Next,
we propose and analyze online and bandit variants of Frank-Wolfe algorithm (designed for saddle-
point problems), when the sets X ⊂ RdX , Y ⊂ RdY are compact and convex.
1.1 Motivating Examples
We now provide our main motivating example (online two-player zero-sum stochastic games) for
the type of sequential decision making problems that could be formulated in the form in (1).
Before we proceed, we also highlight that there are several other examples that fall in the frame-
work we consider. We briefly mention them without going into the details. Nonstatioanry sad-
dle point problems also arise when we consider online versions of generative adversarial net-
works [GLL+18, GXC+18]. Furthermore, by the variational formulation of l1 norm, one could
formulate robust versions (where robustness is enforced by considering l1 loss) of online non-
parametric prediction [BW19, RS15, Gai17] could also be cast in the nonstationary saddle-point
formulation we consider. Yet another problem which could be cast in the saddle-point framework
is that of maximizing Area under Receiver Operating Characterizing Curves (AUC) in the online
setting [YWL16].
Online Two-player Zero-sum Stochastic Games: One of the main motivating applications
for the nonstationary stochastic saddle-point optimization we consider is the problem of two-
player zero-sum stochastic games [MN81, FV12]. In this setting, we consider two agents, that
are characterized by the following Markov Decision Process (MDP) M parametrized by the tuple
(S,A1,A2,P, c). Here, S ⊂ Rb is the state space of the MDP. The sets A1 ⊂ Rp1 and A2 ⊂ Rp2
denotes the action space of agent 1 and agent 2 respectively. Furthermore, P : S ×S×A1×A2 →
[0, 1] denotes be the transition probability kernel and c(s, a(1), a(2)) : S×A1×A2 → R denotes the
cost-reward functions corresponding to the actions of agent 1 and agent 2. In the zero-sum setting,
the cost-reward function is setup so that goals of agent 1 and agent 2 are contradictory in nature.
For example, the goal of agent 1 is to minimize the cost over time, while the goal of agent 2 is to
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maximize the cost. This is done by the two agents working with the MDP M , at a given time step
t, by choosing actions a
(1)
t and a
(2)
t based on data {si, a(1)i , a(2)i , c(si, a(1)i , a(2)i )}t−1i=1 and st. Based
on the actions chosen, the process moves to state st+1 with probability P(st+1|a(1)t , a(2)t , st). To
formulate the problem precisely, we introduce the so-called policy function, πθ1(a|s) ≡ πθ1(a, s) :
A1 × S → [0, 1], which denotes the probability of agent 1 taking action a in state s; the policy
function for agent 2 is defined similarly is denoted as πθ2(a|s). Here, θ1 ∈ Rd1 and θ2 ∈ Rd2 are the
parameter vectors of the policy function πθ1 and πθ2 respectively. Then, the precise formulation of
the problem describing the goal of the agent is given by the following offline optimization problem:
(θ∗1, θ
∗
2) = argmin
θ1∈Θ1
argmax
θ2∈Θ2
{
J(θ1, θ2) = Es [Vθ1,θ2(s)] = Es
[
E
(
t∑
i=1
c(si, a
(1)
i , a
(2)
i )
∣∣∣∣s1 = s
)]}
,
where a
(1)
i ∼ πθ1(·|si), a(2)i ∼ πθ2(·|si) and si+1 ∼ P(·|si, a(1)i , a(2)i ), for all 1 ≤ i < t and Es
represents the expectation with respect to the (fixed) initial distribution of the states. The quantity
Vθ1,θ2(s) is called the value function and is indexed by (θ1, θ2) to represent the fact that it depends
on the policy function πθ1 and πθ2 . Naturally, the above problem is an offline saddle-point problem.
In the online nonstationary version of the two-player zero-sum stochastic game [WHL17],
there are two significant changes to the above setup, which are motivated by similar changes in
single-player MDP [NAGS10, ADT12, GRW14, DGS14]. First, the cost function c is assumed
to change with time and is hence indexed by ct. Next, the interaction protocol of the agent
is changed so that in time t, receives st and selects action a
(1)
t , a
(2)
t based on which it receives
the cost ct(st, a
(1)
t , a
(2)
t ). The probability kernel P is typically assumed to be known in Online
MDP problems [NAGS10, DGS14]. The goal in online nonstationary MDP is to come up with a
sequence of policies πθ∗1,t , πθ∗2,t to minimize an appropriately defined notion of static or dynamic
(nonstationary) regret. This falls under the category of sequential decision making problems as
described in (1). When the policies are chosen based on the logistic regression model, the problem
becomes a sequential strongly-convex and strongly-concave saddle-point optimization problem
and our results in Section 3 and 4 could potentially be applied to obtain the corresponding regret
bounds for online two-player zero-sum stochastic games.
1.2 Related Work
Offline Saddle-Point Optimization: Offline saddle-point optimization problems have a long
history in the mathematical programming and operations research community. The celebrated
extragradient method was proposed in [Kor76] and consequently analyzed by [Tse95, FA96, FP07]
for the case of bilinear objectives and strongly-convex and strongly-concave objectives. Gener-
alizing the extragradient method, [Nem04] proposed and analyzed the mirror-prox method for
the smooth convex and concave objectives, which was also later analyzed by [MS10]. A sub-
gradient based algorithms was proposed and analyzed in [NO09] to handle non-smooth objec-
tives. A unified view of extragradient and proximal point method was provided in [MOP19] and
a stochastic version of offline saddle-point problems was considered in [PB16]. Frank-Wolfe al-
gorithm for saddle-point optimization was analyzed in [GJLJ17], where it was noted that the
first use of Frank-Wolfe algorithm for saddle-point optimization was in [Ham84]. Recently, there
has been an ever-growing interest in analyzing the case of nonconvex-nonconcave objectives, mo-
tivated by its applications to training generative adversarial networks. Several works, for ex-
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ample, [DISZ17, RLLY18, NSH+19, SBRL18, FVGP19, LJJ19, JNJ19, TJNO19], proposed and
analyzed variants of gradient descent ascent for nonconvex-concave objectives and nonconvex-
nonconcave objectives.
In the learning theory community, an alternative approach for offline saddle-point optimiza-
tion problems has been considered. This approach involves using an online convex optimization
algorithm for performing offline saddle-point optimization; see, for example [DDK11, SALS15,
RS13, CBL06, AW17, BP18] for more details on this approach. In particular, [AW17] estab-
lished connections between online Frank-Wolfe algorithms and offline saddle-point problems. The
developed approaches in the learning theory community compares favorably to the optimal al-
gorithm developed in the mathematical programming and operations research community (for
example, [Nem04]).
Online Saddle-Point Optimization: The literature on online saddle-point optimization is ex-
tremely limited. Considering the case of deterministic bilinear saddle-point problems, i.e., the case
when the function ft(x, y) := x
⊤Aty, [CAWX19] proposed and analyzed algorithms for competing
against a notion of static regret. Such bilinear problems arise in online bandit learning problems
with knapsack constraint [ISSS18]. Furthermore [RWX18] considered online saddle-point problems
in strongly-convex and strongly-concave setting and provided regret bounds for a similar notion
of static regret as in [CAWX19]. We emphasize that both [ISSS18] and [RWX18] only considered
the static setting and assumed access to an oracle that computes exact maximization and mini-
mization of convex and concave functions respectively and did not analyze iterative algorithms,
as we do in this work.
1.3 Our Contributions
In this work, we consider nonstationary version of stochastic saddle-point optimization problems,
in the online and bandit setting and make the following contributions:
1. We propose natural notions of static regret (Definitions 3.1) and dynamic regret (Defini-
tions 4.1 and 4.3) that are suited for nonstationary saddle-point optimization problems.
2. We analyze online and bandit versions of extragradient method for the unconstrained set-
ting and provide bounds for both the static and dynamic regret in Theorem 3.1 and 4.1
respectively.
3. Next, for the constrained setting, we analyze online and bandit versions of saddle-point
Frank-Wolfe method and provide bounds for both static and dynamic regret in Theorem 3.2
and 4.2 respectively.
4. In the process of establishing the above mentioned result, we also analyze offline zeroth-
order saddle-point Frank-Wolfe method and provide results for obtaining ǫ-Nash equilibrium
solution in Theorem 2.1.
5. Finally, we also consider online and bandit version of gradient descent ascent algorithm for
nonstationary saddle-point optimization problem and establish regret bounds for a weaker
notion of dynamic regret (Definition 4.4) in Theorem 4.3. This demonstrates the drawback
of gradient descent ascent algorithm for nonstationary saddle-point optimization problems.
5
To the best of our knowledge, our results provide the first static and dynamic regret bounds for
nonstationary saddle-point optimization problems of the form in (1).
1.4 Preliminaries
Notations: For a vector u ∈ Rd, ‖u‖ always denotes the standard ℓ2 norm, unless specified
otherwise. For a function f(x, y), we denote by ∇xf(x, y) and ∇yf(x, y) the partial derivative of
f(x, y) with respect to x and y respectively. Throughout the paper, we use x[y] to denote a fact
that holds for both variables x and y. For example, ‖∇x[y]f(x, y)‖ ≤ Bx[y] for some Bx[y] > 0
means ‖∇xf(x, y)‖ ≤ Bx and ‖∇yf(x, y)‖ ≤ By for some constants Bx, By > 0. We will denote
the filtration generated up to the tth iteration of any Algorithm in this paper by Ft. Next we
provide the precise assumptions we make on the functions Ft and the different notions of regret
we consider. We first start with several regularity assumptions on the function Ft.
Assumption 1.1 (Strongly-Convex and Strongly-Concave Function) The objective func-
tions Ft (x, y, ξ) are continuously differentiable in x, and y. Moreover, the functions Ft (x, y, ξ)
are µX-strongly convex in x, and µY -strongly concave in y. We also define µ := min (µX , µY ).
Assumption 1.2 (Lipschitz Function) The functions Ft are LX-Lipschitz w.r.t x, and LY -
Lipschitz w.r.t y, i.e., almost surely, we have |Ft (x1, y, ξ) − Ft (x2, y, ξ) | ≤ LX ‖x1 − x2‖, and
|Ft (x, y1, ξ)− Ft (x, y2, ξ) | ≤ LY ‖y1 − y2‖. We also define L := max (LX , LY ).
Assumption 1.3 (Lipschitz Gradient) The functions Ft have Lipschitz continuous gradient
w.r.t x, and y, i.e., almost surely, we have ‖∇xFt (x1, y, ξ)−∇xFt (x2, y, ξ)‖ ≤ LGX‖x1 − x2‖,
for all y and , ‖∇yFt (x, y1, ξ)−∇yFt (x, y2, ξ)‖ ≤ LGY ‖y1 − y2‖ for all x. Similar to before, we
define LG := max (LGX , LGY ).
Assumption 1.4 (Lipschitz Partial Gradient) The functions Ft have Lipschitz continuous
partial gradient w.r.t x, and y, i.e., almost surely, we have ‖∇xFt (x, y1, ξ)−∇xFt (x, y2, ξ)‖ ≤
LXY ‖y1 − y2‖, for all x and , ‖∇yFt (x1, y, ξ)−∇yFt (x2, y, ξ)‖ ≤ LY X‖x1 − x2‖, for all y.
Assumption 1.5 (Bounded Third-order Derivative) The functions Ft have bounded third
order partial derivative, i.e., almost surely, we have
max
(‖∇3xxxFt‖, ‖∇3xxyFt‖, ‖∇3xyxFt‖, ‖∇3yxxFt‖, ‖∇3yxyFt‖, ‖∇3xyyFt‖, ‖∇3yyxFt‖, ‖∇3yyyFt‖) ≤ LH ,
where ‖ · ‖ represents the tensor operator norm; see, for example, [Wat90] for the definition.
We now state the assumptions on the oracles used in this work. The stochastic zeroth-order oracle,
where we only observe noisy unbiased function evaluations as feedback, is used in the bandit
setting. The stochastic first-order oracle, where one could also obtain noisy unbiased estimators
of the gradients, is used in the online setting.
Assumption 1.6 (Stochastic Zeroth-order Oracle) For any x ∈ RdX and y ∈ RdY , the
zeroth-order oracle outputs an estimator F (x, y, ξ) of f (x, y) such that such that E [F (x, y, ξ)] =
f (x, y), E
[∇x[y]F (x, y, ξ)] = ∇x[y]f (x, y), and E [‖∇x[y]F (x, y, ξ)−∇x[y]f (x, y) ‖2] ≤ σ2.
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Assumption 1.7 (Stochastic First-order Oracle) For any x ∈ RdX and y ∈ RdY , the zeroth
order oracle outputs an estimator ∇x[y]F (x, y, ξ) such that E
[∇x[y]F (x, y, ξ)] = ∇x[y]f (x, y),
with variance bounded as E
[‖∇x[y]F (x, y, ξ)−∇x[y]f (x, y) ‖2] ≤ σ2.
We now state the definitions of uncertainty sets capturing the allowed degree of nonstationarity
of the functions ft. To do so, first recall the definition of (x
∗
t , y
∗
t ) from (1).
Definition 1.1 (Optimal Value Variation) For a given VT ≥ 0, the uncertainty set of func-
tions MT is defined as,
MT ({ft}Tt=1) def=
{
{ft}Tt=1 :
T∑
t=1
(‖x∗t+1 − x∗t‖2 + ‖y∗t+1 − y∗t ‖2) ≤ VT
}
. (2)
Definition 1.2 (Optimal Value Variation) For a given WT ≥ 0, the uncertainty set of func-
tions DT is defined as,
DT ({ft}Tt=1) def=
{
{ft}Tt=1 :
T∑
t=1
‖ft − ft+1‖ ≤WT
}
. (3)
where ‖ft − ft+1‖ := supx,y∈X ,Y |ft (x, y)− ft+1 (x, y)|.
The definitions of the above two setsMT and DT in essence capture the degree of nonstationarity
allowed in our problem and are directly motivated by similar assumptions made in the literature
on argmin-type online optimization problems [BGZ15, YZJY16, GLZ18, RBGM19]. As discussed
in [BGZ15], the above definitions capture several types of nonstationarity occurring in practice,
including continuous changes and discrete shocks. Furthermore, we emphasize that the degree of
nonstationarity or uncertainty (captured by VT or WT ) is allowed to change with the horizon T .
2 Algorithms for Nonstationary Saddle-Point Optimization
We now discuss the extragradient and the Frank-Wolfe algorithms we use for obtaining regret
bounds for the nonstationary saddle-point optimization problem in (1), in Sections 2.2 and 2.3
respectively. We also remark that a natural algorithm for offline saddle-point optimization is
the gradient descent ascent algorithm, i.e., alternate between a descent step for the minimization
part and an ascent step for the maximization part. It is worth exploring the performance of this
algorithm for nonstationary saddle-point optimization problems. In section 4.3, we discuss this
aspect in detail and highlight the limitations of this approach. Before we proceed, we first discuss
the gradient estimators used in the first and zeroth-order setting.
2.1 Gradient Estimator
Both extragradient method and Frank-Wolfe method (discussed later in in Algorithm 2 and 4
respectively) are gradient-based algorithms. When used to solve the nonstationary saddle-point
optimization problem in (1), we require a mini-batch gradient estimators as described in Algo-
rithm 1. Specifically, the mini-batch gradient estimators used changes depending on if we are
bounding static and dynamic notions of regrets, and depending on the availability of stochastic
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first and zeroth-order oracle information. The interpretation of the gradient estimators in the
first-order setting is straightforward as we just query the stochastic first-order oracle in Assump-
tion 1.7 to obtain noisy but unbiased gradients. The main remark we make in this setting is
about the static regret case, where we consider the gradient of the smoothed function as in (18).
In the zeroth-order setting, we only assume availability of the noisy function evaluations (as in
Assumption 1.6). Hence, we use the Gaussian Stein’s identity based random gradient estimator, a
standard gradient estimator in the zeroth-order optimization literature [DJWW15, NS17, BG19].
We now briefly recap the main idea behind this technique for estimating the gradient of a func-
tion from noisy evaluations. Let u ∼ N(0, Id) be a standard Gaussian random vector. Given a func-
tion f(x) : Rd → R, for some ν ∈ (0,∞) consider the smoothed function fν(x) = Eu [f(x+ νu)].
Nesterov [NS17] has shown that ∇fν(x) =
Eu
[
f(x+ νu)
ν
u
]
= Eu
[
f(x+ νu)− f(x)
ν
u
]
=
1
(2π)d/2
∫
f(x+ νu)− f(x)
ν
u e−
‖u‖2
2 du.
In [BG19], this relation was noted to be just an instantiation of Stein’s identity popular in statis-
tics literature. The above relation implies that we can estimate the gradient of fν by only
using evaluations of f . In particular, one can define stochastic gradient of fν(x) as G(x) =
ν−1(F (x+νu, ξ)−F (x, ξ))u, which is an unbiased estimator of ∇fν(x), i.e., Eu,ξ[G(x)] = ∇fν(x).
Furthermore, [NS17] showed that the gradient ∇fν(x) is not too far from the required gradient
∇f(x). A related idea of using uniform random variables as opposed to Gaussian random variable,
have also been considered since the work of [FKM05] for bandit optimization problems. In the
context of saddle-point optimization problems that we consider, we leverage the above approach
and construct the partial gradient estimators in Algorithm 1. Similar to the first-order setting,
if we are dealing with static regret, we calculate the zeroth-order estimator of smoothed function
from (18), as provided in (4). We end this section with the following results, which are essentially
a zeroth-order gradient estimation error result from [BG19], adapted to the saddle-point problem.
Lemma 2.1 ([BG19]) Let, Assumptions 1.2, and 1.3 are true for function f , and ∆
x[y]
t (xt, yt) =
G¯
x[y]
t (xt, yt)−∇x[y]f (xt, yt) where G¯x[y]t (xt, yt) are as defined in (5). Then,
E
[∥∥∥∆x[y]t ∥∥∥2] ≤ 2 (dX[Y ] + 5) (L2 + σ2)
m
X[Y ]
t
+
3ν2X[Y ]
2
L2G
(
dX[Y ] + 3
)3
(6a)
E
[∥∥∥G¯x[y]t ∥∥∥2] ≤ ν2X[Y ]L2
2m
X[Y ]
t
(
dX[Y ] + 6
)3
+
2
m
X[Y ]
t
(
L2 + σ2
) (
dX[Y ] + 4
)
. (6b)
We remark that we will eventually use the result in Lemma 2.1 to handle the estimation error of
the zeroth-order gradient in (4).
2.2 Extragradient Algorithm for Nonstationary Saddle-Point Optimization
It is well-documented that the simple gradient descent algorithm suffers form several convergence
issues even in the case of offline saddle point optimization problems with strongly-convex and
strongly-concave objectives [MOP19]. It is also known that in comparison to gradient descent as-
cent, extragradient algorithm [Kor76] has superior performance guarantees for offline saddle-point
optimization problems [Tse95, MOP19]. We now discuss a version of Extragradient algorithm,
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Algorithm 1 gradest: Gradient Estimator for Nonstationary Saddle-Point Optimization
Input: xt ∈ RdX , yt ∈ RdY , νX[Y ] > 0, mX[Y ]t > 0
1: if (Static Regret)
2: if (Zeroth-order setting)
G¯xt (xt, yt) =
1
tmXt
t∑
i=1
mXt∑
j=1
Fi (xt + νXui,j,x, yt, ξi,j,x)− Fi (xt, yt, ξi,j,x)
νX
ui,j,x (4a)
G¯yt (xt, yt) =
1
tmYt
t∑
i=1
mYt∑
j=1
Fi (xt, yt + νY ui,j,y, ξi,j,y)− Fi (xt, yt, ξi,j,y)
νY
ui,j,y (4b)
3: if (First-order setting)
G¯
x[y]
t (xt, yt) =
1
tmt
t∑
i=1
mt∑
j=1
∇x[y]Fi (xt, yt, ξi,j)
4: else
5: if (Zeroth-order setting)
G¯xt (xt, yt) =
1
mXt
mXt∑
j=1
Ft (xt + νXuj,x, yt, ξj,x)− Ft (xt, yt, ξj,x)
νX
uj,x (5a)
G¯yt (xt, yt) =
1
mYt
mYt∑
j=1
Ft (xt, yt + νY uj,y, ξj,y)− Ft (xt, yt, ξj,y)
νY
uj,y (5b)
6: if (First-order setting)
G¯
x[y]
t (xt, yt) =
1
mt
mt∑
j=1
∇x[y]Ft (xt, yt, ξj)
7: end if
8: Output:
[
G¯xt (xt, yt) ; G¯
x
t (xt, yt)
]
displayed in Algorithm 2, suitable for nonstationary saddle-point optimization problems as in (1),
in the unconstrained setting. The main idea underlying the extragradient algorithm is the use
of the additional gradient descent step, as in step 3 of Algorithm 2. As shown in [MOP19], this
step, when used in the offline setting approximates the computationally prohibitive proximal point
method, to the required amount of accuracy, at the same time being practically efficient. In or-
der to leverage this property of extragradient method for nonstationary stochastic saddle-point
optimization problems, the main modification which we require is the use of mini-batch gradi-
ent estimators (as described in Algorithm 1) in step 2 and step 4 of Algorithm 2. We show in
Section 3.1 and 4.1, by selecting the batch sizes appropriately, one could obtain sub-linear regret
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Algorithm 2 Extragradient Method (EG) for Nonstationary Saddle-Point Optimization
Input: ηt, x0 ∈ RdX , y0 ∈ RdY , νX[Y ] > 0
1: for t = 0, 1, · · · , T − 1 do
2: Set
[
G¯xt (xt, yt) ; G¯
y
t (xt, yt)
]
= gradest
(
xt, yt, νX[Y ],m
X[Y ]
t
)
⊲ Algorithm 1
3: Set x
t+
1
2
= xt − ηtG¯xt (xt, yt) yt+12
= yt + ηtG¯
y
t (xt, yt)
4: Set
[
G¯xt
(
xt+ 1
2
, yt+ 1
2
)
; G¯yt
(
xt+ 1
2
, yt+ 1
2
)]
= gradest
(
xt+ 1
2
, yt+ 1
2
, νX[Y ],m
X[Y ]
t
)
⊲ Algo 1
5: Update xt+1 = xt − ηtG¯xt
(
x
t+
1
2
, y
t+
1
2
)
yt+1 = yt + ηtG¯
y
t
(
x
t+
1
2
, y
t+
1
2
)
6: end for
bounds in both the static and dynamic setting.
As mentioned above, one way to think of the extragradient method is as an approximation
to the proximal point method. In Algorithm 3, we provide a fictional algorithm which allows
us to connect the iterates of the proximal point method and the extragradient method in the
context of nonstationary saddle-point optimization problems of the form (1). We emphasize that
Algorithm 3 is only for the purpose of proving our regret bounds in Section 3.1 and 4.1 later.
We now connect the iterate of the proximal point-type method in Algorithm 3 and extragradient
method in Algorithm 2.
Lemma 2.2 Let (xt+1, yt+1), (x˜t+1, y˜t+1) and (xˆt+1, yˆt+1) be the updates generated by zeroth-
order stochastic extra-gradient method, first-order deterministic extra-gradient method, and prox-
imal point-type method (as in Algorithm 3) respectively from (xt, yt) for a function ft for which
Assumptions 1.1–1.3, and 1.5 are true. Then:
(a) In the zeroth-order setting,
E
[‖xt+1 − xˆt+1‖2|Ft] ≤ e0,t+1,X E [‖yt+1 − yˆt+1‖2|Ft] ≤ e0,t+1,Y , (7)
where e0,t+1,X[Y ] = 4
(
η2t + L
2
Gη
4
t
)(2(dX[Y ]+5)(L2+σ2)
m
X[Y ]
t
+
3ν2
X[Y ]
2 L
2
G
(
dX[Y ] + 3
)3)
+ 2L2Hη
6
t .
(b) In the first-order stochastic setting,
E
[‖xt+1 − xˆt+1‖2|Ft] ≤ e1,t+1 E [‖yt+1 − yˆt+1‖2|Ft] ≤ e1,t+1, (8)
where e1,t+1 = 4
(
η2t + L
2
Gη
4
t
)
σ2
mt
+ 2L2Hη
6
t .
Proof [Proof of Lemma 2.2] First note that we have
‖xt+1 − x˜t+1‖
= ηt
∥∥∥∥G¯t(xt+12 , yt+12
)
−∇xf
(
x˜
t+
1
2
, y˜
t+
1
2
)∥∥∥∥
≤ ηt
∥∥∥∥G¯t(xt+12 , yt+12
)
−∇xf
(
x
t+
1
2
, y
t+
1
2
)∥∥∥∥+ ηt ∥∥∥∥∇xf (xt+12 , yt+12
)
−∇xf
(
x˜
t+
1
2
, y˜
t+
1
2
)∥∥∥∥
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≤ ηt
∥∥∥∥G¯t(xt+12 , yt+12
)
−∇xf
(
x
t+
1
2
, y
t+
1
2
)∥∥∥∥+ LGη2t ∥∥G¯t (xt, yt)−∇xf (xt, yt)∥∥ .
Hence, we obtain
‖xt+1 − x˜t+1‖2 ≤ 2η2t
∥∥∥∥G¯t(xt+12 , yt+12
)
−∇xf
(
x
t+
1
2
, y
t+
1
2
)∥∥∥∥2
+ 2L2Gη
4
t
∥∥G¯t (xt, yt)−∇xf (xt, yt)∥∥2 .
Now we invoke the following result from [MOP19].
Proposition 2.1 (Proposition 2 in [MOP19]) Given a point (xt, yt), let (xˆt+1, yˆt+1) be the
point we obtain by performing the Proximal Point update on (xt, yt), and let (xt+1, yt+1) be the
point we obtain by performing the Extragradeint update on (xt, yt). Then, for a given stepsize
ηt > 0 we have
‖xt+1 − xˆt+1‖ ≤ o(η2t ) ‖yt+1 − yˆt+1‖ ≤ o(η2t )
Using Proposition 2.1, and Assumption 1.5 we get,
‖x˜t+1 − xˆt+1‖2 ≤L2Hη6t (9)
E
[‖xt+1 − xˆt+1‖2|Ft] ≤2 (E [‖xt+1 − x˜t+1‖2|Ft]+E [‖x˜t+1 − xˆt+1‖2|Ft]) . (10)
In order to complete the proof, we consider the zeroth-order and first-order setting separately:
(a) In the zeroth-order stochastic setting, using (6a) we have,
E
[‖xt+1 − x˜t+1‖2|Ft] ≤ 2 (η2t + L2Gη4t )
(
2
(
dX[Y ] + 5
) (
L2 + σ2
)
m
X[Y ]
t
+
3ν2X[Y ]
2
L2G
(
dX[Y ] + 3
)3)
(11)
Combining (9), (10), and (11), we get (7).
(b) In the first-order stochastic setting, using (6a), we get
E
[‖xt+1 − x˜t+1‖2|Ft] ≤ 2 (η2t + L2Gη4t ) σ2mt (12)
Combining (9), (10), and (12), we get (8).
Remark 1 Although Lemma 2.2, is proved for the sequence of functions {ft}Tt=1, by a similar
proof, the same result could be shown to hold for the sequence of functions {Jt}Tt=1 (as they satisfy
Assumptions 1.1–1.3, and 1.5).
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Algorithm 3 Proximal Point-Type Method
Input: ηt,x0 ∈ RdX , y0 ∈ RdY
1: for t = 0, 2, · · · , T − 1 do
2: if (Regret=Static)
3: Update xˆt+1 = xt − ηt∇xJt (xˆt+1, yˆt+1) yˆt+1 = yt + ηt∇yJt (xˆt+1, yˆt+1)
4: else
5: Update xˆt+1 = xt − ηt∇xft (xˆt+1, yˆt+1) yˆt+1 = yt + ηt∇yft (xˆt+1, yˆt+1)
6: end if
7: end for
Algorithm 4 Frank Wolfe Method (FW) for Nonstationary Saddle-Point Optimization
Input: γt, x0 ∈ RdX , y0 ∈ RdY , νX[Y ] > 0
1: for t = 0, 2, · · · , T − 1 do
2: Set
[
G¯xt (xt, yt) ; G¯
y
t (xt, yt)
]
= gradest
(
xt, yt, νX[Y ],m
X[Y ]
t
)
⊲ Algorithm 1
3: Define rt =
(
G¯xt (xt, yt)
−G¯yt (xt, yt)
)
4: Calculate st = argminz∈X×Y〈z, dt〉
5: Update
zt+1 = (1− γt) zt + γtst (13)
6: end for
2.3 Frank-Wolfe Algorithm for Nonstationary Saddle-Point Optimization
We also analyze Frank-Wolfe algorithms for nonstationary saddle-point optimization when the
problem in (1) is constrained and the sets X and Y are compact and convex subsets of RdX and
R
dY respectively. Although proposed as early as 1950s by [FW56], it has regained interest in the
machine learning and optimization communities due to its wide applicability; we refer the reader
to the recent survey [CCP19] for more details. For the case of deterministic offline saddle-point
optimization problems, [GJLJ17] provided an analysis of Frank-Wolfe algorithm in terms of conver-
gence to the saddle-point. In Algorithm 4, we provide a version of Frank-Wolfe algorithm suitable
for nonstationary stochastic saddle-point optimization. Similar to the extragradient method in Al-
gorithm 2, we require mini-batch gradient estimators to handle the stochastic settings we consider.
In Section 3.2 and 4.2, we show that by appropriately selecting the batch size, one could obtain
sub-linear regret bounds in both static and dynamic settings, under appropriate assumptions.
2.3.1 Zeroth-Order Offline Saddle Point Optimization
Recall that [GJLJ17] analyzed Frank-Wolfe algorithm for deterministic and offline saddle-point
optimization problems. For our analysis Algorithm 4 in Section 3.2 and 4.2, we require an under-
standing of the stochastic zeroth-order version of the Frank-Wolfe algorithm from [GJLJ17]. The
corresponding stochastic zeroth-order Frank-Wolfe algorithm for offline saddle-point optimization
is presented in Algorithm 2.3.1. In Theorem 2.1, we provide the oracle complexity of this algo-
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rithm, extending the results of Frank-Wolfe method in [GJLJ17] for deterministic saddle-point
optimization problems and zeroth-order stochastic Frank-Wolfe algorithms in [BG19] for regular
convex and nonconvex optimization problems. This analysis would be useful later on to analyze
the online setting.
We start with a few notations. Consider the saddle-point optimization problem in (1) in the
offline setting (i.e., T=1) with X and Y being closed and convex. In this case, we denote the
function f1 as just f . We assume that the saddle point (x
∗, y∗) belongs to the interior of X × Y.
We also define the following notion of border distance, standard in the analysis of Frank-Wolfe
algorithms [GJLJ17]: δX := mins∈∂X ‖x∗ − s‖ and δY := mins∈∂Y ‖y∗ − s‖, where ∂X and ∂Y are
the boundaries of convex set X ,Y, i.e., ∂X = closure(X )\interior(X ) and similarly for Y.
We also assume X ,Y are bounded, i.e., supx,x′∈X ‖x− x′‖ ≤ DX and supy,y′∈Y ‖y − y′‖ ≤ DY .
The zeroth-order Frank-Wolfe algorithm is stated in Algorithm 5. The main difference between
the offline deterministic Frank-Wolfe algorithm in [GJLJ17] and our Algorithm 5 is that the use
of zeroth-order random gradient estimators leads to biased estimates of gradients, which needs
to be handled differently in our analysis. Note also that, there are two different choices of step-
size parameter γk in Algorithm 5. For the case of varying step-size choice, we output a random
iteration which is crucial for obtaining our results. Before we proceed with our main result, we
introduce few more definitions that are standard in analysis of Frank-Wolfe algorithms.
Definition 2.1 For any iteration k ≥ 1, the Frank-Wolfe gap corresponding to the minimization
part (x) and maximization part (y) is defined as
ĝxk = −
〈∇xf(xk, yk), ŝxk+1 − xk〉
ĝyk = −
〈−∇yf(xk, yk), ŝyk+1 − yk〉
ĝk = ĝ
x
k + ĝ
y
k
where ŝxk+1 = argminu 〈u,∇xf(xk, yk)〉 and ŝyk+1 = argmaxu 〈u,∇yf(xk, yk)〉. Furthermore, the
merit function, following [GJLJ17], is defined as wk := w
x
k + w
y
k = f(xk, y
∗) − f(x∗, yk), where
wxk = f(xk, y
∗)− f∗ and wyk = f∗ − f(x∗, yk). Here f∗ := f(x∗, y∗).
We also require the following parameters which appear throughout the proof, which are functions
of the gradient estimator’s batch size mk := (m
X
k ,m
Y
k ) and smoothing parameters ν := (νX , νY ).
With C0 defined in Theorem 2.1, we define C1 = (LGD
2
X + LGD
2
Y)/2,
C2(mk, ν) =
1
4C1
D2X
[
4(dX + 5)(L
2
X + σ
2)
mXk
+
3(νX)
2
2
(LGX)
2(dX + 6)
3
]
+
1
4C1
D2Y
[
4(dY + 5)(L
2
Y + σ
2)
mYk
+
3(νY )
2
2
(LGY )
2(dY + 6)
3
]
,
C3(mk, ν) =
C0
2DX
√
4(dX + 5)(L2X + σ
2)
mXk
+
3(νX)2
2
(LGX)2(dX + 6)3]
+
C0
2DY
√
4(dY + 5)(L2Y + σ
2)
mYk
+
3(νY )2
2
(LGY )2(dY + 6)3,
C4(mk, ν) =
4(dX + 5)(L
2
X + σ
2)
mXk
+
3(νX)
2
2
(LGX)
2(dX + 6)
3
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Algorithm 5 Zero Order Stochastic Saddle Point Frank-Wolfe Algorithm
Input: z0 ∈ X ×Y, smoothing parameter νX[Y ] > 0, positive integer sequence mk, iteration limit
N ≥ 1 and probability distribution PR(·) over {1, . . . , N}.
1: Let z0 = (x0, y0) ∈ X × Y
2: for k = 1, 2, . . . N do
3: Compute G¯k := ZOG(xk−1, yk−1,m
X[Y ]
k , νX[Y ]) ⊲ Algorithm 6
4: Compute sk := argminu∈X×Y
〈
u, G¯k
〉
and gk−1 := 〈−G¯k, sk − zk−1〉
5: Let γk =
6
5+k (non-adaptive step size ) or γk = min{ C04C1 gk−1, 1} (adaptive step size )
6: Update zk := (1− γk)zk−1 + γksk
7: end for
8: Output: Generate R according to PR(·) and output zR (non-adaptive step size ) , or output
zN (adaptive step size )
Algorithm 6 Zero Order Gradient Estimate (ZOG)
Input: xk−1 ∈ RdX , yk−1 ∈ RdY , νX[Y ] > 0, mk > 0
1: Generate u = [u1, . . . , umk ], where uj,x ∼ N(0, IdX ), uj,y ∼ N(0, IdY )
G¯xk (xk−1, yk−1) =
1
mXk
mX
k∑
j=1
F (xk−1 + νXuj,x, yk−1, ξj,x)− F (xk−1, yk−1, ξj,x)
νX
uj,x
G¯yk (xk−1, yk−1) =
1
mYk
mYk∑
j=1
F (xk−1, yk−1 + νY uj,y, ξj,y)− F (xk−1, yk−1, ξj,y)
νY
uj,y
2: Output:
[
G¯xk (xk−1, yk−1) ; G¯
y
k (xk−1, yk−1)
]
+
4(dY + 5)(L
2
Y + σ
2)
mYk
+
3ν2Y
2
(LGY )
2(dY + 6)
3.
When the parameter mk is constant over the iterations, we denote C2(mk, ν), C3(mk, ν), and
C4(mk, ν) as just C2, C3, and C4 respectively. We now state our main result on offline zeroth-
order Frank-Wolfe algorithm for saddle-point optimization problem, in Theorem 2.1 below. The
proof is provided in Section 6.
Theorem 2.1 Let F be a function for which Assumptions 1.1, and 1.3 are true. Let X × Y
be a convex and compact set. Let the saddle point of F belongs to the interior of X × Y and
δµ :=
√
min{µXδX , µY δY}. Let
C0 := 1−
√
2
δµ
max
{
DXLXY√
µy
,
DYLY X√
µx
}
, BLσX := max

√
L2X + σ
2
LGX
, 1
 , BLσY := max

√
L2Y + σ
2
LGY
, 1
 .
If C0 > 0, we have the following to be true:
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(a) For the case of non-adaptive step-size choice for γk, by choosing
m
X[Y ]
k = B
Lσ
X[Y ](dX[Y ] + 5)N
2, νX[Y ] =
√√√√ BLGσX[Y ]
2N2(dX[Y ] + 6)3
γk =
6
5 + k
, PR(R = k) =
γkΓN
2γk(1− ΓN )
(15)
where Γk =
∏N
k=1 (1− γk/2), we get
E[wT ] +E[ĝR] ≤ 120w0
(N + 3)3
+
18L(D2X +D
2
Y)
C0(N + 5)
+
11
(√
(LGX)2 + σ2 +
√
(LGY )2 + σ2
)
2NC0
.
Hence, the total number of calls to the stochastic zeroth-order oracle and linear optimization
oracle required to find an ǫ-optimal Nash equilibrium solution of problem are, respectively,
bounded by O((dX + dY )/ǫ3) and O(1/ǫ).
(b) For the case of adaptive step-size choice for γk, by choosing
γk = max
{
C0
4C1
gk−1, 1
}
, (16)
where gk−1 := 〈−G¯k, sk − zk−1〉, as stated in the Algorithm 2.3.1, and mX[Y ]k , νX[Y ] as in
(15), we get,
E[wk] ≤ (1− ρ)T
[
E[w0]− 1
ρ
(max{C2, C3}+ C4)
]
+
1
ρ
(max{C2, C3}+ C4) (17)
where
ρ := 1−min
{
C20δ
2
µ
8C1
,
C0
2
}
.
This implies that for any ǫ, if we choose
m
X[Y ]
k =
BLσX[Y ](dX[Y ] + 5)
ǫ2
, νX[Y ] =
√√√√ BLσX[Y ]
2ǫ−2(dX[Y ] + 6)3
,
the total number of calls to the zeroth-order stochastic oracle and linear optimization oracle
required to find an ǫ-optimal solution, respectively, are bounded by O((dX + dY )/ǫ2) and
O(log(1/ǫ)).
Remark 2 The number of calls to the zeroth-order oracles and the linear optimization oracle are
much improved with the adaptive step-size choice. In particular we obtain the so-called geometric
rate of convergence [GJLJ17], with this choice of step-size, in the zeroth-order setting.
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3 Static Regret Bounds for Saddle-Point Optimization
Static regret refers to the case when one wants to minimize a notion of cumulative regret, which
corresponds to the best possible decisions in the hindsight when we know the function {ft}Tt=1,
a priori. This notion of regret is directly motivated by online convex optimization literature; see
for example [CBL06, Haz16]. Recall the definition of (x∗t , y∗t ) in (1), which corresponds to the
individual minimizers of the functions ft. We first introduce the following definition of (u
∗
t , v
∗
t ),
which corresponds to the saddle-points of certain smoothed (or averaged) functions. For each t,
define the smoothed function as
Jt (x, y) := 1
t
t∑
i=1
E [Fi (x, y, ξ)] . (18)
The above notion will prove to be useful for defining static regret and will also be useful in the
proofs later. We also define the notion of saddle-points of the smoothed functions as follows:
(u∗t , v
∗
t ) := argmin
x∈X
argmax
y∈Y
Jt−1 (x, y) . (19)
With this definition, we have the following definition of static regret.
Definition 3.1 Let Ft be a suence functions satisfying Assumption 1.1. Then note that ft also
satisfy Assumption 1.1. For this class of functions, with (u∗t , v∗t ) as defined in (19), the Static
Saddle-Point (SSP) Regret is defined as
RSSP := E
[∣∣∣∣∣
T∑
t=1
ft (xt, yt)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
)∣∣∣∣∣
]
. (20)
In the context of online saddle-point optimization, the above notions of regret was also considered
in [CAWX19] for bi-linear functions and in [RWX18] for strongly-convex and strongly-concave
functions. But both [RWX18] and [CAWX19] did not consider the case of nonstationary functions
with bounded variations and assumed access to exact minimization and maximization oracles.
3.1 Static Regret Bounds for Extragradient Method
We now establish sub-linear bounds on the static regret as in Definition 3.1, for the extragradient
method. Here, we assume the problem (1) is unconstrained, i.e., X = RdX and Y = RdY .
Theorem 3.1 Let (xt, yt) be generated by Algorithm 2 for any sequence of functions {ft}Tt=1 for
which Assumption 1.1-1.3, and 1.5 hold true. Then, we have:
(a) Under the availability of the stochastic zeroth-order oracle, with
νX[Y ] = η
2
t
(
dX[Y ] + 3
)− 3
2 ηt =
4T−α
µ
m
X[Y ]
t =
(
dX[Y ] + 5
)
η2t
α =
1
4
, (21)
we obtain
RSSP ≤ O
(
(σ + 1)T
3
4
)
. (22)
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Hence, the total number of calls to the stochastic zeroth-order oracle is O
(
(dX + dY )T
5
2
)
.
Furthermore, by choosing
νX[Y ] = η
4
t (dX[Y ] + 3)
− 3
2 ηt =
4T−α
µ
m
X[Y ]
t =
(
dX[Y ] + 5
)
η4t
α =
1
4
, (23)
we obtain,
RSSP ≤ O
(
σT
1
2 + T
3
4
)
. (24)
Hence, the total number of calls to the stochastic zeroth-order oracle is O ((dX + dY )T 3).
(b) Under the availability of the stochastic first-order oracle, with
ηt =
4T−α
µ
mt =
1
η2t
α =
1
4
, (25)
we obtain,
RSSP ≤ O
(
(σ + 1)T
3
4
)
. (26)
Furthermore, by choosing,
ηt =
4T−α
µ
mt =
1
η4t
α =
1
4
, (27)
we obtain,
RSSP ≤ O
(
σT
1
2 + T
3
4
)
. (28)
Remark 3 In Theorem 3.1, better bounds for RSSP are achieved in (24), and (28) compared to
(22), and (26). This improvement comes at a price of larger mini-batch size to estimate gradient,
i.e., mini-batch size is of the order of t
2
3 in the former case compared to t
1
2 in the later.
Before proving Theorem 3.1, we first provide a high-level sketch. First, in Lemma 3.1, we show that
if one observes the function before playing, i.e. if we could choose point (xt+1, yt+1) for function ft,
thenRSSP is bounded by the sum of two terms: the first term, L
∑T
t=1
(∥∥u∗t − u∗t+1∥∥+ ∥∥v∗t − v∗t+1∥∥),
measures the closeness of the saddle points of Jt (x, y) over consecutive time steps, and the second
term, L
∑T
t=1
(∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥), measures how far the iterate at time t+1 is from
the saddle point of Jt (x, y). To bound the first term, we leverage Lemma 2 of [RWX18], and
show in Lemma 3.2 that at any time t, the saddle point of Jt (x, y) is close to the saddle point of
Jt−1 (x, y). To bound the second term, we first define (30) and bound an auxiliary regret RSPP
in Lemma 3.3. RSPP measures the squared distance of the iterate at time t to the saddle point
of Jt (x, y). Combining the above two results, and choosing the tuning parameters appropriately
proves Theorem 3.1.
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Lemma 3.1 Under Assumption 1.2, we have∣∣∣∣∣
T∑
t=1
ft (xt+1, yt+1)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
)∣∣∣∣∣ ≤L
T∑
t=1
(∥∥u∗t − u∗t+1∥∥+ ∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥
+
∥∥u∗t+1 − xt+1∥∥) . (29)
Proof [Proof of Lemma 3.1] We prove the following two inequalities by induction which implies
(29):
T∑
t=1
ft (xt+1, yt+1)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
) ≤L T∑
t=1
(∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥)
T∑
t=1
ft (xt+1, yt+1)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
) ≥− L T∑
t=1
(∥∥u∗t − u∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥) .
Base Case: f1(u
∗
2, v
∗
2) ≥ f1(x2, y2)− L(‖v∗1 − v∗2‖+ ‖v∗2 − y2‖+ ‖u∗2 − x2‖)
The base case is true by Assumption 1.2.
Inductive Assumption:
T−1∑
t=1
ft(u
∗
T , v
∗
T ) ≥
T−1∑
t=1
ft(xt+1, yt+1)− L
T−1∑
t=1
(∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥) .
So, using Assumption 1.2, and the inductive assumption, we get
T∑
t=1
ft(u
∗
T+1, v
∗
T+1) ≥
T−1∑
t=1
ft(u
∗
T+1, v
∗
T ) + fT (u
∗
T+1, v
∗
T )
≥
T−1∑
t=1
ft(u
∗
T , v
∗
T ) + fT (u
∗
T+1, v
∗
T )
≥
T∑
t=1
ft(xt+1, yt+1)− L
T−1∑
t=1
(∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥))
+ fT (u
∗
T+1, v
∗
T )− fT (xT+1, yT+1)
≥
T∑
t=1
ft(xt+1, yt+1)− L
T−1∑
t=1
(∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥)
− L (‖v∗T − yT+1‖+ ∥∥u∗T+1 − xT+1∥∥)
=
T∑
t=1
ft(xt+1, yt+1)− L
T∑
t=1
(∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥) .
Using a similar approach, we get the result for another direction, thereby proving the required
statement.
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In the following, we prove a bound for a regret which measures how far the iterates (xt, yt) are
from the saddle point
(
u∗t+1, y
∗
t+1
)
of the sum of all the functions until corresponding time t. To
be precise, we consider the regret
RSPP = E
[
T∑
t=1
rst
]
:=
T∑
t=1
E
[(‖xt−1 − u∗t‖2 + ‖yt−1 − v∗t ‖2)] . (30)
Later we use this bound to bound RSSP in Theorem 3.1.
Lemma 3.2 [RWX18] Let {ft}Tt=1 be a sequence of functions for which Assumptions 1.1–1.2 are
true. Let Jt (x, y), and (u∗t , v∗t ) be as in (18)–(19). Then,
‖u∗t − u∗t+1‖+ ‖v∗t − v∗t+1‖ ≤
4L
µt
. (31)
Lemma 3.3 Let (xt, yt) be generated by Algorithm 2 for any sequence of functions {ft}Tt=1 for
which Assumption 1.1-1.3, and 1.5 hold true. Then,
(a) Under the availability of the stochastic zeroth-order oracle, choosing ηt, νX[Y ], ǫ, δ, m
X[Y ]
t ,
and α as in (21), we obtain,
RSPP ≤ O
((
σ2 + 1
)√
T
)
. (32)
Furthermore, by choosing ηt, νX[Y ], ǫ, δ, and m
X[Y ]
t as in (23), and α =
1
6 , we obtain,
RSPP ≤ O
((
σ2 + 1
)
T
1
3
)
. (33)
(b) Under the availability of the stochastic first-order oracle, choosing ηt, ǫ, δ, mt, and α as in
(25), we obtain,
RSPP ≤ O
((
σ2 + 1
)√
T
)
. (34)
Furthermore, with ηt, ǫ, δ, and mt as in (27), and α =
1
6 , we obtain,
RSPP ≤ O
((
σ2 + 1
)
T
1
3
)
. (35)
Proof [Proof of Lemma 3.3] Let rst = ‖xt−1 − u∗t‖2 + ‖yt−1 − v∗t ‖2. Let xt, and xˆt be defined as
in Lemma 2.2. Then using Lemma 3.2, for ǫ, δ > 0, we get
rst+1 = ‖xt − u∗t+1‖2 + ‖yt − v∗t+1‖2
≤
(
1 +
1
ǫ
)(‖xt − u∗t‖2 + ‖yt − v∗t ‖2)+ (1 + ǫ) (‖u∗t+1 − u∗t‖2 + ‖v∗t+1 − v∗t ‖2)
≤
(
1 +
1
ǫ
)(
1 +
1
δ
)(‖xˆt − u∗t‖2 + ‖yˆt − v∗t ‖2)
+
(
1 +
1
ǫ
)
(1 + δ)
(‖xt − xˆt‖2 + ‖yt − yˆt‖2)+ (1 + ǫ) 16L2
µ2t2
.
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Let ρ = 11+ηtµ . Then using Theorem 2 of [MOP19], and Lemma 2.2, we get
‖xˆt − u∗t‖2 + ‖yˆt − v∗t ‖2 ≤ρ
(‖xt−1 − u∗t‖2 + ‖yt−1 − v∗t ‖2) (36)
E
[‖xˆt − xt‖2 + ‖yˆt − yt‖2|Ft−1] ≤e0,t+1,X + e0,t+1,Y .
Hence, we have
E
[
rst+1|Ft−1
] ≤qrst + (1 + 1ǫ
)
(1 + δ) (e0,t+1,X + e0,t+1,Y ) + (1 + ǫ)
16L2
µ2t2
, (37)
where q =
(
1 + 1ǫ
) (
1 + 1δ
)
ρ. We’ll choose ηt to ensure q < 1. From (37) we get,
E
[
rst+1|Ft−1
] ≤qtrs1 + (e0,t+1,X + e0,t+1,Y ) (1 + 1ǫ ) (1 + δ)1− q + (1 + ǫ)
t∑
j=1
qt−j
j2
. (38)
Summing both sides of (38) from t = 1 to T we obtain,
T∑
t=1
E
[
rst+1|Ft−1
] ≤ q
1− q r
s
1 +
(e0,t+1,X + e0,t+1,Y )
(
1 + 1ǫ
)
(1 + δ)
1− q T +
1 + ǫ
1− q
T∑
t=1
1
t2
.
Now, set ǫ = δ = Tα. We now handle the zeroth-order and first-order setting separately:
(a) To ensure q < 1 we choose,
(
1 + 1ǫ
) (
1 + 1δ
)
1
1+ηtµ
< 1, i.e., ηt >
1
ǫ
+ 1
δ
+ 1
ǫδ
µ . Choosing, νX[Y ],
ηt, m
X[Y ]
t , and α as in (21), we have the following set of (in)equalities:
q =
(1 + T−α)2
1 + 3T−α
q
1− q =
(1 + Tα)2
Tα − 1
(e0,t+1,X + e0,t+1,Y )
(
1 + 1ǫ
)
(1 + δ)
1− q T ≤
a0 (σ)
2 T 1−4α (Tα + 3) (1 + Tα) (1 + Tα)
µ4 (Tα − 1)
1 + ǫ
1− q =
Tα (1 + Tα) (Tα + 3)
Tα − 1
Hence, we obtain
RSPP = E
[
T∑
t=1
rst
]
≤ O
((
σ2 + 1
)√
T
)
.
Following the similar approach and by choosing νX[Y ], ηt, m
X[Y ]
t , and α as in (23), we get
(33).
(b) Choosing, ηt, mt, and α as in (25), and (27), we get (34), and (35) respectively.
Proof [Proof of Theorem 3.1] Using Assumption 1.2, Lemma 3.1, and Lemma 3.2 we have,∣∣∣∣∣
T∑
t=1
ft (xt, yt)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
)∣∣∣∣∣
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≤
∣∣∣∣∣
T∑
t=1
ft (xt, yt)−
T∑
t=1
ft (xt+1, yt+1)
∣∣∣∣∣+
∣∣∣∣∣
T∑
t=1
ft (xt+1, yt+1)−
T∑
t=1
ft
(
u∗T+1, v
∗
T+1
)∣∣∣∣∣
≤L
T∑
t=1
(‖xt − xt+1‖+ ‖yt − yt+1‖) + L
T∑
t=1
(∥∥u∗t − u∗t+1∥∥+ ∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥
+
∥∥u∗t+1 − xt+1∥∥)
≤2L
T∑
t=1
(‖xt − xt+1‖+ ‖yt − yt+1‖) +
T∑
t=1
4L2
µt
+ L
T∑
t=1
(∥∥v∗t+1 − yt∥∥+ ∥∥u∗t+1 − xt∥∥)
≤2ηtL2T +
T∑
t=1
4L2
µt
+ L
T∑
t=1
(∥∥u∗t+1 − xt∥∥+ ∥∥v∗t+1 − yt∥∥) .
Squaring both sides we get,
R
2
SSP ≤12η2t L4T 2 + 3
(
T∑
t=1
4L2
µt
)2
+ L2
(
T∑
t=1
(∥∥u∗t+1 − xt∥∥+ ∥∥v∗t+1 − yt∥∥)
)2
≤12η2t L4T 2 + 3
(
T∑
t=1
4L2
µt
)2
+ TL2
T∑
t=1
(∥∥u∗t+1 − xt∥∥+ ∥∥v∗t+1 − yt∥∥)2
≤12η2t L4T 2 + 3
(
T∑
t=1
4L2
µt
)2
+ 2TL2
T∑
t=1
(∥∥u∗t+1 − xt∥∥2 + ∥∥v∗t+1 − yt∥∥2)
≤12η2t L4T 2 + 3
(
T∑
t=1
4L2
µt
)2
+ 2TL2RSPP
RSSP ≤4ηtL2T + 8
T∑
t=1
L2
µt
+ 2L
√
TRSPP .
Set, ǫ = δ = Tα. We now prove the zeroth-order and first-order setting separately.
(a) Choosing α = 14 , ηt, νX[Y ], and m
X[Y ]
t as in (21), and (23) we get (22), and (24) respectively.
(b) Choosing α = 14 , ηt, ν, and mt as in (25), and (27) we get (26), and (28) respectively.
3.2 Static Regret Bounds for Frank-Wolfe Method
We now proceed to analyze Frank-Wolfe algorithms for the online saddle-point optimization prob-
lem (1). Recall that in our analysis of the extragradient method in Section 3.1, it was assumed
that the problem was unconstrained, i.e., X = RdX and Y = RdY . Our main motivation in this
section is to relax this assumption and to handle the constrained case, i.e., X and Y could be closed
convex sets subset of RdX and RdX respectively. We now present our main result on bounding the
static regret of Frank-Wolfe algorithm.
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Theorem 3.2 Let {ft}Tt=1 be an arbitrary sequence of functions for which Assumptions 1.1, 1.2,
and 1.3 hold. Then, if C0 ≥ 0, (where C0 is as defined in Theorem 2.1), we have the following:
(a) Under the availability of the stochastic zeroth-order oracle, choosing
γt =
1√
t
m
X[Y ]
t = 2
(
dX[Y ] + 5
)
t νX[Y ] =
√
2(
dX[Y ] + 3
) 3
2
√
t
(39)
we obtain
RSSP ≤ O((1 + σ)T
3
4 ). (40)
Hence, the total number of calls to the stochastic zeroth-order oracle is O((dX + dY )T 2).
(b) Under the availability of the stochastic first-order oracle, choosing
γt =
1√
t
m
X[Y ]
t = mt = t, (41)
we obtain
RSSP ≤ O
(
(1 + σ)T
3
4
)
. (42)
Remark 4 It is worth comparing the batch size mt and smoothing parameter ν to the offline
setting. Notice in Theorem 2.1, we required (with T denoting the number of iterations) mt =
O(dT 2), νt = O(T−1d− 32 ). In the online setting, picking mt = O(dT ), νt = O(T− 12d− 32 ), is
sufficient to obtain the above mentioned static regret bound.
Before we prove Theorem 3.2, we provide a proof-sketch. Similar to the unconstrained setting,
we first use Lemma 3.1 to show that if the decision maker could play (xt+1, yt+1) for ft, then
RSSP , could be decomposed as sum of two terms (as in the unconstrained case). The first
term is handled using Lemma 3.2. Bounding the second term, is a bit more involved than the
unconstrained case. Indeed, Frank-Wolfe method progresses by reducing the merit function at
each iteration as shown in Theorem 2.1, whereas the Extragradient method progresses by reduc-
ing the distance from the saddle point. So in Lemma 3.4, and 3.5 we first show the following
term, E
[Jt(xt, u∗t+1)− Jt(v∗t+1, yt)], which we refer to as the online merit function, decreases as
O (1/√t). Then we will show, using strong convexity-strong concavity (Assumption 1.1) of the
function sequence that the second term is upper bounded by the sum of the square roots of the
online merit functions up to a constant. Combining all the above steps and picking the tuning
parameters appropriately proves Theorem 3.2.
Lemma 3.4 Under Assumption 1.1 and 1.2, if
Jt−1(xt−1, u∗t )− Jt−1(v∗t , yt−1) ≤ C(t− 1)−β ,
for some constant C > 0 and β > 0, then we have
ft(xt, u
∗
t+1)− ft(v∗t+1, yt) ≤ L
√
2C
µ
(t− 1)−β/2 + 4L
2
µt
+ L(DX +DY)γt−1. (43)
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Proof [Proof of Lemma 3.4] By Assumption 1.1, we have
‖xt−1 − v∗t ‖+ ‖yt−1 − u∗t‖ ≤
√√√√ 2
µ(t− 1)
t−1∑
τ=1
(fτ (xt−1, u∗t )− fτ (v∗t , yt−1)) ≤
√
2C
µ
(t− 1)−β/2.
By Lemma 3.2, we also have ∥∥v∗t+1 − v∗t ∥∥+ ∥∥u∗t+1 − u∗t∥∥ ≤ 4Lµt .
Furthermore,
‖xt − xt−1‖+ ‖yt − yt−1‖ = ‖(1− γt)xt−1 + γtsxt − xt−1‖ ‖(1− γt)yt−1 + γtsyt − yt−1‖
= γt−1(‖xt−1 − sxt ‖+ ‖yt−1 − syt ‖) = (DX +DY)γt−1.
Adding the above inequalities, using triangle inequality, and Assumption 1.2, we have (43).
Lemma 3.5 Consider the setting of Theorem 3.2. Then,
(a) in the zeroth-order stochastic setting, choosing γt, νX[Y ], and m
X[Y ]
t as in (39) we get
E
[Jt(xt, u∗t+1)− Jt(v∗t+1, yt)] ≤ C5t− 12 ∀t.
(b) in the first-order stochastic setting, choosing choosing γt, and mt as in (41) we get
E
[Jt(xt, u∗t+1)− Jt(v∗t+1, yt)] ≤ C6t− 12 ∀t.
where
C5 = C6 +
2
C0LG
(
2L2 + 3L2GX + 3L
2
GY
)
, C6 =
L2
C0µ
(
8 +
2
C0
)
+
2C1
C0
+
2L(DX +DY)
C0
+
2σ2
C0LG
.
Proof [Proof of Lemma 3.5] We provide the proof by induction for part (b). The proof for part
(a) is very similar. It can be easily seen that the base case is true by Assumption 1.2.
Base Case t=1: J1(x1, u∗2)− J1(v∗2 , y1) ≤ C6
Inductive Assumption: Jt−1(xt−1, u∗t )− Jt−1(v∗t , yt−1) ≤ C6t−β
We will prove the induction for β = 12 . Using Assumption 1.2, (78) in Appendix, Lemma 3.2, and
choosing γt as in (41), we get
Jt−1(xt, u∗t+1)− Jt−1(v∗t+1, yt)
≤ Jt−1(xt, u∗t )− Jt−1(v∗t , yt) + L
(∥∥v∗t+1 − v∗t ∥∥+ ∥∥u∗t+1 − u∗t∥∥)
≤ (1− C0γt−1) (Jt−1(xt−1, u∗t )− Jt−1(v∗t , yt−1)) +C1γ2t−1 +
1
2LG
(
∥∥∆xt−1∥∥2 + ∥∥∆yt−1∥∥2) + 4L2µt
≤ C6(t− 1)−β − C6C0(t− 1)−
1
2
−β +
C1
t− 1 +
4L2
µt
+
1
2LG
(
∥∥∆xt−1∥∥2 + ∥∥∆yt−1∥∥2). (44)
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Now using (6a), we get
E
[Jt−1(xt, u∗t+1)− Jt−1(v∗t+1, yt)|Ft−1] ≤ C6(t− 1)−β (1− C0√
t− 1
)
+
C1
t− 1 +
4L2
µt
+
σ2
mt−1LG
.
Combining (44) with Lemma 3.4, and choosing mt as in (41), we get
E
[Jt(xt, u∗t+1)−Jt(v∗t+1, yt)|Ft] ≤ 1t
(
C6(t− 1)1−β + C1 − C6C0(t− 1)
1
2
−β +
4L2
µ
+
σ2
LG
)
+
1
t
(
L
√
2C6
µ
(t− 1)−β/2 + L(DX +DY)√
t− 1
)
≤ C6t−β + 1
t
(
C1 −C6C0(t− 1)
1
2
−β +
4L2
µ
+ L
√
2C6
µ
(t− 1)−β/2 + L(DX +DY)√
t− 1 +
σ2
LG
)
≤ C6t−β.
The last inequality follows from the fact that the second term is non-positive ∀t when β = 12 .
Proof [Proof of Theorem 3.2] Using Asusmption 1.2, Lemma 3.2, Lemma 3.1, and choosing γt as
in (39) we get∣∣∣∣∣
T∑
t=1
ft(xt, yt)−
T∑
t=1
ft(v
∗
T+1, u
∗
T+1)
∣∣∣∣∣ ≤
∣∣∣∣∣
T∑
t=1
ft(xt, yt)−
T∑
t=1
ft(xt+1, yt+1)
∣∣∣∣∣
+L
T∑
t=1
(∥∥u∗t − u∗t+1∥∥+ ∥∥v∗t − v∗t+1∥∥+ ∥∥v∗t+1 − yt+1∥∥+ ∥∥u∗t+1 − xt+1∥∥)
≤ L
T∑
t=1
(
‖xt − xt+1‖+ ‖yt − yt+1‖+ 4L
µt
+
∥∥u∗t+1 − xt+1∥∥+ ∥∥v∗t+1 − yt+1∥∥)
≤ L
T∑
t=1
(
2γt(DX +DY) +
4L
µt
+
∥∥u∗t+1 − xt∥∥+ ∥∥v∗t+1 − yt∥∥)
≤ L
T∑
t=1
(∥∥u∗t+1 − xt∥∥+ ∥∥v∗t+1 − yt∥∥)+ L(DX +DY) T∑
t=1
1√
t
+
4L2
µ
log T
≤ L
T∑
t=1
(√
2
µ
[Jt(xt, u∗t+1)− Jt(v∗t+1, yt)]
)
+O(
√
T ).
Taking conditional expectation on both sides, and using Jensen’s inequality,
E
[∣∣∣∣∣
T∑
t=1
ft(xt, yt)−
T∑
t=1
ft(v
∗
T+1, u
∗
T+1)
∣∣∣∣∣
]
≤
√
2L2√
µ
T∑
t=1
√
E
[Jt(xt, u∗t+1)− Jt(v∗t+1, yt)]+O(√T ).
We now proceed diferently for the zeroth and first-order setting.
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(a) Choosing γt, νX[Y ], and m
X[Y ]
t as in (39), and using Lemma 3.5, we get
E
[∣∣∣∣∣
T∑
t=1
ft(xt, yt)−
T∑
t=1
ft(v
∗
T+1, u
∗
T+1)
∣∣∣∣∣
]
≤
√
2L2√
µ
T∑
t=1
C5
t
1
4
+O(
√
T ) ≤ O
(
(1 + σ)T
3
4
)
.
(b) Choosing γt, and mt as in (41), and using Lemma 3.5, we get (42).
4 Dynamic Regret Bounds for Saddle-Point Optimization
In the nonstationary setting, as the saddle point of the functions change over time, a stronger
notion of regret compared to the static regret is worth exploring. For example, in the motivating
example in Section 1.1, the players may be interested to be able to play the Nash equilibrium at
each time point. In this case, it is required to evaluate an algorithm’s performance by how close the
generated points are, either in terms of function values or in terms of distance to the saddle-points
of the functions, at each time-step instead of the saddle-point of the sum of all the functions.
In Sections 4.1 and 4.2, we propose such notions of dynamic regret and provide sub-linear regret
bounds.
4.1 Dynamic Regret Bounds for Extragradient Method
For the online extragradient algorithm in the unconstrained setting, we propose the following
natural notion of dynamic regret.
Definition 4.1 Let {ft}Tt=1 be a sequence of functions satisfying Assumption 1.1. For this class
of functions, with (x∗t , y
∗
t ) as defined in (1), the Dynamic Saddle-Point Path (DSPP) Regret is
defined as
RDSPP :=
T∑
t=1
E [rt] =
T∑
t=1
E
[‖xt − x∗t‖2 + ‖yt − y∗t ‖2] . (45)
where the expectation is taken w.r.t the filtration generated by {xt, yt}T1 .
In the following theorem we state our regret bounds for RDSPP using Extra-gradient method.
Theorem 4.1 Let {ft}Tt=1 be a sequence of functions for which Assumptions 1.1 and 1.2 hold
and such that {ft}Tt=1 ∈ MT . Let α, β > 0 be some constants. Then, for VT ≤ T
α
β , running
Algorithm 2, we have:
(a) Under the availability of the stochastic zeroth-order oracle, with
ηt = η =
4T−αV βT
µ
νX[Y ] = η
2
(
dX[Y ] + 3
)− 3
2 m
X[Y ]
t =
(
dX[Y ] + 5
)
η2
, (46)
we obtain,
RDSPP ≤ O
(
σ2T 1−2αV 2βT + V
1−2β
T T
2α
)
. (47)
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Hence, the total number of calls to the stochastic zeroth-order oracle is O
(
(dX + dY )T
1+2αV −2βT
)
.
Furthermore, by choosing
ηt = η =
4T−αV βT
µ
νX[Y ] = η
4
(
dX[Y ] + 3
)− 3
2 m
X[Y ]
t =
(
dX[Y ] + 5
)
η4
, (48)
we obtain,
RDSPP ≤ O
(
σ2T 1−4αV 4βT + V
1−2β
T T
2α
)
. (49)
Hence, the total number of calls to the stochastic zeroth-order oracle is O
(
(dX + dY )T
1+4αV −4βT
)
.
(b) Under the availability of the stochastic first-order oracle, with
ηt = η =
4T−αV βT
µ
mt =
1
η2
, (50)
we obtain,
RDSPP ≤ O
(
σ2T 1−2αV 2βT + V
1−2β
T T
2α
)
. (51)
Furthermore, by choosing
ηt = η =
4T−αV βT
µ
mt =
1
η4
, (52)
we obtain,
RDSPP ≤ O
(
σ2T 1−4αV 4βT + V
1−2β
T T
2α
)
. (53)
Proof [Proof of Theorem 4.1] Let rt = ‖xt − x∗t ‖2 + ‖yt − y∗t ‖2 as in Definition 4.1. For ǫ, δ > 0
rt+1 = ‖xt+1 − x∗t+1‖2 + ‖yt+1 − y∗t+1‖2
≤
(
1 +
1
ǫ
)(‖xt+1 − x∗t‖2 + ‖yt+1 − y∗t ‖2)+ (1 + ǫ) (‖x∗t+1 − x∗t‖2 + ‖y∗t+1 − y∗t ‖2)
≤
(
1 +
1
ǫ
)(
1 +
1
δ
)(‖xˆt+1 − x∗t‖2 + ‖yˆt+1 − y∗t ‖2)
+
(
1 +
1
ǫ
)
(1 + δ)
(‖xt+1 − xˆt+1‖2 + ‖yt+1 − yˆt+1‖2)+ (1 + ǫ) (‖x∗t+1 − x∗t ‖2 + ‖y∗t+1 − y∗t ‖2) .
We now invoke the following result from [MOP19].
Lemma 4.1 (Theorem 2 in [MOP19]) Under Assumption 1.1, for any ηt > 0, the iterates
{xt, yt} ≥ 0 generated by the proximal point method satisfy
‖xt+1 − x∗t‖2 + ‖yt+1 − y∗t ‖2 ≤ρ
(‖xt − x∗t ‖2 + ‖yt − y∗t ‖2) ,
where ρ = 11+ηtµ .
Using Lemma 2.2, and Lemma 4.1, we get
E
[‖xˆt+1 − xt+1‖2 + ‖yˆt+1 − yt+1‖2|Ft] ≤ (e0,t+1,X + e0,t+1,Y )
‖xˆt+1 − x∗t ‖2 + ‖yˆt+1 − y∗t ‖2 ≤ ρ
(‖xt − x∗t‖2 + ‖yt − y∗t ‖2) . (54)
Hence, we have
E [rt+1|Ft] ≤ qrt +
(
1 +
1
ǫ
)
(1 + δ) (e0,t+1,X + e0,t+1,Y )
+ (1 + ǫ)
(‖x∗t+1 − x∗t ‖2 + ‖y∗t+1 − y∗t ‖2) , (55)
where q =
(
1 + 1ǫ
) (
1 + 1δ
)
ρ. We’ll choose η to ensure q < 1. From (55) we get,
E [rt+1|Ft] ≤qt+1r0 +
(e0,t+1,X + e0,t+1,Y )
(
1 + 1ǫ
)
(1 + δ)
1− q + (1 + ǫ)
t∑
j=0
qt−jdj , (56)
where dj =
(
‖x∗j+1 − x∗j‖2 + ‖y∗j+1 − y∗j ‖2
)
. Summing both sides of (56) from t = 0 to T − 1 we
get,
T−1∑
t=0
E [rt+1|Ft] ≤ q
1− q r0 +
(e0,t+1,X + e0,t+1,Y )
(
1 + 1ǫ
)
(1 + δ)
1− q T +
1 + ǫ
1− q
T−1∑
t=0
dt.
To ensure q < 1 we choose,
(
1 + 1ǫ
) (
1 + 1δ
)
1
1+ηµ < 1, i.e., η >
1
ǫ
+ 1
δ
+ 1
ǫδ
µ . Now, set ǫ = δ = T
αV −βT .
To complete the proof, we handle the zeroth-order and first-order setting separately below:
(a) Choosing η, νX[Y ], and m
X[Y ]
t as in (46), we have the following set of (in)equalities:
q =
(
1 + T−αV βT
)2
1 + 3T−αV βT
,
q
1− q =
(
1 + TαV −βT
)2
TαV −βT − 1
,
(e0,t+1,X + e0,t+1,Y )
(
1 + 1ǫ
)
(1 + δ)
1− q T ≤
a0 (σ)
2 T 1−4αV 3βT
(
Tα + 4V βT
)(
V βT + T
α
)2
µ4
(
2TαV βT − V 2βT
) ,
1 + ǫ
1− q =
TαV −βT
(
1 + TαV −βT
)(
TαV −βT + 4
)
TαV −βT − 1
.
Hence, we have
RDSPP = E
[
T∑
t=1
rt
]
≤ O
(
σ2T 1−2αV 2βT + V
1−2β
T T
2α
)
.
Choosing η, νX[Y ], and m
X[Y ]
t as in (48), we get (49).
(b) The proof is very similar to part (a). Choosing η, νX[Y ], and m
X[Y ]
t as in (50), and (52), we
get (51), and (53) respectively.
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Remark 5 If VT ≤ T , choosing α = β = 1/4 in (47) we get RDSPP ≤ O
(√
TVT
(
σ2 + 1
))
, and
by choosing α = β = 1/6 in (49) we get RDSPP ≤ O
(
(TVT )
1
3
(
σ2 + 1
))
. The price we pay for
improved bounds is a larger mini-batch size mt for the gradient estimator which is
√
T/VT in the
former case compared to (T/VT )
2/3 in the later.
Remark 6 It is possible to consider an alternate regret notion in the unconstrained setting in
terms of function-value sub-optimality as well. Specifically, consider the following notion of regret:
Definition 4.2 Let {ft}Tt=1 be a sequence of functions satisfying Assumption 1.1. For this class
of functions, with (x∗t , y
∗
t ) as defined in (1), the Dynamic Saddle-Point Function-value (DSPF)
Regret is defined as
RDSPF = E
[
T∑
t=1
|ft (xt, yt)− ft (x∗t , y∗t )|
]
. (57)
where the expectation is taken w.r.t the filtration generated by {xt, yt}T1 .
We now show that regret bounds for RDSPF could be obtained by the corresponding bounds for
RDSPP obtained in Theorem 4.1. First note that using Assumption 1.2, we obtain
E
( T∑
t=1
|ft (xt, yt)− ft (x∗t , y∗t )|
)2 ≤E
(L T∑
t=1
(‖xt − x∗t‖+ ‖yt − y∗t ‖)
)2
≤2TL2E
[
T∑
t=1
(‖xt − x∗t ‖2 + ‖yt − y∗t ‖2)
]
≤2TL2RDSPP .
Hence, for the notion of regret in Definition 4.2, we have
E
[
T∑
t=1
|ft (xt, yt)− ft (x∗t , y∗t )|
]
≤
√√√√√E
( T∑
t=1
|ft (xt, yt)− ft (x∗t , y∗t )|
)2 ≤ 2L√TRDSPP .
4.2 Dynamic Regret Bounds for Frank-Wolfe Method
For the constrained setting, using Frank-Wolfe algorithm, we propose the following notion of regret
based on function values.
Definition 4.3 Let {ft}Tt=1 be a sequence of functions satisfying Assumption 1.1. For this class
of functions, with (x∗t , y
∗
t ) as defined in (1), the Dynamic Saddle-Point Merit (DSPM) Regret is
defined as
RDSPM = E
[
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))2
]
. (58)
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In the following theorem we state our regret bounds for RDSPM using Frank-Wolfe method.
Theorem 4.2 Let {ft}Tt=1 be a sequence of function for which Assumptions 1.2, 1.3, 1.4, and 1.1
hold. Furthermore, let {ft}Tt=1 ∈ MT ∩ DT . If 0 ≤ C0 ≤ 1, where C0 = 1−
√
2
δµ
max
{
DXLXY√
µY
, DYLYX√µX
}
and δµ =
√
min
(
µXδ2Y , µY δ
2
Y
)
, then running Algorithm 4, we have:
(a) Under the availability of the stochastic zeroth-order oracle, with
γt = γ =
√
max (2WT , VT )
T
m
X[Y ]
t = T
(
dX[Y ] + 5
)
νX[Y ] =
1√
T
(
dX[Y ] + 3
)3 , (59)
we obtain,
RDSPM ≤ O
(√
T max (2WT , VT )
(
1 +
σ2
max (2WT , VT )
))
. (60)
Hence, the total number of calls to the stochastic zeroth-order oracle is O ((dX + dY )T 2).
(b) Under the availability of the stochastic first-order oracle, with
γt = γ =
√
max (2WT , VT )
T
mt = T, (61)
we obtain
RDSPM ≤ O
(√
T max (2WT , VT )
(
1 +
σ2
max (2WT , VT )
))
. (62)
Proof [Proof of Theorem 4.2] First note that by Assumption 1.2, we have
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))2 ≤ 2L2
T∑
t=1
(‖xt − x∗t‖2 + ‖yt − y∗t ‖2) .
Using Assumption 1.1 we have,
2L2
T∑
t=1
(‖xt − x∗t ‖2 + ‖yt − y∗t ‖2) ≤4L2µ
T∑
t=1
(ft (xt, y
∗
t )− ft (x∗t , y∗t ) + ft (x∗t , y∗t )− ft (x∗t , yt))
≤4L
2
µ
T∑
t=1
(ft (xt, y
∗
t )− ft (x∗t , yt)) . (63)
By Algorithm 4 update (13), we have
ft (xt+1, y
∗
t )− ft (x∗t , yt+1) ≤ (1− C0γ) (ft (xt, y∗t )− ft (x∗t , yt)) + γ2C1 +
‖∆xt ‖2 + ‖∆yt ‖2
2LG
. (64)
Let wt = ft (xt, y
∗
t )− ft (x∗t , yt). Then we have
wt+1 =ft+1
(
xt+1, y
∗
t+1
)− ft+1 (x∗t+1, yt+1)
=ft (xt+1, y
∗
t )− ft (x∗t , yt+1) + ft+1 (xt+1, y∗t )− ft (xt+1, y∗t ) + ft (x∗t , yt+1)− ft+1 (x∗t , yt+1)
+ ft+1
(
xt+1, y
∗
t+1
)− ft+1 (xt+1, y∗t ) + ft+1 (x∗t , yt+1)− ft+1 (x∗t+1, yt+1) . (65)
We now proceed to handle zeroth-order and first-order setting differently.
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(a) Using (6a), choosing m
X[Y ]
t , and νX[Y ] as in (59) we have
E
[
‖∆x[y]t ‖2
]
≤ 2
(
L2 + σ2
)
+ 32L
2
G
T
. (66)
Using (66), and Assumption 1.2 we get,
E [wt+1|Ft] ≤ (1− C0γ)wt + γ2C1 +
4
(
L2 + σ2
)
+ 3L2G
2LGT
+ 2at + Lbt,
where at = ‖ft − ft+1‖ := supx,y∈X ,Y |ft (x, y)− ft+1 (x, y)|, and bt = ‖x∗t − x∗t+1‖ + ‖y∗t −
y∗t+1‖. Hence, using r0 ≤ 2LD, where D = max (DX ,DY ), we get
E [wt+1|Ft] ≤ 2 (1− C0γ)t+1 LD + γ2C1
t∑
j=0
(1− C0γ)j +
4
(
L2 + σ2
)
+ 3L2G
2C0γLGT
+
t∑
j=0
(1− C0γ)t−j (2aj + Lbj) .
Summing both sides from t = 0, to t = T − 1, we get
T−1∑
t=0
E [wt+1|Ft] ≤2LD
T−1∑
t=0
(1− C0γ)t+1 + γ2C1
T−1∑
t=0
t∑
j=0
(1− C0γ)j +
4
(
L2 + σ2
)
+ 3L2G
2C0γLG
+
T−1∑
t=0
t∑
j=0
(1− C0γ)t−j (2aj + Lbj)
≤2LD (1− C0γ)
C0γ
+
γ2C1T
1− (1−C0γ) +
4
(
L2 + σ2
)
+ 3L2G
2C0γLG
+
1
C0γ
T−1∑
t=0
(2at + Lbt)
≤2LD
C0γ
+
γC1T
C0
+
4
(
L2 + σ2
)
+ 3L2G
2C0γLG
+
1
C0γ
(2WT + VT ) .
Choosing γ as in (59), and by (63) we get (60).
(b) After (65), choosing γ, and mt as in (61) and following the same logic we get (62).
Remark 7 Note that in Theorem 4.2, we require {ft}Tt=1 ∈ MT ∩ DT , unlike Theorem 4.1 or
in general argmin-type convex optimization problems, where the functions are generally required
to belong to only one uncertainty set. The reason is due to the fact the merit function wt =
ft (xt, y
∗
t ) − ft (x∗t , yt) is used as a suboptimality measure. At time t, if one had already known
the points (xt, y
∗
t ), and (x
∗
t , yt) then the situation would be similar to online convex optimization.
In particular, in this case, it would be enough to require {ft}Tt=1 ∈ MT . But as we do not know
(xt, y
∗
t ), and (x
∗
t , yt), we also require {ft}Tt=1 ∈ DT .
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Algorithm 7 Bandit Gradient Descent Ascent Algorithm
Input: x1 ∈ RdX , y1 ∈ RdY , ηt > 0, νX[Y ] > 0
for t = 1, 2, · · · , T do
Sample u
x[y]
t ∼ N (0, Id)
Set
[
G¯xt (xt, yt) ; G¯
y
t (xt, yt)
]
= gradest
(
xt, yt, νX[Y ]
)
⊲ Algorithm 1
Update
xt+1 = PX
(
xt − ηtG¯xt (xt, yt)
)
yt+1 = PY
(
yt + ηtG¯
y
t (xt, yt)
)
where PX (z) is the projection operator, i.e., PX (z) := argminx∈X ‖z − x‖
end for
4.3 Regret Analysis of Gradient Descent Ascent Algorithm
Thus far in this paper, we considered in extragradient and Frank-Wolfe algorithms for solving
nonstationary saddle-point optimization problems of the form (1). As discussed in Section 2,
arguably the most natural algorithm for solving saddle-point optimization problem is the gradient
descent ascent algorithm. Hence, it is worth exploring how well online or bandit versions of
gradient descent algorithms performs for solving problems of the form (1). In this section, we
address this question concentrating on bounding dynamic regret. The algorithms is formally
presented in Algorithm 4.3. It turns out that it is not possible to obtain any meaningful bounds
for the previous notions of dynamic regret (as in Definition 4.1 or 4.3). We now define a weaker
notions of dynamic regret which is suitable for analyzing Algorithm 4.3. It is intriguing to explore
other stronger notions of regret for which one could quantify the performance of Algorithm 4.3,
or prove impossibility results.
Definition 4.4 Let {ft}Tt=1 be a sequence of functions satisfying Assumption 1.1. For this class
of functions, with (x∗t , y
∗
t ) as defined in (1), the Dynamic Saddle-Point (DSP) Regret is defined as
RDSP = E
[∣∣∣∣∣
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))
∣∣∣∣∣
]
. (67)
For the above mentioned notion of regret, we state the following result.
Theorem 4.3 Let (xt, yt) be generated by Algorithm 4.3 for any sequence of functions {ft}Tt=1 ∈
MT for which Assumptions 1.2 and 1.3 hold. Then, we have:
(a) Under the availability of the stochastic zeroth-order oracle, choosing
ηt = η = V
1
4
T νX[Y ] =
1(
dX[Y ] + 6
) 3
2
√
T
m
X[Y ]
t =
(
dX[Y ] + 6
)
T, (68)
we obtain,
RDSP ≤ O
((
1 + σ2
)
V
1
4
T + σ
√
T
)
. (69)
Hence, the total number of calls to the stochastic zeroth-order oracle is O ((dX + dY )T 2).
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(b) Under the availability of the stochastic first-order oracle, choosing
ηt = V
1
4
T mt = T, (70)
we obtain,
RDSP ≤ O
(
V
1
4
T + σ
√
T
)
. (71)
Proof [Proof of Theorem 4.3] Based on the non-expansiveness of the Euclidean projections and
our boundedness assumption on X , we have∥∥xt+1 − x∗t+1∥∥22 = ‖xt+1 − x∗t ‖22 + 3DX ‖x∗t − x∗t+1‖
=
∥∥PX (xt − ηtG¯xt (xt, yt))− x∗t∥∥22 + 3DX ‖x∗t − x∗t+1‖
≤ ∥∥xt − ηtG¯xt (xt, yt)− x∗t∥∥22 + 3DX ‖x∗t − x∗t+1‖
= ‖xt − x∗t‖22 + η2t ‖G¯xt (xt, yt) ‖22 − 2ηtG¯xt (xt, yt)⊤ (xt − x∗t ) + 3DX ‖x∗t − x∗t+1‖.
Rearranging terms we then have
G¯xt (xt, yt)
⊤ (xt − x∗t ) ≤
1
2ηt
(
‖xt − x∗t ‖22 −
∥∥xt+1 − x∗t+1∥∥22 + η2t ∥∥G¯xt (xt, yt)∥∥22 + 3DX ‖x∗t − x∗t+1‖) .
(72)
Using the fact that
∑T
t=1 (ft (x
∗
t , yt)− ft (x∗t , y∗t )) ≤ 0, and choosing ηt as in (68) we get
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))
=
T∑
t=1
(ft (xt, yt)− ft (x∗t , yt) + ft (x∗t , yt)− ft (x∗t , y∗t ))
≤
T∑
t=1
(
G¯xt (xt, yt)
⊤ (xt − x∗t ) + ‖G¯xt (xt, yt)−∇xft (xt, yt) ‖‖xt − x∗t‖
)
.
Similarly, we have
T∑
t=1
(ft (x
∗
t , y
∗
t )− ft (xt, yt)) ≤
T∑
t=1
(
G¯yt (xt, yt)
⊤ (yt − y∗t ) + ‖G¯yt (xt, yt)−∇yft (xt, yt) ‖‖yt − y∗t ‖
)
.
Hence, we obtain∣∣∣∣∣
T∑
t=1
(ft (x
∗
t , y
∗
t )− ft (xt, yt))
∣∣∣∣∣ ≤
T∑
t=1
(
G¯xt (xt, yt)
⊤ (xt − x∗t ) + G¯yt (xt, yt)⊤ (yt − y∗t )
)
+
T∑
t=1
(‖G¯xt (xt, yt)−∇xft (xt, yt) ‖DX )
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+T∑
t=1
(‖G¯yt (xt, yt)−∇yft (xt, yt) ‖DY) .
Hence, we obtain
E
[
T∑
t=1
G¯xt (xt, yt)
⊤ (xt − x∗t )
]
≤ 1
2η
(
‖x1 − x∗1‖22 −
∥∥xT+1 − x∗T+1∥∥22 + η2 T∑
t=1
E
[∥∥G¯xt (xt, yt)∥∥22]
+3DX
T∑
t=1
‖x∗t − x∗t+1‖
)
.
We now handle the zeroth-order and first-order setting separately.
(a) Choosing νX[Y ], and m
X[Y ]
t as in (68), and using Lemma 2.1 we get
T∑
t=1
E
[∥∥G¯xt (xt, yt)∥∥22] ≤ 3L2 + 2σ2,
T∑
t=1
E
[
‖G¯x[y]t (xt, yt)−∇x[y]ft (xt, yt) ‖
]
≤ 2 (L+ σ + LG)
√
T . (73)
Hence, we obtain
E
[
T∑
t=1
G¯xt (xt, yt)
⊤ (xt − x∗t )
]
≤ 1
2η
(
D2X + η
2
(
3L2 + 2σ2
)
+ 3DX
T∑
t=1
‖x∗t − x∗t+1‖
)
. (74)
Similarly, we also have
E
[
T∑
t=1
G¯yt (xt, yt)
⊤ (yt − y∗t )
]
≤ 1
2η
(
D2Y + η
2
(
3L2 + 2σ2
)
+ 3DY
T∑
t=1
‖y∗t − y∗t+1‖
)
. (75)
Combining, (73), (74), and (75), we get
E
[∣∣∣∣∣
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))
∣∣∣∣∣
]
≤ 1
2η
(
D2X +D
2
Y + η
2
(
6L2 + 4σ2
)
+ 3 (DX +DY)
√
2VT
)
+ 2 (DX +DY) (L+ LG + σ)
√
T .
Choosing η as in (68) we get,
RDSP ≤ O
((
1 + σ2
)
V
1
4
T + σ
√
T
)
(b) The proof for part (b) is similar to part (a). Choosing ηt, ν, and mt as in (70) we get (71).
Remark 8 Note that RDSP is a weaker notion of regret than RDSPF as we trivially have
RDSP = E
[∣∣∣∣∣
T∑
t=1
(ft (xt, yt)− ft (x∗t , y∗t ))
∣∣∣∣∣
]
≤ E
[
T∑
t=1
|ft (xt, yt)− ft (x∗t , y∗t )|
]
= RDSPF .
Hence, the obtained sub-linear regret bounds on RDSP in Theorem 4.3 have no consequence for
RDSPF .
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5 Discussion
In this work, we proposed and analyzed algorithms for sequential decision making problems that
could be naturally formulated as nonstationary strongly-convex and strongly-concave saddle point
optimization problems. We considered both static and dynamic notions of regret. We analyzed
online and bandit versions of iterative algorithms like extragradient method and Frank-Wolfe
method with respect to the proposed notions of regret, establishing sublinear regret bounds.
For future work, it is interesting to establish parameter-free versions of our algorithms. Further-
more it is interesting to explore nonconvex and nonconcave nonstationary saddle point optimization
problems in the online and bandit settings, by extending appropriately, the definitions of regret
proposed in [RBGM19] for the argmin-type online nonconvex problems recently. Furthermore,
recently the problem of convex body chasing, considered in [FL93] initially, has regained signifi-
cant attention; see for example [BLLS19, Sel19, AGGT19]. It is intriguing to precisely formulate
saddle-point versions of convex bodies chasing problem and explore algorithms for it.
6 Proof of Theorem 2.1
In this section, we prove Theorem 2.1. In order to do so, we require a few sub-results which we
state and prove below.
Lemma 6.1 Under assumption 1.3, the following inequalities hold:
γk 〈∇xf(xk−1, yk−1), sxk − xk−1〉 ≤ −γkĝxk−1 +
LGγ
2
2
D2X +
1
2LG
‖∆xk‖2 ,
γk
〈−∇yf(xk−1, yk−1), syk − yk−1〉 ≤ −γkĝyk−1 + LGγ22 D2Y + 12LG ∥∥∆yk∥∥2 ,
where ‖∆xk‖ := G¯xk (xk, yk)−∇xf (xk, yk) and
∥∥∆yk∥∥ := G¯yk (xk, yk)−∇yf (xk, yk).
Proof [Proof of Lemma 6.1] The proof follows by the fact that
γk 〈∇xf(xk−1, yk−1), sxk − xk−1〉
= γk 〈∇xf(xk−1, yk−1), ŝxk − xk−1〉+ γk 〈∇xf(xk−1, yk−1), sxk − ŝxk〉
≤ − γkĝxk−1 + γk 〈∆xk, sxk − ŝxk〉
≤ − γkĝxk−1 +
LGγ
2
k
2
D2X +
1
2LG
‖∆xk‖2 ,
where, the first inequality follows from the observation that
〈
G¯xk, s
x
k − u
〉 ≤ 0 due to the optimality
condition of sxk. The second inequality of Lemma 6.1 follows similarly.
Lemma 6.2 The gap between the true optimality error and estimated optimality error are bounded
as
|ĝxk − gxk | ≤ DX ‖∆xk‖ ,
∣∣ĝyk − gyk ∣∣ ≤ DY ∥∥∆yk∥∥ , |ĝk − gk| ≤ (DX ‖∆xk‖+DY ∥∥∆yk∥∥).
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Proof [Proof of Lemma 6.2] First note that, we have
ĝxk − gxk = −
〈∇xf(xk, yk), ŝxk+1 − xk〉+ 〈G¯xk+1, sxk+1 − xk〉
= − 〈∇xf(xk, yk), ŝxk+1 − xk〉+ 〈G¯xk+1, ŝxk+1 − xk〉+ 〈G¯xk+1, sxk+1 − ŝxk+1〉
≤ − 〈∇xf(xk, yk), ŝxk+1 − xk〉+ 〈G¯xk+1, ŝxk+1 − xk〉 (By the optimality of sxk+1 )
=
〈
∆xk, ŝ
x
k+1 − xk
〉 ≤ ‖∆xk‖DX .
Similarly, we have
gxk − ĝxk =
〈∇xf(xk, yk), ŝxk+1 − xk〉− 〈G¯xk+1, sxk+1 − xk〉
=
〈∇xf(xk, yk), sxk+1 − xk〉+ 〈∇xf(xk, yk), ŝxk+1 − sk+1〉− 〈G¯xk+1, sxk+1 − xk〉
≤ 〈∇xf(xk, yk), sxk+1 − xk〉− 〈G¯xk+1, sxk+1 − xk〉 (By the optimality of ŝxk+1 )
=
〈−∆xk, sxk+1 − xk〉 ≤ ‖∆xk‖DX .
Hence the upper bound for |ĝxk − gxk | is proved. By using a similar approach, the upper bound
claim for |ĝyk − gyk | could be proved. Hence by the Definition 2.1 and triangle inequality, the upper
bound claim for |ĝk − gk| follows.
Proof [Proof of Theorem 2.1] First note that by Assumption 1.3,
f(xk, y
∗) ≤ f(xk−1, y∗) + 〈∇xf(xk−1, y∗), xk − xk−1〉+ LGX
2
‖xk − xk−1‖2
= f(xk−1, y∗) + γk 〈∇xf(xk−1, y∗), sk − xk−1〉+
LGXγ
2
k
2
‖sk − xk−1‖2 .
Hence, by Assumption 1.4 and Lemma 6.1,
f(xk, y
∗) ≤ f(xk−1, y∗) + γk 〈∇xf(xk−1, yk−1), sk − xk−1〉+ γkDXLXY ‖yk−1 − y∗‖+
LGXγ
2
k
2
D2X
≤ f(xk−1, y∗)− γkĝxk−1 + LGγ2D2X + γkDXLXY ‖y∗ − yk−1‖+
1
2LG
‖∆xk‖2 . (76)
Similarly we have,
−f(x∗, yk) ≤ −f(x∗, yk−1)− γkĝyk−1 + LGγ2D2Y + γkDYLY X ‖x∗ − xk−1‖+
1
2LG
∥∥∆yk∥∥2 . (77)
Adding (76), and (77), and using Assumption 1.1 we have
wk − wk−1 ≤ −γkĝk−1 + γk(DXLXY ‖y∗ − yk−1‖+DYLY X ‖x∗ − xk−1‖) + LGγ2(D2X +D2Y)
+
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
≤ −γkĝk−1 + γk
DXLXY
√
2wyk−1
µy
+DYLY X
√
2wxk−1
µx
+ LGγ2(D2X +D2Y)
+
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
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≤ −γkĝk−1 + 2γk max
{
DXLXY√
µY
,
DYLY X√
µX
}√
wk−1 + LGγ2k(D
2
X +D
2
Y)
+
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
So by Lemma 19 in [GJLJ17], we get
wk ≤ wk−1 − C0γkĝk−1 + γ2kC1 +
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2) (78)
Now we are ready to prove the two results. First we will prove the result (a) with non-adaptive
step size. Because wk ≤ ĝk, (78) can be rewritten as
wk ≤
(
1− C0γk
2
)
wk−1 − C0γk
2
ĝk−1 + γ2kC1 +
1
2LG
(
‖∆xk‖2 +
∥∥∆yk∥∥2) .
By taking expectation on the both side, dividing by Γk, summing up and doing a telescoping
argument, we have
C0
N∑
k=1
γk
2Γk
E[ĝk] +
E[wk]
Γk
≤ E[w0]− C0
2
N∑
k=1
γk
Γk
E[wk−1] + C1
N∑
k=1
γ2k
Γk
+
1
2LG
N∑
k=1
E[‖∆xk‖2 +
∥∥∆yk∥∥2]
Γk
≤ E[w0] + C1
N∑
k=1
γ2k
Γk
+
1
2LG
N∑
k=1
E[‖∆xk‖+
∥∥∆yk∥∥]
Γk
. (as C0 > 0)
Then by Lemma 2.1, the choice of Γ0 = 1 and the fact that
∑N
k=1
γkΓT
2Γk(1−ΓT ) = 1, we have
E[wN ] +E[ĝR] = ΓN
(
E[wN ]
ΓN
)
+
ΓN
C0(1− ΓN )
(
C0
N∑
k=1
γk
2Γk
E[ĝk]
)
≤ ΓN
C0(1− ΓN )
(
E[wN−1]
ΓN−1
)
+
ΓN
C0(1− ΓN )
(
C0
N∑
k=1
Γk
2Γk
E[ĝk]
)
≤ ΓN
C0(1− ΓN )
[
w0 + C1
N∑
k=1
γ2k
Γk
+
1
2LG
N∑
k=1
E[‖∆xk‖+
∥∥∆yk∥∥]
Γk
]
≤ ΓN
C0(1− ΓN )
[
w0 + C1
N∑
k=1
γ2k
Γk
+
(
2LG
T 2
+
3LG
4T 2
)(
BLσx +B
Lσ
y
) N∑
k=1
1
Γk
]
=
ΓN
C0(1− ΓN )w0 +
C1ΓN−1
C0(1− ΓN−1)
N∑
k=1
γ2k
Γk
+
(
2LG
N2
+ 3LG
4N2
) (
BLσx +B
Lσ
y
)
C0(1− ΓN−1)
(
ΓN−1
N∑
k=1
1
Γk
)
.
The first inequality comes from the fact that 1− ΓN−1 < 1 and C0 < 1. Now, it is easy to verify
that the following inequalities hold:
Γk ≤ 60
(k + 3)(k + 4)(k + 5)
1
1− ΓN ≤ 2 ΓN−1
N∑
k=1
1
Γk
≤ N
36
N∑
k=1
γ2k
Γk
≤
N∑
k=1
3(k + 3)
5
≤ 3N(N + 7)
10
.
Based on the above set of inequalities, we then have
E[wk] +E[ĝR] ≤ 120w0
(N + 3)3
+
36LGC1
C0(N + 5)
+
11
(√
(LGX)2 + σ2 +
√
(LGY )2 + σ2
)
2NC0
:= ǫ.
Therefore we have N = O (1/ǫ) and hence the total number of call to stochastic zeroth-order
oracle is
N∑
k=1
(mXk +m
Y
k ) =
N∑
k=1
N2[BLσX (dX + 5) +B
Lσ
Y (dY + 5)] = O((dX + dY )T 3) = O(
dX + dY
ǫ3
).
Next, we prove the result (b) with an adaptive step-size choice for γk. Using Lemma 6.2, (78),
C0 < 1 we get,
wk ≤ wk−1 − C0γkgk−1 + γ2kC1 +
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2) + C0γk(DX ‖∆xk‖+DY ∥∥∆yk∥∥)
≤ wk−1 − C0γkgk−1 + γ2kC1 +
1
2LG
(‖∆xk‖2 +
∥∥∆yk∥∥2) + γk(DX ‖∆xk‖+DY ∥∥∆yk∥∥)
≤ wk−1 − C0γkgk−1 + 2γ2kC1 +
1
LG
(‖∆xk‖2 +
∥∥∆yk∥∥2).
Note that in Algorithm 5 we set γk = min{1, C04C1 gk−1}. So when
C0
4C1
gk−1 < 1, γk = C04C1 gk−1. By
Lemma 6.2 and Lemma 19 in [GJLJ17] we then obtain
wk ≤ wk−1 − C
2
0
8C1
(gk−1)2 +
1
LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
≤ wk−1 − C
2
0
8C1
(
1
2
gˆ2k−1 − ‖gˆk−1 − gk−1‖2
)
+
1
LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
≤ wk−1 − C
2
0
16C1
ĝ2k−1 +
(
1
4C1
D2X +
1
LG
)
‖∆xk‖2 +
(
1
4C1
D2Y +
1
LG
)∥∥∆yk∥∥2
≤
(
1− C
2
0δ
2
µ
8C1
)
wk−1 +
(
1
4C1
D2X +
1
LG
)
‖∆xk‖2 +
(
1
4C1
D2Y +
1
LG
)∥∥∆yk∥∥2︸ ︷︷ ︸
T2
.
In the other case, when C04C1 gk−1 ≥ 1, γk = 1, and we obtain,
wk ≤ wk−1 − C0gk−1 + C0
2
gk−1 +
1
LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
= wk−1 − C0
2
gk−1 +
1
LG
(‖∆xk‖2 +
∥∥∆yk∥∥2)
≤ wk−1 − C0
2
ĝk−1 +
C0
2
(DX
√∥∥∆xk∥∥2 +DY√∥∥∆yk∥∥2) + 1LG (‖∆xk‖2 + ∥∥∆yk∥∥2)
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≤ (1− C0
2
)wk−1 +
C0
2
(DX
√∥∥∆xk∥∥2 +DY√∥∥∆yk∥∥2) + 1LG (‖∆xk‖2 + ∥∥∆yk∥∥2)︸ ︷︷ ︸
T3
,
where the last inequality follows by the fact that wk ≤ ĝk. Hence, by defining ρ = 1−min
{
C20δ
2
µ
8C1
, C02
}
for convenience, we can get
wk ≤ (1− ρ)wk−1 + T2, when γ = C0
4C1
,
wk ≤ (1− ρ)wk−1 + T3, when γ = 1.
Now rearrange the inequality and taking expectation on the both side, and by Lemma 2.1, we get
E[wk]− 1
ρ
max {E[T2],E[T3]} ≤ (1− ρ)
(
E[wk−1]− 1
ρ
max {E[T2],E[T3]}
)
.
Therefore, we have
E[wk] ≤ (1− ρ)T (E[w0]− 1
ρ
max{E[T2],E[T3]}) + 1
ρ
max{E[T2],E[T3]}.
This implies the iterates decreases geometrically to reach point that is
(
1
ρ max{E[T2],E[T3]}
)
-close
to the saddle point. Notice that ρ is a problem dependent constant and the magnitude of T2 and
T3 depends on the ∆
x[y]
k , which is the gradient estimation error. Hence by choosing the values of
mk, vk in the gradient estimation oracle as stated in (16), we get an ǫ-optimal saddle saddle point,
with the stated number of calls to the stochastic zeroth-order oracle and linear sub-problems.
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