Abstract. We develop weak and strong maximum principles for boundary-degenerate, linear, parabolic, second-order partial differential operators, Lu := −ut − tr(aD 2 u) − b, Du + cu, with partial Dirichlet boundary conditions. The coefficient, a(t, x), is assumed to vanish along a nonempty open subset, / ∂ 0 Q, called the degenerate boundary portion, of the parabolic boundary, / ∂Q, of the domain Q ⊂ R d+1 , while a(t, x) may be non-zero at points in the non-degenerate
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Introduction
The weak maximum principle for a parabolic, possibly degenerate, linear, second-order partial differential operator in non-divergence form, Lu = −u t − tr(aD 2 u) − b, Du + cu, provides uniqueness of solutions, u, to boundary value problems on an open subset Q ⊂ R d+1 with Dirichlet condition prescribed on the full parabolic boundary, / ∂Q, when the solutions belong to C 2 (Q) or W 2,d+1 loc (Q) [27, 31] , or C(Q) if interpreted in the viscosity sense [4] . As noted by G. Fichera [19, 20] (see also the expositions due to O. A. Oleȋnik and E. V. Radkevič [34, 38, 39] ), one can obtain uniqueness of solutions to boundary value problems with Dirichlet condition prescribed only along a part of the parabolic boundary, / ∂ 1 Q := / ∂Q \ / ∂ 0 Q, for a non-empty, open subset / ∂ 0 Q / ∂Q, when the coefficient a(t, x) vanishes along / ∂ 0 Q (we call such an operator, L, boundary-degenerate) and the Fichera function 1 , b, defined by L and / ∂ 0 Q obeys the Fichera sign condition [38, p. 308 ] along / ∂ 0 Q. When the operator, L, is given in divergence form, so one can define a weak solution, u ∈ W 1,2 (Q), to a boundary value problem, one can also obtain uniqueness of solutions with partial Dirichlet data when the Fichera sign condition holds along / ∂ 0 Q [19, 20, 34, 38, 39 ]. However, the Fichera weak maximum principle does not take into account a more modern view of the appropriate function spaces in which uniqueness is sought, such as those used by P. Daskalopoulos and the author [6] , Daskalopoulos, R. Hamilton, and E. Rhee [7, 8] , E. Ekström and J. Tysk [10] , C. L. Epstein and R. Mazzeo [11] , C. A. Pop and the author [18] , and H. Koch [26] . Indeed, the Fichera weak maximum principles lead to the imposition of additional Dirichlet boundary conditions which are not necessarily motivated by the underlying application, whether in biology, finance, or physics. These additional Dirichlet boundary conditions, usually for certain ranges of parameters defining the operator, L, are often less natural than the physically-motivated regularity properties suggested by choices of appropriate weighted Hölder spaces [7, 8, 11, 18] or Sobolev spaces [6, 16, 26] , which automatically encode enough regularity up to the portion, / ∂ 0 Q, of the parabolic boundary where the operator, L, becomes degenerate.
However, the question of exactly how regular the solution should be near / ∂ 0 Q is delicate. If we ask for too much regularity, such as C 2 up to / ∂ 0 Q, we may obtain uniqueness but have no existence theory. Indeed, denoting Q := Q ∪ / ∂ 0 Q, this was the motivation for the introduction by Daskalopoulos and Hamilton of their weighted Hölder space, C 2+α s (Q), in [7, pp. 901-902] for the purpose of solving the Cauchy problem for a boundary-degenerate, linear, second-order, parabolic operator, L, arising in the study of the porous medium equation. The weighted Hölder space, C 2+α s (H T ), plays a key role in the proofs due to Daskalopoulos, Hamilton, and Rhee of both In maximum principles, the degenerate boundary portion, / ∂ 0 Q, plays the same role as the interior of the domain, Q.
existence and uniqueness of solutions to the Cauchy problem on H T , where H := R d−1 × R + . On the other hand, if we ask for too little regularity, such as C 0 up to / ∂ 0 Q, the examples of the Heston stochastic volatility model [6, 5] in mathematical finance, the porous medium equation [7] , WrightFisher diffusion model in mathematical biology [11] , and interest rate models in mathematical finance [10] indicate that this usually leads to the imposition of an unphysical Dirichlet boundary condition. In particular, this has the unintended consequence that the unique solutions selected by the Fichera weak maximum principle can be no more than continuous up to the boundary; a detailed example illustrating this point with the aid of the Kummer equation is provided by the author in [15, §1.1] .
Let S (d) ⊂ R d×d denote the subset of symmetric matrices and S + (d) ⊂ S (d) denote the subset of non-negative definite, symmetric matrices. In the context of maximum principles for boundary-degenerate parabolic operators, a useful concept of boundary regularity is given by the Definition 1.1 (Second-order boundary condition and boundary regularity). Let Q ⊂ R d+1 be an open subset and a : Q → S + (d) be a function. We say that u ∈ C 2 (Q) ∩ C 1 (Q) obeys a second-order boundary condition along / ∂ 0 Q if (1.1) tr(aD 2 u) ∈ C(Q) and tr(aD 2 u) = 0 on / ∂ 0 Q, and write u ∈ C 2 s (Q) if u ∈ C 2 (Q) ∩ C 1 (Q) obeys (1.1) . Given an open subset Q ⊂ R d+1 , we shall say that a function u ∈ C 2 (Q) (respectively, W 2,d+1 loc (Q)) is (strictly) L-subharmonic if Lu ≤ 0 (respectively, Lu < 0) (a.e.) on Q. (The notation will be explained below.)
The purpose of this article is to develop weak and strong maximum principles for L-subharmonic functions in C 2 s (Q), when L is a boundary-degenerate parabolic operator in non-divergence form, and Dirichlet boundary conditions are prescribed only along / ∂ 1 Q. Our results complement those in [14] for the case of boundary-degenerate elliptic operators, A, and A-subharmonic functions in C 2 s (O). We develop a priori maximum principle estimates for solutions, subsolutions, and supersolutions in C 2 (Q) or W 2,d+1 loc (Q) to boundary value problems for L, with Dirichlet boundary conditions prescribed only along / ∂ 1 Q. We also develop comparison principles and a priori maximum principle estimates for solutions and supersolutions in W 2,d+1 loc (Q) to unilateral obstacle problems for L, again with Dirichlet boundary conditions prescribed only along / ∂ 1 Q. While the focus of this article is on the development of weak and strong maximum principles for subsolutions in C 2 (Q) or W 2,d+1 loc (Q) to linear boundary-degenerate parabolic equations in non-divergence form, it appears likely that our approach can be extended to give comparison principles for viscosity subsolutions and supersolutions to fully nonlinear equations on Q with fully nonlinear boundary conditions imposed only on / ∂ 1 Q, provided the concept of viscosity solution [4] (Q)), where the role of the full parabolic boundary, / ∂Q, would be replaced by the non-degenerate boundary portion, / ∂ 1 Q. These ideas will be developed in a separate article. Our companion article [15] develops weak and strong maximum principles for L-subharmonic functions in both C 2 (Q) ∩ C 1 (Q) and W 2,d+1 loc (Q) ∩ C 1 (Q) for a boundary-degenerate parabolic operator, L, in non-divergence form, given slightly stronger boundary-regularity conditions on the coefficients a and b. However, the methods in [15] are quite different to those used in the present article.
In [13] , we apply the main results of this article in our proof of existence of solutions to the parabolic equation (1.11) and obstacle problem (1.12) with Dirichlet boundary condition (1.13) using a version of the classical Perron method [31, §3.4] .
A weak maximum principle for the parabolic (model) Kimura diffusion operator is given by Epstein and Mazzeo in [11, Proposition 4.1.1], who also employ a form of second-order boundary condition, together with a Hopf lemma and a strong maximum principle in [11, Lemma 4.2.4 and 4.2.5]. Related uniqueness results and weak maximum principles for classical (sub-)solutions to second-order, linear, degenerate elliptic and parabolic operators are proved by M. A. Pozio, F. Punzo, and A. Tesei in [35, 36, 37] , but they do not make use of a second-order boundary regularity condition, such as C 2 s (Q), to obtain uniqueness results.
1.1. Boundary value and obstacle problems for boundary-degenerate, linear, secondorder, parabolic partial differential operators. Consider a possibly non-cylindrical open subset Q ⊂ R d+1 with topological boundary ∂Q, where d ≥ 1. Given P 0 = (t 0 , x 0 ) ∈ R d+1 and R > 0, define
where our time convention is opposite to that of G. 
the parabolic boundary of Q.
We identify the vector spaces R and R d with the hyperplanes R × {0} and {0} × R d ⊂ R d+1 of temporal and spatial vectors, respectively. When the boundary of Q has a tangent plane at a point P ∈ ∂Q, we write the inward -pointing normal vector as n 0 (P )e 0 + n(P ) ∈ R d+1 , where n(P ) = d i=1 n i (P )e i and e 0 , e 1 , . . . , e d is the standard basis of R d+1 . Given a map (1.4)
the degenerate parabolic boundary (again slightly abusing terminology) defined by a : Q → S + (d), where int S denotes the interior of a subset S of a topological space. Throughout this article we shall allow / ∂ 0 Q to be non-empty and denote
We also call
the non-degenerate parabolic boundary defined by a : Q → S + (d) and observe that
where Σ indicates closure of a subset Σ ⊂ ∂Q with respect to the topological boundary, ∂Q. The meaning of the different boundary portions is clarified in the following 
where (in the terminology of [31, p. 7] ), the subset {T } × O is the top of Q, and (0, T ) × ∂O is the side of Q, and {T } × ∂O is the corner of Q. Unlike its elliptic counterpart, we note that the non-degenerate boundary portion,
since n 0 (P ) = −1 when P ∈ {T } × O, and again keeping in mind our convention of considering terminal, rather than initial boundary problems, in this article because of their association with optimal stopping problems in probability theory. Let us now suppose that a(t, x) is independent of t ∈ R and write a(t, x) = a(x), for all (t, x) ∈ Q. We recall from [14] that
and thus
noting that n 0 (P ) = 0 for all P ∈ / ∂ 0 Q, while
Clearly,
This concludes our example.
In the sequel, we shall allow Q ⊂ R d+1 to be an arbitrary open subset. Given a vector field b : Q → R d+1 , and a function c : Q → R, we shall derive maximum principles for the operator, (1.10)
where D 2 u and Du denote the Hessian matrix and gradient of a suitably regular function u on Q with respect to the spatial coordinates, respectively. We suppose that the coefficients, a, b, c, are defined on Q in the case of maximum principles for L-subharmonic functions in C 2 (Q) and are measurable and defined a.e. on Q in the case of maximum principles for those in W 2,d+1 loc (Q). In older literature, L in (1.10) is called a parabolic linear second-order partial differential operator with non-negative characteristic form 3 [34] . We shall call L boundary degenerate when / ∂ 0 Q is non-empty, noting the distinction between the way we use the term 'degenerate' here and the sense in which this term is used in [4] , where an operator which strictly parabolic is merely a particular type of degenerate parabolic operator.
We shall consider the question of uniqueness of solutions to the parabolic equation,
and the obstacle problem,
with partial Dirichlet boundary (and terminal) condition,
for a suitably regular function u on Q ∪ / ∂ 1 Q, given a suitably regular source function f on Q, boundary data g on / ∂ 1 Q, and a suitably regular obstacle function ψ on Q ∪ / ∂ 1 Q which is compatible with g in the sense that (1.14) ψ ≤ g on / ∂ 1 Q. 3 We refer to the definition of Oleȋnik and Radkevič [38, p. 308 ] rather than Tricomi [38, p. 298] , which requires in addition that a > 0 on Q, that is, L is locally strictly parabolic in the interior of Q; however, in the applications we have in mind, the latter condition is often satisfied and the degeneracy is confined to a subset of / ∂Q.
In particular, no boundary condition is prescribed along / ∂ 0 Q, provided a solution u is sufficiently regular up to / ∂ 0 Q and the coefficients of L have suitable properties. We now discuss some of these properties.
1.2.
Properties of the coefficients of the parabolic operator. Consider the coefficients of the parabolic operator, L, in (1.10). Let λ(P ) denote the smallest eigenvalue of the matrix, a(P ), for each P ∈ Q, and let
be the lower semi-continuous envelope 4 of the resulting least eigenvalue function, λ :
To achieve certain results, we may require that a : Q → S + (d) be locally strictly parabolic on the interior, Q, in the sense that (1.15) λ * > 0 on Q (interior local strict parabolicity).
Throughout the article we shall require that
and let n denote the inward -pointing unit normal vector field along / ∂ 0 Q. The vector field, n :
We can then split the vector field, b : N ( / ∂ 0 Q) → R d , into its normal and tangential components, with respect to the extended vector field, n :
We may require that the vector field b ⊥ obey one of the following conditions,
Similarly, we may require that the function c obey one of the following conditions,
When Q is unbounded, we may couple (1.19) with a requirement that
for some constants K 0 > 0 and T < ∞. We may also require that c obey one of the conditions,
is a measurable function on a measure space (X, Σ, µ), then f * : X → [0, ∞) is the largest lower-semicontinuous function on X such that f * ≤ f µ-a.e. on X. 5 It is likely that C 1 would suffice, but an assumption that / ∂ 0 Q is a boundary portion of class C 1,α simplifies the proofs -see [15, Lemma B.1].
We may require that the coefficients b or c are locally bounded on Q, that is,
where we slightly abuse notation by writing w ∈ L ∞ loc (Q) as an abbreviation for saying that w is a locally bounded function on Q, irrespective of whether w is measurable or everywhere-defined.
We may also require that one or more of the coefficients a, b, or c be continuous along / ∂ 0 Q,
When the domain Q is unbounded, we will occasionally appeal to the growth condition,
for some positive constant K.
1.3.
Application to boundary value and obstacle problems for the parabolic Heston operator. The parabolic Heston operator [24] (1.25)
where v ∈ C ∞ (O T ) and O R × R + and T > 0, and provides an example of an operator of the form (1.10) and which has important applications in mathematical finance. If Av := Lv + v t , then −A is the generator of the 2-dimensional Heston stochastic volatility process, x 1 represents the log-price of a financial asset, and x 2 represents its stochastic variance. A solution to the boundary value problem (1.11), (1.13) can be interpreted as the price of a finite-maturity European-style option with barrier condition g (0,
A solution to the obstacle problem (1.12), (1.13) can be interpreted as the price of a finite-maturity American-style option with payoff ψ, barrier condition g (0, T ) × ∂ 1 O, and terminal payoff g {T } × (O ∪ ∂ 1 O).
As we explain in Appendix A, the classical Fichera analysis of boundary conditions hinges on the sign of the Fichera function, which is in turn determined by the value of the parameter β := 2κθ/σ 
to the obstacle problem (1.12), (1.13) is addressed in [15] .
The coefficients defining L in (1.25) are constants obeying σ = 0 and − 1 < < 1, (1.26) κ > 0 and θ > 0, while r, q ∈ R, though these constants are typically non-negative in financial applications. The financial and probabilistic interpretations of the preceding coefficients are provided in [24] . One can show that the condition (1.26) implies that L in (1.25) is parabolic but not strictly parabolic on Q in the sense 6 of [23, p. 31].
1.4. Summary of main results and outline of our article. We shall leave detailed statements of our main results to the body of our article and simply provide a short outline of our article here to facilitate the reader seeking a particular conclusion of interest. Given open subsets Q ⊂ R d+1 and Σ / ∂Q and a convex cone K ⊂ C 2 (Q) (respectively, W 2,d+1 loc (Q)), we say that an operator L in (1.10) obeys the weak maximum principle property on Q ∪ Σ for K (see Definition 2.2) if whenever u ∈ K obeys Lu ≤ 0 (a.e.) on Q and u * ≤ 0 on / ∂Q \Σ, then u ≤ 0 on Q. In §2, regardless of whether Q is bounded, the coefficients of L obey certain growth properties,
, we obtain a comparison principle and a priori maximum principle estimates (Propositions 2.5 and 2.6) for subsolutions, supersolutions, and solutions to the parabolic boundary value problem (1.11), (1.13). Theorem 2.8 extends these results to the case of functions which obey a growth condition on unbounded domains.
In
, we obtain a comparison principle and a priori maximum principle estimates (Propositions 3.2 and 3.3) for supersolutions and solutions to the parabolic obstacle problem (1.12), (1.13).
In §4, we establish specific conditions on the coefficients (a, b, c) which ensure that the operator L in (1.10) has the weak maximum principle property on Q ∪ Σ for K when Σ = / ∂ 0 Q and K is the set of u ∈ C 2 s (Q) such that sup Q u < ∞. Theorem 4.1 yields the desired weak maximum principle when Q is bounded, while Theorem 4.3 allows Q to be unbounded.
However, as in the classical case -compare the proofs of the classical weak maximum principle, [27, Theorem 8. (Q), when L has measurable coefficients, is considerably more difficult. We establish weak maximum principles of this type in [15] using techniques which are quite different from those used in this article, while the development of weak maximum and comparison principles for solutions u ∈ W 1,2 loc (Q) to a variational equation or inequality defined by L and suitable weighted Sobolev spaces is the subject of a separate article.
In §5, we extend the methods of A. Friedman [21] , [22, §2] and L. Nirenberg [33] to prove strong maximum principles for a boundary-degenerate, parabolic operator, L, where points in the degenerate-boundary portion, / ∂ 0 Q, play the same role as points in the interior, Q. While the proofs of the weak maximum principles (Theorems 4.1 and 4.3) follow naturally once one has identified the right concept of degenerate-boundary regularity for an L-subharmonic function, u, the proofs of the strong maximum principles appear considerably more difficult. Although not directly used in those proofs, our approach also allows us to also establish a Hopf boundary point lemma (see Lemma 5.8) for a boundary-degenerate, parabolic operator, L. Our Hopf boundary point lemma has independent applications and, indeed, it plays an essential role in the proofs of our main results for boundary-degenerate, parabolic operators in [15] .
Finally, in Appendix A, we compare the maximum principles and uniqueness theorems provided by our article with those of Fichera in the case of the parabolic Heston operator, L, discussed in §1.3 and show that those of Fichera are strictly weaker.
1.5. Notation and conventions. We let N := {0, 1, 2, 3, . . .} denote the set of non-negative integers. If X is a subset of a topological space, we letX denote its closure and let ∂X :=X \ X denote its topological boundary. For r > 0 and
denote the open ball with center x 0 and radius r. We denote R + = (0, ∞) and
r (x 0 ) simply by B r and B + r for brevity. When we wish to emphasize the dimension of a ball, we write
are open subsets, we write V U when U is bounded with closureŪ ⊂ V . By supp ζ, for any ζ ∈ C(R d ), we mean the closure in R d of the set of points where ζ = 0. We denote x ∨ y = max{x, y} and x ∧ y = min{x, y}, for any x, y ∈ R. We occasionally shall write coordinates on
For an open subset of a topological space, U ⊂ X, we let u * :
In the definition and naming of function spaces, we follow Adams [1] and alert the reader to occasional differences in definitions between R. A. Adams [1] and standard references such as D. Gilbarg and N. Trudinger [23] , N. V. Krylov [27] , or G. Lieberman [31] .
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Applications of the weak maximum principle property to boundary value problems
We shall encounter many different situations (for example, bounded or unbounded open subsets Q ⊂ R d+1 , bounded or unbounded functions u with prescribed growth, and so on) where a basic maximum principle holds for linear, second-order, partial differential operators L in (1.10) acting on a convex cone of functions in C 2 (Q) or W 2,p loc (Q). In order to unify our treatment of applications, we find it useful to isolate a key 'weak maximum principle property' (Definition 2.2) and then derive the consequences which necessarily follow in an essentially formal manner. In this section we consider applications to parabolic Dirichlet boundary value problems. After reviewing our definitions of function spaces in §2.1 and providing further interpretation of our definition of second-order boundary conditions in §2.2, we proceed to the main applications in §2.3, namely a comparison principle for subsolutions and supersolutions and uniqueness for solutions to the Dirichlet terminal-boundary problem (Proposition 2.5) and a priori estimates for subsolutions, supersolutions, and solutions (Proposition 2.6). Finally, we show that when an operator has the weak maximum principle property for subsolutions which are bounded above, the property may also hold for unbounded subsolutions which instead obey a growth condition (Theorem 2.8). 
if u is a measurable function on Q and u and its weak derivatives, u t and u x i and u
We let C(Q) denote the vector space of continuous functions on Q and let C(Q) denote the Banach space of functions in C(Q) which are bounded and uniformly continuous on Q, and thus have unique bounded, continuous extensions toQ, with norm u C(Q) := sup Q |u| [1, §1.26]. We let C(Q) denote the vector subspace of functions u ∈ C(Q) such that u ∈ C(Q ) for every precompact open subset Q Q . We shall need parabolic variants of the definitions of C 1 and C 2 functions on open subsets of R d in the context of elliptic problems.
Definition 2.1 (Parabolic C 1 and C 2 functions). We say that u ∈ C 1 (Q) (respectively,
The parabolic Sobolev embedding theorem (see [30, Lemma 2.3.3] 
is an open subset which obeys a uniform interior cone condition. In particular, for an arbitrary open subset If u ∈ C 2 s (Q), with L as in (1.10), then the second-order boundary condition (1.1) is equivalent to
Indeed, when we have Lu = f on Q and thus equality in (2.2), the condition (2.2) is analogous to the boundary condition proposed by S. Heston [24, Equation (9)] for the parabolic equation (1.11): one obtains
for (1.11) when f is non-zero and u ∈ C 2 s (Q). Indeed, the condition (2.3) (normally when f = 0) is often used in the numerical solution of parabolic boundary value or obstacle problems in mathematical finance [9, Equation (22.19) ], [46, Equation (15)].
2.3. The weak maximum principle property and a priori estimates. To state the weak maximum property in some generality, it is convenient to make use of the following analogue of [14, Definition 2.8]; compare [43, p. 292] . Given a real vector space, V , recall that a convex cone, K ⊂ V , is a subset such that if u, v ∈ K and α, β ∈R + , then αu + βv ∈ K.
∂Q be an open subset, and let K ⊂ C 2 (Q) (respectively, W 2,d+1 loc (Q)) be a convex cone. We say that an operator L in (1.10) obeys the weak maximum principle property on Q ∪ Σ for K if whenever u ∈ K obeys Lu ≤ 0 (a.e.) on Q and u * ≤ 0 on / ∂Q \Σ, 
) and sup Q u < ∞; here, C 1 (Q) denotes the subset of C(Q) such that u t and Du are continuous on Q. The first application, of course, of the weak maximum principle property is to settle the question of uniqueness for solutions to the Dirichlet boundary problem. 
The proof of Proposition 2.5 is identical to that of [14, Proposition 2.16] and so is omitted. Before we prove the weak maximum principle property for L in (1.10) under suitable hypotheses on its coefficients, it is convenient to derive simple a priori estimates which Definition 2.2 and Proposition 2.5 imply.
Proposition 2.6 (Weak maximum principle estimates for functions in
be an open subset and L in (1.10) have the weak maximum principle property on Q ∪ Σ in the sense of Definition 2.2, for a convex cone K ⊂ C 2 (Q) (respectively, W 
(2) If c ≥ c 0 on Q for a positive constant c 0 , then
on Q.
(Q), then inequalities involving c and Lu or Lv may hold a.e. on Q and we write ess sup Q Lu and ess inf Q Lv and Lu L ∞ (Q) in place of sup Q Lu and inf Q Lv and Lu C(Q) .
The proof of Proposition 2.6 is almost identical to the proof of [14, Proposition 2.19] and so is omitted.
The a priori estimate in Item (6) For a parabolic operator, L, the hypotheses on c in Proposition 2.6 can usually be relaxed, as illustrated in the 19) and (1.20) , respectively, for some constants K 0 > 0 and T < ∞. If K is closed under multiplication by the function e λt , when λ is a positive constant, then the estimates in Items (2), (4), and (6) in Proposition 2.6 hold with 1/c 0 replaced by e (K 0 +1)(T −t) .
Proof. Consider the analogue of the estimate Proposition 2.6 (2). Define u(t, x) =: e −λt w(t, x), for a positive constant λ to be determined, and note that w ∈ K by hypothesis. Because
and Lu ≤ 0 on Q, we see that (L + λ)w ≤ 0 on Q. Choose λ = K 0 + 1, so we have c + λ ≥ 1 on Q, and apply the estimate in Proposition 2.6 (2), but with c 0 replaced by 1, and u replaced by w, and L replaced by L + λ to give
yielding the estimate in
The conclusions for this and the remaining cases follow immediately.
If an operator L only has the weak maximum principle property (Definition 2
and suppose that the differential operator,
has the weak maximum principle property on Q ∪ Σ in the sense of Definition 2.2, for a convex
) and open subset Σ / ∂Q, for functions u ∈ K which are bounded above, so sup Q u < ∞. Then L has the weak maximum principle property on Q ∪ Σ for functions u ∈ K which obey the growth condition,
The proof of Theorem 2.8 is identical to that of [14, Theorem 2.20] and so is omitted.
Applications of the weak maximum principle property to obstacle problems
In this section, we consider the application of the weak maximum principle property to the development of a comparison principle for a supersolution and solution to an obstacle problem (Proposition 3.2) and a priori estimates for a supersolution and solution (Proposition 3.3), when the obstacle problem is defined by a boundary-degenerate, linear, second-order, parabolic operator, L. Furthermore, given g ∈ C( / ∂Q \Σ) and ψ also belonging to C( / ∂Q \Σ) and obeying the compatibility condition (1.14), that is, ψ ≤ g on / ∂Q \Σ, we call u a solution to the obstacle problem with partial Dirichlet boundary condition if in addition u belongs to C( / ∂Q \Σ) and is a solution (respectively, supersolution) to (1.13), so
We first prove a comparison principle for suitably-defined supersolutions and solutions and uniqueness for solutions to the obstacle problem (Proposition 3.2) and then derive a priori maximum principle estimates for those supersolutions and solutions to obstacle problems (Proposition 3.3).
We a solution (respectively, supersolution) to the obstacle problem,
Proof. Suppose U := Q ∩ {u > v} is non-empty. Observe that by Definition 1.2 of the parabolic boundary, we have
and we see that
Because u ≤ v on / ∂Q \Σ (non-empty by hypothesis) and u = v on ∂U (topological boundary), so u = v on (Q ∪ / ∂Q \Σ) ∩ / ∂{u > v} \Σ, we must have
We have u − v ∈ K by hypothesis. Moreover, L(u − v) ≤ 0 a.e on U , so u − v ≤ 0 on U since L has the weak maximum principle property on
(U ) in the sense of Definition 2.2, contradicting our assertion that U is non-empty. Hence, u ≤ v on Q.
If both u and v are solutions to the obstacle problem then, since any solution is also a supersolution by Definition 3.1, we may reverse the roles of u and v in the preceding argument to give v ≤ u on Q and thus u = v on Q.
We then have the loc (Q), and g ∈ C( / ∂Q \Σ), and ψ ∈ C(Q ∪ / ∂Q \Σ) with ψ ≤ g on / ∂Q \Σ. Suppose u ∈ K ∩ −K is a solution and v ∈ −K is a supersolution to the obstacle problem in the sense of Definition 3.1 for f and g and ψ.
(1) If f ≥ 0 a.e. on Q, then
(2) If there is a constant c 0 > 0 such that c ≥ c 0 a.e. on Q, then
7 Note that the weak maximum principle property hypothesis on L here and in Proposition 3.3 is stronger than that in Propositions 2.5 and 2.6.
(
∂Q \Σ with ψ i ≤ g i on / ∂Q \Σ for i = 1, 2, and c ≥ c 0 a.e. on Q, then
and if f 1 = f 2 and c ≥ 0 a.e. on Q, then
The proof of Proposition 3.3 is almost identical to that of its elliptic analogue, [14, Proposition 3.5], except that the role of the comparison principle [14, Proposition 3.3] is replaced by that of Proposition 3.2 and so we omit the proof.
We have the following analogue of Lemma 2.7. 19) and (1.20) , respectively, for some constants K 0 > 0 and T < ∞. If K is closed under multiplication by the function e λt , when λ is a positive constant, then the estimates in Items (2), (4), and (6) in Proposition 3.3 hold with 1/c 0 replaced by e (K 0 +1)(T −t) .
Weak maximum principle for L-subharmonic functions in C 2 s
Having considered applications of the weak maximum principle property (Definition 2.2) to Dirichlet boundary value problems in §2 and obstacle problems in §3, we now establish conditions under which the operator L in (1.10) has the weak maximum principle property for C 2 s functions on Q. In §4.1, we establish a weak maximum principle for bounded C 2 s functions on bounded domains (Theorem 4.1), while in §4.2, we extend this result to the case of bounded C 2 s functions on unbounded domains (Theorem 4.3).
Our weak maximum principle (Theorems 4.1 and 4.3) differs in several aspects from [38, Theorem 1.1.2], some of which may appear subtle at first glance but which are nonetheless important for applications:
(1) The function u is not required to be belong to C 2 (Q) ∩ C(Q), but rather C 2 s (Q) ∩ C(Q) and obey sup Q u < ∞; (2) The open subset Q ⊂ R d+1 is allowed to be unbounded ; and (3) The coefficients of the partial differential operator L in (1.10) are allowed to be unbounded. The significance of these points is illustrated further by the example of the Heston operator discussed in §1.3 and Appendix A. 
(keeping in mind our convention of considering terminal rather than initial value problems, unlike in [12] or [31] ), the hypotheses (and proof) of the classical weak maximum principle given by Krylov in [27, Theorem 8.1.2 and Corollary 8. By hypotheses (1.19) and (1.21), we have c ≥ −K 0 on Q, for some positive constant K 0 , and because Q is bounded by hypothesis, we may suppose that Q obeys (1.20) , that is, Q ⊂ (−∞, T ) × R d for some positive constant, T . Therefore, by the method of proof of Lemma 2.7, we may assume without loss of generality that c ≥ 1 on Q.
Since u * is upper semicontinuous on the compact setQ, there exists a point P 0 ∈Q such that u * (P 0 ) = sup Q u. Suppose u * (P 0 ) > 0, in which case the boundary condition, u * ≤ 0 on / ∂ 1 Q, implies that P 0 / ∈ / ∂ 1 Q and thus we must have P 0 ∈ Q or / ∂ 0 Q or ∂Q \ / ∂Q. Note that our hypothesis, Lu ≤ 0 on Q, is equivalent to Lu ≤ 0 on Q by Definition 1.1 since u ∈ C 2 s (Q). If P 0 ∈ Q, then u * (P 0 ) = u(P 0 ) and a(P 0 ) ≥ 0 by (1.4), and calculus yields D 2 u(P 0 ) ≤ 0 and Du(P 0 ) = 0 and u t (P 0 ) = 0, so that
contradicting our assumption that Lu ≤ 0 on Q. Similarly, if P 0 ∈ / ∂ 0 Q, then we have tr(a(P 0 )D 2 u(P 0 )) = 0 by Definition 1.1 and D τ u(P 0 ) = 0 (for any tangential vector τ (P 0 )) and D n u(P 0 ) ≥ 0 (where n(P 0 ) is the inward-pointing normal vector) by calculus and u t (P 0 ) = 0 by (1.5), and b ⊥ (P 0 ) ≥ 0 by (1.18), so we obtain 
when c and Q obey (1.19) and (1.20) . In particular, L has the weak maximum principle property on Q in the sense of Definition 2.2, when Σ = / ∂ 0 Q and K is the set of u ∈ C 2 s (Q) such that sup Q u < ∞.
Proof. It suffices to consider the case where c obeys (1.19 ) , as the case where c and Q obey (1.19) and (1.20) follows from the proof of Lemma 2.7. When c obeys (1.19 ), the argument is almost identical to the proof of the corresponding elliptic weak maximum principle for bounded 
, and c(t, x) = r, where the constant coefficients are as described in §1.3.
5.
Strong maximum principle for L-subharmonic functions in C 2 s Our goal in this section is to prove an analogue of the classical strong maximum principle for linear parabolic second-order operators [22, Theorem 2.1] by adapting the argument in [22] which is in turn based on the proof due to Nirenberg [33] and refinements due to Friedman [21] . In particular, we wish to avoid an appeal to the Harnack inequality, as employed by Evans in his exposition of the proof of the classical strong maximum principle [12, Theorems 7.1.11 and 7.1.12]. An alternative approach to a proof of the classical strong maximum principle is provided by Lieberman in [31, Theorem 2.7] . See also [3] for an interesting extension due to A. Ciomaga for the case of viscosity solutions to fully nonlinear parabolic partial integro-differential equations.
As in [22, §2.1], we shall consider an operator of the form (1.10), but note that our convention for the sign of L is opposite to that of [22 Definition 5.1 (Connected subsets of Q ⊂ R d+1 ). For any point P 0 = (t 0 , x 0 ) ∈ Q, we denote by S(P 0 ) the set of all points P ∈ Q which can be connected to P 0 by a simple continuous curve in Q along which the time coordinate is non-increasing 8 from P to P 0 . By C(P 0 ) we denote the connected component of Q ∩ {t = t 0 } which contains P 0 .
Clearly, C(P 0 ) ⊂ S(P 0 ). Since C(P 0 ) is a connected component of Q∩{t = t 0 }, it is necessarily a closed subset of Q ∩ {t = t 0 } and, if the number of connected components is finite, then it is also an open subset. and so
We now proceed as in [22 ∂ 0 Q. For completeness and because there some differences between the elliptic case discussed in [14, Theorem 5.1] and the parabolic case discussed here, we provide the details when u has a positive maximum at a point P 0 ∈ / ∂ 0 Q in the degenerate boundary.
8 In [22, p. 34] , the time coordinate is required to be non-decreasing, consistent with Friedman's convention of considering an initial value problem rather than the convention of considering a terminal value problem in this article and [2] . 9 We omit the assumption that L is locally strictly parabolic on Q (see [22, Assumption (A), p. 34]) and the assumption (see [22, pp. 33-34] ) that the coefficients of L are continuous or bounded, since these conditions are not needed for the proof of [22, Lemma 2.1]. Figure 5 .2. Quarter-ball in (t, x)-space, R d+1 , and its deformation for the casē P ∈ / ∂ 0 Q.
We have D τ u(P 0 ) = 0 for any spatial direction τ ∈ R d which is tangential to / ∂ 0 Q at P 0 and u t (P 0 ) = 0 since n 0 (P 0 ) = 0 and e 0 is tangential to / ∂ 0 Q at P 0 by definition (1.5) of / ∂ 0 Q. Moreover, D n u(P 0 ) ≤ 0 since P 0 ∈ / ∂ 0 Q is a local maximum and u ∈ C 1 (Q) by Definition 1.1. Thus,
Suppose that Lu ≤ 0 on Q and c > 0 on / ∂ 0 Q. By continuity of Lu on Q via Definition 1.1, we obtain Lu ≤ 0 on Q. If u(P 0 ) > 0, we would have c(P 0 )u(P 0 ) > 0 and thus Lu(P 0 ) > 0, a contradiction.
Suppose that Lu < 0 on Q and c ≥ 0 on / ∂ 0 Q. If u(P 0 ) > 0, we would obtain c(P 0 )u(P 0 ) ≥ 0 and thus Lu(P 0 ) ≥ 0, again a contradiction. This completes the proof of the lemma. 
where γ i > 0 for i = 0, 1, . . . , d, and R > 0, and that u < M on E and u(t,x) = M at some point (t,x) ∈ ∂E. Thenx = x * .
10 It is sufficient for the proof of Proposition 5.4 that b
Proof. The proof is the same as that of [22, Lemma 2.2] whenP := (t,x) ∈ Q. WhenP ∈ / ∂ 0 Q, we shall adapt the method of proof of the Hopf boundary point lemma [14, Lemma 4.1]. We may assume thatP is the only point inĒ where u = M since, otherwise, we may confine our attention to a smaller ellipsoid lying within E and havingP as the only common point with ∂E. Thus,
and E is tangent to / ∂ 0 Q atP . We now proceed by analogy with the proof of [14, Lemma 4.1], denoting P * := (t * , x * ).
Step 1 (Geometric simplification). We may assume without loss of generality, using a translation of R d+1 if needed, thatP = O ∈ R d+1 . Moreover, using a diffeomorphism of R d+1 defined by (t, x) → (τ, y), where
and then relabeling the coordinates (τ, y) as (t, x) and relabeling the image P * = (τ * , y * ) of (t * , x * ) again as P * = (t * , x * ), we may assume that E ⊂ Q is a unit ball,
and L is defined by setting Lv := Lu, then u t = ( √ γ 0 /R)v τ and we may divide the inequality Lv ≤ 0 by the positive constant √ γ 0 /R, so the coefficient of v τ becomes 1. We
The inward-pointing normal vector n 0 (O)e 0 + n(O) = n(O) now lies along the line joining O ∈Ē ∩ ∂Q to the center P * of the unit ball, E. See the illustration on the left in Figure 5 .2. Because n 0 (O) = 0 by definition (1.5) of / ∂ 0 Q, we must therefore have
If x * = 0, we are done (recall thatx = 0 as a result of our initial translation), so to obtain a contradiction we suppose x * = 0 and, with the aid of a rotation of R d (which necessarily fixes the origin), we may further suppose without loss of generality that
that is, x * d is positive (as a direct consequence of our assumption thatx = x * ) and x * belongs to the open upper half-space, {x ∈ R d : x d > 0}. Since O ∈ ∂E, we may set (t, x) = (0, 0) ∈ ∂E to give (x * d ) 2 = 1, and so x * d = 1. This completes the geometric simplification.
Step 2 (Pushing downward using a C 2 diffeomorphism). Writing x = (x , x d ) ∈ R d , we now choose a diffeomorphism,
such that
Because of (5.3), the diffeomorphism fixes the origin in R d+1 , and because of (5.4), it pushes (parallel to the x d -axis in R d+1 ) the open portion of the sphere, {(t, x) ∈ R d+1 : x d < 3/4} ∩ ∂E \ {O}, down below the hyperplane, {(t, x) ∈ R d+1 : x d = 0}. See the illustration on the right in Figure 5 .2.
Referring to the illustration on the left in Figure 5 .2, set
Henceforth, after applying the preceding diffeomorphism, and denoting Φ(D) = D ⊂ Q, we may further assume, without loss of generality, that
has the property
We also set
For convenience, we shall relabel Q = Φ(Q) as Q when this causes no confusion.
Step 3 (Properties of the derivatives of the diffeomorphism). We shall need to examine the effect of the diffeomorphism, Φ, on the coefficients of L and that it can be chosen to preserve the property (1.18 ) of the vector field, b, on a small enough neighborhood in / ∂ 0 Q of the point O ∈ / ∂ 0 Q. Since our argument is be purely local, it suffices to define Φ on a neighborhood of the origin in R d+1 .
Claim 5.5. The diffeomorphism Φ in (5.2) may be chosen so that its differential obeys
Proof. We write
where
is the open unit ball with center at the origin, and
We compute that
The properties of the derivatives of y d now follow by inspection. Because / ∂ 0 Q is tangent at the origin to the hyperplane {(t, x) ∈ R d+1 : x d = 0}, we have
See Figure 5 .2.
Step 4 (Impact of the diffeomorphism on the open condition (1.18 )). Writing u(t, x , x d ) = v(t, x , y d ) and using
and
Substituting the preceding derivative formulae into the expression (1.10) for Lu and writing Lu = Lv, we obtain Lv = −v t − tr(ãD 2 v) − b , Dv +cv, 11 Locally, we have Q = (T , T ) × O for some open neighborhood O ⊂ R d of the origin and / ∂ 0 Q = (T , T ) × ∂0O with inward-pointing normal vectors n0(P )e0 + n(P ) = n(P ) for all P ∈ / ∂ 0 Q. Then Q = (T , T ) × O and again all points P ∈ / ∂ 0 Q = (T , T ) × ∂0 O have inward-pointing normal vectors n0(P )e0 + n(P ) = n(P ).
where (suppressing the arguments (t, x , y d ) on the left and (t, x , x d ) on the right), 
and because b d (O) > 0 by (1.18 ) and (5.6), we must have
We relabel u and the coefficients of L in the statement of Proposition 5.4 as u and a, b, c, respectively, after applying the diffeomorphism
12
, Φ.
Step 5 (The barrier function and its properties). We choose
We observe that for an open ball B ρ (O) centered at the origin and small enough radius ρ > 0.
Step 6 (Application of the barrier function and the special case of the strong maximum principle).
We now argue as in the remainder of the proof of [22, Lemma 2.2] . Recalling thatP = (t,x) = O ∈ R d+1 and x * = (0,
, as a result of the application of our diffeomorphism of R d+1 (in fact,
See the illustration on the right in Figure 5 .2. Note that
and recall that, in our version of the strong maximum principle, we emphasize that points in / ∂ 0 Q behave in the same way as points in the interior, Q. (By our assumption in this case, / ∂ 0 (B ρ (O) ∩ Q) contains the pointP = O and thus is non-empty.) Write
and C 2 is the complement ofC 1 . See the illustration on the right in Figure 5 . 
If ε > 0 is sufficiently small, then (5.12) and the fact that h is continuous on R d+1 imply that
We also have u ≤ M on C 2 (since u ≤ M on Q) and h < 0 on C 2 (since C 2 ⊂ {(t, x) ∈ R d+1 : x d < 0} by (5.4) and h < 0 on {(t, x) ∈ R d+1 : x d < 0} by (5.9)). Hence, we find that v < M on C 2 . Thus, 
(Q) and that u obeys Lu ≤ 0 (a.e.) on Q, and that u satisfies the conditions,
where D n u(P ) is the derivative of u atP in the direction of the inward-pointing unit normal vector, n(P ), at (P ) ∈ ∂B. Then the following hold:
(1) If c = 0 on Q, then D n u(P ) obeys the strict inequality, Remark 5.9 (On the hypothesis of strict interior local parabolicity). WhenP ∈ / ∂ 0 Q, the hypothesis that a obeys (1.15) can be omitted. 13 It is enough for the proof of Lemma 5.8 that b
Remark 5.10 (Differences between the regularity hypotheses on u in Proposition 5.4 and Lemma 5.8). While the hypotheses of the 'Hopf-type lemma', Proposition 5.4, require that u ∈ C 2 s (Q), the hypotheses of the Hopf boundary point Lemma 5.8 only require that u ∈ C 2 (Q) (respectively, W 2,d+1 loc (Q) when L has measurable coefficients), u is continuous at the boundary point,P , and D n u(P ) exists. Note also that while Lemma 5.8 allows u ∈ C 2 (Q) or W 2,d+1 loc (Q), that is not true for Proposition 5.4, which requires that u ∈ C 2 s (Q). Proof of Lemma 5.8. WhenB ⊂ Q, the conclusion (5.15) follows from the classical Hopf boundary point lemma for a parabolic linear second-order differential operator [21, Theorem 2] , [29, Theorem 1], so it suffices to consider the case whereB ∩ / ∂ 0 Q = {P }. For this purpose, we continue the notation and geometric setup employed in the proof of Proposition 5.4. We need only supplement the arguments in Step 6 of the proof of Proposition 5.4 to obtain the conclusion.
Step 1 (Verification that the classical weak maximum principle holds for L on B + ρ (O)). Theorem 5.6 implies that the classical weak maximum principle (that is, with full boundary comparison) holds for the operator 
Step 2 (Application of the classical weak maximum principle). From (5.14), we obtain Lv < 0 (a.e.) on B + ρ (O), where we recall that v = u + εh from (5.13). Since u − u(O) < 0 on D \ {O} by (5.11) (see Figure 5 .2) and u ∈ C(Q) and
for some positive constant, m, depending on ρ and u. But
provided we fix ε in the range 0 < ε ≤ m/ρ, while
where the last inequality holds if c = 0 on Q (as in Conclusion (1)), or c ≥ 0 on Q and u(O) ≥ 0 (as in Conclusion (2)), or c has arbitrary sign on Q and u(O) = 0 (as in Conclusion (3) 
Step 3 (Sign of the directional derivative of the subsolution at the boundary). From (5.8) and (5.16), we have 1
Taking the limit in the preceding inequality as x d ↓ 0 yields 23b) . If u ∈ C 2 s (Q) obeys Lu ≤ 0 on Q and u has a positive maximum in Q which is attained at a point P 0 , then u(P ) = u(P 0 ) for all points P ∈ C(P 0 ). 
s (Q) obeys Lu ≤ 0 on Q and u has a positive maximum inR which is attained at the point P 0 = (t 0 , x 0 ) ∈ R, then u(P ) = u(P 0 ) for all points P ∈R. If u ∈ C 2 s (Q) obeys Lu ≤ 0 on Q and u has a global positive maximum which is attained at a point P 0 ∈ Q, then u = u(P 0 ) on S(P 0 ). 15), (1.18 ), (1.19 ), (1.21 ), (1.22) , and (1.23). Suppose u ∈ C 2 s (Q) obeys Lu ≤ 0 on Q. If u ≤ 0 on Q and u(P 0 ) = 0 for some P 0 ∈ Q, then u = 0 on C(P 0 ).
be an open ball of radius ρ > 0 centered at a point P 1 ∈ C(P 0 ). If B ρ (P 1 ) Q, then the proof of [22, Theorem 2.3] yields u = 0 on B ρ (P 1 ) ∩ C(P 0 ), so it suffices to consider the case where B ρ (P 1 ) is centered at a point P 1 ∈ / ∂ 0 Q. We may assume without loss of generality (by a translation of the spatial coordinates, x 1 , . . . , x d ) that P 1 = (t 1 , 0) and (by a rotation of the spatial coordinates, x 1 , . . . , x d ) that n(P 1 ) = e d .
Define v := e −σx d u on Q, for a positive constant σ to be chosen later, and observe that our hypothesis on u yields v ≤ 0 on Q. A calculation yields
where the coefficient of v in L 0 v is zero. We again have v ∈ C 2 (Q)∩C 1 (Q) with tr(aD 2 v) ∈ C(Q) and tr(aD 2 v) = 0 on / ∂ 0 Q, so v ∈ C 2 s (Q). Moreover, Lu ≤ 0 on Q implies that
The coefficientsb i := b i − 2σa id are continuous along / ∂ 0 Q by (1.23). Since a = 0 on / ∂ 0 Q, we have a(P 1 ) = 0 and sob
and so (1.18 ) holds forb ⊥ on B ρ (P 1 ) ∩ / ∂ 0 Q for small enough ρ. Moreover,
and so, for a large enough constant σ = σ(c(P 1 ), b d (P 1 )), we obtain c − σb d − σ 2 a dd (P 1 ) < 0.
Because the coefficients a dd , b d , c are continuous at P 1 ∈ / ∂ 0 Q by (1.23), for a small enough radius ρ, we have c − σb
Therefore, L 0 v ≤ 0 on B ρ (P 1 ) ∩ Q. Since the coefficient of v in L 0 v is zero (in particular, nonnegative) on B ρ (P 1 )∩Q, while L 0 (v+1) = L 0 v ≤ 0 on B ρ (P 1 )∩Q and v+1 ≤ (v+1)(P 0 ) = 1 on B ρ (P 1 ) ∩ Q, then Theorem 5.13 applies to give v + 1 = v(P 0 ) + 1 on B ρ (P 1 ) ∩ C(P 0 ), and thus u = u(P 0 ) = 0 on B ρ (P 1 ) ∩ C(P 0 ). Therefore, the subset of points P ∈ C(P 0 ) where u(P ) = 0 is open and, because this subset is necessarily closed (since u is continuous on Q) and C(P 0 ) is connected, we must have u = 0 on C(P 0 ).
The following refinement of Theorem 5.13, analogous to [22, Theorem 2.4] , makes a stronger assertion since the hypotheses only assume that u(P 0 ) is the maximum of u on S(P 0 ) ⊂ Q rather than Q.
Theorem 5.16 (Refined strong maximum principle when c ≥ 0). Let Q ⊂ R d+1 be an open subset and assume that the coefficients of L obey (1.15), (1.18 ), (1.19 ), (1.21 ), (1.22a),(1.22b) , (1.23a), and (1.23b). If u ∈ C 2 s (Q) obeys Lu ≤ 0 on S(P 0 ), and c ≥ 0 on S(P 0 ), and u has a global positive maximum which is attained at the point P 0 , then u = u(P 0 ) on S(P 0 ).
Proof. The proof is the same as that of Theorem 5.13, since we only made use of the fact that u(P 0 ) is the maximum of u on S(P 0 ) ⊂ Q (and not necessarily the maximum on Q).
We have the following analogue of [22, Theorem 2.5]. s (Q) obeys Lu ≤ 0 on Q and u * attains a global positive maximum at a point inS(P 0 ), then u * attains that maximum value at a point in the complement of S(P 0 ) ∪ / ∂ 0 S(P 0 ).
Proof. The proof is identical to that of [22 We can compare the weak maximum principles and uniqueness theorems provided by our Theorems 4.1 and 4.3 with those of Fichera, Oleȋnik, and Radkevič [38] Following the exposition by Z. Wu, J. Yin, and C. Wang in [45, pp. 357-358] , we shall regard L as a degenerate-elliptic operator, denoting t = x 0 , in order to apply the Fichera maximum principles and uniqueness results described in [38, Chapter 1] . In the framework of Fichera (see [38, p . 308]), we let 15 Σ denote the subset of points (t, x) ∈ ∂O T where a ij (t, x)n i n j = 0 (with n : ∂O T → R d+1 denoting the inward -pointing unit normal vector field along ∂O T , as in [38, p. 308] ) and the Fichera function [38, Equations (1.1.2) and (1. 
The first boundary value problem of Fichera [38, Equations (1.1.4) and (1.1.5)] for the operator L is to find a function u ∈ C 2 (O T ) ∩ C(Ō T ) such that
given a source function f on O T and a boundary data function g on Σ 2 ∪ Σ 3 . But
15 In the work of Fichera [20, 34, 38, 39] , the boundary of the open subset OT ⊂ R d+1 is usually denoted by Σ and Σ 0 is the subset of points (t, x) ∈ Σ where a ij (t, x)ninj = 0.
