Over the last decade, there has been progress in understanding one-dimensional non-Markovian processes via analytic, sometimes exact, solutions. The extension of these ideas and methods to two and higher dimensions is challenging. We report the first exactly solvable two-dimensional (2D) nonMarkovian random walk model belonging to the family of the elephant random walk model. In contrast to Lévy walks or fractional Brownian motion, such models incorporate memory effects by keeping an explicit history of the random walk trajectory. We study a memory driven 2D random walk with correlated memory and stops, i.e. pauses in motion. The model has an inherent anisotropy with consequences for its diffusive properties, thereby mixing the dominant regime along one dimension with a subdiffusive walk along a perpendicular dimension. The anomalous diffusion regimes are fully characterized by an exact determination of the Hurst exponent. We discuss the remarkably rich phase diagram, as well as several possible combinations of the independent walks in both directions. The relationship between the exponents of the first and second moments is also unveiled.
Introduction
Diffusion regimes are said to be anomalous when the mean-square-displacement (MSD) grows asymptotically with time in a nonlinear fashion. In other words, if the MSD scales as t 2H , anomalous diffusion is defined by H � = 1/2, with superdiffusion associated with H > 1/2 and subdiffusion with H < 1/2. The ubiquitous normal diffusion is defined by H = 1/2 with a Gaussian random walk propagator. Systems with long-range memory correlations exhibiting anomalous diffusion present several physical phenomena which are not well understood [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Theoretical approaches have traditionally been based on the generalized master equation [12, 13] , continuous time random walk [14] [15] [16] [17] , the Langevin equation [18] [19] [20] and the fractional Fokker-Planck equation [21, 22] , but exact solutions are relatively scarce [23, 24] even in one dimension (1D). As far as we know, except for trivial isotropic models, no twodimensional (2D) non-Markovian discrete-time random walk model has been solved exactly. For this reason, we believe that the results we report below represent an important advance towards gaining a deeper and fuller understanding of non-Markovian behavior in real complex systems.
In a seminal paper of 2004, Schütz and Trimper [24] attempted an exact solution to a 1D non-Markovian random walk model with complete memory of the entire history of the system. Their model became known as the elephant random walk (ERW) and their new approach to the memory led to new insights and progresses in understanding non-Markovian stochastic processes. In the ERW, stochastic noise is introduced by a random choice of the previous times, which can be accepted or negated for reaching decisions at the present time. The addition of noise has been widely used in the literature [25] [26] [27] . We briefly mention some of the developments. In 2007, the present authors introduced a variation of the ERW with short-term memory loss. Due to qualitative similarities with memory loss in Alzheimer's disease, the model became known as the Alzheimer walk [28] . More recently, Kumar, Harbola and Lindenberg (KHL) [29] , presented an exactly solvable model with stops (i.e. pauses). The 1D KHL model is a generalization of the ERW model with stops, which we shall refer to as the ERWS model. It represents a key advance in the field, because it was the first descendant of the ERW with subdiffusion. All previous ERW-like models were superdiffusive or diffusive. The extension of these ideas and methods to two and higher dimensions is challenging for the usual reasons (e.g., the 2D and 3D ferromagnetic Ising model compared to the 1D Ising model).
Here, we report the first exactly solved 2D non-Markovian discrete-time random walk model belonging to the family of the ERW models. This is an attempt to better understand the microscopic mechanisms underlying the diffusive phenomena associated with non-Markovian systems in more than one dimension. 2D models sometimes display unusual behaviors that are not present in 1D models as is known, for example, in critical phenomena. The solutions presented here are exact for the first two moments, and may form the basis for developing more complex 2D non-Markovian models of diffusion, thereby incrementally increasing our understanding of these intricate phenomena. The model comprises two random walks along the x-and y-directions. The primer consists of a memory correlated RW and the latter is a memoryless RW, both with memory-correlated stops. More specifically, along the x-direction the decisions at time t are based on previous decisions at time t � < t, which can be accepted or refused according to stochastic parameters. The projection along the x-direction is the KHL model [29] , which is itself an extension of the ERW model with the addition of stops. Along the y-direction, the model is a particular case of the KHL model, consisting of a memoryless random walk model with memory-correlated stops. This means that the left or right steps are random, but stopping points based on the previous history of the walk can occur. The composed xy-walk can be rigorously solved for the first two moments and is formulated without including any new parameters in the 1D version. All three basic forms of diffusive behavior can be found for large times, by simply tuning the two probabilistic parameters of the model. Moreover, the two different dynamics for each direction endow the 2D model with an interesting anisotropic effect, manifested in the asymptotic limit by different time scaling exponents.
We believe that this model can be useful for real applications, besides the obvious academic interests. It may be suitable, for example, for the study of real motion in socio-biology, in which one direction prevails over another, either by memory-based decisions or by chemical signaling with, e.g., pheromones. In physics, it may be relevant to transport phenomena in diffusion limited aggregation (DLA) clustering, in which the clusters grow anisotropically [30] and in percolation problems related to fracture [31] . The model also presents anomalous diffusion, providing a convenient test platform to understand, for example, the relationship between the exponents of the first and second moments, which is also addressed in this paper.
The one-dimensional model with stops
The full memory ERW model of Schütz and Trimper [24] was generalized by Kumar et al [29] by introducing stopping points in the decision process, leading to subdiffusion regimes. These models are non-Markovian since the next jump of the walker is stochastically dependent on the entire previous history of past jumps. The ERWS model considers that, at time t, the walker can take a step to the right or left or stay at its current location. Thus, if X t is the walker's position at time t, its position at time t + 1 is determined by X t+1 = X t + σ t+1 , where the random variable σ t+1 can take on the values 0, ±1 with: σ t+1 = +1 (σ t+1 = −1) for a right (left) step and σ t+1 = 0 for a stopping point. Therefore, σ t+1 represents the input noise which is set according to the rules outlined below and contains all possible correlations of the model.
The dynamics of the model is based on past decisions and involves three stochastic variables, namely (p, q, r), with values in the interval [0, 1] and satisfying the constraint p + q + r = 1. Without loss of generality, let us say that we are looking to walk along the x-direction. The decision at the present time t then seeks to set a value for σ t+1 = 0, ±1, which can be divided in two steps:
(1) one first decides whether to pause the walk with probability r (if the decision is to pause the walk, then σ t+1 = 0; if the decision is not-to-pause, then we select t � from previous decisions, i.e., 1 � t � � t from a uniform distribution, and go to 2 below); (2) past actions (at t � ) are then accepted with probability p or rejected with probability q, which sets σ t+1 = ±1 (if the walker paused at t � then it also pauses at the present time, i.e., σ t+1 = 0).
In short, at time t the walker stops with probability r. If it decides not to stop, then it looks at the past history (at t � ) and: if it paused at t � then it pauses now; if it walked at t � , then it repeats the same action now (with probability p) or does the opposite (with probability q). Note that the entire history of prior random walk step directions is retained in the decision making process.
Up to this point, the dynamics describes a 1D motion with stops, which has been studied in [29] , which we refer to as the ERWS model. It is worth making some comments on the dynamics for the 1D model. The probability to stop is first decided, according to (1) , in a purely random fashion, i.e.: with probability r the walker remains in its current position, in which case one sets σ t+1 = 0; otherwise, a (possible) step to the right or left can occur (with probability 1 − r). In the latter case, one starts to use the walker's memory, by selecting 1 � t � � t from a uniform distribution: if σ t � = 0, one chooses σ t+1 = 0; otherwise one chooses
with probability p − σ t � with probability q.
The walker then accepts the action taken at t � with probability p or rejects it with probability q.
As for the initial conditions, the ERWS model assumes that the first step at time t = 0 allows the walker to move one step to the right or left with probability s or 1 − s, respectively.
Hence, σ 1 = ±1 with probabilities P(σ 1 = +1) = s and P(σ 1 = −1) = 1 − s. The position at time t thus follows X t = � t k=1 σ k , with X 0 = 0 for t = 0. Exact expressions are derived for the first two moments, which render exact expressions for the Hurst exponent. The original ERW model [24] is recovered for r = 0.
According to the rules above, the causes for stops in the KHL model can be either (i) purely random (directly caused by the random selection of r), or (ii) memory related (caused by σ t � = 0). We are making this distinction because it is important for the formulation of the 2D model below. Besides, it is worth noting that the purely random stops alone do not alter the diffusive properties of the walker. This can be easily seen by noting that these stops produce a linear renormalization in the time parameter, i.e., t → t − λt. This linear rescaling of time does not change the asymptotic properties of the model and therefore the diffusive behavior remains the same.
The two-dimensional model
Now we turn on the perpendicular motion, i.e., along the y-direction. The walk along the y-direction is attempted if, at step (1) above, the decision was to pause the motion. In this case there is a direction flipping, which turns on the motion along the opposite direction.
Generally, the walker at Y t at time t seeks to move to Y t+1 = Y t + τ t+1 at time t + 1. The random variable τ can take on the values τ t+1 = 0, ±1, with τ t+1 = +1 (τ t+1 = −1) for a step upwards (downwards) or τ t+1 = 0 for a pause. The walk in the y-direction uses the same dynamics described in the two steps above for the x-direction, but now with p = q = 1/2, i.e.:
(3) first one decides whether to pause the walk with probability 1 − r (if the decision is to pause the walk, then τ t+1 = 0; if the decision is not to pause, then we select t � from all previous decisions, i.e., 1 � t � � t from a uniform distribution, and go to step (4) below); (4) past actions (at t � ) are then accepted with probability 1/2 or rejected with probability 1/2, which sets τ t+1 = ±1 (if the walker paused at t � then it also pauses at the present time, i.e., τ t+1 = 0).
If, at step (3), the decision was to pause the motion, the walker goes back to the xdirection and everything is repeated. Steps (1)-(4) are enough to understand the dynamics of the 2D model. For completeness, in the next paragraph, we put together the overall rules of the dynamics in two dimensions.
We see that the 2D dynamics follows similar rules to those for the 1D ERWS model. At a given time t, the walker at (X t , Y t ) seeks to move to either X t+1 = X t + σ t+1 or Y t+1 = Y t + τ t+1 . The walker decides to move along the x-direction with probability 1−r or stop with probability r. In the former case, a time 1 � t � � t is selected from a uniform distribution and: (a1) if σ t � = ±1, the step taken at time t � is accepted with probability p or refused with q, and (a2) if σ t � = 0, the walker does not move along the x-direction and thus σ t+1 = 0. In the latter case one sets σ t+1 = 0, the walker flips direction to the y-axis and, again, 1 � t � � t is selected from a uniform distribution as an upwards or downwards step is attempted. We then fix τ t+1 in the following manner: (b1) if τ t � = ±1, one sets τ t+1 = ±1 with equal probability; (b2) if τ t � = 0, the walk pauses along the y-direction and τ t+1 = 0. Note that the equal probability in (b1) reflects the fully random (unbiased) random walk type of decision. Note also that the walker flips direction to the y-direction with probability r, and flips back to the x-direction with probability 1 − r. According to these rules, the walker moves along one direction at a time, ruling out simultaneous or diagonal steps for t > 1.
The initial conditions for the 2D walk are set up in the following manner: at time t = 0 the walker moves along the x-direction going to the right with probability s x , or left with probability 1 − s x . At the same time it moves along the y-direction with probability s y for a step upwards, and 1 − s y for a step downwards. Accordingly, at t = 1 the walker can be found in one of four states (x, y) with x = ±1, y = ±1. The pair of auxiliary stochastic variables (σ 1 , τ 1 ) with σ 1 = 0, ±1 and τ 1 = 0, ±1 is then initiated at t = 1 along the x-direction and y-direction, respectively.
This formulation of the 2D model replaces the random stops in the x-direction by steps in the y-direction, and vice versa. This is done to preserve the 1D solution for each axis. Therefore, the overall dynamics of the 2D model takes advantage of the exact solutions already available for each axis. To this end, only the purely random stops are used to flip directions. With this special formulation we make sure that steps along the y-direction do not interfere with the walk along the x-direction, and vice versa. Therefore, the final solution will be given simply by the sum of the solutions along both axes. The solutions for the first two moments along the x-direction are those already available for the ERWS model for general p and q. Likewise, the solutions along the y-direction are also given by the ERWS model solutions, but now with p = q.
The motion in the x-direction is clearly non-Markovian since the decisions are (probabilistically) dependent on the whole history of previous decisions. Along the y-direction, the upwards or downwards steps are purely random, yet the halting probabilities dependpartially-on past events. Therefore, the y-walk is also non-Markovian. The memory driven walk along the x-direction can lead to anomalous diffusion, i.e., subdiffusion and superdiffusion [29] . It is worth emphasizing that, although the final solution becomes decoupled, the walks in both directions are dependent of one another. In fact, a step in one direction depends on the result of a probabilistic decision to pause the motion in the other direction. That means to say that the walks are, in fact, correlated. The solutions, however, become decoupled if one respects the general rule of leaving the global stochastic variable r in control of the change of direction.
Methods and results
The 2D probabilistic recurrence relation is given in vectorial form as
with R t = (X t , Y t ) and R t+1 being the new position. The stochastic variables σ t = 0, ±1 and τ t = 0, ±1 represent stochastic noise that contains two-point correlations, or memory. The position at time t is given by
Keeping the same notation of [29] for the reader's convenience, we write the basic equations relating the model parameters as
The first two moments and their asymptotic limits can be obtained straight from [29] . The first moment is given exactly by
along the x-direction, and
along the y-direction.
The MSD of the walker �R
with exact expressions for each direction, i.e.,
and
along the x-direction and y-direction, respectively. For large t, we can use (7b) and (8) and write
for γ � = 0 (for γ = 0 the final result is equivalent to removing the t 2γ term). The first and second terms in (9) refer to the x and y directions, respectively. The anisotropy of the model manifests itself in the exponents which are different for each direction for r � = 1/2 and γ � = 0 (the system is isotropic only for (γ , r) = (0, 1/2)).
The second moment along the x-direction is not defined if 2γ + r − 1 = 0 (see (7b) and (9) above) and, in this case, the asymptotic limit (t → ∞) is derived more carefully in a separate section below. The result is a logarithmic behavior and is given by (12) 
This regime is also present in the 1D model of KHL [29] . However, according to our calculations, it occurs along the whole line 2γ + r − 1 = 0, not just on the point γ = 1/2 and r = 0. It can be shown that the variance scales as the MSD, i.e., Var =
� . Therefore, equations (9) and (10) are the central expressions to obtain the Hurst exponent for each direction, leading straight to the phase diagram of the model. For this 2D motion, we define Hurst exponents associated with the MSDs along each direction, i.e.,
The different diffusion regimes are fully characterized by the pair of parameters (γ , r). The regime with the largest Hurst exponent along a given direction will be referred to as the dominant regime.
As expected, we notice from (9) that no superdiffusion is possible along the y-direction, since r < 1 (r = 1 freezes the motion). The r-dependent terms cannot lead to superdiffusion. Superdiffusive behavior is governed by γ and is restricted to the x-direction with a Hurst exponent given by H x = γ > 1/2. Only subdiffusive regimes are possible along the y-direction. Whilst the scaling of the second moment defines the Hurst exponent, the first moment in (4) determines the escape character of the diffusion. This is thoroughly discussed below.
In order to discuss the diffusion regimes in detail, we must find the range of values allowed for γ , which depends exclusively on the values assumed by r. Using p = (1 − r + γ )/2, q = (1 − r − γ )/2, and since p must be in the interval [0, 1], it can easily be shown that
This expression not only fixes the limits of γ , but determines the maximum value for r that is compatible with superdiffusion. From the first term in (9) we note that superdiffusion exists only if γ > 1/2. Using (11) we can then write 1/2 < γ � 1 − r which gives r � 1/2. The maximum possible value of r that is compatible with superdiffusion is then given by r c = 1/2.
Asymptotic limit of
In this section, we derive the asymptotic limit of � X 2 t � when 2γ + r − 1 = 0. This can be done using l'Hôpital's rule. With the auxiliary variable x = 2γ + r − 1 we can write
Taking the lim(x → 0) in this equation is the same as making 2γ + r − 1 = 0 in (7a). Now � X 2 t � = F (x)/x and using l'Hôpital's rule we have to calculate dF/dx dx/dx
�� which involves deriving an expression of the type dG(x) dx
with dy dx
where ψ (x) is the digamma function, i.e., ψ (
and then dG dx
.
Since ln �(t ) ∼ t ln t + t in the asymptotic limit, and ψ (t ) ≡ (d/dt ) ln �(t ), we can write ψ (t ) ∼ ln t + 2 ∼ ln t for large t. Therefore, ψ (t + 1 − r) ∼ ln(t ) and then dG dx
Discussions
From the first term in (9) we see that H x = γ or H x = (1 − r)/2, whichever is higher, whilst from the second term we see that H y = r/2, which depends only on r. Thus, for r < 1/2 there is a range of values γ > 1/2 leading to superdiffusion along the x-direction. No such regime is possible along the y-direction, as remarked above. It is easy to understand this point if we recall that the general trend for r < 1/2 is to favor right/left steps in the x-direction, and to pause the motion along the y-direction. One can also note that the diffusion is normal with H x = 1/2 along the x-direction for γ = 1/2 or if r = 0 and γ � 1/2, simultaneously (for r = 0 the model reduces itself to a 1D walk with no stops along the x-direction). According to (9) , a singular value r = 1 also leads to H y = 1/2, or normal diffusion (for r = 1, we are left with a 1D (non-stopping) random walk along the y-direction, which explains the Hurst exponent H y = 1/2). Finally, within the range 1/2 � r < 1, only subdiffusion regimes exist. In this range a dominant regime along the y-direction is possible with H y = r/2. These and other details are shown in figure 1 . Figures 1(a)-(d) show the diffusion regimes as derived from equations (9) and (10) . The diagram shown in figure 1(a) for the motion along the x-direction is very similar to the -400 0 400
x-direction phase diagram shown by KHL [29] , except for the (blue) dash-double-dotted line (-· · -) separating regions (i) and (ii). Our calculations show that on this line the behavior is of the type � X 2 t � ∼ t 1−r ln t. For r = 0, this regime becomes marginally superdiffusive with �X t � ∼ t ln t (at the point (r, γ ) = (0, 1/2)), as indicated by KHL and derived by ST [24] . Figure 1(b) shows only the dominant regimes for the composed xy-walk. Obviously, although the prevalence of the motion occurs for one given direction, there is always a motion along the other direction (unless r = 0 or r = 1) with another diffusion regime, as shown in figures 1(a) and (b) . The motion along the y-direction can dominate the system's behavior if r > 1/2, as remarked above. In fact, one notices that regions (i) and (ii) shrink in order to accommodate the dominant regime with
r and H y = r/2, associated with the motion along the y-direction. This regime is entirely new, not appearing in the 1D ERWS model. The other regimes are those along the x-direction in figure 1(a) . Figure 1(d) emphasizes the escape regimes, based on the scaling behavior of the first moment according to equations (4) and (5) . As shown, escape is possible only along the x-direction, since �X t � ∼ t γ diverges for γ � 0. As expected, there can be no escape along the y-direction since �Y t � = 2s y − 1 is always finite. It is interesting to note that inside region (iv) the dominant regime, namely Sub y (t r ), is along the y-direction, whereas the escape happens to be along the x-direction. This is clearly due to the anisotropy associated with the model. Figure 2 shows some sample paths for selected pairs (γ , r). The steps are always uncorrelated along the y-direction direction and the feedback along the x-direction direction is positive (negative) for γ > 0 (γ < 0). The subdiffusiveness along the y-direction for small values of r (compare (γ , r) = (0, 0.5) with (γ , r) = (0, 0.4), for example) which favors the motion in the x-direction (increasing r does the opposite), is noticeable. Note also how the positive feedback (γ = 0.4 and γ = 0.5) stretches the trajectories along the x-direction. Figure 3 shows the variation of the Hurst exponent in the x-direction (H x ) against the scaling exponent of the first moment (γ ) for r < 1/2 (actually r = 0.25). This value of r corresponds to a line going across regions (iii), (ii) and (i) in figure 1(a) . Note that the relation H x = γ (dashed line) is valid for the superdiffusive regime (region (iii)), the normally diffusive regime (vertical dash-dotted red line) and even the subdiffusive regime (region (ii)). figure 1 (a), we go from the SD(t 2γ ) (γ > 1/2) superdiffusive regime in region (iii), across the t 1/2 normally diffusive line, through the Sub(t 2γ ) (γ < 1/2) subdiffusive regime in region (ii) and across the Sub(t 1−r ln t) logarithmic scaling line to the Sub(t 1−r ) subdiffusive regime in region (i). Note that the relation H x = γ holds up to the full blue square, which represents the logarithmic behavior t 1−r ln t. The diamonds represent numerical results (t max ∼ 10 6 with 10 2 runs) for this value of r. The error bars are about the size of the data symbols.
It only breaks down when the logarithmic diffusive regime is reached (full blue square) and the frontier between regions (ii) and (i) is crossed. This relationship between the exponents of the first two moments can be explained on general grounds. In a previous paper [32] we raised the conjecture that, in the absence of subdiffusion, the large t exponent of the second moment should be twice the exponent of the first moment in the superdiffusive regime. More explicitly, the conjecture states that if the asymptotic behavior of the first moment is written in the form �X t � ∼ t δ , then the second moment should scale as
2δ . It follows that, if the variance is proportional to the MSD, then H = δ. Moreover, the relation H = δ should remain true if the frontier between the superdiffusive and normally diffusive regimes is crossed. Accordingly, the argument should be valid for δ � 1/2. The usefulness of this equality is that it allows the drawing of the separation line (or curve) between the diffusive and the superdiffusive regimes. This is especially helpful when only the scaling behavior of the first moment is known, a strategy we had to use in a recent work [33] . For the reader's convenience, we reproduce here the (simple) heuristic reasoning of the conjecture. The argument starts with a ballistic motion, for which it straightforwardly follows that H = δ = 1. It is reasonable to assume that this relation should hold for a motion near to the ballistic regime, i.e., we assume that H = δ for δ = 1 − � (� � 1). We can carry on with this reasoning as we continuously get farther and farther away from the ballistic regime, passing through the H > 1/2 superdiffusive regime and crossing the border with the H = 1/2 normally diffusive regime. It must be noted that this inductive reasoning may break down when we get into a subdiffusive phase. The exact results and the rich diffusion scenario for this 2D model allows for a more strict testing of the conjecture, since all the necessary ingredients are now together, i.e., all main diffusion types and exact results are available for both moments. We see from figure 3 that the scaling exponent of the second moment is, indeed, twice the exponent of the first moment, as predicted by the above conjecture. Thereby, the conjecture still holds, at least for this model, even within the subdiffusion regime with �x 2 � ∼ t 2γ with γ < 1/2.
Further developments
The first two moments are just enough for the full description of the diffusive properties of the model. However, the nth order moments for n > 2 are important to describe, for example, the statistics associated with the model's dynamics. In this section, we show how one can proceed with the calculation of such higher order moments. This development assumes a 1D motion, which can be straightforwardly carried out to our 2D model, since the solution in 2D is written in terms of the solutions along the x and y directions, as described above. We start with the basic equation X t+1 = X t + σ t+1 from which we obtain
Note that we can write σ i t+1 = σ 2 t+1 for even i and σ i t+1 = σ t+1 for odd i. Thus,
where �M� means the integer part of M. Therefore, we can write
� as
In order to determine the mean values above, we use the same approach described in [29] , according to which the conditional mean value of σ t+1 for t > 1 in a given realization can be written as
Therefore, � σ t+1 X n−2m−1 t
and thus
Likewise (see [29] ), we can write
We now define the correlation
and, using equations (13) and (15) recursively, we write
where f
2 are known functions related to all moments of order less or equal to l and all correlations of order less or equal to (l − 1). Finally, we can write
where g (n)
1 and where g (n)
2 are known functions obtained recursively from lower order moments and correlations. In order to find the nth order moment x n t ≡ � X n t � one has to solve equations (17) and (18) . These equations can be solved recursively for x 3 t , as described in [34] . All other higher order moments can be determined in a similar way.
Finally, we would like to emphasize that for the full characterization of this problem, it would be interesting to derive correlations, like �σ j σ k �, and possibly �σ j τ k �, in order to understand better how decisions at time j and k are correlated. A possible way to achieve this is by using equation (14) for, e.g., �σ j σ k � instead of σ t+1 . However, these correlations (or two-point moments) are not needed for the description of the diffusion properties of the model, as we intended in this work.
Conclusions
A non-trivial two-dimensional (2D) discrete-time non-Markovian random walk model with exact solutions for the first two moments is introduced. All diffusion regimes encompassed by the model, namely subdiffusive, normally diffusive and superdiffusive, are exhibited and thoroughly discussed. Escape and non-escape regimes are also distinguished. It is shown that the 2D model presents an inherent anisotropy providing an overall unique phase that mixes the rich diffusive properties of the walk along the x-direction with the subdiffusive walk along the y-direction. This 2D model is carried out as an extension of the Kumar-Harbola-Lindenberg one-dimensional model, without including any extra parameters, thereby conferring simplicity to the 2D version. A continuous line associated with a logarithmic scaling behavior is also derived. The relationship between the exponents of the first two moments is discussed in detail, based on rigorous exact solutions, which, to the best of our knowledge, has never been done before. A recursive procedure for determining all order moments has also been derived explicitly.
Possible uses of such strongly correlated memory models may include applications to real systems (e.g. in the study of mobility patterns as in [35] [36] [37] ). For subsequent work, it would be interesting to study the effects of memory damage to the diffusion regimes. Also important is to obtain the structure of the position probability density function, i.e., the propagator, or, at least, its asymptotic behavior, within selected regions of the phase diagram, in particular within the subdiffusive regions. Generalizations of these studies are under development, aiming to contemplate more general models along the y-direction and, possibly, to extend this approach to higher dimensions.
