Localization of light is the photon analogue of electron localization in disordered lattices for whose discovery Anderson received the Nobel prize in 1977. The question about its existence in open three dimensional materials has eluded an experimental and full theoretical verification for decades. Here we study numerically electromagnetic vector wave transmission through realistic digital representations of hyperuniform dielectric networks, a new class of highly correlated but disordered photonic bandgap materials. We identify the evanescent decay of the transmitted power in the gap and diffusive transport far from the gap. Near the gap we find that transport sets off diffusive but, with increasing slab thickness, crosses over gradually to a faster decay, signaling localization. We show that the transition to localization at the mobility edge can be described by the self-consistent theory of localization based on the concept of a position dependent diffusion coefficient.
by the constructive interference of multiply scattered waves propagating along time-reversed loops which increases the return probability and eventually leads to a breakdown of wave diffusion (2) (3) (4) . In contrast to PBG-formation the transition to SAL in disordered media strongly depends on dimensionality. In one and two dimensions there are no truly extended states and waves in disordered media are always localized for sufficiently large systems sizes (5) (6) (7) (8) (9) . Only in three dimensions, wave localization shows a phase transition and localized states appear below the 'mobility edge'. The threshold for localization can be estimated by the Ioffe-Regel criterion (k ) c ∼ 1 where denotes the transport mean free path and k the wavenumber (10) (11) (12) .
The Anderson transition in three dimensions is a fascinating phenomenon that until now has eluded a full theoretical and experimental understanding. It's relevance is not restricted to transport of photons or electrons but it can also be applied in acoustics, or any kind of coherent wave propagation (13) . Moreover a full understanding and control over the wave fields in complex media offers a plethora of opportunities for applications in imaging, sensing and photonics (4) . However, an experimental observation of SAL for electromagnetic vector waves in three-dimensional systems has not yet been achieved, despite the fact that several claims to its existence were made (14-16) but soon after were put in question (17, 18) and later refuted by the authors (19) . At the same time it was found theoretically that SAL of electromagnetic vector waves is absent in random ensembles of point scatterers, irrespective of their scattering strength (20) . Thus, in a 2016 perspective article, Skipetrov and Page declare a Red Light for Anderson localization of light (19) and Maret et al. ask (21) whether 3D light localization can be reached in 'white paint' at all ?
The advent of amorphous PBG materials over the last decade (22) (23) (24) (25) , has opened a new pathway towards the design of strongly photonic dielectric materials and it has also prompted fundamental questions concerning the relationship between the transition to Anderson localization at the mobility edge and the transition to a full band gap. Recently, we proposed a transport phase diagram for two dimensional hyperuniform disordered PBG-materials with a SAL regime near the photonic band gap (26) and conjectured that these findings could be generalized to three dimensions (22) (23) (24) (25) (26) (27) . Early pioneering work by John suggested the possibility of finding SAL in disordered crystalline structures near the band gap (28) (29) (30) . Edagawa and coworkers reported an increase of the inverse participation ratio near the band gap of an amorphous diamond structure which might indicate the presence of localized states (31) . This previous work provides a rationale for the existence of a SAL regime in the vicinity of a band gap of an amorphous photonic material which we are going to investigate in our work. To this end we study numerically the transport properties of electromagnetic vector waves in realistic digital representations of three dimensional hyperuniform silicon networks. We find evidence for the anomalous light transport near the band edge, signaling the onset of Anderson localization at a mobility edge and a broad frequency window where light is localized before the band gap fully develops.
The discussion of what defines SAL is very detailed and rich and for a comprehensive review we refer to the literature (3, 11, 19, 28, (32) (33) (34) (35) . A working definition for finite sized systems, proposed by Cherroret and Skipetrov, is that 'SAL is an interference wave phenomenon in a medium of finite size that would give rise to truly localized states if the medium were extended to infinity' (35) . The transition to SAL in three dimensions is usually described in the framework of the self-consistent theory (SC) (36) . It treats localization by introducing a position r dependent wave diffusion coefficient D( r) which decays to zero deep inside the medium (3, 35) .
As a consequence, for a slab of thickness L, the decay of the transmission coefficient T (L)
shows two distinct regimes: initially it decays diffusive as ∼ L instead of the exponential decay. For comparison, a photonic crystal with a full photonic bandgap (PBG) displays a vanishing DOS in the gap and the transport through a finite sized slab is due to tunneling, characterized by an exponential attenuation with a decay length L B , called the 'Bragg length', typically on the order of one unit cell (37, 38) . For frequencies outside the gap, or for certain directions in the presence of an incomplete gap, photonic crystals appear transparent before the onset of diffraction (37) .
Amorphous hyperuniform photonic materials are disordered but highly correlated, which can lead to the opening of a full PBG. The inherent disorder implies that these materials display strong scattering for frequencies outside the gap, or if the gap is incomplete for all frequencies, with the notable exception of transparency in stealthy hyperuniform materials in the long-wavelength limit (39, 40) , which we do not address here. This opens the possibility for the existence of SAL transport regimes outside the gap, even in the absence of defect states (29) , in particular in the vicinity of the gap where scattering is strong and the DOS is reduced.
We study the transport of waves in three dimensional hyperuniform silicon photonic network structures, refractive index n = 3.6, derived by a Delaunay tesselation of the center positions of an assembly of randomly close packed spheres, diameter a, as described earlier (41) . The length a also sets the typical short range structural length scale of the network, which for a crystal would be the lattice constant. The seed point pattern is hyperuniform, but not stealthy, meaning that the isotropic structure factor vanishes asymptotically in the limit S(k) → 0 for k → 0 where k = 2π/λ denotes the wave number in vacuum. We obtain dielectric network structures with different space filling fractions by connecting the centers of nearest neighbors tetrahedrons of the tesselation with dielectric rods of a chosen diameter, Figure 1 They report a strong depletion of the DOS, by more than two orders of magnitude, over a significant range of frequencies, indicating the presence of a full, or nearly full, band gap,
We use the finite differences time domain (FDTD) approach, implemented by the MIT Electromagnetic Equation Propagation (MEEP) (42) , which has been demonstrated to be one of the most powerful simulation techniques to study electromagnetic wave transport. In a single MEEP-simulation run, a broadband pulse of linearly polarized light, with electric field vector parallel to one of the sides of the simulation box, is incident on the sample. We obtain the full spectrally resolved information about the total optical transmission T (a/λ, L) for a slab of thickness L, Figure 1 . We present all spectra in terms of the reduced frequency ν := a/λ = νa/c where λ, ν and c denote the wavelength, frequency and speed of light in vacuum (3) . We obtain results for slabs of thickness L = 0.3a to 18a and average the simulations results over 6 (thick slabs) to 15 (thin slabs) independent configurations of the network structure. We note that the networks are structurally isotropic (41) and therefore all incident polarization states on average lead to the same results. In Figure 1 (C) we compare the transmission spectra, L = 18a, obtained for three different filling fractions with the results for the DOS reported by Liew et al. (24) . We find excellent agreement between the pronounced dips in transmission and the position of the band gaps, ν Gap = a/λ Gap as shown in Figure 1 (C) (43) .
Both transport and DOS calculations show that the band gap is red-shifted as the volume filling fraction is increased. The latter can be explained by an increase of the effective medium refractive index, an observation that is also well known for crystalline PBG materials (1, 38, 44) .
By comparison with standard electromagnetic mixing formulas (45) we find n eff 1.42 for the filling fraction φ = 0.28 with the most pronounced gap, considered in the following in more detail.
Standard diffusion theory describes transmission through samples whose thickness L is much larger than the mean free path and thus T ∼ /L 1. Since the size of our simulation box is limited to L ≤ 18a, we also have to include data for slabs with thicknesses on the order of a few , in particular far from the gap where the transmission is higher. To describe this intermediate regime and the transition to diffusive transport we use a theory derived by Durian and Lemieux based on the telegrapher equation, taking into account ballistic transmission and lower order scattering and thus providing a simple analytical expression for the transmission coefficient that can be compared to our data (46): we see some leakage which we tentatively ascribe to the finite non-zero DOS in the gap ∼ 10 To identify the mobility edges at the critical frequencies ν c we set ( k ) ≡ ( k ) c and fit the prediction of the SC-theory to the data with as the only adjustable parameter. Setting candidates for the lower and higher frequency mobility edges. We have repeated the fit for different values of ( k ) c between 0.4 and 1.5, but find similar results (12) . Since for our finite sized sample we cannot discriminate between different values, we retain the value ( k ) c = 1
throughout. We note that at the mobility edge ν = ν c the SC-theory predicts a critical power
(3) which, in principle, we could use to identify ν c . However, a pure L −2 decay can only be observed for optically very thick samples L/ > 100 (3), not accessible in our numerical calculations.
As a critical test of our conjecture about the existence of a mobility edge for wave transport and the transition to a Anderson localization, we now attempt to describe the data over the full range of frequencies ν . T (L/a) should scale with a single parameter k , as a measure of the distance to the critical point at k = 1. In the framework of the SC-theory it also sets the value of the mean free path k = / c × ν /ν c . We emphasize that we do not impose k = k but expect both values to be proportional and similar, i.e. modulus a factor of order one. From the fit with SC-theory k = 1, Figure 2 (C), we find k = 1.75 for ν c,l = 0.409 and k = 1.13 for ν c,h = 0.509. Small differences between k and k can be explained by the approximate nature of the SC-theory, the uncertainty with respect to ( k ) c and the role of the effective wave number k eff ∼ n eff in the medium.
To compare the SC-theory predictions with the data we first fix ν c = ν c,l and adjust k for a best fit to the data. We find excellent agreement between SC-theory and the data over the entire range outside a central frequency interval ν ∈ [0.45, 0.50] associated with the full band gap.
This is the key finding of our work. A single parameter k can describe the total transmission across the critical transition from light diffusion to localization. Interestingly, the single parameter scaling predicts a higher frequency mobility edge k = 1 at ν = 0.516 (intersection with red dashed red line in Figure 3 ), in agreement the independently determined value ν c,h = 0.509 shown in Fig. 2 (E) . In the low frequency branch, between the mobility edge and the gap center frequency ν c,l < ν < ν G , the sample remains localized over a large frequency interval, comparable to the width of the gap. In this regime localization parameter drops from k = 1 to about k = 0.8. In the high frequency branch the localized regime is nearly degenerate and the sample rapidly enters the gap after crossing the mobility edge for ν < ν c,h . Far from the gap D(z) D(0) = const. for our system sizes and we recover the prediction by Eq. (1) with an 
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Effective refractive index. The spectral features of dielectric composites are being red-shifted when increasing the volume fraction of the higher refractive index component. In the long wavelength limit λ a, i.e. for wavelengths large compared to the size of dielectric heterogeneities, the well known Maxwell-Garnet mixing formula can be applied. If, however, heterogeneities are present on length scales comparable to the wavelength, the situation becomes more complicated. Different mixing formulas have been proposed to determine an effective permittivity or effective refractive index. A set of commonly used formulas can be written in a unified way, as follows (for details we refer to the textbook by Sihvola (45)):
φ denotes the filling fraction, ε and ε e are the dielectric permittivity of the dispersed or structured material and the background environment, respectively, and n eff = √ ε eff is the effective refractive index. For our case ε = 3.6 2 = 12.96 for silicon and ε e = 1 for air. For a given value of α we can calculate ε eff from Eq.(S1) and thus obtain n eff for all possible compositions Coherent Potential approximation. Here we treat α as an adjustable parameter to obtain a best fit to the ν Gap (φ) = a/λ Gap (φ), with ν Gap (φ) = ν Gap (0) × n eff (φ), Figure S1 . We find α 0.7
and ν Gap (0) = 0.34. Thus for φ = 0.28 we find n eff 1.42.
Angle Averaged Reflection An important parameter in both standard diffusion theory and self consistent theory of localization is the extrapolation length z 0 . If internal reflections are not considered, z 0 = 2 /3 (we set * = s ≡ ). Considering the effect of internal reflection from the effective medium to vacuum leads to a larger z 0 that can be modeled as where R is the angle averaged reflectivity from the effective medium of refractive index n eff to the vacuum. We consider a uniform angular distribution in the 2π solid angle for both and planes z = 0, L of the considered slab. R is hence given by
where µ = cos (θ) (θ =angle formed by the propagation direction with the direction perpendicular to the slab), R (µ) is the polarization averaged reflection at the considered angle, and µ c is the cosine of the critical angle µ c = 1 − 1/n 2 eff . R (µ) is given by
with µ 2 = 1 + n 2 eff (µ 2 − 1) is the cosine of the transmitted wave. In Figure S2 , the angle and polarization averaged reflection R is plotted as a function of the effective refractive index. The Extrapolation length and fit with Eq.(1) We first fit Eq.(1) to the data for 2.5a ≤ L ≤ 18a
over the entire frequency range considered with both z 0 and as adjustable parameters. Figure   S3 shows the z 0 (ν ) frequency dependence. In the frequency range where Eq.(1) fits the data with χ 2 /N < 5 × 10
and z 0 is found to be approximately constant with z 0 3.26 ± 0.5. We repeat the fit keeping z 0 3.26 fixed and the goodness of the fit is the same, Figure S3 (B). fails to describe the data, as shown in Figure 3 
(B).
Numerical Implementation of the self consistent theory of localization. In the self consistent theory of localization, the standard diffusion equation is replaced by a diffusion equation where the diffusion coefficient is non-local both in the space and time domain. The renormalization of the diffusion coefficient accounts for the different return probability when interference effects are considered in the multiple scattering regime. We are considering a slab geometry and continuous wave illumination at a given carrier wave frequency. The simplified geometry, invariant in the plane parallel to the slab, leads to a set of self-consistent equations for the diffu- plane, parallel to the slab boundaries, we reach at the diffusion equation
This result together with the self consistent equation for the diffusion coefficient
determines the transport properties of our system for all values of the parameters. In the above equation the cut off is given by q max = 1/3( k ) Taking the second order finite differences approximation for the derivatives in Eq.(S5) leads to a tridiagonal system of equation which has to be solved for each value of the wave number q and position of the source. Obviously, changing the position of the source amounts to changing the independent term of the system of equations and hence all equations for a given value of q can be solved at once through the inverse of the corresponding tridiagonal matrix. We choose the Lapack function DGTSV to get the inverse since it is simple to use and universally accessible while efficient enough for our purposes (48) . Specifically, if we take a discretization
, the diagonal terms of the system of equations read
the subdiagonal terms are
Analogously, the superdiagonal terms are
Since the sources are located in the interior of the slab, the points at which the source is located are z i=2,··· ,n−1 = h (i − 1). The independent term vector T i for the source at z i is (T i ) j = hδ i,j .
Once the numerical solution is obtained for all the source positions, the value of g (z i , z i ) is It is worth considering some of the specific frequencies at which we have represented the transmission curves and their fittings to both the diffusion equation and the SC theory. In Figure   S6 the D (z/L) is shown for the value L/a 18 (maximum considered thickness) and for the same frequencies as in panels (A-F) in Figure S8 . Figure S8 . (A-F) correspond to the same frequencies as in panels (A-F) in Figure S8 .
appropriate values of /a for a best fit with SC-theory. We compute a loss function determining the goodness-of-fit of a theoretical curve to a transmission curve obtained with FDTD. We choose to use a logarithmic loss function
including N = 15 data points covering the intverval L/a ∈ [2.5, 18]. χ 2 /N is minimized for each frequency ν .
One could attempt to obtain the corresponding values of ( k ) c , k , /a and z 0 for each frequency from the fit. However, fitting all transport parameters at once is unstable and prone to over-fitting. In our approach we determine one parameter at a time by identifying the relevant characteristic regimes. In a first stage we determine the value of the extrapolation length z 0 by fitting the results to standard diffusion theory in frequency bands where the agreement is good. The obtained value of z 0 is used in the remaining fitting procedure. In a second stage, as explained in the main text, we locate the mobility edges by fitting the total transmission to the theoretical curves obtained for different values of k = ( k ) c . We find that the goodnessof-fit depends only weakly on the value of ( k ) c , signaling the fact that the exact value of ( k ) c
can not be properly extracted with this procedure. Hence, we set ( k ) c = 1 as a reasonable assumption compatible with our data and obtain ν c and also c from the fit. Once the values of z 0 and ( k ) c are set, we still have two remaining unknown parameters, namely and k .
Our key finding is that we can describe T (L/a) with a single parameter k over the entire range of frequencies ν outside the gap region. The value of is linked to k via the relation
SC-theory independently applied to the low and high frequency mobility edge. For simplicity we have restricted the comparison to SC-theory in the main text to one of the two candidates for a mobility edge ν c,l . Doing so we were able to well reproduce also the second, higher frequency, critical frequency ν c,h . Nonetheless, the fit can be slightly improved if the approach towards the gap is analyzed independently for both mobility edges identified in Figure 2 (E). The supplementary Figure S7 summarizes the parameters for a best fit we obtain when ν c,l = 0.409 is set fix for frequencies ν < ν Gap and ν c,h = 0.509 is kept fix for frequencies ν > ν Gap . To illustrate the quality of the fits with SC-theory we plot the data and the fits in Figure S8 
