We provide an extension of the language of linear tense logic with future and past connectives and È , respectively, by a modality that quantifies over the points of some set which is assumed to increase in the course of time. In this way we obtain a general framework for modelling growth qualitatively. We develop an appropriate logical system, prove a corresponding completeness and decidability result and discuss the various kinds of flow of time in the new context. We also consider decreasing sets briefly.
Introduction
The temporal operators and È describing the future and the past, respectively, are included in the very basic system of tense logic, Ã Ø [7, chapter 3] . The relevant semantic domains are based on irreflexive and transitive flows of time, i.e. non-empty sets Ì endowed with a binary relation on Ì satisfying these properties. Apart from this one can specify to a greater extent by additional axioms if need be for concrete applications. For instance, linearity, density, or Dedekind completeness, can be expressed in this way; see the listing on p. 32 of the textbook [7] . Sometimes the general irreflexivity assumption on the relation is dropped and reflexive flows of time are considered. This is done in the first part of the present paper as well.
We focus on linear tense logics here; i.e. we assume for the most part of the paper that the relation is a linear ordering on Ì . Now, imagine that a certain set increases along such a time line and that there is an observer analysing the change of at a given moment. Then, looking into the future the observer sees the set grow, but looking into the past he sees it shrink; see Figure 1 . Thus, taking into account the observer's point of view in modelling growth in the course of time leads to a different description of the situation with regard to the past and the future, respectively. In contrast to this it is true that several properties of growing and shrinking can be reflected as a pair of 'dual' axiom schemata in the formal system that is to be given below. Actually, this system turns out to be a suitable extension of linear tense logic.
We now mention two topics fitting in the framework just indicated and motivating our approach. Afterwards we explain some more details of the logic. First, consider an agent involved in a multi-agent system, for instance a processor in a distributed system. A certain kind of knowledge can be ascribed to which coincides, by definition, with the set of formulas being valid in every state of the system the agent considers possible. In connection with distributed systems, the relation of possibility between states is an equivalence relation representing indistinguishability of the states to the agent. Thus every equivalence class represents some knowledge state of about the system. A corresponding logic of knowledge has been evolved and diversely applied, which may be identified with the well-known multi-modal Linear Tense Logics of Increasing Sets 585 with interpreting formulas in models based on subset frames as in [3] , but to 'split up' the dual of the £-operator into and È respectively, and modify the semantics appropriately. Thus, abstracting away the connection with knowledge, only the general framework of TR remains. However, concerning methods we benefit from [8] very much; we can suit both Georgatos' canonical model and decomposition techniques to proving completeness and decidability, respectively, in the present case.
Subsequently, a modal logic of some kind of temporal change is presented. One can find different, in particular (bi-)modal, logics dealing with dynamic aspects of sets in the literature, but those have other objectives [4] . Concerning the connections between topology and modal logic, and their utilization for qualitative spatial reasoning in AI, cf [18] . Finally, there does exist some related work on combinations of S5 and linear temporal logic, for instance the recent article [20] . We will refer to this later on. However, we will not 'cross the propositional border' in the present paper; cf [16] .
The outline of the paper is as follows. We first introduce the underlying logical language precisely, in Section 2. In the same section we define the linear tense logic of growth and prove a corresponding completeness result. In Section 3 we argue that this logic satisfies the finite model property. Thus the set of satisfiable formulas of the language is decidable. Afterwards, in Section 4, we ask whether the same results can be obtained for other classes of flows of time. We also touch on the problem of modelling decrease. Finally, some concluding remarks are given.
The fundamentals of modal and tense logic respectively are presupposed in this paper. In particular, we assume acquaintance of the reader with canonical models and filtrations. All that we need can be found in the textbooks [1, 2] or [9] .
An extension of linear tense logic
From a technical point of view we essentially combine linear tense logic, i.e.
Ã Ø · connectedness axioms
with the basic logic of knowledge of a single agent, i.e. the modal system Ë . The type of this combination is determined by our goals, viz. treating formally sets which grow little by little.
We use the syntactic conventions which are common for the respective logics. In particular, the formulas can contain a past operator È , a future operator and a knowledge operator Ã. È and are 'existential' modalities ('there is a point in the past/future such that . . . ') whereas Ã is a 'universal' one ('for all points reachable from the present one we have . . . ').
In order to define the set Ï of well-formed formulas of the logical language we let ÈÎ Ô Õ Ö be an enumerable set of propositional variables. Designating formulas by lower case Greek letters the set Ï is given in Backus-Naur form as follows: Intending to describe growth we are confronted with a set at the moment, but we will find several supersets of in future (and, correspondingly, have found certain subsets of in the past). All these sets have to be considered in the formal model. Consequently, taking a universe which contains all of them, and the system of these sets, then we are led to a subset frame as mentioned in the introduction.
Subsequently, let È´ µ denote the powerset of a given set .
DEFINITION 2.2
Let a non-empty set and a subset Ç È µ Ò be given. Then the pair Ë ´ Çµ is called a subset frame.
Connecting time to sets is done by indexing Ç with a linear flow of time. Note that sets may be unchanged for a while. This case is included in the following definition.
DEFINITION 2.3
Let Ì Ì µ be a linear flow of time, and let Ë ´ Çµ be a subset frame.
Assume that there exists an order-preserving surjection

Ì ´Ç µ
Then the structure ´Ì Ë µ is called a linear set frame. Following the case distinction of Definition 2.1 we speak of a reflexive and an irreflexive linear set frame respectively, if need be.
Let
Ì Ë µ be a linear set frame, as just defined. Given a linear set frame as above, a valuation is intended to associate with each point Ü ¾ the set of elementary propositions which are true at Ü. Note that we assume the elements of ÈÎ to be true (or false) regardless of time (and therefore of sets as well), being in accord with the TR tradition. This allows us to give a simple definition of the satisfaction relation following immediately, but contrasts with other approaches. For example, in [20] a 'two-dimensional' valuation is considered.
In TR, a pair´Ü Íµ ¾ ¢ Ç such that Ü ¾ Í is called a situation, and is defined as a binary relation between situations of a given model and formulas. In this way the two dimensions of the logic get linked such that the system becomes one-dimensional in a sense. This proceeding is brought into line with linear set frames now by the next definition. Appropriately, we let situations consist of a state Ü and a time point Ø such that Ü ¾ ´Øµ. 
By quantification over all models based on a linear set frame one extends the notion of validity to frames, as usual.
We next want to provide a 'classical' axiomatization of the set of validities. In particular, we will not make use of Gabbay's irreflexivity rule in this paper; concerning this rule see [7] , p. 31 ff. So, we are led to the following assumption for the moment: we assume that the relation is reflexive. This should hold up to the end of Section 3.
We divide the axioms into three groups. The first one concerns the modality Ã and consists of the usual Ë -schemata.
As one can see below, the Ë -modality Ã appears in combination with linear time in this paper. Interestingly enough, an Ë -modality is also present in certain systems of branching time temporal logic [19] .
Apart from the first and the last schema the second group of axioms originates from linear tense logic. Following [9] , Section 6, we let £«
It is well-known that the mirror image of´Ì µ, À « À À « , is a theorem of tense logic. An analogous statement is valid for the mirror image of´Ì ¼µ, À « «. Adding modus ponens as well as Ã-, -, and À-necessitation as derivation rules yields a calculus Ã. Notice that the mirror image of´ ¾µ is missing in the above list. In fact, we get as a consequence of the subsequent Theorem 2.5 that this schema can be derived in Ã.
Theorem 2.5 actually states that the just given logical system is sound and complete with respect to the class of models based on reflexive linear set frames. This is the first main result of this paper.
THEOREM 2.5
A formula « ¾ Ï is derivable in Ã, iff it is valid in every model Å based on a reflexive linear set frame.
The soundness part of Theorem 2.5 is straightforward to see. Thus, corresponding arguments may be omitted.
We now point up the crucial steps of the completeness proof. Not surprisingly, we use the canonical model Å of the logical system. Let 
Cross properties corresponding to´ ¼µ and´ ½µ because of´ ¼µ (and´ ½µ respectively); see Figure 2 . These cross properties are typical of the various logics of subset spaces; the right diagram of Figure 2 appears in the fundamental paper [3] , the left one is implicit in [13] . In the present context,´ ¼µ represents the real 'axiom of growth', whereas´ ½µ corresponds to 'shrinking'.
Let × denote the Ä -equivalence class of a point × of Å . Define two binary relations and on the set of all such equivalence classes:
Clearly, these relations are reflexive. By means of the transitivity of and È as well as the respective cross property one can easily prove that they are transitive as well.
LEMMA 2.6
The relations and are transitive.
PROOF. We only show transitivity of . So, let × Ø Ù be given such that × Ø Ù
according to the first cross property of Figure 2 . Now, transitivity of
Less trivial characteristics of and will be obtained by the subsequent propositions.
The schema´ ¾µ has to be used in order to prove the following assertion, among other things. 
It follows that ÄÈ´« ÄÈ ¬µ ÄÈ´¬ ÄÈ «µ ¾ × contradicting axiom´ ¾µ. This proves that is weakly past-connected.
It should be emphasized that the methods required for the proof of the weak connectedness property of and are different. In the first case this property is 'subsumed' under the corresponding cross property in a sense, whilst in the second case a separate axiom is needed.
A further important property of the relations and is stated in the next proposition. 
we get that Ì ´Ì µ represents a linear ordering, according to the above propositions.
The desired linear set frame can be obtained next as the space of 'threads' through the classes of which Å ¼ consists.
(Notice that such threads may or may not have a 'left endpoint'.) To be more precise, we proceed in the following way:
For every Ø ¾ ¼ we let
It is clearly possible that two different points of ¼ determine the same thread. In fact, this is the case if and only if these points are connected with respect to or È .
We let the following set be the domain of the model we are looking for: Figure 3 (where only some points of are marked by horizontal boxes, for clarity reasons).
The distinguished set of subsets of , Ç, are given by the next definition, together with a natural indexing surjection 
where Axiom´Ì µ is required for the last equivalence.
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The cases of negation and conjunction are straightforward.
Case « ¬ :
Here the second equivalence holds because of the induction hypothesis, whereas properties of the canonical model are used for the last one.
In the case « È ¬ one argues analogously, taking into account the slight modification concerning the semantics of È see Definition 2.4. Case « Ã ¬ :
The second equivalence is again obtained by the induction hypothesis. For the third one we give a separate argument: This finishes successfully the structural induction. Theorem 2.5 follows easily from Lemma 2.10 now. In fact, we first observe that × Ë × × furthermore, since ¬ is contained in × we conclude that Ë × × Å ¬ thus is refuted in the model Å at the situation Ë × ×
Finite model property
Decidability of the temporal system studied in [20] was proved by means of the so-called mosaic method, which is typical of higher-dimensional modal logics; cf [17] . We have mentioned above that our logic is one-dimensional in a sense. Thus it is not surprising that we are able to prove decidability with the aid of more elementary methods.
We show in this section that our logic satisfies the finite model property. (This is not true for the system in [20] .) First, we remark that the previously considered model Å has not been obtained via filtration as is the case in ordinary linear tense logic. This is due to the presence of the modality Ã, which destroys connectedness of generated submodels; so, we are forced to work more directly with the canonical model.
Correspondingly, the finite model property cannot be guaranteed by means of filtration either. We will use appropriate decomposition techniques instead; these techniques are borrowed from [8] , where they have been successfully applied to get decidability of the subset space logic of tree-like structures. 
It turns out that we can always achieve a finite segmentation of Ì on which a given formula is stable.
PROPOSITION 3.3
Let « ¾ Ï be a formula and Å ´Ì Ë Î µ a model based on a linear set frame. Then there exists a finite segmentation È « Ì ½ Ì Ò of Ì such that « is stable on È « . Moreover, È « can be chosen such that it refines È ¬ for every subformula ¬ of «. PROOF. We construct the partition È « by induction on the structure of «. We start with the trivial segmentation Ì in case « equals a propositional variable Ô. Axiom´Ì µ actually guarantees that Ô is stable on Ì . Only the cases « ¬ and « Ã ¬contribute to a refinement of the segmentation obtained so far, in the following manner:
Linear 
Proving the other direction the stability of the finite segmentation È « has to be used:
As a consequence we immediately obtain that passing from Å to Å ¼ preserves the satisfiability of «. Accordingly, we have restricted the problem to decide whether a given formula « is satisfiable to the class of models of 'finite depth'. By a standard procedure of TR (see [8] , Lemma 3.35) we can reduce this question further to models which have 'finite width' additionally. This eventually yields the finite model property of our system. Consequently, the logic is decidable. THEOREM 3.6
The bimodal logic of reflexive linear set frames satisfies the finite model property. Thus, the set of Ã-derivable formulas as well as the set of satisfiable formulas is decidable.
Other properties of time
In this section we return to irreflexive flows of time Ì Ì µ. We ask whether the results of the previous sections can be generalized correspondingly. It turns out that this is in fact possible, if we confine ourselves to the 'future fragment' of basic linear tense logic.
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So, we do not consider the modality È in this section. 
Ôµ ´ Ô Ôµ
Adding -necessitation and modus ponens as derivation rules yields a calculus Ã ¼ determining a modal logic of increasing sets and time.
We now explain the modifications of the completeness proof for the new system. We start out with the relations and of Section 2 and prove the analogue to Proposition 2.8. Notice that the technical details of this proof are different from those of the proof of that proposition (cf [8] ) simply because we have to deal with other axioms. (Nevertheless, the fundamental ideas are due to Georgatos.) The proof of Proposition 4.1 will again demonstrate the power of the schema´ ¼µ. Case «
We assume towards a contradiction that there is some Ø ¼¼ such that Ø ¼¼ ¾ × × ¼ or × Ø ¼¼ × ¼ , and ¬ ¾ Ø ¼¼ . Because of Axiom´Ì µ we may additionally assume that Ø ¼¼ × ¼ , Since the relation is transitive and weakly future-connected we infer As it has just been indicated, the set Ü Ü ¼ may consist of more than one point for some Ü Ü ¼ ¾ . Nevertheless, the following assertion is valid, which will become important in connection with the Truth Lemma 4.5 below. This can be seen with the aid of the cross property and weak connectedness of the relation among other things. All the other steps of the proof are rather routine. We may omit further details therefore.
Linear Tense Logics of Increasing Sets
We are going to define the desired model. First, the carrier set is Ü Ü ¾ The set of subsets Ç and the mapping are given in the same way as in Section 2: The methods of Section 3 for proving decidability cannot be adapted directly to the context considered in this section because they depend on reflexivity. However, we are able to modify them appropriately, as we want to sketch in the following.
To this end we revisit the generated submodel We call bimodal Kripke models sharing these properties special. For special models the subsequent soundness and completeness result can be proved.
PROPOSITION 4.7
A formula « ¾ Ï is derivable in Ã ¼ , iff it is valid in every finite special Kripke model.
We give reasons for the validity of this assertion. The soundness part is easy to see. As to completeness, we consider the structure Ì Ì µ introduced above (together with Å ¼ ). The fact that Å ¼ is a generated submodel of the canonical model of a modal system gives rise to the following specialized notion of segmentation for relations of this type. For every « ¾ Ï there exists a finite faithful segmentation È « of Ì on which « is stable.
This yields a finite special model falsifying a given non-derivable formula, similarly to before. Thus we have shown Proposition 4.7, from which decidability can be concluded in a well-known manner.
THEOREM 4.10
The set of formulas of the future fragment of our temporal language of sets which are vaild in every irreflexive linear set frame is decidable.
Concluding our discussion about irreflexive flows of time we mention that the basic system of this section can be augmented by further properties of time without affecting the validity of both, respective semantic completeness and decidability. In particular, one can treat linear set frames Ì Ë µ based on the standard flows of time Ì Ǽ µ or Ì Ế µ has to be added in the first case. The method of constructing finite (intermediate) models in completeness or decidability proofs makes all the difference between usual linear tense logic and the logics of sets and time considered in this paper. The method of filtration, which is common in classical modal logics of linearity, has to be substituted by the method of segmentation, or to be suited appropriately to the respective situation. The technical details are laborious, as can be seen in [13] for the modal logic of continuously growing sets. We may dispense with further details here.
Decreasing sets
The topic of this short section is to deal with shrinking. This is the very field of the modal logic of subset frames, TR. But we can also look on spaces of descending sets from the point of view of linear tense logic. In this way we get a new logical language which is more expressive in comparison with TR.
Actually, the situation of decreasing proves to be perfectly dual to that of increasing, for we get a logic of decrease by changing the axiom schemata´ ¼µ-´ ¾µ from the list of Section and retaining all the other schemata. Completeness and decidability of the resulting system can be obtained in the same manner as above. We state these issues explicitly for the basic tense logic of shrinking sets.
THEOREM 5.1
The logical system determined by the schemata´ ¼µ-´ ¾µ in place of´ ¼µ-´ ¾µ is sound and complete with respect to the class of descending linear subset frames. Moreover, this logic fulfills the finite model property and, therefore, the set of formulas which are valid in all such structures is decidable.
Note that the problem of axiomatizing descending chains of sets in a sufficiently expressive language, which was left open in the framework of TR (cf [12] ), has been 'solved' by Theorem 5.1 in a sense. (See also [14] for a 'solution' in the framework of propositional linear time temporal logic of concurrency.) Notice, however, that Theorem 5.1 cannot be transmitted easily to the 'modal' case considered in Section 4. In order to succeed in this task it is very likely that one has to add new axioms. Thus, determining the modal logic of linearly decreasing sets really remains an open problem of TR.
Concluding remarks
We have introduced a basic linear tense logic of increasing sets in order to be able to model growth. We have proved completeness and the finite model property of this system, and discussed extensions by further axioms as well as variations with regard to decrease.
Apart from this a formalism is desirable expressing both increasing and shrinking of sets, and their acting in combination. We have studied a corresponding temporal system, which contains the usual temporal operators nexttime, henceforth and until; cf [15] . Nevertheless, we are faced with serious problems in the purely modal case.
There are some current directions of research which have not been adequately related to the issues of this paper so far, e.g. combining logics; cf [6] . Moreover, the question of interpretability of our logic, for instance in some systems of [16] or [20] , should be answered by future research.
