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Abst rac t - -A  family of deterministic algorithms is introduced, designed to solve the global opti- 
misation problem for Lipschitz continuous functions of many variables. All the algorithms can be 
considered as generalisations of the bisection method: they proceed via s sequence of brackets whose 
infinite intersection is the set of global optima. Brackets are unions of similar simplexes. Acceleration 
methods, convergence properties and optimality questions are considered. 
1. INTRODUCTION 
The aim of this paper is to introduce a collection of deterministic algorithms designed to solve 
the global minimisation problem for a Lipschitz continuous function of many variables. All the 
algorithms are generalisations of the bisection method, a connection described in the companion 
paper [7], where much of the theory has been developed. Here we summarise relevant results from 
that paper, and adapt and apply them to the global minimisation problem. An extreme member 
of the family of algorithms generalises the Piyavskii-Shubert [5,6] algorithm in a different manner 
to that of Mladineo [4]. 
What are the advantages of the proposed algorithms? Under certain conditions the algorithms 
possess the following virtues: 
i) assured convergence to all global minima over K (Theorem 4.2), 
ii) minimax optimality (Theorem 5.1), 
iii) the next iteration point is easily found (Theorem 5.1), 
iv) they can be programmed using a simple data structure, since at each iteration the holding 
bracket is a union of similar simplexes. 
Here is a brief description of the mechanism of any of the algorithms, applied to a Lipschitz 
continuous function defined on a compact subset K in R m. The algorithm begins by bracketing 
all global minima over K in a simplex. Each iteration strips away regions from this initial simplex 
using two key processes, reduction and elimination, in such a way that at the end of an iteration 
the current bracket is a union of standard simplexes. Under suitable conditions, this decreasing 
sequence of brackets will converge to the set of global minima of the function over the compact 
set. 
This paper has the following format. In Section 2 we summarize the procedure for creating the 
initial bracket and describe the processes of reduction and elimination. For the proofs that these 
mechanisms retain global optima, the reader is referred to [7]. Techniques for accelerating the 
algorithms are introduced in Section 3. Section 4 presents sufficient conditions for the convergence 
of the algorithms, while Section 5 considers optimality questions. 
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2. ALGORITHMS 
2.1. Basic Ideas 
We assume throughout that the real-valued function f ,  defined on a compact subset K of R", 
is Lipschitz continuous, with Lipschitz constant M. That is, f 6 L(M), where 
L(M) = {f :  K C R n --~ R ] If(x,) - f(x=)[ ~ Ml]z, - x=ll for all x,, 2 ~ K}.  
Our aim is to find the minimum value of f over K, together with the points in K where this 
minimum is realised. 
Each of the algorithms can be tersely expressed using the following framework, where S denotes 
a system of bracketing simplexes, R denotes ome process of system reduction, and £ denotes 
the process of system elimination. 
ALGO~ITItM 2.1. For f 6 L( M) and H a standard domain in R n, proceed as follows: 
Initial step: Form the initial system So 
Iterative steps: Form Si+l - £(R(Si)), for i = 1,2,... m 
Standard domains are set up in Definition 2.1(5), the initial system in Definition 2.2, system 
reduction, R, in Definition 2.4 and system elimination, £, in Definition 2.5. 
A comment about notation: in [7] we focused on the geometry behind the bisection method in 
higher dimensions, and it proved convenient to use vectors in R n+*. Here we view such a vector 
as the image of a point in R" under f ,  so we express each as an ordered pair (z, y), where z 6 R" 
and y 6 R. 
What is the essential idea behind the set of algorithms? The region on or above the graph of 
f in L(M), the epigraph of f ,  is closed with respect o the ordering of R n+l by the cone 
0 = { (z ,y ) :  y > M[[z][, where z 6 R" and y 6 R}. 
That  is, if (z, y) 6 R n+* lies in the epigraph of f 6 L(M), then so too does the cone (z, y) + O. 
It follows that if (z, y) lies on the graph of f ,  then 
1. No point inside (z, y) - O lies on the graph of f ,  and 
2. No point above (z,y) can be a global minimum of f .  
These two observations allow us to strip away regions around the global minima in the graph 
of the function. These ideas are not new. What is new is the following: keeping track of the 
region remaining is made simple by approximating the cone O with an inscribed cone ~7, with 
base, or cross-section, a simplex inscribed in the spherical base of O. 
Here is how the algorithm works. At the outset, v ia ,  + 1 function evaluations, we are able 
to bracket all global minima over K in a standard simplex, To, a translate of a cap of the cone 
V. An evaluation of the function then allows us to remove, thanks to the first property above, 
an inverted version of V from the initial simplex bracket. This has the very fortunate ffect of 
leaving a region which is a union of smaller standard simplexes (see Figure 3). This is the process 
of simplex reduction. Using the second property we can now truncate the resulting system of 
simplexes, removing all points above the level of the lowest current function evaluation. This we 
term system elimination. A typical iteration consists of a set of simplex reductions, termed a 
system reduction, followed by elimination. The result is that at the end of each iteration global 
minimisers are bracketed in a union of standard simplexes. Under suitable conditions on the way 
the simplex reductions are carried out at each stage, the brackets converge to all global minima. 
In order to describe the components of Algorithm 2.1 we now set up the cone V and present 
four definitions which enable us to describe the initial bracket and the simplex systems. These 
were first introduced in [7]. 
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Let {u l , . . . ,  un+x} comprise the unit vectors from the origin to the vertices of some regular 
simplex, with centroid the origin, in R n. Thus ul 4" . . .  4" un+x = 0 and uk • ut = -1 /n  for all 
k, I, k # I. Given M > 0, let V be the cone in R n+l with apex the origin and croes-section 
co{ul , . . . ,un+l}  at height M along the (n 4" 1) st axis, where "co" denotes the convex hull. 
Formally, 
V = pos l (uk ,M) :  k = 1 , . . . ,n  + 1 }, 
where "pos" denotes all positive linear combinations. Figure 1 illustrates the situation in the 
case where n = 2. 
t ,s / 
Xx , t  
e l  
I 
V$ I t 
Figure 1. The ordering cone, V, with simplex base, for the ease when n = 2. 
DEFINITION 2.1. 
1. A standard simplex in R '~+1 is a translate of a cap of the cone V,  so has the form 
{ h } 
T(z ,y ,h )  = co (z ,y ) , ( z  4" - l~uk,y + h): k = l , . . . ,n  4"1 , 
where (z,y) E R n+* is the apex, and h E R the height. By the top of T (z ,y ,h )  we shall 
mean the facet o fT (z ,  y, h) opposite the apex. 
2. A system of simplexes (or system) S in R "+1 is 
(a) a finite set T of standard simplexes, plus 
(b) a point a in R "+1, lying in a lowest top of the system. 
We write S = (T, a), with T = {~},  where 7) = T(z j ,  y¢, hi) and j runs through a finite 
set .  
3. A uniform system is a system S in which all tops lie in the same hyperplane of W '+1. 
Alternatively, yj + hj = Yk + hk for all Tj, Tk in T. 
4. The variation of a system S, V( S), is the difference between the highest and lowest points 
in the system S. That is, 
V( S) = m.ax{yj 4" hj ) - m.in{yj }. 
3 J 
5. A standard omain in R n has the form c+ rU, where c E R n, r > 0 and U is the vector 
sum U1 4" . . .  4" Un+l, where Uk is the line segment from 0 to uk. | 
When n = 1 such a standard omain is a line segment, when n = 2 it is a hexagon, while for 
n = 3 it is a rhombie dodecahedron, the honeycomb cell. For this reason it has been suggested 
that the nmuthful of "multidimensional bisection" should be abbreviated to '%eesection." It was 
shown in [7] that the standard omain always tiles the space in which it lies. 
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ILIL The Initial System 
Over a standard domain H = c + rU it is straightforward to set up a first bracket, a standard 
simplex which bounds all global minima of f over H.  The idea is il lustrated for the case n = 2 
in Figure 2. By evaluating f at the n+ 1 vertices of H,  {vt = c -  ru t :  k = 1 , . . . ,n  + 1}, 
removing the cones f (v t )  - V,  for each k, and truncating at the lowest evaluation, we form such 
a suitable standard simplex To. The least evaluation is retained as the best approximation to the 
global minimum. Note that, given a general domain K, we can always find a standard domain 
H containing K. For a full description see [7, Section 6]. Formally we have: 
An evthlatlelt ver tex . /  I ~t.,~-,- A Iteltallell. the 
I ,  R 
1 
I 
Figure 2. Setting up the initial simplex, when n = 2. Shown is the special case where 
all initial evaluations are zero. 
DEFINITION 2.2. For H = c + rU, a standard domain in R n, and function f in L(M),  the initiM 
system So = (7"0, ao) with 7-0 = { To = T(zo, Yo, ho) } is given by 
n+l  
1 
• o=c+ M(n+ 1) - 
k-.1 
1 n+l  
n+l  f vt( ) -Mar ,  
k----1 
n+l  
ho = Mar  - ~1 E ( f (vk) - m), 
n+l  
k=l  
ao = (c -  rul, m), 
and 
t'k --~ C -- rUk , k= 1 , . . . ,n+l ,  the dual vertices of H , 
m = m n{ f(vk) }, and 
I = an index associated with the lowest evaluation, that is f(vz) -- m. 
where 
| 
That So is a uniform system containing all global minima over H is proven in [7, Proposition 
6.1]. 
2.3. Sirnplez and System Reduction 
Simplex reduction is the key item in any algorithm. It is the mechanism by which a standard 
simplex, T - T(z,  y, h), is replaced by smaller standard simplexes, without loss of any global 
minima. It utilises the two region-removal observations mentioned earlier in this section together 
with the Ml-important fact that the interior of f ( z ) -V  when removed from T, and T truncated at 
he ight / ( z ) ,  leaves a region which is again the union of at most n + 1 smaller standard simplexes. 
We illustrate this fact for the case n = 2 in Figure 3, and follow with a formal statement. 
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Figure 3. Simplex reduction for the case when n = 2. A typical upper eduction is
shown in (a), and a typical ower eduction i  (b). 
DEFINITION 2.3 (SIMPLEX REDUCTION). Let T(z, y, h) be a standard simplex. Two case, occur: 
1. Upper Reduction (when h <_ f ( z )  - Y) 
I f  h < f (z )  - V < (n + 1)h, then the reduction o f t  is (see Figure 3(a)) 
T= T[Z+ M(n+l )  m' 'v+ n - ~  'h -  n+-----~ ( f ( z ) -v ) ] :k=l ' ' ' ' ' n+ l  
J 
else if (n + 1)h < f ( z )  - y, then T is the empty set. 
2. Lower Reduction (when f ( z )  - y < h) 
IfO < f ( z )  - V < h then the reduction o fT  is (see Figure 3(b)) 
{ } :r = T[~ + : 7. f) u,,  I (~) - ( I (~) - v), ( I (~)  - v)l :  k = 1 , . . . , , ,  + I , 
else i f / ( z )  - y < 0 then T is the empty set. | 
In system redudion we reduce some, and possibly all, simplexes in the current system. We 
state this formally now. 
DEFINITION 2.4 (SYSTEM REDUCTION). A reduction of the uniform system S = (T, a), inside 
the initial simplex To, where T = {Tj}j~j, is a system R(S) = (T' ,  a') where 
~" - U ~ U (T~ }, where ~ is the reduction of simplex ~, 
j~I j~J\1 I is a non-empty subset of J, and 
a' ( a, if no lower reductions occur, else 
-- , (z, f (x))  such that f (x)  = n.~{f (z / )} .  | 
In the remainder of the paper we must make the following assumption: 
ASSUMPTION 2.1. The global minimum of f ,  over the projection of the top of To onto R n, occurs 
in H. | 
With this assumption [7, Proposition 4.1] shows that no global minima are removed during a 
system reduction. 
We pause to note that the character of the algorithm is determined by our choice of which 
simplexes to reduce at each iteration. These simplexes are indexed by the set I in Definition 2.4. 
If all are reduced, so I = J,  we have the algorithm analysed in [7]. When only the deepest is 
reduced, so [I[ = 1, then we have a multidimensional nalogue of the Piyavskii-Shubert algorithm. 
This version arises naturally in Section 5. If we reduce the deepest simplex in each connected 
component in the union of the simplex tops, so 1 _< [I] < [J[, we have the analogue of the version 
introduced by Basso in [1] for the case when n = 1. 
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~.4. System Elimination 
Following system reduction, portions of some simplexes may lie above the lowest function value 
recorded, and at least for n > 1, simplexes may be nested. We cleanse the system in the following 
way: 
DEFINITION 2.5 (SYSTEM ELIMINATION). The eIindnated system associated with the system 
S = (7-, a) inside To ~ ¢(S) = (7-', a) where 
7-' = { T n P -  : T 6 7" and T is not contained in some other member o fT} ,  
with P -  the closed half-space ofR "+1 below a. | 
Again, no global minima are removed uring this process [7, Proposition 4.2]. 
This completes our description of the three aspects of Algorithm 2.1, namely construction of 
the initial simplex, and the processes of system reduction and elimination. At this stage all 
we know is that the sequence of simplex systems o generated, So, S1,S2,... contain all global 
minima over H. Following the discussion of acceleration methods in the next section, we return 
in Section 4 to the question of the convergence of these systems to the set of all global minims 
on H. 
3. ACCELERATION METHODS 
Two important means are immediately at our disposal for speeding up the raw reduction 
process described in the previous ection. The first allows us to remove more, while the second 
allows us to remove it from more simplexes. Both hasten the convergence of the algorithm. 
How are we able to remove more? We make use of the ordering of the epigraph of f by 0, 
not merely V, to withdraw larger simplexes in each reduction. We shall term this improvement 
"spherical" reduction. How can we remove regions from more simplexes? We recognize that, 
beyond the case where n = 1, simplexes in a system frequently overlap. In the reduction process o 
far we have removed a region from only a single simplex; no effort has been made to remove regions 
from simplexes intersecting this simplex. When we remove the region from all such simplexes we 
shall refer to the reduction as "complete." Such an improvement will involve appropriate data 
structure techniques within a computer implementation f the algorithm. Implicitly here we are 
using the fact that the critical reduction property (withdrawal of -V  from within a simplex 
leaves maller similar simplexes) is not dependent on evaluation at the apex; it holds for removal 
at an arbitrary point. 
We devote the remainder of this section to the development of the upper spherical reduction 
formula. It is a modification of upper reduction which will allow us to completely remove a 
simplex T(z, y, h) in the system if f(z) is found to be more than a height h above the simplex 
top. Until now this could only occur if f(z) was more than a height nh above the simplex top. 
The idea is illustrated for the case n = 2 in Figure 4. Pictured is the triangular top T of 
T(x, y, h) and the cross-section D' of the removal cone (x, f(x)) - V through the plane of the 
simplex top. We are really permitted to remove (x, f(x)) - O, a much larger volume, whose 
cross-section is shown as S in the diagram. It is now clear that we can remove a simplex-based 
cone at an effective valuation point higher that (z, f(x)). Its cross-section through the plane 
of T is shown as D, evidently the largest simplex dually oriented to the top of T(z, y, h) whose 
intersection with T is contained in S. 
We now present he function A which relates the radius of S ( -  radius D') to the radius of D. 
When S passes through the vertices ofT, evidently D, shown in Figure 4, will have radius double 
that of T, and in general, for a simplex T in R", a radius n times as great. We standardise by 
taking T of unit radius, whence A will be a function from [0, 1] to [0, n]. 
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Figure 4. Showing the top, T, of a simplex in the system, when n --- 2, together with 
the crosa-sectiorm in the plane of T of the standard ually oriented removal cone, D ~, 
the circular emoval cone, S, and the spherically accelerated removal cone, D. 
THEOREM 3.1. Let T be a regular n-simplex of unit radius and S be an n-sphere with the same 
centre, and radius r, 0 < r < 1. Then the radius, A(r), of the largest regular n-simplex, D, dually 
oriented to T, sharing the common centre and such that T N D C_ S, is given by the piecewise 
formula, with n parts: 
maximum value of A 
A(r) = on previous interval 
maximum value of A 
on previous interval 
for 0 < r < sin On,,,-1, 
+ • / r  2 - sin s On,i 
1-17=i+ I tan 0i,1' 
for sin0,~j < r < sin0n,i-1, 
+ ~/1-I7=2 sin20n'lr2-tan Oj,l , forsinOn,1 _<r<l,_ 
where OLk , for j > k, is the angle between the vertex to centroid line, and vertex to centroid of 
a k-dimensionM face line, in a j-simplex. I I  
We can immediately apply the theorem to produce an accelerated upper reduction procedure 
replacing (1) in Definition 2.3. 
DEFINITION 3.1 (SPHERICAL UPPER REDUCTION). Let T (z ,y ,h )  be a standard simplex. If 
h <_ fQ:) - y <_ 2h then the upper reduction of this simplex is 
- u - 1 
T= T[z + ~--~(n g guk ,y  + -~ i Y,h - ~(F (z )  - y)l : k = l , .  n+l  
n+l  ""  f ' 
else i f2h < f (x )  - y then 7" is the empty set. 
Here F(z)  - hA [l(x)-h(u+h) ] + (y + h) is  the "effective" evaluation o f f  at 
f ~ 
z .  | 
PROOF OF THEOREM 3.1• As r increases, the sphere S is initially inside T, then successively 
breaks through faces of T of dimension n - 1 (a facet), n - 2 , . . . ,  2, 1 (an edge), until finally it 
simultaneously touches every vertex of T 
The initial phase holds while 0 < r < sin 0n,n-1, and during this period A(r) = r, the radius of 
the sphere S. Suppose now that S is breaking through a facet of T, a face of dimension n - 1, so 
sin 0n,n-1 < r < sin 0n,n-2. Let the radius of the intersection of S with the facet be s,~-l. Then 
Sn-1 
A(r) = r .  + tan 0.------~1' 
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where r ,  = sin0,,n-1 is the maximum value of A(r) on the previous interval. Now sn-1 = 
~/r 2 ' -  sin 8n,n-1, yielding the formula in the theorem. Notice how the division by tan ~n,1 trans- 
forms a distance in the n - 1 simplex to a distance in the n simplex. An extension of this idea is 
used repeatedly in the general case, which we now consider. 
Suppose that S is breaking through an/-dimensional face (0 < i < n) of T, so sin/gn,i < r < 
sin 6n,i-1. Let si be the radius of the intersection of S with a face of dimension i and ri+l be the 
maximum value of A(r) over the previous interval. Then A(r) equals ri+l plus the extra radius 
of D attributable to S breaking through the face of dimension i. That is, 
$i A(r) = ri+l + 
tan 0i+1,1 " • tan/~n,l' 
~/r 2 - On,i sin 2 
-- ri+ 1 q- ~-~- - - - - - - .  
I'Ij=i+l tan  ~j,1 
This verifies the statement of the theorem. II 
The reader is encouraged to sketch the case for n = 3 and i = 1 to obtain a picture of this 
general mechanism. 
When we are minimising a function of n variables, a standard simplex has a top which is a 
regular simplex in R n. Thus the acceleration function we need is that presented in the theorem. 
In Table 1 we present he acceleration function for functions of n = 2, 3, 4 and 5 variables. It can 
be readily shown, using for example the n-simplex which is the convex hull of the standard basis 
vectors in R n+l, that., for integers 1 < j < i, 
l i-j i i-j sinOid= . /0~ ) and tanOi , j= j ( i+ l ) "  
Table 1. The acceleration function, A(r), for spherical upper reduction, for functions 
of 2,3,4 and 5 variables. 
n=2 n=3 
r A(r )  r A( r )  
[o,½1 
[!, 1] 2 
r 
-1~ + ~/3(r2 + (½)~) 
[o,~1 
[~,11 
r 
1 2 l+?6( r  ~+(~)  ) 
n=4 n=5 
r A( r )  r A(r )  
[o,¼1 r 
¼ + (¼) 2 ) 
/ I0 / , ,2  1 2 
+ v~, -  - (~) )  
[o, }1 
1 1 
[~,1] 
r 
. /3 ( r2  1 2 }+v~ -(~)) 
1 2 l+?5( r  2+(7g  ) ) 
We conclude the section by drawing attention to two other acceleration possibilities. The 
reduction mechanism, replacing a simplex by smaller simplexes through removal of the inverted 
cone, happily works for evaluations at non-apex points. Thus we could allow more flexibility in 
the algorithm by permitting reductions at arbitrary points. A need for this flexibility will be 
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felt when we discuss optimality in Section 5. The second matter concerns deletion of infeasible 
simplexes. Given a domain of interest, K _ R n, we bound K in a standard omain H, and then 
work with an even larger region, the top of To, the initial simplex. As soon as a simplex top lies 
outside H it is certainly infeasible, and so the simplex should be removed. For a full discussion 
of such questions we refer the reader to [3]. 
4. CONVERGENCE 
Throughout this section we work with the raw reduction process given in Definition 2.3. Since 
both spherical and complete reduction serve to accelerate the reduction process, the results of 
this section hold afortiori if either or both of these improvements are employed. 
We present wo convergence onditions. The first ensures that the system variation decreases to 
zero, while the stronger second condition ensures that the sequence of system brackets converges 
to the set of global minimisers. 
These results, together with the optimality results which follow in the next section, suggest 
that the deepest simplex algorithm should be the first to be tried on test problems. For now we 
need some notation. This has been chosen to conform as far as possible with that in Shubert [6], 
Basso [1], and Mladineo [4]. We remark that while certain of the results are similar to those in 
these papers, proofs are necessarily somewhat different. 
Given a standard omain H, a function f E L(M) on H and an algorithm involving a reduction 
strategy R, we denote by (a:j) the sequence of points in R n at which evaluations of f are made. 
The sequence (zj)  is sometimes termed the sample sequence. The first n + 1 will be the vertices 
vt of H; let us agree that at the end of the ith iteration we have reached xm . We let 
ai = rain{ f(xj) : j = 0, 1 .... , ni ), 
the height of the lowest evaluation at the end of the ith iteration, 
/3i = min{ y : (z, y) e T e T/, for some x e R'* }, 
the height of the lowest point in the system Si, and 
a = min{ f ( z ) :  z E H }, 
the global minimum over H. 
We let E denote { z E H : f ( z )  = a }, the solution set, and Li be the localisation or region 
of uncertainty after the ith iteration. It is the smallest region at this point known to contain E: 
OO ' ,  the projection onto H" of all tops of simplexes in T/. Let Leo = Ni=oL, and A be the set of all 
accumulation points of the sample sequence. Our first result relates E and Leo. 
PROPOSITION 4.1. For any algorithm, E C Leo. 
PROOF. For each i = 0, 1, 2 . . . .  , Si contains all global minima of f over H, so E C_ Li, whence 
the proposition follows. II 
The  condition we now introduce will ensure that the system variation converges to zero, and 
hence that ai,n+1, the (n -I- 1) ~t coordinate of the best evaluation after the ith iteration, ai (see 
Definition 2.1 (2(b))), converges to ~. 
CONDITION (C1). All deepest simplexes in the system at the end of each iteration are eventuMly 
reduced. 
We can phrase (C1) formally as follows: Xi -- { z : T(x,/3/, h) E T/ for some h } must be a 
subset of {zj  : j = 1, 2 , . . .} ,  for all i -  0 ,1 ,2 , . . .  
THEOREM 4.1. I f  condition (G1) holds, then 
i) a~ l a and ~i t a, as i....* oo, 
ii) f ( z j )  ---, or, as j ---* co, 
iii) A C_ E, and 
iv) lira inf I I x  - xj l l -  0. 
j--*oo zEE 
CA/IW& 21:6 /7°L  
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The proof of the theorem depends on the lemma which follows. 
LEMMA 4.1. Let R be a reduction process satisfying condition (C1), and assume that the algo- 
r i thm has completed iteration io. Then there exists an integer I such that 
B B 
- = v(s ) <_ = 
PROOF. Here, briefly, is the idea behind the proof. The task of reducing the system variation by 
a factor of n/ (n  + 1) can be viewed as the task of removing all simplexes which penetrate beneath 
the critical evel,/to, a distance n-~-f+V(Sto) above ~t, the bottom of the current system. An upper 
reduction of such a simplex would suit our aim, while a lower reduction of such a simplex could 
well introduce n + 1 new simplexes below the critical level. Each such lower reduction, however, 
lowers at, allowing us to lower the critical removal evel. All the new simplexes lie above the 
revised critical level, so preventing a build up of simplexes which need to be removed. Eventually 
all simplexes beneath the current critical level are removed. 
Formally, the revision of the critical level is governed by 
/t+l = It - (ai - ai+l),  for i >_ i0. 
Let At = { T E ~ : T lies in the closed half-space above It }, the simplexes in 7~ above the critical 
level, and Bt = 7"i \ At those with a portion below the critical level. Thanks to our choice of it 
we always have IBt+ll _< IBtl, for i ~_ i0. 
We now confirm that the inequality is exact if a simplex T in Bt is reduced during the ith 
iteration. Certainly if T is upper reduced, each simplex in the reduction, T, lies above It (~_ It+l) 
so 7" C At+I.  On the other hand, if T is lower reduced then the apexes of members of 7" lie 
below It by a distance less than at - at+l, so again 7" C At+I. Since IBt, l < oo and the deepest 
simplex is eventually reduced, eventually Bt  = ¢, for some I. 
_ n..-.~-.- 0 t .  We now show that Bt = ¢ implies at  - /~I  < ,~+1 ( 'o -/~t0), as required. Now 
i i  = rio - (a io  - a l )  
1 
= + -  to) - (0 . °  - 
and since BI = ¢ implies li ~ ~z, the required inequality holds. | 
We pause to note that for the deepest simplex algorithm, with N simplexes in St. deeper 
that n-~TV(Sto), within N iterations the system variation will be reduced by a factor of at least 
,-,/(,-, + 1). 
PROOF OF THEOREM 4.1. 
i) From Lemma 4.1 it follows that at - fit I 0 as i --.* oo. Since fit < a < ai for all i, and fit 
is increasing while at is decreasing, the result follows. 
ii) For an evaluation point, zj, in the ith iteration, ~i _~ f (z j )  _< at. Since as j --* oo we also 
have i -~ c~, (i) above ensures f (z j )  --* a. 
iii) If z E A, there is a subsequence (zjk) of (zj) such that zjk - .  x as k - -  oo. Since f is 
continuous f(xj~) £ f(x).  But from (ii), f (x j , )  k ---* a, so f (x )  = a, whence A C E. 
iv) Suppose (iv) is false. That is, there exists an ,  > 0 and a subsequence (zj~) of (xj) such 
that inf=eE IIz - z#, II > ~ for all k. Since the top of the initial simplex is compact here is 
an accumulation point of (xjh), z '  say. By (iii) z '  E E,  so we have a contradiction. | 
An extreme algorithm satisfying condition (C1) is that, mentioned earlier, in which at each 
iteration just the deepest simplex is reduced. For n = 1 this is the Piyavskii-Shubert algorithm, 
while for n > 1 it represents a discrete analogue of Mladineo's algorithm. In the next section we 
will discuss the optimality of this version. For the moment, however, we wish to motivate our 
next condition by pointing out a drawback of this deepest simplex strategy. Basso, in [1], gave 
an example, when n = 1, of a function f on a closed interval for which the algorithm did not 
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produce convergent localisations. That is E ~ Loo. Our next condition is stronger than (CI) 
and ensures that the algorithm does not permit such "stray" regions to persist in Loo. 
CONDITION (C2). All simplexes in the system at the end of each iteration are eventually 
reduced. | 
We can phrase (C2) formally as follows: X~ -- ~ z : T(z, y, h) E ~ for some y and h } must be 
a subset of ( z j  : j - 1 ,2, . . .}  for all i = 0,1,2, . . .  
THEOREM 4.2. If condition (CP) holds, then 
i) Loo C_ A, and 
ii) f3~oli : { all global minima over H }, where h = UTeT.T is the ith bracket. | 
Our next corollary brings together all the results of this section. It follows from Proposition 
4.1, Theorem 4.1 (iii) and Theorem 4.2 (i). 
COROLLARY 4.1. If condition (C2) holds, then E = A = Loo. | 
We conclude this section with the proof of Theorem 4.2. 
PROOF OF THEOREM 4.2. 
i) Take z in Loo. After the ith iteration z will lie in the projection of finitely many of the tops 
of simplexes in 7~. Each such projected top has the form S(z, r), a simplex with centroid 
z and radius r. Denote by S($i, r~) the largest such simplex. Condition (C2) ensures that 
all such projected tops are eventually replaced, and so the radius of each decreased by at 
least a factor of n/(n + 1). Thus r i ~ 0, whence zi -'-* z, as i --~ ¢m. Hence z E A. 
ii) Propositions 6.1, 4.1(1) and 4.2(1) of [7] ensure that all global minima over H remain in 
OO . OO . Ni=oI~. Now suppose that (x,y) E •i=oIi. Certainly y = a, by Theorem 4.1(i). Also 
z E Loo, hence A, using (i) above, so f (z)  = a, by Theorem 4.1(iii). Thus (x,y) is a 
global minimum. II 
5. OPT IMAL ITY  
In order to discuss optimality questions we must focus on 
i) a class of algorithms, A
ii) a class of functions, F, and 
iii) an optimality criterion, C. 
Here we shall restrict ourselves to sequential algorithms. These have the form described in 
Algorithm 2.1 and the property that just one evaluation occurs at each iteration. Such sequential 
algorithms without any acceleration we denote by A. By A e, A' and A ¢', we shall mean algo- 
rithms with complete reduction, spherical reduction and both complete and spherical reduction, 
respectively. The family F will be either V(M), the class of functions whose epigraph is closed 
under ordering by V, or L(M), and C will always be system variation. 
By the "one-step optimal" algorithm we mean that which minimises, over A, the maximum, 
over F ( those members of F passing through all evaluation points to date), of the criterion C. 
That is, given a system Si we require the algorithm for which 
sup_ Y(Si+l) 
]EF 
is least. Since an iteration in this context involves reduction of a single simplex, the problem 
becomes that of finding the simplex whose reduction ensures that this supremum is least. In the 
sequel we summarise a problem by means of a triple of the form (A, F, C). 
THEOREM 5.1. For (A, V(M), V) and (A, L(M), V) the optimal one-step strategy is to reduce a 
deepest simplex. | 
The proof closely follows the method in [4, Theorem 4.2], so is omitted. 
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THEOREM 5.2. For (A ¢, V(M), V) the optimal one-step strategy at any stage/s the following: 
i) if there exist a pair of disjoint deepest simplexes, then reduce any deepest simplex, else 
ii) if no simplex centroid lies over the intersection of all deepest simplexes, then reduce any 
deepest simplex, else 
iii) reduction at one of the centroids over the intersection of all deepest simplexes will be 
optimal. 
PROOF. Statements (i) and (ii) follow since no evaluation in such cases necessarily lessens ystem 
variation. Statement (iii) follows since reduction over an intersection centroid necessarily makes 
all deepest simplexes maller. The particular centroid chosen would be the result of an appropriate 
weighting process. | 
Analysis of (A c, L(M), V), (A', L(M), V) and (A ¢', L(M), V) would appear to be more com- 
plicated, since no longer can we construct a function in L(M) which necessarily takes the value 
a~ on tops of simplexes in the system. Such a function is essential in the proof of Theorem 5.1. 
In consequence, reduction of any simplex in these cases may also reduce the deepest simplex. 
A study of the numerical performance of the algorithms will be made in a future paper. 
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