Introduction
Let introduce the complex Sobolev spaces H In the paper we study the eigenvalue problem for the non-self-adjoint differential operators Here the eigenvalues λ k are enumerated with their algebraic multiplicities and ordered lexicographically, so that Re(λ k ) < Re(λ k+1 ), or Re(
One can prove that operator L is self-adjoint in the Hilbert space H −m
The aim of the paper is to find asymptotic formulae for the eigenvalues (λ k ) k≥0 which are uniform in V on appropriate sets of distributions. The case m = 1 was studied in [2, 6] using the same approach.
The following two theorems are the main results of the paper.
(a) There are precisely 2n 0 − 1 eigenvalues inside the bounded cone
(b) For any n ≥ n 0 the pairs of eigenvalues λ 2n−1 (W ), λ 2n (W ) are inside a disc around n 2m π 2m of the radius n m :
In the case m = 1 theorem 1.1 has been proved in [6] (see also [2] ).
The estimates (1.3) is novel in the case m = 1 as well. In the case m = 1 and V ∈ H 
Preliminary Results
A purpose of this section to prove some qualitative results concerning the operator L m (V ). More precisely we are going to prove the following statement. 
To prove the theorem 2.1 we need two preliminary lemmas.
As well known the space L identifies with sequence spaces. For any n ∈ Z, and s ∈ R we can define the weighted l 2 -spaces by
This space is the Hilbert space sequences (a(k)) k∈Z in C with norm
For n=0 we will simply write h s instead of h s,0 .
Further, the map
For this isomorphism, multiplication of functions corresponds to convolution of sequences, where the convolution product of two sequences a = (a(k)) k∈Z and b = (b(k)) k∈Z (formally) defined as the sequence given by
So, given two functions u, v formally,
The following Convolution Lemma is a starting point of our method.
Lemma 2.2 (Convolution Lemma, [2] ). Let n ∈ Z, s, r ≥ 0, and t ∈ R with t ≤ min(s, r).
the convolution map is continuous (uniformly in n), when viewed as a map
So, the map
is continuous, when V · f is given by formula (2) . Now,we can define the operator L m (V ), which is given by the differential expression Proof. According to the Convolution Lemma there exists the constant C m > 0 such that
Further, for any fixed δ > 0 there exists a decomposition
Taking to account that
, 1] then we have the following estimates: Remark that using the perturbation results ( [1] , Ch. V, §11) and [3, 7] one can prove the following statement Theorem 2.4. For any ε > 0 the spectrum of the operator L m (V ) belongs to the cone
except a finite number of the eigenvalues. The asymptotic formula
Obviously that assertions of Theorems 1.1 and 1.2 are much stronger. Therefore the proof of Theorem 2.4 is omitted.
Proofs of the Main Theorems
To prove the theorems 1.1 and 1.2 it is useful to deal with the eigenvalue problem for the operatorL m (v) in the sequence Hilbert space h −m (Z). This operator has the same spectrum and is of the form
where D m and B(v) are infinite matrices, 
where the eigenvalue 0 is simple and other eigenvalues are double. For given M ≥ 1, n ≥ 1, and 0 < r n < n m π 2m the following regions Ext M and V ert m n (r), m ∈ N of complex plane will be used:
Let formulate the result which we will use bellow. 
(b) For n ≥ n 0 the pairs of eigenvalues λ 2n−1 (m, v), λ 2n (m, v) are inside a disc around n 2m π 2m ,
In a straightforward way, one can prove the following two auxiliary lemmas.
Lemma 3.2. For any s, t ∈ R with s − t ≤ 2 and any
Lemma 3.3. Uniformly for n ∈ Z \ {0} and λ ∈ V ert 
(b) For n ≥ n 0 the pairs of eigenvalues λ 2n−1 (m, w), λ 2n (m, v) are inside a disc around n 2m π 2m ,
Proof. Let v ∈ h −m . Since the set h m is dense in the space h −m , we can represent v in the form
with v 0 ∈ h m and v 1 h −m ≤ ε, where ε > 0 will be find bellow. We will show that for some M ≥ 1 and n 0 ∈ N, which both depending on v 0 h m , so that for any w = v +w ∈ h −m with w h −m ≤ ε,
where Resol(L m (w)) denotes the resolvent set of the operatorL m (w) = D m + B 0 + B 1 , and B 0 = v 0 * ·, and
At first let consider λ ∈ Ext M for M ≥ 1. Using the Convolution Lemma and the Lemma 3.2 one gets
Hence, for M ≥ 1 large enough and λ ∈ Ext M ,
So, using the Convolution Lemma and the estimate
. Therefore, if ε > 0 is small enough, the resolvent of the operator
exists in the space L(h −m ) for λ ∈ Ext M and is given by the formula
and so we can not argue as above. However, we have (see the Lemma 3.3 (e ′ ))
with n large enough, we find that the following decomposition of the resolvent of
where
Using the Convolution Lemma (c) and the Lemma 3.3 (a ′ ), (b ′ ) we can find n 0 ∈ N such that, for any n ≥ n 0 and λ ∈ V ert m n (n m ), the operator L λ is invertible in the spaces L(h −m ) and L(h −m,n ) in the form (3.2). Using the Convolution Lemma (a) and the Lemma 3.3 (e ′ ), one can obtain
. Therefore, if ε > 0 is small enough, the sum 
where Resol(L m (w)) denotes the resolvent set of the operatorL m (w) = D m + B 0 + sB 1 for 0 ≤ s ≤ 1. Further, denoting the Riesz projector for 0 ≤ s ≤ 1 and any contour Γ in Ext M ∪ n≥n0 V ert m n (n m ), 
Proof. Let v ∈ h −m . Since the set h m is dense in the space h −m , one decomposes
with v 0 ∈ h m and v 1 h −m ≤ ε, where ε > 0 will be chosen bellow. We are going to show as above that there exists n 0 ∈ N depending on v 0 h m and R ≥ 0 such that, for any w = v + w 0 ∈ h −m with w 0 h −m ≤ R, 
Hence, for n large enough and λ ∈ V ert m n (r n ),
Further, for n large enough, we can show that the following representation of resolvent of the operator
Using the Convolution Lemma and the Lemma 3.3 (e), we get So, we conclude that the sequence (λ k (m, w)) k≥0 of eigenvalues satisfies the asymptotic formula (1.3).
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