Introduction
Sampling weights weigh sample data to correct for the disproportionality of the sample with respect to the target population of interest. The weights reflect unequal sample inclusion probabilities and compensate for differential nonresponse and frame undercoverage. They are routinely included in survey data files released to analysts. The role of the sampling weights in the statistical analysis of survey data is however a subject of controversy among theorists. For descriptive inference, that is, inference about known functions of the finite population values, weighting of sample data is widely accepted although modifications to control variances are occasionally recommended. Yet, for analytical inference about model parameters, there is a wide spectrum of opinions on the role of the sampling weights, from modelers who view the weights as largely irrelevant to survey statisticians who incorporate the weights into every analysis.
In order to illustrate the controversy, consider the second National Health and Nutrition Examination Survey (NHANES) in the US (McDowell et al., 1981) . The NHANES consists of a stratified four stage probability cluster sample of households. The primary sampling units (PSU's) are counties or groups of contiguous counties and the stratification is based on size, income and racial distribution. The selection of the PSU's and the three stage selection of persons within the PSU's is with unequal probabilities so as to oversample the poor, the young and the old age groups. Let ,7i = P(i E s) define the sample inclusion probability for person i, i = Put together, the two questions can be phrased as 'weighting: why, when and how?', the title of a talk by Kish (1990) which focuses on the use of the weights in descriptive analysis. The main conclusion of this study is that the sampling weights can play a vital role in two different aspects of the modeling process.
(1) The weights can be used to test and protect against nonignorable sampling designs which could cause selection bias. (2) The weights can be used to protect against misspecification of the model holding in the population.
The robustness of inference procedures that incorporate the weights is obtained by changing the focus of the inference to finite population quantities. We discuss alternative definitions of the target parameters in Section 2. Section 3 discusses the conditions ensuring the ignorability of the design and in Section 4 we show how to use the weights to test that the design is ignorable with respect to a given model. Section 5 illustrates how the use of the sampling weights can protect against nonignorable designs and misspecified models. In Section 6 we show examples where the use of the weights is either the only possible inference tool or the optimal tool. Section 7 discusses different approaches of incorporating the weights. We conclude the article with a brief summary in Section 8.
An important aspect of the weighting issue not addressed in this article is the construction of the weights. Throughout this article we assume that the weights represent the inverse of the sample inclusion probabilities. Recent articles considering the construction of the sampling weights with rich lists of references to earlier studies are Cox (1987) and Kish (1990) . In order to illustrate the difference between the two approaches, consider the fitting of a regression model to data arising from a cluster sample. Population clusters are usually homogeneous groups with large differences between the clusters and so an analyst following the first approach would possibly allow for different regression equations to operate in different clusters in his model. When the number of observations in each cluster is small, he will have to model also the relationships between the regression coefficients operating in different clusters (see for example Pfeffermann & Lavange, SHS, Ch. 12). Alternatively, he may postulate a single regression line but allow for intracluster correlations between residual terms pertaining to the same cluster (Scott & Holt, 1982) . Once the model is defined, the analyst will estimate the unknown model parameters using maximum likelihood, Bayesian, or some other optimal strategies. See Pfeffermann & Smith (1985) for a review and discussion of such models.
The analyst following the second approach is likely to define the target quantity as the least squares solution in the case of a census, that is, the DPQ Before describing the third approach to analytic inference from survey data we discuss the notions of 'corresponding descriptive population quantity' (CDPQ) and 'design consistency' (DC) which form the basis to this approach. We now turn to the notion of design consistency. In classical theory of statistics, consistency refers to the limiting behaviour of a sample statistic as the sample size is increased to infinity. Thus, defining the concept of consistency in finite population sampling requires that the population size will also be allowed to increase. This raises the question, however, of a suitable formulation of the manner by which the population and the sample increase such that their structure is preserved. 
Ignorable and Informative Sampling Designs

Illustration of the Problem
When the sample is selected by simple random sampling, the model holding for the sample data is the same as the model holding in the population before sampling. With the complex sampling designs often used in practice, the two models can be very different however and failure to account for the sample selection process might bias the inference. As already mentioned in Section 2 and illustrated in Section 5, incorporating the sampling weights in the analysis is one way of dealing with the effects of the design.
In order to illustrate the problem, suppose that the population is made up of N units and that with every unit i is associated a vector (yi, zi) of measurements where (Yi, zi) are independent draws from a bivariate normal distribution with mean i and V -C matrix S. In the next section we define the ignorability conditions more formally. In Section 4 we discuss the use of the sampling weights for testing the fulfillment of these conditions.
Definition and Conditions for the Ignorability of the Sampling Design
The definition of ignorability and the conditions under which the design is ignorable are As the discussion of the previous section suggests, satisfying the ignorability conditions can be a complicated matter particularly with complex multistage sampling designs which depend on the values of several design variables. The effects of ignoring the sample selection process when fitting models to survey data are studied extensively in SHS (1989) with the clearcut conclusion that failure to account for all the important design variables or incorrectly specifying the conditional distribution of the survey variables given the design information can have severe effects on the inference process. These effects include bias of point estimators and poor performance of test statistics and confidence intervals. The study covers a large number of statistical techniques such as regression analysis, categorical data analysis, logistic regression and principal components analysis. The SHS book contains references to other similar studies. Below we mention briefly two examples. 
Drawbacks of Randomization Based Inference
Focusing on CDPQ as the target of inference and restricting to DC estimators is not without a price. As illustrated in many studies, (see references below), if the model postulated for the sample data is correct, the use of weighted estimators can result in substantial loss of efficiency compared to the use of optimal, model dependent estimators. In general, the loss in efficiency is larger, the smaller is the sample size and the larger is the variation of the sampling weights.
It is important to emphasize also that although weighted statistics are asymptotically unbiased when averaging over all possible samples, they may exhibit serious biases under the model (1) Another important limitation of randomization based inference is that by focusing on CDPQ as the target quantities, the inference is restricted to populations which have a similar structure to that of the population under study. Kalton (KDKS, p. 580) discusses the following simplified example. Suppose that it is required to estimate the transition probabilities in a simple Markov chain model. If the model holds, every individual has the same transition probabilities and those probabilities can be estimated under the model by the simple unweighted sample proportions. Suppose, however, that the model is false with older persons having different transition probabilities from younger persons. Let the sample be selected by a stratified design with the strata defined by age. If older persons have higher sample inclusion probabilities than younger persons, the unweighted sample proportions depend on the actual sampling fractions within the strata and they are generally meaningless. The weighted estimates on the other hand estimate the corresponding population proportions so that they are meaningful estimates. The weighted estimators fail, however, to provide meaningful estimates for populations with a different age composition. It is clear also that the weighted estimators are biased in estimating the separate probabilities holding in the various strata. Thus, the protection offered by the use of the weights applies only in a restricted sense. This limitation is quite general and applies to other inference models.
Finally, a limitation of randomization based inference raised in the literature is that there is no clear principle in the choice of DC estimators. We come back to this issue in Section 7. 
Different Approaches for Incorporating the Weights
Preface
In this section we survey more systematically the approaches proposed in the literature for incorporating the sampling weights {wi = (1/tri), i E s} in the inference process. We restrict the discussion to point estimation which is where the various approaches differ mostly. The following points should be borne in mind when comparing these approaches: -Different approaches may lead to the same estimators -The same approach may produce different estimators -Not all the approaches are aimed at producing DC estimators -In some of the approaches the weights come into picture indirectly as a result of the use of particular models.
Overview
Modifications of Model Dependent Estimators
By this approach, estimators with explicit expressions are modified so as to make them DC for the CDPQ. Consider for example the estimation of the slope coefficient in simple regression. The OLS estimator can be expressed as Rubin's approach offers a principled method for incorporating the weights but it requires the knowledge of the inclusion probabilities for all the population units and not just for the sample units. More crucial, and as illustrated by Rubin (1985) and Sugden & Smith (1984) , the vector x can be too coarse and hence not be an adequate summary. See Smith (1988) for possible expansions of the vector n in such cases.
MLE Derived from Weighted Distributions
The other approach considered in the literature for incorporating the weights as part of the model is the use of weighted distributions (Patil & Rao, 1978; Rao, 1985) . In a way, this approach is the converse of Rubin's approach since it focuses on the probabilities P(y,; a) = P(i E S | y,) where a is a vector parameter rather than on the densities f(y, 3r). The likelihood (7.9) is seen to depend on the conditional selection probabilities P(y; a) that enter into the denominator. Thus, the use of this likelihood requires in addition to the definition of the pdff(y; 0) a specification of the relationship P(y; a) between the sample selection probabilities and the variables observed in the sample. This can be accomplished by modeling the empirical relationship in the sample between the sample inclusion probabilities and the observed measurements. Having identified a suitable model, the vector parameter a can be included as part of the unknown parameters over which the likelihood is maximized or it can be estimated externally in which case it may be fixed at its estimated value when maximizing the likelihood (7.9). Krieger & Pfeffermann (1992) illustrate the use of this approach for estimating the parameters of a bivariate normal distribution. The authors consider two different sampling designs-PPS sampling and disproportionate stratified sampling, and distinguish between cases where the sampling designs are ignorable and where they are informative. Simulation results illustrate the good performance of estimators obtained by this approach. An earlier use of these ideas for the estimation of regression coefficients is reported in Hausman & Wise (1981) . See also Smith (1988) for a formulation applicable to PPS sampling under which the method of moments estimators, derived from the joint weighted pdf fW(y, 7) reduce to the corresponding H-T estimators.
Summary
In Section 7 we survey six approaches for incorporating the sampling weights in the inference process. In the first four approaches the weights are not part of the model and they are used to produce DC estimators for CDPQ of the model parameters. In the other two approaches the weights are incorporated as part of the model but the resulting estimators are not necessarily DC for the CDPQ.
The first approach described in 7.2.1 is restricted to estimators with known explicit expressions. Little's approach offers a model based theory for incorporating the weights but a more general application of this approach requires the development of guidelines for the choice of such models. The two approaches entitled 'pseudo likelihood' and 'estimating functions' are similar in the sense that inference is directed at the optimal estimating equations that would be obtained in the case of a census. These optimal equations are frequently the same under the two approaches. A critical drawback in the reported applications of these approaches (but not in principle in the philosophy behind them) is the restriction to simple weighting of the individual functions ui(yi, 0) or 4i(Yi, 0) to achieve exact design unbiasedness (see equations (7.2) and (7.6)). In other words, valuable information on the design variables or some other concomitant variables, possibly known to the analyst, is not exploited in the estimation of the population optimal estimating equatiaons. The estimators proposed by Fuller (see Pfeffermann & Holmes, 1985) for regression coefficients and by Rao, Kovar & Mantel (1990) for percentiles of distribution functions are examples for the use of design variables or other concomitant information to obtain more efficient DC estimators than the simple weighted estimators. We survey these studies in previous sections. Similar procedures can be employed for estimating the population likelihood or estimatinng funcation l s. The use of 'weighted distributions' described in 7.2.6 provides a principled method for incorporating the weights in the inference process. The application of this approach requires however to model the relationship between the sample selection probabilities and the observed data. The key question to the thuse of this approach is therefore whether this relationship can be identified and estimated from the sample data. It would seem that this question can only be answered by analysing actual data obtained from commonly used sample surveys. Research in this direction would be a valuable contribution.
