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Abstract
The operators on Lp = Lp[0, 1], 1 ≤ p < ∞, which are not commutators are those of the form λI + S where λ , 0
and S belongs to the largest ideal in L(Lp). The proof involves new structural results for operators on Lp which are
of independent interest.
1 Introduction
When studying derivations on a general Banach algebraA, a natural problem that arises is to classify the commutators
in the algebra; i.e., elements of the form AB− BA. The problem as stated is hard to tackle on general Banach algebras.
The only known obstruction was proved in 1947 by Wintner([13]). He proved that the identity in a unital Banach
algebra is not a commutator, which immediately implies that no operator of the form λI + K, where K belongs to a
norm closed (proper) ideal I of A and λ , 0, is a commutator in the Banach algebra A. On the other hand, there
seems to be no general conditions for checking whether an element of a Banach algebra is a commutator.
The situation changes if instead of an arbitrary Banach algebra we consider the algebra L(X) of all bounded linear
operators on the Banach space X. In this setting, one hopes that the underlying structure of the space X will provide
enough information about the operators on X to allow one to attack the problem successfully. Indeed, this is the case
provided the space X has some “nice” properties. The first complete classification of the commutators in L(X) was
given in 1965 by Brown and Pearcy ([3]) for the case X = ℓ2. They proved that the only operators in L(ℓ2) that are
not commutators have the form λI + K, where K is compact and λ , 0. In 1972, Apostol proved in [1] that the same
classification holds for the commutators on ℓp, 1 < p < ∞, and one year later, he proved that the same classification
holds in the case of X = c0 ([2]). Apostol had some partial results in [1] and [2] about special classes of operators on
ℓ1, ℓ∞, and C([0, 1]), but he was unable to obtain a complete classification of the commutators on any of those spaces.
A year before Apostol’s results, Schneeberger proved that the compact operators on Lp, 1 < p < ∞, are commutators
but, as it will become apparent later, one needs a stronger result in order to classify the commutators on these spaces.
All of the aforementioned spaces have one common property; namely, if X = ℓp, 1 ≤ p < ∞, or X = c0 then
X ≃
(∑
X
)
p (p = 0 if X = c0). It turns out that this property plays an important role for proving the classification of
the commutators on other spaces. Thirty five years after Apostol’s result, the first author obtained in [4] a complete
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classification of the commutators on ℓ1, which, as one may expect, is the same as the classification of the commutators
on ℓ2. A common feature of all the spaces X = ℓp, 1 ≤ p < ∞ and X = c0 is that the ideal of compact operators K(X)
on X is the largest non-trivial ideal in L(X). The situation for X = ℓ∞ is different. Recall that an operator T : X → Y
is strictly singular provided the restriction of T to any infinite dimensional subspace of X is not an isomorphism. On
ℓp, 1 ≤ p < ∞, and on co, every strictly singular operators is compact, but on L(ℓ∞), the ideal of strictly singular
operators contains non-compact operators (and, incidentally, agrees with the ideal of weakly compact operators). In
L(ℓ∞), the ideal of strictly singular operators is the largest ideal, and it was proved in [5] that all operators on ℓ∞ that
are not commutators have the form λI + S , where λ , 0 and S is strictly singular.
The classification of the commutators on ℓp, 1 ≤ p ≤ ∞, and on c0, as well as partial results on other spaces, suggest
the following:
Conjecture 1. Let X be a Banach space such that X ≃ ( ∑X)p, 1 ≤ p ≤ ∞ or p = 0 (we say that such a space admits
a Pełczyn´ski decomposition). Assume thatL(X) has a largest ideal M. Then every non-commutator on X has the form
λI + K, where K ∈ M and λ , 0.
Here and elsewhere in this paper, when we refer to an ideal of operators we always mean a non-trivial, norm closed,
two sided ideal. This conjecture is stated in [5]. To verify Conjecture 1 for a given Banach space X, one must prove
two steps:
Step 1. Every operator T ∈ M is a commutator.
Step 2. If T ∈ L(X) is not of the form λI + K, where K ∈ M and λ , 0, then T is a commutator.
The methods for proving Step 1 in most cases where the complete classification of the commutators on the space X
is known are based on the fact that if T ∈ M then for every subspace Y ⊆ X, Y ≃ X and every ε > 0 there exists a
complemented subspace Y1 ⊆ Y, Y1 ≃ Y such that ‖T |Y1‖ < ε. Let us just mention that this fact is fairly easy to see if T
is a compact operator on c0 or ℓp, 1 ≤ p < ∞ ([4, Lemma 9], see also [1]). (Throughout this work, Y ≃ X means that X
and Y are isomorphic; i.e., linearly homeomorphic; while Y ≡ X means that the spaces are isometrically isomorphic.)
Showing the second step is usually more difficult than showing Step 1. In most cases for which we have a complete
characterization of the commutators on X, we use the following theorem, which is an immediate consequence of
Theorem 3.2 and Theorem 3.3 in [5].
Theorem 1.1. Let X be a Banach space such that X ≃ (∑X)p, 1 ≤ p ≤ ∞ or p = 0. Let T ∈ L(X) be such that there
exists a subspace X ⊂ X such that X ≃ X, T |X is an isomorphism, X+T (X) is complemented in X, and d(X, T (X)) > 0.
Then T is a commutator.
In the previous theorem the distance is defined as the distance from Y to the unit sphere of X. The basic idea is to
prove that if T ∈ L(X) is not of the form λI+K, where K ∈ M and λ , 0, then T satisfies the assumptions of Theorem
1.1 and hence T is a commutator. This is not obvious even for the classical sequence spaces c0 and ℓp, 1 ≤ p < ∞, but
it suggests what one may try to prove for other classical Banach spaces in order to obtain a complete characterization
of the commutators on those spaces.
Following the ideas in [5], for a given Banach space X we define the set
MX = {T ∈ L(X) : IX does not factor through T }. (1)
(We say that S ∈ L(X) factors trough T ∈ L(X) if there are A, B ∈ L(X) such that S = AT B.) As noted in [5], this set
comes naturally from the investigation of the structure of the commutators on several classical Banach spaces. In the
cases of X = ℓp, 1 ≤ p ≤ ∞, and X = c0, the set MX is the largest ideal in L(X) (observe that if MX is an ideal then it
is the largest ideal in L(X) and MX is an ideal if and only if it is closed under addition). It is also known that MX is
the largest ideal for X = Lp, 1 ≤ p < ∞, which we discuss later.
In some special cases of finite sums of Banach spaces we know that the classification of the commutators on the sum
depends only on the classification of the commutators on each summand. In particular, this is the case with the space
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ℓp1 ⊕ ℓp2 ⊕ · · · ⊕ ℓpn where the first two authors proved in [5] that all non-commutators on ℓp1 ⊕ ℓp2 ⊕ · · · ⊕ ℓpn have the
form λI + K where λ , 0 and K belongs to some ideal in L(ℓp1 ⊕ ℓp2 ⊕ · · · ⊕ ℓpn ).
In this paper we always denote Lp = Lp([0, 1], µ), where µ is the Lebesgue measure. Our main structural results are:
Theorem 1.2. Let T ∈ L(Lp), 1 ≤ p < 2. If T − λI <MLp for all λ ∈ C then there exists a subspace X ⊂ Lp such that
X ≃ Lp, T |X is an isomorphism, X + T (X) is complemented in Lp, and d(X, T (X)) > 0.
Theorem 1.3. Let T ∈ L(Lp), 1 ≤ p < 2. If T ∈ MLp then for every Y ⊆ Lp, Y ≃ Lp, there exists a subspace X ⊂ Y
such that X is complemented in Lp, X ≃ Lp, and T |X is a compact operator.
Notice that Theorem 1.3 implies that for 1 ≤ p < 2, MLp is closed under addition and hence is the largest ideal in
L(Lp). It follows by duality that for 2 < p < ∞, MLp is closed under addition as well and hence is the largest ideal in
L(Lp). This duality argument is needed because Theorem 1.3 is false for p > 2. To see that Theorem 1.3 is false for
p > 2 one can consider T = JIp,2 where Ip,2 is the identity from Lp into L2 and J is an isometric embedding from L2
into Lp.
In order to prove Theorem 1.2 for 1 < p < 2, it was necessary to improve [8, Proposition 9.11] for the spaces Lp,
1 < p < 2, and the improvement is of independent interest. In Theorem 3.4 we show that for a natural equivalent norm
on Lp, 1 < p < 2, if T is an operator on Lp which is an isomorphism on a copy of Lp, then some multiple of T is
almost an isometry on an isometric copy of Lp. The proof of Theorem 3.4, which can be read independently from the
rest of this paper, is the most difficult argument in this paper and we will postpone it till the Appendix.
Using Theorem 1.2 and Theorem 1.3 it is easy to show that Conjecture 1 also holds for Lp, 1 ≤ p < 2. It follows by
duality that Conjecture 1 also holds for Lp, 2 < p < ∞.
Theorem 1.4. Let M be the largest ideal in L(Lp), 1 ≤ p < ∞. An operator T ∈ L(Lp) is a commutator if and only if
T − λI <M for any λ , 0.
Proof. As we already mention, we only need to consider the case 1 ≤ p < 2 and the case 2 < p < ∞ will follow by a
duality argument.
If T is a commutator, from the remarks we made in the introduction it follows that T − λI cannot be in M for any
λ , 0. For proving the other direction we have to consider two cases:
Case I. If T ∈ M (λ = 0), we first apply Theorem 1.3 to obtain a complemented subspace X ⊂ Lp such that T |X is a
compact operator and then apply [4, Corollary 12] which gives us the desired result.
Case II. If T − λI < M for any λ ∈ C we are in position to apply Theorem 1.2, which combined with Theorem 1.1
imply that T is a commutator. 
The rest of this paper is devoted to the proofs of Theorems 1.2 and 1.3. We consider the case L1 separately since some
of the ideas and methods used in this case are quite different from those used for the case Lp, 1 < p < ∞.
2 Notation and basic results
Throughout this manuscript, if X is a Banach space and X ⊆ X is complemented, by PX we denote a projection from
X onto X. For any two subspaces (possibly not closed) X and Y of a Banach space Z let
d(X, Y) = inf{‖x − y‖ : x ∈ S X , y ∈ Y}.
A well known consequence of the open mapping theorem is that for any two closed subspaces X and Y ofZ, if X∩Y =
{0} then X + Y is a closed subspace of Z if and only if d(X, Y) > 0. Note also that 2d(X, Y) ≥ d(Y, X) ≥ 1/2d(X, Y),
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thus d(X, Y) and d(Y, X) are equivalent up to a constant factor of 2. The following proposition was proved in [5] and
will allow us later to consider only isomorphisms instead of arbitrary operators on Lp.
Proposition 2.1 ([5, Proposition 2.1]). Let X be a Banach space and T ∈ L(X) be such that there exists a subspace
Y ⊂ X for which T is an isomorphism on Y and d(Y, TY) > 0. Then for every λ ∈ C, (T − λI)|Y is an isomorphism and
d(Y, (T − λI)Y) > 0.
We will also need a result similar to Proposition 2.1, where instead of adding a multiple of the identity we want to
add an arbitrary operator. Obviously that cannot be done in general, but if we assume that the operator we add has a
sufficiently small norm we can derive the desired conclusion.
Proposition 2.2. Let T ∈ L(X) and let Y ⊂ X be such that T is an isomorphism on Y, Y ≃ X, d(Y, TY) > 0, and
Y + TY is a complemented subspace of X isomorphic to X. Then there exists an ε > 0, depending only on d(Y, TY),
the norm of the projection onto Y + TY, and ‖T−1
|Y ‖ such that if K ∈ L(X) satisfies ‖K|Y‖ < ε then d(Y, (T + K)Y) > 0
and Y + (T + K)Y is a complemented subspace of X isomorphic to X.
Proof. First we show that if ε is sufficiently small then d(Y, (T + K)Y) > 0, provided ‖K‖ < ε. As in [5, Proposition
2.1], we have to show that there exists a constant c > 0 such that for all y ∈ S Y , d((T +K)y, Y) > c. From d(TY, Y) > 0
it follows that there exists a constant C, such that for all y ∈ S Y , d(Ty, Y) > C. If ‖K|Y‖ < C2 then
‖(T + K)y − z‖ ≥ ‖Ty − z‖ − ‖Ky‖ ≥ d(Ty, Y) − C
2
≥
C
2
for all z ∈ Y hence d((T + K)Y, Y) > 0.
Let P be the projection onto Y + TY. To show that Y + (T +K)Y is complemented in X we first define an isomorphism
S : Y + TY → Y + (T + K)Y by S (y + Tz) = y + (T + K)z for every y, z ∈ Y. From the definition of S we have that
‖S − I‖ ≤ C(Y, T )‖K|Y‖ (where C(Y, T ) =
‖P‖‖T−1
|Y ‖
d(TY, Y) ), hence if ‖K|Y‖ is small enough the operator R = S P + I − P is an
isomorphism on X. Now it is not hard to see that RPR−1 is a projection onto Y + (T + K)Y. 
3 Operators on Lp, 1 < p < ∞
Recall (see (1) in the Introduction) that if X is a Banach space, MX = {T ∈ L(X) : IX does not factor through T },
then T <MX if and only if there exists a subspace X of X so that T |X is an isomorphism, T X is complemented in X,
and T X ≃ X.
As we have already mentioned in the Introduction, the set MX is the largest ideal in L(X) if and only if it is closed
under addition. Using the fact that if p = 1 then ML1 coincides with the ideal of non-E operators, defined in [6], and
if 1 < p < ∞ then MLp coincides with the ideal of non-A operators, defined in [8], it is clear that MX is in fact the
largest ideal in those spaces. This fast, as we already mentioned, follows from Theorem 1.3 as well. For more detailed
discussion of the E and A operators we refer the reader to [6] and [8, Section 9] and let us also mention that we are not
going to use any of the properties of the E or A operators and so do not repeat their definitions here.
In this section we mainly consider operators T : Lp → Lp, 1 ≤ p < ∞, that preserve a complemented copy of Lp,
that is, there exists a complemented subspace X ⊆ Lp, X ≃ Lp such that T |X is an isomorphism. The fact that we can
automatically take a complemented subspace isomorphic to Lp instead of just a subspace isomorphic to Lp follows
from [8, Theorem 9.1] in the case p > 1 and [12, Theorem 1.1] in the case p = 1. From the definition of MX it is easy
to see that T <MLp if and only if T maps a copy of Lp isomorphiclly onto a complemented copy of Lp.
Also, recall that an operator T : X → Y is called Z-strictly singular provided the restriction of T to any subspace of
X, isomorphic to Z, is not an isomorphism. From the remarks above, it is clear that the class of operators from Lp to
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Lp that do not preserve a complemented copy of Lp coincides with the class of Lp-strictly singular operators, hence
the class of Lp-strictly singular operators is the largest ideal in L(Lp).
Definition 3.1. The sequence of functions {h0,0} ∪ {hn,i}∞ 2nn=0, i=1 defined by h0,0(t) ≡ 1 and, for n = 0, 1, . . . and i =
1, 2, . . . , 2n,
hn,i(t) =

1 if t ∈ ((2i − 2)2−(n+1), (2i − 1)2−(n+1))
−1 if t ∈ ((2i − 1)2−(n+1), 2i2−(n+1))
0 otherwise
is called the Haar system on [0, 1].
The Haar system, in its natural order, is an unconditional monotone basis of Lp[0, 1] for every 1 < p < ∞ (cf. [10,
p.3, p.19]) and we denote by Cp the unconditional basis constant of the Haar system. As usual, by {rn}∞n=0 we denote
the Rademacher sequence on [0, 1], defined by rn =
∑2n
i=1 hn,i.
Definition 3.2. Let {xi}∞i=1 be an unconditional basis for Lp. For x =
∑∞
i=1 aixi, the square function of x with respect to
{xi}
∞
i=1 is defined by
S (x) =

∞∑
i=1
a2i x
2
i

1
2
.
The following proposition is well known. We include its proof here for completeness.
Proposition 3.3. Let {ai}∞i=1 be a block basis of the Haar basis for Lp, 1 < p < ∞, such that A = span{ai : i = 1, 2, . . .}
is a complemented subspace of Lp via a projection P. Then there exists a projection onto A that respects supports with
respect to the Haar basis and whose norm depends on p and ‖P‖ only.
Proof. Define σi = {(k, l) : hk,l ∈ supp(ai)}, where the support is taken with respect to the Haar basis, and denote
Xi = span{hk,l : (k, l) ∈ σi}. It is clear that all spaces Xi are Cp complemented in Lp, via the natural projections Pi,
as a span of subsequence of the Haar basis. Consider the operator PA =
∑
i PiPPi. Provided it is bounded, it is easy
to check that PA is a projection onto A that respect supports. In order to show that PA is bounded consider the formal
sum
P =
∑
i, j
PiPP j.
A simple computation shows that
‖PA‖ = ‖E
∑
i, j
εiε jPiPP j‖ ≤ E‖
∑
i, j
εiε jPiPP j‖ ≤ C2p‖P‖, (2)
where εi is a Rademacher sequence on [0, 1], which finishes the proof. 
The following theorem is the main result of this section. We will postpone its proof till the end since the ideas for
proving it deviate from the general ideas of this section and the proof as well as the result are of independent interest.
Recall [12] that an operator T on Lp, 1 ≤ p < ∞, is called a sign embedding provided there is a set S of positive
measure and δ > 0 so that ‖T f ‖ ≥ δ whenever
∫
f dµ = 0 and | f | = 1S almost everywhere.
Theorem 3.4. For each 1 < p < 2 there is a constant Kp such that if T is a sign embedding operator from Lp[0, 1]
into Lp[0, 1] (and in particular if it is an isomorphism), then there is a Kp complemented subspace X of Lp[0, 1] which
is Kp-isomorphic to Lp[0, 1] and such that some multiple of T |X is a Kp-isomorphism and T (X) is Kp complemented in
Lp.
Moreover, if we consider Lp[0, 1] with the norm |‖x‖|p = ‖S (x)‖p (with S being the square function with respect to the
Haar system) then, for each ε > 0, there is a subspace X of Lp[0, 1] which is (1 + ε)-isomorphic to Lp[0, 1] and such
that some multiple of T |X is a (1 + ε)-isomorphism (and X and T (X) are Kp complemented in Lp).
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Remark 3.5. Note that Theorem 3.4 is also true for p = 1. This result follows from [12, Theorem 1.2], where it is
shown that if T ∈ L(L1) preserves a copy of L1 then given ε > 0, X can be chosen isometric to L1 so that some multiple
of T |X is 1 + ε isomorphism. Having that remark in mind, sometimes we may use Theorem 3.4 for the case p = 1 as
well.
Before we continue our study of the operators on Lp that preserve a copy of Lp we prove Theorem 1.3 in the case of
Lp, 1 < p < 2. For this we need two lemmas for non sign embeddings and Lp-strictly singular operators on Lp that we
use both in the next section and later on.
3.1 Lp - strictly singular operators
Lemma 3.6 was proved in [12] for the case p = 1, and basically the same proof works for general p, 1 ≤ p < ∞.
Lemma 3.6. Let T : Lp → Lp, 1 ≤ p < ∞ be a non sign embedding operator. Then for all subsets S ⊂ R with positive
measure there exists a subspace X ⊂ Lp(S ) of Lp, X ≡ Lp, such that T |X is compact.
Proof. We can choose by induction sets Ai in S such that A1 = S , An = A2n∪A2n+1, A2n∩A2n+1 = ∅, µ(A2n) = 12µ(An),
and ‖T xn‖ <
ε
2n+1
where xn =
1A2n − 1A2n+1
µ(An)
1
p
. In order to do that assume that we have A1, A2, . . . , Ak where k is an
odd number and let n = k+12 . Since T is not a sign embedding, there exists yn such that
∫
yn = 0, |yn| = 1An , and
‖Tyn‖ ≤ ε2n+1 µ(An)
1
p
. Then set xn = yn
µ(An)
1
p
, A2n = {x : xn(x) = 1}, and A2n+1 = {x : xn(x) = −1}. It is not hard to see
that (xi)∞i=1 is isometrically equivalent to the usual sequence of Haar functions and hence X = span{xi} is isometric to
Lp. From the fact that (xi) is a monotone basis for X it is easy to deduce that T |X is a compact operator. 
Note that Lemma 3.6 immediately implies that for every complemented subspace Y of Lp, Y ≃ Lp, there exists a
complemented subspace X ⊆ Y, X ≃ Lp, such that T |X is compact. The following lemma, which is also an immediate
consequence of Lemma 3.6 and Theorem 3.4, will be used in the sequel.
Lemma 3.7. Let T ∈ L(Lp), 1 ≤ p < 2, be an Lp-strictly singular operator. Then for any X ⊆ Lp, X ≃ Lp and ε > 0
there exists Y ⊆ X, Y ≃ Lp such that ‖T |Y‖ < ε.
Proof. Again, this result immediately follows from Lemma 3.6 and Theorem 3.4. A Lp-strictly singular operator
cannot be a sign embedding (Theorem 3.4) and then we use the construction in Lemma 3.6. From the fact that (xi) is
a monotone basis for X it follows that ‖T |X‖ < ε. 
Remark 3.8. Clearly the proof we have for Lemma 3.7 depends heavily on Theorem 3.4 which is the deepest result of
this paper. We do not know if an analogue of Lemma 3.7 holds for 2 < p < ∞.
Proof of Theorem 1.3 in the case of Lp, 1 ≤ p < 2. This is a direct consequence of Theorem 3.4 and Lemma 3.6. First
we find a complemented subspace X′ ⊂ Y, X′ ≃ Lp. Now we observe that an Lp-strictly singular operator cannot be a
sign embedding operator (Theorem 3.4) and then we use Lemma 3.6 for X′ to find a complemented subspace X ⊂ X′,
X ≃ Lp, such that T |X is a compact operator. 
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3.2 Operators that preserve a copy of Lp
Definition 3.9. For T : Lp → Lp and X ⊆ Lp define the following two quantities:
f (T, X) = inf
x∈S X
‖T x‖ (3)
g(T, X) = sup
Y ⊆ X
Y ≃ Lp
f (T, Y). (4)
Clearly f (T, X) does not decrease and g(T, X) does not increase if we pass to subspaces. For an arbitrary subspace
Z ⊂ Lp, Z ≃ Lp note the following two (equivalent) basic facts:
• T |Z′ is an isomorphism for some Z′ ⊂ Z, Z′ ≃ Lp if and only if g(T, Z) > 0
• T |Z is Lp-strictly singular if and only if g(T, Z) = 0
Proposition 3.10. Let S : Lp → Lp, 1 ≤ p < 2, be an Lp-strictly singular operator and let Z be a subspace of Lp
which is also isomorphic to Lp. Then for every operator T ∈ L(Lp) we have g(T + S , Z) = g(T, Z).
Proof. If T |Z is Lp-strictly singular then (T + S )|Z is also Lp-strictly singular hence g(T, Z) = g(T + S , Z) = 0. For
the rest of the proof we consider the case where there exists Z′ ⊂ Z, Z′ ≃ Lp such that T |Z′ is an isomorphism hence
g(T, Z) > 0.
Let 0 < ε < g(T, Z)/4 and let Y ⊆ Z, Y ≃ Lp be such that g(T, Z) − ε < f (T, Y). Using Lemma 3.7 we find Y1 ⊆ Y,
Y1 ≃ Lp such that ‖S |Y1‖ < ε. Now
g(T + S , Z) ≥ f (T + S , Y1) > f (T, Y1) − ε ≥ f (T, Y) − ε > g(T, Z) − 2ε
hence g(T + S , Z) ≥ g(T, Z)− 2ε. Switching the roles of T and T + S (apply the previous argument for T + S and −S )
gives us g(T, Z) ≥ g(T + S , Z) − 2ε and since ε was arbitrary small we conclude that g(T + S , Z) = g(T, Z). 
Lemma 3.11. Let X and Y be two subspaces of Lp, 1 ≤ p < 2, such that X ≃ Y ≃ Lp. Then there exist subspaces
X1 ⊆ X, Y1 ⊆ Y such that X1 ≃ Y1 ≃ Lp, d(X1, Y1) > 0, and X1 + Y1 is complemented subspace of Lp. Moreover, X1
and Y1 can be chosen in such a way that there exists projection onto X1 + Y1 with norm depending only on p.
Proof. Without loss of generality, by passing to a subspace if necessary, we may assume that X ≃ Y ≃ Lp are two
complemented subspaces of Lp. Our first step is to find two subspaces X1 ⊆ X and Y1 ⊆ Y which are isomorphic to Lp
and d(X1, Y1) > 0.
Let P : Lp → X and Q : Lp → Y be two onto projections. We consider two cases for the operator Q|X : X → Y:
Case 1. Q|X is Lp-strictly singular. Fix δ > 0. Using Lemma 3.7 we find X1 ⊆ X, X1 ≃ L1 such that ‖Q|X1‖ < δ. We are
going to show that d(X1, Y) > 0.
Let x ∈ S X1 and y ∈ Y be arbitrary. If ‖y‖ < [
1
2
, 2] then clearly ‖x − y‖ > 1
2
. If not, then
‖x − y‖ ≥
‖Qx − Qy‖
‖Q‖ =
‖Qx − y‖
‖Q‖ ≥
‖y‖ − ‖Qx‖
‖Q‖ ≥
1
‖Q‖ (
1
2 − δ).
Since x and y were arbitrary we conclude that d(X1, Y) > 0 (here we take Y1 = Y).
Case 2. Q|X is not Lp-strictly singular. Fix δ > 0. Then using Theorem 3.4 we find X′ ⊆ X such that X′ is isomorphic
to Lp and λQ|X′ is a Kp isomorphism for some λ > 0. Without loss of generality we may assume that X′ = Lp(ν) for
7
some non-atomic measure ν. Now we find two disjoint, ν-measurable sets A and B with positive measure and denote
X1 = Lp(A) ⊆ Lp(ν), X2 = Lp(B) ⊆ Lp(ν), and Y1 = QX2. Clearly d(X1, X2) = 1 and we are going to show that
d(X1, QX2) > 0.
Let x ∈ S X1 and y = λQz ∈ QX2. Then
‖x − y‖ ≥
‖Qx − Qz‖
‖Q‖ =
‖λQx − λQz‖
λ‖Q‖ ≥
‖x − z‖
Kpλ‖Q‖ ≥
1
Kpλ‖Q‖
Having X1 and Y1 from our first step, without loss of generality (by passing to a subspace if necessary) we may assume
that X1 and Y1 are Kp complemented in Lp and Kp isomorphic to Lp and, for simplicity of notation, we will use X and
Y instead of X1 and Y1.
Let P : Lp → X and Q : Lp → Y be two onto projections of norm Kp. It is easy to see that (I − Q)|X is not a Lp-strictly
singular operator. If we assume that this is not the case, fix δ > 0 and using Lemma 3.7 we find X′ ⊂ X, X′ ≃ Lp,
such that ‖(I − Q)|X′‖ < δ. But then for x′ ∈ S X′ and Qx′ ∈ Y we have ‖x′ − Qx′‖ < δ which is a contradiction with
d(X, Y) > 0 since δ was arbitrary. Similarly, we show that (I − P)|Y is not a Lp-strictly singular operator.
Fix ε > 0. Let X1 ⊂ X, X1 ≃ Lp, be such that (I − Q)|X1 is an isomorphism and some multiple of (I − Q)|X1 is
a Kp isomorphism. By Theorem 3.4 there exists a Kp complemented subspace X2 ⊂ (I − Q)(X1) which is also Kp
isomorphic to Lp. Denote X′ = ((I − Q)|X2 )−1(X2). Now X′ ≃ Lp and it is easy to see that X′ is complemented in Lp
(via the projection ((I − Q)|X2 )−1PX2(I − Q) of norm at most K2p, where PX2 is a projection of norm Kp onto X2).
Similarly, we find Y′ ⊆ Y such that Y′ is Kp isomorphic to Lp, K2p complemented in Lp, and (I−P)|Y′ is an isomorphism.
Let R1 and R2 be projections onto (I−Q)X′ and (I−P)Y′, respectively, of norm at most K2p. Denote by V1 : (I−Q)X′ →
X′ the inverse map of (I − Q)|X′ : X′ → (I − Q)X′ and, similarly, denote by V2 : (I − P)Y′ → Y′ the inverse map of
(I−P)|Y′ : Y′ → (I−P)Y′. Then a basic algebraic computation shows that PV1R1(I−Q)+QV2R2(I−P) is a projection
onto X′ + Y′ of norm at most 2K4p which finishes the proof. 
Lemma 3.12. Let T ∈ L(Lp), 1 ≤ p < 2, and assume that for every X ⊆ Lp, X ≃ Lp, there exists a subspace X1 ⊆ X,
X1 ≃ Lp, and a constant λ = λ(X1) such that T |X1 = λIX1 + S where S |X1 is an Lp-strictly singular operator. Then there
exists a constant λ and an Lp-strictly singular operator S , depending only on T , such that T = λI + S .
Proof. Let X and Y be arbitrary subspaces of Lp which are also isomorphic to Lp and let X1 ⊆ X and Y1 ⊆ Y be
the subspaces from the statement of the lemma. We will show that λ(X1) = λ(Y1). Without loss of generality, using
Lemma 3.11, we can assume that X1 ∩ Y1 = {0} and X1 + Y1 is a closed and complemented subspace of Lp. Let
T |X1 = λ1IX1 + S 1 , T |Y1 = λ2IY1 + S 2.
Let τ : X1 → Y1 be an isomorphism and define Z = {x + τ(x) | x ∈ X1}.
T |Z = T (x + τx) = λ1 x + λ2τx + S 1x + S 2τx. (5)
The operator S : Z → Lp defined by S (x + τx) = S 1x + S 2τx is Lp-strictly singular as a sum of two such operators.
From the assumption of the lemma, there exist Z1 ⊆ Z and λ3 ∈ C such that Z1 ≃ Lp and
T |Z1 = λ3IZ1 + S 3 (6)
where S 3 is Lp-strictly singular. From (5) and (6) we obtain that the operator T1 : Z → Lp defined by T1(x + τx) =
λ1x+λ2τx−λ3(x+ τx) is also Lp-strictly singular on Z1, i.e T1|Z1 is Lp strictly singular. The last conclusion is possible
if and only if λ1 = λ2 = λ3. In fact, if we assume that λ1 , λ3, then, the operator T1 will be an isomorphism on Z
because for every x ∈ S X1 we will have
‖T1(x + τx)‖ = |λ1 − λ3|
∥∥∥∥∥x + λ2 − λ3λ1 − λ3 τx
∥∥∥∥∥ ≥ |λ1 − λ3|d(X1, Y1)‖x‖ ≥ |λ1 − λ3|1 + ‖τ‖ d(X1, Y1)‖x + τx‖.
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Let λ = λ(X1) for every subspace X1 as in the statement of the lemma. Now it easily follows that λI − T is Lp-strictly
singular. Indeed, if we assume otherwise, then there exists a subspace Z ⊆ Lp, Z ≃ Lp such that (λI − T )|Z is an
isomorphism. But according to the assumptions of the lemma, there exists Z1 ⊂ Z, Z ≃ Lp such that (λI − T )|Z1 is
Lp-strictly singular which contradicts the fact that (λI − T )|Z is an isomorphism. This finishes the proof. 
An immediate corollary of Lemma 3.12 is that for an operator T ∈ L(Lp), 1 ≤ p < ∞, not of the form λI + S , where S
is an Lp-strictly singular operator, there exists a complemented subspace X ⊂ Lp, X ≃ Lp such that (T −λI)|X preserves
a copy of Lp for every λ ∈ C, and this is in fact what we are going to use in the sequel.
Lemma 3.13. Let T ∈ L(Lp), 1 ≤ p < 2, and assume that for every X ⊆ Lp, X ≃ Lp, and every ε > 0 there
exist X1 ⊂ X, X1 ≃ Lp, and λ = λ(X1) such that g(λI − T, X1) < ε. Then for every ε > 0 there exists λε such that
g(λεI − T, Lp) < Dpε where Dp is a constant depending only on p.
Proof. From the assumption in the statement of the lemma, without loss of generality we may assume that for every
X ⊆ Lp, X ≃ Lp, and every ε > 0 there exist X1 ⊂ X, X1 ≃ Lp, and λ = λ(X1) such that g(λI − T, X1) < ε and
(λI − T )|X1 is an isomorphism. If g(λI − T, X1) > 0 this can be achieved by passing to a subspace Y1 of X1 for which
f (λI − T, Y1) > 0.
If g(λI − T, X1) = 0 for each X1 ⊂ X, X1 ≃ Lp, using the fact that g is a continuous function of λ, we find λ0 such that
0 < g(λ0I − T, X) < ε and then find X1 ⊂ X, X1 ≃ Lp such that f (λI0 − T, X1) > 0.
Fix an ε > 0 and let Y1 and Y2 be any two subspaces of Lp such that Y1 ≃ Y2 ≃ Lp. From our assumptions, there
exist complemented subspaces Y′1, Y′2 such that Y′i ⊆ Yi, Y′i ≃ Lp, and g(λ(Y′i )I − T, Y′i ) < ε for i = 1, 2 and without
loss of generality, using Theorem 3.4 and passing to a subspace if necessary, we may assume that Y′1 and Y′2 are Kp
complemented in Lp and ((λ(Y′i )I−T )|Y′i is a Kp-isomorphism for i = 1, 2. Then we apply Lemma 3.11 to get subspaces
X1, X2 such that
• Xi ⊆ Y′i , Xi ≃ Lp for i = 1, 2
• X1 ∩ X2 = {0}
• X1 and X2 are dp complemented and dp isomorphic to Lp via λ(Y′1)I − T and λ(Y′2)I − T , respectively, for some
constant dp depending only on p (this follows from Lemma 3.11 and our choice of Y′1 and Y′2)
• X1 + X2 is closed and complemented subspace of Lp and there exists a projection onto X1 + X2 with norm
depending only on p
Since Xi ⊆ Y′i , i = 1, 2, we have g(λ(Y′i )I − T, Xi) < ε for i = 1, 2 which in view of our choice of X1 and X2 implies
max(‖(λ(Y′1)I − T )|X1‖, ‖(λ(Y′2)I − T )|X2‖) < dpε. (7)
Our goal is to show that |λ(Y′1) − λ(Y′2)| < cpε for some constant cp independent of Y′1 and Y′2.
Let τ : X1 → X2 be an isomorphism such that ‖τ‖ ≤ d2p and ‖τ−1‖ = 1. Define
Z = {x + τx | x ∈ X1}.
By assumption, there exists Z′ ⊆ Z, Z′ ≃ Lp, and λ(Z′) such that 0 < g(λ(Z′)I − T, Z′) < ε and λ(Z′)I − T is an
isomorphism on Z′ (like the argument in the beginning of the proof). Using Theorem 3.4 we find Z′′ ⊆ Z′ such that
Z′′ is Kp isomorphic to Lp via λ(Z′)I − T (clearly g(λ(Z′)I − T, Z′′) < ε). Let U = λ(Z′)I − T and define an operator
S : Z′ → Lp by S (x + τx) = λ(Y′1)x + λ(Y′2)τx − T x − Tτx. A simple application of the triangle inequality combined
with (7) implies
‖S (x + τx)‖ ≤ d3pε(‖x‖ + ‖τx‖). (8)
From our choice of Z′′ we also have
‖λ(Z′)(x + τx) − T (x + τx)‖ ≤ Kpε(‖x‖ + ‖τx‖) (9)
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and combining (8) and (9) gives us
‖(U − S )(x + τx)‖ ≤ (Kp + d3p)ε(‖x‖ + ‖τx‖) ≤ (Kp + d3p)(1 + d2p)ε‖x‖. (10)
On the other hand
‖(U − S )(x + τx)‖ = ‖(λ(Z′) − λ(Y′1))x + (λ(Z′) − λ(Y′2))τx‖ ≥ Ap(|λ(Z′) − λ(Y′1)|‖x‖ + |λ(Z′) − λ(Y′2)|‖τx‖)
≥ Ap(|λ(Z′) − λ(Y′1)| + |λ(Z′) − λ(Y′2)|)‖x‖) ≥ Ap|λ(Y′2) − λ(Y′1)|‖x‖
(11)
(Ap depends on dp, Kp and the norm of the projection onto X1 + X2 which also depends on p only). Combining
(8) and (9) we get |λ(Y′1) − λ(Y′2)| <
(Kp+d3p)(1+d2p)
Ap ε. Now we define λε = λ(Y′1) and it is not hard to check that
g(λεI − T, Lp) ≤ (1 + (Kp+d
3
p)(1+d2p)
Ap )ε. 
Remark 3.14. Let 1 ≤ p < ∞. Suppose that there exists a sequence of numbers {λi}∞i=1 such that g(λnI−T, Lp) −−−→
n→∞
0.
Then there exists λ such that g(λI − T, Lp) = 0. This is easy to see by noticing that g(λI − T, Lp) is bounded away from
0 for large λ, so without loss of generality we can assume that the λn −−−→
n→∞
λ. Then, if g(λI − T, Lp) = 4δ > 0, there
exists Y ⊆ Lp, Y ≃ Lp, such that f (λI−T, Y) > 2δ. Now if |λ−µ| < δ, then f (µI−T, Y) > δ and hence g(µI−T, Lp) > δ
which contradicts our original assumption about the sequence {λi}∞i=1.
From the last remark it trivially follows that if T ∈ L(Lp), 1 ≤ p < ∞, is such that λI − T preserves a copy of Lp for
every λ, then inf
λ
g(λI − T, Lp) > 0.
Lemma 3.15. Let T ∈ L(Lp), 1 ≤ p < 2, and assume that λI − T preserves a copy of Lp for every λ ∈ C. Then
there exists ε > 0 and a subspace X ⊆ Lp, X ≃ Lp, such that for every X′ ⊆ X, X′ ≃ Lp , and every λ ∈ C we have
g(λI − T, X′) > ε.
Proof. The proof is a straightforward from Lemma 3.13 and the last remark. 
The next result of this section is a reduction lemma that will help us later.
Lemma 3.16. Let T, P ∈ L(Lp), 1 ≤ p < ∞, be such that P is a projection satisfying PLp ≃ Lp and (I − P)T P is an
isomorphism on a subspace X ⊆ Lp, X ≃ Lp. Then there exists Z ⊂ X such that Z ≃ TZ ≃ Lp, d(TZ, Z) > 0, and
Z + TZ is a subspace isomorphic to Lp and complemented in Lp.
Proof. Without loss of generality we may assume that X ⊆ PLp since (I − P)T is an isomorphism on PX and PX ≃
(I − P)T PX ≃ X ≃ Lp. Also without loss of generality, by passing to a subspace if necessary, we may assume that X
is complemented in Lp.
First we show that the conclusion of the lemma holds for T1 = 12‖T‖T + I. Clearly T1 satisfies the assumptions of
the lemma with the same subspace X as in the statement. Since T1 is an onto isomorphism, T1X is a complemented
subspace of Lp from which it is clear that X + T1X = T1X is complemented.
To prove d(X, T1X) > 0 let x ∈ S X and y ∈ X. Then
‖x − T1y‖ ≥
‖(I − P)(x − T1y)‖
‖I − P‖
=
‖(I − P)T1y‖
‖I − P‖
=
‖(I − P)T1Py‖
‖I − P‖
≥
c
‖I − P‖
‖y‖
where c is such that ‖(I − P)T1Px‖ ≥ c‖x‖ for all x ∈ X. If ‖T1y‖ ≤ 1/2 then ‖x − T1y‖ ≥ 1/2. Otherwise we have
‖y‖ > 12‖T1‖ and hence ‖x − T1y‖ >
c
2‖I−P‖‖T1‖ . From these estimates we can conclude that
d(X, T1X) ≥ max
(
1
2
,
c
2‖I − P‖‖T1‖
)
> 0. (12)
Now using Proposition 2.1 for T1 and X we obtain that 12‖T‖T is an isomorphism on X and d( 12‖T‖T X, X) > 0, or
equivalently, T is an isomorphism on X and d(T X, X) > 0. Finally, X+T X = X+ 12‖T‖T X = X+( 12‖T‖T X+I)X = X+T1X
hence X + T X is complemented. 
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Proof of Theorem 1.2 for Lp, 1 < p < 2 . In view of Lemma 3.12, we can apply Lemma 3.15 for T and let X and ε be
the one from Lemma 3.15. Without loss of generality we may assume that X is complemented (otherwise we may pass
to a complemented subspace). Let V be an isomorphism from Lp into Lp such that VLp = X.
Fix δ > 0 to be chosen later. We will build sequences {yi}∞i=1 in X, and {ai}∞i=1 and {bi}∞i=1 in Lp such that:
1. {ai}∞i=1 and {bi}∞i=1 are block bases of {h0,0} ∪ {hn,i}∞ 2
n
n=0, i=1 such that if we denote σi = supp{ai} ∪ supp{bi}, where
the support is with respect to the Haar basis, then {σi}∞i=1 is a disjoint sequence of subsets of {h0,0} ∪ {hn,i}∞ 2
n
n=0, i=1
2. {yi}∞i=1 is equivalent to the Haar basis for Lp
3. ‖yi − ai‖ < δ2i ‖yi‖ and ‖Tyi − bi‖ <
δ
2i ‖Tyi‖ for all 1 ≤ i < ∞.
The construction of these sequences is similar the construction of Lemma 3.11 and we sketch it below for complete-
ness. As before, by P(k,s) we denote the projection onto the linear span of {hn,i}s 2nn=k, i=1.
Let y1 = S h1,1. There exists n1 such that ‖y1 − P(1,n1)y1‖ < δ2‖y1‖ and ‖Ty1 − P(1,n1)Ty1‖ <
δ
2‖Ty1‖. Let a1 = P(1,n1)y1
and b1 = P(1,n1)Ty1. Denote A+1 = {x : V
−1y1(x) = 1} and A−1 = {x : V−1y1(x) = −1}. Let {zi}∞i=1 be the Rademacher
sequence on A+1 and {z
′
i }
∞
i=1 be the Rademacher sequence on A−1 . Using the fact that the Rademacher sequence is weakly
null, we find l such that
‖S zl − P(n1,∞)S zl‖ <
δ
16‖S zl‖
‖TS zl − P(n1,∞)TS zl‖ <
δ
16‖TS zl‖
‖S z′l − P(n1,∞)S z
′
l‖ <
δ
16‖S z
′
l‖
‖TS z′l − P(n1,∞)TS z
′
l‖ <
δ
16‖TS z
′
l‖.
Define y2 = S zl, y3 = S z′l and find n2 such that ‖yk − P(n1,n2)yk‖ <
δ
8‖yk‖ and ‖Tyk − P(n1,n2)Tyk‖ <
δ
8‖Tyk‖ for k = 2, 3.
As before, let ak = P(n1,n2)yk and bk = P(n1 ,n2)Tyk for k = 2, 3.
Continuing this way, we build the other elements of the sequences {yi}∞i=1, {ai}
∞
i=1 and {bi}
∞
i=1. From the construction it is
clear that {(supp yi ∪ supp Tyi)}∞i=1 are essentially disjoint. If we denote Y = span{yi : i = 1, 2, . . .} we have that Y is a
complemented subspace of Lp which is also isomorphic to Lp. To see this it is enough to notice that V−1Y is isometric
to Lp (since it is spanned by a sequence which is isometrically equivalent to the Haar basis) and hence complemented
in Lp. One projection onto Y is given by PY = VPV−1YV−1PX . From now on, without loss of generality we assume that
X = Y (since we can pass to a subspace in the beginning if necessary).
As in the argument in Lemma 3.11, using the principle of small perturbations, it is easy to see that the subspace
A = span{ai : i = 1, 2, . . .} is complemented. A projection onto A is given by P′A = GPYG−1 where G ∈ L(Lp) is
defined by
G = I −
∑
i
y∗i (x)(yi − ai).
Using Proposition 3.3 we find a projection PA onto A that respect supports. Let S : A → Lp be the operator defined by
S = I −
∑
i
a∗i (x)(ai − yi)
and note that S A = Y(≡ X) and ‖I − S ‖ < 4δ. Let also S ′ : A → Lp be the operator defined by S ′ai = Tai − bi and let
T ′ = T − S ′PA. It follows easily that ‖S ′‖ < Cδ‖T‖, where C depends only on p, since
‖S ′ai‖ = ‖Tai − bi‖ = ‖T (ai − yi) + Tyi − bi‖ < 2δ‖T‖‖yi‖2i .
First we show that (I − PA)T ′PA preserves a copy of Lp.
If not, we have that (I − PA)T ′PA is Lp-strictly singular and hence PAT ′PA preserves a copy of Lp (otherwise T ′|A will
be Lp-strictly singular which is false). We also have the inequality g(PAT ′PA, A) > ε/2. In order to show it we need to
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go back to the definitions of f (·, ·) and g(·, ·). Fix A′ ⊆ A and λ ∈ C. We shall show that g(λI + T ′, A′) > ε
2
. We may
assume that |λ| < ‖T ′‖ + 1(otherwise f (λI − T ′, A′) > 1). Let x ∈ S A′ be arbitrary.
‖(λI − T ′)x‖ ≥ ‖(λI − T ′)S x‖ − ‖(λI − T ′)(x − S x)‖ ≥ ‖(λI − T )S x‖ − ‖S ′PAS x‖ − ‖(λI − T ′)(x − S x)‖
≥ (1 − 4δ) f ((λI − T ), A′) −Cδ‖T‖‖PA‖(1 + 4δ) − 4(2‖T ′‖ + 1)δ.
Taking infimum over the left side we obtain f ((λI − T ′), A′) > f ((λI − T ), A′)/2 for sufficiently small δ and hence
g(λI−T ′, A′) > ε/2 for every λ ∈ C. Using the fact that (I−PA)T PA is an Lp-strictly singular operator and Proposition
3.10 we obtain
g(PAT ′PA, A) + g((I − PA)T ′PA, A) = g(T ′PA, A) > ε2 .
Let PAT ′ai = λiai (we can do that since PA respect supports). Till the end of this proof it will be convenient to
switch the enumeration of the {ai}∞i=1 to {an,i}
∞, 2n
n=0, i=1,, which is actually how we constructed them. For each n, using the
pigeon-hole principle, we can find a set σ(n) with cardinality at least ε2
n
4‖PAT‖
and a number µn such that |µn − λi| <
ε
4
for every i ∈ σ(n). Clearly, there exists an infinite subset N1 ⊆ N and a number µε such that∑
n∈N1
|µn − µε| <
ε
100 .
Let Z = span{an,i : n ∈ N1, i ∈ σ(n)}. Using a result of Gamlen and Gaudet (see [7]), we have that Z ≃ Lp and clearly
Z is complemented in Lp. Now note that
‖(µεI − PAT ′)|Z‖ < ε2 hence g(µεI − PAT
′, Z) < ε
2
. (13)
On the other hand,
ε
2
< g(µεI − T ′, A) = g((µεI − PAT ′) − (I − PA)T ′, A) = g(µεI − PAT ′, A) (14)
since (I−PA)T ′|A is Lp-strictly singular. The equations (13) and (14) lead to contradiction which shows that (I−PA)T ′PA
preserves a copy of Lp, say Z′. Now ‖(I − PA)T ′PA − (I − PA)T PA‖ = ‖(I − PA)S ′PA‖ < Cδ‖T‖(‖PA‖ + 1)2 hence, for
sufficiently small δ, we have that (I − PA)T PA is an isomorphism on Z′ and clearly d((I − PA)T PAZ′, Z′) > 0. In view
of Lemma 3.16 this finishes the proof. 
4 Operators on L1
Recall that we have already proved Theorem 1.3 in the case of L1. The proof in this case does not involve anything
new and can be done only using the ideas found in [12], which we have already mentioned.
Now we switch attention to the operators not of the form λI + K where λ ∈ C and K is in ML1 . Our investigation will
rely on the representation Kalton gave for a general operator on L1 in [9], but again Rosenthal’s paper [12] is a better
reference for us. Before we state Kalton’s representation we need a few definitions.
Definition 4.1. An operator T : L1 → L1 is called an atom if T maps disjoint functions to disjoint functions. That is,
if µ(supp f ∩ supp g) = 0 then µ(supp T f ∩ supp Tg) = 0.
Unlike the notation for 1 < p < ∞, here supp refers to the support with respect to the interval [0, 1]. A simple
characterization of the atoms is given by the following known structural result.
Proposition 4.2 ([12, Proposition 1.3]). An operator T : L1 → L1 is an atom if and only if there exist measurable
functions a : (0, 1) → R and σ : (0, 1) → (0, 1) with T f (x) = a(x) f (σx) a.e. for all f ∈ L1.
In [12] the following definition is given:
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Definition 4.3. Let T : L1 → L1 be a given operator.
(a) Say that T has atomic part if there exists a non-zero atom A : L1 → L1 with 0 ≤ A ≤ |T |.
(b) Say that T is purely continuous if T has no atomic part.
(c) Say that T is purely atomic if T is a strong ℓ1-sum of atoms.
The condition (c) in the preceding definition simply means that there is a sequence of atoms {T j}∞j=1 from L1 to L1 and
K < ∞ so that for all f ∈ L1, ∑ ‖T j f ‖ ≤ K‖ f ‖ and T f = ∑ T j f .
Here is Kalton’s representation theorem for operators on L1 the way it is stated in [12].
Theorem 4.4. Let T : L1 → L1 be a given operator. There are unique operators Ta, Tc ∈ L(L1) so that Ta is purely
atomic, Tc is purely continuous, and T = Ta + Tc. Moreover, there exists a sequence of atoms {T j}∞j=1 so that Ta is a
strong ℓ1-sum of {T j}∞j=1 and the following four conditions hold
1.
∑∞
i=1 ‖Ti f ‖ ≤ ‖Ta||‖ f ‖
2. (Ti f )(x) = ai(x) f (σix) a.e. where ai : (0, 1) → R are measurable functions, and σi : (0, 1) → (0, 1)
3. For all i , j, σi(x) , σ j(x) a.e.
4. |a j(x)| ≥ |a j+1(x)| a.e.
Note that if E is a set of positive measure such that a j(x) , 0 a.e on E, then µ(σ j(E)) > 0. Indeed, let F ⊂ E be such
that |a j(x)| > α > 0 for every x ∈ F. Now T j1σ j(F) = 1Fa j implies that ‖T j1σ j(F)‖ > 0 hence µ(σ j(F)) > 0. The
power of Kalton’s representation theorem is that it reduces many problems about operators on L1 to measure theoretic
considerations. This is illustrated in the proof of the following proposition.
Proposition 4.5. Let T ∈ L(L1) be a non-zero atom such that T , λI for any λ ∈ C. Then there exists a subspace
Y ⊂ L1 such that Y ≡ L1, d(Y, TY) > 0, and Y + TY is complemented in L1.
Proof. By the definition of atom we have that (T f )(x) = a(x) f (σx) for some a and σ. We consider two possibilities
depending on σ.
1. If σ = id a.e on (0, 1) then a(x) 6. const a.e (otherwise T = λI for some λ). Then we find two different numbers
λ1, λ2 and a positive number δ such that
• |λ1 − λ2| > 3δ
• There are closed sets ∆i = {x : |a(x) − λi| < δ} so that µ(∆i) > 0 for i = 1, 2
To see this we can consider a good enough approximation of a(x) with a step function and without loss of generality
we may assume that λ1 , −1. Note also that we can choose δ as small as we want (independent of λ1 and λ2) which
choice we leave for later. Clearly, ∆1 ∩ ∆2 = ∅ and, since they are closed, by shrinking δ we can assume that they are
at a distance of at least δ apart. From our choice of ∆i, i = 1, 2, we also have
‖(T f − λi f )1∆i‖ < δ‖ f 1∆i‖ , i = 1, 2.
Let S : L1(∆1) → L1(∆2) be an isometry and define
Z = { f1 + S f1 : f1 ∈ L1(∆1)}.
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Since ‖ f1 + S f1‖ = 2‖ f1‖ we immediately have that Z ≡ L1. To show that d(Z, TZ) > 0 assume that ‖T (g + S g)‖ = 1
for some g ∈ L1(∆1). Then for arbitrary f ∈ L1(∆1) we have
‖ f + S f − Tg − TS g‖ = ‖ f + S f − ag − aS g‖ = ‖ f − ag‖ + ‖S f − aS g‖
= ‖ f − λ1g + (λ1 − a)g‖ + ‖S f − λ2S g + (λ2 − a)S g‖
≥ ‖ f − λ1g‖ − ‖(λ1 − a)g‖ + ‖S f − λ2S g‖ − ‖(λ2 − a)S g‖
≥ ‖ f − λ1g‖ + ‖ f − λ2g‖ − δ‖g‖ − δ‖S g‖ ≥ |λ1 − λ2|‖g‖ − 2δ‖g‖ ≥ |λ1 − λ2|3 ‖g‖.
Now we observe that ‖T (g + S g)‖ = 1 implies ‖g‖ ≥ 12‖T‖ hence
d(TZ, Z) = inf
‖T (g + S g)‖ = 1
f , g ∈ L1(∆1)
‖ f + S f − Tg − TS g‖ ≥ |λ1 − λ2|6‖T‖ .
Define T1 f (x) = λ1 f (x)1∆1 (x)+λ2 f (x)1∆2 (x) and let K = T −T1. Denote by P1 the natural, norm one, projection from
L1 onto L1(∆1) and let P = P1 + λ2+1λ1+1 S P1. It is easy to see that P is an idempotent operator since P1S P1 ≡ 0. To see
that P is a projection onto Z + T1Z note that
P f = P1 f + λ2 + 1
λ1 + 1
S P1 f = 1
λ1 + 1
((λ1 + 1)P1 f + (λ2 + 1)S P1 f ) = 1
λ1 + 1
(P1 f + S P1 f + λ1P1 f + λ2S P1 f ) ∈ Z + T1Z
Now we observe that Z + TZ = Z + (T1 + K)Z and use the fact that ‖K|Z‖ < δ to conclude that for sufficiently small δ,
Proposition 2.2 guarantees that the subspace Z + TZ is complemented.
2. If σ , id a.e on (0, 1) let A = {x | σ(x) = x} and denote A′ = (0, 1)\A and B = A′ ∩ {x | a(x) , 0}. We have two
cases depending on µ(B).
Case 1. µ(B) > 0
In this case we show that there exists ∆ ⊂ B such that µ(∆∩σ(∆)) = 0. Denote αk = {x : |x−σ(x)| > 1k }∩B. Obviously
∪∞k=1αk = {x : |x − σ(x)| > 0} ∩ B = B and the latter set has positive measure by assumption, hence there exists k0 for
which µ(αk0 ) > 0. Now
αk0 =
2k0−1⋃
n=0
(
αk0 ∩
[
n
2k0
,
n + 1
2k0
])
,
so there exists n0 such that if we denote β = αk0 ∩
[
n0
2k0 ,
n0+1
2k0
]
then µ(β) > 0. From the way we defined β it is evident that
β ∩σ(β) = ∅ because diam(β) < 12k0 and |x −σ(x)| > 1k0 for every x ∈ β. It is also clear that d(L1(β), T L1(β)) = 1 since
L1(β) and T L1(β) have disjoint supports. The fact that L1(β) + T L1(β) is complemented in L1 follows from the facts
that L1(β) is norm-one complemented, T is an isomorphism (hence T L1(β) is complemented), and L1(β) and T L1(β)
have disjoint supports.
Case 2. µ(B) = 0.
In this case we have µ(A) > 0 (otherwise T will be a zero atom). There are two sub-cases:
• If a(x) , const a.e on A.
Then we proceed as in the case σ = id a.e on (0, 1) but we consider A instead of (0, 1).
• If a(x) = const = λ a.e on A.
Then again we proceed as in the case σ = id a.e on (0, 1) considering λ1 = λ and λ2 = 0. We can do this since
µ(A′) > 0.

Remark 4.6. Note that Proposition 4.5 is also valid when considering operators T : L1(ν1) → L1(ν2) where ν1 and
ν2 are two non-atomic measures on some sub σ-algebra on (0, 1) and this is in fact how we are going to use it.
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Now we proceed to the proof of Theorem 1.2 in the case p = 1.
Proof of Theorem 1.2 in the case L1. First, using Lemma 3.15, we find ε > 0 and a subspace X ⊆ L1 such that for
every X′ ⊆ X, X′ ≃ L1, and every λ ∈ C we have g(λI − T, X′) > ε. Then consider a similarity S on L1 such that
S X = L1(∆) where ∆ can be any nonempty open interval. For T ′ = S TS −1 we have g(λI − T ′, X′) > ε′ for every
X′ ⊆ S X = L1(∆) where ε′ = ε‖S ‖‖S −1‖ . It is clear that it is enough to prove the theorem for T ′ so without loss of
generality we may assume that T ′ = T and ε = ε′.
Let T = Ta + Tc be the Kalton representation for T and fix δ. First, we use Rosenthal’s remark before Lemma 2.1
in [12] to find an atom V and set ∆1 ⊆ ∆ such that ‖Ta |L1(∆1) − V‖ <
ε
10 . Since completely continuous operators are
not sign embeddings, we apply [12, Lemma 3.1] to find a norm one complemented subspace X′ ⊆ L1(∆1) such that
X′ ≡ L1 and ‖Tc|X′‖ <
ε
10 . From our choice of X
′ it follows that
g(λI − V, X′′) > ε
2
for every λ ∈ C and every X′′ ⊆ X′, X′′ ≃ L1.
From the last inequality it is clear that V : X′ → L1 is a non-zero atom and V|X′ , λI. Now Proposition 4.5 gives us
the desired result. 
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5 Appendix
Before we start with the proof of Theorem 3.4 we recall some of the notation we previously used and note some of
the properties of S (x), the square function defined with respect to the Haar basis (for a general definition of S (x) see
Definition 3.2).
Recall that unless otherwise noted, Lp denotes Lp([0, 1], µ) where µ is the Lebesgue measure. The unconditional basis
constant of the usual Haar basis {hn,i}∞ 2
n
n=0, i=1 in Lp, 1 < p < ∞, is denoted by Cp. Recall also that {rn}∞n=0 is the
Rademacher sequence on [0, 1] (defined by rn = ∑2ni=1 hn,i).
Denote by En the finite algebra generated by the dyadic intervals [(i − 1)2−n, i2−n], i = 1, 2, . . .2n, and by E, the union
of all these algebras. It is clear that the algebra En is generated by the supports of {(hn,i)}2ni=1.
If f and g are functions in Lp which have disjoint supports with respect to the Haar basis, then it is obvious that
S 2( f + g) = S 2( f ) + S 2(g). This will be used numerous times. Let {xk}∞k=1 be a sequence of functions in Lp, 1 < p <
∞, which are disjointly supported with respect to the Haar basis. Using the unconditionality of the Haar basis and
Khintchine’s inequality we obtain
∥∥∥∥∥∥∥
∞∑
k=1
xk
∥∥∥∥∥∥∥
p
≥ C−1p

∫ 1
0
∥∥∥∥∥∥∥
∞∑
k=1
rk(u)xk
∥∥∥∥∥∥∥
p
p
du

1/p
= C−1p
∥∥∥∥∥∥∥∥

∫ 1
0
∣∣∣∣∣∣∣
∞∑
k=1
rk(u)xk
∣∣∣∣∣∣∣
p
du

1/p∥∥∥∥∥∥∥∥
p
≥ C−1p Ap
∥∥∥∥∥∥∥∥

∞∑
k=1
|xk|
2

1
2
∥∥∥∥∥∥∥∥
p
, (15)
where Ap is the constant from Khintchine’s inequality. If xk =
∑
i αk,ihnk,i , k = 1, 2, . . . are disjointly supported vectors
with respect to the Haar basis, using (15) for {αk,ihnk,i }k,i we obtain
∥∥∥∥∥∥∥
∞∑
k=1
xk
∥∥∥∥∥∥∥
p
≥ C−1p Ap

∫ 1
0

∞∑
k=1
S 2(xk)

p
2

1
p
. (16)
In a similar manner ∥∥∥∥∥∥∥
∞∑
k=1
xk
∥∥∥∥∥∥∥
p
≤ CpBp

∫ 1
0

∞∑
k=1
S 2(xk)

p
2

1
p
. (17)
From the last two inequalities it follows that the norm |‖·‖|p = ‖S (·)‖p is equivalent to the usual norm in Lp, 1 < p < ∞.
Now we proceed to the main theorem of this section.
Theorem 3.4. For each 1 < p < 2 there is a constant Kp such that if T is a sign embedding operator from Lp[0, 1]
into Lp[0, 1] (and in particular if it is an isomorphism), then there is a Kp complemented subspace X of Lp[0, 1] which
is Kp-isomorphic to Lp[0, 1] and such that some multiple of T |X is a Kp-isomorphism and T (X) is Kp complemented in
Lp.
Moreover, if we consider Lp[0, 1] with the norm |‖x‖|p = ‖S (x)‖p (with S being the square function with respect to the
Haar system) then, for each ε > 0, there is a subspace X of Lp[0, 1] which is (1 + ε)-isomorphic to Lp[0, 1] and such
that some multiple of T |X is a (1 + ε)-isomorphism (and X and T (X) are Kp complemented in Lp).
Proof of Theorem 3.4. : Let T be as in the statement of the theorem. Without loss of generality (see e.g. Lemma 9.10
in [8] and note that only the boundedness of T is used) {Thn,i} is a block basis of {hn,i}∞ 2nn=0, i=1. For E ∈ En put
vn(E) = S

∑
hn,i⊆E
Thn,i
 ,
where hn,i ⊆ E is a shorthand notation for supp(hn,i) ⊆ E. Put also vn = vn([0, 1]) = S (∑2ni=1 Thn,i) = S (Trn).
Claim 5.1. The convex hull of {v2n} is p/2-equi-integrable; i.e., the set
V =
{(∑
α2nv
2
n
)p/2
:
∑
α2n ≤ 1
}
is equi-integrable.
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Proof. The proof is a refinement of the argument on page 265 of [8]. Since the convex hull of any finite set in Lp/2 is
p/2-equi-integrable, it follows that if the convex hull of {v2n} is not p/2-equi-integrable then there are ε0 > 0, successive
subsets σm ⊂ N, and disjoint subsets {Am}∞m=1 of [0, 1] such that for w2m =
∑
n∈σm
α2nv
2
n, where
∑
n∈σm
α2n = 1 for all m,
we have (∫
Am
w
p
m
)1/p
≥ ε0. (18)
Using (16) and (18) (the estimate in (16) we can use since {Trn} are disjointly supported with respect to the Haar
basis), for all {am}∞m=1 ∈ ℓ2 we have
(∑∞m=1 a2m)1/2 = ‖∑∞m=1 am ∑n∈σm αnrn‖2 ≥ ‖∑∞m=1 am ∑n∈σm αnrn‖p ≥ ‖T‖−1‖∑∞m=1 am ∑n∈σm αnTrn‖p
≥ ‖T‖−1C−1p Ap(
∫ 1
0 (
∑∞
m=1 a
2
m
∑
n∈σm
α2nS 2(Trn))p/2)1/p
= ‖T‖−1C−1p Ap(
∫ 1
0 (
∑∞
m=1 a
2
m
∑
n∈σm α
2
nv
2
n)p/2)1/p = ‖T‖−1C−1p Ap(
∫ 1
0 (
∑∞
m=1 a
2
mw
2
m)p/2)1/p
≥ ‖T‖−1C−1p Ap(
∑∞
m=1 |am|
p
∫
Am
w
p
m)1/p ≥ ‖T‖−1C−1p Apε0(
∑∞
m=1 |am|
p)1/p
which leads us to contradiction since p < 2. 
Proposition 5.2. There is an additive L+p/2 valued measure,Λ, onE and there are successive convex combinations um(·)
of {v2n(·)} such that for all E ∈ Ewe have um(E) → Λ(E) almost surely and in Lp/2. Moreover, for any sequence εn → 0,
there are measurable sets Dn ⊂ [0, 1] with µ(Dn) > 1 − εn and such that for all E ∈ E and all n, um(E)1Dn → Λ(E)1Dn
as m → ∞ also in L1.
Proof. We start as in the proof of Lemma 6.4 in [8]: Since the set V from Claim 5.1 is bounded in Lp/2, by a result of
Nikishin [11] for each ε > 0 there exists a set D = Dε ⊂ [0, 1] of measure larger that 1 − ε such that
sup
v∈V
∫
D
vdµ < ∞.
Note that we may assume that D1/n ⊂ D1/(n+1) for n = 2, 3, . . . . As in the proof of [8, Lemma 6.4], using the
weak compactness of V|D1/2 ⊂ L1, we can find successive convex combinations um(·) of the v2n(·) such that um(E)1D1/2
converges pointwise and in L1 to Λ1(E)1D1/2 for every E ∈ E, where Λ11D1/2 is L+1 -valued additive measure. Now
we can find successive convex combinations wm(·) of the um(·) such that wm(E)1D1/3 converges pointwise and in L1 to
Λ2(E)1D1/3 for every E ∈ E, where Λ21D1/3 is L+1 -valued additive measure. Note that Λ21D1/2 = Λ11D1/2 . Continuing in
this manner and taking a diagonal sequence of the sequences of successive convex combinations we get a sequence,
which we still denote um, of successive convex combinations of the v2n and a L+0 -valued additive measure Λ such that
for every n Λ1D1/n is L+1 -valued and um(E)1D1/n converges, as m → ∞, pointwise and in L1 to Λ(E)1D1/n for every
E ∈ E.
It remains to show that the convergence is also in Lp/2 (on the whole interval). Since for each E, {um(E)} is p/2-equi-
integrable, it follows that, given any δ > 0, if n is large enough
∫
Dcn
um(E)p/2 < δ for all m. Consequently, we also have∫
Dcn
Λ(E)p/2 ≤ δ and
lim sup
m→∞
∫
|um(E) − Λ(E)|p/2 ≤ lim sup
m→∞
∫
Dn
|um(E) − Λ(E)|p/2 + 2δ
≤ lim sup
m→∞
‖(um(E) − Λ(E))1Dn‖p/21 + 2δ = 2δ.
Since this is true for any δ we get the desired result. 
Note first that if we denote C = (C2pBpA−1p ‖T‖)p then for all m and all E ∈ E we have
∫
um(E)p/2 ≤ Cµ(E), where {um}
are from Proposition 5.2. Indeed, let um =
∑
k∈σm αm,kv
2
k where {σm}
∞
m=0 are successive subsets of N and {αm,k}∞m=0,k∈σm
is sequence of non-negative numbers such that ∑k∈σm αm,k = 1. Then using (16), (17) and the unconditionality of the
Haar basis we get∫
um(E)p/2 =
∫
(∑k∈σm αm,kv2k(E))p/2 =
∫
(∑k∈σm αm,kS 2(∑hk,i⊆E Thk,i))p/2
≤ (CpA−1p )p‖
∑
k∈σm α
1/2
m,k(
∑
hk,i⊆E Thk,i)‖pp ≤ (CpA−1p ‖T‖)p‖
∑
k∈σm α
1/2
m,k(
∑
hk,i⊆E hk,i)‖pp
≤ (C2pBpA−1p ‖T‖)p‖(
∑
k∈σm αm,kS 2(
∑
hk,i⊆E hk,i))1/2‖pp ≤ (C2pBpA−1p ‖T‖)p‖1E‖pp = (C2pBpA−1p ‖T‖)pµ(E)
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This implies that for all E ∈ E,
∫
Λ(E)p/2 ≤ Cµ(E). Now consider the linear operator T defined on the functions of
the form f = ∑ri=1 ai1Ei by T f = ∑ri=1 aiΛ(Ei), where the Ei-s are disjoint sets in E. Then T is bounded as an operator
from a subspace of Lp/2 to Lp/2. Indeed,
∫
|T f |p/2 ≤
∫ r∑
i=1
|ai|
p/2
Λ(Ei)p/2 ≤ C
∫ r∑
i=1
|ai|
p/2µ(Ei) = C‖ f ‖p/2p/2.
Consequently, T can be extended to all of Lp/2 and then we define Λ(E) = T1E for all E in the Borel σ-algebra.
Remark 5.3. From the comments above it follows that Λ can be extended to a L+p/2-valued measure satisfying∫
Λ(E)p/2 ≤ Cµ(E) for some constant C < ∞ and for all E in the Borel σ-algebra. For each n, Λ(E)1Dn is an
L+1 -valued measure. Note also that, since T is a sign embedding, Λ is not identically zero.
Lemma 5.4. Let Λ be a non zero L+p/2-valued measure on the Borel σ-algebra B satisfying
∫
Λ(A)p/2 ≤ Cµ(A) for
some C < ∞ and all A ∈ B. Then for all ε > 0 there exist a set A0 and a number c, 0 < c ≤ C, such that
∫
Λ(A0) > 0
and
cµ(A) ≤
∫
Λ(A)p/2 ≤ c(1 + ε)µ(A)
for all A ⊆ A0.
Proof. Fix an ε > 0 and denote m = sup{
∫
Λ(A)p/2/µ(A) ; A ∈ B}. Let B0 ∈ B be such that
∫
Λ(B0)p/2
µ(B0) ≥
m
1+ε . Let also
C be a maximal collection of disjoint Borel subsets of B0 of positive measure satisfying
∫
Λ(B)p/2
µ(B) <
m
1+ε . The collection
C is necessarily countable and if we assume that A0 = B0 \
⋃
B∈C B has measure 0 then we have
m
1+εµ(B0) ≤
∫
Λ(B0)p/2 =
∫
(∑B∈CΛ(B))p/2
≤
∫ ∑
B∈CΛ(B)p/2 < m1+ε
∑
B∈C µ(B)
=
m
1+εµ(B0)
which is a contradiction. Therefore, A0 satisfies the conclusion of the lemma with c = m1+ε . 
Lemma 5.5. Let Λ be a L+p/2-valued measure and suppose that A0 is such that for all A ⊆ A0 and some constant c > 0,
cµ(A) ≤
∫
Λ(A)p/2 ≤ c(1 + ε)µ(A).
Then for any measurable partition A0 = ∪ni=1Fi,∫
max
1≤i≤n
Λ(Fi)p/2 ≥ (1 + ε)−p/(2−p)cµ(A0) ≥ (1 + ε)−2/(2−p)
∫
Λ(A0)p/2.
Proof.
cµ(A0) ≤
∫
Λ(A0)p/2 =
∫
(∑ni=1 Λ(Fi))p/2
≤
∫
(∑ni=1 Λ(Fi)p/2)p/2 max1≤i≤n Λ(Fi)(1−p/2)p/2
≤ (
∫ ∑n
i=1 Λ(Fi)p/2)p/2(
∫
max1≤i≤n Λ(Fi)p/2)(1−p/2)
≤ (1 + ε)p/2cp/2(µ(A0))p/2(
∫
max1≤i≤n Λ(Fi)p/2)(1−p/2).
Consequently, ∫
max
1≤i≤n
Λ(Fi)p/2 ≥ (1 + ε)−p/(2−p)cµ(A0) ≥ (1 + ε)−2/(2−p)
∫
Λ(A0)p/2.

Fix an ε > 0 and let A0 ∈ B and c be as in Lemma 5.5 so that for any partition A0 = ∪ni=1Fi,∫
max
1≤i≤n
Λ(Fi)p/2 > (1 + ε)−p/(2−p)cµ(A0). (19)
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Approximating by a set from E, we may assume that the set A0 satisfying (19) is in E. Let {En,i}∞n=02
n
i=1 be a dyadic tree
of sets in E with E0,1 = A0 and let
Mn = max
1≤i≤2n
Λ(En,i).
Mn is a non increasing sequence of functions in L+p/2. Denote by M its limit (in Lp/2 or, equivalently, almost every-
where). Clearly, ∫
Mp/2 ≥ (1 + ε)−p/(2−p)cµ(A0).
We now define a sequence of functions ϕn : [0, 1] → A0 which will play a role similar to the one played by the sequence
with the same name in [8, Lemma 9.8]. For each n order the set {1, 2, . . . , 2n} according to the order of the leftmost
points in {En,i}; i.e., i ≺ j if min{t ∈ En,i} < min{t ∈ En, j}. Let ϕn : [0, 1] → A0 be defined by ϕn(t) = min{t ∈ En,i}
if 1 ≤ i ≤ 2n is the first, in the order ≺, such that Λ(En,i)(t) ≥ M(t). For each t, {ϕn(t)} is a non-decreasing and thus a
converging sequence. Let ϕ(t) denote its limit. Notice that
1ϕ−1(A)(t)M(t) ≤ Λ(A)(t)
for every t and every A which is a union of the interiors of the En,i-s. Indeed, it is enough to prove this for A = E◦n,i for
some n and i. But if t ∈ ϕ−1(E◦n,i) then for k large enough Ek,i(k) ⊂ En,i (where ϕk(t) is the leftmost point of Ek,i(k)) and
Λ(En,i)(t) ≥ Λ(Ek,i(k))(t) ≥ M(t).
Fix a sequence {εn}∞n=1, εn → 0, to be chosen later. Consider the vector measure
m(A) = (µ(A),
∫
ϕ−1(A)
Mp/2), A ⊆ A0
and notice that it is non-atomic and even absolutely continuous with respect to Lebesgue measure. Indeed, for A in the
algebra generated by the En,i-s, ∫
ϕ−1(A)
Mp/2 ≤
∫
ϕ−1(A)
Λ(A)p/2 ≤
∫
Λ(A)p/2 ≤ Cµ(A).
The inequality clearly extends to all A ∈ B, A ⊆ A0.
By Lyapunov’s theorem one can find a partition of A0 into two sets, ˜F1,1 and ˜F1,2, of equal m measure. For any ε1 > 0,
we can perturb ˜F1,1 and ˜F1,2 slightly to get F1,1, F1,2 in the algebra generated by the En,i-s which satisfy
µ(F1,1) = µ(F1,2) = 12µ(A0)
and (1 − ε1)
2
∫
Mp/2 ≤
∫
ϕ−1(F1,1 )
Mp/2,
∫
ϕ−1(F1,2 )
Mp/2 ≤
(1 + ε1)
2
∫
Mp/2.
Now we partition each of F1,1 and F1,2 in a similar manner and then continue the process. This way, for every positive
sequence {εn}∞n=1, εn ↓ 0, we construct a dyadic tree {Fn,i}
∞
n=0,
2n
i=1 of subsets of A0 such that the elements of the tree
{Fn,i}∞n=0
2n
i=1, are in the algebra generated by the En,i-s and for all n = 0, 1, . . . , i = 1, . . . , 2n, we have
µ(Fn,i) = 2−nµ(A0) (20)
and
2−n
n∏
j=1
(1 − ε j)
∫
Mp/2 ≤
∫
ϕ−1(Fn,i )
Mp/2 ≤ 2−n
n∏
j=1
(1 + ε j)
∫
Mp/2. (21)
Define Gn,i = ϕ−1(Fn,i) for n = 0, 1, . . . and i = 1, 2, . . . , 2n. Fix 1 − δ = (∏∞j=1(1 − ε j))(1 + ε)−2/(2−p). The main
remaining ingredient in the proof of the theorem is the following claim.
Claim 5.6. There exist a and b, 0 < a < b = (1 − δ)−1a, such that for all N and all coefficients {an,i}Nn=02
n
i=1,,
a‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp ≤ ‖
N∑
n=0
2n∑
i=1
a2n,iΛ(Fn,i)‖p/2p/2 ≤ b‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp.
Proof. We shall use the shorthand notation hn,i ⊇ hN, j for supp(hn,i) ⊇ supp(hN, j). The first equality below follows by
expressing Λ(Fn,i) in terms of the Λ(FN, j)-s and changing the order of summation. We also use Lemma 5.4 and (20).
‖
∑N
n=0
∑n
i=1 a
2
n,iΛ(Fn,i)‖p/2p/2 =
∫
(∑2Nj=1 Λ(FN, j)∑(n,i);hn,i⊇hN, j a2n,i)p/2
≤
∫ ∑2N
j=1 Λ(FN, j)p/2(
∑
(n,i);hn,i⊇hN, j a
2
n,i)p/2
≤ c(1 + ε)µ(A0)2−N
∫ ∑2N
j=1(
∑
(n,i);hn,i⊇hN, j a
2
n,i)p/2
= c(1 + ε)µ(A0)‖S (∑Nn=0 ∑2ni=1 an,ihn,i)‖pp.
For the other direction we use Lemma 5.5, (21), and the fact that Λ(Fn,i) ≥ M on Gn,i = ϕ−1(Fn,i).
∫
(∑2Nj=1 Λ(FN, j)∑(n,i);hn,i⊇hN, j a2n,i)p/2 ≥ ∫ (∑2Nj=1 1GN, j M ∑(n,i);hn,i⊇hN, j a2n,i)p/2
=
∑2N
j=1
∫
GN, j
Mp/2(∑(n,i);hn,i⊇hN, j a2n,i)p/2
≥ (∏Nn=1(1 − εn))2−N ∫ Mp/2 ∑2Nj=1(∑(n,i);hn,i⊇hN, j a2n,i)p/2
≥ (∏Nn=1(1 − εn))(1 + ε) −p2−p cµ(A0)‖S (∑Nn=0 ∑2ni=1 an,ihn,i)‖pp.
It is clear that the claim follows with a = (∏∞n=1(1 − εn))(1 + ε) −p2−p cµ(A0). 
Now we continue as in the proof of [8, Theorem 9.1, case 1 < p < 2]. From the fact that the |‖ · ‖|p is equivalent to
the usual norm in Lp, 1 < p < ∞, it is enough to prove only the “moreover” part of Theorem 3.4. The fact that T (X)
is Kp complemented in Lp will follow from [8] (The norm of the projection there depends only on the isomorphism
constant and on p, see Lemma 9.6 and the proof of Theorem 9.1 in the case 1 < p < 2 there).
Let {βm, j}∞m=0,
2m
j=1 be a sequence of positive numbers such that
∑
n,i βn,i = δ. Since we obtainedΛ as a limit of successive
convex combinations of {v2n(·)}, there exists a sequence of disjoint finite sets {σm, j}∞m=0,2
m
j=1 ⊆ N with σm, j > inf{l :
Fm, j ∈ El} and a sequence of non-negative numbers {αn}∞n=1 such that
∑
n∈σm, j αn = 1, m = 0, 1, . . ., j = 1, 2, . . . , 2m, and
∫ ∣∣∣∣∣∣∣∣
∑
n∈σm, j
αnv
2
n(Fm, j) − Λ(Fm, j)
∣∣∣∣∣∣∣∣
p/2
< βm, j
∫
Λ(Fm, j)p/2
for all m = 0, 1, . . ., j = 1, 2, . . . , 2m. Put um, j = ∑n∈σm, j αnv2n.
As in [8, Theorem 9.1], we define a Gaussian Haar system by
km, j =
∑
n∈σm, j
α1/2n
∑
hn,i⊆Fm, j
Thn,i
for all m = 0, 1, . . ., j = 1, 2, . . . , 2m. Set X = span{∑n∈σm, j α1/2n ∑hn,i⊆Fm, j hn,i}∞m=0,2mj=1 and Y = span{km, j}∞m=0,2mj=1. We first
show that some multiple of the sequence {km, j} is almost isometrically equivalent to the Haar basis in the norm ‖| · |‖p.
For all coefficients {an,i}Nn=0
2n
i=1 we have
‖
∑N
n=0
∑2n
i=1 a
2
n,i(Λ(Fn,i) − un,i(Fn,i))‖p/2p/2 =
∫
(∑Nn=0 ∑2ni=1 a2n,i(Λ(Fn,i) − un,i(Fn,i)))p/2
≤
∫ ∑N
n=0
∑2n
i=1 a
p
n,i|Λ(Fn,i) − un,i(Fn,i)|p/2
≤
∫ ∑N
n=0
∑2n
i=1 βn,ia
p
n,i|Λ(Fn,i)|p/2
≤ δ
∫
(∑Nn=0 ∑2ni=1 a2n,iΛ(Fn,i))p/2
= δ‖
∑N
n=0
∑2n
i=1 a
2
n,iΛ(Fn,i)‖p/2p/2
(22)
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and using Claim 5.6 we immediately get
a(1 − δ)‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp ≤ ‖
N∑
n=0
2n∑
i=1
a2n,iun,i(Fn,i)‖p/2p/2 ≤ b(1 + δ)‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp. (23)
Since {Thn,i} are disjointly supported with respect to the Haar basis, it follows that
S 2(km, j) =
∑
n∈σm, j
αnS 2(
∑
hn,i⊆Fm, j
Thn,i) =
∑
n∈σm, j
αnv
2
n(Fm, j) = um, j(Fm, j)
and now using the fact that {kn,i} are disjointly supported with respect to the Haar basis we get
S 2(
N∑
n=0
2n∑
i=1
an,ikn,i) =
N∑
n=0
2n∑
i=1
a2n,iS
2(kn,i) =
N∑
n=0
2n∑
i=1
a2n,iun,i(Fn,i). (24)
Now we just have to observe that for any x ∈ Lp we have ‖S (x)‖pp = ‖S 2(x)‖p/2p/2 and combining this with (23) and (24)
gives us
a(1 − δ)‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp ≤ ‖S (
N∑
n=0
2n∑
i=1
an,ikn,i)‖pp ≤ b(1 + δ)‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp. (25)
The last estimate shows that some multiple of the sequence {kn,i} is almost isomterically equivalent to the Haar basis
with respect to ‖| · |‖p. We must mention that (25) also implies that some multiple of T is almost an isometry on X.
This follows from the fact S 2(∑n∈σm, j α1/2n ∑hn,i⊆Fm, j hn,i) = 1Fm, j , hence
µ(A0)‖S (
N∑
n=0
2n∑
i=1
an,ihn,i)‖pp = ‖S (
N∑
n=0
2n∑
i=1
an,i(
∑
m∈σn,i
α1/2m
∑
hm, j⊆Fn,i
hm, j))‖pp.

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