Abstract-The problem of estimating the phase parameters of a phase-modulated signal in the presence of colored multiplicative noise (random amplitude modulation) and additive white noise (both Gaussian) is addressed. Closed-form expressions for the exact and large-sample Cramér-Rao Bounds (CRB) are derived. It is shown that the CRB is significantly affected by the color of the modulating process when the signal-to-noise ratio (SNR) or the intrinsic SNR is small. Maximum likelihood type estimators that ignore the noise color and optimize a criterion with respect to only the phase parameters are proposed. These estimators are shown to be equivalent to the nonlinear least squares estimators, which consist of matching the squared observations with a constant amplitude phase-modulated signal when the mean of the multiplicative noise is forced to zero. Closed-form expressions are derived for the efficiency of these estimators and are verified via simulations.
I. INTRODUCTION
T HE ESTIMATION of the instantaneous frequency of phase-modulated signals (PMS) is a problem that arises in many applications. For example, in coherent radar systems, the phase modulation is directly related to the target range [24, ch. 7, pp. 58-65] . The important case of harmonic signals is obtained when the radial velocity of the target is constant. Often, the phase variations can be approximated by a finiteorder (often low) polynomial, and the resulting signal model is called the polynomial phase signal (PPS) [19] . PMS's also find applications in communication systems and speech processing [21] , [23] . The estimation of the phase parameters when the signal amplitude is constant has received much attention in the literature (see [5] and references therein). Recent papers have addressed the more general problem of estimating the phase parameters when the signal amplitude is randomly timevarying; see, e.g., [2] , [9] , [10] , [25] , [26] , [28] . Random amplitude modulation, or multiplicative noise, shows up when the medium is dispersive and/or when the assumption of point target is not valid [7] , [17, p. 757] . Further, the problem of estimating the frequency offset in mobile communications can be regarded as a harmonic retrieval problem in the presence of multiplicative noise (time-selective fading) [6] , [13] , [23] .
The observed signal is modeled as [1] - [3] , [7] - [9] (1) where and are the instantaneous amplitude and phase, respectively, and is additive noise. We make the following assumptions.
AS1) The amplitude is Gaussian and real valued but not necessarily stationary or zero mean. Let and denote the mean and the covariance function which are described by a finite-dimensional nonrandom parameter vector . AS2)
is zero-mean circular white Gaussian with variance .
AS3)
is a deterministic function of time that is parameterized by a finite-dimensional parameter vector is differentiable with respect to . Given obeying (1) under the above assumptions, we seek to develop algorithms to estimate the parameters of the model to characterize their performance and to establish the Cramér-Rao bounds (CRB's).
Since the mean of is allowed to be time-varying, PMS signals with deterministic amplitude, such as the damped exponential [29] and those with periodically time-varying amplitudes, are special cases of (1) . The Gaussian assumption is often made in the context of fading communications signals [21] , scattering in underwater acoustics [7] , etc. Thus, apart from the Gaussian assumption, model (1) under AS1)-AS3) is quite general. In later sections, we will constrain AS1) by assuming that the autocovariance function of (but not its mean) is time invariant. This will be referred to as assumption AS1')
To assess the performance of the estimators of the phase parameters in (1), we derive the CRB, which is a lower bound on the variance of any estimator. The CRB for a constant amplitude PPS in circular white Gaussian noise was derived in [19] . The CRB for model (1) under assumptions AS1)-AS3) has been considered in [8] under additional assumptions (the covariance function was assumed to be time-invariant, and both and were expressed as linear combinations of known basis functions; neither assumption is made in this paper). The real-valued case was studied in [26] and [27] . Here, we derive expressions for the CRB, which 1) are computationally attractive; 2) facilitate the derivation of the asymptotic (large-sample) CRB; 3) lead to new insights into the behavior of the estimation error bounds. The case of complex-valued multiplicative noise was studied in [14] for a chirp signal and in [11] for a PPS of arbitrary order. It is worth pointing out that the real and complex-valued multiplicative noise models differ fundamentally as to how the multiplicative noise affects the estimation of the phase parameters (see [11] ).
The second part of the paper is devoted to the estimation of the phase parameters in (1) . To reduce the complexity of the exact maximum likelihood (ML) estimators, we ignore the color of the amplitude modulation on purpose. When the mean of is forced to zero in this pseudo ML scheme, the resulting estimator is shown to coincide with the nonlinear least squares estimators, which consist of matching the squared observation with a constant amplitude PMS. In the case of harmonic signals, these estimators are equivalent to the cyclic variance-based estimators, which consist of peak picking the discrete Fourier transform of the squared data [9] , [12] . The degradations introduced by the zero-mean and i.i.d. assumptions are studied analytically and through simulations. It is shown that these degradations are not very significant, especially when the signal-to-noise ratio (SNR) is high. The large sample variance of these estimators is derived and compared with the earlier-established CRB.
The structure of the paper is as follows. A statistically equivalent model for (1) is presented in the next section. The finite-sample CRB is derived in Section III and the largesample CRB in Section IV. The influence of the spectrum of the random amplitude modulation on the CRB is studied in Section V. ML estimators of the PPS parameters are proposed in Section VI. The asymptotic performance of these estimators is studied in Section VII. Simulation results are presented in Section VIII. Finally, concluding remarks are given in Section IX, and detailed derivations are relegated to the Appendixes.
II. EQUIVALENT MODEL
Under our modeling assumptions, we show that the model in (1) is statistically equivalent to that in (2) which facilitates the analysis in this paper. Since is zero-mean, white, circular and Gaussian, and are statistically equivalent. Indeed, is a zero-mean Gaussian variable; hence, it is completely characterized by [22] and The circularity of implies that . A statistically equivalent model for (1) is thus given by (2) . Indeed, this equivalence holds for any circularly-symmetric white noise that is perhaps non-Gaussian and for any real-valued that is perhaps nonstationary and non-Gaussian.
In the sequel, we use model (2) for the observed signal. This model will facilitate the derivation of the CRB and the ML estimators.
III. FINITE-SAMPLE CRB
We derive the finite sample CRB for the parameters of our model in (1) subject to assumptions AS1)-AS3). The main result is summarized in Proposition 1. It is shown that the CRB's for the phase parameters are decoupled from those describing the noise, and the CRB for the phase parameters is expressed in terms of the diagonal elements of the inverse of the autocorrelation matrix. The computation of these diagonal elements is addressed, and several special cases are considered.
The complete deterministic parameter vector for the signal model in (2) and are mutually independent. We will find it useful to define the partial derivatives (6)
A. Likelihood Function
We consider the variable changes , where the elements of and are given in (4) and (5) . The Jacobian of this transformation is unity. The vectors and can be expressed as
where , and denotes element-wise multiplication (the Hadamard product). Since and are Gaussian and mutually independent, the vector is Gaussian with mean vector and covariance matrix (9) where denotes the identity matrix. Since is independent of , the likelihood function of , for a given , is given by Dropping terms that do not depend on , the log-likelihood function is given by (10)
B. Fisher Information Matrix
The covariance matrix of any unbiased estimator of is lower bounded by the inverse of the Fisher information matrix (FIM), which is known as the CRB CRB (11) where means that the matrix is positive semi-definite. The FIM is given by (12) We now need to compute the partial derivatives of with respect to the model parameters. In Appendix A, we evaluate these partial derivatives and the FIM. We summarize the results next.
Proposition 1: Under assumptions AS1)-AS3), the FIM for is block diagonal, i.e., and , and the CRB for the phase parameter vector is given by CRB where where is the th element of the diagonal of the matrix . For the sake of simplicity of notation, we drop the subscript from . We make the following interesting observations:
• Since is block diagonal, the CR bounds for the phase parameters are the same whether or not the parameters are known. This decoupling was also noted in [8] but under somewhat more restrictive assumptions (the covariance function was assumed to be time-invariant, and both and were expressed as linear combinations of known basis functions).
• The decoupling of the phase parameters from other parameters has been established under different assumptions on elsewhere as well; see, e.g., [8] , [14] , and [29] .
• Since the FIM for the phase and the noise parameter vectors are decoupled, the FIM of the latter is the same, whether or not the phase signal is known. This implies that the FIM is the same as the one obtained when is observable [using (2)]. In this case, both the real and imaginary parts and , which are independent, are observable. The corresponding log-likelihood function is therefore the sum of that of and that of . This is in contrast with the real-valued case (see [26] and [27] ), where this independence holds true only asymptotically, i.e., for large values of . Furthermore, this property cannot be directly inferred from the FIM formula given in [8, eq. 81], which explicitly involves the phase waveform (recall that [8] makes additional assumptions).
• The derivation of the FIM in Proposition 1 does not require the amplitude process to be stationary, i.e., both its mean and covariance matrix may be time varying.
• If the additive noise, is nonstationary white, i.e., ; then Proposition 1 holds, provided that is replaced by and by the diagonal element of the inverse of diag .
• When the covariance function of is time invariant, matrices and are Toeplitz, and the 's can be computed recursively using the Levinson-Durbin algorithm (see e.g. [20. pp. 156-165] ). Note that is not a constant even in the stationary case.
Let denote the length linear prediction filter corresponding to the autocorrelation matrix ,
i.e., , with . Then,
which follows from the Levinson-Durbin recursion; see, e.g., [30] . A closed-form expression for the large sample case is given in the next section. Several observations are in order.
-The recursion in (13) , the end effects are small, and we may assume that is a constant. The end effects are more serious for an MA process with small since this corresponds to a long AR process. These end effects are negligible for PPS-type signals, even for finite , since the relevant FIM entries involve sums of the form .
• When the amplitude modulation is temporally independent, i.e., , and diag , the FIM entries are given by
• When the amplitude modulation is deterministic, i.e., and , we obtain which agrees with the expression derived in [29, eq. 76 ].
IV. ASYMPTOTIC CRB
In this section, we assume that the autocovariance function, but not the mean, of the amplitude modulation is time invariant, i.e., , i.e., assumption AS1') is in force. In particular, .
We assume that for each , there exist real numbers and such that (14) where are finite constants such that the corresponding matrix is nonsingular. The normalization is motivated by the fact that for PPStype signals, , and the FIM for is of order ; the normalization thus establishes the rate of convergence. For the PPS, , and . Note that the value of depends only on the phase parameterization and is independent of the noise models. Therefore, following Proposition 1, we consider (15) where We assume that the limit of , as tends to infinity, exists and is given by (16) where is a constant. This condition is fulfilled, for example, when is time invariant or periodically time varying.
1
This condition also holds if has a sufficiently smooth component wrt , but the smoothness condition is not necessary in general.
Recall that in the case of finite , the diagonal of the inverse of a Toeplitz matrix is not constant, and is not the covariance matrix of a stationary process. To compute the asymptotic value for , we need to evaluate the diagonal elements of as tends to infinity. Toward this objective, we use the inverse autocovariance function, which is defined as the autocovariance function associated with the inverse of the spectral density of a stationary time series. The inverse autocovariance at lag of a stationary signal, whose autocovariance function is , is given by 1 When s (t) is a periodic function of time, 2 s (t) is also periodic and can then be written as a sum of harmonics thanks to Fourier series representation. According to [16 where denotes the power spectral density of . The covariance and inverse covariance functions are orthogonal, i.e.,
In other words, the infinite-dimensional inverse autocovariance matrix is the inverse of the infinite-dimensional autocovariance matrix. This has been used in [14] to approximate the inverse of the covariance function. Thus, the asymptotic values of the diagonal elements of are (17) This can also be established by noting that the inverse of is asymptotically Toeplitz or by using a circulant approximation to the Toeplitz matrix and noting that the Fourier transform diagonalizes a circulant matrix [14] . Equation (17) Proposition 2: Under assumptions AS1'), AS2), AS3), (14) and (15), the large sample CRB for the 's are given by ACRB
where denotes the element of , which is assumed to exist.
Note that a consistent estimate of cannot exist unless . The assumption of a nonsingular is not critical-the singular case suggests that the parameterization has redundancies.
The matrix depends only on the parameterization of the phase function; the influence of the colored amplitude modulation and the additive white noise are completely captured by , which can also be written as
Parameter consists of two terms-a time-averaged SNR and a frequency-averaged inverse SNR-and can also be written as
In the next section, we study the relationship between and the bandwidth of . Parameter can be interpreted as an effective SNR and reduces to the usual definition of SNR for the constant amplitude case.
We conclude this section with two interesting examples. In the case of a PPS, is the Hilbert matrix , and diag [19] . The inverse of is given by [18, pp. 75 ] (23) Notice that as in the case of the constant amplitude PPS in additive noise, the large sample CRB for is of order . Thus, the random amplitude modulation does not affect the rate of convergence of the ML estimates of the phase parameters. In the case of constant amplitude signal, so that SNR. In the case of a signal with sinusoidal phase, i.e.,
, it is easy to show that diag , and
V. EFFECT OF THE SIGNAL AMPLITUDE BANDWIDTH
In Proposition 2 in the last section, we saw that the ACRB depends on the color of the multiplicative noise (the fading) only through the parameter , which depends on the spectrum . In order to get some insight into the influence of on the CRB, we consider a bandlimited process if if (24) where is the centre frequency of . It is usually accepted, in the context of fading, that the actual shape of the spectrum (the Doppler spectrum) is not as important as its bandwidth ("the Doppler spread" [6] ) so that the bandlimited model of (24) is useful in practice. Substituting (24) into (17) and using (18), we find where and denote the coherent and noncoherent SNR's of the PMS, which are defined as SNR
The function is an increasing function of the bandwidth parameter . This indicates that the CRB's for the phase parameters increase with the bandwidth of the signal amplitude ; indeed, as the bandwidth of increases, we have more smearing, making parameter estimation harder. To quantify the effect of the signal amplitude bandwidth on the asymptotic CRB, we consider ACRB ACRB SNR ISNR (26) where we have defined the intrinsic SNR as ISNR (27) Notice that is the same for all the 's, , i.e., it is independent of both the phase parameter values as well as the parameterization. Further, is almost unity, except in the case where both SNR and ISNR are very low. In other words, for high SNR (i.e., either or/and is high), the influence of the bandwidth of the signal amplitude is not significant. Therefore, in this case, we have that SNR (28) When , the amplitude process is either a constant or a harmonic. This approximation also holds true when ISNR is high, regardless of the value of SNR. Indeed, in this case, the amplitude modulation is mainly deterministic, and the effects of its random component are minor. Here, we have shown that this approximation is valid whenever and/or and/or ISNR is high. On the other hand, if ISNR is low, the deviation of from 1 may be large for small values of SNR since ISNR SNR Fig. 1 displays SNR , when is an AR(1) model versus the AR parameter for different values of SNR and ISNR. It is seen that the maximal deviations of from 2SNR agree with (26) , which was derived for the bandlimited process in (24) . For the AR(1) model, is given by [see (22) ] ISNR (29) where is the AR parameter, and 's are defined in (25) .
VI. MAXIMUM LIKELIHOOD ESTIMATION
In Section V, we saw that the effect of the multiplicative noise color on the CRB is not very significant when the SNR is high, regardless of the value of the intrinsic SNR. In this section, we ignore the mean and the color of and, thus, consider it to be a zero-mean i.i.d. Gaussian sequence., i.e., . This assumption reduces the complexity of the exact ML estimate, which takes into account the correlation of . The degradation caused by these simplifying assumptions is studied in Section VII. Here, we will also consider the case of deterministic amplitude (i.e., nonzero mean and zero-variance).
A. The Zero-Mean i.i.d. Assumption
Instead of , we consider to be an unknown parameter; and may be viewed as independent parameters since . The parameter vector to estimate is . The log-likelihood function in (10) reduces to (30) If denotes the ML estimate (MLE) of , the ML estimates of and are given by (after setting the derivatives wrt and to 0)
where is the phase sequence when Replacing and by their ML estimates in (30) and dropping constant terms, we see that the ML estimate of maximizes or equivalently Note that (36) is equivalent to a nonlinear least squares (NLLS) algorithm, which matches the squared data to under the assumption that the amplitude is constant. The MLE in (37) is a nonlinear optimization problem, and standard optimization techniques may be used.
B. Deterministic Amplitude
Here, the signal amplitude is assumed to be deterministic but time varying. There are at least two ways to proceed. The first approach is to describe by a model with a finite-dimensional unknown parameter vector, such as the linear basis expansion or the damped exponential models in [29] . A second approach is to consider the sequence to be an unknown parameter vector. The data are complex valued and consist of real-valued data, but is real-valued; hence, the number of data samples remains larger than the number of the unknown parameters. The second approach has been considered in [1] and [3] , where it was shown that the NLLS estimators of the phase parameters (38) are equivalent to the estimators in (37). Since the additive noise is white and Gaussian, these estimators are also ML under the assumption of deterministic signal amplitude. The performance of the estimators in (37) under this assumption will be discussed in Section VII.
C. Special Case: Polynomial Phase Signals
In the case of polynomial phase signals, the dimensionality of the optimization problem can be reduced. Indeed, setting the derivative of w.r.t. yields or equivalently
Thus, the ML estimate of is (39) where denotes the angle of a complex variable. Substituting (39) into (36), the criterion to maximize becomes
The ML estimates of , are
Once these estimates are obtained, the ML estimates of and are given by (39), (31) and (32) after replacing the 's, by their ML estimates. In the case of the harmonic signal , the ML estimate of the frequency is obtained by peak picking the discrete Fourier transform of the squared data. This is equivalent to the cyclic-variance (CV)-based estimator in [9] and [12] . Note that this dimensionality reduction in the optimization problem holds true whenever (the initial phase) and is independent of , and not just for the PPS model.
VII. PERFORMANCE ANALYSIS
In this section, we derive expressions for the asymptotic performance of the phase parameter estimator in (37). We assess the asymptotic performance of the pseudo ML estimators and the degradations introduced by the zero-mean and i.i.d. assumption.
Proposition 3: Under assumptions AS1'), AS2), AS3), (14) , and (16), the phase parameter estimates in (37) are consistent with asymptotic variances given by var SNR SNR When the signal amplitude is assumed deterministic, SNR, and ISNR . The ARE in this case is given by ARE SNR SNR Therefore, even if the estimate in (37) is ML under the assumption of deterministic amplitude, its asymptotic error does not achieve the asymptotic CRB since ARE . This is because the conditions for the asymptotic efficiency of the ML estimators are not all satisfied. Indeed, the number of the unknown parameters in this case depends on the number of samples. Notice, however, that the ARE is almost unity for high SNR.
VIII. SIMULATION RESULTS
We study the performance of the pseudo ML estimator in (37) through Monte-Carlo simulations. The amplitude is a zero-mean stationary AR(1) process with regression parameter . We keep its power fixed and vary , which controls the bandwidth of . We study two examples: In one case, the signal has linear phase, and in the other case, it has a nonlinear phase. We used (29) to compute the ACRB. In this paper, we limit our simulations to the zero-mean multiplicative noise case, i.e., the power of the PMS is entirely noncoherent. The algorithm is however valid for the nonzero-mean case; recall that the large sample performance of the phase estimation is independent of the ISNR [see (42)]. Example 1-Harmonic Signals: In this case, the phase is linear, i.e.,
. The parameters were set to and . Table I displays the relative efficiency (RE) of the frequency estimator in (41) for different values of and for SNR dB and SNR dB. The MSE's of the estimators were evaluated using 1000 Monte Carlo simulations. In the computation of the RE, we used the exact CRB derived in Proposition 1. The ARE was computed using Propositions 2 and 3 and (29). It is seen that the theoretical expectations are met. In particular, the RE is seen to exceed 0.67 (0.95) for a large number of samples when SNR dB (SNR dB), as predicted by (43). Example 2-Sinusoidal Phase Signals: In this case, the phase is nonlinear in and is given by . The phase parameters were set to and . Table II displays the RE of the phase parameters estimators in (37) for different values of and , and SNR dB and SNR dB. The MSE's of the estimators were evaluated using 1000 Monte Carlo simulations. The ARE was computed using Propositions 2 and 3 and (29). It is seen that the theoretical expectations are met in this case as well.
IX. CONCLUSION
We considered the problem of estimating the phase parameters of a phase-modulated signal in the presence of real-valued multiplicative noise (random amplitude modulation) and additive noise. A statistically equivalent model was established that facilitated further analysis. Both noise processes were assumed to be Gaussian, and the additive noise was modeled as being circular, stationary, and white, although as shown in the text, this assumption can be relaxed. In our model, the amplitude modulating process is allowed to have time-varying mean and time-varying covariance. An expression was derived for the exact Fisher information matrix (FIM) for the phase parameters; the FIM depends on : the diagonal elements of the inverse autocorrelation matrix of the observed data. When the covariance (but not necessarily the mean) is time invariant, a fast recursive expression was derived for the sequence; the asymptotic CRB was also derived for this case and was seen to depend on the noise processes through a single parameter that is a function of both a time-averaged SNR and a frequency-averaged inverse SNR. It was shown that the color of the modulating process has a significant effect only when its intrinsic SNR is low. Motivated by this, a pseudo-ML estimator, which ignores both the color and mean of the amplitude modulation, was proposed. The estimator was shown to be equivalent to nonlinear least squares matching of the squared data to with constant amplitude. The estimator was shown to be consistent, and its large sample variance was derived. The previously established CRB was used to derive expressions for the asymptotic relative efficiency (ARE) of the estimator; the ARE was shown to be independent of both the phase parameterization as well as the phase parameters. Several special cases were considered to obtain insights into the CRB's and the proposed estimator. Theoretical results were verified via simulations.
APPENDIX A PROOF OF PROPOSITION 1
The partial derivatives of (10) with respect to the phase parameters are given by We will show that the elements of and are identically zero so that the FIM is block diagonal. According to (7) and (8), the partial derivatives in (44), (47), and (48) can be rewritten as det det Since and are independent of , which has zero-mean, it follows that Therefore, is block diagonal. To derive , we use
The second derivative in (49) is given by [using (45) and (46)] which can be, according to (7) and (8) PROPOSITION 3 The estimates of in (36) and (37) are equivalent to the nonlinear least squares estimates of in (50) where , and is a positive constant. The limiting value for is since is zero mean and circularly symmetric. Under Assumption AS1'), is obtained as Thus, for the derivation of the asymptotic variances of the ML estimates in (37), we use the optimization problem in (50). The asymptotic variances of these NLLS estimators have been derived in [3] and [9] for the harmonic case and in [1] for the chirp case.
The small error analysis assumes that is large enough to assure that the bias is small. When this condition holds, we can make use of a standard Taylor series expansion to obtain the asymptotic covariance of the estimates in (50). Toward this objective, we approximate in (50) by its first-order Taylor expansion. Thus, the criterion to maximize becomes Setting the derivatives of with respect to to zero, we obtain where is defined as
and denotes the imaginary part of a complex variable .
Using (14), we normalize the above equation by and get
Under assumption (14), we obtain the asymptotic formula . . . where diag . To derive the asymptotic performance of the NLLS estimate , we need to compute the asymptotic covariance matrix of the random vector :
The th element of is given by Using (51), is given by Since is independent of if , we obtain if which leads to
Using assumptions (14) and (16), we obtain
The entire matrix is thus Therefore, the asymptotic covariance of the NLLS estimate of is cov The asymptotic variances of the 's are therefore given by var which is equivalent to the expression in Proposition 3, where SNR .
