Abstract Using monthly independently reconstructed gridded European fields for the 500 hPa geopotential height, temperature, and precipitation covering the last 235 years we investigate the temporal and spatial evolution of these key climate variables and assess the leading combined patterns of climate variability. Seasonal European temperatures show a positive trend mainly over the last 40 years with absolute highest values since 1766. Precipitation indicates no clear trend. Spatial correlation technique reveals that winter, spring, and autumn covariability between European temperature and precipitation is mainly influenced by advective processes, whereas during summer convection plays the dominant role. Empirical Orthogonal Function analysis is applied to the combined fields of pressure, temperature, and precipitation. The dominant patterns of climate variability for winter, spring, and autumn resemble the North Atlantic Oscillation and show a distinct positive trend during the past 40 years for winter and spring. A positive trend is also detected for summer pattern 2, which reflects an increased influence of the Azores High towards central Europe and the Mediterranean coinciding with warm and dry conditions. The question to which extent these recent trends in European climate patterns can be explained by internal variability or are a result of radiative forcing is answered using cross wavelets on an annual basis. Natural radiative forcing (solar and volcanic) has no imprint on annual European climate patterns. Connections to CO 2 forcing are only detected at the margins of the wavelets where edge effects are apparent and hence one has to be cautious in a further interpretation.
Introduction
It is well known that mean monthly geopotential height fields for the mid-troposphere determine monthly European surface precipitation and temperature fields (Namias 1948; Hurrell 1995; Hurrell and van Loon 1997; Xoplaki et al. 2003 Xoplaki et al. , 2004 Casty et al. 2005a ). These atmospheric processes are connected with quasi-stationary patterns of climate variability like the North Atlantic Oscillation (NAO), which generates typical temperature and precipitation patterns of the whole Atlantic and European sector (e.g., Hurrell 1995; Hurrell and van Loon 1997; Wanner et al. 2001; Hurrell 2003) . However, they explain only parts of the climate variability over a defined region because they are also affected by spatial and temporal nonstationary behaviour (Casty et al. 2005a; Raible et al. 2006) . Stephenson et al. (2003) define a climate pattern simply as a spatial pattern that is derived using a particular statistical method. A prominent example is the use of Empirical Orthogonal Functions (EOF, e.g., Barnston and Lizevey 1987) . However, statistically derived patterns do not guarantee to be the result of an underlying physical process (Dommenget and Latif 2002; Hannachi et al. 2006) . Physically meaningful patterns are defined as climate modes (Stephenson et al. 2003) . For example, applying an EOF analysis to combined pressure, temperature, and precipitation fields, Fraedrich et al. (1993) present different patterns, one resembling the NAO and another one a blocking type pattern over Europe, and show the importance of transient and stationary wave activity to generate these patterns. The goal of this paper is to describe and classify the European climate variability back to 1766 on a seasonal basis using independent reconstructions for pressure, precipitation, and temperature.
Using observations, reanalysis data, proxy reconstructions, and general circulation models (GCM), a variety of dynamical hypotheses regarding the formation of the NAO low-frequency variability was proposed. Explanations range form purely internal atmospheric variability (James and James 1989) , the inclusion of external radiative forcing factors (Graf et al. 1994; Raible et al. 2006; Yoshimori et al. 2005) , feedbacks via stratosphere-troposphere interaction (Perlwitz and Graf 2001; Shindell et al. 2004 ) to oceanatmosphere coupling involving the North Atlantic (Bjerknes 1962; Groetzner et al. 1998) or the tropical Pacific (Rowntree 1972; Fraedrich 1994; Hoerling et al. 2001) . Raible et al. (2001) combined the tropical response to the NAO and the regional sea surface temperature (SST) linkage of the NAO and suggested two decadal regimes: a hemispheric regime dominated by interannual variability in the North Atlantic and a regional regime with enhanced decadal variations. The NAO trend of the last few decades until the end of the twentieth century to its positive phase is of specific interest. Some authors (Hoerling et al. 2001 Hurrell et al. 2004 ) suggest a linkage to the tropical Indian Ocean whereas others find that this trend is not statistically different from the climatological level of atmosphere-ocean variability (Wunsch 1999; Schneider et al. 2003; Raible et al. 2005) . Recently, Latif et al. (2004) showed in a modelling study a connection between the SST and the meridional overturning circulation (MOC) implying a potential of predictability in the Atlantic-European region.
Observations in the form of gridded data sets (reanalyses; e.g., Kalnay et al. 1996; Kistler et al. 2001; Mitchell and Jones 2005) are often limited in length. Thus, there is a necessity to construct longer gridded data sets to further understand the variability and covariability of climate patterns und related climate variables. Due to its large number of long and high-quality instrumental station data, Europe is an ideal area to generate spatially and temporally high resolution climate field reconstructions (CFRs) of temperature, precipitation, and pressure covering the last centuries (e.g., Brönnimann and Luterbacher 2004; Casty et al. 2005a, b; Jones and Mann 2004; Luterbacher et al. 2002; 2004; Mann et al. 2005; Pauling et al. 2006; Rutherford et al. 2003 Rutherford et al. , 2005 Xoplaki et al. 2005) . To assess the covariability of climate relevant variables, these CFRs have to be independently estimated, with no overlap in the used proxy data in order to avoid circular statements during the interpretation process (Casty et al. 2005a, b) . We present independently estimated CFR for land surface temperatures (LST), land surface precipitation (LSP), and the 500 hPa geopotential height field (Z500) for the European sector back to 1766. We further investigate the relationship between these variables for all seasons leading to different climate patterns of the combined LST, LSP, and Z500 fields.
Section 2 gives insights into the data and methods to compute independent LST, LSP, and Z500 CFR over Europe back to 1766. Seasonal time series for temperature and precipitation are presented in Sect. 3. Spatial correlations between seasonal European temperature and precipitation fields since 1766 are shown. Taking into account the Z500, combined EOF are calculated in order to classify and describe the first three leading patterns of variability over Europe for the last 235 years. Then, the connection of the dominant annual pattern to radiative forcing is stressed. The paper is discussed and summarised in Sect. 4. et al. (2005a) calculated monthly independent CFRs for European LST, LSP, and the Z500 back to 1766. The independent CFR share no common predictors (i.e., temperature is only reconstructed from temperature data, precipitation reconstructions rely solely on station precipitation; sea level pressure reconstructions are based on station pressure series only), therefore we avoid circular statements during the interpretation process when considering multiple CFRs. CFR are gridded fields, which are generated by regressing a spatial network of station data against modern gridded climate data (e.g., reanalysis). Transfer functions via Principal Component (PC) regression are calculated during periods where both information, the station data and the gridded climate information (e.g., Kalnay et al. 1996; Kistler et al. 2001; Mitchell and Jones 2005) are available. Stationary behaviour is assumed, i.e., relations between station data and reanalysis do not change over time. These transfer functions are finally fed with the long instrumental station data in order to receive a spatial evolution of the past climate. The spatial resolution of the LST and LSP CFR is 0.5°· 0.5°equal to the reanalysis (CRU TS2; 1901 Mitchell and Jones 2005) used for calibration of the transfer functions. The choice of the CRU data is mainly motivated by its length compared with e.g., ERA-40 data (Simmons and Gibson 2000) . The long calibration period reduces the influence of calibrating the transfer function against recent climate trends (Rutherford et al. 2003) . For the Z500 reconstruction the NCEP reanalysis (Kalnay et al. 1996; Kistler et al. 2001 ) on a 2.5°· 2.5°grid over the 1948-1995 period is used. Note that the Z500 reconstruction completely relies on statistical transfer functions with sea level pressure (SLP) measurements. Schmutz et al. (2001) , Luterbacher et al. (2002) , and Brönnimann and Luterbacher (2004) showed that it is possible to statistically reconstruct high-quality upper-level pressure fields using surface pressure data. The study area is chosen from 30-80°N to 50°W-40°E, which fully captures the well-known climate patterns of variability for the European region . The independent CFRs presented in this study rely fully on instrumental data. This reduces their length due to a limited number of pressure station data prior to 1766. The statistical reconstruction method is fully described in Luterbacher et al. (2002 Luterbacher et al. ( , 2004 and Casty et al. (2005a) . For the spatial distribution of the station data over time the reader is referred to Casty et al. (2005a) . Figure 1a -c reveal the temporal evolution of the station data network of the three CFRs highlighted in dotted lines. Note that there are negligible differences between the temporal station data evolution for each seasons. Therefore, we only plotted the station data for winter. The changing number of station data over time has to be considered using a nested statistical model approach, i.e., for each specific combination of station data the calibration steps have to be newly performed. For the Z500 reconstructions, 176 nested statistical models were developed, 373 for the LSP and finally 422 statistical models were needed for the LST reconstruction. In Figs. 1a-c also the performance of reconstructions is quantitatively expressed by the Reduction of Error measure (RE; Lorenz 1956):
Data and methods

Casty
where " x c is the mean of the calibration period (1901-1960 for LST and LSP; 1948 -1978 for Z500).x i denotes the reconstructed value and x i reflects the observed value of independent data during the verification period (1961-1995 for LST and LSP; 1979 . RE ranges from -¥ to 1. An RE value of 1 represents a perfect reconstruction, i.e., the reconstructed value fits perfectly to the independent data throughout the calibration period. A value of 0 is achieved when the reconstructed value resembles the calibration mean. Negative values indicate no skill of the reconstructions. Except for summer, seasonal Z500 reconstructions perform well with RE values higher than 0.5 (Fig. 1a) . LST (Fig. 1b) performs even better than the Z500 reconstruction with overall RE values higher than 0.6. Winter and summer show lower skill than spring and autumn. Precipitation reconstructions perform worse than Z500 and LST (Fig. 1c) . Pauling et al. (2006) discuss limitations of a high-resolution precipitation reconstruction over Europe. The spatial picture of the RE shows similarities for all parameters and seasons. The skill of reconstructions is reduced at the margins of the study area due to missing station information (not shown). For the earlier part, more station data are available from central Europe leading to better seasonal reconstruction in this area.
In order to detect climate patterns and to describe their variability in space and time, we perform combined linear EOF analyses (e.g., Bretherton et al. 1992 ) of monthly Z500, LST, and LSP CFRs for 1766-2000. The LST and LSP are interpolated on the 2.5°grid of the Z500 CFR for a better comparison. For each LST, LSP, and Z500 fields, normalised anomalies are calculated (the 1766-2000 mean annual cycle is subtracted and then divided by the standard deviation over the full period). The three climate fields (Z500 has 777 grid points; LST and LSP have each 444 grid points over land) are then summarized into a combined climate state vector of normalised seasonal data (similar to Fraedrich et al. 1993; Casty et al. 2005a ). Seasons are combined by including monthly data of the three months that belong to a climatological season (e.g., winter is December through February). This results in 705 time steps for each seasonal EOF of the last 235 years. Note that the patterns described in this paper are statistical constructs.
To compare the PCs of the combined EOF analysis with the temporal evolution of the external forcing, we use wavelet, cross wavelet, and squared wavelet coherence techniques (Torrence and Compo 1998; Jevrejeva et al. 2003; Grinsted et al. 2004) . The wavelet analysis is an extension to classical Fourier transformation methods, where the wavelet transformation expands time series in the time-frequency space. Thus, it is possible to find temporally localised periodicities. With the cross wavelet spectrum and the squared wavelet coherence we examine relationships in the time frequency space between two time series. The cross wavelet spectrum focuses on the common enhanced spectral power (or variability) of both time series, whereas the squared wavelet coherence could be interpreted as a localised correlation coefficient in the timefrequency domain. The interpretation of cross wavelet spectrum and squared wavelet coherence is not straightforward. We restrict our study to discuss only significant peaks (at a level of 95%) with respect to red noise, if the power is significantly enhanced in the time-frequency domain of the cross wavelet, the wavelet coherence is significantly high, and the phase shift for the spectral band is uniform. If only one significant peak appears in either method (cross wavelet or the wavelet coherence) or the phase shift changes in a spectral band over time, we interpret this as randomness. In our case the PCs of the combined EOF as a representation of the large-scale atmospheric behaviour and different external forcings are examined with these techniques. Three different external forcing time series are used 1766-2000: the solar forcing is based on Lean et al. (1995) and Crowley (2000) , the volcanic forcing is from Crowley (2000) and the CO 2 data stem from Etheridge et al. (1996) .
Results
Seasonal European temperature variations 1766-2000
European winter temperature anomalies ( The maximum number of station data is 159. c Same as a, but for the land surface precipitation (LSP) reconstruction. The maximum number of station equals 149 r = 0.78°C) and unfiltered uncertainties (grey shading), defined as ±2 standard errors (Briffa et al. 2002) , are rather small. These uncertainties are about 0.4°C in 1766 and decrease to 0.2°C for the year 1900. After 1900 a strong increase in temperature can be detected, which leads to warmest conditions ever experienced during the last 235 years. Note that temperatures from 1901 to 2000 are identical to the CRU TS2 reanalysis (Mitchell and Jones 2005) . The spring temperature curve (Fig. 2b ) is similar to winter; however, conditions were as warm as the twentieth century mean from 1766 to 1820. It exhibits a cooling until 1900 and again an increase to warmer than average temperatures after 1900. The uncertainties are similar to winter, starting at 0.4°C and decrease to values of about 0.2°C for 1900. The spring temperature variability (r = 0.53°C) is lower than for winter.
Summer temperatures ( Using a similar methodological approach, Luterbacher et al. (2004) reconstructed European winter and summer temperatures back to 1500, based on a combination of early temperature, pressure station data, and proxy climate information (e.g., tree-rings, historical evidences, cf. Brázdil et al. 2005 for an overview). Xoplaki et al. (2005) reconstructed and assessed spring and autumn temperatures back to 1500. By correlating the independent temperature reconstruction presented here with these reconstructions an overall excellent agreement is found for each season (r season > 0.95) and the uncertainties are comparable.
Seasonal European precipitation variations 1766-2000
Although in Europe different precipitation regimes can be identified, we focus on averages over the whole European region 1766 onward, in order to compare results with earlier studies (e.g., Pauling et al. 2006) . European winter precipitation anomalies from 1766 to 1844 (Fig. 3a) are slightly lower than during the twentieth century and further decrease to very low values from 1845 to 1905. After 1880 a positive trend of winter precipitation is found with maximum values from 1961 to 1972. The most recent winters again show a decrease in precipitation. Variability is high (r = 11 mm/season), so is the uncertainty of the reconstruction. The ±2 standard errors are about 21 mm/season in 1766 and steadily decrease to values of 11 mm/season around 1900.
Spring precipitation anomalies (Fig. 3b) are low for the 1766-1871 period. They reach a first positive peak 1880-1917 and a minimum 1933-1955 . Spring precipitation then recovers to strongly positive anomalies 1963-1982 and decreases again in recent years. Precipitation variability is lower than winter with r = 7 mm/season. Uncertainties range from 10 to 7 mm/season. Due to the choice of a larger reconstruction area and the use of only station data, there are slight differences between the precipitation reconstruction presented in this study and the multi-proxy based reconstruction of Pauling et al. (2006) . However, correlations between the seasonal reconstructions are overall high (r season > 0.8).
3.3 Covariability of temperature and precipitation Covariability between LST and LSP are globally assessed for the CRU reanalyses (Mitchell and Jones 2005) back to 1901 by Déry and Wood (2005) and for the ERA-40 reanalyses (Simmons and Gibson 2000) over the period by Trenberth and Shea (2005) . We extend these studies by assessing the covariability between the independent seasonal LST and LSP over Europe for the whole 1766-2000 period. Figure 4 exhibits the significant grid point to grid point correlations between detrended LSP and LST over the past 235 years for each climatological season. Confidence levels are calculated using a Monte Carlo approach to account for autocorrelation (Wilks 1995) leading to a robust 95% confidence level of 0.15 for a sample size of n = 235. Winter correlations are positive along the coastal areas of northern Europe, the northern parts of France, and the east coast of Greenland and Iceland, and Spitsbergen. Negatively correlated regions cover the North-African coast and Sicily. This pattern points to advection related to a positive NAO. The coastal regions are influenced by warm ocean conditions, leading to an increased water holding capacity of extratropical cyclones compared with cold continental regions. Spring correlations (Fig. 4b) are comparable with the results for winter. The very north of the area is positively and southern Europe including North Africa is negatively correlated. However, the correlations are weaker than for winter. The extension of the negatively correlated area elongates much more to the north and covers the whole Mediterranean basin and parts of the British Isles. Again, this pattern reveals enhanced advective influence.
A completely different picture is represented by the summer correlations between LST and LSP (Fig. 4c) . Significantly negative correlations dominate over the studied area including most parts of the European continent, the British Isles, western Greenland, and Spitsbergen. This is a hint that convective processes are important. Warm and dry conditions coincide (and vice versa). The autumn correlations (Fig. 4d) are similar to spring. However, compared with the spring pattern, the correlations around the Mediterranean basin are much weaker. Again, this pattern is more connected with advective processes.
Seasonal European climate pattern variability 1766-2000
In order to investigate the most important climate patterns that govern climate over Europe 1766-2000, we henceforth also consider the atmospheric circulation in the form of the independently reconstructed Z500 fields. As introduced in Sect. 2, combined EOFs are estimated using all three-climate variables. The focus is on the first three dominant EOFs that explain about 50% of the combined pressure, temperature and precipitation variability over Europe since 1766. Figure 5 presents the results of the leading combined linear EOF1 1766-2000 for each season and the corresponding PC time series. Results for EOF2 and EOF3 are presented in the electronic supplementary material (Figs. A, B , respectively). EOF1 of winter ( Fig. 5a-c ; explaining 25.2% of the total combined climate variability), spring ( Fig. 5e-g; 18.2%), and autumn ( Fig. 5i-k; 17.7%) are very similar. The Z500 correlation pattern for winter (Fig. 5a ) shows a dipole with one centre of action over Greenland/Iceland and the Iberian Peninsula. The corresponding temperature winter pattern (Fig. 5b ) reveals positive correlations in northern and central Europe and negative ones over Greenland/Iceland and northern Africa. A warming in northern/central Europe is accompanied with a cooling over Greenland/Iceland and northern Africa (and vice versa, depending on the sign of the PCs in Fig. 5d ). The precipitation pattern (Fig. 5c) shows positive correlations over northern Europe, the east coast of Greenland, Iceland, and Spitsbergen, but also over the southernmost eastern Mediterranean basin. The remaining part of the Mediterranean and Greenland is negatively correlated. Wet conditions over northern Europe are concurrent with drier conditions over the Mediterranean and vice versa. The normalised winter PC1 time series (Fig. 5d) , the Z500 had positive and negative anomalies over Spain and over Greenland/Iceland, respectively. This led to stronger than normal westerlies. Warm and wet air masses from the North Atlantic flow towards central and northern Europe resulting in positive LST and LSP anomalies. Spring and autumn show only small differences except for the explained variances and slight shifts of the southern centre of action. Particularly for autumn there is a north-eastern shift in Z500 and the corresponding LST and LSP fields. The temporal behaviour of spring PC1 (Fig. 5h) reveals also a trend to positive values since the 1960s and a recent decline similar to winter. This is not obvious for autumn PC1 (Fig. 5p) .
The summer EOF1, however, reveals blocking-like patterns, in contrast to the three other seasons, which show NAO-type patterns. EOF2 + 3 (see electronic supplementary material, Figs. A + B) for winter, spring, and autumn exhibit blocking-like patterns. EOF3 of spring and autumn are rotated compared with winter EOF3. Summer EOF2 + 3 are NAO-like patterns and PC2 shows a positive trend being connected with warm and drier summer in central Europe during recent years. Note that the EOF analysis on seasonally averaged data results in the same patterns with a similar temporal and as expected higher explained variances. The EOF patterns are robust when comparing 100 years of data prior and after 1900 (not shown).
Combined annual EOFs and their relation to external forcing
In the following we focus on the temporal behaviour of the combined EOFs and address the question whether the combined EOFs are related to annually resolved radiative forcings (CO 2 from Etheridge et al. 1996 ; solar from Lean et al. 1995 and Crowley 2000 ; volcanic forcing from Crowley 2000) . Note that the structure of annual combined EOFs is dominated by the winter season (cf. Fig. 5 ). As introduced in Sect. 2 we use wavelet, cross wavelet, and squared coherence wavelet techniques. The wavelet spectrum of the leading combined EOF (explaining 19.4% of the total variance) shows a broad band from interannual to decadal variability in its PC1 with enhanced power about 4 years, between 8 and 16 years and a strong upward trend in the twentieth century (Fig. 6a) . This indicates strong temperature, precipitation and pressure trends in the second half of the twentieth century (Hurrell and van Loon 1997; Raible et al. 2001; Wanner et al. 2001; Luterbacher et al. 2004; Casty et al. 2005a; Mitchell and Jones 2005; Raible et al. 2005; Xoplaki et al. 2003 Xoplaki et al. , 2004 Xoplaki et al. , 2005 . Comparing PC1 with PC2 and PC3 (both not shown), we find a similar behaviour with exceptions that PC2 shows less pronounced decadal variability and that PC3 has no trend in the twentieth century. All wavelets tend to reduced variability over the entire spectral band in the late eighteenth and at the beginning of the nineteenth century. This could be traced back to the influence of the reduced performance of the LSP reconstruction for that period. The wavelet spectrum of CO 2 forcing (Fig. 6b ) exhibits a significant peak with a similar power as PC1 for the same period in the twentieth century. The solar irradiance (Fig. 6c) shows the well-known 11-year cycle. In the wavelet spectrum of the volcanic forcing (Fig. 6d) significant peaks are found during the so-called Dalton Minimum, a phase of lowered solar but increased volcanic forcing from 1790 to 1830 (e.g., Wagner and Zorita 2005; Stendel et al. 2005; van der Schrier and Barkmeijer 2005) . The series of eruptions in the 1980s and 1990s leads also to a wavelet spectral peak at about 8 years.
To focus on the linear connection of these time series, the squared wavelet coherence gives some information about the character of the correlation between the leading combined EOF and the forcings. Note that only significant areas are discussed that have a significantly increased power in corresponding cross wavelet spectrum (not shown). The wavelet coherence of the leading pattern and the CO 2 forcing (Fig. 7a) shows a clear relationship in the twentieth century where in both time series a strong trend is obvious. This trend is in phase as indicated by arrows pointing to the right.
The connection between the leading combined EOF and the solar forcing (Fig. 7b) shows a weak peak (in phase) from the 1940 to 1990, illustrating the contribution of increased solar activity in the twentieth century to the temperature trend. This resembles findings of modelling studies (e.g., Cubasch et al. 1997) . All other significant structures in the coherence are not interpretable. For example, the phase shift is not stable in particular for the spectral band around periods of 11 years. The phase shift is 90 degrees from the 1960s onward, i.e., the PC1 leads the 
15.5% 80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E  40E 80N   70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E  40E 80N   70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E solar forcing by 90 degrees, but is 270 degrees from 1820 to 1840, i.e., the solar forcing leads the PC1 by 90 degrees. For the volcanic forcing no connection to the leading combined EOF is found (Fig. 7c) . Only the peak in the Dalton Minimum for the spectral band from 20 to 30 years shows an ''in-phase'' behaviour. This resembles findings of Yoshimori et al. (2005) where increased volcanic forcing leads to a positive phase of the NAO over the North Atlantic/European region. However, this is hardly interpretable. Again, for the second and third combined pattern we find no interpretable peaks with external forcings, therefore not shown.
Applying the methods to seasonal data we find that the annual wavelet, cross-wavelet spectra, and squared wavelet coherence are dominated by the winter (not shown). In summer, there is no trend in PC1 in the twentieth century and thus, there is no squared wavelet coherence with the (Etheridge et al. 1996) , c the solar forcing (Lean et al. 1995; Crowley 2000) , and d the volcanic forcing (Crowley 2000) . The thick black contour is the 5% significance level against red noise. The cone influence where edge effects might be relevant is indicated as lighter shadings. Colours show the power (or variance). More details of the method are found in Torrence and Compo (1998) Fig. 7 a-c The squared wavelet coherence between the PC1 and a the CO 2 forcing (Etheridge et al. 1996) , b the solar forcing (Lean et al. 1995; Crowley 2000) , and c the volcanic forcing (Crowley 2000) . The thick black contour is the 5% significance level against red noise. The cone influence where edge effects might be relevant is indicated as lighter shadings. The coloured shading varies from zero to one, where one means perfect correlation in the time-frequency space. Arrows indicate the phase shift (the convention is: pointing right = in-phase; pointing left = anti-phase; pointing straight up = the PC1 leads the forcing by 90 degrees). More details about the method are found in Grinsted et al. (2004) CO 2 forcing as in winter. With all other forcings and PCs we find no significant and interpretable wavelet coherence, suggesting that influences of the external forcing on the summer combined EOFs over the North Atlantic/European region are negligible.
To summarise we found that the natural (solar and volcanic) forcing has no direct and obvious connection to the combined annually Z500, LST, and LSP climate patterns for Europe, also not during winter and summer. Only the CO 2 forcing seems to be connected by its trend in the twentieth century. As this is observed in the region of the cone influence of the wavelet method, this result has to be treated with caution and still could also happen by chance as suggested by Wunsch (1999), Schneider et al. (2003) , and Raible et al. (2005) . Note also that it is not possible to detect non-linear responses with the methods, which is beyond the scope of this study.
Discussion and conclusion
Independent CFRs for Z500, LST, and LSP are a new tool besides past climate model runs to assess the dynamic of the climate prior to the reanalysis period and to put recent climate change into a longer term context. Luterbacher et al. (2002) presented SLP and Z500 reconstructions for Europe back to 1500. Recently, Luterbacher et al. (2004) computed high-resolution temperature CFR for Europe, so did Pauling et al. (2006) for precipitation. All used a multiproxyapproach including different types of data to reconstruct one distinct climate variable. However, when analysing these reconstructions regarding combined climate dynamics they suffer from dependence. In these studies SLP, Z500, and LST are estimated from a similar population, so no dynamical processes between these parameters can be independently observed and one runs into circular statements when comparing the different fields. The independent CFRs presented in this study rely fully on instrumental data. This reduces their length due to a limited number of pressure station data prior to 1766 that feed the statistical transfer functions. Although a smaller number of predictor station data than in Luterbacher et al. (2004) , Xoplaki et al. (2005) , and Pauling et al. (2006) was used, the uncertainties are comparable and small in particular for the Z500 and LST reconstruction. The independent CFRs are not multiproxy based and one does not mix station data of different frequency domains (e.g., temperature indices based on documentary evidence with low-frequency variability vs. station data) during the reconstruction process. In future, new methods to perform robust CFRs have to be developed after several deficiencies are known for regression based approaches (e.g., Bürger and Cubasch 2005; Telford and Birks 2005; Thejll and Schmith 2005) .
Covariability between LST and LSP over Europe was seasonally assessed for the last 235 years. Trenberth and Shea (2005) presented a global ''covariability climatology'' for the last 23 years using ERA-40 reanalyses for temperature (Simmons and Gibson 2000) and the global precipitation climatology project (Adler et al. 2003) . For winter (November-March) they observed positive correlation at high latitudes as an indication that warm moist advection from the extratropical cyclones lead to positive precipitation and temperature anomalies, and in contrast, that cold conditions limit the water holding capacity of the atmosphere. This is confirmed by our covariability analysis over the last 235 years, not only for winter, but also for spring and autumn (cf. Fig. 4a, b, d ). During extended summers (March-September) Trenberth and Shea (2005) found mostly negative correlations over land, as dry conditions favour sunshine and reduced evaporative cooling. In contrast, wet summers are mainly cool, again confirmed by our results. Negative correlations dominate the European summer covariability since 1766 (cf. Fig. 4c ). This is a clear hint, that convective processes play the most important role during summer. This is also supported from a recent study of Déry and Wood (2005) , which analysed the CRU reanalyses (Mitchell and Jones 2005) . Fraedrich et al. (1993) combined 40 SLP, LST, and LSP stations and performed EOF analysis to describe winter climate patterns over Europe 1887-1986. Their winter EOF1 resembles a similar blocking-like pattern we found for winter as EOF2. EOF2 in Fraedrich et al. (1993) is very similar to the NAO pattern (EOF1) in this study. However, they differ in the percentage of the explained variances of EOF2 (16.8% here vs. 22.7%). This difference can be traced back to the choice of a different area, different data, and period. Casty et al. (2005a) used the same data to detect winter climate regimes in the combined fields of the Z500, LST, and LSP fields using nonlinear principal component analysis (Monahan 2000) . They detected three winter climate regimes. The first two regimes are very similar to winter EOF1 and EOF2 described here. In the third regime the centre of action is shifted eastward and located over the British Isles compared to winter EOF3. Besides the methodological critics recently raised by Christiansen (2005) , the detection of climate regimes in Casty et al. (2005a) led to dynamically meaningful patterns, comparable to those described in this study.
The combined EOFs are further compared with a simulation for the 1500-1990 period using the Community Climate System Model (CCSM version 3, Yeager et al. 2006) , forced with solar irradiance, volcanic aerosols, and greenhouse gases. The T31 data were interpolated onto the 2.5°grid of the reconstructions and the combined EOF analysis is performed for the 1766-1990 period. The combined EOF1 of modelled Z500, LST, and LSP 1766- 80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E   40E   80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E   40E   80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E   40E   80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E 30E   40E   80N  70N  60N  50N  40N  30N  50W   40W   30W  20W 10W  0 10E 20E Indicated by the red curve is the 31-year smoothing (Mann 2004 ). e-p The same as for a-d but for spring (e-h, MAM), summer (i-l, JJA), and autumn (m-p, SON), respectively. In the top right corners of figures a, e, i and m the explained variance of the respective EOF is shown 1990 (Fig. 8 ) revealed strong similarities with the spatial patterns for all seasons of the reconstruction (Fig. 5) . Temporally, the PC1s behave differently in the reconstructed versus modelled climate, e.g., the observed positive trend of PC1 in recent years is absent in the modelled PC1. This could either be a hint that the observed trend is due to internal atmosphere-ocean variability or the fact that only one simulation is used in the analysis. This single model run is a random realisation of the past climate and for a complete comparison the focus should be on multimodel-ensembles, which is beyond the scope of this paper. The modelled combined EOF2 and 3 can be found in the electronic supplementary material (Figs. C and D, respectively) .
A key issue in climate change studies is the detection of natural and anthropogenic signals in the climate system. The question to which part mankind is responsible for the upward trend in European temperatures in recent years (e.g., Jones and Mann 2004; Luterbacher et al. 2004; Xoplaki et al. 2005) or if it is a manifestation of natural internal variability in the form of climate patterns is of major interest. Long-term independent and high-resolution CFRs as presented in this study could help to answer these questions. It is now possible to study gridded and independent climate data for the last 235 year at least for Europe, i.e., more than twice as long as the CRU reanalyses (Mitchell and Jones 2005) today.
Various studies deal with the detection of external forcing on climate observations (e.g., Forest et al. 2002; Hegerl et al. 2004) or the output of complex climate models (e.g., Gillett et al. 2002; Yoshimori et al. 2005) or models of intermediate complexity (e.g., Knutti et al. 2002) . At this point the reader is referred to the complete review on this topic by the International Ad Hoc Detection and Attribution Group (2005). We could not detect a direct and obvious linear connection between natural forcing, in the form of volcanic and solar radiative forcing, and the combined annually resolved Z500, LST and LSP climate patterns for Europe. The CO 2 forcing seems to be connected by its trend in the twentieth century, but again this result has to be treated with caution as it is detected at the margin of the wavelets where edge effects become important. Note that this connection is not apparent in the model simulation. One possible reason for not finding a connection between natural forcings and the European climate patterns is a signal detection problem over Europe as reported by Yoshimori et al. (2005) modelling the cold phase during the Maunder Minimum (1640-1715).
Still there are several limitations of the method used. The EOF analysis does not account for changes of the centre of action as illustrated by Christoph et al. (2000) and Raible et al. (2006) . Another point is that the wavelet coherence only gives the linear relations in the time frequency space, e.g., the positive NAO response 1-2 years after volcanic eruptions as described by Yoshimori et al. (2005) and Fischer et al. (2007) was not detected by the method. We remark that the trend in the dominant climate pattern over Europe has shifted to negative values for the years since 2000 but Europe still experiences higher than average temperatures. This phenomenon has to be surveyed in forthcoming studies.
