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Abstract
We consider the concentration phenomenon of semiclassical states to the following 2M -component
reaction-diffusion system on R× RN ,{
∂tu = ε
2∆xu− u− V (x)v + ∂vH(u, v),
∂tv = −ε
2∆xv + v + V (x)u − ∂uH(u, v),
where M ≥ 1, N ≥ 1, ε > 0 is a small parameter, V ∈ C1(RN , R), H ∈ C1(RM × RM , R), and
(u, v) : R×RN → RM ×RM . The system describing reaction and diffusion of chemicals or morphogens
arises in theoretical physics, chemistry and biology. It is shown in this paper that ground states to the
system concentrate around the local minimum points of V as ε → 0+. Our approach is variational,
which is based upon a new linking-type argument as well as iteration techniques.
Keywords: Concentration phenomenon; Semiclassical states; Reaction-diffusion system; Variational
methods.
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1 Introduction
In this paper, we are concerned with the concentration phenomenon of semiclassical states
to the following 2M -component reaction-diffusion system on R× RN ,{
∂tu = ε
2∆xu− u− V (x)v + ∂vH(u, v),
∂tv = −ε
2∆xv + v + V (x)u− ∂uH(u, v),
(1.1)
where M ≥ 1, N ≥ 1, ε > 0 is a small parameter, V ∈ C1(RN , R), H ∈ C1(RM × RM , R),
and (u, v) : R × RN → RM × RM . The system (1.1) arises in a wide variety of fields such as
theoretical physics, chemistry and biology. It is generally applied to model the time variation
of chemical concentrations due to reaction and diffusion. In such a system, u and v stand for
chemical concentrations, the function V describes a relative spatial distribution of chemical
potential, and the nonlinear terms determined by the function H represent external physico-
chemical force, which govern dynamics of the system. The parameters ε2 and −ε2 are diffusion
coefficients setting the pace of diffusion for chemicals u and v, respectively. When diffusion
coefficient is negative, which represents a phenomenon referred to as reverse diffusion. This
often happens during phase separation, a situation where the transport of particles in a
medium occurs towards regions of higher concentration. In addition, ε2∆xu and −ε
2∆xv are
called diffusion term and inverse diffusion term, respectively. The diffusion term specifies
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that u increases in proportion to ∆xu, which indicates that when the quantity of u is higher
in neighboring areas, u will increase. Contrarily, the inverse diffusion term specifies that
v decreases in proportion to ∆xv, which indicates that when the quantity of v is higher in
neighboring areas, v will decrease. The nonlinearites ∂vH and −∂uH are called reaction terms
modeling chemicals reaction with a replenishment and diminishment, respectively. For more
information regarding (1.1), we refer the readers to [25, 31, 37, 41] and the references therein.
We now recall some study in connection with (1.1). To our knowledge, there are quite
few papers considering systems similar to (1.1), most of which are devoted to exploring the
existence of solutions. In [3], by using Schauder’s fixed point theorem, the authors investigated
the existence of positive solutions to the following 2-component parabolic system on (0, T )×Ω,{
∂tu = ∆xu− v
5 + f(x),
∂tv = −∆xv − u
3 + g(x),
where Ω ⊂ RN is a bounded domain, f, g ∈ L∞(Ω), and u(t, x) = v(t, x) = 0 for any
(t, x) ∈ (0, T ) × ∂Ω, u(0, x) = v(T, x) = 0 for any x ∈ Ω. Later, in [14], through variational
methods, the authors proved the existence of classical periodic and homoclinic solutions to
the unbounded Hamiltonian system below set on R× Ω,{
∂tu = ∆xu+ |v|
q−2v,
∂tv = −∆xv − |u|
p−2u,
where Ω ⊂ RN is a smooth bounded domain, pq > 1, and u(t, x) = v(t, x) = 0 for any
(t, x) ∈ R × ∂Ω. Furthermore, let us mention the papers [2, 18], by establishing proper
variational frameworks, in which the authors considered the existence of homoclinic solutions
to the following 2M -component infinite dimensional Hamiltonian system on R× RN ,{
∂tu = ∆xu− V (x)v + ∂vH(t, x, u, v),
∂tv = −∆xv + V (x)u− ∂uH(t, x, u, v),
where V : RN → R is 1-periodic in xj for any j = 1, · · · , N . We also refer the readers
to [19] for the existence and multiplicity of homoclinic solutions to 2M -component diffusion
equations on R× Ω, where Ω = RN or Ω ⊂ RN is a smooth bounded domain.
For further study, it is worth quoting the paper [21], where the authors considered the
concentration of semiclassical states to (1.1). As matter of fact, so far we are only aware
of [21] exploring the concentration pattern of solutions to (1.1). Thus it seems that, in this
direction, (1.1) is far from being well-understood, and the purpose of this paper is to more
deeply consider the concentration of semiclassical states to (1.1). It is proved in the paper
that ground states to (1.1) concentrate around the local minimum points of the potential V
as the diffusion coefficients vanish. Let us remark that our study for this subject is carried
out in a quite different context. We shall postpone a comparison of our study with the one
performed in [21] in the upcoming paragraphs.
However, the search of the concentration of semiclassical states to nonlinear Schro¨dinger-
type equations has attracted much attention in recent dacades, there already exists a great
deal of literature. By means of Lyapunov-Schmidt reduction technique, it is the first time
the authors of [24] proved that there exists a single spike semiclassical state to the following
equation with N = 1 and f(w) = |w|2w,
−ε2∆w + V (x)w = f(w) on RN , (1.2)
which concentrates around any given non-degenerate critical point of the potential V . By
applying the same technique, the result was extended by the author of [32, 33] to the case that
N ≥ 2 and f(w) = |w|p−2w for 2 < p < 2∗. We remark that this technique heavily depends on
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the uniqueness and non-degeneracy of ground state to the associated autonomous equations,
which makes it quite hard to be adapted to a number of interesting problems. Afterwards,
minimax arguments are widely employed to study such a subject. The initial work in this
direction seems due to the author of [35], who considered the existence of semiclassical states
to (1.2) under the assumption
lim
|x|→∞
V (x) > inf
x∈RN
V (x).
In [42], the author further proved that there exist semiclassical states to (1.2) concentrating
around the global minimum points of the potential V . Subsequently, in [1, 4, 5, 6, 7, 8, 9, 16,
29], the concentration of semiclassical states to (1.2) was discussed under the assumption
inf
x∈O
V (x) < inf
x∈∂O
V (x),
where O ⊂ RN is a bounded domain. We also refer the readers to [10, 15, 23, 30, 36] and the
references therein for the relevant search.
Statement of main result In order to address our main result, we first show assumptions
imposed on V and H. For the potential V , we make the following assumptions,
(V1) V ∈ C
1(RN ,R) and ‖V ‖∞ := supx∈RN |V (x)| < 1;
(V2) there exists a bounded domain Λ ⊂ R
N with smooth boundary ∂Λ such that
∇V (x) · n(x) > 0 for any x ∈ ∂Λ,
where n(x) denotes the unit outward normal vector at x ∈ ∂Λ.
Remark 1.1. Notice that (V2) is satisfied if V has an isolated local minimizers set.
The assumptions (V1)-(V2) have been initially introduced in [13] to investigate the con-
centration of an infinite sequence of sign-changing solutions to (1.2) as ε → 0+, see also
[11, 43] for the related search. In fact, one of our motivations of studying the concentration
of semiclassical states to (1.1) under the assumptions (V1)-(V1) stems from the paper [13].
For the nonlinear function H, we assume that
H(z) = G(|z|) :=
∫ |z|
0
g(s)s ds for any z ∈ RM × RM ,
where g fulfills the following assumptions,
(H1) g ∈ C(R
+, R+) ∩ C1((0,∞), R+) and g(0) = 0, where R+ := [0,∞);
(H2) there exist c > 0 and 2 < p < 2(N +2)/N such that g(s) ≤ c(1 + s
p−2) for any s ≥ 0;
(H3) lims→∞
G(s)
s2
=∞;
(H4) g is nondecreasing on [0,∞).
Remark 1.2. Note that, in our case, there holds that
1
2
g(s)s2 −G(s) ≥ 0 for any s ≥ 0.
Moreover, the well-known Ambrosetti-Rabinowitz condition is not required.
One can see that the assumptions (H1)-(H4) are satisfied by a large class of functions. Two
typical examples are g(s) = ln(1+ s) and g(s) = sp−2 for any 2 < p < 2(N +2)/N and s ≥ 0.
Let us next fix some notations. Under the assumption (V2), the set of critical points of V
is defined by
V := {x ∈ Λ : ∇V (x) = 0}. (1.3)
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Clearly, V is a nonempty compact subset of Λ. Without loss of generality, we shall assume
that 0 ∈ V. For any set Ω ⊂ RN , ε > 0 and δ > 0, we define that
Ωε :=
{
x ∈ RN : εx ∈ Ω
}
,
and
Ωδ :=
{
x ∈ RN : dist(x, Ω) := inf
y∈Ω
|x− y| < δ
}
.
The main result of this paper reads as follows.
Theorem 1.1. Suppose that (V1)-(V2) and (H1)-(H4) hold, then there exists a constant ε0 > 0
such that, for any 0 < ε < ε0, (1.1) admits a ground state zε := (uε, vε) satisfying that, for
any δ > 0, there exist c = c(δ) > 0 and C = C(δ) > 0 such that
|zε(t, x)| ≤ C exp
(
−
cdist
(
x,Vδ
)
ε
)
.
Remark 1.3. Our assumptions on the nonlinear function H are rather weak to ensure the
existence of ground states to (1.1).
Our result provides a characterization of concentration phenomenon of chemicals. It reveals
that chemicals concentrate around the local minimum points of the spatial distribution of
chemical potential for small diffusion coefficients .
As we mentioned before, in [21], the authors also investigated the concentration of ground
states to (1.1) as ε → 0+. We now highlight a few distinctions between our survey. Firstly,
we consider the problem under the assumptions (V1)-(V2), instead of under the following ones
formulated in [21],
(V˜1) V is locally Ho¨lder continuous and ‖V ‖∞ < 1;
(V˜2) there exists a bounded domain Λ ⊂ R
N such that
min
x∈Λ
V (x) < min
x∈∂Λ
V (x).
One can see that, in our situation, there does not exist the associated autonomous systems
connecting with the assumption (V˜2), which play an important role in the discussion of [21].
As a consequence, the crucial ingredients developed in [21] cannot be adapted to our problem.
For this reason, in our paper, some new arguments are proposed in order to discuss the
existence and exponential decay of ground states to (1.1). We emphasise that our arguments
are not dependent on autonomous systems, which are applicable to more general problems.
Secondly, the Ambrosetti-Rabinowitz condition is not required in our setting. This makes
more hard to prove the boundedness of the associated sequences. Thirdly, a stronger result,
i.e. the exponential decay of ground states, is derived.
Comparing with nonlinear Schro¨dinger-type equations, the study of the concentration of
semiclassical states to (1.1) becomes more delicate and involved under our circumstance. On
one hand, there does not exist the associated limit system in our case. It is well-known that
limit problems are of great importance to investigate the concentration of semiclassical states
to nonlinear Schro¨dinger-type equations. Let us mention that Lyapunov-Schmidt reduction
technique is not available to our problem. On the other hand, as we shall see, the underlying
variational structure is strongly indefinite, i.e. both of the positive and negative spaces of the
Hessian operator of the underlying energy functional are of infinite dimension. This causes
that the penalization techniques presented in [16, 17], which are rather useful to deal with
nonlinear Schro¨dinger-type equations, fail to be applied to our problem. In addition, the
methods based upon the mountain-pass lemma break down. Consequently, we need a deep
insight into the linking structure of the corresponding strongly indefinite functional.
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We remark that the concentration of semiclassical states to strong indefinite problems is
much less explored as far as we know.
For further clarification, let us introduce the following definition.
Definition 1.1. We say that a functional Jε satisfies weak compactness condition on E for
cε ∈ R, if any sequence {zn} ⊂ E such that
Jε(zn) ≤ cε + on(1), (1 + ‖zn‖)J
′
ε(zn) = on(1)
admits a nontrivial weak limit in E, where E is a Hilbert space equipped with the norm ‖ · ‖
and given in Section 2.
We now sketch the outline of the proof of Theorem 1.1. To establish this theorem, by
making a change of variable x→ εx, we only need to consider an equivalent system (2.1) and
prove the existence and exponential decay of ground states to (2.1). It is standard that any
solution to (2.1) corresponds to a critical point of the energy functional Jε defined by (2.6).
Note that the functional Jε does not satisfy the weak compactness condition on E for cε ∈ R.
This causes that we are unable to directly rely on the functional Jε to seek for ground states
to (2.1). Thereby a modified energy functional Φε defined by (2.10) is introduced. At this
point, in order to complete the proof of this theorem, we shall take the following two vital
steps.
Step 1 : Prove that, for any ε > 0 small, the functional Φε possesses nontrivial critical points
minimizing the functional Φε among all its critical points on E, which are indeed ground states
to (2.13). To achieve this, we shall bring in the generalized Nehari manifold corresponding
to the functional Φε and prove the existence of minimizers to the functional Φε subject to
the manifold. Notice that, in our scenario, for any x ∈ RN , the modified nonlinear function
fε(x, ·) defined by (2.9) is only nondecreasing but not strictly increasing on [0,∞). In addition,
the functional Φε is not T -upper semicontinuous, where the topology T is induced by (3.13).
This enables that the approaches developed in [26, 34, 39] for investigating strongly indefinite
problems are not directly applicable to our problem. To overcome this difficulty, we first
need to borrow some ideas from [28], where the author succeeded in attaining the existence
of ground states to a strongly indefinite problem without imposing the strict monotonicity
condition on the nonlinearity. However, it is required in [28] that the associated energy
functional is T -upper semicontinuous. As a result, only with the ideas from [28] in hand, it
is not enough to derive the existence of minimizers to the functional Φε on the manifold. For
this reason, we also need to employ some elements from [12, 26]. At this moment, we are able
to establish a linking-type argument to our problem, see Lemma 3.5, by which the desired
existence result then follows. We remark that, in [12], a linking-type result was obtained
without T -upper semicontinuous assumption in order to discuss the existence of bound states
to a nonlinear Schro¨dinger-type equation, where an additional condition was added. This
turns out that adapting the elements from [12] to our problem is highly nontrivial. Our
arguments in this direction are new as far as we know and extend the ones in [28] by removing
the T -upper semicontinuous assumption on the associated energy functional. We believe that
they may be applied to other problems.
Step 2 : Prove that, for any ε > 0 small, ground states to (2.13) decay exponentially, from
which ground states to (2.13) are in fact ones to (2.1) with the desired exponential decay. To
prove this, we shall make use of Lions’ concentration compactness lemma, see Lemma 2.5,
and the iteration techniques presented in [13] along with parabolic interior estimates. Let
us point out that, under our circumstance, the proof of the exponential decay becomes more
complex, because we are concerned with a 2M -component reaction-diffusion system, which is
a parabolic system set on t-Anisotropic Sobolev spaces.
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Remark 1.4. In Theorem 1.1, we only study the concentration of semiclassical states to
(1.1) with the nonlinear function H growing super quadratic at infinity. As an extension of
our result, one can consider the problem for the nonlinear function H growing asymptotically
quadratic at infinity. In addition, it is interesting to investigate the concentration of semiclas-
sical states to 2M -component reaction-diffusion system on R × RN with nonlinear potential
or competing potentials. We leave these issues to the interested readers.
Remark 1.5. It is an interesting question to explore the concentration of semiclassical states
to (1.1) with degenerate potential. Here we say that the potential V is degenerate, if V satisfies
the following assumption,
(V ) V ∈ C1(RN ,R) and there exist γ > 0 and 0 < λ < 2 such that, for any x ∈ RN ,
1− |V (x)| ≥
γ
1 + |x|λ
.
We would like to leave this question to the interested readers as well.
Definition 1.2. We say that the functional Φε satisfies (C)cε-condition for cε ∈ R, if every
sequence {zn} ⊂ E such that
Φε(zn) = cε + on(1), (1 + ‖zn‖)Φ
′
ε(zn) = on(1)
has a convergent subsequence in E.
Remark 1.6. Since Φε does not satisfy the (C)cε-condition, then it is unknown if there exist
an unbounded sequence of bound states to (1.1) concentrating in the locally trapping region of
the potential V as the diffusion coefficients tend to zero.
Structure of the paper The remainder of the paper is laid out as follows. In Section 2,
we shall establish the associated variational frameworks for our problem and present some
crucial lemmas used frequently in our proofs. Section 3 is devoted to the proof of Theorem
1.1, which is divided into two parts. In the first part, we shall prove the existence of ground
states. In the second part, we shall deduce exponential decay of ground states.
Notation. Throughout the paper, for any 1 ≤ q ≤ ∞ and n ∈ N+ with n ≥ 1, we denote
by Lq(Rn) the usual Lebesgue space and denote by W 1,q(Rn) and W 2,q(Rn) the usual Sobolev
spaces. We use the notations on(1) and oε(1) for quantities which tend to zero as n → ∞
and ε → 0+, respectively. For any T,R > 0, B(τ, T ) denotes the open ball in R with center
at τ ∈ R and radius T , and B(y,R) denotes the open ball in RN with center at y ∈ RN and
radius R. Furthermore, ∂B(y,R) denotes the sphere of B(y,R). We write Q for the closure
of a set Q ∈ Rn. We use letters c and C for generic positive constants, whose values may
change from line to line.
2 Preliminary results
In this section, we shall present some preliminary results used to establish our main result.
To begin with, by making a change of variable, we see that (1.1) becomes{
∂tu = ∆xu− u− Vε(x)v + ∂vH(u, v),
−∂tv = ∆xv − v − Vε(x)u+ ∂uH(u, v),
(2.1)
where Vε(x) := V (εx). Set
J :=
(
0 −I
I 0
)
, J0 :=
(
0 I
I 0
)
, A := J0 (−∆x + 1) ,
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and
L := J ∂t +A, (2.2)
then (2.1) may be written as
Lz + Vε(x)z = g(|z|)z for z := (u, v).
2.1 Functional settings For any 1 ≤ q ≤ ∞, we denote by Lq := Lq(R × RN , R2M )
the usual Lebesgue space equipped with the norm ‖ · ‖q. Notice that L acting on L
2 is a
self-adjoint operator with domain
D(L) :=W 1,2
(
R, L2(RN ,R2M )
)
∩ L2
(
R,W 2,2
(
R
N ,R2M
))
.
Lemma 2.1. [18, Lemma 8.7] Assume that (V1) holds, then σ(L) = σe(L) ⊂ R\(−1, 1), where
σ(L) and σe(L) denote the spectrum and essential spectrum of L, respectively.
Let {Eλ}λ∈R be the spectrum family of L. According to [22, Chapter IV, Theorem 3.3], L
admits the polar decomposition
L = U |L| = |L|U, (2.3)
where U is a unitary isomorphism of L2 such that U = I − 2E0, and |L| denotes the ab-
solute value of L. This, along with Lemma 2.1, suggests that L2 possesses an orthogonal
decomposition
L2 = L+ ⊕ L−
such that L is positive definite on L+ and negative definite on L−, where
L± :=
{
z ∈ L2 : Uz = ±z
}
. (2.4)
In order to seek for solutions to (2.1), let us introduce E := D(|L|
1
2 ) with the inner product
〈z1, z2〉 := (|L|
1
2 z1, |L|
1
2 z2)2 for any z1, z2 ∈ E,
where (·, ·)2 stands for the usual inner product in L
2, and |L|
1
2 denotes the square root of
L. For any z ∈ E, the induced norm ‖z‖ := 〈z, z〉
1
2 . Clearly, E is a Hilbert space. By the
interpolation theory in [40], one can see that E = [D(L), L2]1/2.
Lemma 2.2. [2, Lemma 4.6] Assume that (V1) holds, then E is continuously embedded in
Lr for any r ∈ [2,∞) if N ≥ 1, and for any r ∈ [2, 2(N + 2)/N ] if N ≥ 2. E is compactly
embedded in Lrloc for any r ∈ [1,∞) if N ≥ 1, and for any r ∈ [1, 2(N + 2)/N ] if N ≥ 2.
From the orthogonal decomposition to L2, the space E admits the following associated
decomposition
E = E+ ⊕ E−,
where E± := E∩L±. The decomposition is orthogonal with respect to (·, ·)2 and 〈·, ·〉. In fact,
for any z+ ∈ E+ and z− ∈ E−, we know that z+ ∈ L+ and z− ∈ L−, then (z+, z−)2 = 0.
Note that
〈z+, z−〉 = (|L|
1
2 z+, |L|
1
2 z−)2 = (|L|z
+, z−)2 = (|L|Uz
+, z−)2
= (Lz+, z−)2 = (z
+, Lz−)2 = (z
+, |L|Uz−)2
= −(z+, |L|z−)2 = −(|L|
1
2 z+, |L|
1
2 z−)2
= −〈z+, z−〉,
(2.5)
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where we used the polar decomposition and self-adjointness of L. Accordingly, (2.5) readily
infers that 〈z+, z−〉 = 0. As a result, for any z ∈ E,
(Lz, z)2 = (Lz
+ + Lz−, z+ + z−)2 = (Lz
+, z+ + z−)2 + (Lz
−, z+ + z−)2
= (|L|Uz+, z+ + z−)2 + (|L|Uz
−, z+ + z−)2
= (|L|z+, z+ + z−)2 − (|L|z
−, z+ + z−)2
= (|L|
1
2 z+, |L|
1
2 z+ + |L|
1
2 z−)2 − (|L|
1
2 z−, |L|
1
2 z+ + |L|
1
2 z−)2
= 〈z+, z+〉 − 〈z−, z−〉
= ‖z+‖2 − ‖z−‖2,
from which the energy functional associated to (2.1) is given by
Jε(z) :=
1
2
(
‖z+‖2 − ‖z−‖2
)
+
1
2
∫
R
∫
RN
Vε(x)|z|
2 dtdx−
∫
R
∫
RN
G(|z|) dtdx. (2.6)
It follows from (H1) and (H2) that there exist c1, c2 > 0 such that
G(s) ≤ c1s
2 + c2s
p for any s ≥ 0.
Then, in view of Lemma 2.2, the functional Jε is well-defined on E. Moreover, it is of class
C1, and for any w ∈ E,
J ′ε(z)w =
∫
R
∫
RN
Lz · w dtdx+
∫
R
∫
RN
Vε(x)z · w dtdx−
∫
R
∫
RN
g(|z|)z · w dtdx,
which reveals that critical points of Jε are solutions to (2.1).
In order to discuss the concentration of semiclassical states to (1.1), we need to introduce
a modified functional on E. To do this, let us first show some notations. According to (V2),
we know that there is δ0 > 0 such that, for any y ∈ Λ
δ0 , if B(y, δ0)\Λ 6= ∅, there holds that
inf
x∈B(y, δ0)\Λ
∇V (x) · ∇dist(x,Λ) > 0. (2.7)
Let ζ ∈ C∞(R, [0, 1]) be a cut-off function with ζ(t) = 0 if t ≤ 0, ζ(t) > 0 if t > 0 and ζ(t) = 1
if t ≥ δ0, and ζ
′(t) ≥ 0 for any t ≥ 0. Set χ(x) := ζ(dist(x, Λ)) and
g˜(s) := min {g(s), µ} , G˜(s) :=
∫ s
0
g˜(τ)τ dτ for any s ≥ 0, (2.8)
where µ := 1−‖V ‖∞2 . For any x ∈ R
N and s ≥ 0, we now define that
f(x, s) := (1− χ(x)) g(s) + χ(x)g˜(s), F (x, s) :=
∫ s
0
f(x, τ)τ dτ, (2.9)
then the modified functional on E is introduced as
Φε(z) :=
1
2
(
‖z+‖2 − ‖z−‖2
)
+
1
2
∫
R
∫
RN
Vε(x)|z|
2 dtdx−
∫
R
∫
RN
Fε(x, |z|) dtdx,(2.10)
where Fε(x, |z|) := F (εx, |z|). As a consequence of (H1) and (H2), we know that, for any
γ > 0, there exists cγ > 0 such that
fε(x, s) ≤ γ + cγs
p−2 for any x ∈ RN , s ≥ 0. (2.11)
This then indicates that
Fε(x, s) ≤
γ
2
s2 +
cγ
p
sp for any x ∈ RN , s ≥ 0. (2.12)
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Plainly, by Lemma 2.2,Φε is well-defined on E, and it is of class C
1. Furthermore, for any
w ∈ E, we have that
Φ′ε(z)w =
∫
R
∫
RN
Lz · w dtdx+
∫
R
∫
RN
Vε(x)z · w dtdx−
∫
R
∫
RN
fε(x, |z|)z · w dtdx,
where fε(x, |z|) := f(εx, |z|). Thus critical points of Φε are solutions to the system
Lz + Vεz = fε(x, |z|)z. (2.13)
Additionally, from (2.9) and (H4), it is easy to see that
1
2
f(x, s)s2 − F (x, s) ≥ 0 for any x ∈ RN , s ≥ 0. (2.14)
2.2 Some key lemmas In what follows, we shall present some lemmas to be used fre-
quently throughout the paper, which play an important role in our proofs.
Lemma 2.3. Assume that (V1) holds, then ‖z‖2 ≤ ‖z‖.
Proof. Since σ(L) ⊂ R\(−1, 1), see Lemma 2.1, it then follows from the operator spectrum
theory that
‖z‖2 = 〈|L|
1
2 z, |L|
1
2 z〉 =
∫ ∞
1
|λ|
1
2 d(Eλz, z)2 +
∫ −1
−∞
|λ|
1
2 d(Eλz, z)2
≥
∫ ∞
1
d(Eλz, z)2 +
∫ −1
−∞
d(Eλz, z)2
= ‖z‖22,
and the conclusion follows. 
The orthogonal decomposition of E induces a natural decomposition of Lq, and we have
the following.
Lemma 2.4. Assume that (V1) holds, then ‖z
±‖q ≤ cq‖z‖q for any 2 ≤ q ≤ 2(N + 2)/N .
In order to prove this lemma, let us introduce the definition of multiplier.
Definition 2.1. Let m be a bounded measurable function on Rn, and define a linear operator
Tm on L
q(Rn) ∩ L2(Rn) by
T̂mu(ξ) := m(ξ)uˆ(ξ),
where uˆ denotes the Fourier transform of u, and 1 ≤ q ≤ ∞. We say that m is a multiplier
for Lq(Rn), if Tmu ∈ L
q(Rn) for any u ∈ Lq(Rn) ∩ L2(Rn), and Tm is bounded, i.e.
‖Tmu‖Lq ≤ C‖u‖Lq for any u ∈ L
q(Rn) ∩ L2(Rn), (2.15)
where C > 0 is independent of u, and ‖ · ‖ denotes the norm in Lq(Rn).
Remark 2.1. For any 1 ≤ q <∞, by the denseness of Lq(Rn)∩L2(Rn) in Lq(Rn), we know
that Tm has a unique bounded extension to L
q(Rn) satisfying the same inequality (2.15) for
any u ∈ Lq(Rn).
With this definition in hand, we are now ready to prove Lemma 2.4.
Proof of Lemma 2.4. The proof of this lemma is inspired by the one of [20, Proposition 2.1].
By the definition of L, in the Fourier domain ξ := (ξ0, ξ1, · · · , ξN ) ∈ R × R
N , L becomes the
operator of multiplication by the matrix
Lˆ(ξ) :=
 0 (−2πiξ0 + 4π2∑Nk=1 |ξk|2 + 1) I(
2πiξ0 + 4π
2
∑N
k=1 |ξk|
2 + 1
)
I 0
 ,
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where I is the M ×M identity matrix. It is straightforward to compute that Lˆ(ξ) has two
eigenvalues λ1, λ2 ∈ R with
λ1 =
√√√√4π2|ξ0|2 +(1 + 4π2 N∑
k=1
|ξk|2
)2
, λ2 = −
√√√√4π2|ξ0|2 +(1 + 4π2 N∑
k=1
|ξk|2
)2
.
We now denote by P the projection operator on E+ such that Pu = u+ for any u ∈ E. Note
that P admits the following representation,
P =
|L|−1
2
(|L|+ L) ,
which is a straightforward consequence of (2.3) and (2.4). Consequently, in the Fourier
domain, P is a multiplication operator by a bounded smooth matrix-valued function m(ξ),
i.e.
P̂ u(ξ) = m(ξ)uˆ(ξ),
where
m(ξ) :=
 12I 1λ1 (−πiξ0 + 2π2∑Nk=1 |ξk|2 + 12) I
1
λ1
(
πiξ0 + 2π
2
∑N
k=1 |ξk|
2 + 12
)
I 12I
 .
At this point, we are able to apply Marcinkiewicz multiplier theorem, see [38, Chapter 4,
Theorem 6], to conclude that P is a multiplier for Lq, which then implies that ‖u+‖q ≤ cq‖u‖q.
Analogously, we can prove that ‖u−‖q ≤ cq‖u‖q. Hence the proof is completed. 
Remark 2.2. If q = 2, then ‖z±‖2 ≤ ‖z‖2. Indeed, for any z ∈ L
2, using the orthogonality
of the decomposition in L2, we obtain that
‖z‖22 = (z, z)2 = (z
+ + z−, z+ + z−)2 = (z
+, z+)2 + (z
−, z−)2 = ‖z
+‖22 + ‖z
−‖22,
where z± ∈ L2, the conclusion then follows.
We next give so-called Lions’ concentration compactness lemma in E.
Lemma 2.5. Let T,R > 0. If {zn} ⊂ E is bounded, and
sup
(τ, y)∈R×RN
∫
B(τ, T )
∫
B(y, R)
|zn|
2 dtdx = on(1),
then zn → 0 in L
q for any 2 < q < 2(N + 2)/2.
Proof. The proof of this lemma is almost identical to the one of the classical Lions’ concen-
tration compactness lemma [27, Lemma I.1], hence we omit it. 
In the following, we show two crucial lemmas from [21].
Lemma 2.6. [21, Lemma A.5] Let V ∈ L∞(R×RN , M2M×2M ) and H : R×R
N ×R2M → R
satisfy
|∇zH(t, x, z)| ≤ |z|+ c|z|
p−1
for some c > 0 and 2 < p < 2(N + 2)/N . If z ∈ E is a weak solution to the system
Lz + V (t, x)z = ∇zH(t, x, z),
then z ∈ Bq for any q ≥ 2, and
‖z‖Bq ≤ C(‖M‖∞, ‖z‖, c, p, q),
10
where M2M×2M denotes the space of 2M × 2M real matrixes equipped with the usual vector
norm, L is defined by (2.2), and the Banach space
Bq :=W 1,q(R, Lq(RN , R2M )) ∩ Lq(R, W 2,q(RN , R2M )) (2.16)
with the usual norm
‖z‖Bq :=
∫
R
∫
RN
|z|q + |∂tz|
q + |∇z|q +
∑
1≤i, j≤N
|∂i,jz|
q dtdx
1/q .
Lemma 2.7. [21, Corollary A.4] Let N+22 < q < ∞, r > 0, and set Qr(t, x) := (−r
2, t] ×
B(x, r). If w ∈ Lq(Qr(t, x)) is a weak solution to
∂tw −∆w + w = h (2.17)
with h ∈ Lq(Qr(t, x)), then, for any 0 < σ < r,
‖w‖
Cα, α/2(Qr−σ(t, x))
≤ C(N, q, r, σ)
(
‖h‖Lq(Qr(t, x)) + ‖w‖Lq(Qr(t, x))
)
,
where 0 < α ≤ 2− N+2q , and
‖w‖Cα/2, α(Q) := sup
(t, x)∈Q
|w(t, x)|+ sup
(t1, x1), (t2, x2) ∈ Q
(t1, x1) 6= (t2, x2)
|w(t1, x1)− u(t2, x2)|
dα ((t1, x1), (t2, x2))
,
for Q := (a, b)× Ω with a, b ∈ R, a < b, Ω ⊂ RN , and
d ((t1, x1), (t2, x2)) = max{|t1 − t2|
1/2, |x1 − x2|}.
For our purpose, we require the following interior estimate.
Corollary 2.1. Under the assumptions of Lemma 2.1, we have that
‖w‖
C(Qr−σ(t, x))
≤ C(N, q, r, σ)
(
‖h‖Lq(Qr(t, x)) + ‖w‖Lq(Qr(t, x))
)
,
where
‖w‖C(Q) := sup
(t, x)∈Q
|w(t, x)|.
3 Proof of main result
In this section, our aim is to prove Theorem 1.1. From now on, we always assume that
(V1)-(V2) and (H1)-(H4) hold.
3.1 Existence of ground states We first consider the existence of ground states to (2.13).
To do this, let us introduce the following generalized Nehari manifold associated to (2.13),
N :=
{
z ∈ E \E− : Φ′ε(z)z = 0 and Φ
′
ε(z)w = 0 for any w ∈ E
−
}
.
This type of manifold was initially proposed in [34] and deeply studied in [39]. For any
z ∈ E \E−, let us define that
Eˆ(z) := R+z+ + E−.
Moreover, for any z ∈ E \ E−, we define a functional γε,z : R
+ × E− → R by
γε,z(τ, w) := Φε(τz
+ + w).
Obviously, γε,z is of class C
1.
We next show some basic properties related to the manifold N , which lay a foundation to
establish the existence of ground states to (2.13).
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Lemma 3.1. For any z ∈ E \E−, (τ, w) is a critical point of γε,z if and only if τz
++w ∈ N ,
where τ > 0 and w ∈ E−.
Proof. Observe that
∂
∂τ
γε,z(τ, w) = Φ
′
ε(τz
+ + w)z+,
∂
∂w
γε,z(τ, w)h = Φ
′
ε(τz
+ + w)h for any h ∈ E−.
(3.1)
If (τ, w) is a critical point of γε,z for some τ > 0 and w ∈ E
−, then (3.1) implies that
Φ′ε(τz
+ + w)z+ = Φ′ε(τz
+ + w)h = 0 for any h ∈ E−. (3.2)
This immediately gives that
Φ′ε(τz
+ + w)(τz+ + w) = Φ′ε(τz
+ + w)h = 0 for any h ∈ E−. (3.3)
Thus τz+ + w ∈ N . If τz+ + w ∈ N for some τ > 0 and w ∈ E−, by the definition of N , we
then know that (3.3) necessarily holds. As a consequence, (3.2) follows. Noting that (3.1),
we then derive that (τ, w) is a critical point of γε,z, and the proof is completed. 
Lemma 3.2. For any z ∈ E\E−, there exist εz > 0 and Rz > 0 such that, for any 0 < ε < εz,
Φε(ξ) < 0 for any ξ ∈ Eˆ(z) \BRz(0),
where BR(0) := {z ∈ E : ‖z‖ < R}.
Proof. To prove this, we assume contrarily that there exist z ∈ E \E−, a sequence {εn} ⊂ R
+
with εn = on(1), and a sequence {ξn} ⊂ Eˆ(z) with ξn = τnz
+ + wn for {τn} ⊂ R
+ and
{wn} ⊂ E
− satisfying ‖ξn‖ → ∞ as n→∞ such that
Φεn(ξn) ≥ 0. (3.4)
Define
ξ¯n :=
ξn
‖ξn‖
=
τn
‖ξn‖
z+ +
wn
‖ξn‖
:= z¯n + w¯n,
where
z¯n :=
τn
‖ξn‖
z+ ∈ E+, w¯n :=
wn
‖ξn‖
∈ E−.
Therefore,
1 = ‖ξ¯n‖
2 = ‖z¯n‖
2 + ‖w¯n‖
2. (3.5)
Notice that
0 ≤
Φεn(ξn)
‖ξn‖2
=
1
2
(
‖z¯n‖
2 − ‖w¯n‖
2
)
+
1
2
∫
R
∫
RN
Vεn(x)|z¯n + w¯n|
2 dtdx
−
∫
R
∫
RN
Fεn(x, |ξn|
2)
‖ξn‖2
dtdx
≤
1
2
(
‖z¯n‖
2 − ‖w¯n‖
2
)
+
1
2
‖V ‖∞
(
‖z¯n‖
2
2 + ‖w¯n‖
2
2
)
≤
1
2
(1 + ‖V ‖∞) ‖z¯n‖
2 −
1
2
(1− ‖V ‖∞) ‖w¯n‖
2,
where we used the fact that F (x, s) ≥ 0 for any x ∈ RN and s ≥ 0, and Lemma 2.3. This,
together with (3.5), indicates that(
1− ‖V ‖∞
1 + ‖V ‖∞
)
‖w¯n‖
2 ≤ ‖z¯n‖
2 = 1− ‖w¯n‖
2.
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Hence
0 ≤ ‖w¯n‖
2 ≤
1 + ‖V ‖∞
2
,
1− ‖V ‖∞
2
≤ ‖z¯n‖
2 =
τ2n
‖ξn‖2
‖z+‖2 ≤ 1.
We now suppose that w¯n ⇀ w¯ and z¯n → τz
+ in E as n→∞, where
τn
‖ξn‖
→ τ 6= 0 in R as n→∞.
Thus ξ¯n ⇀ ξ¯ := τz
+ + w¯ 6= 0 in E as n→∞. By Lemma 2.2, it then yields that ξ¯n → ξ¯ a.e
on R× RN as n→∞. Setting
Ω1 :=
{
(t, x) ∈ R× RN : ξ¯(t, x) 6= 0
}
,
we have that |Ω1| > 0, where |Ω| denotes the Lebesgue measure of the set Ω ⊂ R×R
N . Recall
that ‖ξn‖ → ∞ as n→∞, then
ξn(t, x)→∞ as n→∞ for any (t, x) ∈ Ω1. (3.6)
We now apply (3.4), (3.5), (3.6), Faton’s lemma, and (H3) to conclude that
0 ≤ lim sup
n→∞
Φεn(ξn)
‖ξn‖2
=
1
2
lim sup
n→∞
(
‖z¯n‖
2 − ‖w¯n‖
2
)
+
1
2
lim sup
n→∞
∫
R
∫
RN
Vεn(x)
|ξn|
2
‖ξn‖2
dtdx
− lim inf
n→∞
∫
R
∫
RN
Fεn(x, |ξn|)
|ξn|2
|ξn|
‖ξn‖2
dtdx
≤
1
2
+
‖V ‖∞
2
−
∫ ∫
Ω1
lim inf
n→∞
Fεn(x, |ξn|)
|ξn|2
|ξn|
‖ξn‖2
dtdx
= −∞,
which is a contradiction. Thus the proof is completed. 
Lemma 3.3. For any z ∈ E \ E− and 0 < ε < εz, there exist τz > 0 and wz ∈ E
− such that
Φε(τzz
+ + wz) = sup
τ∈R+,w∈E−
Φε(τz
+ + w),
and τzz
+ + wz ∈ N , where εz > 0 is determined in Lemma 3.2.
Proof. For any z ∈ E \ E− and 0 < ε < εz, we define that
βε,z := sup
τ∈R+, w∈E−
Φε(τz
+ + w).
Obviously, βε,z ≥ 0. From Lemma 3.2, we know that there is a bounded minimizing sequence
{ξn} ⊂ Eˆ(z) with ξn = τnz
+ + wn for {τn} ⊂ R
+ and {wn} ⊂ E
− such that Φε(ξn) =
βε,z + on(1). Thus there exist τz ∈ R
+ and wz ∈ E
− such that τn → τz in R and wn ⇀ wz in
E as n→∞. Notice that, for any w, h ∈ E−,
Φ′′ε(w)[h, h] = −‖h‖
2 +
∫
R
∫
RN
Vε(x)|h|
2 dtdx−
∫
R
∫
RN
fε(x, |w|)|h|
2 dtdx
−
∫
R
∫
RN
f ′ε(x, |w|)
(w · h)2
|w|
dtdx
≤ − (1− ‖V ‖∞) ‖h‖
2,
(3.7)
where we used the fact that f(x, s) ≥ 0 for any x ∈ RN and s ≥ 0, and (H4). Hence
(3.7) suggests that Φε is strictly concave on E
−. Further, we derive that Φε is weak upper
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semicontinuous on E−, from which we are able to conclude that Φε(τzz
++wz) = βε,z. Observe
that, for any w ∈ E−,
Φε(w) = −‖w‖
2 +
∫
R
∫
RN
Vε(x)|w|
2 dtdx−
∫
R
∫
RN
Fε(x, |w|) dtdx
≤ − (1− ‖V ‖∞) ‖w‖
2
which shows that τz > 0. It then follows from Lemma 3.1 that τzz
+ + wz ∈ N , and we have
finished the proof. 
Lemma 3.4. For any z ∈ N , there holds that
Φε(τz + w) ≤ Φε(z) for any τ ∈ R
+, w ∈ E−.
Proof. Since z ∈ N , then Φ′ε(z)((τ
2 − 1)z + 2τw) = 0 for any τ ∈ R and w ∈ E−. Therefore,
Φε(τz + w)−Φε(z) = Φε(τz + w)− Φε(z)−
1
2
Φ′ε(z)((τ
2 − 1)z + 2τw)
= −
1
2
‖w‖2 +
1
2
∫
R
∫
RN
Vε(x)|w|
2 dtdx−
∫
R
∫
RN
Fε(x, |τz + w|) dtdx
+
∫
R
∫
RN
1
2
fε(x, |z|)z · ((τ
2 − 1)z + 2τw) + Fε(x, |z|) dtdx (3.8)
≤
∫
R
∫
RN
1
2
fε(x, |z|)z · ((τ
2 − 1)z + 2τw) + Fε(x, |z|) dtdx
−
∫
R
∫
RN
Fε(x, |τz + w|) dtdx,
where we used the following simple fact,
−
1
2
‖w‖2 +
1
2
∫
R
∫
RN
Vε(x)|w|
2 dtdx ≤ −
1
2
‖w‖2 +
1
2
‖V ‖∞‖w‖
2 ≤ 0.
For z, w ∈ RM , let us now define h : R+ × RN → R by
hε(τ, x) :=
1
2
fε(x, |z|)z · ((τ
2 − 1)z + 2τw) + Fε(x, |z|) − Fε(x, |τz + w|). (3.9)
We shall deduce that hε(τ, x) ≤ 0 for any τ ∈ R
+ and x ∈ RN . To do this, we shall consider
the following two cases.
Case 1: z · (τz + w) ≤ 0.
Recall that (2.14), there then holds that
1
2
fε(x, s)s
2 − Fε(x, s) ≥ 0 for any x ∈ R
N , s ≥ 0. (3.10)
Thus, for any τ ∈ R+ and x ∈ RN ,
hε(τ, x) ≤
1
2
fε(x, |z|)z ·
((
τ2 − 1
)
z + 2τw
)
+
1
2
fε(x, |z|)|z|
2 − Fε(x, |τz + w|)
≤ 0,
where we used the assumption that z · w ≤ −τ |z|2 and the fact that Fε(x, s) ≥ 0 for any
x ∈ RN , s ≥ 0.
Case 2: z · (τz + w) > 0.
Using (3.10), we can see that hε(0, x) ≤ 0 for any x ∈ R
N . Moreover, by (H3), for any
x ∈ RN , we have that h(τ, x)→ −∞ as τ →∞. Note that
∂τhε(τ, x) = (fε(x, |z|) − fε(x, |τz + w|)) z · (τz + w) .
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If ∂τhε(τ0, x) = 0 for some τ0 ∈ R
+, then
fε(x, |z|) = fε(x, |τ0z + w|), (3.11)
because of z · (τz + w) > 0. We now claim that if fε(x, s1) = fε(x, s2) for s1, s2 ∈ R
+, then
Fε(x, s1)− F (x, s2) ≤
1
2
fε(x, s1)s
2
1 −
1
2
fε(x, s2)s
2
2.
To prove this claim, let us define that Fˆε(x, s) := Fε(x, s)−
1
2fε(x, s)s
2. It is easy to see that
Fˆ ′ε(x, s) = −
1
2
f ′ε(x, s)s
2 ≤ 0,
because fε(x, ·) is nondecreasing on R
+ for any x ∈ RN . Thus Fˆε(x, ·) is nonincreasing on R
+
for any x ∈ RN . Consequently, if s1 ≥ s2, then Fˆε(x, s1) ≤ Fˆε(x, s2), i.e.
Fε(x, s1)− F (x, s2) ≤
1
2
fε(x, s1)s
2
1 −
1
2
fε(x, s2)s
2
2.
If s1 < s2, then
F (x, s1)− F (x, s2) = −
∫ s2
s1
fε(x, s)s ds ≤ −
1
2
fε(x, s1)
(
s22 − s
2
1
)
. (3.12)
Since we assumed that fε(x, s1) = fε(x, s2) for s1, s2 ∈ R, then (3.12) gives rise to
F (x, s1)− F (x, s2) ≤
1
2
fε(x, s1)s
2
1 −
1
2
fε(x, s2)s
2
2.
Hence the claim follows. Noticing that (3.11), we now apply the claim to conclude that
hε(τ0, x) =
1
2
fε(x, |z|)z ·
((
τ20 − 1
)
z + 2τ0w
)
+ Fε(x, |z|) − Fε(x, |τ0z + w|)
≤
1
2
fε(x, |z|)z ·
((
τ20 − 1
)
z + 2τ0w
)
+
1
2
fε(x, |z|)|z|
2 −
1
2
fε(x, |τ0z + w|)|τ0z + w|
2
=
1
2
fε(x, |z|)z ·
((
τ20 − 1
)
z + 2τ0w
)
+
1
2
fε(x, |z|)|z|
2 −
1
2
fε(x, |z|)|τ0z + w|
2
= −
1
2
fε(x, |z|)|w|
2
≤ 0.
Consequently, we obtain that hε(τ, x) ≤ 0 for any τ ∈ R+ and x ∈ RN . Thus, by using (3.8),
the lemma then follows, and the proof is completed. 
Letting P : E → E+ and Q : E → E− be orthogonal projections, we introduce another
norm on E as
|||z||| := max
{
‖Pz‖,
∞∑
k=1
1
2k+1
|〈Qz, ek〉|
}
for any z ∈ E, (3.13)
where {ek} ⊂ E
− is a total orthonormal sequence. The topology generated by |||·||| is denoted
by T . Clearly,
‖Pz‖ ≤ |||z||| ≤ ‖z‖. (3.14)
Lemma 3.5. For any ε > 0 small, define
cε := inf
z∈E\E−
inf
h∈Γ(z)
sup
z′∈M(z)
Φε(h(1, z
′)), (3.15)
where
M(z) :=
{
τz + w : τ ∈ R+, w ∈ E−, ‖τz + w‖ ≤ Rz
}
(3.16)
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and Rz > 0 is determined in Lemma 3.2, in addition,
Γ(z) := {h ∈ C([0, 1] ×M(z)) : h satisfies (h1)-(h4)} (3.17)
and
(h1) h is T -continuous;
(h2) h(0, z
′) = z′ for any z′ ∈M(z);
(h3) Φε(z
′) ≥ Φε(h(t, z
′)) for any z′ ∈M(z);
(h4) for every (t, z
′) ∈ [0, 1]×M(z), there is an open neighborhood W in the product topology
of [0, 1] and (E,T ) such that{
z′ − h(t, z′) : (t, z′) ∈W ∩ ([0, 1] ×M(z))
}
is contained in a finite-dimensional subspace of E.
Then there exists a sequence {zn} ⊂ E such that
Φε(zn) ≤ cε + on(1), (1 + ‖zn‖) Φ
′
ε(zn) = on(1).
Proof. For any τ > 0, let us first introduce the following notations,
Φcε+τε := {z ∈ E : Φε(z) ≤ cε + τ} ,
and
Φcε+τε, cε−τ := {z ∈ E : cε − τ < Φε(z) ≤ cε + τ} .
To prove this lemma, we argue by contradiction that there exists τ > 0 such that
(1 + ‖z‖) ‖Φ′ε(z)‖ ≥ τ for any z ∈ Φ
cε+τ
ε . (3.18)
Observe that, for any z ∈ Φcε+τε , there exists ψz ∈ E with ‖ψz‖ = 1 such that
〈Φ′ε(z), ψz〉 ≥
3
4
‖Φ′ε(z)‖.
This, together with (3.18), leads to
(1 + ‖z‖) 〈Φ′ε(z), ψz〉 >
τ
2
. (3.19)
It is simple to check that Φ′ε is weakly sequentially continuous on E, i.e. if zn ⇀ z in E as
n→∞, then, for any ψ ∈ E, 〈Φ′ε(zn), ψ〉 → 〈Φ
′
ε(z), ψ〉 in R as n→∞. Moreover, if zn
T
−→ z
in E as n → ∞, then zn ⇀ z in E as n → ∞. Thus, for any z ∈ Φ
cε+τ
ε , (3.19) implies that
there is a T -open neighborhood Uz ⊂ E such that, for any w ∈ Uz,
(1 + ‖z‖) 〈Φ′ε(w), ψz〉 ≥
τ
2
. (3.20)
Furthermore, for any w ∈ Uz,
‖ (1 + ‖z‖)ψz‖ = 1 + ‖z‖ ≤ 2 (1 + ‖w‖) . (3.21)
We now define that
U1 := {Uz : cε − τ < Φε(z) ≤ cε + τ} , U2 := {Uz : Φε(z) ≤ cε − τ} ,
then U := U1 ∪ U2 forms a T -open covering of Φ
cε+τ
ε . Note that U is metric, hence it is
paracompact, which infers that there exists a locally finite T -open coveringM := {Mi : i ∈ I}
of Φcε+τε , and it is finer than U , where I is an index set. Thus, for anyMi ∈ M, there is Uzi ∈ U
for some zi ∈ Φ
cε+τ
ε such that Mi ⊂ Uzi . If Uzi ∈ U1, we then define that wi := (1 + ‖zi‖)ψzi .
If Uzi ∈ U2, we then define that wi := 0. Let {λi : i ∈ I} be a T -Lipschitz continuous
partition of unity subordinated to M, and define
ζ(z) :=
∑
i∈I
λi(z)wi for any z ∈ M.
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Since the covering M is locally finite, then, for any z ∈ M, ζ(z) < ∞. In addition, for any
z ∈ M, there is a T -open neighborhood Vz ⊂Mi for some i ∈ I such that ζ(Vz) is contained
in a finite-dimension subspace of E. Since λi is T -Lipschitz continuous for any i ∈ I, then
there is Lz > 0 such that
|||ζ(z1)− ζ(z2)||| ≤ Lz|||z1 − z2||| for any z1, z2 ∈ Vz. (3.22)
By the equivalence of norms in finite-dimensional spaces and (3.14), it then yields from (3.22)
that
‖ζ(z1)− ζ(z2)‖ ≤ Lz‖z1 − z2‖ for any z1, z2 ∈ Vz. (3.23)
Moreover, for any z ∈ M, (3.20) and (3.21) indicate that
〈Φ′ε(z), ζ(z)〉 ≥ 0 (3.24)
and
‖ζ(z)‖ ≤ 2 (1 + ‖z‖) , (3.25)
respectively. In particular, for any z ∈ Φcε+τε, cε−τ , there holds that
〈Φ′ε(z), ζ(z)〉 ≥
τ
2
. (3.26)
Indeed, for any z ∈ Φcε+τε,cε−τ , there exist M1, · · · ,Mk ∈ M for some k ≥ 1 such that z ∈ Mi
for any 1 ≤ i ≤ k. Since z ∈ Φcε+τε,cε−τ , we then have that Mi ⊂ Uzi with zi ∈ Φ
cε+τ
ε, cε−τ for any
1 ≤ i ≤ k. Thus, from (3.20),
〈Φ′ε(z), ζ(z)〉 =
k∑
i=1
λi(z) (1 + ‖zi‖) 〈Φ
′
ε(z), ψzi〉 ≥
τ
2
.
Let us now consider the Cauchy problem
d
dt
η(t, z) = −ζ(η(t, z)),
η(0, z) = z.
(3.27)
Since ζ is locally Lipschitz continuous onM, see (3.23), then, by standard theory of ordinary
differential equation in Banach space, η(t, z) exists locally in time for any z ∈ M. Further,
by (3.25), we know that η(t, z) exists globally in time for any z ∈ M. Furthermore, in view
of (3.24), we have that
d
dt
Φε(η(t, z)) = 〈Φ
′
ε(η(t, z)),
d
dt
η(t, z)〉 = −〈Φ′ε(η(t, z)), ζ(η(t, z))〉 ≤ 0. (3.28)
Choosing T > 4, we now obtain that
η(T,Φcε+τε ) ⊂ Φ
cε−τ
ε . (3.29)
In fact, for any z ∈ Φcε+τε , if there is t0 ∈ [0, T ] such that η(t0, z) ∈ Φ
cε−τ
ε , it then follows
from (3.28) that η(T, z) ∈ Φcε−τε , and (3.29) follows. Otherwise, there exists z ∈ Φ
cε+τ
ε such
that η(t, z) ∈ Φcε+τε, cε−τ for any t ∈ [0, T ]. According to (3.26), then
〈Φ′ε(η(t, z)), ζ(η(t, z))〉 ≥
τ
2
.
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Hence
Φε(η(T, z)) = Φε(η(0, z)) +
∫ T
0
d
dt
Φε(η(t, z)) dt
= Φε(z)−
∫ T
0
〈Φ′ε(η(t, z)), ζ(η(t, z))〉 dt
≤ cε + τ −
τ
2
T
< cε − τ.
This is impossible, then (3.29) necessarily holds. In addition, arguing as the proof of [44,
lemma 6.8], we are able to derive that
(i) η is T -continuous;
(ii) for any (t, z) ∈ [0, T ] × Φcε+τε , there is an open neighborhood Nt,z in the product
topology of [0, T ] and (E,T ) such that{
w − η(t, w) : (t, w) ∈ Nt,z ∩
(
[0, T ] × Φcε+τε
)}
is contained in a finite-dimensional subspace of E.
We now take z ∈ E \ E− and h ∈ Γ(z) such that
sup
z′∈M(z)
Φε(h(1, z
′)) ≤ cε + τ. (3.30)
Define g : [0, 1] ×M(z)→ E by
g(t, z′) :=
{
h(2t, z′), t ∈ [0, 1/2],
η(T (2t− 1), h(1, z′)), t ∈ [1/2, 1],
and it is easy to check that g enjoys (h1)-(h4). As a result of (3.29) and (3.30), we then have
that
Φε(g(1, z
′)) ≤ cε − τ,
which contradicts the definition of cε. Consequently, there exists a sequence {zn} ⊂ E so that
Φε(zn) ≤ cε + on(1), (1 + ‖zn‖) Φ
′
ε(zn) = on(1),
and the proof is completed. 
Lemma 3.6. There exist r > 0 and ρ > 0 such that Φε|S+r ≥ ρ, where
S+r :=
{
z ∈ E+ : ‖z‖ = r
}
.
Proof. From (H1) and (H2), we know that there is c > 0 such that
G(s) ≤
1− ‖V ‖∞
4
s2 + csp for any s ≥ 0.
Thus, by Lemmas 2.2 and 2.3, for any z ∈ E+,
Φε(z) =
1
2
‖z‖2 +
1
2
∫
R
∫
RN
Vε(x)|z|
2 dtdx−
∫
R
∫
RN
Fε(x, |z|) dtdx
≥
1
2
‖z‖2 +
1
2
∫
R
∫
RN
Vε(x)|z|
2 dtdx−
∫
R
∫
RN
G(|z|) dtdx
≥
1− ‖V ‖∞
4
‖z‖2 − C‖z‖p,
from which there exist r > 0 and ρ > 0 such that Φε|S+r ≥ ρ, due to p > 2. 
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Lemma 3.7. For any ε > 0 small, there holds that
ρ ≤ cε ≤ inf
N
Φε,
where ρ > 0 is given in Lemma 3.6, and cε is defined by (3.15).
Proof. We first prove that cε ≤ infN Φε. For any z ∈ N , we define that h : [0, 1]×M(z)→ E
by h(t, z′) = z′. It is simple to check that h satisfies (h1)-(h4). Thus, by the definition of cε
and Lemma 3.4,
cε ≤ sup
z′∈M(z)
Φε(h(1, z
′)) = sup
z′∈M(z)
Φε(z
′) ≤ Φε(z),
which implies that cε ≤ infN Φε. We next show that cε ≥ ρ for any ε > 0 small. To do
this, we suppose by contradiction that cε < ρ for some ε > 0 small. Therefore, there exist
z ∈ E \E− and h ∈ Γ(z) such that
sup
z′∈M(z)
Φε(h(1, z
′)) < ρ. (3.31)
Define H : [0, 1] ×M(z)→ E by
H(t, z′) :=
(
‖Ph(t, z′)‖ − r
) z+
‖z+‖
+Qh(t, z′),
where r > 0 is given in Lemma 3.6. Clearly, H fulfills (h1)-(h4). In addition, H(t, z
′) = 0 if
and only if h(t, z′) ∈ E+ and ‖h(t, z′)‖ = r. We now claim that 0 /∈ H([0, 1] × ∂M(z)). To
see this, we assume contrarily that there were (t, z′) ∈ [0, 1] × ∂M(z) such that H(t, z′) = 0,
i.e. h(t, z′) ∈ E+ and ‖h(t, z′)‖ = r. It then follows from (h3) and Lemma 3.2 that
Φε(h(t, z
′)) ≤ Φε(z
′) ≤ 0.
However, by Lemma 3.6, we know that Φε(h(t, z
′)) ≥ ρ. We then reach a contradiction, which
in turns indicates that the claim holds. We are now able to apply the homotopy invariance
of the degree provided in [26] and (h2) to conclude that
deg(H(1, ·), M(z)) = deg(H(0, ·), M(z)) = 1,
which implies that there exists zˆ ∈M(z) such that H(1, zˆ) = 0. Hence, from Lemma 3.6,
sup
z′∈M(z)
Φε(h(1, z
′)) ≥ Φε(h(1, zˆ)) ≥ ρ,
which contradicts (3.31). Consequently, we have that cε ≥ ρ for any ε > 0 small, and the
proof is completed. 
Lemma 3.8. For any ε > 0 small, if {zn} ⊂ E satisfies that
Φε(zn) ≤ cε + on(1), (1 + ‖zn‖) Φ
′
ε(zn) = on(1),
then {zn} is bounded in E.
Proof. We argue indirectly that {zn} were unbounded in E and assume that ‖zn‖ → ∞ as
n→∞. Define ξn :=
zn
‖zn‖
, and let ϕ ∈ C∞0 (R
N ) be such that
ϕ(x) :=
{
1, x ∈ (Λδ0)ε,
0, x /∈ N1((Λδ0)ε),
(3.32)
where
N1((Λδ0)ε) :=
{
x ∈ RN : dist(x, (Λδ0)ε) < 1
}
, (3.33)
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and the constant δ0 > 0 is given by (2.7). Here the definition of the cutoff function ϕ is
inspired by [21]. Set ξ′n := ϕξn, then {ξ
′
n} is bounded in E. Moreover, for any n ∈ N
+, we
have that
‖ξ′n − ξn‖ = oε(1). (3.34)
We now claim that there exist T > 0 and a sequence {τn} ⊂ R such that
lim inf
n→∞
∫
B(τn, T )
∫
N1((Λδ0 )ε)
|ξ′+n |
2 dtdx > 0. (3.35)
To prove this claim, we suppose by contradiction that
lim inf
n→∞
sup
τ∈R
∫
B(τ, T )
∫
N1((Λδ0 )ε)
|ξ′+n |
2 dtdx = 0. (3.36)
By Lions’ concentration compactness lemma [27, Lemma I.1], it then follows from (3.36) that
ξ′+n → 0 in L
q as n→∞ for any 2 < q < 2(N + 2)/N . Hence, from (2.12), for any s ≥ 0,
Fε(x, sξ
′+
n ) = on(1). (3.37)
Noticing that Φ′ε(zn)zn = on(1) and Φ
′
ε(zn)z
−
n = on(1), and applying the same arguments as
the proof of Lemma 3.4, we can obtain that, for any s ≥ 0,
Φε(zn) ≥ Φε(sξ
+
n ) + on(1).
This, jointly with (3.34) and (3.37), shows that, for any n ∈ N+ large and ε > 0 small,
cε + 2 ≥ Φε(zn) + 1 ≥ Φε(sξ
+
n ) +
1
2
≥ Φε(sξ
′+
n ) +
1
4
≥
s2
2
‖ξ′+n ‖
2 +
s2
2
∫
R
∫
RN
Vε(x)|ξ
′+
n |
2 dtdx+
1
8
≥
s2
2
(1− ‖V ‖∞) ‖ξ
′+
n ‖
2.
(3.38)
Observe that
1
2
(
‖z+n ‖
2 − ‖z−n ‖
2
)
+
1
2
∫
R
∫
RN
Vε(x)|zn|
2 dtdx ≥ Φε(zn) = Φε(zn)−
1
2
Φ′ε(zn)zn + on(1),
where we used the fact that F (x, s) ≥ 0 for any x ∈ RN and s ≥ 0. In addition, by (2.14),
Φε(zn)−
1
2
Φ′ε(zn)zn =
∫
R
∫
RN
1
2
fε(x, |zn|)|zn|
2 − Fε(x, |zn|) dtdx ≥ 0.
As a result, from two inequalities above and Lemma 2.3,
‖z+n ‖
2 ≥
(
1− ‖V ‖∞
1 + ‖V ‖∞
)
‖z−n ‖
2 + on(1),
which indicates that
2
1− ‖V ‖∞
‖z+n ‖
2 ≥ ‖z+n ‖
2 + ‖z−n ‖
2 + on(1) = ‖zn‖
2 + on(1).
Thus
‖ξ+n ‖
2 ≥
1− ‖V ‖∞
2
+ on(1).
Consequently, for any n ∈ N+ large and ε > 0 small, it follows from (3.34) that
‖ξ′+n ‖
2 ≥
1− ‖V ‖∞
4
.
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We then reach a contradiction from (3.38) for s ≥ 0 large enough. This in turns implies that
the claim holds, and we obtain that
lim inf
n→∞
∫
B(τn, T )
∫
N1((Λδ0 )ε)
|ξn|
2 dtdx > 0, (3.39)
because of |ξ′n| ≤ |ξn|. It then yields from Lemma 2.2 that ξ¯n(t, x) := ξn(t+ τn, x)⇀ ξ 6= 0 in
E as n→∞. Furthermore, we have that ξ¯n → ξ a.e. on R× R
N as n→∞. Define
Ω2 :=
{
(t, x) ∈ R× RN : ξ(x, t) 6= 0
}
,
then z¯n(t, x) := zn(t + τn, x) → ∞ as n → ∞ for any (t, x) ∈ Ω2. Thus, by Faton’s lemma
and (H3),
0 ≤ lim sup
n→∞
Φε(z¯n)
‖z¯n‖2
=
1
2
lim sup
n→∞
(
‖ξ¯+n ‖
2 − ‖ξ¯−n ‖
2
)
+ lim sup
n→∞
∫
R
∫
RN
Vε(x)
|z¯n|
2
‖z¯n‖2
dtdx
− lim inf
n→∞
∫
R
∫
RN
Fε(x, |z¯n|)
|z¯n|2
|z¯n|
‖z¯n‖2
dtdx
≤
1
2
+
‖V ‖∞
2
−
∫ ∫
Ω2
lim inf
n→∞
Fε(x, |z¯n|)
|z¯n|2
|z¯n|
‖z¯n‖2
dtdx
= −∞,
which is impossible. This gives that {zn} is bounded in E, and we have completed the
proof. 
Lemma 3.9. For any ε > 0 small, (2.13) admits a ground state zε ∈ E.
Proof. By Lemma 3.5, we know that there exists a sequence {zn} ⊂ E such that
Φε(zn) ≤ cε + on(1), (1 + ‖zn‖) Φ
′
ε(zn) = on(1).
It follows from Lemma 3.8 that {zn} is bounded in E. We now set that
z+n
′
:= ϕz+n ,
where ϕ is given by (3.32). We claim that there exist T > 0 and a sequence {τn} ⊂ R such
that
lim inf
n→∞
∫
B(τn, T )
∫
N1((Λδ0 )ε)
|z+n
′
|2 dtdx > 0, (3.40)
where N1((Λδ0)ε) is given by (3.33). Indeed, if the claim were false, then, by Lions’ concen-
tration compactness lemma [27, Lemma I.1],
z+n
′
→ 0 in Lq for any 2 < q < 2(N + 2)/N. (3.41)
Since Φ′ε(zn)(z
+
n − z
−
n ) = on(1), then
‖zn‖
2 +
∫
R
∫
RN
Vε(x)zn · (z
+
n − z
−
n ) dtdx =
∫
R
∫
RN
fε(x, zn)zn · (z
+
n − z
−
n ) dtdx+ on(1)
≤
∫
R
∫
RN
fε(x, zn)|z
+
n |
2 dtdx+ on(1).
This, together with (2.9), yields that
‖zn‖
2 − ‖V ‖∞
∫
R
∫
RN
|zn||z
+
n − z
−
n | dtdx ≤
∫
R
∫
RN
(1− χ(εx)) g(|zn|)|z
+
n |
2 dtdx
+
1− ‖V ‖∞
2
∫
R
∫
RN
|z+n |
2 dtdx+ on(1).
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By Ho¨lder’s inequality and Lemma 2.3 and Remark 2.2, then
1− ‖V ‖∞
2
‖zn‖
2 ≤
∫
R
∫
RN
(1− χ(εx)) g(|zn|)|z
+
n |
2 dtdx+ on(1). (3.42)
From (H1) and (H2), we know that there exist r > 0 and cr > 0 such that
g(s) ≤
1− ‖V ‖∞
4
for any 0 ≤ s < r, g(s) ≤ crs
p−2 for any s ≥ r.
Therefore, by using (3.41), Ho¨lder’s inequality, and Lemma 3.8, we conclude from (3.42) that
1− ‖V ‖∞
4
‖zn‖
2 ≤
∫ ∫
{(t, x)∈R×(Λδ0 )ε: |zn(t,x)|≥r}
g(|zn|)|z
+
n |
2 dtdx+ on(1)
≤
∫ ∫
{(t, x)∈R×N1((Λδ0 )ε): |zn(t,x)|≥r}
g(|zn|)|z
+
n
′
|2 dtdx+ on(1)
≤ cr
∫ ∫
{(t, x)∈R×N1((Λδ0 )ε): |zn(t,x)|≥r}
|zn|
p−2|z+n
′
|2 dtdx+ on(1)
≤ cr‖zn‖
p−2
p ‖z
+
n
′
‖2p + on(1)
= on(1).
This indicates that ‖zn‖ = on(1), then cε = on(1), which is impossible, see Lemma 3.7. Hence
(3.40) holds, and we have that
lim inf
n→∞
∫
B(τn, T )
∫
N1((Λδ0 )ε)
|z+n |
2 dtdx > 0. (3.43)
We now define that z¯n(t, x) := zn(t + τn, x), then (3.43) implies that z¯
+
n ⇀ z
+
ε 6= 0 and
z¯n ⇀ zε 6= 0 in E as n→∞. By Lemma 2.2, we get that z¯n → zε a.e. on R×R
N as n→∞.
In addition, there holds that Φ′ε(zε) = 0. Consequently, by Faton’s lemma and (2.14),
cε ≥ lim inf
n→∞
(
Φε(z¯n)−
1
2
Φ′ε(z¯n)z¯n
)
= lim inf
n→∞
∫
R
∫
RN
1
2
fε(x, |z¯n|)|z¯n|
2 − Fε(x, |z¯n|) dtdx
≥
∫
R
∫
RN
1
2
fε(x, |zε|)|zε|
2 − Fε(x, |zε|) dtdx
= Φε(zε)−
1
2
Φ′ε(zε)zε
= Φε(zε),
which, along with Lemma 3.7, gives that cε = infN Φε = Φε(zε). Hence we have completed
the proof. 
3.2 Exponential decay of ground states In what follows, we shall deduce exponential
decay of ground states to (2.13).
Lemma 3.10. For any ε > 0 small, there exists c0 > 0 such that cε ≤ c0.
Proof. For z0 ∈ E \ E
− given, it follows from Lemmas 3.3 and 3.7 that, for any ε > 0 small,
cε ≤ sup
τ∈R+
Φε(τz
+
0 ).
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In view of Lemma 3.2, for any ε > 0 small, we deduce that there exists τ0 > 0 such that
Φε(τz
+
0 ) ≤ 0 for any τ ≥ τ0, which then shows that
cε ≤ sup
τ∈[0,τ0]
Φε(τz
+
0 ). (3.44)
Thus, for any ε > 0 small, it yields from (3.44) that cε ≤ c0, and the proof is completed. 
Lemma 3.11. Let zε be a ground state to (2.13), then there exist c1, c2 > 0 such that
c1 ≤ ‖zε‖ ≤ c2.
Proof. Since, for any ε > 0 small, cε ≥ ρ, see Lemma 3.5, then there exists c1 > 0 such that
‖zε‖ ≥ c1. Otherwise, we have that cε = oε(1), which is impossible. On the other hand, for
any ε > 0 small, Lemma 3.10 indicates that Φε(zε) = cε ≤ c0. In addition, we know that
Φ′ε(zε)zε = 0, because zε is a ground state to (2.13). Thus, arguing as the proof of Lemma
3.8, we are able to prove that there exists c2 > 0 such that ‖zε‖ ≤ c2. Hence the proof is
completed. 
Lemma 3.12. Let zε be a ground state to (2.13), then zε ∈ B
q, and
‖zε‖Bq ≤ C for any q ≥ 2,
where the Banach space Bq is defined by (2.16).
Proof. This lemma can be proved by using Lemmas 2.6-2.7, and the iteration technique shown
in the proof of [21, Lemma A.5]. 
Lemma 3.13. Let zε be a ground state to (2.13), then there exist a number m ∈ N
+, m
nontrivial functions z1, · · · , zm ∈ E, and m sequences {(τε,1, yε,1)}, · · · , {(τε,m, yε,m)} ⊂ R×
R
N such that, up to subsequences if necessary,
(i) εyε,k → yk ∈ Λ
δ0 in RN as ε → 0+ for any 1 ≤ k ≤ m and |τε,k1 − τε,k2| → ∞ or
|yε,k1 − yε,k2| → ∞ for any 1 ≤ k1 6= k2 ≤ m, where δ0 > 0 is given by (2.7);
(ii) there holds that
zε −
m∑
k=1
zk(· − τε,k, · − yε,k) = oε(1) in E, (3.45)
where, for any 1 ≤ k ≤ m, zk is a nontrivial solution to the system
Lz + V (yk)z = f(yk, |z|)z.
Proof. We first claim that
lim inf
ε→0+
sup
(τ, y)∈R×RN
∫
B(τ, T )
∫
B(y, R)
|zε|
2 dtdx > 0. (3.46)
Indeed, if (3.46) were false, then, by Lemma 2.5, we get that zε → 0 in L
p as ε→ 0+ for any
2 < p < 2(N + 2)/N . Note that
cε = Φε(zε)−
1
2
Φ′ε(zε)zε =
∫
R
∫
RN
1
2
fε(x, |zε|)|zε|
2 − Fε(x, |zε|) dtdx.
As a consequence of (2.11) and (2.12), we then obtain that cε = oε(1), which is impossible, see
Lemma 3.7. Hence the claim holds, and we know that there exists a sequence {(τε,1, yε,1)} ⊂
R×RN such that
lim inf
ε→0+
∫
B(τε,1, T )
∫
B(yε,1, R)
|zε|
2 dtdx > 0. (3.47)
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Define
z¯ε(t, x) := zε(t+ τε,1, x+ yε,1),
it then follows from (3.47) and Lemma 2.2 that z¯ε ⇀ z1 6= 0 in E as n → ∞. Since zε is a
ground state to (2.13), then
Lz¯ε + Vε(x+ yε,1)z¯ε = fε(x+ yε,1, |z¯ε|)z¯ε. (3.48)
We now deduce that εyε,1 → y1 ∈ Λ
δ0 in RN as ε → 0+. To do this, let us first prove that
{εyε,1} ⊂ R
N is bounded. We assume contrarily that |εyε,1| → ∞ in R as ε → 0
+. Thus,
from (3.48), we have that
Lz1 + V1z1 = g˜(|z1|)z1, (3.49)
where V1 := limε→0+ Vε(x + yε,1), and g˜ is defined by (2.8). By taking the scalar product to
(3.49) with z+1 − z
−
1 and integrating on R× R
N , then
0 = ‖z1‖
2 + V1
∫
R
∫
RN
z1 ·
(
z+1 − z
−
1
)
dtdx−
∫
R
∫
RN
g˜(|z1|)z1 ·
(
z+1 − z
−
1
)
dtdx
≥ ‖z1‖
2 − ‖V ‖∞‖z1‖
2 −
1− ‖V ‖∞
2
‖z1‖
2
=
1− ‖V ‖∞
2
‖z1‖
2,
(3.50)
where we used Ho¨lder’s inequality and Lemma 2.3. As a result of (3.50), we then obtain that
z1 = 0, which is a contradiction. Thus we know that {εyε,1} is bounded in R
N . We now
suppose that εyε,1 → y1 in R
N as ε→ 0+. If y1 /∈ Λ
δ0 , we conclude from (3.48) that
Lz1 + V˜1z1 = g˜(|z1|)z1, (3.51)
where V˜1 := limε→0+ Vε(x + yε,1). By (3.51), we are able to reach a contradiction as before.
Accordingly, εyε,1 → y1 ∈ Λ
δ0 in RN as ε→ 0+. It then follows from (3.48) that
Lz1 + V (y1)z1 = f(y1, |z1|)z1. (3.52)
Taking the scalar product to (3.52) with z+1 − z
−
1 and integratimg on R× R
N , we find that
‖z1‖
2 + V (y1)
∫
R
∫
RN
z1 ·
(
z+1 − z
−
1
)
dtdx =
∫
R
∫
RN
f(y1, |z1|)z1 ·
(
z+1 − z
−
1
)
dtdx
≤
1− ‖V ‖∞
2
‖z1‖
2 + c‖z1‖
p,
(3.53)
where we used the inequality (2.11) with γ = 1−‖V ‖∞2 , Ho¨lder’s inequality, and Lemmas
2.2-2.4. Notice that ∣∣∣∣V (y1)∫
R
∫
RN
z1 ·
(
z+1 − z
−
1
)
dtdx
∣∣∣∣ ≤ ‖V ‖∞‖z1‖2,
then (3.53) leads to
1− ‖V ‖∞
2
‖z1‖
2 ≤ c‖z1‖
p,
from which we derive that there exists cp > 0 such that ‖z1‖ ≥ cp.
We now define that
zε,1(t, x) := zε(t, x)− z1(t− τε,1, x− yε,1).
If ‖zε,1‖ = oε(1), then the proof is completed. Otherwise, there holds that limε→0+ ‖zε,1‖ > 0.
Since z¯ε ⇀ z1 in E as n→∞, then
‖zε,1‖
2 = ‖zε‖
2 − ‖z1‖
2 + oε(1). (3.54)
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Noting that (3.48) and (3.52), by standard arguments, we get that
Lzε,1 + Vε(x)zε,1 = fε(x, |zε,1|)zε,1 + oε(1). (3.55)
Taking the scalar product to (3.55) with z+ε,1 − z
−
ε,1 and integrating on R × R
N , we conclude
that
‖zε,1‖
2+
∫
R
∫
RN
Vε(x)zε,1 · (z
+
ε,1− z
−
ε,1) dtdx =
∫
R
∫
RN
fε(x, |zε,1|)zε,1 · (z
+
ε,1− z
−
ε,1) dtdx+ oε(1).
Similarly, by using (2.11), Ho¨lder inequality, and Lemmas 2.3-2.4, we can deduce that
1− ‖V ‖∞
2
‖zε,1‖
2 ≤ c‖zε,1‖
p
p + oε(1). (3.56)
Recall that limε→0+ ‖zε,1‖ > 0, it then follows from (3.56) and Lemma 2.5 that
lim inf
ε→0+
sup
(τ, y)∈R×RN
∫
B(τ, T )
∫
B(y, R)
|zε,1|
2 dtdx > 0.
Thus there exists a sequence {(τε,2, yε,2)} ⊂ R× R
N such that
lim inf
ε→0+
∫
B(τε,2, T )
∫
B(yε,2, R)
|zε,1|
2 dtdx > 0, (3.57)
from which we know that
lim inf
ε→0+
∫
B(τε,2−τε,1, T )
∫
B(yε,2−yε,1, R)
|zε,1(t+ τε,1, x+ yε,1)|
2 dtdx > 0. (3.58)
Since zε,1(·+ τε,1, ·+ yε,1)⇀ 0 in E as ε→ 0
+, then (3.58) and Lemma 2.2 yields that
|τε,1 − τε,2| → ∞ or |yε,1 − yε,2| → ∞ as ε→ 0
+.
Define
z¯ε,1(t, x) := zε,1(t+ τε,2, x+ yε,2).
It then follows from (3.57) and Lemma 2.2 that z¯ε,1 ⇀ z2 6= 0 in E as n → ∞. In addition,
from (3.55), we obtain that
Lz¯ε,1 + Vε(x+ yε,2)z¯ε,1 = fε(x, |z¯ε,1|)z¯ε,1 + oε(1).
By a similar way, we can deduce that εyε,2 → y2 ∈ Λ
δ0 in RN as ε→ 0+, and
Lz2 + V (y2)z2 = f(y2, |z2|)z2.
Furthermore, ‖z2‖ ≥ cp.
We now define that
zε,2(t, x) := zε,1 − z2(t− τε,2, x− yε,2).
If ‖zε,2‖ = oε(1), then the proof is done. Otherwise, we have that limε→0+ ‖zε,2‖ > 0. Since
z¯ε,1 ⇀ z2 in E as n→∞, then
‖zε,2‖
2 = ‖zε,1‖
2 − ‖z2‖
2 + oε(1).
This, along with (3.54), indicates that
‖zε,2‖
2 = ‖zε‖
2 − ‖z1‖
2 − ‖z2‖
2 + oε(1).
Applying the same arguments as before, we can derive that there exists a sequence {(τε,3, yε,3)} ⊂
R×RN such that εyε,3 → y3 ∈ Λ
δ0 in RN as ε→ 0+, and for any 1 ≤ k1 6= k2 ≤ 3,
|τε,k1 − τε,k2| → ∞ or |yε,k1 − yε,k2| → ∞ as ε→ 0
+.
Define
z¯ε,2(t, x) := zε,2(t+ τε,3, x+ yε,3),
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then z¯ε,2 ⇀ z3 6= 0 in E as ε→ 0
+, and
Lz3 + V (y3)z3 = f(y3, |z3|)z3.
Furthermore, ‖z3‖ ≥ cp.
By iterating m times, we are able to obtain m sequences {(τε,1, yε,1)}, · · · , {(τε,m, yε,m)} ⊂
R×RN such that εyε,k → yk ∈ Λ
δ0 in RN as ε→ 0+ for any 1 ≤ k ≤ m and
|τε,k1 − τε,k2| → ∞ or |yε,k1 − yε,k2 | → ∞ as ε→ 0
+ for any 1 ≤ k1 6= k2 ≤ m.
There also existm nontrivial functions z1, · · · , zm ∈ E such that, for any 1 ≤ k ≤ m, ‖zk‖ ≥ cp
and
Lzk + V (yk)zk = f(yk, |zk|)zk.
In addition,
0 ≤ ‖zε‖
2 −
m∑
k=1
‖zk‖
2 + oε(1).
Since, for any 1 ≤ k ≤ m, ‖zk‖ ≥ cp, and ‖zε‖ ≤ c2, see Lemma 3.11, then the procedure has
to terminate at some finite index m with ‖zε,m‖ = oε(1), and the proof is completed. 
Let {εn} ⊂ R
+ be such that εn = on(1), and assume that limn→∞ εnyεn,k exists for any
1 ≤ k ≤ m. We write
{x1, x2, · · · , xm˜} :=
{
lim
n→∞
εnyεn,k : k = 1, 2, · · · ,m
}
,
where 1 ≤ m˜ ≤ m, and xk1 6= xk2 for any 1 ≤ k1 6= k2 ≤ m˜. Define
ν :=

1
10
min {|xk1 − xk2 | : 1 ≤ k1 6= k2 ≤ m˜} , m˜ ≥ 2,
∞, m˜ = 1.
Lemma 3.14. Let 0 < δ < ν, then there exist c > 0 and C > 0 such that, for any n ∈ N+
large, ∫
R
∫
Dn,k
|∇zεn |
2 + |zεn |
2 dtdx ≤ C exp
(
−c ε−1n
)
,
where 1 ≤ k ≤ m, and
Dn,k := B(yεn,k, δε
−1
n + 2) \B(yεn,k, δε
−1
n − 2).
Proof. To prove this, we shall make use of the iteration technique developed in [13]. Let us
define that
An,k := B(yεn,k,
3
2
δε−1n ) \B(yε,k,
1
2
δε−1n ).
By the definition of ν, then, for any 0 < δ < ν,
dist
(
yεn,k′ , An,k
)
→∞ as n→∞ for any 1 ≤ k′, k ≤ m. (3.59)
Notice that, for any 1 ≤ k ≤ m,
lim
R→∞
∫
R
∫
RN\B(yεn,k, R)
|zk(·, · − yεn,k)|
2 dtdx = on(1). (3.60)
Define
Nn,k :=
{
x ∈ RN : dist(x, An,k) ≤ 1
}
.
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From (3.45), (3.59) and (3.60), we then have that∫
R
∫
Nn,k
|zεn |
2 dtdx =
∫
R
∫
Nn,k
|zεn −
m∑
k=1
zk(· − τεn,k, · − yεn,k) +
m∑
k=1
zk(· − τεn,k, · − yεn,k)|
2 dtdx
≤ 2
∫
R
∫
Nn,k
|zεn −
m∑
k=1
zk(· − τεn,k, · − yεn,k)|
2 dtdx
+ 2
∫
R
∫
Nn,k
|
m∑
k=1
zk(· − τεn,k, · − yεn,k)|
2 dtdx (3.61)
= 2
∫
R
∫
Nn,k
|zεn −
m∑
k=1
zk(· − τεn,k, · − yεn,k)|
2 dtdx
+ 2
∫
R
∫
Nn,k
|
m∑
k=1
zk(·, · − yεn,k)|
2 dtdx
= on(1).
According to Lemma 3.12, for any n ∈ N large, we know that ‖zεn‖Bq ≤ C for any q ≥ 2. By
Ho¨lder’s inequality, we then get from (3.61) that∫
R
∫
Nn,k
|zεn |
q dtdx = on(1) for any q > 2. (3.62)
Define
zˆεn(t, x) := (uεn(t, x), vεn(−t, x)) .
Since, for any n ∈ N+ large, zεn is a ground state to (2.13), then
∂tzˆεn −∆zˆεn + zˆεn = h, (3.63)
where h := (h1, h2) with
h1(t, x) := −Vεn(x)vεn(t, x) + fεn(x, |zεn(t, x)|)vεn(t, x),
and
h2(t, x) := −Vεn(x)uεn(−t, x) + fεn(x, |zεn(−t, x)|)uεn(−t, x).
It then follows from Corollary 2.1 and (3.62) that, for any γ > 0, there exists N ∈ N+ such
that, for any n ≥ N ,
|zˆεn(t, x)| ≤ γ for any t ∈ R, x ∈ An,k. (3.64)
For any l ∈ N+, we now define that
An,l := B(yεn,k,
3
2
δε−1n − l) \B(yεn,k,
1
2
δε−1n + l).
Let ζl ∈ C
∞(R, [0, 1]) be a cut-off function with |ζ ′l(τ)| ≤ 4 for any τ ∈ R, and
ζn,l(τ) :=

0, τ ≤
1
2
δε−1n + l − 1 or τ ≥
3
2
δε−1n − l + 1,
1,
1
2
δε−1n + l ≤ τ ≤
3
2
δε−1n − l.
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For any x ∈ RN , we define that ψn,l(x) := ζn,l(|x−yεn,k|). Taking the scalar product to (3.63)
with ψ2n,lzˆεn and integrating on R× R
N , we obtain that∫
R
∫
RN
∂tzˆεn · zˆεnψ
2
n,l dtdx−
∫
R
∫
RN
∆zˆεn · zˆεnψ
2
n,l dtdx+
∫
R
∫
RN
|zˆεn |
2ψ2n,l dtdx
=
∫
R
∫
RN
h · zˆεnψ
2
n,l dtdx.
(3.65)
Note that ∫
R
∫
RN
∂tzˆεn · zˆεnψ
2
n,l dtdx =
1
2
∫
R
∂t
∫
RN
|zˆεn |
2ψ2n,l dxdt = 0,
and
−
∫
R
∫
RN
∆zˆεn ·zˆεnψ
2
n,l dtdx =
∫
R
∫
An,l−1
|∇zˆεn |
2ψ2n,l dtdx+2
∫
R
∫
An,l−1
(∇zˆεn · ∇ψn,l)·(zˆεψn,l) dtdx.
Since, for any l ∈ N+, An,l ⊂ An,k, and ‖V ‖∞ < 1, it then follows from (3.64) that there
exists 0 < β < 1 such that, for any n ∈ N+ large,∫
R
∫
An,l−1
h · zˆεnψ
2
n,l dtdx ≤ β
∫
R
∫
An,l−1
|zˆεn |
2ψ2n,l dtdx.
Thus (3.65) implies that∫
R
∫
An,l−1
|∇zˆεn |
2ψ2n,l + (1− β) |zˆεn |
2ψ2n,l dtdx ≤ −2
∫
R
∫
An,l−1
(∇zˆεn · ∇ψn,l) · (zˆεψn,l) dtdx
≤ Cˆ
∫
R
∫
An,l−1\An,l
|∇zˆεn ||zˆε| dtdx.
Observe that An,l ⊂ An,l−1, then there is cˆ > 0 such that∫
R
∫
An,l
|∇zˆεn |
2 + |zˆεn |
2 dtdx ≤ cˆ
∫
R
∫
An,l−1\An,l
|∇zˆεn |
2 + |zˆε|
2 dtdx.
This gives that an,l ≤ cˆ (an,l−1 − an,l), where
an,l :=
∫
R
∫
An,l
|∇zˆεn |
2 + |zˆεn |
2 dtdx.
Hence an,l ≤ θan,l−1 for θ :=
cˆ
cˆ+1 < 1, from which we get that al ≤ θ
la0, where
an,0 :=
∫
R
∫
An,k
|∇zˆεn |
2 + |zˆεn |
2 dtdx.
Recall that {zεn} is bounded in E, see Lemma 3.11, then al ≤ c¯ θ
l = c¯ el ln θ for some c¯ > 0.
Taking l = [12δε
−1
n ]− 2, and letting n ∈ N
+ large if necessary such that[
1
2
δε−1n
]
− 2 ≥
1
4
δε−1n ,
we then obtain that∫
R
∫
Dn,k
|∇zˆεn |
2 + |zˆεn |
2 dtdx ≤ an,l ≤ c exp
(([
1
2
δε−1n
]
− 2
)
ln θ
)
≤ c exp
((
1
4
δε−1n
)
ln θ
)
,
where [r] denotes the integer part of a real number r. Thus we have finished the proof. 
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Lemma 3.15. For any 1 ≤ k ≤ m, there holds that
lim
ε→0+
dist(εyε,k, V) = 0,
where V is defined by (1.3).
Proof. To prove this lemma, we argue by contradiction that there exist 1 ≤ k0 ≤ m and a
sequence {εn} ⊂ R
+ with εn = on(1) such that
lim
n→∞
dist(εnyεn,k0 , V) > 0.
By Lemma 3.13, we assume that εnyεn,k0 → yk0 /∈ V in R
N as n → ∞, then there is δ > 0
small such that, for any n ∈ N+ large,
inf
x∈B(yεn,k0 , δε
−1
n )
∇V (εnx) · ∇V (εnyεn,k0) ≥
1
2
|∇V (yk0)|
2 > 0.
Thus, for any τ ∈ [1− 2εn/δ, 1 + 2εn/δ] and n ∈ N
+ large,
inf
x∈B(yεn,k0 , τδε
−1
n )
∇V (εnx) · ∇V (εnyεn,k0) ≥
1
4
|∇V (yk0)|
2 > 0. (3.66)
We now set that
νn := ∇V (εnyεn,k0) = (νn,1, νn,2, · · · , νn,N ), wεn := (vεn , uεn).
Recall that, for any n ∈ N+ large,
Lzεn + Vεn(x)zεn = fεn(x, |zεn |)zεn . (3.67)
Taking the scalar product to (3.67) with νn · ∇wεn and integrating on R×B(yεn,k0 , τδε
−1
n ),
we then obtain that∫
R
∫
B(yεn,k0 , τδε
−1
n )
(Lzεn + Vεn(x)zεn) · (νn · ∇wεn) dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
fεn(x, |zεn |)zεn · (νn · ∇wεn) dtdx.
(3.68)
In what follows, we shall calculate the terms in (3.68) with the help of the divergence theorem.
For the sake of convenience, let us introduce Einstein’s summation convention on repeated
indices. We assume that 1 ≤ i ≤M and 1 ≤ j ≤ N . Note first that∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tuεn · (νn · ∇vεn) dtdx =
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tuεn,i ∂jvεn,i νn,j dtdx
= −
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂j∂tvεn,i uεn,i νn,j dtdx,
from which we then get that∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tuεn · (νn · ∇vεn) dtdx =
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tvεn,i ∂juεn,i νn,j dtdx
−
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
∂tvεn,i uεn,i νn,j nj dtdS,
where n := (n1, n2, · · · , nN ) denotes the unit outward normal vector to ∂B(yεn,k0 , τδε
−1
n ).
As a consequence, we have that∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tuεn · (νn · ∇vεn) dtdx−
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂tvεn · (νn · ∇uεn) dtdx = I1(τ),
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where
I1(τ) := −
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
(∂tvεn · uεn) (νn · n) dtdS.
We next deal with the diffusion terms. By straightforward calculations, then∫
R
∫
B(yεn,k0 , τδε
−1
n )
∆uεn · (νn · ∇vεn) dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∆uεn,i ∂jvεn,i νn,j dtdx
=
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
(∇uεn,i · n) ∂jvε,i νn,j − (∇∂jvεn,i · n ) uεn,i νn,jdtdS
+
∫
R
∫
B(yεn,k0 , τδε
−1
n )
uεn,i∆∂jvεn,i νn,j dtdx.
(3.69)
Observe that∫
R
∫
B(yεn,k0 , τδε
−1
n )
uεn,i∆∂jvεn,i νn,j dtdx
= −
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∆vεn,i ∂juεn,i νn,j dtdx+
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
∆vεn,i uεn,i νn,j nj dtdS.
It then follows from (3.69) that
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∆uεn · (νn · ∇vεn) dtdx+
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∆vεn · (νn · ∇uεn) dtdx = I2(τ),
where
I2(τ) : =
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
(∇uεn,i · n) ∂jvε,i νn,j − (∇∂jvεn,i · n ) uεn,i νn,j dtdS
+
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
(∆vεn · uεn) (νn · n) dtdS.
In addition, we can obtain that∫
R
∫
B(yεn,k0 , τδε
−1
n )
uεn · (ν · ∇vεn) dtdx+
∫
R
∫
B(yεn,k0 , τδε
−1
n )
vεn · (ν · ∇uεn) dtdx = I3(τ),
where
I3(τ) :=
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
(uεn · vεn) (νn · n) dtdS.
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We are now ready to compute the potential terms. Notice that∫
R
∫
B(yεn,k0 , τδε
−1
n )
Vεn(x) vεn · (ν · ∇vεn) dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
Vεn(x) vεn,i ∂jvεn,i νn,j dtdx
=
1
2
∫
R
∫
B(yεn,k0 , τδε
−1
n )
Vεn(x) ∂j
(
|vεn,i|
2
)
νn,j dtdx
= −
εn
2
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂jV (εnx) |vεn,i|
2 νn,j dtdx
+
1
2
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
Vεn(x) |vεn,i|
2 νn,j nj dtdS.
(3.70)
Similarly, there holds that∫
R
∫
B(yεn,k0 , τδε
−1
n )
Vεn(x)uεn · (ν · ∇uεn) dtdx
= −
εn
2
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂jV (εnx) |uεn,i|
2 νn,j dtdx
+
1
2
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
Vεn(x) |uεn,i|
2 νn,j nj dtdS.
(3.71)
As a result of Lemma 3.13, we know that zεn(·+ τεn,k0 , ·+ yεn,k0)⇀ zk0 6= 0 in E as n→∞.
By Lemma 2.2, we then have that zεn(·+ τεn,k0 , ·+ yεn,k0)→ zk0 a.e. on R× R
N as n→∞.
It then follows from (3.66) and Faton’s Lemma that, for any n ∈ N+ large,∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂jV (εnx)
(
|vεn,i|
2 + |uεn,i|
2
)
νn,j dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂jV (εnx) νn,j |zεn |
2 dtdx
≥
|V (yk0)|
2
4
∫
R
∫
B(yεn,k0 , τδε
−1
n )
|zεn |
2 dtdx
=
|V (yk0)|
2
4
∫
R
∫
B(0, τδε−1n )
|zεn(t+ τεn,k0 , x+ yεn,k0)|
2 dtdx
≥
|V (yk0)|
2
8
∫
R
∫
RN
|zk0 |
2 dtdx.
Therefore, by using (3.70) and (3.71), we get that, for any n ∈ N+ large,∫
R
∫
B(yεn,k0 , τδε
−1
n )
Vεn(x) (uεn · (ν · ∇uεn) + uεn · (ν · ∇uεn)) dtdx
≤ −
εn
16
|V (yk0)|
2
∫
R
∫
RN
|zk0 |
2 dtdx+ I4(τ),
where
I4(τ) :=
1
2
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
Vεn(x) |zεn |
2 (νn · n) dtdS.
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Finally, let us turn to treat the nonlinearity term. It is not difficult to see that∫
R
∫
B(yεn,k0 , τδε
−1
n )
fεn(x, |zεn |)zεn · (νn · ∇wεn) dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
fεn(x, |zεn |) (vεn · (ν · ∇vεn) + uεn · (ν · ∇uεn)) dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
fεn(x, |zεn |) (vεn,i ∂jvεn,i + uεn,i ∂juεn,i) νn,j dtdx
=
∫
R
∫
B(yεn,k0 , τδε
−1
n )
(∂j(Fεn(x, |zεn |))− εn∂jFx(εnx, |zεn |)) νn,j dtdx
=
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
Fεn(x, |zεn |) νn,j nj dtdS − εn
∫
R
∫
B(yεn,k0 , τδε
−1
n )
∂jFx(εnx, |zεn |) νn,j dtdx.
Note that
∂jFx(εnx, |zεn |)νn,j = ∂jχ(εnx)(G˜(|zεn |)−G(|zεn |))νn,j
= ζ ′(dist(εnx,Λ)) ∂jdist(εnx,Λ) νn,j(G˜(|zεn |)−G(|zεn |)).
If εnx ∈ Λ, then dist(εnx,Λ) = 0, this shows that ∂jFx(εnx, |zεn |)νn,j = 0. If εnx ∈
B(εnyεn,k0 , τδ) \ Λ, since G˜(s) ≤ G(s) and ζ
′(s) ≥ 0 for any s ≥ 0, it then yields from
(2.7) that ∂jFx(εnx, |zεn |) νn,j ≤ 0. Thus∫
R
∫
B(yεn,k0 , τδε
−1
n )
fεn(x, |zεn |)zεn · (νn · ∇wεn) dtdx ≥ I5(τ),
where
I5(τ) :=
∫
R
∫
∂B(yεn,k0 , τδε
−1
n )
Fεn(x, |zεn |) (νn · n) dtdS.
From the arguments above, we then arrive at
I1(τ)− I2(τ) + I3(τ) + I4(τ)− I5(τ) ≥
εn
16
|V (yk0)|
2
∫
R
∫
RN
|zk0 |
2 dtdx. (3.72)
Integrating (3.72) with respect to τ on [1 − 2εn/δ, 1 + 2εn/δ], and applying (2.12), (3.67),
Lemmas 3.12 and 3.14, and Ho¨lder’s inequality, we then deduce that there are c > 0 and
C > 0 such that
C exp(−c ε−1n ) ≥
ε2n
4δ
|V (yk0)|
2
∫
R
∫
RN
|zk0 |
2,
which is impossible for any n ∈ N+ large. Accordingly, the conclusion of the lemma holds,
and the proof is completed. 
Lemma 3.16. Let ε > 0 be small, then, for any δ > 0, there exist c > 0 and C > 0 such that
|zε(x, t)| ≤ C exp(−cdist(x, (V
δ)ε)).
Proof. From Lemma 3.15, for any ε > 0 small, we know that
dist(εyε,k, R
N \ Vδ) ≥
δ
2
,
which shows that
dist(yε,k, R
N \ (Vδ)ε)→∞ as ε→ 0
+.
32
Applying (3.45), and arguing as the proof of Lemma 3.14, we have that∫
R
∫
dist(x,RN\(Vδ)ε)≤1
|zε(t, x)|
2 dtdx = oε(1),
from which and Corollary 2.1 we are able to deduce that, for any γ > 0, there exists ε˜ > 0
such that, for any 0 < ε < ε˜,
|zε(t, x)| ≤ γ for any t ∈ R, x ∈ R
N \ (Vδ)ε.
At this point, in order to complete the proof, it suffices to show that there is R0 > 0 large
such that
|zε(x, t)| ≤ C exp(−cdist(x, (V
δ)ε)) for dist(x, (V
δ)ε) ≥ R0.
To do this, we utilize the iteration arguments presented in the proof of Lemma 3.14. For any
R ≥ R0, we define that
Vε,l :=
{
x ∈ R \ (Vδ)ε : dist(x, (V
δ)ε) ≥
R
2
+ l
}
.
Let ηl ∈ C
∞(R, [0, 1]) be a cut-off function with |η′(τ)| ≤ 4 for any τ ∈ R, and
ηl(τ) :=

0, τ ≤
R
2
+ l,
1, τ ≥
R
2
+ l + 1.
For any x ∈ RN , we define that φε,l(x) := ηl(dist(x, (V
δ)ε)). Setting
zˆε(t, x) := (uε(t, x), vε(−t, x)) ,
we then know that
∂tzˆε −∆zˆε + zˆε = h, (3.73)
where h := (h1, h2) with
h1(t, x) := −Vε(x)vε(t, x) + fε(x, |zε(t, x)|)vε(t, x),
and
h2(t, x) := −Vε(x)uε(−t, x) + fε(x, |zε(−t, x)|)uε(−t, x).
By taking the scalar product to (3.73) with φ2ε,lzˆε, and integrating on R× R
N , then∫
R
∫
RN
∂tzˆε · zˆεφ
2
ε,l dtdx−
∫
R
∫
RN
∆zˆε · zˆεφ
2
ε,l dtdx+
∫
R
∫
RN
|zˆε|
2φ2ε,l dtdx
=
∫
R
∫
RN
h · zˆεφ
2
ε,l dtdx.
Using the same arguments as the proof of Lemma 3.14, and letting l = [R/2] − 1, we obtain
that ∫
R
∫
V˜
|∇zˆε|
2 + |zˆε|
2 dtdx ≤ C˜ exp
(
R
3
ln θ
)
,
where 0 < θ < 1, and
V˜ :=
{
x ∈ R \ (Vδ)ε : dist(x, (V
δ)ε) ≥ R− 1
}
.
Thus, by Corollary 2.1 and Lemma 3.12, for any R ≥ R0 with dist(x, (V
δ)ε) = R,
|zε(t, x)| ≤ C exp
(
R
3
ln θ
)
= C exp
(
ln θ
3
dist(x, (Vδ)ε)
)
= C exp
(
−cdist(x, (Vδ)ε)
)
,
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where c := − ln θ3 . Hence we have completed the proof. 
We are now in a position to establish Theorem 1.1.
Proof of Theorem 1.1. From (V2), we infer that dist(V, ∂Λ) > 0. For any 0 < δ < dist(V, ∂Λ),
from Lemma 3.16, we have that
|zε(t, x)| ≤ C exp(−cdist(x, (V
δ)ε)). (3.74)
If t ∈ R and x ∈ RN \ Λε, then dist(x, (V
δ)ε) →∞ as ε → 0
+. Thus, for any ε > 0 small, it
follows from (3.74) that g(zε(t, x)) ≤ µ for any t ∈ R and x ∈ R
N \ Λε. This in turn suggests
that
fε(x, |zε(t, x)|) = g(|z(t, x)|) for any t ∈ R, x ∈ R
N \ Λε.
If t ∈ R and x ∈ Λε, then χ(εx) = 0, which indicates that fε(x, |z(t, x)|) = g(|z(t, x)|). Hence,
for any ε > 0 small, zε is a ground state to (2.1). By making a change variable, from Lemma
3.16, we obtain the decay of zε. Thus the proof is completed. 
References
[1] A. Ambrosetti, M. Badiale, S. Cingolani: Semiclassical states of nonlinear Schro¨dinger equations, Arch.
Rational Mech. Anal. 140 (3) (1997) 285-300. 3
[2] T. Bartsch, Y. Ding: Homoclinic solutions of an infinite-dimensional Hamiltonian system, Math. Z. 240
(2002) 289-310. 2, 7
[3] H. Bre´zis, L. Nirenberg: Characterizations of the ranges of some nonlinear operators and applications to
boundary value problems, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 5 (2) (1978) 225-326. 2
[4] J. Byeon, L. Jeanjean: Standing waves for nonlinear Schro¨dinger equations with a general nonlinearity,
Arch. Ration. Mech. Anal. 185 (2) (2007) 185-200. 3
[5] J. Byeon, L. Jeanjean, K. Tanaka: Standing waves for nonlinear Schro¨dinger equations with a general
nonlinearity: one and two dimensional cases, Comm. Partial Differential Equations 33 (4-6)(2008) 1113-
1136. 3
[6] J. Byeon, K. Tanaka: Semi-classical standing waves for nonlinear Schro¨dinger equations at structurally
stable critical points of the potential, J. Eur. Math. Soc. (JEMS) 15 (5) (2013) 1859-1899. 3
[7] J. Byeon, K. Tanaka: Semiclassical standing waves with clustering peaks for nonlinear Schro¨dinger equa-
tions, Mem. Amer. Math. Soc. 229 (1076) (2014). 3
[8] J. Byeon, Z.-Q. Wang: Standing waves with a critical frequency for nonlinear Schro¨dinger equation, Arch.
Ration. Mech. Anal. 165 (4) (2002) 295-316. 3
[9] J. Byeon, Z.-Q. Wang: Standing waves with a critical frequency for nonlinear Schro¨dinger equations. II,
Calc. Var. Partial Differential Equations 18 (2) (2003) 207-219. 3
[10] D. Cassani, J.M. do O´, A. Moameni: Existence and concentration of solitary waves for a class of quasilinear
Schro¨dinger equations, Commun. Pure Appl. Anal. 9 (2) (2010) 281-306. 3
[11] S. Chen, J. Liu, Z.-Q. Wang: Localized nodal solutions for a critical nonlinear Schro¨dinger equation, J.
Funct. Anal. 277 (2) (2019) 594-640. 3
[12] S. Chen, C. Wang: An infinite-dimensional linking theorem without upper semi-continuous assumption
and its applications, J. Math. Anal. Appl. 420 (2) (2014) 1552-1567. 5
[13] S. Chen, Z.-Q. Wang: Localized nodal solutions of higher topological type for semiclassical nonlinear
Schro¨dinger equations, Calc. Var. Partial Differential Equations 56 (1) (2017) Art. 1, 26 pp. 3, 5, 26
[14] P. Cle´ment, P.L. Felmer, E. Mitidieri: Homoclinic orbits for a class of infinite-dimensional Hamiltonian
systems, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 24 (2) (1997) 367-393. 2
[15] J. Da´vila, del Pino M, J. Wei: Concentrating standing waves for the fractional nonlinear Schro¨dinger
equation, J. Differential Equations 256 (2) (2014) 858-892. 3
[16] M. del Pino, P.L. Felmer: Local mountain passes for semilinear elliptic problems in unbounded domains,
Calc. Var. Partial Differential Equations 4 (2) (1996) 121-137. 3, 4
[17] M. del Pino, P.L. Felmer: Multi-peak bound states for nonlinear Schrod¨inger equation, Ann. Inst. H.
Poincare´ Anal. Non Line´aire 15 (2) (1998) 127-149. 4
[18] Y. Ding: Variational methods for strongly indefinite problems, Interdisciplinary Mathematical Sciences,
vol. 7, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2007. 2, 7
[19] Y. Ding, S. Luan, M. Willem: Solutions of a system of diffusion equations, J. Fixed Point Theory Appl.
2 (1) (2007) 117-139. 2
34
[20] Y. Ding, T. Xu: Localized concentration of semi-classical states for nonlinear Dirac equations, Arch.
Ration. Mech. Anal. 216 (2) (2015) 415-447. 9
[21] Y. Ding, T. Xu: Concentrating patterns of reaction-diffusion systems: a variational approach, Trans.
Amer. Math. Soc. 369 (2017) 97-138. 2, 4, 10, 11, 20, 23
[22] D.E. Edmunds, W.D. Evans: Spectral Theory and Differential Operators, Clarendon Press, Oxford, 1987.
7
[23] G.M. Figueiredo, N. Ikoma, J. Santos Ju´nior: Existence and concentration result for the Kirchhoff type
equations with general nonlinearities, Arch. Ration. Mech. Anal. 213 (3) (2014) 931-979. 3
[24] A. Floer, A. Weinstein: Nonspreading wave packets for the cubic Schro¨dinger equation with a bounded
potential, J. Funct. Anal. 69 (3) (1986) 397-408. 2
[25] P. Grindrod: Patterns and Waves: The Theory and Applications of Reaction-Diffusion Equations, Claren-
don Press (1991). 2
[26] M. Kryszewski, A. Szulkin: Generalized linking theorem with an application to a semilinear Schro¨dinger
equation, Adv. Differential Equations 3 (3) (1998) 441-472. 5, 19
[27] P-L. Lions: The concentration-compactness principle in the Calculus of Variations. The locally compact
case, Part II, Ann. Inst. H. Poincare´ Anal. Non Line´aire (1984) 223-283. 10, 20, 21
[28] J. Mederski: Ground states of a system of nonlinear Schro¨dinger equations with periodic potentials, Comm.
Partial Differential Equations 41 (9) (2016) 1426-1440. 5
[29] V. Moroz, J. Van Schaftingen: Semiclassical stationary states for nonlinear Schro¨dinger equations with
fast decaying potentials, Calc. Var. Partial Differential Equations 37 (1-2) (2010) 1-27. 3
[30] V. Moroz, J. Van Schaftingen: Semi-classical states for the Choquard equation, Calc. Var. Partial Differ-
ential Equations 52 (2) (2015) 199-235. 3
[31] J.D. Murray: Mathematical biology, Biomathematics, vol. 19, Springer-Verlag, Berlin, 1989. 2
[32] Y.-G. Oh: Existence of semi-classical bound states of nonlinear Schro¨dinger equations with potentials of
the class (V )a, Comm. Partial Differential Equations 13 (12) (1988) 1499-1519. 2
[33] Y.-G. Oh: On positive multi-lump bound states of nonlinear Schro¨dinger equations under multiple well
potential, Comm. Math. Phys. 131 (2) (1990) 223-253. 2
[34] A. Pankov: Periodic nonlinear Schro¨dinger equation with application to photonic crystals, Milan J. Math.
73 (2005) 259-287. 5, 11
[35] P.H. Rabinowitz: On a class of nonlinear Schro¨dinger equations, Z. Angew. Math. Phys. 43 (2) (1992)
270-291. 3
[36] D. Ruiz, G. Vaira: Cluster solutions for the Schro¨dinger-Poisson-Slater problem around a local minimum
of potential, Rev. Mat. Iberoam. 27 (2011) 253-271 3
[37] J. Smoller: Shock Waves and Reaction Diffusion Equations, Springer (1994). 2
[38] E.M. Stein: Singular integrals and differentiability properties of functions, Vol. 2. Princeton University
Press, 1970. 10
[39] A. Szulkin, T. Weth: Ground state solutions for some indefinite variational problems, J. Funct. Anal. 257
(2009) 3802-382. 5, 11
[40] H. Triebel: Interpolation Theory, Function Spaces, Differential Operators, North-Holland, Amsterdam,
1978. 7
[41] A. Turing: The chemical basis of morphogenesis, Philos. Trans. R. Soc. London Ser. B 237 (1952), pp.
37-72. 2
[42] X. Wang: On concentration of positive bound states of nonlinear Schro¨dinger equations, Comm. Math.
Phys. 153 (2) (1993) 229-244. 3
[43] Z.-Q. Wang, X. Zhang: An infinite sequence of localized semiclassical bound states for nonlinear Dirac
equations, Calc. Var. Partial Differential Equations 57 (2) (2018) Art. 56, 30 pp. 3
[44] M. Willem: Minimax Theorem, Birkhauser, Boston, 1996. 18
35
