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Bevezetés 
::\apjainkban a korszerlÍ számítógépek elterjedésének eredményeként a 
repiilőtechnikai fedélzeti berendezések nagyfokú automatizálása megy végbe, 
mely megteremtí a reális lehctő8égeit az ohjekth' ellenőrző és prognosztizálási 
feladatokat is ellátó berendezések létrehozásának. 
A m{Íszaki prognosztika az üzemeltetett berendezéseknek az üzemeltetés 
elkövetkezendő időszakára yárható állapotának előrejelzése, az üzemeltetés 
korábbi időszakainak statisztikai és a múszaki állapot ellenőrzési eredményei-
nek alapján. A meghibásodások prognosztizálásának gyakorlati jelentfSsége 
abhan van, hogy lehetővé teszi a jayítási profilaktikus munkák időbeni opti-
mális yégrehajtását és azon berendezések időhen történő cseréjét, melyek meg-
hihásodása várható a prognosztikai adatok alapján. 
A prognosztizálási feladat megoldása matematikai alapokon nyugszik.** 
A fedélzeti berendezések mtÍ5zaki állapota prognosztizálásának vizsgálata 
A repülőtechnikai berendezések közül csak néhány jellemezhető egy -,'agy 
két egymástól független paraméterrel, a berendezések túlnyomó többségének 
mÍÍszaki állapotát egymástól függő több paraméterrel lehet csak meghatározni. 
E témában végzett kutatásaim és a szakirodalomban publikált adatok 
azt hizonyitj ák, hogy e paramétere k változása az üzem bentartás folyamán las-
san és ugrásszerűen változó összetevőket tartalmaz, melyek a kopás és öregedés, 
valamint az elhasználódás következtében változnak az időben és a berendezések 
tulaj donságainak visszafordíthatatlan változását idézik elő. A paraméterek 
vándorlása nemstacionáris stochasztikus folyamat, mely jellemzője a nagy kol'-
relációs idő, ami egyik vagy másik elem, vagy magának az egész berendezésnek 
az üzemidejét is túllépheti. E problémák miatt, a berendezések tíIlnyomó több-
" HonvédelmÍ ~Iinisztériu!l1 
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ségének miiszaki állapota, több egymástól függő paraméterrel jellemezhető, 
továbbá mérési hibákkal zajokkal is számolnunk kell. 
Ilyen esetekben - irodalmi adatokra hivatkozva [2, 9] - a prognoszti-
zálási feladat megoldása szempontjából a paramétereket célszerii a következő 
értékekkel jellemezni: ~iO kezdeti érték, ~il változási sebesség, 2 ~i2 változás 
gyorsulás a, sth., melyet az alábbi polinommal írhatunk le: 
(1) 
A mérési gyakorlatban és szakirodalom szerint, elegendő a K = 2 esetre szorít-
kozni (másodfokú polinomra ). 
A harmadfokú tag elemzése, értékelúe azt mutatja, hogy az elhanyagol-
ható. Például, rezisztorok, kondenzátorok. tranzisztorok esetében azt találták, 
hogy: 
(2) 
ami már indokolttá teszi a harmadfokú tag elhanyagolhatóságát. 
Az előrejelzés matematikai modellje 
A ~ paraméter és a t üzemidő valóságos összefüggését a következő hű 
matematikai modellel írjuk le: 
~(t) = "o (3) 
Kis időintervallumra történő prognosztizálásra vonatkozóan pedig: 
t(t) - t i t t 
'=' -'::Io7'!11" (4) 
A ;(t) stochasztikus folyamat teljes leÍrásához természetesen hozzátartozik ~i 
együtthatóinak valószínűségi eloszlása is. A paraméterek ugrásszerií változását 
törések, rövidzárlatok, szakadások idézik elő, melyek az esetek többségében a 
berendezések üzemképtelenné válásához vezetnek, és leÍrásuk csak a stochaszti-
kus folyamatok törvényszerűségével lehetséges. 
E folyamatok napjainkban még kellően nem tanulmányozottak, ezért a 
prognosztizálási feladat megoldásában teljesen és pontosan tükrözni azokat 
nem lehet. Ezért erre a speciális esetre a prognosztizálási feladat megoldásában 
a ~(t) folyamatot valamely ismert elméleti valószínűségi eloszlásllnak (pl. a t 
üzemidő n = O hihával exponenciális, n hibával Poisson-eloszlás1.Ínak) tételez-
zük fel. Pl.: "ugrásmentes" t idő, exp(-?.t) valószínűségű (~o + ;lt + ;2t2) 
értékkel és [1-exp(-?.t)] valószínűségű ugrásos t idő után, az alábbi értékkel: 
REPuLŐTECHNIKAI BERENDEZÉSEK 21 
;(t) = exp(-;.t)(;o t t I I: t2) I [l 
'='1· I ~2 T exp(-;.t)]A, 
ahol, A - a paraméter mért értéke az ugrás után. 
A paraméter megfigyelt (mért) értékei: C(t) és valóságos (itt kvadratikus 
polinommal hűen modellezett) értékei ;(t) eltérést (mérési és modellezési hibát) 
mutatnak: vet), azaz 
C(t) = get) vet), (5) 
amit kimenő, vagy megfigyelési egyenletnek is neveznek, vagy a fentebbi (kvad-
ratikus) ;(t)-vel konkretizált és a tiET, iE {l, 2, ... ,n} = Nidőpontsorú kép-
zett alakja: 
(6) 
Feltételezzük, hogy a különböző ti időponti v(tJ = J'i véletlen mérési hibák 
Tn = O közös értékű és közös JiN = D~ varianciájú (szórásnégyzetű) normális 
eloszlást mutatnak: 
l 'v~ l f:.y(i) = D V 9~ exp l- ')D' él . 
N I _,l. - N' 
(7) 
A get) előrejelzési középértékét a posteriori várható középértéke határoz za 
meg (a ;i együtthatók mr a posteriori várható értékei lineáris kombinációja-
ként): 
m*(t e) - m* --L n1*(t _L -.:) o I l I" (8) 
[*: optimális a minimális hibanégyzet szempontjából]. 
A ;(t) előrejelzés pontosságát pedig az a posteriori variancia: 
D*2(t + e) = D~2 Df2(t + eF + D~2(t + e)4 + 
2 Ki2(t + e) + 2 Ki3(t + eF + 2Kiit + 7:")3, 
ahol, vT = D72 - a ;; együtthatók a posteriori varianciája, Kij pedig kovarian-
ciái V i, j, ElV. 
Látható, hogy get) paraméterek előrejelzéséhez a ;i együtthatók mért adatok-
ból kiinduló kiszámítási algoritmusára van szükség, ami a feladat további vizs-
gálatát teszi szükségessé. 
II. 
Stochasztikus feladatok 
Amint cikkünk I. részében kiemeltük, napjaink aerotechnikája számos 
önműködő mérő és ellenőrző rendszert alkalmaz, azok adatait számítógépi úton 
dolgozza fel, majd arra támaszkodva szabályozza a különféle fedélzeti berende-
22 
zések többnyire stochasztikus paramétereinek jelenlegi értékét, Yagy előrejelzi 
azoknak a jöyőben yárható alakulását stb. Mindez a stochasztikus rendszerek 
és folyamatok yáltozatos matematikai feladatait és módszereit veti fel, ill. 
veszi igénybe. Azokból itt csak egy kis ízelítőt adhatunk, mégpedig e célra a 
stochasztikus függvény mintamatrixának speciális előállítási, valamint előre­
jelzési algoritmusát ragadva ki a szerző újabb vizsgálataiból [16, 17]. 
Ortogonáló-Trianguláló Algoritmus (úTA) 
l. Rendeltetése az adott f(t) stochasztikus folyama t X = l {xi ( t)} TI tény-
görbéiből a T = l {t j} m időpont-sorozaton (n ~. m-nél) vett 
Xo (T) = [xi(t)] 
(nxm) 
[x(t)] _ [ii(T)]: 
(n) (m) 
(Oa) 
mÍntamatrixnak, pontosabban (az p* = [L L ... , l]". e*e = n felhasználása 
útján) az 
(Ob) 
eI!1pirikus középvektorral belőle képzett 
Xo(T) = [xi(t j )] = [XCi)] = [x(t;l m(tj)e] 
)(o(T) - erú,*(T) (Oc) 
eltérési mintamatrixnak, mint rajtmatrixnak (OTA o) lineáris transzformációja 
(a T-on pontosan): 
n nJ 
Xo(T) -- ~ eixtn = ~ xiyi(T) = X Y (T) = ? 
--- i=l i=l . (nx'!iL~ 
mégpedig az alábhi különleges sajátságok ehárásával: 
0:) xith) = O for 'ti th < t j' so Y(T) = Y, (T) (felső háromszög), 
(v = n -l) 
(la) 
(lb ,c) 
E problémát - egyes szerzők [11,9] erősen eltérő jellegű vizsgálatai alapján-
elsőnek fogalmaztuk és oldottuk meg matrixfeladatként, ill. matrixalgorit-
mussal. 
2. lVIost pedig szerkessziik meg a kívánt sajátságú (vagyis éppen az 5. cikk-
ben ígért) OTA matrixalgoritmust, mely tehát (m lépésben) a rajtmatrix (la-c) 
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~ 
lineáris transzformált ját szolgáltatja ~ Lássuk az OTA = OT Am algoritmu::: 
egymást követő OT Aj lépéseit, felhasznáh-a itt az [ll J egyes skalár részeredmé-
nyeit. 
OTAI71 I 
= [O, O, x(1)(t3) - X~2Y2(t3)' •.. , x(I)(tm) - X2Y2(tm)]. 
x(m-Il(tm ) = x m C X, Jnm = 0, Vm = D;, = x;;,x",fv = 
m-l 
(T); (2 a) 
(1'); 
(2b) 
= V(tn,}-:2 Vj)'](tm);Cjm=xjxm!l' = O, so1;rj~xm(j< 111); 
j=l 
&~,i"'-l(T) em= y"'(T) C Y-c:(T); X",(T) = [x(m)(t j )] = Xm_1(T)-x",ym(T) 
[O, O, ... O] = Q. (2c) 
3. Ezeket az OTAj lépésformulákat (j = 1, 2, ... , m) utólag egyetlen 
~ 
OTA", ugrásformulába lehet egyesíteni, nevezetesen 
meIy - lépésegyesítő ugrásként - már az Xo(T) kívánt lineáris transzformált ját 
eredményezi: 
m 
Xo(T) = ~Xjyj('n== [xJ[yj(T)]=X.lY"l(T), 
-- j=l ----
(3b) 
éppen az X.l (statisztikai) bázis ortogonalitásával, az Y"l (T) koordináta-matrix-
függvény (felső) triangularitásával (sőt VYit) = 1 normalitásával). Az ered-
ménynek szemléletes interpretáció adható, stochasztikus függvényt ani és folya-
mattani értelemben egyaránt [16]. 
~ 
A fentebbiekkel összhangban, az OTAm algoritmus végrehajtása a tőlünk 
származó [16] alábbi rekurzív lépésformula (OTA) ismételt alkalmazásával esz-
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közölhető (több alakban), közben lépésindexének egymás után l, 2, ... , ln 
értéket adva: 
X/T) = Xi-ICn - xjyi(T) == Xi-ICJ') - xj' x'j'Xj_I(T)!xjxjV = 
= (E - Xj~j J' XI'-I(T) (j = l, 2, ... , m; 
vx'\'x, 
.:.-.. __ .-:.'-.-L. 
x j = x0-1)(tj ) C Xj-I(T); v D] = x)'x j > O). 
A gyakorlati számításban, az X/T) lépésmatrixokból rendre elhagyható egy-egy 
~ 
újahh O zérllsvektor s így kialakítható az OTAm algoritmus ún. oszlop-fogyatkozó 
alakja. - Több továb13i részlet és számpélda található a szerző [16] munkájá-
ban. 
ElOrejelzo Algoritmus (EA) 
~ 
l. Az XQCJ') mintamatrixnak a (4) szerinti OTAm algoritmus útján nyert 
(313) lineáris transzformált ja - a (r;: = m -- fi > O jelöléssel) könnyen felírható 
Xo(T) = X, Y"'1(T) = X]ylcn + XIIyII(TIl ) 
(nxm) (nxm)(mxm) (nX/l) (/lxm) (nxQ) (gxm) 
(T = TI U TIl = {tI"" tJ U {t,u+!' ... , tm}) 
részletesebb alakjában - előnyösen alkalmazható az 
(5) 
Xo(T) = eX*(TI)A. [Y~(TI)' yI(TII )] + XIlylI(TlI ), (6a) 
(nxm) (n) (11) (/lX/l) (tlX/l) ({lXg) 
lineáris extrapolált matrix előállítására; az elegáns matrixfeladat és megoldása 
kialakításánál figyelembe vettük egyes szerzők [9,13] elég bonyodalmas skalár 
v"Ízsgálatait. Az ismeretlen A együttható matrix egy kiválasztott x*(T) realizáció 
x*(TI ) eleje mint előírt kezdeti trendvektor alapján határozható meg: 
l 
'in*(T]) = ~e*Xo(T]) = 1.i*(T]) A Y; (T]) = x*(T]), 
(/l) n 
(6b) 
Az Y~ (TI) felső háromszög-matrix invertálására megszerkesztettük sokoldalú 
Dinamikus Transzformációs Algoritmusunk (DTA) [14] egy speciális (egyszerű­
sített, fogyatkozó) változatát [17]. 
2. Az A matrix (6b) szerinti értékének birtokában megadhatjuk az Előre­
jelző Algoritmus (EA) v é g f o r m u l á i t, nevezetesen a) a (3b) lineáris ext-
rapolált matrixát [most már - a (6a)-ból a (6b) behelyettesítésével nyert -
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végleges alakban], e matrÍxnak (a TlI utóidőre vonatkozó, tehát) előrejelző részét, 
végül c) a trendvektomak (szintén TIl vonatkozású) előrejelző részét: 
-1 
Xo(T) = ei*(T1)Y; (T1)yl(T) + XIlyIl(Tll ) (7a) 
(nxm) (I'xm) 
~ -1 
XO(Tll ) = ex*(TI)Y; (TI)yI(Tll) + XlIy~I(TII) ~ / Xo(Tu ), (7b) (I'xe) (ooo) 
i*(TlI ), 
(o) 
(7c) 
ahol a oldalak eltérése az előrejelzés pontosságát jellemzi. AJgoritmusunk és 
végformuláink egyszerifsége - az irodalomban található körülményeskedések 
helyett - valóban szembetúno. Ugyanezt a [17] munkában közölt numerikus-
gépi számpéldánk is alátámasztja. 
3. Végül említést érdemei, hogya [17-18] munkákban összefoglaltuk 
néhány, korábban közölt s az ittenÍekkel érintkező matrixalgoritmusunkat. Ezek 
a következők: Trianguláló Determináns-Algoritmus (TDA), Ortogonáló :Matrix-
Algoritmus (OMA), Háromszögmatrixot Invertáló Mgoritmus (HlA). ThIind 
ezek, mind pedig a segítségükkel kifejlesztett fentiek (OTA, EA) újabban - elő­
nyös tapasztalatokkal - az aeroteclmikai kutatásban is alkalmazásra kerülnek, 
mint ezt e rövid cikken túlmenőleg - szerzőpárosunk hosszabb lélegzetú 
cikksorozata is [2, 17, 18] szemlélteti. 
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