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Resumen 
El problema de control de sistemas lineales para seguimiento o rechazo de señales 
periódicas con incertidumbre / variación paramétrica ha sido considerado desde varias 
perspectivas. Este trabajo presenta una propuesta de combinación de la técnica de 
control repetitivo con la técnica de control Proporcional Integral Generalizado (GPI). La 
adecuación y combinación de estas técnicas se realiza en un contexto de tiempo discreto. 
El control repetitivo se presenta como una técnica, basada en el principio del modelo 
interno, apta para el rechazo o seguimiento de señales periódicas. Por otra parte, la 
técnica de control GPI es una estrategia de diseño de controladores robustos lineales 
capaces de gestionar adecuadamente tanto perturbaciones exógenas de tipo estructurado 
así como la incertidumbre / variación de planta. Se plantea que el control GPI garantice 
unas condiciones de estabilidad y desempeño adecuadas para el correcto funcionamiento 
del control repetitivo sobre plantas lineales que refieran incertidumbre / variación 
paramétrica. Se presentan adicionalmente análisis de estabilidad y desempeño en 
términos de la respuesta en frecuencia tomando diferentes escenarios de incertidumbre 
en los parámetros y graficando las condiciones de estabilidad. Complementariamente, se 
realizan comparaciones con estrategias clásicas a nivel del control complementario, que 
han resultado efectivas para problemas de control similares, y se ilustran los análisis por 
medio de simulaciones. 
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Robust repetitive control problems for uncertain linear systems have been considered 
by different approaches. This article proposes the use of Repetitive Control and 
Generalized Proportional Integral (GPI) Control in a complementary fashion. The 
conditioning and coupling of these techniques has been done in a time discrete context. 
Repetitive control is a control technique, based on the internal model principle, which 
yields perfect asymptotic tracking and rejection of periodic signals. On the other hand, 
GPI control is established as a robust linear control system design technique that is able 
to reject structured time polynomial additive perturbation, in particular, parameter 
uncertainty that can be locally approximated by time polynomial signal. GPI control 
provides a suitable stability and robustness conditions for the proper Repetitive Control 
operation. A stability analysis is presented under the frequency response framework 
using plant samples for different parameter uncertainty conditions. We carry out some 
comparative stability analysis with other complementary control approaches that has 
been effective for this kind of task, enhancing a better robustness and an improved 
performance for the GPI case. Illustrative simulation examples are presented which 
validate the proposed approach. 
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1. INTRODUCCIÓN 
 
En el diseño de sistemas de control, los 
cambios en la planta pueden ser modelados 
como incertidumbres o variaciones para-
métricas y pueden ser adecuadamente 
tratados por medio de una estrategia de 
control que proporcione un grado de robus-
tez suficiente para garantizar la estabili-
dad. 
El control repetitivo es una técnica ba-
sada en el principio del modelo interno que 
ha sido muy eficiente en aplicaciones de 
control que requieran el seguimiento o 
rechazo de señales periódicas [1]-[6], una 
de sus principales debilidades es la necesi-
dad de compensar el comportamiento di-
námico de la planta. Ello hace que pueda 
presentar problemas de robustez en el caso 
de plantas inciertas. El problema de la 
compensación dinámica de la planta se ha 
trabajado desde diferentes contextos inclu-
yendo estrategias de control adaptable [7], 
[8] y técnicas de control robusto principal-
mente [9]-[11]. 
El diseño del control repetitivo conside-
ra el modelo nominal de la planta; cual-
quier desviación de este modelo causada 
por incertidumbre en la planta o dinámicas 
no modeladas puede originar degradación 
del desempeño o incluso inestabilidad del 
sistema de control. Para compensar este 
problema se propone utilizar una filosofía 
de diseño basada en el rechazo activo de 
perturbaciones [12], bajo la técnica del 
controlador GPI [13], como control com-
plementario al repetitivo con el objetivo de 
proveer al sistema la robustez necesaria. 
Se pretende con la estrategia de control 
robusto GPI subyacente proveer una ro-
bustez, desde el control repetitivo, ante los 
cambios ocasionados en la planta por la 
variación de parámetros de tal forma que 
se garantice un alto desempeño del control 
repetitivo bajo situaciones adversas de 
incertidumbre/variación de la planta. 
 
Ya se reportan resultados experimenta-
les de la utilización de la técnica GPI para 
el manejo de dinámicas no modeladas e 
incertidumbre en los parámetros con exce-
lentes resultados en su desempeño [14]-
[17], que dieron motivación a esta investi-
gación y garantía de los resultados espera-
dos con este trabajo. Este trabajo forma 
parte de una serie de trabajos, aun preli-
minares, que buscan explorar capacidades 
y funcionalidades de la combinación de 
ambas técnicas con el fin de alcanzar sis-
temas de control que sean capaces de ges-
tionar adecuadamente la incertidum-
bre/variación de planta. 
En este artículo se presenta una meto-
dología de diseño que involucra la estrate-
gia de control repetitivo soportada sobre la 
base de una estrategia de control robusto 
implementada por medio de controladores 
GPI. Se analizan diferentes condiciones de 
estabilidad presentando casos extremos y 
se comparan con diferentes estrategias 
clásicas adoptadas para el controlador 
complementario. En particular, se analiza 
el comportamiento en frecuencia de las 
condiciones de estabilidad y el comporta-
miento en el tiempo del sistema en lazo 
cerrado bajo incertidumbre/variación de la 
planta. 
El resto del artículo se organiza de la 
siguiente manera: la sección 2 describe el 
control repetitivo digital, planteando las 
condiciones de estabilidad y las reglas 
básicas de diseño. La sección 3 presenta la 
técnica GPI, describiendo las propiedades 
de estabilidad y robustez frente a pertur-
baciones de planta y describiendo su meto-
dología de diseño. En la sección 4 se conso-
lida el diseño del control complementario 
para el control repetitivo. En la sección 5 
se aplica la metodología a un ejemplo lineal 
realizando las simulaciones y los análisis 
pertinentes. Finalmente, en la sección 6, se 
dan conclusiones y perspectivas de trabajo 
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2. CONTROL REPETITIVO DIGITAL 
 
El control repetitivo es una técnica ba-
sada en el Principio del Modelo Interno 
(IMP) [18] utilizada para el seguimiento o 
rechazo de señales periódicas. El IMP es-
tablece que para lograr el seguimien-
to/rechazo asintótico de una señal, el mode-
lo de dicha señal debe ser incorporado en el 
lazo de control. En el caso de una señal 
periódica r(t), de periodo Tp, la obtención 
del modelo se realiza usando la expansión 
en series de Fourier de la señal, ver (1) 
 












De esta manera el modelo generador de 




























Con esto, puede observarse que basta 
simplemente con incluir el siguiente mode-












Este modelo cuenta con polos ubicados 
en s = ±j2k/Tp, k ∈ ℕ lo que le permite 
proporcionar ganancia infinita en las fre-
cuencias 2k/Tp, k ∈ ℕ, es decir, en la fre-
cuencia fundamental 1/Tp Hz y sus armó-
nicos. A su vez, esto asegura un error de 
seguimiento igual a cero en lazo cerrado 
cuando este es estable. El modelo (3) puede 
implementarse usando un bloque de retar-
do y una realimentación positiva como 
muestra la Fig. 1. 
La implementación discreta de este 
modelo resulta bastante simple ya que si el 
periodo Tp es un múltiplo entero del perio-
do de muestreo Ts, se tiene el controlador 
mostrado en (4), [20]: 
 










Con N = Tp/Ts ∈ ℕ+. Otros tipos de mo-
delos internos han sido propuestos depen-
diendo del tipo concreto de señal a tratar 
[21], [22]. La principal característica de (4) 
es que tiene N polos uniformemente espa-
ciados sobre el círculo unitario del plano 
complejo. De esta manera, el modelo pro-
porciona ganancia infinita en las frecuen-
cias ω = 2πk/N, con k = 0, 1, …, N - 1. Sin 
embargo, la elevada ganancia del modelo 
en altas frecuencias compromete la estabi-
lidad y la robustez del sistema. Por ello 
suelen incluirse dos filtros más: Gx(z), usa-
do para asegurar estabilidad y H(z) usado 
para proveer robustez ante dinámicas no 
modeladas en las altas frecuencias (ver 
Fig. 2). De esta manera, el modelo interno 









Aunque existen diversas estructuras de 
implementación, la más usada es la estruc-
tura “plug-in” mostrada en la Fig. 2. En 
esta, el controlador repetitivo es adicionado 
a un controlador existente Gc(z), el cual es 
diseñado para estabilizar la planta Gp(z). 
 
 
Fig. 2. Estructura plug-in del control repetitivo. 
Fuente: Autores 
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Teorema 1: el lazo cerrado de la Fig. 2 
es estable si se cumplen las siguientes dos 
condiciones [23], [24]. La primera es que el 
sistema de lazo cerrado sin el controlador 




1 + 𝐺𝑐(𝑧)𝐺𝑝(𝑧) 
(6) 
 
y la segunda condición es que 
 
‖𝐻(𝑧)(1 − 𝐺𝑂(𝑧)𝐺𝑥(𝑧))‖∞ < 1 
(7) 
 
De (7) se desprenden las siguientes con-
sideraciones de diseño: H(z) se diseña de 
tal manera que tiene ganancia cercana a 1 
en el ancho de banda de interés y propor-
ciona atenuación fuera de él. En general 
H(z) es un filtro FIR pasa-bajos de fase 
nula [25]. Gx(z) es un filtro a diseñar. 
Usualmente, en caso de sistemas de fase 
mínima Gx(z) = kr/ GO(z) y en caso de sis-
temas de fase no mínima el diseño sigue el 
Controlador de Error de Seguimiento de 
Fase Cero (ZPETC) propuesto en [20]. 
Cuando la planta presenta incertidum-
bre y/o variación en sus parámetros a lo 
largo de la frecuencia de interés puede ser 
complicado cumplir con la segunda condi-
ción. Esto ocasiona que en caso de grandes 
variaciones o incertidumbre en la planta, el 
control repetitivo presente problemas de 
robustez. 
A partir de la segunda condición se 
puede observar que un punto clave es lo-
grar la cancelación de GO(z) [25] mediante 
el filtro Gx(z). Sin embargo, esta cancela-
ción se degrada cuando existen cambios o 
incertidumbre en la planta. Por lo tanto, es 
deseable que la cancelación sea lo más 
robusta posible respecto a cambios o incer-
tidumbre en los parámetros de la planta. 
Vale la pena anotar que para los casos 
en que el sistema es estable y H(z) = 1, el 
principio del modelo interno garantiza el 
desempeño de estado estacionario sin afec-
tarse por la variación de los parámetros de 
la planta. Para H(z) ≠ 1 el desempeño sólo 
podrá afectarse en caso de atenuaciones en 
la ganancia de la planta de más de 40 dB 
en la zona de los armónicos. Por lo tanto no 
es relevante realizar análisis de desempe-




3. CONTROL ROBUSTO PROPORCIONAL 
INTEGRAL GENERALIZADO DISCRETO 
 
La técnica GPI es un procedimiento de 
diseño de controladores lineales que da 
lugar a controladores capaces de rechazar 
diferentes tipos de perturbaciones estruc-
turadas aditivas (i.e. pasos, rampas, pará-
bolas, etc.) [13]. Los controladores GPI se 
diseñan bajo el contexto del rechazo activo 
de perturbaciones en el cual se usan mode-
los simplificados de los sistemas y se esti-
man o rechazan de manera conjunta y 
aproximada dinámicas no modeladas, per-
turbaciones internas y externas del siste-
ma. Los controladores GPI incluyen de 
manera natural y embebida un modelo 
polinomial en el tiempo de las perturbacio-
nes dependientes del estado y de aquellas 
perturbaciones exógenas sin estructura 
especial alguna. 
En este trabajo se realiza una adapta-
ción de la técnica de control GPI para el 
caso de tiempo discreto. La necesidad de 
un marco de implementación digital con-
duce a tomar en consideración adicional 
tiempos de muestreo y modelos en tiempo 
discreto. En este contexto, el controlador 
GPI discreto ha sido menos explorado que 
su contraparte continua. En [26] se da una 
formulación teórica del problema de control 
basada en teoría de módulos. En [27] se 
propone un control basado en observador 
GPI discreto para el control de un motor de 
inducción. 
En lo siguiente se asume que se adopta 
un periodo adecuado de muestreo. El pri-
mer aspecto a considerar es el modelo dis-
creto del sistema. Es posible entrar en 
aproximaciones sofisticadas que generen 
modelos discretos de gran precisión, pero, 
por la alta frecuencia de muestreo necesa-
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ria en la implementación y la remarcable 
robustez del esquema será suficiente con 
aproximaciones básicas como la dada por la 
aproximación de Euler, la cual reporta 
resultados muy satisfactorios [28]. Los 
errores de discretización serán considera-
dos como parte de la entrada de perturba-
ción. El proceso de discretización puede 
llevar a posibles ceros inestables, los cuales 
pueden ser ignorados sin mayores proble-
mas tomando como fundamento los análi-
sis reportados por Goodwin [29] y Hori 
[30]. Más aún, en el trabajo de Tesfaye y 
Tomizuka [31] se puede ver un análisis 
detallado sobre los ceros en sistemas dis-
cretizados por el método de Euler lo cual 
sustenta el empleo de esta metodología. 
Considere el siguiente sistema lineal, 
(8), de una entrada y una salida, 
 
𝑦(𝑛)(𝑡) + 𝑎𝑛−1𝑦





Donde y(t) es la salida del sistema, u(t) 
es la entrada de control. El sistema presen-
ta incertidumbre con respecto a los pará-
metros {an-1, an-2, …, a0, κ}. El sistema es 
trivialmente diferencialmente plano, con 
salida plana y(t) [32]. De (8) se define una 
relación control - salida plana en el domi-
nio del tiempo simplificada (9), sobre la 
cual se puede incluir un modelo de la incer-
tidumbre de los parámetros compuesto de 
una perturbación aditiva, ξ(t), y una per-
turbación multiplicativa, κ 
 




donde ξ(t) y κ son completamente des-
conocidas pero uniformemente y absoluta-
mente acotadas. Es de anotar que ξ(t) no 
sólo tiene en cuenta la incertidumbre de los 
parámetros sino también una parte de la 
dinámica lineal que se ha omitido en el 
modelo simplificado. 
Para efectos de aplicar una estrategia 
de control discreta, el primer paso consiste 
en obtener una discretización del sistema 
continuo. Como lo habíamos anotado ante-
riormente, dada una alta frecuencia de 
muestreo, se pueden aplicar procesos de 
discretización simples, en este caso utili-
zamos la discretización de Euler hacia 














o bien el dominio Z, se puede expresar 










Hacemos la siguiente formulación del 
problema en tiempo discreto: Dada una 
trayectoria de referencia r(k) para la salida 
y(k), proponer una ley de control lineal en 
tiempo discreto para el sistema (10) de tal 
forma que se tenga una convergencia, sufi-
cientemente cercana de la salida, y(k), 
hacia la señal de referencia r(k), a pesar de 
los efectos de la entrada desconocida de 
perturbación 𝜉(𝑘). La convergencia apro-
ximada a que se alude implica que el error 
de seguimiento, ey(k) = r(k) – y(k), converge 
asintóticamente a una vecindad de cero tan 
pequeña como se requiera. 
En este caso, procedemos a dar la solu-
ción en un contexto discreto lineal, donde 
la señal, 𝜉(𝑘), se considera como una señal 
exógena variante en el tiempo. La estrate-
gia de diseño del controlador lineal consiste 
en aproximar esta señal usando un modelo 
polinomial interno, realizado por medio de 
una cadena de m diferencias sucesivas 
para un entero m suficientemente grande. 
Es importante anotar que una señal des-
crita de manera polinómica en k de orden 
(m - 1) es rechazada por medio de un pro-
cedimiento de m diferencias sucesivas. 






[𝐶1(𝑧)(𝑟(𝑘) − 𝑦(𝑘)) + 𝐶2(𝑧)𝑟(𝑘)], 
(12) 
 
con C1(z) y C2(z) definidos en (13) y (14), 
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𝑛+𝑚−1 +⋯+ 𝛼1𝑧 + 𝛼0










lleva el error de seguimiento, ey(k) = 
r(k) – y(k), asintóticamente y exponencial-
mente a una vecindad de cero suficiente-
mente pequeña. La vecindad puede ser tan 
pequeña como se desee de acuerdo con una 
selección apropiada de los parámetros de 
ganancia del controlador {0, …, n+m-1}. 
Demostración: la prueba está basada en 
el hecho que el error de seguimiento ey(k), 
cumple la ecuación de diferencias lineal 
perturbada (15), escrita en el dominio Z, 
 








que puede ser re-escrita como en (16), 
 
[𝑧𝑛+𝑚+𝑙𝑛+𝑚−1𝑧










𝑛 +𝑚 − 𝑖
) + 𝛼𝑖 
(17) 
 
Los coeficientes li son combinaciones li-
neales de los coeficientes i, describiendo 
una relación biunívoca entre ellos. Por 
hipótesis, 𝜉(𝑘), es uniformemente, absolu-
tamente acotada, entonces (𝑧 − 1)𝑚𝜉(𝑘) 
también es acotado dado que corresponde a 
una diferencia sucesiva de una serie acota-
da. Entonces existen coeficientes, li, tales 
que ey(k) converge a una vecindad pequeña 
de cero siempre que las raíces del polino-
mio característico, asociado en la variable 
compleja z, (zn+m + ln+m-1 zn+m-1 + … + l1 z + 
l0), estén adecuadamente confinadas den-
tro del circulo unitario en el plano comple-
jo. En la medida que estas raíces se acer-
can al origen del plano complejo, más pe-
queña es la vecindad asociada al error de 
seguimiento, donde el error de seguimiento 
ey(k) se mantiene acotado [33]. 
 
 
4. CONTROL REPETITIVO - GPI 
 
Con el fin de obtener unas buenas pres-
taciones para el seguimiento y rechazo de 
señales periódicas y ser capaces de operar 
en un contexto de variación de parámetros, 
se propone el uso combinado del controla-
dor repetitivo y del GPI. La Fig. 3 muestra 
la arquitectura del controlador propuesto. 
 
 
Fig. 3: Diagrama de bloques del controlador GPI-repetitivo 
propuesto. Fuente: Autores 
 
Dado que el GPI es un controlador li-
neal, el estudio de la estabilidad del siste-
ma de lazo cerrado puede realizarse apli-
cando las condiciones descritas en la sec-
ción 2. Es decir en primer lugar se diseña 
C1(z) y C2(z) mediante criterios GPI, se 
define Gc(z) = C1(z) y posteriormente se 
diseña Gx(z) siguiendo el procedimiento de 




5. RESULTADOS DE SIMULACIÓN 
 
Se ha seleccionado como caso de estu-
dio, un caso particular de sistema de se-
gundo orden que considera una gran gama 
de sistemas prácticos de diferente tipo. 
Como ejemplos de este tipo de sistema, 
entre muchos, tenemos: sistema masa-
resorte-amortiguador, que es un sistema 
mecánico clásico, utilizado entre muchos 
fines para el modelado de sistemas de sus-
pensión; motores y servomotores de co-
Control GPI-repetitivo para sistemas lineales con incertidumbre/variación en los parámetros 
[20] Tecno Lógicas, ISSN 0123-7799, Vol. 18, No. 34, enero-junio de 2015, pp. 13-24 
rriente directa, ampliamente utilizados 
para el control de movimiento; circuitos 
RLC, base fundamental de muchos disposi-
tivos eléctricos; modelos de tanques hi-
dráulicos para el control de nivel. 
Los resultados de simulación utilizan la 
planta de segundo orden de parámetros 









En la Fig. 4, se muestra la respuesta al 
paso para diferentes valores de parámetros 
κ y . 
 
 
Fig. 4: Respuesta al paso para el sistema de segundo orden 
con diferentes valores de 𝜅 y 𝜆. Fuente: Autores 
 
La estructura del controlador propuesto 
permite realizar tareas de seguimiento a 
referencias periódicas o el rechazo a per-
turbaciones periódicas. Sin pérdida de 
generalidad, para todos los resultados de 
simulación presentados, se plantea un 
problema de seguimiento a una referencia 
periódica, r(t), dada en (19) (ver Fig. 7).  
 
𝑟(𝑡) = 10𝑠𝑖𝑛 (
2𝜋𝑡
𝑇𝑝

















con Tp = 1. Los parámetros κ y  son 
susceptibles de variación/incertidumbre, 
siendo κ = 1 y  = 10 los valores nominales. 
El diseño del controlador GPI sigue lo ex-
puesto en la sección 3 con la aproximación 
a un sistema de segundo orden (n = 2), 









Con esto y definiendo el grado de robus-
tez como m = 3, el controlador resulta dado 




4268𝑧4 − 17007𝑧3 + 25414𝑧2 + 16878𝑧 + 4203










El control repetitivo es diseñado para la 
planta nominal (17) discretizada a un pe-
riodo de muestreo de Ts = 5 ms. El periodo 
de la señal a seguir/rechazar se define 
como Tp = 1 s que corresponde con la fre-
cuencia fundamental de fn = 1 Hz. Con 
esto N = Tp/Ts = 200. El controlador Gc(z) 
se calcula como Gc(z) = C1(z). Adicional-
mente, se define H(z) = 0,25z + 0,5 + 
0,25z−1 y kr = 0,3, y siguiendo el procedi-
miento habitual en el control repetitivo 
Gx(z)= 1/GO(z). 
Con la finalidad de comparar la robus-
tez de diferentes diseños, se han conside-
rado: un control proporcional P, un control 
proporcional integral PI y una red de ade-
lanto RA, todos ellos diseñados para obte-
ner el mismo ancho de banda que el obte-
nido con el controlador GPI y con los mis-
mos valores para N, H(z), kr e igual proce-
dimiento de diseño para Gx(z). Los contro-
ladores obtenidos son: CP(z) = 100, CPI(z) = 
(100z - 99,9)/(z - 1) y CRA (z) = (268,5z – 
259,4)/(z - 0,8854) para el control P, PI y 
RA respectivamente. Estos controladores 
se sintonizaron para obtener el mismo 
desempeño en las condiciones nominales de 
la planta (ver Fig. 7). Se han escogido estos 
controladores ya que comúnmente son 
empleados como controladores existentes 
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en el diseño de controladores repetitivos 
[4], [34]-[37]. 
El primer análisis de robustez se reali-
za sobre las condiciones de estabilidad 
presentadas en el Teorema 1. Se constru-
yen 20 diferentes modelos de la planta con 
los parámetros κ y  definidos en los inter-
valos [1, 1/6] y [0, 100] respectivamente 
(esto se puede realizar fácilmente em-
pleando el toolbox de control robusto de 
Matlab, con los comandos ureal para la 
definición de los intervalos y el comando 
usample para la obtención de los 20 mode-
los de muestra). Con esto se realiza el 
cálculo de GO(z) para cada uno de los con-
troladores y se procede a verificar las con-
diciones de estabilidad. 
La Fig. 5 muestra el diagrama de 
Nyquist de Gp(z)Gc(z) para verificar la 
condición 1 de los cuatro controladores P, 
PI, RA y GPI para los 20 diferentes casos 
de la planta. Como puede verse, solo en un 
caso el controlador PI resulta inestable al 
presentarse el encerramiento del punto (-
1,0). Con esto, sólo este caso debería ser 
eliminado para continuar con el análisis de 
la segunda condición. Todos los casos para 
los controladores P, RA, y GPI resultan 
estables. 
El segundo criterio de estabilidad usado 
para comparar los cuatro controladores 
diseñados está basado en la segunda condi-
ción de estabilidad del Teorema 1. Para 
verificar esta condición se grafica la res-
puesta en magnitud de H(z)(1-Go(z)Gx(z)) 
con respecto a la frecuencia, cuyo máximo 
corresponde con el valor de la norma infini-
to. 
La Fig. 6 muestra la respuesta en mag-
nitud de H(z)(1-Go(z)Gx(z)) para los cuatro 
controladores propuestos y los 20 diferen-
tes modelos de la planta de acuerdo con los 
posibles valores de κ y  dentro de los in-
tervalos mencionados anteriormente. Se 
puede observar que para los controladores 
P y PI muchos casos no cumplen la condi-
ción de estabilidad, mientras que para el 
controlador RA solo algunos casos no cum-










Fig. 5. Diagrama de Nyquist para los controladores: a) P, b) 
PI, c) RA y d) GPI con 20 diferentes modelos de la planta. 
Fuente: Autores 
 
Por otro lado, para el control GPI todos 
los casos cumplen con la condición de esta-
bilidad. Esto muestra como el control GPI 
logra un grado de robustez mayor ante la 
incertidumbre en los parámetros compara-
do con estos controladores. 
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Fig. 6. Respuesta en frecuencia de H(z)(1-GO(z)Gx(z)) para 
los controladores a) P, b) PI, c) RA, d) GPI con 20 diferentes 
modelos de la planta. Fuente: Autores 
 
Para la siguiente simulación se utiliza 
una variación en el tiempo tipo rampa de 
los parámetros κ y  en los intervalos κ ∈ 
[1, 1/6],  ∈ [0, 100]. De esta manera,  
cambia de su valor nominal 10 a 0 en t = 
100 s a una tasa de -4 unidades/s y el pa-
rámetro κ cambia de 1 a 1/6 en t = 150 s a 
una tasa de -0,3 unidades/s. La Fig. 7 
muestra el error de seguimiento la señal de 
referencia y la salida en el tiempo obtenido 
por el controlador P, PI, RA y GPI ante 
esta variación de parámetros. 
Como puede verse, los diseños P y PI se 
desestabilizan debido al cambio en  en t = 
100 s. El diseño RA soporta el cambio en  
pero no el subsiguiente cambio de κ en t = 










Fig. 7. Respuesta en el tiempo obtenido para el controlador 
a) P, b) PI, c) RA y d) GPI ante variaciones en el tiempo de 
los parámetros κ y . Derecha: error de seguimiento, iz-
quierda: referencia y salida. Fuente: Autores 
 
El control GPI por el contrario, logra 
ser robusto ante los cambios en κ y  man-
teniendo a la vez un error de seguimiento 
pequeño. Vale la pena mencionar que para 
los valores κ = 1/6 y  = 0,5 el lazo cerrado 
GO(z) de los cuatro controladores resulta 
estable, sin embargo, con estos mismos 
valores la segunda condición del Teorema 1 
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6. CONCLUSIONES 
 
La técnica de control repetitivo fue exi-
tosamente combinada con la técnica de 
control GPI para proveer una adecuada 
robustez del sistema frente a incertidum-
bre/variación paramétrica. Se presentó una 
metodología de diseño en tiempo discreto 
del control repetitivo en complemento con 
el control GPI para sistemas lineales con 
incertidumbre. Se establecen condiciones 
de estabilidad para el diseño repetitivo-
GPI. 
Las comparaciones de las condiciones 
de estabilidad demuestran un mayor grado 
de robustez del controlador GPI con respec-
to a los otros controles clásicos utilizados 
en la comparación. Los resultados satisfac-
torios de este estudio particular animan a 
continuar con análisis más generales que 
incluyan control repetitivo para sistemas 
no lineales y sistemas con frecuencia va-
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