Energy efficiency is a fundamental requirement of modern data-communication systems, and its importance is reflected in much recent work on performance analysis of system energy consumption. However, most work has only focused on communication and computation costs without accounting for data caching costs. Given the increasing interest in cache networks, this is a serious deficiency. In this paper, we consider the problem of energy consumption in data communication, computation and caching (C3) with a quality-of-information (QoI) guarantee in a communication network. Our goal is to identify the optimal data compression rates and cache placement over the network that minimizes the overall energy consumption in the network. We formulate the problem as a mixed integer nonlinear programming (MINLP) problem with nonconvex functions, which is non-deterministic polynomial-time hard (NP-hard) in general. We propose a variant of the spatial branch-and-bound algorithm (V-SBB) that can provide an -global optimal solution to the problem. By extensive numerical experiments, we show that the C3 optimization framework improves the energy efficiency by up to 88% compared to any optimization that only considers either communication and caching or communication and computation. Furthermore, the V-SBB technique provides comparatively better solutions than some other MINLP solvers at the cost of additional computation time.
I. INTRODUCTION
T HE RAPID growth of smart environments, and the advent of internet of things has led to the generation of large amounts of data. It is a daunting task to transmit such an enormous volume of data through traditional networks due to limited bandwidth and energy [1] . These data need to be efficiently compressed, transmitted, and cached to satisfy the quality of information (QoI) required by end users. In fact, many wireless components operate on a limited battery power supply and are usually deployed in remote or inaccessible areas, which necessitates the need for designs that can enhance energy efficiency of the system with a QoI guarantee.
A particular example of a communication system that requires high-energy efficiency is a wireless-sensor network (WSN). Consider a WSN with various types of sensors that can generate an enormous amount of data, to serve end users. On the one hand, data compression has been adopted to reduce data volume and, thus, transmission (communication) cost at the expense of computational cost. On the other hand, caches can be used as a means to reduce transmission costs and access latency, thus enhancing QoI but at the expense of additional caching cost. Hence, there exists a tradeoff in energy consumption due to data communication, computation, and caching. This raises the question: what is the right balance between compression and caching in order to minimize the total energy consumption of the network?
In this paper, we study an optimization problem to determine the optimal data compression rates and data placement that minimize energy consumed by data compression, communication, and caching subject to a QoI guarantee in a WSN. We formulate the problem as an MINLP problem, which is non-deterministic polynomial-time hard (NP-hard) in general. We propose a variant of the spatial branch-and-bound algorithm (V-SBB) that guarantees -global 1 optimality. Each node has the ability to compress and cache data subject to a finite cache storage capacity. In particular, as shown in Fig. 1 , we assume that only edge sensors generate data, and that there exists a single sink node to collect and serve requests for the data generated in this network.
Computation:Data aggregation [2] , [3] is the process of gathering data from multiple generators (e.g., sensors), compressing them to eliminate redundant information, and then providing the summarized information to end users. Since only part of the original data is transmitted, data aggregation can potentially conserve a large amount of energy. A common assumption in previous work is that energy required to compress data is smaller than that for data transmission. Therefore, data compression was considered a viable technique for reducing energy consumption. However, it has been shown [4] that computational energy costs can be substantial and may cause an increase in energy consumption if data are compressed beyond a certain threshold. Hence, it is necessary to consider both transmission and computational costs, and it is important to characterize the tradeoff between them [1] .
Caching: Caches have been widely used in networks and distributed systems to improve performance by storing information locally, which reduces access latency and bandwidth requirements and, hence, improves user experience. Content distribution networks (CDNs), called data networks and content-centric networks are important examples of such systems. The fundamental idea behind caching is to make information available at a location close to end users where possible. Again, most previous work focused on designing caching algorithms to enhance system performance without considering the energy cost of caching. Caching can reduce transmission energy by storing a local copy of the data at or close to the requesting node, hence eliminating the need for multiple transmissions from the source node to the requesting node. However, caching itself can incur significant energy costs [5] . Therefore, analyzing the impact of caching on the overall energy consumption in the network (along with data communication and compression) is critical to system design.
Quality of Information (QoI): The QoI perceived by end users is affected by many factors. In particular, the degree of the data aggregation in a system is crucial for QoI. It has been shown that data aggregation can deteriorate QoI in some situations [6] . Thus, an energy-efficient design for appropriate data aggregation with a guaranteed QoI is desirable.
We focus on a tree-structured sensor network where each leaf node generates data, and compresses and transmits the data to the sink node in the network, which serves the requests for these data from devices outside this network. Examples of such a setting are military sites, or wireless sensors, where a large number of devices gather data, and must transmit the gathered information to any device outside this network that requires this information. The objective of our work is to obtain optimal data compression rates at each node, and an optimal data placement in the network for minimizing energy consumption with a QoI guarantee.
A. Organization and Main Results
Section I-B presents a review of relevant literature. In Section II, we describe our system model in which nodes are logically arranged as a tree. Each node receives and compresses data from its children node(s). The compressed data are transmitted and further compressed toward the sink node. Each node can also cache the compressed data locally. In Section III, we formulate the problem of energy-efficient data compression, communication, and caching with the QoI constraint as an MINLP problem with nonconvex functions, which is NP-hard in general. We then show that there exists an equivalent problem obtained through symbolic reformulation [7] in Section IV, and propose a V-SBB algorithm to solve it. We show that our proposed algorithm can achieve the -global optimality.
In Section V, we evaluate the performance of our optimization framework and show that caching combined with data compression and communication can significantly improve the energy efficiency of a sensor network. More important, we observe that with the joint optimization of data communication, computation and caching (C3), energy efficiency can be improved by as much as 88% compared to only optimizing communication and computation, or communication and caching (C2). The improvement depends on the energy cost model and parameters used in the model. While improvement in energy efficiency is important, our framework helps to characterize and analyze the enhancement in energy efficiency for different network settings. Furthermore, our framework can be used to obtain operation regions 2 that provide heuristics. We also evaluate the performance of the proposed V-SBB algorithm through extensive numerical studies. In particular, we make a thorough comparison with other MINLP solvers: Bonmin [8] , NOMAD [9] , Matlab's genetic algorithm, Baron [10] , SCIP [11] , and Antigone [12] under different network scenarios. The results show that our algorithm can achieve the -global optimality, and the achieved objective function value is mostly better (we achieve a lower objective function value for the minimization problem) than that of stochastic algorithms such as NOMAD, GA, while it performs comparably with deterministic algorithms such as Baron, Bonmin, SCIP, and Antigone. Furthermore, our algorithm provides a solution in varying network situations even when other solvers such as Bonmin, and SCIP are not able to. We provide concluding remarks in Section VI.
B. Related Work
To the best of our knowledge, there is no prior work that jointly considers communication, computation, and caching costs in distributed networks with a QoI guarantee for end users. 
Data Compression:
Compression is a key operation in communication networks and has been supported by many data-parallel programming models [13] . For WSNs, data compression is often performed over a hierarchical topology to improve communication energy efficiency [2] , whereas we focus on energy tradeoff between communication, computation, and caching.
Data Caching: Caching plays a significant role in many systems, for example, WSNs, microprocessor systems, CDNs, etc. There is rich literature on the performance of caching in terms of designing different caching algorithms, for example, [14] , [15] , and we do not attempt to provide an overview here. However, none of these works considered the cost of caching, which may be significant in some systems [5] . The recent paper by Li et al. [16] is closest to the problem we tackle here. There are two differences between our work and [16] . First, the mathematical formulations are quite different and we consider energy tradeoffs in C3 while [16] focused on C2. Second, we can provide an -optimal solution to an MINLP problem while [16] aimed at developing approximation algorithms.
Energy Costs: While optimizing energy costs in WSNs has been extensively studied [17] , existing work is concerned primarily with routing [18] , MAC protocols [17] , and clustering [19] . With the growing deployment of smart sensors [1] , innetwork data processing, such as data aggregation, has been widely used as a mean of reducing system energy cost by reducing the data volume for transmission.
II. ANALYTICAL MODEL
We represent the network as a directed graph G = (V, E). For simplicity, we consider a tree, with N = |V | nodes, as shown in Fig. 2 . Our framework can be generalized to a general network topology, provided that routes between any given pair of the source and requesting nodes are known. Node v ∈ V is capable of storing S v ≥ 0 amount of data. Let K ⊆ V with K = |K| be the set of leaf nodes, and without loss of generality, let K = {1, 2, . . . , K}. Time is partitioned into periods of equal length T > 0 and data generated in each period are independent of each other. Without loss of generality (W.l.o.g.), we focus on one time period in the remainder of this paper. We assume that only leaf nodes in K generate data. All other nodes in the tree receive and compress data from their children nodes, and either cache or transmit the compressed data to their parent nodes during a period. Our framework can be extended to allow any node besides leaf nodes to be the data source at the cost of additional notational complexity.
Let y k be the amount of data generated by leaf node k ∈ K. Data generated at leaf nodes are transmitted up along the tree toward sink node s, which serves requests for data to the end user. We define QoI as the total amount of data received at the sink node. Let h(k) be the depth of node k in the tree: the sink node is located at level h(s) = 0. We represent a path from node k to the sink node as the unique path
, the sink node) and h k h(k ) k (i.e., the node itself). We denote the per-bit reception, transmission, and compression costs at node v ∈ V as ε v R , ε v T , and ε v C , respectively. Each node h k i along path H k can compress the data generated by leaf node k with a data reduction rate δ k,i , where 0 ≤ δ k,i ≤ 1, ∀i, k. δ k,i is the ratio of the volume of output data from a node to the ratio of volume of input data received by the node from its children nodes, that is, δ k,i = Volume of output data Volume of input data . Here, the reduction rate characterizes the degree to which a node compresses the received data, which plays an important role for determining the QoI.
The larger the value of δ k,i , the lower the compression will be, and vice-versa. The greater the degree of data compression, the larger will be the amount of energy consumed by compression. During time period T , we assume that R k requests are made at sink s for data y k generated by leaf node k. Caching data closer to the sink node can reduce the transmission cost for serving the requests, however, each node only has a finite storage capacity. We study the tradeoff among the energy consumed at each node for transmitting, compression, and caching data.
Denoting the total energy consumption at node v as E v , which consists of reception cost E v R , transmission cost E v T , computation cost E v C , and storage (caching) cost E v S ; it takes the form
In (1), l v (δ v ) captures the energy cost of compression. The above energy consumption models for data transmission, compression, and caching have been used in the literature [1] , [5] , [20] and are suitable for highlighting the energy consumption in a communication network. However, our formulation can be extended to incorporate other energy consumption models as well. Energy consumption increases with the amount of compression performed; hence, we assume that l v (δ v ) is a continuous, decreasing, and differentiable function of the reduction rate. [20] . Moreover, we consider an energy-proportional model [5] for caching, that is, E v S = w ca y v T if the received data y v are cached for a duration of T , where w ca represents the energy efficiency of caching, which strongly depends on storage hardware technology. W.l.o.g., w ca is assumed to be identical for all nodes. For 
as the sum of per-bit reception, transmission, and compression cost at node v per unit time.
For simplicity, we assume that the number of requests for data from node k is constant. We introduce caching variable b k,i , which is one if data from node k are stored along the path H k at node h k i ; otherwise 0. We only allow data to be cached at one node along the unique path between the leaf node and root node. For ease of notation, we denote b k,h(k ) as b k . Let C v denote the set of leaf nodes k ∈ K that are descendants of node v. We also assume that the energy cost for searching for data at different nodes in the network is negligible [1] , [15] . For convenience, let f k,h(k ) f k and δ k,h(k ) δ k . Parameters used throughout this paper are summarized in Table I .
III. ENERGY EFFICIENCY OPTIMIZATION
In this section, we first define the cost function in our model and then formulate the optimization problem. Data produced by each leaf are received, transmitted, and possibly compressed by all nodes on the path from the leaf node to the root node, consume energy
where j m =i δ k,m := 1 if i ≥ j. Here, (3) captures the onetime 3 energy cost of receiving, compressing, and transmitting data y k from a leaf at level h(k) to sink node (level 0). The amount of data received by any node at level i from leaf k is y k (2) captures the reception, compression, and transmission (RCT) energy cost for a node at level i along the path from leaf node k to the sink. Let E R k be the total energy consumed in serving the next (R k − 1) requests. We have
Note that the remaining (R k − 1) requests are either served by the leaf or a cached copy of data y k at level i for i = 1, . . . , h(k). W.l.o.g., we consider node v k,i at level i. If data y k are not cached from v k,i up to the sink node (level 0), that is, b k,j = 0 for j = 0, . . . , i, a cost is incurred at node v k,i due to receiving, transmitting, and compressing the data (R k − 1) times, which is captured by the first term in (4) and the second term is 0. Otherwise, the R k − 1 requests are served by a cached copy at v k,i , and the corresponding caching and transmission costs serving from v k,i are captured by the second term in (4), and the corresponding RCT cost from v k,i−1 up to the sink node is captured by the first term. Note that the first time cost of receiving, compressing, and transmitting the data from leaf node to v k,i is already captured by (3) . The total energy consumed in the network is E total
Our objective is to minimize the total energy consumption of the network with a QoI constraint for end users by choosing the compression ratio vector δ and caching decision vector b in the network G. Therefore, the optimization problem is
where h(v) is the depth of node v in the tree. The first constraint in (6b) is the QoI constraint, that is, the total data available at the sink node [1] . The second constraint in (6c) is on what can be cached at each node. The third constraint in (6d) is that at most one copy of the generated data should be cached on the path between the leaf node and the sink node. The fourth constraint indicates that our caching variable b k,i is binary. The optimization problem in (6) is an MINLP problem with M continuous variables, the δ k,i 's and M binary variables, and the b k,i 's, where M = k ∈K h(k).
A. Properties
We first analyze the complexity of the problem given in (6) and show that it is NP-hard.
Theorem 1: The optimization problem in (6) is NP-hard. Proof: We prove the hardness by a reduction from the 0 − 1 Knapsack problem (KP). Given a set of items numbered from 1 up to n, each with a weight w i and a value v i , along with a maximum weight capacity W , let x i represent the number of instances of item i to be included in the knapsack, which is restricted to a maximum non-negative integer value one. Then the KP is defined as
We can reduce the 0 − 1 KP to our problem (6) as follows. Suppose there are a set of data K with K = |K|. Let b k be the number of instances of data k ∈ K in the network where only the sink node (knapsack) has the ability to store data. Each data k can be allocated to the sink node in the network. Let b k ∈ {0, 1} indicate if data k are in the knapsack v or not. We consider the case that the QoI threshold required by the system satisfies γ = k ∈K y k . Therefore, in order to achieve a feasible solution (satisfying the first constraint of (6)), we have δ k = 1,
where v k is the value of data k, and a constant. Note that the value of v k depends on the function of f (·), and we can choose the value of the parameters in f (·) to ensure that v k > 0, ∀k ∈ K. If data k are allocated to the node in the network (i.e., b k = 1), then a constant weight y k is associated with it. There is a maximum weight capacity associated with the node, which satisfies k y k b k ≤ S v .
Without loss of generality, we assume the value of each data satisfies v 1 ≥ · · · ≥ v K . Then, we claim that the KP is feasible if and only if we can store the data achieving the maximal values with the weight constraint satisfied, that is, the optimal objective value of (6) 
First, given a feasible solution to the KP, storing the data in the network with the maximal values satisfying the maximal weight capacity gives a feasible solution to (6) . Furthermore, given a feasible solution to (6) , that achieves the maximal objective values with a maximal weight capacity constraint satisfied gives a feasible KP. Since the KP problem is NP-hard, the optimization problem (6) is NP-hard.
Remark 1: The objective function E total defined in (6) is monotonically increasing in the number of requests R k for all k ∈ K provided that δ and b are fixed.
Notice that (3) is independent of R k and (4) is linear in R k , and its multipliers are positive. Hence, for any fixed b and δ, (5) increases monotonically with R k .
Remark 2: Given a fixed network scenario, if we increase the number of requests R k for the data generated by leaf node k, then these data will be cached closer to the sink node or at the sink node, if there exists enough cache capacity, to reduce the overall energy consumption.
For fixed δ, observe from (4) that energy consumption decreases when the data are cached closer to the root as nodes deep in the tree do not have to repeatedly transmit the data after the first request.
B. Relaxation of Assumptions
In our model, we make several assumptions for the sake of simplicity. In the following text, we discuss the relaxation of these assumptions.
While we assume that the network is structured as a tree, this assumption can be easily relaxed as long as there exists a simple fixed path from each leaf node to the sink node. The tree structure represents a simple topology that captures the key parameters in the optimization formulation without the complexity introduced by a general network topology. Furthermore, for simplicity, we assume all parameters across the nodes are identical, which is not necessary as seen from the cost function. We also assume that only leaves generate data. However, our model can be extended to allow intermediate nodes to generate data at the cost of additional complexity. Finally, rather than having a constant R k , we can generalize our approach to the case where R k is stochastic, for example, it is drawn from a distribution such as a Zipf distribution [5] .
IV. VARIANT OF SPATIAL BRANCH-AND-BOUND ALGORITHM
We present a variant of the V-SBB. Instead of solving the MINLP problem in (6) directly, we reformulate the MINLP (6) into a standard and equivalent form, which is needed by the V-SBB, by using an approach called symbolic reformulation [21] that is suitable for small problems. We omit the details here due to space constraints and refer readers to [22] for a detailed discussion.
Remark 3: The number of variables in the symbolic reformulation is O(n 2 ), where n = 2M is the number of variables in the original formulation.
From [23] , a way to transform an optimization problem into a standard form is through basic arithmetic operations on the original variables. To be more specific, any algebraic expression results from the basic operators including the five basic binary operators, that is, addition, subtraction, multiplication, division and exponentiation, and the unary operators (i.e., logarithms,
Algorithm 1: Variant of Spatial Branch-and-Bound (V-SBB).
Step 1: Initialize φ u := ∞ and L to a single domain etc.) Therefore, in order to construct a standard problem consisting of simple terms using these binary or unary operations, new variables are added, corresponding to these operations. From the symbolic reformulation process [21] , [23] , [24] , any additional variable results from the basic operations applied to two (including possibly the same) original variables or added variables. Hence, based on the basic operations, there are at most n 2 combinations of these variables, given that there are n variables in the original problem (6) . Therefore, the number of added variables in the symbolic reformulation is in the order of O(n 2 ).
A. Variant of Spatial Branch-and-Bound Algorithm
In contrast with the conventional spatial branch and bound (SBB), our newly proposed V-SBB eliminates the boundtightening steps. This takes care of two issues in the SBB: 1) The bound tightening step does not always guarantee faster convergence and 2) removal significantly reduces the computational complexity of the algorithm. Algorithm 1 gives an overview of the V-SBB.
Let us briefly describe the key steps below. A detailed explanation of each step is given in [22] .
Step 2: We use the least lower bound rule 4 to select a subregion R from L among all feasible subregions. This lower bound is obtained by solving a convex relaxation of the reformulated problem. McCormick linear overestimators and underestimators [25] are used to obtain the convex relaxation for the bilinear terms (bt) and linear fractional terms (lft). Denote the optimal solution of this subregion as φ R,l . Note that if the convex relaxation is infeasible or the obtained lower bound is greater than the current upper bound φ u , we move to Step 5; otherwise, we move to Step 3.
Step 3: We compute an upper bound φ R,u for the subregion R using a local MINLP solver such as Bonmin [8] . If this upper bound cannot be obtained or is greater than φ u , we move to Step 4. Otherwise, we set it as the current best solution φ u , and delete all other subregions that have larger lower bounds than this region's upper bound. If the difference between the upper and lower bounds for this subregion is within the -tolerance, we delete this subregion by moving to Step 5; otherwise, move to Step 4.
Step 4: Known as the branching step, it is used to select a variable and the corresponding value at which the region is further divided. Here, we use the variable and the value selection rule specified in [21] , under which the variable for the branching decision is the one that causes the maximal reduction in the feasibility gap between the solution of Step 2 and the exact problem. Then, we partition R into R right and R left , and add them into L and delete R. A detailed discussion of the algorithm can be found in [22] .
B. -Global Optimality of V-SBB
Theorem 2: The V-SBB described in Algorithm 1 leads to the -global optimal solution.
Though we have made modifications to obtain our V-SBB algorithm, the proof for -global optimality follows an argument similar to that of the Branch-and-Select method in [26] . We present the proof in [22] for completeness.
The V-SBB algorithm is assumed to be run in the cloud or on a central node with an abundant power supply. All of the required information is provided to the central entity, which determines the optimal compression rates and caching decisions, and then provides them to the tree nodes for operation. That is, we do not consider energy consumption for solving the optimization problem in this work.
V. EVALUATION
We evaluate the performance of our joint communication, compression, and caching (C3) optimization framework through a series of experiments on several network topologies as shown in Fig. 3 . Our goal is to study the performance of C3 and assess the improvement in energy efficiency that can be achieved by considering jointly the C3 costs when compared with only optimizing C2 cost. While highlighting the performance gain is valuable, characterizing the performance of C3 for different settings and parameters, and obtaining the optimal caching locations and data compression rates is also of importance. We also compare the performance of our V-SBB algorithm with several existing MINLP solvers (methods).
The highlights of the evaluation results are as follows. 1) Our C3 joint optimization framework improves energy efficiency by as much as 88% compared to the C2 optimization over communication and computation, or communication and caching. This reveals the significance of jointly considering the C3 energy costs for networks with limited energy supply. 2) The improvement in energy efficiency using the C3 framework increases as the number of requests or the network size increase. Furthermore, as expected, data that have the largest number of requests are cached at the sink node or closer to the sink node in order to reduce communication costs. 3) In comparison with different MINLP solvers, the V-SBB algorithm obtained an -global optimal solution. We vary the network parameters and find that the V-SBB is able to obtain a feasible solution for all settings. Existing solvers such as the SCIP, Baron, Bonmin, and Antigone are faster in obtaining solutions. However, they are either not able to obtain solutions in some of the settings or they provide an objective value higher than that obtained by our algorithm, particularly for the low QoI threshold γ.
A. Methodology
To highlight the improvement in energy consumption by the C3 framework when compared with that in C2, we define energy efficiency as
where E total * (C3) and E total * (C2) are the optimal energy costs under the C3 optimization framework in (6) and the C2 optimization, respectively. E reflects the reduction of energy consumption for the C3 over the C2. While the increase in energy efficiency using the C3 framework is noteworthy, characterizing the magnitude of the improvement and the parameters that significantly impact the energy efficiency are important. Such characterization identifies the operation regions for the network and accordingly facilitates development of heuristic algorithms for specific operation regions. Setup: We implement the V-SBB in Matlab on a Core i7 3.40 GHz CPU with 16-GB RAM. Existing MINLP solvers like Bonmin, NOMAD, and GA, are implemented with Opti-Toolbox [28] , while Baron and Antigone are implemented in GAMS. We summarize the characteristics of these solvers in Table II . Note that these solvers can be applied directly to solve the original optimization problem in (6) , while our V-SBB solves the equivalent problem obtained through symbolic reformulation. The required reformulation is executed by a Java-based module and we derive the bounds on the auxiliary variables. The V-SBB terminates when -optimality is obtained or a computation timer of 7200 s expires. When the timer expires, the last feasible solution is taken as the best solution. We set = 0.001 in our study. Our simulation parameters are provided in Table III , which are the typical values used in the literature [1] , [17] , [29] . For the results shown in Tables IV-VII, we vary the QoI threshold value of γ in (6) between 1%, 25%, 50%, 75%, and 100% of the total data produced by all leaf nodes. Fig. 4 shows that energy consumption increases with the number of requests for different network and compression settings. We observe that the total energy cost increases, as the number of requests increases, as reflected in Remark 1. An important observation is that the increase in the energy cost is large initially. However, when data are cached (i.e., when the number of requests reaches ≈ 40), the slope of the energy increase decreases. This is because transmission cost is usually much larger than caching cost (using the energy proportional model for caching [5] ) and once data are cached, the cached copy is used to satisfy other requests.
B. Efficacy of the C3 Framework
We compare the total energy costs under the joint C3 optimization with those under the C2 optimization. We consider two cases for the C2 optimization: 1) Communication and Computation (C2o), where we set S v = 0 for each node to avoid any data caching and 2) Communication and Caching (C2a), where we set γ = k ∈K y k , which is equivalent to δ v = 1, ∀v ∈ V , that is, no computation. Comparisons between C3, C2o, and C2a are shown in Fig. 5 . For the parameters that we used in simulation, the energy cost for the C3 joint optimization is lower than that for C2o optimization for the same parameter setting. This highlights the improvement that can be achieved using the C3 optimization. In other words, although C3 incurs caching costs, it may significantly reduce communication and computation energy costs, which, in turn, brings down total energy cost. Similarly, the C3 optimization outperforms C2a. Energy efficiency (8) is as much as 88% better for C3 optimization over C2. These trends are observed for other network topologies. Fig. 6 shows the improvement of C3 over C2 for a two-node network. Energy efficiency is as much as 70% better for the C3 versus C2. The results for three-node and four-node networks are presented in Tables V and VI.
Remark 4: Note that the above results are based on parameter values typically used in the literature, as shown in Table III . From our analysis, it is clear that the larger the ratio between ε v T and ε v R , ε v C , the larger the improvement provided by the C3 formulation. 
C. Comparison With Other Solution Techniques
We compare the performance of our proposed V-SBB with other MINLP solvers with respect to:
1) Objective Function Value of the Best Solution:
We compare the performance of the V-SBB with several solvers in the literature for the networks in Fig. 3 . The results for two-three-four-, and seven-node networks are presented in Tables IV-VII, respectively. We observe that V-SBB, Bonmin, SCIP, Antigone, and Baron achieve comparable performance for large values of γ, while V-SBB outperforms other algorithms for small values of γ (which will be discussed in detail later). Furthermore, Bonmin and SCIP cannot generate a feasible solution even when it exists for some cases. For the case of Bonmin, there are a number of probable reasons for such a feasibility-related problem: 1) For MINLP problems with nonconvex functions, Bonmin relies on heuristic options and does not guaranteeglobal optimality [30] . The heuristics can cause such problems and 2) The Branch-and-Cut method, used by Bonmin, is based on the outer-approximation (OA) algorithm [31] . For MINLPs with nonconvex functions, OA constraints do not necessarily result in valid inequalities for the problem. Hence, the Branchand-Cut method in Bonmin sometimes deletes search regions where a better solution exists. NOMAD and GA, in general, yield a higher objective-function value than V-SBB does. This is because both NOMAD and GA are based on a stochastic approach that does not guarantee obtaining the -global optimum.
2) Algorithm Runtime: The time taken to obtain the best solution is important in practice. The time an algorithm requires obtaining its best solution as discussed in Section V-C1 is shown in Tables IV-VII. It can be seen that Bonmin, Antigone, Baron, and SCIP (when it is able to provide a solution) are the fastest methods. However, Bonmin and SCIP sometimes cannot find a solution even though it exists. V-SBB takes longer to obtain a better solution, because our reformulation introduces auxiliary variables and additional linear constraints. The reformulation, however, also assists in obtaining an -global optimal solution.
3) Sensitivity: As shown in Tables IV-VII, Bonmin is faster but does not produce feasible solutions in some cases. Recall from (6) that the threshold value of QoI γ determines the acceptable degree of data compression. When the γ value is small, the system can compress much less of the data relative to the cases with large values of γ. For this reason, we further examine the sensitivity of Bonmin performance with respect to Table III , except varying the value of γ. Specifically, for each network topology (a)-(d) in Fig. 3 , we choose the maximal value of γ and then run the Bonmin method for all possible integer values of γ from 1 to the maximal value. That is, the number of tests (cases) for the Bonmin method is equal to the maximal value for each topology. From the results in Table VIII , we see that as the network size grows, the likelihood that the Bonmin method fails to produce a feasible solution increases. For the topology (d) and γ = 4000, the Bonmin method does not yield feasible solutions in 5.4% of the test cases.
Furthermore, from our extensive numerical experiments, Bonmin and Antigone (and Baron to a much less extent) can quickly provide feasible solutions for smaller values of γ, but we observe that the solutions by these techniques are not as good as those by the proposed V-SBB in terms of the objective-function value of the solutions. Specifically for the cases in Table IX , the energy consumption for the V-SBB outperforms Bonmin, Antigone, and Baron by as much as 52.45%, 50%, and 50%, respectively, when searching for an -global optimum. Note that Baron results for γ = 5, 8, and 50 in Table IX represent the best solutions obtained so far by Baron when it reaches the runtime limit of 7200 s (2 h).
VI. CONCLUSION AND FUTURE WORK
We have investigated energy consumption tradeoffs among communication, computation, and caching (C3) with QoI guarantees in communication networks. We first formulated an optimization problem that characterizes the energy costs for communication, computation, and caching. This optimization problem is an MINLP with nonconvex functions, which is hard to solve in general. We then proposed a V-SBB algorithm, which can solve the MINLP with an -optimality guarantee. Numerically, we observed that the C3 optimization, which to the best of our knowledge has not been investigated in the literature, leads to energy reduction as large as 88% compared to either of the widely studied C2 optimizations. Furthermore, we compare the performance of the proposed V-SBB with some of the other solvers and show the V-SBB is a viable and robust approach for handling the C3 framework.
It is worth pointing out that the tree topology is only for the processing and caching of data where the root node is the requesting node of the processed data. It is well possible that the network (e.g., WSN) can have a general connectivity topology, even though the data processing and caching follows the paths specified in the chosen tree topology. Given the tree topology (for processing and caching), it is trivial to relax the assumption made in this paper, which requires data sources be the leaf nodes of the tree. Arbitrary source nodes can be incorporated into the proposed formulation at the cost of additional notational complexity. On the other hand, for a given requesting node, it will be complicated to have a general topology for processing and caching. That is so because, there may be multiple paths from each data source to the requesting node for general topology other than a tree. As a result, parts of the data from a source may be split, routed, and processed along several multihop paths, which makes data integrity and correctness challenging to achieve.
To further this reasoning, as long as there is always a unique path (route) from a data source node to the requesting node of the data, the proposed formulation and the V-SBB solution techniques can be extended and are applicable to general network topology with multiple requesting nodes (i.e., the requesting nodes request different types of data) with arbitrary data source nodes. In this way, the formulation becomes an overlay of multiple processing trees, each defined for one requesting node and one type of data, over a network with general topology. This generalization and extension will be part of our future work on the subject. 
