Abstract Spurious peaks in the site amplification characteristics estimated by horizontal-to-vertical spectral ratios (HVSR) of microtremors can be generated when ground motion is characterized by negligible spectral amplitudes and instrumental/ numerical noise is dominant. In order to individuate HVSR maxima that cannot be safely considered as an effect of actual ground-motion characteristics, a new statistical procedure is proposed. In particular, statistics can be computed with the assumption that random noise is Gaussian. In this case, it results that the proposed statistics are independent from the level of noise and only depends on the procedures adopted for the computations of spectral amplitudes from the monitored signal. In order to use such statistics to discriminate suspect HVSR peaks, its major sampling properties in the case of signal dominated by random noise have been deduced by numerical simulations. An application of this methodology to HVSR measurements carried out at a test site in northern Italy is described and discussed.
Introduction
Microtremor analysis is widely used to evaluate site dynamic response of surface layers during earthquakes. To this purpose, several approaches have been proposed (e.g., Lermo and Chavez-Garcia, 1994) . Promising results have been recently obtained by the application of the horizontalto-vertical spectral ratio technique (HVSR) proposed by Nakamura (1989) . In this approach, for each frequency , the ratio
between vertical (A v ) and horizontal (A h ) spectral amplitudes of microtremors is used to investigate the amplification characteristics at a site of interest. In particular, maxima of the HVSR function q() are assumed to correctly indicate resonance frequencies of soft shallow sediments overlying the bedrock for S waves. This conjecture is supported by empirical, theoretical, and numerical results (Field and Jacob, 1993; Lermo and Chavez-Garcia, 1993; Lachet and Bard, 1994; Lermo and Chavez-Garcia, 1994; Field and Jacob, 1995; Castro et al., 1997) . The HVSR technique has been also successfully applied to the study of structural properties of deep sedimentary basins (Yamanaka et al., 1994; Ibs-Von Seht and Wohlenberg, 1999) and of building resonance properties .
All the applications of the HVSR technique presume that peaks in the q() function are the result of wave-propagation effects. However, in the case that at any value of microtremors are characterized by negligible spectral amplitude, the occurrence of very small values at the denominator of (1) resulting from instrumental or numerical noise (this last introduced during data processing) may occasionally produce spurious peaks in the q() function. In the first part of this article, I show that, for realistic data sets, the occurrence of spurious peaks is characterized by large probabilities. In the second part of the article, I propose a statistical procedure to check the observed HVSR maxima against the hypothesis that they are the result of physically meaningless random noise. An application of such procedure to HVSR measurements carried out in northern Italy will be also discussed.
Spurious HVSR Maxima Produced by Random Noise
The signals monitored along each direction of a threedirectional seismometer can be modeled as the superimposition of actual ground microtremors and instrumental/numerical noise. The last one is here assumed to be Gaussian with zero mean and variance r 2 , representative of the actual noise level, different for each component. In the following, and will represent the noise level on the horizontal and 2 2 r r h v vertical components, respectively. In the case that amplitude of microtremors is very low and random noise dominates registrations, it can be shown (e.g., Priestley, 1981) Kalbfleish, 1985) . The subindexes mЈ and m (degrees of freedom) represent the amount of information used to compute A h and A v , respectively. In general, since horizontal spectral amplitudes are determined by averaging two time series (registered along NS and EW directions) it can be assumed that mЈ ‫ס‬ 2m. If the raw Fourier spectrum is considered, m does not depend on the frequency and can be assumed equal to 2 (Priestley, 1981) . In the case that any smoothing procedure in the frequency domain is adopted to compute A h and A v , m can be greater than 2. In this case, m will become a function of frequency and will depend on the adopted smoothing procedure.
Equation (2) implies that the squared ratio q 2 obtained in the case of purely random noise signal is given by
where f 2m,m is a random variate that follows the Fisher F probability distribution. In the case here considered, this distribution only depends on the degrees of freedom m and is characterized by average
and variance
(e.g., Kalbfleish, 1985) . From equation (3) it can be seen that spurious maxima in the transfer function q can be easily produced by purely random noise. As an example, from 60-sec ground-motion records sampled at 125 Hz, a raw spectrum of 3750 spectral components can be computed for each record. In the case that random noise dominates the experimental signal, equation (3) and relevant statistical properties of Fisher F probability distribution can be used to evaluate the probability of occurrence of large HVSR spurious maxima for the apparent transfer function (1). As an example, in the assumption that r h ഡ r v (i.e., that equal noise level affects vertical and horizontal components), by (3) and by considering the Fisher probability distribution with parameters 4 and 2 (2m and m, respectively, with m ‫ס‬ 2), there is a probability equal to 0.001 that a value q 2 greater or equal than 1000 is obtained by chance from white noise series. The occurrence of values greater or equal to 100 is instead characterized by a probability of 0.01. The binomial probability distribution function (e.g., Kalbfleish, 1985) can thus be used to compute the probability that at least once, such anomalous values of q 2 can occur by chance over the set of computed spectral components. In the extreme case that random noise dominates the whole set of 3750 computed harmonic components, the probability that q 2 Ͼ 1000 and q 2 Ͼ 100 will occur by chance result to be 0.98 and nearly unity, respectively. In the less extreme case that only 10% of harmonic components are dominated by random noise, the same probabilities reduce to 0.32 and 0.98, respectively.
Thus, it exists a very high probability that large spurious values of HVSR could appear by chance in experimental record when spectral amplitude of ground motion is very low and noise due to instrumental features or numerical manipulations is dominant.
A Statistics to Detect Spurious HVSR Maxima
In principle, the level of instrumental noise that affects the monitoring equipment could be assessed experimentally, for example, based on results of shaking table tests for the sensor and considering the performances of cables, amplifiers filters, and A/D converters. However, these estimates, which are peculiar for each instrumental setting, could be difficult to perform and not fully reliable when field experimental conditions are experienced. Furthermore, numerical noise induced by data processing cannot be easily evaluated. Thus, in order to set up a statistical test for the identification of possible spurious maxima in spectral ratios that is independent from the specific experimental apparatus, it could be useful to consider statistics insensitive to the actual level of noise. To do this, the dependence of (3) on such information should be eliminated.
The random variate q 2 can be characterized in terms of population average l(q 2 ) and variance r 2 (q 2 ), where
Both variance and average of q 2 depend on the unknown amount of random noise present on the measured components of ground shaking ( and ). However, the normal-
only depends on the degrees of freedom m. Thus, due to its independence from unknown noise levels, the parameter j m can be used to reveal large HVSR peaks possible effect of Figure 2 . Dependence of empirical probability distribution function P(K m,n Ͻ k m,n ) on the number n of samples as deduced from numerical simulations. 1000 samples have been considered. m is equal to 10, and n ranges from 5 to 100. Figure 1 . Dependence of empirical probability distribution function P(K m,n Ͻ k m,n ) on the number m of degrees of freedom as deduced from numerical simulations. 1000 samples have been considered. n is equal to 5, and m ranges from 10 to 1000.
random white noise independently from the considered experimental apparatus.
Sampling Properties of the Statistics j m
If n estimates {r i } of the HVSR function q are available for the same site, an empirical estimate k m,n of j m can be obtained from
m,n 2 S (r ) n where M n and S n are the empirical average and standard deviation computed from the sample {r i } of HVSR measurements. The comparison of the empirical value k m,n obtained from (7) and the expected value j m given in equation (6) could be used to check the hypothesis that any relative HVSR maximum could be the effect of random noise only (hypothesis Ho). However, since M n and S n only represent sample estimates of l(q 2 ) and r 2 (q 2 ), respectively, the computed value k m,n has to be considered as the realization of a random variate K m,n . In order to make a statistically meaningful check of the Ho hypothesis possible, sampling properties of this random variate should be known. This implies the knowledge of the parent probability distribution function P(K m,n Յ k m,n ), which represents, for each possible value k m,n , the probability that a value assumed by the random variate K m,n resulting from the available set of n HVSR estimates in the hypothesis Ho is lower or equal to k m,n . Equation (6) suggests that the probability distribution function P(K m,n Յ k m,n ) only depends on the degrees of freedom m and on the dimension n of the sample considered for the computation of sample average and standard deviation. By taking this feature into account, a numerical procedure can be adopted to study statistical properties of the distribution function P.
To this purpose, a large number of pseudorandom values distributed following the F distribution with parameters 2m and m can be generated by using standard numerical procedures (e.g., Press et al., 1992) . A number of sets L, each constituted by n elements, are randomly extracted from this sample. For each set, the empirical average and standard deviation can thus be used to compute the relevant k m,n value. In this way a large set of realizations k m,n of the random variate K m,n can be obtained. The frequency distribution of such values can be considered an empirical estimate of the probability distribution function P.
The dependence of P from the number m of degrees of freedom is illustrated by numerical simulations. Figure 1 summarizes results of numerical simulations carried out for L ‫ס‬ 1000, n ‫ס‬ 5, and m ranging from 10 to 1000. These results shows that the average of the empirical probability distribution associated to the variate K m,n increases with m as expected from equation (6). Less obvious is the monotonic increase of the relative dispersion. Numerical results shown in Figure 2 explore the dependence of P on the value of n. In this case, simulations have been carried out for L ‫ס‬ 1000, m ‫ס‬ 10, and n ranging from 5 to 100. It can be seen that when the number n of stacked data sets increases, the dispersion of the empirical probability distribution associated to the random variate K m,n monotonically decreases. This could imply that the discriminant power of the statistics k m,n increases with the dimension of the data set considered.
By using such numerical evaluations, upper and lower tails of the P distribution functions can be estimated. In particular, for fixed m and n, the values and can be These two values can be used to reject the hypothesis Ho at a 5% significance level when n experimental evaluations r i of q are available at a given site. To this purpose, sample averages and standard deviations are computed from the sample of r i values and the corresponding estimate of k is given by using equation (7). In the case that none of the following conditions holds
the hypothesis Ho cannot be excluded at a 95% confidence level, and the estimated HVSR average M(r) has to be considered as suspect.
A Case Study
Microtremor measurements have been carried out in the frame of a survey of site amplification characteristics of a number of localities in northwestern Tuscany (northern Italy) damaged by two strong earthquake that occurred in 1837 and 1920, both characterized by maximum effects of the 10th degree following the Mercalli Cancani Sieberg macroseismic scale (D'Amico et al., 2000) . These HVSR measurements accompanied macroseismic analyses and were aimed at the preliminary selection of sites where significant seismic amplification effects may occur and where detailed studies are necessary for a correct characterization of local seismic hazard. Due to the relatively short time available for the survey, rapid execution of HVSR measurements was mandatory.
Microtremors have been recorded with a tridirectional sensor Lennartz 3D-Lite (1-sec period), connected to a 24-bit digital acquisition unit PRAXS-10 and a personal computer board 486 100 Mhz (Mucciarelli, 1998) . At each site, five microtremor measurements have been performed each for 60 sec at sampling rate of 125 Hz. Since the study has been carried out in the frame of a fast survey of site amplification characteristics, the relatively small number of measurements appeared to be a good compromise between a reasonable sampling and rapid execution. The time series have been corrected for the baseline and for anomalous trends, tapered with a cosine function to the first and last 5% of the signal and bandpass filtered from 0.1 to 20 Hz, with cutoff frequencies at 0.05 and 25 Hz. Fast Fourier transforms have been applied to compute spectral amplitudes for 25 predefined values of frequency equally spaced in a logarithmic scale between 0.1 and 25 Hz (Table 1) . In order to make these amplitudes as representative as possible of the average around the selected frequencies, the raw spectrum has been smoothed using a variable frequency band of ‫%52ע‬ of the central frequency, which ensures energy preservation (e.g., Castro et al., 1990) . The spectral horizontal amplitude A h () has been computed for each preselected frequency as the geometric average of spectral amplitudes obtained for the two horizontal components. Five values of the ratio q() ‫ס‬ A h ()/A v () have been computed for each selected value. These values have been averaged to evaluate the HVSR function at the considered sites.
In the following, HVSR measurements carried out at Castelnuovo di Garfagnana during this survey have been considered. For this small town, located in a intramountain valley characterized by a thin sedimentary cover of fluvial origin, geophysical surveys provided direct indications about local seismic stratigraphy. This allowed an independent check of HVSR amplifications estimates. Two sets of HVSR measurements (Fig. 3) have been carried out nearby the town at two sites located 1 km apart one from the other.
At the first site (site A), two main peaks are evident in the HVSR estimates at the frequencies 1.6 and 5.0 Hz. At the second site (site B), three peaks appear at frequencies 0.3, 1.6, and 4.0 Hz. For A and B sites, further relatively high values of the HVSR function exist around 1.6 and 5 Hz, respectively. However, due to the smoothing procedure adopted in this study, contiguous HVSR values are not statistically independent, and thus, any bias that affects one of them could also affect the nearest ones. Statistical effect of Figure 4 . Values of the statistic k defined in equation (7) (full circles) corresponding to the HVSR values in Figure 2 . Thick lines bound the interval of k values defined in equation (9): when the empirical values of k fall outside these boundaries, the probability that the corresponding HVSR values are the result of random fluctuations produced by random noise is lower than 5%. Empty circles correspond to the maxima in the HVSR estimates in Figure 3 . such contamination is not easy to quantify. Thus, in order to safely apply the statistical test proposed in this article and taking into account that, in general, relative maxima of the HVSR function are only considered to detect possible resonance frequencies (see, e.g., Lachet and Bard, 1994) , secondary HVSR highs have not been considered in the following analysis.
As a first step, the degrees of freedom m associated to each spectral amplitude have been evaluated. Due to the smoothing procedure adopted, m depends on the frequency. In particular, m is increased by two degrees of freedom for each spectral component involved in the smoothing average performed in the frequency domain. Table 1 reports the number m() of degrees of freedom associated to each preselected frequency computed by using the relationship m ഡ int (60 m).
(11) By using built-in functions for pesudorandom number generation and the inverse Fisher F probability distribution function in Microsoft EXCEL '97, the threshold values l k m,n and have been evaluated as described previously for u k m,n L ‫ס‬ 1000, n ‫ס‬ 5, and as a function of frequency (equation 11). Results of these simulations are reported in Table 1 .
As shown in Figure 4 , the values of k corresponding to the maxima at 0.3 (for site A) and 1.6 (for both sites) fall in the range of values expected in the hypothesis Ho and thus cannot be considered as statistically significant (at a 95% confidence level). Only the peaks corresponding to a 4-and 5-Hz resonance frequency, for the sites A and B, respectively, can be considered as significant from the statistical point of view, that is, they cannot be attributed to random noise.
These results appear quite compatible with data coming from a downhole seismic survey carried out in correspondence of the site A. These data indicate that bedrock ( where T o is the one-way travel time for shear waves between the bottom of the unconsolidated layer and the surface (Ibsvon Seht and Wohlenberg, 1999) . In the assumption that the subsoil is constituted by q layers each of thickness h (i) , a rough estimate of T o can be obtained by
in the assumption that assuming that shear waves veloc-
V S ities are constant within each ith layer. In the case considered in this article, the expected fundamental resonance frequency is about 5 Hz. The same value has been obtained by using SHAKE simulation code (Schnabel et al., 1972) . These results appear to be in quite good agreement with HVSR measurements in Figure 2 relative to the 4-to 5-Hz HVSR peaks. Available information about local subsoil does not exclude the presence of further interfaces below 16 m that are possibly responsible for apparent HVSR maxima at 0.3 and 1.6 Hz. Anyway, the suspect character of these maxima, which results from the statistical analysis performed in this study, prevents the consideration of such peaks in the HVSR functions as a reliable a indication that such interfaces actually exist. As is the case with the peak at 0.3 Hz, this conclusion is also corroborated by the consideration that below 1 Hz, sensitivity of Lennartz 3D-Lite sensors rapidly decreases with frequency, making it probable that the spurious HVSR maxima occurs due to lack of signal.
Conclusions
The basic point addressed in this study is that the presence of large spurious peaks in the HVSR measurements of microtremors may occur when spectral amplitude of ground microtremor is very small at any frequency and numerical/ instrumental noise dominates the signal. The presence of such spurious peaks could mask actual maxima of the HVSR function and induce misleading interpretation of microtremor measurements. It has been shown that the occurrence of such spurious maxima is characterized by relatively high probabilities.
In order to individuate HVSR maxima resulting from random noise, an effective statistical procedure is proposed, which is based on few repeated estimates of spectral ratios at the same site. In particular, a statistics k can be computed as the ratio between HVSR average and standard deviation of sampled HVSR values for each frequency of interest. It can be shown that, in the case that the experimental signal is dominated by random noise, the parameter k takes values that are independent from the specific experimental apparatus and only depends on the methodology used to compute spectra from experimental data. Sampling properties of k can be easily deduced by numerical simulations, and thus, by the comparison of empirical and expected values of the statistics k, the statistical significance of measured maxima in the empirical transfer function can be assessed at any fixed level of confidence.
The procedure described in this article does not allow a full distinction between true HVSR peaks and spurious ones. It only aims at the identification of suspect HVSR maxima in which the dominance of Gaussian random noise in the considered signal cannot be ruled out. This does not exclude the possibility that the considered peaks are the result of actual structural properties at the site considered but suggests caution in the possible interpretation of these peaks. In this last case, additional analyses and new independent data are necessary for a correct interpretation of HVSR estimates. Despite this limitation, the preliminary validation of the observed peaks by fast statistical tests can be of great utility in particular during preliminary surveys devoted to the selection of sites to be considered for more detailed analyses.
The proposed procedure has been applied to the analysis of HVSR measurements carried out at a test site in northern Italy. The results obtained have confirmed effectiveness and utility of the proposed test in the frame of fast surveys of site amplification features.
