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Abstract—Deep supervised hashing has emerged as an influ-
ential solution to large-scale semantic image retrieval problems
in computer vision. In the light of recent progress, convolutional
neural network based hashing methods typically seek pair-wise
or triplet labels to conduct the similarity preserving learning.
However, complex semantic concepts of visual contents are hard
to capture by similar/dissimilar labels, which limits the retrieval
performance. Generally, pair-wise or triplet losses not only suffer
from expensive training costs but also lack in extracting sufficient
semantic information. In this regard, we propose a novel deep
supervised hashing model to learn more compact class-level
similarity preserving binary codes. Our deep learning based
model is motivated by deep metric learning that directly takes se-
mantic labels as supervised information in training and generates
corresponding discriminant hashing code. Specifically, a novel
cubic constraint loss function based on Gaussian distribution is
proposed, which preserves semantic variations while penalizes
the overlap part of different classes in the embedding space. To
address the discrete optimization problem introduced by binary
codes, a two-step optimization strategy is proposed to provide
efficient training and avoid the problem of gradient vanishing.
Extensive experiments on four large-scale benchmark databases
show that our model can achieve the state-of-the-art retrieval
performance. Moreover, when training samples are limited, our
method surpasses other supervised deep hashing methods with
non-negligible margins.
Keywords—Deep convolutional neural network, Deep supervised
hashing, Large-scale Image retrieval, Learn to hashing
I. INTRODUCTION
Fast development of internet technologies and recent ad-
vancements in hand-held smart devices have boosted the
visual contents sharing. The convenient access to internet
and interests in socializing platforms have flooded the image
based information contents such as human faces, sceneries,
online products, etc. Such an enormous growth of image
data has paved the way for emerging applications from dif-
ferent domains where the users are interested in retrieving
images from a large-scale collection. Remarkably little has
yet been produced to meet the visual content based retrieval
challenges effectively for large-scale data. Unlike traditional
search engines where retrieval is inherently dependent on
index terms and tags related to images, content based image
retrieval (CBIR) manipulates large multimedia database by
characterizing them based on their respective visual features.
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Recent years have witnessed numerous achievements in
CBIR [1], [2], [3]. In spite of large volumes of retrieval
databases, the approximate nearest neighbor (ANN) searching
methods have rendered satisfiable performances to capture
visual contents with moderate retrieval time. Among many
ANN searching methods, hashing nearest neighbor methods
remain at the top [4]. The superior performance of hashing
methods is credited to robust mapping functions that can
project an instance, such as an image, into a compact binary
code. The resultant binary codes have a shorter distance under
the Hamming metric if their original instances are similar. In
general, hashing methods are considered more effective than
other ANN based methods regarding both searching speed and
memory cost.
Existing hashing methods can be divided into data-
independent and data-dependent ones by considering whether
training data are used. Data-dependent methods are also known
as learning to hashing (L2H). Taking benefits of the training
data, L2H usually achieves much better performance com-
pared with data-independent methods. Hence, the study of
data-dependent L2H methods attracts more attention. Data-
dependent learning to hashing can be further categorized into
unsupervised and supervised methods by considering whether
the supervised information is used. More information about
learning to hashing can be found in the survey paper [4].
Among many supervised learning to hashing methods, deep
supervised hashing, which is based on deep neural net-
work structures, has shown an encouraging ongoing research
progress, with the aim to learn an end-to-end structure that can
directly map images into binary codes. Different from deep
hashing, the classical approach of supervised L2H is generally
composed of two steps: firstly extracting off-the-shelf hand-
crafted features such as HOG [5], GIST [6], SIFT [7] and
variants of SIFT [8], [9], as the input of the hashing learning
procedure; then learning the hashing function based on these
visual features. Obviously, for this kind of L2H methods, the
final performance is influenced not only by the mapping func-
tion, but also by the quality of used visual features. Previous
research efforts on hashing learning such as supervised discrete
hashing (SDH) [10], fast supervised hashing [11] and column
sampling supervised hashing [12] mostly focus on the second
step. By taking feature learning into account, deep hashing
involves the convolution neural network (CNN) structure as a
feature learning part of the hashing learning framework. As
a result, deep hashing usually gives better performance than
classical supervised L2H methods on the image retrieval task.
To achieve better performance and training efficiency, the
following two essential questions need to be fully exploited:
• how to use supervised information to serve the
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2similarity-preserving learning;
• how to effectively solve the discrete optimization prob-
lem introduced by binary codes.
Currently, the widely available supervised information of
image data is the semantic label information. For example,
CIFAR-10 [13] and ImageNet [14] provide single class label
for each image while NUS-WIDE [15] and COCO [16] assign
multiple labels to a single image. Several methods generate
similar or dissimilar pair-wise labels from these available class
labels [17], [18]. That is, two images from the same class
are assigned with the similar label, otherwise they are treated
as dissimilar. Then the pair-wise or ranking (triplet) loss is
used for training [19], [17], [18]. The pair-wise or ranking
(triplet) loss implicitly shows how the supervised information
is used for the similarity preserving learning. However, it is
very expensive to train with the pair-wise or triplet loss because
the number of inputs is the number of training samples to the
power of two for [17] or three for [20], respectively. Besides,
how to sample the training pairs or triplets significantly im-
pacts the final performance [21]. Another common solution
is to directly use the softmax to guide the training process
[22]. Training with softmax is much simpler compared to that
with the pair-wise or ranking loss. But how the softmax serves
the similarity preserving learning is not fully understood. For
example, softmax is used by combining with the pair-wise or
the ranking labels in [23].
The other challenge comes from solving the discrete op-
timization with the binary constraint. Under the scenario of
deep hashing, images are mapped to binary codes in the
form b ∈ {−1,+1}n. Works in [17], [24] directly move
this discrete constraint to a regularization term that minimizes∑n
i=1 ||sign(xi) − xi||22, where xi is the continuous feature
vector generated by the deep neural network. Though this
relaxation is straightforward, it is unfeasible to train the
neural network with standard back-propagation due to all zero-
valued gradient of the sign function for non-zero inputs [18].
Another common approach introduces an active function, such
as sigmoid or tanh, to restrict output within [0, 1] or [−1, 1]
as well as setting hyper parameters to push outputs close to
the saturate parts [18], [22]. Though this method eliminates
the sign function, it faces the vanishing gradient problem due
to the usage of sigmoid or tanh. Specifically, the outputs
are forced to be close to the saturate part where gradients are
extremely small. This problem becomes non-ignorable when
the CNN part has deeper structures.
In this paper, we propose a novel deep supervised hashing
method, which effectively exploits the class label information.
Different from previous deep supervised hashing that uses
similar/dissimilar labels for training, our observation is that
the class labels themselves are more natural and contain
richer semantic concepts than the similar/dissimilar labels.
Meanwhile, directly using the class labels is also beneficial for
training since training with pair-wise or triplet loss function,
which is generated by class labels, is computationally being
expensive [25], [26]. Based on these observations, we develop
a novel loss function which directly uses the class labels
to serve the similarity-preserving learning by punishing the
overlap part among different classes in the embedding space.
Because our model is designed to handle the deep supervised
hashing through class wise level, we call it Deep Class-Wise
Hashing (DCWH). Besides, we extend our model to multi-
label data.
On the other hand, instead of directly solving the discrete
optimization problem, we suggest a two-stage optimization
strategy that guarantees our model can be effectively trained.
From a high level point of view, we first solve an approximate
version of the optimization problem with the hyper cube
constraint. Instead of directly learning a discrete feature space,
we propose first to project images into a hyper cube space,
which is more suitable for the continuous nature of the CNN.
Then, at the second stage, we continue refining our model
to reduce the quantization error. Extensive experiments on
four import benchmark datasets show that our model surpasses
other state-of-the-art deep hashing methods.
To summarize, the main contributions of this paper are as
follows:
• A novel loss function based on the Gaussian model is
proposed to handle the deep hashing learning problem
at the class level. By directly employing class labels, the
new objective function is used to reduce the intra-class
spread mean while enlarge the inter-class gap.
• A two-stage strategy is presented to optimize the discrete
objective function for DCWH. Specifically, the problem
is firstly optimized with the cubic constraint as a sub-
optimal problem and then continues to be refined with
the discrete constraint.
• Experiments on four important benchmark datasets show
DCWH can outperform other state-of-the-art deep hash-
ing methods.
The rest of this paper is organized as follows. Sec II briefly
introduces recent research works in deep hashing and deep
metric learning. The motivation of how we develop the class-
wise model from the pair-wise loss is explained in Sec III.
Based on the motivation, a class-wise deep hashing model
along with the optimization strategy is presented in Sec IV.
In Sec V, extensive experiments is conducted to compare with
other state-of-the-art deep hashing methods. In Sec VI, several
important properties of the proposed model are discussed. The
conclusion and feature works of this paper are drawn in the
final section.
II. RELATED WORKS
In this section, several deep supervised hashing methods are
reviewed. Then, considering that deep hashing can be treated
as a special case of deep metric learning, we briefly discuss
some latest deep metric learning approaches.
A. Deep Supervised Hashing
Recent deep hashing methods combined feature learning and
hashing learning into an end-to-end learning system. The early
work, Convolutional Neural Network Hashing (CNNH) [19]
built a two-stage hashing learning method. The hashing codes
are learned with pair-wise labels in the first stage. At the
second stage, the hashing codes are used to learn feature
3representation. One main drawback of CNNH is that the
representation learning part (the second stage) does not give
feedback to hashing learn part. To overcome the above issue,
deep pairwise-supervised hashing [17] and HashNet [18]
proposed different end-to-end hashing learning approaches
based on pair-wise labels. Besides, DNNH [27] utilized the
triplet ranking loss to guide the hashing learning . How-
ever, training with pair-wise or triplet loss is time-consuming
because of following reasons. First, the extra processing is
needed to generate mini-batch with the pair or triplet structure
[26], [25]. Second, the number of total samples is increased
exponentially. On one hand, not all pairs or triplets can provide
useful information. On the other hand, the data imbalance
problem occurs because there are much more dissimilar pairs
than similar ones [18]. Another shortcoming attracting much
attention recently is that pair-wise or triplet loss does not fully
use the semantic (class) information [28]. Currently, the most
available training data are class-label based data. The pair-wise
or triplet labels are generated from class labels. However the
semantic information cannot be fully presented in such format.
To better use the semantic label information, SSDH [29]
directly uses a softmax classifier to guide the deep hashing
learning. DSRH [30] proposes a method that utilizes triplet loss
hashing stream and classifier stream to perform as multi-task
learning. However, the classifier stream does not impact the
hashing code learning. Deep supervised Discrete Hashing [28]
considers that learned hashing codes should be ideal for
classification. So, in this approach, a classifier loss layer is
added to the hashing layer and co-trained with the pair-wise
loss.
B. Deep Metric Learning
Many existing deep hashing methods are based on the pair-
wise or the triplet loss, which is also used in deep metric
learning. This indicates that deep hashing can be treated as a
special case of deep metric learning, of which the embedding
space is a Hamming space. Recent deep metric learning has
achieved many improvements in both performance and training
efficiency.
Deep metric learning aims to learn a non-linear projection
function which can transform an image from pixel level to a
discriminate space where samples from the same class will
be gathered together, and samples from different classes will
be pushed apart. Different from the classical distance metric
learning which only optimizes the distance metric function
based on existing features, e.g., hand-craft features, the deep
metric learning directly learns from images and generally
can achieve better performance. The pairwise and triplet loss
are widely used in the deep metric learning frameworks and
have been successfully applied to many visual tasks, for
example, fine-grained categorization [31], image retrieval and
deep hashing learning [17], face verification [21], and person
re-identification [32]. The performance of triplet-based deep
metric learning highly relies on the quality of triplet pairs.
Many methods have been proposed to deal with this, for exam-
ple, mining pairs with rich information [21] or containing more
pairs within a mini-batch [33], [34]. The improvement comes
along with a more complicated training process. Different from
considering adding more pairs, the Magnet [25] proposed a
method that punishes the overlap between different clusters.
Though the convergence is shown to be faster than triplet based
methods, it is still very time consuming for generating mini-
batches by retrieving images from adjacent clusters.
III. MOTIVATION: FROM PAIR-WISE TO CLASS-WISE
In this section, we show the motivation how our class-wise
loss is developed from pair-wise loss. The pair-wise [17], [35]
and triplet loss [27], [36], [26] are two widely used approaches
for deep supervised hashing. The main idea of pair-wise
method is to decrease the distance between binary codes of
similar instances and increase the distance between dissimilar
ones. Given a anchor image Xa, the objective function of pair-
wise can be simply formulated as follows:
min
θ
N∑
i=1
{Sa,id(fθ(Xa), fθ(Xi))−(1−Sa,i)d(fθ(Xa), fθ(Xi))},
(1)
where Xi is an input instance, d is a distance metric function
and θ are parameters in the hashing function f . Sa,i is a
pair-wise label, which equals to 1 when the image a and the
image i are similar, otherwise Sa,i equals to 0. Instead of only
considering the relation between two instances, the triplet loss
considers the distance within a triplet structure. That is, for an
anchor instance, the distance to a dissimilar instance should
be larger than the distance to a similar one with a margin
m, which can be treated as a double-pair version of pair-wise
loss. Given an anchor image Xai , a negative (dissimilar) one,
denoted as Xni and a positive (similar) one, X
p
i , are selected to
form a training sample. The hinge loss function of the triplet
is presented as follows:
min
θ
N∑
i=1
max(d(fθ(X
a
i ), fθ(X
p
i ))−d(fθ(Xai ), fθ(Xni ))+m , 0).
(2)
Though the total number of training samples is increased,
not all triplets or pairs can provide useful information. Triplet
selection [21] or hard negative example mining methods are
proposed to deal this problem. As a side product, the training
procedure becomes more complicated. Latest deep metric
learning research works improve performance and training
efficiency by constructing more data relations within one mini-
batch. Work in [34] considered constructing more pairs to
make full use of images in one batch. Quintuplet loss [33]
introduced a quintuplet loss which provides three pairs for a
single anchor image from both cluster and class levels. By
taking the cluster structure within one class into account, the
Magnet [25] proposed a method to punish overlap between
different clusters. A similar point shared by above improve-
ment methods is to construct more pairs for the anchor images.
This observation leads us to think whether the performance can
be further improved by adding more pairs. An extreme case
would be that, given an anchor image, all similar and dissimilar
images from the whole training set are provided to calculate
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Fig. 1: The end-to-end deep hashing framework of DCWH. The center part is a CNN structure shared by both the training and
the query phases.
the loss. This idea can be formulated as follows:
min
θ
N∑
i=1
{
Nis∑
j=1
d(fθ(X
a
i ), fθ(Xj))−
Nid∑
k=1
d(fθ(X
a
i ), fθ(Xk))},
(3)
where Nis is the total number of similar images to the anchor
image, Xai . Nid equals to the total number of dissimilar
ones to Xai . Though this extreme case can provide better
global information, it is not practical for training a CNN.
Because only a few images can be handled within a mini-batch.
Rethinking that similar images defined in semantic retrieval are
the images with the same class label. We rewrite above loss
function as:
min
θ
N∑
i=1

NCa∑
j=1
d(fθ(X
a
i ), fθ(Xj))
−
∑
C 6=Ca
NC∑
k=1
d(fθ(X
a
i ), fθ(Xk))
 ,
(4)
where NC indicates the number of images in class C. Ca is
the class label of the anchor image Xai . If d is an Euclidean
metric, the above optimization problem has the same solution
as:
min
θ
N∑
i=1
||fθ(Xai )− 1NCa
NCa∑
j=1
fθ(Xj)||
−
∑
C 6=Ca
||fθ(Xai )−
1
NC
NC∑
k=1
fθ(Xk)||
 .
(5)
Denote µC = 1NC
∑NC
j=0 fθ(Xj) as the center of class C. A
simple formulation is:
min
θ
N∑
i=1
||fθ(Xai )− µCa || − ∑
C 6=Ca
||fθ(Xai )− µC ||
 ,
(6)
For now, Equation (6) is more practical for training a neural
network. The remain question is how to compute the class
centers. Considering that θ is optimized with stochastic gradi-
ent descent based on the mini-batch, the class centers do not
change dramatically within limited iterations. A simple idea
is that the class centers can be periodically updated. In the
following part, we will formulate our class-wise deep hashing
learning.
IV. DEEP CLASS-WISE HASHING
In this section, a system overview of our model will be given
first. Then Equation (6) will be formulated as a class-wise deep
hashing loss followed by a novel optimization strategy. At the
end of this section, the extension to multi-label data will be
given.
A. System Overview
Figure 1 provides the overview of our system. The whole
system has two phases: training and query. Both phases share
the same convolutional neural network. For the training phase,
the CNN as a feature learning part is trained with our class-
wise loss. After training, an element sign layer is added to
generate hashing codes. By forwarding the database images,
a hashing code database is built. For the query phase, when
receiving a query request, the system produces the query
hashing code by forwarding the query image, then finds the
top nearest images via searching in the hashing code database.
5B. Problem Definition
Given a training set of N labeled samples, denoted as
{xn, yn}Nn=1 belonging to C classes, our goal is to learn a
transformation function denoted as f(xn; Θ) where Θ rep-
resents all parameters in the transformation function and xn
is input data. Specifically, a convolutional neural network is
chosen as the hashing function in our system. By using this
transform function, the original data {xn} are projected to a
point rn ∈ {0, 1}L in a Hamming space with dimension L,
where the intra-class distance is smaller than the inter-class
distance. In other words, samples from the same class is closer
to each other than samples from different classes under the
Hamming metric.
C. Objective Function
Instead of directly using the Euclidean metric in Equation
(6), we make use of a normalized probability model based on
the Gaussian distribution to learn a compact feature space:
P (yn|r(m)n ; Θ) =
1√
2piσm
exp{− 12σ2mD
2(r
(m)
n , µyn)}∑C
i=1
1√
2piσi
exp{− 1
2σ2
i
D2(r
(m)
n µi)}
, (7)
where r(m)n = f(x
(m)
n ; Θ) is a feature vector obtained from
the feature learning part, and xmn represents a sample with
the class label yn = m. Class centers {µi}C1 are updated
using training data periodically. Different {σ2i } can be used
to capture variances of different classes. σ can be adaptively
updated [25] or treated as learnable parameters [37]. In this
paper, all {σi} values are simply set to a fixed value as a
hyper parameter, which performs as a global scaling factor
to control class gaps. The function D is a distance function.
This likelihood function can be interpreted as the normalized
probability assigned to the correct label yd = m given feature
vector r(m)n , M = {µi} and parameters Θ of function f .
By taking negative log-likelihood of the whole given data
set {xn, yn}, the optimization problem can be formulated as
follows:
min
Θ,M
J =− log P (Y |X; Θ,M)
=−
N∑
n=0
log P (yn|x(m)n ; Θ,M)
=−
N∑
n=0
log
exp{− 12σ2D2(r(m)n , µyn)}∑C
i=0 exp{− 12σ2D2(r(m)n − µi)}
.
(8)
Notice that rn ∈ {−1, 1}L and µi ∈ {−1, 1}L are binary
codes with L bits. Since the class label information is directly
used in our approach, we name our method as deep class-wise
hashing (DCWH).
D. Optimization
Due to the binary constraint, the proposed objective function
is a discrete optimization problem. DPSH [17] and SSDH
[22] propose different relaxation strategies to handle this
optimization problem. To avoid directly using sign function,
we propose a two-step strategy. At the first stage, we relax r(m)n
to a hyper cube. Then, at the second stage, we continue refining
our model with the vertex constraint, which pushes points to
the vertexes of the Hamming cube. This constraint is also
known as the quantization error. At the first stage, projected
points {rn} are constrained to move into a hyper cube which is
a little larger than the Hamming cube ( a hyper cube with unit
length). At the second stage, projected points {rn} are pushed
to the vertexes of the Hamming cube. A geometric illustration
can be found in Figure 2.
(a) Stage I: cubic constraint (b) Stage II: vertex constraint
Fig. 2: Geometric interpretation of our two-stage strategy:
at the first stage (a), dragging projected points into a hyper
cube which is a little larger than hamming cube; and at the
second stage (b), pushing projected points to vertexes (dark
blue points) of the Hamming cube. Better viewed in color.
1) Stage I: Establishing with Cubic Constraint: To solve
the optimization problem in Equation (8), the following sub-
optimal problem is considerd first:
min
Θ,M
J1 = −
N∑
n=1
log
exp{− 12σ2 ‖r(m)n − µyn‖22}∑C
i=1 exp{− 12σ2 ‖r(m)n − µi‖22}
subject to rn ∈ [−α, α]L, n = 1, 2, 3, . . . , N,
µi ∈ [−α, α]L, i = 1, 2, 3, . . . , C,
(9)
where M = {µi}Ci=1 and C is number of the total classes,
r
(m)
n = f(xmn ; Θ), and yn = m. α and sigma are hyper
parameters. α is set to be the length of the hyper cube, which
should be slightly larger than the length of the Hamming cube.
According to this requirement, we set α set to 1.1. L is the
length of the hashing code. By adding the cubic constraint as
a regularization term to Equation (9), above problem can be
formulated as follows:
min
Θ,M
J2 =J1 + η1
{
ReLU(−α− r(m)n )
+ReLU(r(m)n − α)
}
,
(10)
where η1 is a regulation term. ReLU is the rectified linear
unit defined as ReLU(x) = max(0, x). {µi} is periodically
6updated as follows:
µi =
1
ni
ni∑
n=1
r(i)n , (11)
where ni is total number of samples from class i. Since J2
is differentiable, we can back propagate the derivative of this
loss during CNN training, and parameters Θ will be optimized.
After converging, we can obtain optimized parameters Θ1 and
class centers M1 = {µi}.
2) Stage II: Refine with Vertex Constraint: At the second
stage, we will push projected points to vertexes of the Ham-
ming cube. After obtaining Θ1 from the first stage as the
initialization, the original optimization can be considered as
follows:
min
Θ,M
J3 = −
N∑
n=1
log
exp{− 12σ2 ‖r(m)n − µyn‖22}∑C
i=1 exp{− 12σ2 ‖r(m)n − µi‖22}
subject to rn ∈ {−1, 1}L, n = 1, 2, 3, . . . , N ;
µi ∈ [−1, 1]L, i = 1, 2, 3, . . . , C.
To solve this discrete problem, we can follow the the solution
suggested in [17]. We set bn = sign(r
(m)
n ) and relax r
(m)
n to
continuous variables. By adding the vertex constraint term, the
discrete problem becomes the following continuous one:
min
Θ,M
J4 = J3 + η2
N∑
d=1
‖bn − rn‖22,
subject to bn ∈ {−1, 1}L, n = 1, 2, 3, . . . , N,
µi ∈ [−α, α]L, i = 1, 2, 3, . . . , C,
(12)
where η2 is a regularization parameter. The {µ}C1 can be also
updated according to Equation (10) . If binary class centers
µi ∈ {−1,+1}L are needed, the updating can be done as
[38]. For each class, we compute the binary representation
from CNN as bmn = sign(r
m
n ). Then we compute the sum for
each class as sm =
∑nm
n=1 b
m
n . Finally, the binary class center
µi can be obtained as follows:
µmk = sign(smk) =
{
+1, if smk ≥ 0
−1, if smk < 0 , (13)
where k is the vector entry and k = 1, 2, 3, . . . , L. This process
is similar to voting for every bit of the binary center within
a class. Above objective function is also differentiable, which
means that we can easily learn parameters of the CNN part
using the back propagation method. The refining stage shares
the same learning framework as Stage I, which is illustrated
later.
The above two stages share the same learning framework.
For each stage, two types of parameters need to be opti-
mized: parameters of neural network Θ and class centers
M = {µi|i = 1, 2, 3, . . . , C}. We propose a simple alternative
learning algorithm as follows:
For Stage I, we use parameters of the pre-trained model to
initialize the CNN. For Stage II, parameters learned in stage
1 are used to initialize the CNN and a small regular η2 is set
for training.
Algorithm 1 Learning algorithm for DCWH
1: Initialize CNN parameters Θ
2: repeat
3: for input samples, compute features {r(m)n }
4: using feature {rmn } to update class centers {µi}
5: using {ui} to calculate the loss function and perform
back propagation to optimize Θ for N iterations
6: until convergence
E. Hashing Codes Generation
After completing the learning procedure, we can use the
trained CNN to generate the hashing code by replacing our loss
layer with an element-wise sign function layer. This process
is illustrated in Figure 1 as the query phase.
F. Extend to the Multi-label Case
Different from single label data, a multi-label instance is
usually assigned to one or several labels or tags. A label
vector l is used to represent the assigned labels. If the c-th
label is assigned to data, lc = 1, otherwise, lc = 0. Given
an instance xn with the label vector ln, the combination of
assigned classes can be treated as a new semantic center. For
example, if an image is denoted with “people”, “dog” and
“cat”, the combination of {people, dog, cat} is considered as
a new semantic center. The new semantic center µˆn for the
instance xn can be obtained as follows:
µˆn =
1∑
lni
C∑
i=1
lniµi,
where i is the vector entry of ln and C is the total number
of classes. µi is the original class center of class i. The loss
function of multi-label case then is formulated as follows:
min
Θ,M
J
=− log P (Y |X; Θ,M)
=−
N∑
n=1
log P (yn|rn; Θ,M) (14)
=−
N∑
n=1
log
h(rn)∑C
i=1(1− lni) exp{− 12σ2D2(rn, µi)}+ h(rn)
,
where h(rn) = exp{− 12σ2D2(rn, µˆn)}. The new semantic
centers µˆn are generated during training. The original class
centers are updated as the single label case but with a weighted
mean manner:
µi =
1
N∑
n=1
lni
N∑
n=1
lni
c∑
i=1
lni
rn. (15)
7G. Comparison with Magnet
Among existing deep metric learning methods, our approach
has similar objective formulation as Magnet [25]. But there is
still some important difference between the two methods. The
loss function of Magnet can be simply written as:
L =
1
MD
M∑
m=1
D∑
d=1log exp{−
1
2σ2 ‖rmd − µˆm‖22}∑
µˆ:C(µˆ)6=C(rm
d
)
exp{− 12σ2 ‖rmd − µˆ‖22}
 , (16)
where rmd is a feature vector belong to cluster m. The cluster
center, µˆm, is estimated based on each batch data as follows:
µˆm =
1
D
D∑
d=1
rmd
The first difference is how to generate mini-batches. Our model
does not rely on specific mini-batch structure, which is as
simple as training with the softmax loss. To generate a mini-
batch for Magnet, one cluster is first randomly selected, then
M − 1 closest clusters will be chosen. D images per selected
cluster will be randomly selected (M ×D in total) to form a
mini-batch. This process is very time-consuming. Secondly,
our model set σ as a hyper parameter and updating class
centers by forwarding training set, both of which are estimated
within a mini-batch for Magnet. Another main difference
is that the loss function for Magnet does not include the
numerator term in the the denominator. By adding numerator
to denominator, our model can maintain inter-class divergence
and perform as a normalized probability.
V. EXPERIMENT
In this section, extensive experiments are conducted to
compare our method with several state-of-the-art deep hashing
methods. Two public single-label datasets are used to evaluate
our model. Two multi-label datasets are used to verify the
effectiveness of our multi-label extension. We divide our exper-
iments into two groups to follow different experiments setting
in DSDH [28] and HashNet [18]. For experiments in Group
I, all images in the database are used as training samples.
For Gourp II, the deep hashing methods are only trained with
1, 0000 images selected from the retrieval database. To conduct
a fair comparison, the results with the same data setting are
directly cited from the original paper. For the single label
datasets, images from the same class are treated as similar.
For the multi-label datasets, images shared at least one same
label are considered as similar. The mean average precision
(MAP) is used to evaluate the retrieval performance.
A. Implementation Details
We develop our DCWH model based on MXNet [39], an
open source deep learning framework. Since the convolutional
neural network structure is not our focus, we simply apply the
GoogLeNet with the batch normalization [37] as our feature
learning part. The pre-trained model on the ImageNet is used
to initialize the CNN part in Stage I. The final fully connected
layer is initialized by the Xavier with the magnitude of 1. We
use the mini-batch stochastic gradient descent with learn-rate
0.001, and 0.0005 weight decay. All images are first resized
to 224×224 pixels then fed for training. Our experiments run
on a single Nvidia GTX-1080 GPU server with 64 images per
mini-batch. η1 and η2 are set to 10 and 0.01 respectively. σ2
for multi-label extension is fixed to 1. The value of σ2 for the
single label model depends on the code length. The values of
σ2 for the single label model are presented in TableI by the
standard cross-validation procedure.
TABLE I: σ2 FOR DIFFERENT BITS
bits 12 16 24 32 48 64
σ2 0.5 0.5 0.5 1 1 2
100 200 300 400 500 600 700 800 900
Number of top returned images
0.934
0.936
0.938
0.940
0.942
0.944
0.946
Pr
ec
isi
on
16
24
32
48
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(b) Precision @Small
Fig. 3: Precision of CIFAR-10.
B. Group I
In this group, we follow the experiment setting in [17], [28].
Two important benchmark datasets: CIFAR-10 [13] and NUS-
WIDE [15] are used to evaluate the performance of several
deep hashing methods. The baseline deep hashing methods
8TABLE II: MAP OF CIFAR-10-FULL. THE RESULTS OF
DPSH∗ IS REPORTED IN [28]. DPSH+ DENOTES THE
RESULTS WITH GOOGLENET. OUR METHOD (DCWH)
ACHIEVES THE BEST PERFORMANCE
MAP of CIFAR-10-Full
Method 16 bits 24 bits 32 bits 48 bits
DCWH 0.940 0.950 0.954 0.952
DSDH 0.935 0.940 0.939 0.939
DTSH 0.915 0.923 0.925 0.926
DPSH 0.763 0.781 0.795 0.807
DSRH 0.608 0.611 0.617 0.618
DPSH∗ 0.903 0.885 0.915 0.911
DPSH+ 0.905 0.902 0.923 0.905
TABLE III: MAP OF CIFAR-10-SMALL. DSPH+ AND
DSHNP ARE BASED ON THE GOOGLENET CITED FROM
[40]. DCWH SURPASSES OTHER STATE-OF-THE-ART AP-
PROACHES WITH A CLEAR MARGIN
MAP of CIFAR-10-Small
Method 12 bits 24 bits 32 bits 48 bits
DCWH 0.864 0.884 0.881 0.887
DSDH 0.740 0.786 0.801 0.820
DPSH 0.713 0.727 0.744 0.757
DTSH 0.710 0.750 0.765 0.774
DQN 0.554 0.558 0.564 0.580
DPSH+ 0.720 0.729 0.745 0.759
DSHNP 0.731 0.758 0.766 0.784
include DSDH [28], DSHNP [40], DPSH [17], DQN [41],
DSRH [30], DTSH [20] and CNNH [19].
1) CIFAR-10: CIFAR-10 [13] is a single label dataset, which
is one of the most widely used datasets for evaluating image
retrieval methods. It has 10 classes, and each class has 6, 000
color images with 32×32 resolution. Following [17], [28], two
experiment settings are considered in our experiment. For the
first setting, we randomly take 1, 000 images per class (10, 000
samples in total) as query images. The rest samples are used
for training. We denote this experiment setting as CIFAR-
10-Full. For the second, 500 images per class are randomly
selected as training set and 100 images per class are randomly
selected as query images. The second experiment setting is
denoted as CIFAR-10-Small. The MAPs for CIFAR-10-Full
and CIFAR-10-Small are evaluated on top 50, 000 and 5, 000
returned neighbors.
TABLE IV: MAP OF NUS-WIDE
MAP of NUS-WIDE
Method 16 bits 24 bit 32 bit 48 bit
DCWH 0.819 0.831 0.832 0.828
DSDH 0.815 0.814 0.820 0821
DTSH 0.756 0.776 0.785 0.799
DPSH 0.715 0.722 0.736 0.741
DRSCH 0.615 0.622 0.623 0.628
DSRH 0.609 0.618 0.621 0.631
TABLE V: MAP OF IMAGENET-100
MAP of ImageNet-100
Method 16 bits 32 bits 48 bits 64 bits
DCWH 0.7817 0.7987 0.8351 0.8490
HashNet 0.4420 0.6061 0.6633 0.6835
DHN 0.3106 0.4717 0.5419 0.5732
DNNH 0.2903 0.4605 0.5301 0.5645
CNNH 0.2812 0.4498 0.5245 0.5538
The MAP results of CIFAR-10-Full and CIFAR-10-Small
are presented in Tables II and III, respectively. It can be found
in Table II that, when there are enough training samples,
DCWH, DSDH, DPSH and DTSH can achieve more than
0.9 MAP. Our method achieves the best performance 0.954
at code length 32, which is 1.4 percents higher than the
best performance achieved by DSDH at 24 bits. For all bits,
DCWH provides the highest performance among all methods.
When training samples are reduced to 500 images per class,
the retrieval performance of several deep supervised hashing
are dramatically decreased. By fully using the semantic label,
the advantage of our method becomes more significant when
training samples are limited. Shown in Table III, DCWH
surpasses other deep hashing methods with a clear margin and
achieves 0.887 MAP at code length 48. For low bit cases, e.g.,
12 bits, our method is significantly better than others deep
hashing models. The average MAP of DCWH is 0.879, which
is 9 percents higher than the average of DSDH’s 0.787. We
further present the precision at different top returned samples
in Figure 3. It shows that our method maintains a stable
precision for both experiment settings.
2) NUS-WIDE: The NUW-WIDE [15] is a multi-label
dataset, which collects around 270, 000 images from
Flickr.com. Every image is annotated with one or several tags
from 81 tags. Following [17], [28], images labeled with 21
most frequent tags are used in this experiment. Moreover, 100
images per tag are randomly selected as query images and the
rest are used for training. The MAP is evaluated based on top
50, 000 neighbors and the results are presented in Table IV. It
can be seen from the table that DCWH achieves the state-of-
the-art performance. The average MAPs of DCWH is 0.827
and the average MAP of DSDH, DTSH and DPSH are 0.818,
0.787 and 0.733 respectively. Our method is better than DSDH,
which uses both the pair-wise and the class label. Compared
with DPSH and DTSH, both of which only use the similarity
label, DSDH and our model achieves higher performance. This
indicates that fully using the semantic label can distinctly
improve the semantic retrieval results.
C. Group II
In the second group of experiments, we follow the exper-
iment setting in HashNet [18]. The main challenge of this
group is that only part of images in database are used for
training the hashing function. This is closer to real application.
We evaluate the performance on other two benchmark image
retrieval datasets: ImageNet [14] and MS COCO [16]. The
results of HashNet, DHN [36], CNNH [19] and DNNH [27]
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Fig. 4: Retrieval results of COCO @48-bit.
TABLE VI: MAP OF COCO
MAP of COCO
Method 16 bits 32 bits 48 bits 64 bits
DCWH 0.7418 0.7762 0.7856 0.7789
HashNet 0.6873 0.7184 0.7301 0.7362
DHN 0.6774 0.7013 0.6948 0.6944
DNNH 0.5932 0.6034 0.6045 0.6099
CNNH 0.5642 0.5744 0.5711 0.5671
are directly taken from [18]. For both experiments, we use the
same image partitions as the HashNet [18]1.
ImageNet [14] is a single-label image dataset for Large
Scale Visual Recognition Challenge (ILSVRC 2015). It con-
tains 1, 000 categories and each category has around 1, 200
images in training sets. As suggested in [18], 100 categories
are randomly selected and all the images in the training set
of these categories are used as the retrieval database. All the
images in validation set are used as query images. Moreover
100 images per class are used for training. The main challenge
of this experiment setting is that the training samples for each
class are very limited (100 images per class). The MAP is
evaluated based on top 1, 000 retrieved images.
MS COCO [16] is a large-scale object detection, segmen-
tation, and captioning dataset. Each image is assigned with
1https://github.com/thuml/HashNet
some of 80 categories. 5, 000 images are randomly selected
from the whole dataset as query images. The rest images are
used as the database and 1, 0000 images are randomly selected
as training points. The MAP is adopted on top 5, 000 returned
images for evaluation.
The MAP results on ImageNet and COCO are presented in
Tables V and VI. For the ImageNet-100, our method achieves
the best MAP, 0.8490 at 64 bits, which is 16.5 percents better
than the best performance achieved by HashNet at the same
bits. At 16 bits, DCWH surpasses HashNet more than 30
percents. The average MAP of our model is 0.8162, which
is 21.7 percents higher than the mean average of HashNet
(0.5987). It clearly shows that our model is better to learn a
compact binary representation compared with other state-of-
the-art methods. At code length 48 bits and 64 bits, our model
is slightly better than HashNet. As for the COCO dataset,
DCWH surpasses the HashNet by 4 to 5 percents, and the
best performance, 0.7856 is achieved at 48 bits. Figure 4
shows four retrieval examples of our model at code length
48 bits. Four query images share one label of person and
other labels are different. If only similar/dissimilar labels are
considered, four query images are similar to each other. With
the help of semantic labels, our system returns more relevant
images. For example, images denoted with person are correct
retrieval results for the first query image. By fully utilizing the
class label information, our system not only returns images of
person, but also retrievals images of person playing tennis,
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which are more user-desired results in terms of semantic
retrieval.
VI. DISCUSSION
A. Performance under NDCG metric
Besides the mean average precision (MAP), Normalized
Discounted Cumulative Gain (nDCG) [42] is another important
metric to evaluate the retrieval performance. We follow the
experiment setting in [43] and verified performance on the
CIFAR-100 [13]. We randomly selected 90% images as train-
ing set and the remaining 10% as the query set. The nDCG
results at top 100 returned images are shown in Table VII.
From this table, it can be found that our method surpasses
SHDH and DPSH with a distinct margin and achieves best
performance with 0.7547 in terms of nDCG, which is higher
more than 11.41 percents compared with previous best one.
TABLE VII: nDCG @100 of CIFAR-100
nDCG @100 of CIFAR-100
Method 32 bits 48 bits 64 bits
DCWH 0.7546 0.7547 0.7506
SHDH[43] 0.6141 0.6281 0.6406
DPSH 0.5650 0.5693 0.5751
B. Performance on Different Stages
To better understand the proposed two-stage optimization
strategy, we evaluate the retrieval results of binary codes and
continuous features on Stage I and Stage II. ImageNet-100 is
used in this experiment as an example dataset. The MAP of
the binary codes are denoted as I-B and II-B, the retrieval
results of continuous features (without the sign function)
are assigned with I-C and II-C. The results are presented
in Table VIII. By comparing the MAP of binary codes, we
find that Stage II helps to reduce the quantization error as
designed. We further plot MAP results in Figure 5 to show the
TABLE VIII: PERFORMANCE ON DIFFERENT STAGES. C
INDICATES THE RETRIEVAL RESULTS OF CONTINUOUS FEA-
TURES (WITHOUT sign). B REPRESENTS THE RESULTS OF
BINARY CODES (WITH sign)
MAP of ImageNet-100
stage 16 bits 32 bits 48 bits 64 bits
I-C 0.8001 0.8105 0.8382 0.8488
I-B 0.7535 0.7724 0.8289 0.8391
II-C 0.7923 0.8020 0.8332 0.8482
II-B 0.7817 0.7987 0.8350 0.8490
performance on different bits. The best performance given by
the continuous features is in Stage I. After refining the DCWH
model with the quantization error (Stage II), the performance
with binary codes increases but the performance of continuous
features slightly decrease. The difference between continuous
and binary codes in Stage II is much smaller than that in Stage
I. In Stage I, it can be observed that the gap between the MAP
of continuous features and the MAP of binary codes becomes
smaller when the dimension (the number of bits) increases.
Part of the reason is that when the dimension is higher, the
“corner part” of the hypercube takes over of the most of the
volume of the hypercube. The projected points have a higher
probability falling into the corner part where the quantization
error is small.
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Fig. 5: Performance on different stages. The second stage
narrows the performance gaps between binary codes and
continous features. When the code lengths is large enough, the
first stage can achieve the close performance to the second.
C. Update Class Centers by Gradient Descent
Instead of periodically updating the class centers {µi} as
shown in Algorithm 1, the class centers also can be treated as
parameters of the CNN and updated every iteration with the
gradient. The derivative of {µi} can be easily obtained from
our objective function. Following [44], [45], the class centers
{µ} are firstly initialized by calculating class centers of train-
ing data then updated by back-propagation. We verified this
idea on CIFAR-10-small and present the results in Figure 6(b)
and the training curve in Figure 6(a). Though DCWH-G
produces slightly lower MAP, it has a close convergence speed
as DCWH and does not need to periodically forward training
set to update class centers. One possible reason why DCWH-
G provides lower MAP is that the class centers updated by
gradient are not as accurate as periodical-updating ones. We
leave the improvement as future work.
D. Impact of σ2
In this section, we experimentally investigate how the hyper
parameters σ influences our model. The CIFAR-10-small is
chosen as the example dataset to conduct the following ex-
periment. We train DCWH with different combinations of bits
and σ2. The MAP results are presented in Table IX. From
the MAP results, it can be observed that 12 bits and 24 bits
work best with σ2 = 0.5 and for 32 bits and 48 bits, the best
choice of σ2 is 1. Setting a large σ2 for a small feature space
can lead to an extremely low MAP. For example, the MAP of
12 bits with σ2 = 3 is lower than 0.20. To explore how σ2
influence the class distributions in the feature space, we fix the
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Fig. 6: Results of Gradient-updating. DCWH-G indicates the
results of gradient updating class centers. It shows that DCWH-
G can achieve the state-of-the-art performance but not as good
as DCWH.
code length to 32 bits and calculate the intra-class variances
and average inter class distances of different σ2 based on the
training data. We randomly choose the four classes and present
the intra-class variances change in Figure 7(a) and the average
inter class distances in Figure 7(b). It can be observed that
with the increasing of σ2, the intra-class variances of all four
classes significantly reduce. Meanwhile, the average inter-class
distances are increased. Given the code length and number of
classes, the selection of σ2 is a trade-off between the inter-class
gap and the intra-class divergence. A small value of σ2 leads
to a large intra-class variance but a vague inter class gap. On
the contrary, slightly large values of the σ2 cause a small intra-
class variance, which makes the feature space hard to capture
the intra-class divergence. In general, the low dimension works
fine with small σ2 and choosing slightly larger σ2 for higher
dimension can produce better results.
TABLE IX: MAP ON DIFFERENT σ2
σ2
CIFAR-10-Small
12 bits 24 bits 32 bits 48 bits
0.5 0.864 0.884 0.839 0.878
1 0.831 0.872 0.881 0.887
2 0.331 0.838 0.865 0.867
3 0.182 0.812 0.845 0.857
E. Convergence Speed
The first stage of our optimization strategy takes over the
most training time. In this section, we show how the length of
codes and the value of σ2 influence the convergence speed of
the first stage. We train our model with different bit lengths
and σ2 on the CIFAR-10-small. First we fix the σ2 = 1, and
plot the training curve of different bits in Figure 8(a). It can
be observed that the model with a long code length converges
faster than that with the shorter one. Then we fix the code
length to 32 bits, and test with different σ2. The training curves
of different bits are shown in Figure 8(b). It clearly shows that
model with large value σ2 converges slower than the small
value of σ2.
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Fig. 7: Intra-class variance and average inter-class distance at
32 bits.
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Fig. 8: Training curves of CIFAR-10-Small.
F. Visualization of Hashing Codes
To better illustrate the quality of hashing codes generated
by DCWH, we use t-SNE [46] to visualize hashing codes in a
2D space. For CIFAR-10, we select 500 images of each class
from the training set and generate 32-bits hash codes with the
model in the experiment on CIFAR-10-full. The results are
shown in Figure 10(a). As for ImageNet, we only selected 10
categories from 100 categories used in the ImageNet-100, and
select 500 images of each class. The visualization is presented
in Figure 10(b) From both figures, we can find that DCWH
learns a discriminant structure in feature space. In this learnt
Hamming space, most of points from the same class can be
12
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Fig. 9: Hard examples of CIFAR-10-Full. “Label” indicates
the class labels of query images.
gathered together and different classes have relatively obvious
inter-class gaps. With such a discriminant feature structure,
retrieval can be completed efficiently and precisely.
(a) CIFAR-10-Full (b) ImageNet-100
Fig. 10: t-SNE visualization of hashing codes. Different colors
indicate points from different classes. In (b), 10 classes are
randomly selected from the ImageNet-100 data set used in the
experiments. Better viewed in color.
G. Hard Example Analysis
In this section, we randomly collect some examples with
lower average precision from experiment group I to analyze
how our system is failed. From Figure 9, it can be seen that
the main challenge of the CIFAR-10 dataset is the tinny size
of target objects and low quality of images. The original size
of images is 32×32, the objects of some image are extremely
small and most detail of object is lost, which makes it hard to
recognize the objects even for humans. Taking the third query
image as an example, the original label of image is “dog”.
Our system retrieves deer images. This result is not correct but
reasonable. Because only the contour of object can be seen,
and the head part in the image looks very similar to deer’s. For
the second case, it is even hard to find where the cat is. To
understand the performance on the NUS-WIDE, we analyze
hundreds of query results and present four hard examples in
Figure 11. One challenge of the NUS-WIDE is the problem of
incomplete labels. The first and the fourth queries both miss
the “person” label, which are the salience parts of images. For
both images, our system returns the images of person. Another
challenge is label overlapping. The second query is denoted
with “flower”. The top five retrial images include “plants”,
“grass”, “tree”. It can be found that “plants” should include
“flowers”, “grass” and “tree”. There are other labels sharing
the same problem, such as “lake”, “ocean” and “water”.
VII. CONCLUSION AND FUTURE WORKS
In this paper, we propose a novel end-to-end deep hashing
model, named as Deep Class-Wise Hashing (DCWH). More
specifically, we first propose a class-wise objective function
to fully using class label information. Then a two-stage opti-
mization strategy is developed to effectively solve the discrete
optimization problem introduced by binary codes. For every
stage, an alternative learning process is proposed to train the
feature learning part. Extensive experiments show that our
method can surpass other state-of-the-art ones in terms of
image retrieval.
For the future work, we will provide a more analytic way
to decide hyper parameters (e.g., {σi}) and conduct further
tests on large-scale data sets. As the proposed method can
effectively learn a discriminant feature space, developing a
more generic model for deep representation learning will be
an important part of future work. Besides the class labels,
the similar/dissimilar labels are also an important type of
supervised information for visual data. Though the desired
supervised information for our model is class-labels, it can
be extended to similar/dissimilar data. Give an anchor image,
K similar images and H dissimilar images are randomly
selected to form a mini-batch. The anchor image and K similar
images are from the same class, and the class center of the
anchor image can be calculated by µˆa = 1K
∑
i∈K ri. The H
images are treated as H different classes centers. The objective
function is changed to
J = −
N∑
a=1
log (17)
exp(− 12σ2D2(ra, µˆa))∑
i∈H exp(− 12σ2D2(ra, ri)) + exp(− 12σ2D2(ra, µˆa))
,
where rn ∈ {−1, 1}L are binary codes with L bits. Using
similar/dissimilar pairs does not need to update the class center,
but extra processes are needed to select images to generate
mini-batches with the specific structure. This extension share
close idea with N-pair deep metric learning [47]. We will
investigate this extension in the future.
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VIII. SUPPLEMENTARY MATERIAL
A. Top 21 tags of NUS-WIDE
The top 21 tags of NUS-WIDE are: mountain beach tree
snow vehicle rocks reflection sunset flowers road ocean lake
plants window buildings grass animal water person clouds sky.
B. Retrieval Results
We presents more retrieval results of CIFAR-10, NUS-
WIDE and ImageNet-100 in Figure 12, Figure 13 and Fig-
ure 14.
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Label Query Top 10 retrieval images
Air-
plane
Truck
Ship
Horse
Horse
Frog
Frog
Fig. 12: Retrieval results of CIFAR-10
17
Query Top 5 retrieval images
reflection, lake,
water, clouds, sky
reflection, sunset, 
lake, water, clouds, 
sky
reflection, lake, 
water, clouds, sky
reflection, sunset, 
lake, plants, water, 
clouds sky 
reflection, lake, 
water, clouds, sky
reflection, ocean, 
water sky 
mountain, rocks 
sky
Mountain, sky mountain mountain, lake, 
water, clouds, sky
mountain, rocks, 
plants, clouds, sky
rocks, lake, sky 
animal animal, beach animal animal animal grass animal, grass
reflection, water water reflection,  water,
sky 
lake, water reflection, lake,  
water
vehicle, water, sky
clouds， sky sunset， ocean，
water， clouds，
sky 
sunset， ocean，
lake， water，
clouds， sky
clouds， sky sunset， clouds sunset， ocean，
water， clouds，
sky
Fig. 13: Retrieval results of NUS-WIDE
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Query label Query Top 5 retrieval images
indigo 
bunting
triumphal 
arch
Car mirror
cock
thatch, 
thatched 
roof
earthstar 
Fig. 14: Retrieval results of ImageNet-100
