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Abstract—Image restoration is a difficult problem due to the
ill-conditioned nature of the associated inverse filtering operation,
which requires regularization techniques. The choice of the corre-
sponding regularization parameter is thus an important issue since
an incorrect choice would either lead to noisy appearances in the
smooth regions or excessiveblurring ofthetextured regions.Inad-
dition, this choice has to be made adaptivelyacross different image
regions to ensure the bestsubjective quality for therestored image.
In this paper, we employ evolutionary programming (EP) to solve
this adaptiveregularization problem by generating a populationof
potential regularization strategies, and allowing them to compete
under a new error measure which characterizes a largeclass of im-
ages in terms of their local correlational properties. The nonavail-
ability of explicit gradient information for this measure motivates
the adoption of EP techniques for its optimization, which allows
efficient search at multiple error surface points. The adoption of
EP also allows the broadening of the range of possible cost func-
tions for image processing so that we can choose the most relevant
function rather than the most tractable one for a particular image
processing application.
Index Terms—Evolutionary computation, evolutionary
programming (EP), image processing, image restoration, regular-
ization.
I. INTRODUCTION
T
HE purpose of image restoration is to extract informa-
tion from a degraded version of the original image given
knowledge of the blur and image characteristics. The process
can be indispensable when the images are difficult to reobtain.
Degradations are usually in the form of blurring due to lens
defocusing, atmospheric turbulence, relative motion, and noise
arising at the imaging system [1].
Due to the ill-conditioned nature of the associated inverse fil-
tering operation [1]–[3], image restoration usually requires reg-
ularization techniques, in which the cost function consists of a
least square term and a so-called regularization term [4]. The
latter is usually specified as a continuity constraint on neigh-
boringgray-levelvalues,andthecontributionofthesetwoterms
isadjustedbyanassociatedregularizationparameter.Ingeneral,
the restoration result is sensitive to the choice of this parameter:
the smooth regions in the image will appear noisy if the param-
eterischosentoosmall,whiletheedgeandtexturedregionswill
appear blurred if it is chosen too large.
In view of this problem, various adaptive regularization tech-
niques have been proposed, where small parameter values are
usedfortheedgeandtexturedregions,whilelargevaluesareas-
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signed to smooth regions. Similar ideas have also been adopted
in the related areas of image filtering and image enhancement
[5], [6]. The local variance is usually adopted as the measure of
local image activity for parameter assignment [2], [7]–[9], and
theregularizationparametersareusuallyspecifiedasdecreasing
functions of the local variance. Different forms of these regu-
larization profiles have been proposed [10], [2], [8]. The main
difficultyassociated with these schemes is thechoice of the par-
ticular form of the profiles: there is usually no suitable criterion
in selecting the shape of the profiles, and extensive experimen-
tationisusuallyrequiredtodeterminetheappropriateprofilefor
a particular restoration task.
In this paper, we address this problem by proposing a new
image model for assigning the local regularization parameters.
This model characterizes the local correlational properties of a
large class of nondegraded images in the form of the probability
distribution of a local correlation factor (to be defined in Sec-
tionII).Giventhis -pdfmodel,theregularizationparametersat
the various image pixel sites can be chosen so that the distribu-
tion of the local values in a restored image matches the model
-pdf closely, i.e., minimizing the difference between the two
distributions. In practice, for comparison with the -pdf model,
we can only approximate the corresponding pdf of the restored
image as a histogram. The resulting nonavailability of an ex-
plicit analytical expression for the associated error measure in
terms of the local regularization parameters precludes the ef-
ficient application of gradient-based algorithms for choosing
the parameters, and necessitates the adoption of more robust
optimization algorithms. In view of this, we have chosen evo-
lutionary programming (EP) as the optimization algorithm to
search for the minimizer of this cost function.
EP [11], [12] is one of the more representative evolutionary
algorithms [11], [13]–[16] which mimic the process of natural
evolution for solving optimization problems. For this class
of optimization algorithms, as opposed to gradient-based ap-
proaches, new search points can be specified without requiring
gradient information. Thus, a wider class of cost functions,
including those where explicit analytical expressions are not
available, can be accommodated. In addition, the instances
of stagnating in local minima are usually reduced due to the
stochastic nature of these algorithms. With regard to image
processing applications, adopting evolutionary algorithms can
allow us to broaden the range of admissible cost functions
which characterize our processing objective so that we can
choose the most relevant function rather than being restricted
to the more tractable ones for a particular application.
This paper is organized as follows. In Section II, we describe
the new image model in terms of the pdf of a local correlation
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factor , and relate this factor to local image feature types such
as textures, edges, and smooth regions. In Section III, we de-
scribe the -pdf error measure associated with the -pdf image
model, and the motivation of adopting EP for its optimization.
In Section IV, we formulate the adaptive regularization problem
in image restoration in terms of an evolutionary search in the
space of regularization strategies, with each of them defining
the shape of a regularization profile. Experimental results are
presentedinSectionV,andconclusionsaredrawninSectionVI.
II. THE CORRELATION FACTOR
The requirement of an effective image model for restoration
applications is such that, if significant deviation from the model
is observed for a certain image, we can conclude that the image
is possibly degraded. In addition, if we are to restore the image,
wecanonlyconcludethattheresultissatisfactoryiftherestored
image again conforms to the model.
To begin, we first consider the gray-level values of pixels in
a local region as independent and identically distributed (i.i.d.)
random variables with variance . If we apply a local
averaging operation to each pixel, the variance of the
smoothed random variables is given by
(1)
where is the covariance matrix
of the random variables in the averaging window,
and is a vectorwith allentries equal to1. The diagonal
structure of the covariance matrix is due to the independence of
the random variables. The i.i.d. assumption above is, in general,
not applicable to real-world images. In fact, we usually identify
a meaningful image with the existence of correlation among its
pixels.Asaresult,theabovei.i.d.caseisgeneralizedasfollows:
we define the multiset , where is
a positive integer and satisfies as the
representation of a partition of the variables in the window
into components. In addition, we assume that all variables
within the th component are correlated with correlation coeffi-
cient , and variables among different components are uncor-
related. Some examples of in a 5 5 window are given in
Fig. 1. For example, we can describe the region around an edge
pixelbythepartition ,where [Fig.1(a)].
In this general case, the variance after averaging is
given by
(2)
where is a correlation factor analogous to in (1). Here,
is a block-diagonal matrix with the following structure:
(3)
Each submatrix is of dimension with
Fig. 1. Different forms of partition P.
the following structure:
... ...
. . .
. . .
...
(4)
Substituting(3)and(4)into(2)andcarryingoutthematrixmul-
tiplication, we can express as follows:
(5)
Asaresult,thefactor in(2)canbeexpressedinthefollowing
form:
(6)
Assuming that for all , which implies positive
correlation among pixels within a single component, the value
of is maximized when , giving in (6),
which corresponds to the previous case of i.i.d. variables. On
the other hand, if we assume for all within a single
element partition , we obtain . Thus, serves
as an indicator of the degree of correlation within the
window. Larger values of indicate low levels of correlation
among pixels, which are usually the cases for textured and edge
regions, while smaller values correspond to smooth regions. To
provide an intuitive grasp of the ranges of corresponding to
various features in the image, we carry out the calculation pre-
scribed in (6) for a 5 5 averaging window.WONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 311
For the configuration in Fig. 1(a) which describes edges with
the partition and further assumes that
for all , we obtain
or from (6). We refer to this value as , which serves
to characterize image edges. On the other hand, if we consider
texture-like features with the number of components ,
like the example in Fig. 1(b), we obtain from
(6), which we designate as . As a result, the factor indicates,
to a certain extent, the identity of the local feature type.
The value of at the th pixel in the image can be estimated
in accordance with (2) as follows:
(7)
In this expression, the quantities and are the sample esti-
mates of the local standard deviations and at the th pixel,
respectively. The small constant in (7) prevents the denomi-
nator value from becoming too small.
III. THE -PDF IMAGE MODEL
In this section, we develop a new image model based on the
previous correlation factor . This model is observed to be ca-
pable of characterizing a large image class, where the primary
structure of the images consists of different smooth regions sep-
arated by edges, and with the possible inclusion of small tex-
tured regions. For this image class, it was observed that the
probability density function (pdf) of the correlation measure ,
which is approximated as a histogram (the histogram), ex-
hibits a characteristic shape. As a result, we can approximate
this characteristic shape using a model, and the local regulariza-
tion parameters can be chosen so that the corresponding his-
togram of the restored image matches the -pdf model closely.
The -pdf of a restored image is, in general, a function of the
adopted local regularization parameter values. However, an ex-
plicit expressiondescribingthisrelationship isnot availabledue
to the requirement to approximate the pdf as a histogram. Thus,
theefficientapplicationofgradienttechniquestothisproblemis
precluded. Although we can approximate the gradient using nu-
merical techniques, the resulting estimate does not necessarily
indicate a good direction for error reduction due to the noisy na-
ture of the error surface, where any change in the local regular-
ization parameter values will lead to different degrees of noise
amplification in various pixels, and will affect the local mea-
sure in unpredictable ways. In addition, the numerical esti-
mation of gradients requires local dense sampling of the error
surface, which is costly in terms of computation requirements
since an image restoration operation has to be performed to ob-
tain each sample. Due to the unreliability of the gradient esti-
mate, the corresponding computational effort can be better uti-
lized by adoptinga globalsearchstrategy where thesamplesare
widelydistributedontheerrorsurfacetoallowsimultaneousex-
ploration of different locations. In view of this, we have chosen
EP as the optimization algorithm to search for the minimizer of
this cost function.
Denoting the probability density function of the correlation
measure , treatedasa randomvariable,as ,wesho wse v-
eral examples of the histogram in Fig. 2. It is noticed that the
histograms peak around , indicating the predominance
of smooth regions. As increases, values of the various his-
tograms gradually decrease, with for , which
is the size of the averaging window used ( in the cur-
rent example). This indicates the smaller proportion of edges
and textured regions. More importantly, it is seen that, although
therearedeviationsbetweenthevarious histograms,theygen-
erally assume a typical shape as shown in Fig. 2. This is in con-
trasttothegray-levelhistogramforimageprocessingwhichcan
assume many different shapes, as seen in Fig. 3(a)–(d), where
the gray-level histograms corresponding to the different his-
tograms in Fig. 2 are shown.
On the other hand, it is observed that the corresponding
histograms after degradation are usually very different from the
nondegraded histograms. Fig. 4 illustrates this by comparing
oneofthe histogramsinFig.2withitsdegradedversion.Inthe
figure,thesolidcurve is theoriginal histogram, and thedotted
curve is the histogram after degradation. It is seen that the rate
of decrease is greater for the latter, indicating a higher degree of
correlationamongthegray-levelvalues.Therefore,onepossible
regularization strategy is to assign the parameters such that the
discrepancies between the histogram of the restored image
and that of the original are minimized.
Due to the similar shapes of the histograms in Fig. 2, it is
possible to capture the essential features of these histograms in
a -pdf model. We choose to model these histograms using a
combination of piecewise Gaussian and exponential functions.
During restoration, we adaptively assign the regularization pa-
rametersinsuchawaythatthe histogramoftherestoredimage
conformscloselytothemodeldensityfunction.Inthiswork,we
adopt the following model for the -pdf:
(8)
In this equation, we use a Gaussian function segment to model
the density function when , and use two exponen-
tial function segments with associated parameters and to
model the tail distribution in the interval . The constant
in the equation is the value of corresponding to the config-
uration in Fig. 1(b), which approximately indicates transition
between edges and textures. We have chosen a 5 5 averaging
window,whichresultsin ,toallowtheapproximatesat-
isfactionoftheconstantvarianceassumptionwithinthewindow
as required in Section II for the formulation of the correlation
measure. The purpose of adopting this three-part equation is to
allow more flexibility in modeling the conditional probabilities
and ,
which respectively indicates the frequencies of edge and texture
occurrences given as functions of and . The
variable in the model controls the rates of decay for the two312 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 4, NO. 4, NOVEMBER 2000
Fig. 2. Different examples of ￿ histogram.
exponentials, and the constant is a normalization factor such
that
(9)
IV. ADAPTIVE REGULARIZATION USING EVOLUTIONARY
PROGRAMMING
In image restoration, we obtain the restored image by iter-
atively minimizing the following constrained least square cost
function [2], [3], [22], which includes a least square term and
the so-called regularization term
(10)
In this equation, denotes the blurred image with its pixel
values lexicographically ordered, is the corresponding
restored image, and represents the point-spread function.
The matrix is a linear high-pass operator on , and is
the regularization parameter. The first term specifies that the
restored image, when reblurred using the same point-spread
function , should be close to the degraded image , while the
second term enforces the continuity of neighboring gray-level
values. The regularization parameter controls the relative
contributions of the two terms in the overall cost function.
The purpose of formulating the model in Section III is to pro-
vide a criterion based on which we can adaptively assign local
regularizationparameters atthe thpixelinsteadoftheglobal
parameter in (10). Formally, we replace the constrained least
square cost function (10) with the following cost function:
(11)
where, instead of a single parameter , we employ a diagonal
weighting matrix defined as follows:
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Fig. 3. Gray-level histograms corresponding to the ￿ histograms in Fig. 2. (a) Histogram 1. (b) Histogram 2. (c) Histogram 3. (d) Histogram 4.
where isthelocalstandarddeviationofthe th
pixel, denotes the total number of pixels, and is
thelocal regularizationparameter atthe thpixel,expressedasa
function of the local standard deviation. In general, the function
can be specified as a suitable monotonically decreasing
function of such that large parameter values are applied to
smooth regions for noise smoothing, and small values are as-
signed to regions with significant gray-level variations for fea-
ture enhancement. Analogous to is a weighting matrix on
the term to allow adaptive processing. It is usu-
ally specified so as to complement the effect of [10], or is
sometimes simply replaced by the identity matrix ,a sw eh a v e
chosen for the current algorithm.
Given the above representation, our objective is to select the
particular form of such that the following -pdf error
measure is minimized as a function of :
(13)
Inthismeasure, denotesthemodel -pdfspecifiedin(8),
and is the -pdf of the restored image conditioned on
the current regularization matrix . The weighting coefficients
are defined as
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Fig. 4. Comparison of the ￿ histograms before and after degradation.
to compensate for the generally smaller contribution of the tail
region to the total probability.
In practice, to evaluate , we have to carry out an
iterative restoration process to obtain a restored image using a
particular . We then evaluate the local correlation factor for
each ,andcounttheoccurrencesofdifferentvaluesof (based
on a suitable discretization of the interval ) to form a
histogram to approximatetheoriginal pdf. As a result,
it is necessary to replace the above integration by a summation
over a suitable discretization of as follows:
(15)
where is the width of each bin in the discretized interval
is the histogram, and is the total number
of bins. Since the histogram records the relative frequencies of
the different valuesof , it involves thecounting of discreteen-
tities, and cannot be expressed directly as a function of in an-
alytical form. As a result, we cannot minimize the overall error
function (15) using gradient-based algorithms, and the EP ap-
proach provides a viable option to minimize this error function.
EP is a population-based optimization algorithm in which in-
dividual optimizers in a population compete against each other
with respect to their capabilities to minimize a particular cost
function [16]. In the current case, we have specified a cost func-
tionintheformof(15).Tospecifytheformoftheindividualop-
timizers, we consider the following regularization profile
which corresponds to the diagonal entries in :
(16)
Equation (16) specifies a decreasing sigmoidal function on the
local standard deviation, which is consistent with our previous
viewthatlarge ’sarerequiredatlow-variancepixelsandsmall
’s are required at high-variance pixels. There are four pa-
rameters in (16): and represent the minimum and
maximum parameter values used, respectively, represents the
offsetof thesigmoidaltransition from theorigin, thus implicitly
defining a threshold that separates the small-variance from theWONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 315
Fig. 5. Illustrating the various parameters of a typical regularization strategy
S .
large-variance regions. The parameter controls the steepness
of the transition. The functions of the various parameters are il-
lustrated in Fig. 5.
More generally, the regularization profile can be designed
such that it is a function of both the local standard deviation
and the local correlation factor at the th pixel, i.e.,
(17)
A possible advantage of this generalized form is to allow the
assignment of different values to edges and textures, which
correspond to different values of , according to their specific
noise-masking capabilities.
Concatenating the four parameters together
with their corresponding self-adaptive strategy parameters
[13] (not to be confused with the local
standard deviation ) into an 8-tuple, we define the following
regularization strategy as the th potential optimizer in the
population:
(18)
In other words, the regularization strategy uniquely spec-
ifies a particular regularization matrix . We can therefore
denote and simply as and
.
Employing the mutation operator as defined for EP [11], we
generate an initial population consisting of strategies, and
apply mutation to each of these to create descendants in each
subsequent generation as follows:
(19)
(20)
(21)
(22)
where denotes a Gaussian random variable with zero
mean and standard deviation . In this way, a new strategy
with components , and is generated. The
strategy parameters are updated according to the following log-
normal adaptation rule:
(23)
(24)
(25)
(26)
where is held fixed across all parameters, while
is generated anew for each parameter. The values
of and are and , respectively, as
suggested in [13], where is the dimension of .
For each , we can, in principle, use it to restore an image,
build up the associated histogram , and evaluate the
-pdf error . Adopting tournament selection [11], we
generate a subset , with cardinality ,
for each by randomly sampling the population times. We
then form the set ,
and define as a score that indicates the
number of in with their associated -pdf error greater than
.
Denoting the current population as , we rank the strate-
gies accordingtodecreasingvaluesoftheirassociatedscores
, and choose the first individuals on the list to be in-
corporated into the new population .
A. Competition Under Approximate Fitness Criterion
Although we can, in principle, implement the selection
as above, the need to perform an iterative restoration for
each strategy is costly in terms of computational require-
ments. We therefore resort to an approximate competition
and selection process where each is used to restore only
a part of the image. Specifically, we associate each strategy
in the population with a subset
, where
is the image lattice. The regions are chosen such
that they form a partition of .
In this way, we can define a quantity by eval-
uating the -pdf error over the subset only. In
orderforthisquantitytocharacterizetheoriginal over
adequately, the subsets should be composed of subre-
gions distributed uniformly throughout the lattice. In addition,
the choice of each association pair and the set of sub-
regions forming each should be randomized in each gener-
ation. As a result, we partition into nonoverlapping square
blocks of size . The set of blocks
is enumerated by the index set , where is the
total number of blocks in . Assume that is an in-
teger, i.e., is a factor of ; we can define each region as
the set , where the set of form a random par-
tition of with for all .
We illustrate this operation in Fig. 6 for a four-member pop-
ulation. The image is divided into 12 subblocks, and each sub-
block is used to form part of for each . This partition will
apply to the current generation only, and a new one is created
forthenextgenerationtoallowadequatesamplingoftheimage.316 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 4, NO. 4, NOVEMBER 2000
Fig. 6. Illustrating the assignment of regions R to S for a four-member
population.
B. Choice of Optimal Regularization Strategy
The next step requires the selection of the optimal strategy
. We can define optimality in several ways. The obvious defi-
nition is tochoose Alternatively,
we can form the subset
of those strategies with the maximum possible score , and
choose one of its members by uniform sampling. However, the
aboveselectionschemesapplyonlywhen reflects
the inherent optimality of , which is not the case here due
to its dependence on the particular assigned region . There
may exist cases where a nonoptimal strategy will result in a
low due to a chance combination of image blocks in
forming .
In view of this, we adopt an alternative definition of opti-
mality which is motivated by the following observation: for
a nonoptimal strategy acquiring a low error in a partic-
ular generation, it is expected that, in later generations, it will
quickly encounter a combination of blocks that results in a
large error due to its low inherent fitness. On the other hand,
for a strategy with high inherent fitness, we expect that the as-
sociated error will be low for a variety of block combinations
in different generations. We therefore choose the survival time
, defined as such that ,a sa
measure of the optimality of . In other words, is the gen-
eration where first appears in the population, and is the
current generation. It is reasonable to assume that a regulariza-
tion strategy with a long survival time is more likely to pos-
sess high inherent fitness, but the optimality of those with short
survival times is yet to be confirmed in later generations. As
a result, it is more reasonable to construct the optimal strategy
based on those in the population with long . Rearranging the
associated survival times of individuals in ascending order,
i.e., , where denotes the
th-orderstatisticofthesequence,wedefinethefollowingcom-
bined regularization strategy:
(27)
where is the strategy associated with . Regarding each
as a vector in , we usually choose such that only
those individuals with high inherent fitness are included in the
above averaging.
In addition, if we possess a priori knowledge regarding de-
sirable regularization strategies in the form of a constraint set
, we can modify the previous averaging procedure to include
this knowledge as follows:
(28)
where is the indicator function of .
Since the construction of is based only on the estimated
-pdf error , it is important that its performance based on
the exact error measure be evaluated before applying
this strategy for the next iteration. Due to the adoption of the
previous approximate competition process, however, this exact
evaluation is required only once for .
Denoting the optimal strategies for the current and previous
iteration as and , respectively, we can adopt
either or for orwecansimplyleavetheimage
unrestoredfor thepresent iteration.In otherwords, representing
the last option as the null strategy , the decision is based on
the exact measure where or .
Denoting an image restored by as , the updated image
as , and the preupdated image as , we adopt the
following decision rule for choosing :
(29)
where . It is seen that the condition
is always satisfied for the
above decision rule. In addition, the adoption of the Gaussian
random variables for mutation ensures a nonzero probability of
reaching the solution in each step. As a result, the convergence
properties of random optimization algorithms described in
[23], [24], which are based on the satisfaction of these two
conditions, are applicable to the current approach. Although the
rate of convergence cannot be established due to the unknown
form of the -pdf error function, it is observed experimentally
that the current algorithm allows convergence to a satisfactory
solution in all of the cases.
It is also seen that, in each decision step, the following
-pdf error terms are evaluated, namely, for all
, and . Since the subregions
form a partition of the image lattice , the evaluation of the
above error terms together requires three restoration operations
on the whole image in each decision step. In other words,
compared with the single operation required in conventional
algorithms, the current approach is approximately equivalent to
three trial-and-error attempts for determining the regularization
parameters. This can be compared with the case of choosing
these parameters empirically, where at least two such attempts
are required, although a greater number of attempts is usually
expected in the absence of specialized parameter selection
algorithms.
V. EXPERIMENTAL RESULTS
The current algorithm was applied to a number of 256 256
images shown in Fig. 7. The parameters of the -pdf imageWONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 317
Fig. 7. Original images. (a) Flower. (b) Lena. (c) Cat. (d) Eagle.
model were chosen as follows: , and
using a 5 5 averaging window. In view of (8),
where it is seen that the conditional probabilities
and can
be specified by and , the current choices of these two pa-
rameters are made by observing the corresponding empirical
conditional probabilities and
for a large class of images with
characteristics as described in Section III. The value
is adopted as the bin width, and is chosen as such that
the -pdf decays by a factor of across each interval if
and if . For the EP algorithm, we
have chosen , a subblock size of 32 32 for , and a
tournament size of in the selection stage.
For comparison, we also include restoration results using
nonadaptive approaches, together with adaptive approaches
using alternative forms of the regularization matrix . In [10],
was defined as follows:
(30)
where is a diagonal matrix with entries specified as
(31)
where denotes the maximum local variance in the image,
and is a parameter to be specified.
In [25], an alternative weighting matrix with entries
was defined as follows:
(32)
where denotes the additive noise variance, and is a param-
eter to be specified.
Following [10], we adopt the following weighting matrix
for the first term in (11):
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The parameter in the above two regularization profiles are
then chosen as in [10] and [26]:
(34)
The adoption of a different definition for is required here to
allow these algorithms to achieve a comparable level of adap-
tivity to the EP approach. This is in view of the restriction im-
posed on the adaptivity of by (34).
In other words, given the specification of in (34), no addi-
tional parameters need to be specified for (31), and one param-
eter is to be specified for (32).
In Fig. 8, we apply the algorithm to the flower image
in Fig. 7(a). The image is degraded by a 5 5 uniform
point-spread function (PSF), and is corrupted with additive
noise at a level of 30 dB BSNR (blurred signal-to-noise ratio)
[3]. The ratio is defined as follows:
BSNR (35)
where and are the variances of the blurred image and
additive noise, respectively.
The degraded image is shown in Fig. 8(a), and the restored
image using the EP algorithm is shown in Fig. 8(f). For
comparison, we also include the same image restored using
alternative algorithms in Fig. 8(b)–(e). Fig. 8(b) shows the
restored image using the Wiener filter [1]. Compared with
Fig. 8(f), blurring and severe ringing at the boundaries can be
observed.Fig.8(c)showstherestoredimageusinganonadaptive
approach, where a single is adopted for the whole image. We
have chosen BSNR according to [27]. We notice the
noisy appearance of the resulting restoration when compared
with Fig. 8(f).
In Fig. 8(d) and (e), we show the restoration results using al-
ternativeadaptiveapproaches.InFig.8(d),weadopttheregular-
ization profile definedin (31). The single parameter required
is determined using (34). It is seen that the restored image ap-
pears blurred due to the possible incompatibility of this profile
with the image, thus indicating the importance of choosing ap-
propriate for a particular image. In Fig. 8(e), we adopt the
alternative profile in (32), where can be adjusted to change
the profile shape. In general, there are no suitable criteria to se-
lect for a particular image. As a result, we tentatively choose
such that the root-mean-square error (RMSE) between the re-
storedandoriginalimageisminimized.ThedefinitionofRMSE
is given by
RMSE (36)
where and denote the original and restored image, respec-
tively. The minimization results in . In other words,
we illustrate the best possible performance using in
Fig. 8(e). As a result, there is a substantial improvement in the
quality of the restored image compared with Fig. 8(d), although
we can notice slight blurring in the textured region when com-
pared with the EP result in Fig. 8(f). Note that this method of
choosing is only possible due to the availability of the orig-
inal image in this case, and is done solely for the purpose of
illustration. In practice, the original image is not available, and
has to be chosen by trial and error.
In Fig. 9, we apply the algorithm to the flower image de-
graded by a 5 5 uniform PSF at an increased noise level of
20 dB BSNR. The degraded image is shown in Fig. 9(a). Sim-
ilar to Fig. 8, we show the restored result using the Wiener filter
in Fig. 9(b). At this increased noise level, the emphasis of the
Wiener filter is on noise smoothing rather than feature enhance-
ment [1], which results in the blurred appearance in Fig. 9(b).
The increased noise level also manifests itself in the more noisy
appearance of the nonadaptive restoration result in Fig. 9(c).
For the adaptive results, we notice in Fig. 9(d), where profile
is adopted, that, similar to Fig. 8(d), the restored image
appears blurred. For Fig. 9(e), we adopt the profile ,
with as in Fig. 8(e). The resulting restoration appears
noisy,whichimpliesthatanoptimalvalueof underaparticular
degradation condition does not necessarily apply to other situ-
ations, and thus another trial-and-error process for determining
is required. This can be compared with our result in Fig. 9(f),
where the adoption of the -pdf error criterion allows the rede-
termination of the relevant parameters through EP.
We also apply the EP restoration algorithm to the image Lena
in Fig. 10. Fig. 10(a) and (b) shows the degraded images using
a5 5 uniform PSF with 30 and 20 dB noise added, respec-
tively. The interpretation of the results is similar to that of the
flower image: Fig. 10(c) and (d) shows the restoration results
using profile for both cases. Similar to the previous ex-
periment, the parameter is optimized for the 30 dB case to
illustrate its best possible performance under this condition. We
observe that the optimized shape does not necessarily apply to
other noise conditions [Fig. 10(d)], which can be compared to
the EP approach where redetermination of the profile is allowed
under different noise conditions [Fig. 10(e) and (f)].
The assignment map for the two images under 5 5
uniform blur are shown in Fig. 11. Fig. 11(a) and (c) shows
the assignment maps under 30 dB additive noise, and Fig.
11(b) and (d) shows the corresponding maps under 20 dB
noise. In all the maps, the darker gray values correspond to
small values, and the brighter values correspond to large
values. In general, the regularization strategy discovered
by the artificial evolutionary process assigns small parameter
values to edge/textured regions. These smaller values in turn
help to bring out more fine details in these regions in the
accompanying restoration phase. On the other hand, large
values are assigned to the smooth regions for noise suppression.
In addition, the maps for the same image are different under
different levels of additive noise: at low-noise levels, the area
over which large values are assigned is small compared
with the corresponding maps under high-noise levels. This
implies that edge/texture enhancement takes precedence over
noise suppression at low-noise levels. On the other hand, for
higher noise levels, most of the areas are assigned large
values, and only the very strong edges and textured regions are
assigned moderately smaller values. We can thus conclude
that, at low-noise levels, the primary purpose is edge/texture
enhancement,whereasforhighernoiselevels,itisnoiseremoval.WONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 319
Fig. 8. Restoration of the Flower image (5 ￿ 5 uniform blur, 30 dB BSNR). (a) Blurred image. (b)–(f) Restored images using (b) Wiener filter, (c) nonadaptive
approach (￿ =1 =BSNR), (d) adaptive approach (b (￿ )), (e) adaptive approach (b (￿ )), (f) EP.
ThiscanalsobeconfirmedfromFig.12,whereweshowplotsof
theregularizationprofilescorrespondingtothe mapsinFig.12
(thelogarithmicplotsareshowninthefigureduetothelargedy-
namic ranges of the parameters). Fig. 12(a) shows the profiles
under different noise levels for the flower image, and Fig. 12(b)
showstheprofilesfortheLenaimage.Itcanbeseenthat,forboth320 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 4, NO. 4, NOVEMBER 2000
Fig. 9. Restoration of the Flower image (5 ￿ 5 uniform blur, 20 dB BSNR). (a) Blurred image. (b)–(f) Restored images using (b) Wiener filter, (c) nonadaptive
approach (￿ =1 =BSNR), (d) adaptive approach (b (￿ )), (e) adaptive approach (b (￿ )), (f) EP.
images,theprofilecorrespondingto20dBnoiseisshiftedtothe
rightwithrespecttothe30dBprofile,whichimpliesalargervalue
ofthethresholdparameter ,andwhichresultsinalargerimage
areabeingclassifiedassmoothregions.Thisagreeswithourpre-
vious conclusion that noise suppression takes precedence over
edge/textureenhancementwhenthenoiselevelishigh.WONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 321
Fig. 10. Restoration of the Lena image (5 ￿ 5 uniform blur). (a)–(b) Degraded images. (a) 30 dB BSNR. (b) 20 dB BSNR. (c)–(f) Restored images using (c)–(d)
adaptive restoration approach (b (￿ )): (c) 30 dB BSNR, (d) 20 dB BSNR. (e)–(f) EP: (e) 30 dB BSNR, (f) 20 dB BSNR.
It is also seen from the figure that pixels with a high local
standard deviation, which possibly correspond to significant
image features, are assigned different values of at different
noise levels. At lower noise levels, the values assigned
at large are seen to be smaller than the corresponding
values at higher noise levels. This is reasonable due to the322 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 4, NO. 4, NOVEMBER 2000
Fig. 11. Distribution of ￿ values. (a)–(b) Flower. (a) 30 dB BSNR (b) 20 dB BSNR. (c)–(d) Lena. (c) 30 dB BSNR. (d) 20 dB BSNR.
possibility of excessive noise amplification at higher noise
levels, which in turn requires higher values of for additional
noise suppression.
We have also applied this algorithm to the cat and the eagle
imageinFig.7(c)and(d).Fig.13(a)and(d)showsthedegraded
images for cat and eagle under 5 5 uniform blur at 30 dB
BSNR. Fig. 13(b) and (e) shows the restored images using a
nonadaptive approach, with BSNR, as before. Fig. 13(c)
and (f) shows the results using the current EP approach. We can
more readily appreciate the importance of adaptive processing
from these additional results.
It is also seen that the highly textured cat image does not
strictly possess those image characteristics described in Sec-
tion III and summarized by the -pdf model. The resulting mis-
match is manifested as slight blurring of the textured regions in
Fig. 13(c). In this case, the current approach compromises be-
tween the adequate preservation of the large areas of textures
and the prevention of excessive noise amplification in the re-
maining smooth regions. In spite of the mismatch, the quality
of the restored image is still acceptable, as can be seen from
Fig. 13(c) and the RMSE results in Table I.
We list the RMSE [defined in (36)] of the restored images
using the current algorithm, together with those of the other al-
gorithms, in Table I. Each RMSE value for the EP algorithm
is evaluated as the mean of ten independent runs (the values in
the parentheses indicate the standard deviation among the dif-
ferent runs). It is seen that, in all of the cases, the mean RMSE
values of the EP algorithm are smaller than the corresponding
values of the nonadaptive approaches. They are also smaller
than the adaptive approaches when profile is used. In
those cases where the alternative profile is adopted, it
is seen that the corresponding RMSE values for the 30 dB cases
are still slightly higher than the EP RMSE values, even though
we have explicitly chosen the profile parameter to minimize
theRMSE.Thisindicatesthatthesingledegreeoffreedomasso-
ciatedwithprofile is,ingeneral,notadequateforadap-
tive regularization, and that more degrees of freedom should be
incorporated as in the EP case. In addition, the current approach
includes a specific criterion to select these multiple parameters
under different degradation conditions. The importance of this
is seen when we apply profile , with the previously op-
timized value of for 30 dB noise, to the 20 dB cases. The re-WONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 323
Fig. 12. Regularization profiles under different noise levels. (a) Flower. (b) Lena.
sulting incompatibility is manifested as large RMSE values in
the corresponding entries in Table I.
We also include the standard deviation associated with each
RMSE value for the EP results over ten independent runs. We324 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 4, NO. 4, NOVEMBER 2000
Fig. 13. Further restoration results (5 ￿ 5 uniform blur, 30 dB BSNR). (a)–(c) Cat. (a) Blurred image. (b)–(c) Restored image using (b) nonadaptive restoration
approach (￿ =1 =BSNR). (c) EP. (d)–(f) Eagle. (d) Blurred image. (e)–(f) Restored image using (e) nonadaptive restoration approach (￿ =1 =BSNR). (f) EP.
can infer whether these variations are acceptable by comparing
their values with the differences in RMSE values between EP
and other algorithms in Table I, where we can see that the
latter values are usually much greater. It was also observed that
there are no noticeable differences between the appearances
of the restored images in different trials. As a result, we canWONG AND GUAN: APPLICATION OF EP TO ADAPTIVE REGULARIZATION 325
TABLE I
RMSE VALUES OF THE RESTORATION RESULTS USING DIFFERENT RESTORATION ALGORITHMS
conclude that these variations are acceptable for the current
problem.
These experimental results focus on a performance com-
parison between the current algorithm and a specific adaptive
regularization approach, where the regularization parameter
is changed according to the local variance. Another possible
variation of the adaptive regularization approach is to adopt
a fixed regularization parameter while generalizing the oper-
ation in (11) such that excessive smoothing at the edges
and textures is avoided. In other words, instead of the linear
operator , we specify a nonlinear operator to achieve
the above-stated objective. Various possible forms for are
described in [28]. The total-variation approach [29] can also
be considered as belonging to this class of approaches, where
a special form of is adopted. It is usually not expected
that a single form of is applicable to images under all
degradation conditions, and that a selection mechanism is
necessary to choose the most suitable form under a particular
condition. Approximating the different forms of using a
family of parameterized functions, we can incorporate this
alternative adaptive regularization approach into the current
EP framework where the previous regularization strategies
in the population can be replaced by a set of parameter
vectors describing the various forms of .
VI. CONCLUSION
We have proposed an alternative solution to the adaptive
regularization problem in image restoration in the form of an
artificial evolutionary algorithm. We first characterize an image
by a model pdf of a correlation measure which characterizes
different feature types such as smooth regions, textures, and
edges. A suitably regularized image is then defined as one with
its corresponding -pdf closest to this model -pdf. In other
words,duringtherestorationprocess,weminimizethedifference
between the -pdf of the restored image, approximated as a
histogram, and the model -pdf. The nonavailability of an
explicit analytical expression for the resulting error measure as
a function of the local regularization parameters motivates the
use of EP as our optimization approach. The population-based
approach of EP provides an efficient method to search for
potential optimizers of irregular cost functions such as the
current -pdf error measure. More importantly, the adoption
of EP has allowed us to broaden the range of cost functions
in image processing to those which may be more relevant
to the current application, instead of being restricted to the
tractable cost functions.
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