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We develop a many-body approach to the behavior of exciton bound states and the conduction electron
band edge in a surrounding electron-hole plasma with a focus on the absorption spectrum of Rydberg exci-
tons in cuprous oxide. The interplay of band edge and exciton levels is analyzed numerically, whereby the
self-consistent solution is compared to the semiclassical Debye approximation. Our results provide criteria
which allow to verify or rule out the different band edge models against future experimental data.
I. INTRODUCTION
Since their first experimental confirmation [1], Rydberg
excitons have enjoyed unbowed interest both experimentally
and theoretically. A variety of features of such electron-hole
bound states with high principal quantum numbers has been
investigated since, including high angular momenta [2], the
behavior in electric and magnetic fields [3], the emergence
of quantum chaos [4], and their interactions [5] as well as
thereby caused giant optical nonlinearities [6], to name only a
few examples.
Recently it has been shown that a surrounding plasma of
free carriers (electrons and holes) has a significant influence
on the absorption spectrum, in particular on the position of
the band edge, even though its density is very low [7]. Our
understanding of magnitude and consequences of this influ-
ence is, however, far from being complete. Some features of
the absorption lines are very little understood as the tempera-
ture dependence of the maximum observable principal quan-
tum number nmax, to name only a prominent example. More-
over, no shifts of the exciton lines could be found so far which
could not be addressed to an insufficient spectral resolution.
The latter one is significantly below 1 µeV and, thus, able to
resolve the expected line shifts at the relevant densities [7].
Note that the lack of measured excitonic line shifts has been
one of the major objections against the “plasma hypothesis” so
far. An ongoing, very careful reanalysis of experimental data,
however, shows that line shifts exist, but the situation turns out
to be quite complex [8]. This is one of the main reasons why
one should calculate the exciton line and band-edge shifts in
the framework of an improved theory selfconsistently.
The behavior of bound states of carriers in a surrounding
plasma has been the subject of well elaborated theories since
decades where both atomic plasmas and electron-hole plas-
mas in semiconductors have been investigated [9–12]. Nat-
urally, the principle effects have been studied at the ground
(1S-)state or at the lower excited states. Here, we aim at much
higher excited states with principal quantum numbers up to
n > 10. The peculiarity of these states is the low binding en-
ergy (which scales, as is known, like n−2) so that they are sit-
uated energetically just below the band edge. These Rydberg
states, therefore, are expected (and, qualitatively, have been
shown [7]) to be extremely sensitive already against very thin
electron-hole plasmas.
While the line shifts are known to be small over a broad
range of densities and well approximated by first order pertur-
bation theory, the band edge shifts much stronger. Therefore
it has to be determined by self-consistently solving an inter-
gral equation, if analyzed on the same theoretical level (dy-
namically screened approximation) as the line shifts. For the
solution of that equation, several approximations are used in
the literature [13].
In the following, we outline a consistent many-body theo-
retical approach to band edge and excitonic line shifts. We
discuss the obtained numerical results with the focus on the
interplay of band edge and exciton states and a comparison
of different approximations for the band edge. The conclu-
sions drawn from that are presented as predictions which have
to be verified by comparison to data from recent and ongoing
experiments.
II. THEORETICAL APPROACH
A. Band edge
The band edge, i.e., the lower edge of the conduction band,
is given by the lowest possible energy for scattering states
of electrons and holes. Therefore, the many-body induced
shift of that quantity should follow from solving the effective
wave equation for electron-hole pairs (Bethe–Salpeter equa-
tion) by inserting the asymptotic wave function of scattering
states [13], ψ(k) = (2pi)3δ(k). One obtains the intuitive re-
sult [14] Ebe = Ee(k = 0) + Eh(k = 0). The dispersions
of electrons and holes read in (self-consistent) quasiparticle
approximation
Ea(k) =
~2k2
2ma
+ ReΣ(k, ω = Ea(k)/~) , a = e,h . (1)
Using the self-energy in dynamically screened approximation
(so-called V s approximation) [13], we get for the band edge
Ebe = Σ
HF
e (0) + Σ
HF
h (0)
+P
∫
d3k
(2pi)3
Veh(k)
∫
d(~ω)
pi
Im ε−1(k, ω)
×
[
nB(ω) + 1
Ebe − ~ω − Ee(k)− Eh(0)
+
nB(ω) + 1
Ebe − ~ω − Eh(k)− Ee(0)
]
(2)
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2with the Hartree–Fock self-energy
ΣHFa (k) = −
∫
d3k′
(2pi)3
Vaa(|k− k′|)fa(k′) (3)
(note that the Hartree term vanishes due to electroneutrality),
the Coulomb potential Vab(k) = eaeb/(ε0εbk2) (εb being
the background dielectric constant) and the Fermi distribution
fa(k) = 1/ (exp [(Ea(k)− µa) /(kBT )] + 1).
The frequency integral can be evaluated [16] leading to
Ebe = Σ
HF
e (0) + Σ
HF
h (0)−
e2
ε0εb
1
(2pi)2
∞∫
0
dk (4)
×
{
[1 + nB(ωe(k))]
[
Re ε−1(k, ωe(k))− 1
]
− kBT
~ωe(k)
[
ε−1(k, 0)− 1]
−4~ωe(k)
kBT
∞∑
j=1
ε−1(k, i2pijkBT/~)− 1(
~ωe(k)
kBT
)2
+ (2pij)2
+ {ωe ↔ ωh}
}
with
~ωe/h(k) = Ebe − Ee/h(k)− Eh/e(0) . (5)
In principle, Eq. (4) has to be solved along with the self-
consistent solution of Eq. (1) and the corresponding equation
for Σ. There are two more or less obvious possibilities to sim-
plify the problem by breaking up the full self-consistency: (i)
If one approximates the quasiparticle energies in the integrand
of Eq. (2) by free-particle energies and correspondingly the
band edge by its unperturbed value of 0, i.e., approximating
~ωe/h(k) = − ~
2k2
2me/h
, (6)
one obtains a closed expression E(0)be . Exactly the same ex-
pression is obtained by applying the rigid-shift approxima-
tion, i.e., replacing the self-energy by a k-independent shift
[12, 17]. Then Ebe in the denominators is given by the sum
of electron and hole rigid shifts which cancel the correspond-
ing terms in the dispersions. (ii) To go one step beyond that
approximation, in Ref. [13] a slightly different approach has
been proposed, i.e., using the same approximations for the
quasiparticle energies but leaving the band edge in ωe/h un-
changed,
~ωe/h(k) = Ebe − ~
2k2
2me/h
, (7)
leading to a self-consistent equation forEbe that can be solved
iteratively (Eiterbe ).
It is important to note, however, that one has to be very
careful to keep the same level of approximation both for band
edge and quasiparticle energies. This condition is violated in
(7) since Ebe consists of just those self-energies which have
been omitted in deriving Eq. (7) from (5). Therefore, we
modify the idea from Ref. [13] by stating that electrons and
holes would contribute equally to the band edge (2) if they had
equal masses. Otherwise it holds at least approximately that
Ee/h(0) ≈ 12Ebe. Inserting this into ωe/h leads to a slightly
modified expression (note the prefactor 1/2),
~ωe/h(k) =
1
2
Ebe − ~
2k2
2me/h
, (8)
leading again to a self-consistent equation forEbe the solution
of which will be denoted by Emodbe lateron.
The approximations given above can be compared to the
semiclassical Debye shift,
EDbe = −
1
4piε0εb
κe2 (9)
with κ being the inverse screening length,
κ2 =
e2
ε0εb
∑
a=e,h
∂na
∂µa
=
e2
ε0εb
∑
a=e,h
na
kBTa
, (10)
the latter relation holding in the nondegenerate (Debye) case.
B. Exciton lines
The exciton energies as well as their wave functions are
the bound state solutions of the effective wave equation (ho-
mogeneous Bethe–Salpeter equation, effective two-particle
Schrödinger equation) [10, 17]. Dividing the two-particle
(electron-hole) Hamiltonian into the part describing the iso-
lated two-particle pair and a part H′ comprising all contribu-
tions of many-body effects, the latter one reads for vanishing
center-of-mass momentum of the exciton
H′ψ(k, ω) = −
∫
d3k′
(2pi)3
×{Veh(|k− k′|) [fe(k) + fh(−k)]ψ(k′, ω)
−Veh(|k− k′|) [fe(k′) + fh(−k′)]ψ(k, ω)
+∆V effeh (k,k
′, ω) [ψ(k′, ω)− ψ(k, ω)]} (11)
with ψ(k, ω) being the excitonic wave function. The effective
potential ∆V effeh is given by
∆V effeh (k,k
′, ω) = Veh(|k− k′|) (12)
×
∞∫
−∞
dω¯
pi
Im ε−1(k− k′, ω¯ + i)
×
{
nB(ω¯) + 1
~ω + i− ~ω¯ − Ee(k′)− Eh(−k)
+
nB(ω¯) + 1
~ω + i− ~ω¯ − Ee(k)− Eh(−k′)
}
,
with nB(ω) = 1/ (exp [~ω/(kBT )]− 1) being the Bose dis-
tribution.
One can identify four fundamental many-body effects in the
electron-hole Hamiltonian (11), (i) phase space occupation
3or Pauli blocking, respectively (second line), (ii) exchange
(Fock) self-energy (third line), (iii) dynamical self-energy cor-
rection (fourth line, first term), and (iv) dynamically screened
effective potential (fourth line, second term) [10, 17]. Using
perturbation theory, the first-order correction to the energy of
an excitonic state is then given by the expectation value ofH′
with the unperturbed two-particle wave functions,
∆E
(1)
nl =
∫
d3k ψ∗(k, ω)H′ψ(k, ω)∣∣~ω=E(0)nl
= ∆EPBnl + ∆E
F
nl + ∆E
DS
nl + ∆E
DP
nl . (13)
For the evaluation of the four expectation values, we factor-
ize the wave function in the usual manner into radial part and
spherical harmonics, ψ(k) = φnl(k)Ylm(ϑ, ϕ). Summarizing
the “static” and the “dynamic” contributions, respectively, one
obtains for the Pauli blocking and Fock contributions
∆EPBFnl = ∆E
PB
nl + ∆E
F
nl (14)
=
e2
ε0εb
1
(2pi)2
∞∫
0
dk
∞∫
0
dk′ kk′ [fe(k) + fh(k)]φnl(k′)
×
{
φ∗nl(k)Ql
(
k2 + k′2
2kk′
)
− φ∗nl(k′)Q0
(
k2 + k′2
2kk′
)}
,
where Pl is the Legendre polynomial and Ql is the Legendre
function of the second kind, Ql(z) = 12
∫ 1
−1 dt Pl(t)/(z − t),
and for the contributions arising from dynamical self-energy
and effective potential [16]
∆EDSPnl = ∆E
DS
nl + ∆E
DP
nl (15)
= − e
2
ε0εb
1
(2pi)2
∞∫
0
dk
∞∫
0
dk′ kk′
1∫
−1
dt
1
k2+k′2
2kk′ − t
×
{
φ∗nl(k)φnl(k
′)Pl(t)− 1
2
[|φnl(k)|2 + |φnl(k′)|2]}
×
{
[1 + nB(ω0(k, k
′))]
×
[
Re ε−1(
√
k2 + k′2 − 2kk′t, ω0(k, k′))− 1
]
− kBT
~ω0(k, k′)
[
ε−1(
√
k2 + k′2 − 2kk′t, 0)− 1
]
−4~ω0(k, k
′)
kBT
∞∑
j=1
ε−1(k, i2pijkBT/~)− 1(
~ω0(k,k′)
kBT
)2
+ (2pij)2
}
with
~ω0(k, k′) = En − ~
2k2
2me
− ~
2k′2
2mh
. (16)
Hereinafter, the dielectric function ε(k, ω) will be used in
the nondegenerate limit of the “random phase approximation”
(RPA). It reads in excitonic (Heaviside) units [18, 19]
Re ε(X,Y ) = 1 +
K2
4X2
∑
a
1∑
j=0
(−1)j Aa(X,Y )
×1F1
[
1,
3
2
;−A
2
a(X,Y )K
2X2
4δa
]
, (17)
Im ε(X,Y ) = −
√
pi
4
K
X3
∑
a
1∑
j=0
√
δa(−1)j
×e−
A2a(X,Y )K
2X2
4δa (18)
with Aa(X,Y ) = δaY/X2 + (−1)j , K2 = ~ωepl/(kBT ),
X2 = ~2q2/(2me ~ωepl), Y = ω/ωepl, δa = ma/me, ωepl is
the electron plasma frequency, (ωepl)
2 = nee
2/(ε0εbme), and
1F1 is the confluent hypergeometric function.
In the static limit, the Hamiltonian (11) gets a simpler form
[13, 20]. Applying in addition the classical (Debye) limit, the
shift (15) turns into
∆EDebyenl = −
e2
ε0εb
1
(2pi)2
∞∫
0
dk
∞∫
0
dk′ kk′ (19)
×
1∫
−1
dt
{
1
k2+k′2+κ2
2kk′ − t
− 1
k2+k′2
2kk′ − t
}
×
{
φ∗nl(k)φnl(k
′)Pl(t)− 1
2
[|φnl(k)|2 + |φnl(k′)|2]} .
Note that the part of the integrand arising from the second
term in the last line (with prefactor 1/2) can be integrated out
providing the well-known Debye shift −κe2/(4piε0εb). For
numerical reasons, it is advisible to perform the numerical in-
tegration on the whole integrand.
III. NUMERICAL RESULTS
Before analyzing the interplay of band edge and exciton
levels, we take a closer look onto the different contributions
to the excitonic line shifts. Figure 1 shows, for 1S- and 2P -
excitons, the contributions ∆EPBFnl , Eq. (14) and ∆E
DSP
nl , Eq.
(15) in dependence on plasma density %eh for a temperature
of T = 10 K. For the 2P -exciton, both contributions to the
shift are negative and of the same order of magnitude. For
the 1S-state, however, ∆EPBFnl is positive and, over a broad
density range, larger than ∆EDSPnl , causing the total shift to
be positive. This behavior is well known from hydrogen as
well as electron-hole plasmas, see, e.g., [13, 20]. At least in
cuprous oxide, it seems to be restricted to the 1S-line. Note
that ∆EPBFnl decreases for higher temperatures and the total
shift becomes negative again.
Going from the 2P -level to higher states, the balance be-
tween both contributions to the shift changes considerably.
Figure 2 shows the contributions for P -excitons of two dif-
ferent principal quantum numbers n (5 and 10) and two dif-
ferent plasma temperatures T (2 K and 10 K) in dependence
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FIG. 1: Contributions to the excitonic line shift for the 1S (blue) and
2P (red) excitons at T = 10 K vs. density %eh. Sum of Fock and
Pauli blocking contributions ∆EPBFnl [Eq. (14)] (dotted) and sum of
the dynamic contributions ∆EDSPnl [Eq. (15)] (dashed). The solid
lines denote the total shift ∆EPBFnl + ∆E
DSP
nl , cf. Eq. (13).
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FIG. 2: Same representation as in Fig. 1, but for the n = 5 (blue)
and n = 10 (red) P -excitons at T = 2 K (thick lines) and T = 10
K (thin lines) vs. density %eh. For obvious reasons, the total shift
∆EPBFnl + ∆E
DSP
nl is not shown.
on plasma density %eh. Since only quite low densities are ex-
perimentally relevant [7], the Fock and Pauli blocking con-
tributions are, both for n = 5 and n = 10, very small com-
pared to those arising from dynamical self-energy and dynam-
ically screened potential, even for the lower temperature of
2 K. While ∆EPBFnl decreases with increasing temperature,
∆EDSPnl increases slightly.
Figure 3 shows the line shifts for several principal quan-
tum numbers in dependence on plasma density for two tem-
peratures. In the depicted density region relevant for the ex-
periments, the temperature dependence of the shifts is obvi-
ously quite weak. Strikingly, the shifts are larger for higher n
while the total energies, of course, decrease with n−2. We will
come back to this point when discussing Fig. 5. A quantita-
tive analysis of the shifts reveals a scaling law of the form
∆Enl ∝ n4%eh for low densities %eh and higher principal
quantum numbers n. The asymptotically linear density de-
pendence agrees with the result obtained by Seidel et al. [13].
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FIG. 3: Total excitonic line shift ∆E(1)nl , Eq. (13), for the n = 10
(solid blue line), n = 12 (green dashed), n = 14 (orange dotted),
and n = 16 (red dash-dotted) P -excitons at T = 2 K (thick lines)
and T = 18 K (thin lines) vs. density %eh.
Let us now turn to the interplay of band edge and exciton
levels. To start with, we look again at the 1S-level. Figure
4 (upper panel) shows band edge and 1S-exciton energy in
dependence on the electron-hole plasma density. The prin-
ciple behavior is well known [9, 17, 21]: The band edge
(black lines) shifts down with increasing density while the ex-
citon level (red lines) remains constant at first due to a wide
compensation of many-body effects. At higher densities, the
compensation becomes incomplete and the level shifts, too
(down or up depends, as discussed above, on quantum num-
ber and temperature). The energetic distance between them,
the effective ionization energy, decreases. At a certain den-
sity, it becomes zero, i.e., the band edge “overtakes” the exci-
ton level which then merges with the continuum states in the
band. The latter vanishing of the level (i.e., the breakup of
the bound state) is usually referred to as Mott effect occurring
at the Mott density. Note that this picture is strongly simpli-
fied and, in particular, does not include spectral broadening
effects [22, 23]. For an in-depth discussion of the Mott effect
see, e.g., [23, 24]. As a consequence of the Mott effect, one
observes the vanishing of the exciton absorption line experi-
mentally [7]. Note that, after the crossing of the band edge
and exciton level curves, the latter ones, of course, lose their
meaning as discrete energy levels.
A further consequence from the Mott effect is a, for low
temperatures, nearly steplike increase of the degree of ioniza-
tion of the plasma from zero (only bound states) to one (fully
ionized) [9], known as Mott transition. The density at which
this transition occurs is often referred to as Mott density, too,
however, both “Mott densities” do not necessarily coincide
(cf., e.g., Ref. [24]).
Comparing 1S- and 2P -states (Fig. 4, upper and lower
panel), we recognize the effect of the different signs of the
line shifts: The 1S-level shifts towards the band edge, while
the 2P -level “runs away” from the band edge. Note that the
2S- and 2P -level shifts differ only weakly, therefore, only the
latter one is shown. The magnitude of the level shifts depends
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FIG. 4: Band edge (black lines) and n = 1 S-exciton level (blue
lines; upper panel) and n = 2 P -exciton level (red lines; lower
panel) vs. density for a carrier temperature of T = 10 K. Approx-
imations for the band edge: Iterative solution of Eq. (2) with (8)
(solid line; Emodbe ) and (7) (dashed; E
iter
be ), explicit result, (2) with
(6) (i.e., zeroth order of iteration; dotted; Ersbe), and Debye approx-
imation (dash-dotted; EDbe). Thick (thin) colored lines denote the
shifted (unperturbed) exciton levels, whereupon the shift is given by
the full dynamic theory (solid) and the Debye limit (dash-dotted).
strongly on the Mott density and, thus, on the applied band
edge model.
While the shift of the exciton level is given by the full dy-
namic solution for ∆E(1)nl , Eqs. (13)–(18), on the one hand
and its Debye limit [see Eq. (19)] on the other hand, several
approximations for the band edge are compared. Here, the
“simpler” models (i) Debye shift EDbe (arising from Eq. (2)
using the classical and static limit (~ → 0, ω → 0) of the
dielectric function (17), (18) and (ii) Ersbe, Eq. (2) with (6)
on the one hand and (iii) the more elaborated approximations
Eiterbe or E
mod
be , Eq. (2) with (7) or (8), respectively, on the
other hand differ largely in magnitude while the qualitative
behavior is the same, cf. both panels of Fig. 4. Obviously, in
these cases, the Debye approximation produces the strongest
shift and, therefore, the lowest Mott density. The two iterative
models deviate on the shown density scale only weakly from
each other and give a significantly higher Mott density, about
one and a half orders of magnitude.
The overestimation of the effective ionization energy reduc-
tion by the Debye approximation is well known, see, e.g.,
[13, 20, 24]. However, in those previous works only the
ground state or some of the lowest excited states have been
considered.
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FIG. 5: Same presentation as Fig. 4, but for several P -exciton levels
[n = 12 (blue lines), 14 (green) and 16 (red)] for a carrier tempera-
ture of T = 10 K.
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FIG. 6: Logarithmic plot of the maximum excitonic line shifts at the
respective Mott density for the n = 10 (blue lines), n = 12 (green),
n = 14 (orange), and n = 16 (red) P -excitons vs. temperature T
using two different approximations: iterative solution of Eq. (2) with
(8) for the band edge and fully dynamic line shift (solid) and Debye
approximation for both quantities (dashed).
A closer look onto a smaller energetic scale just below the
band edge reveals a different sequence of the approximations
for the band edge, see Fig. 5. There the iterative solutions
decrease faster while the Mott effect for the high lying exci-
ton levels occurs at much higher densities using the Debye
and rigid shift models. Here, n = 12, 14, 16 are chosen as
examples. Another remarkable effect is that, on this scale of
energies, both iterative solutions for the band edge, Eiterbe and
Emodbe , differ quite considerably leading, e.g., for n = 12 to
Mott densities which differ by about an order of magnitude.
Figure 5 shows moreover that, although the line shifts at a cer-
tain density increase with n (cf. Fig. 3), the maximum shifts
before disappearing of the lines decrease with n due to the de-
creasing Mott density, as shown in detail in Fig. 6 for Emodbe .
The Debye approximation causes the opposite trend for the
6maximum shifts which are, in that case, nearly independent
on n.
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FIG. 7: Mott density vs. temperature for several P -exciton levels.
Line styles see Fig. 6.
The qualitatively different behavior of the iteratively deter-
mined band edge [we stick to the solution determined by (8)]
becomes apparent once more when looking at the resulting
Mott densities nMott vs. temperature T for several n, Fig. 7.
While the Mott density increases with increasing T in the De-
bye case, the iterated band edge causes a decrease of nMott.
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FIG. 8: Band edge vs. temperature for a carrier density of %eh = 1010
cm−3 (upper panel) and %eh = 1013 cm−3 (lower panel): itera-
tive solution of Eq. (2) with (8) (solid line; Emodbe ) and (7) (dashed;
Eiterbe ), explicit result, (2) with (6) (i.e., zeroth order of iteration; dot-
ted; Ersbe), and Debye approximation (dash-dotted; E
D
be).
In Fig. 8, the different band-edge shifts are depicted in de-
pendence on temperature for two chosen densities. Debye
shift as well as the explicit solution (6) (note that the latter
one is nothing else than the zeroth iteration step of Eq. (2)
with (7) or (8), respectively) decrease with increasing temper-
ature. In contrast, the iterative, i.e., self-consistent, solution
causes the absolute value of the shift to increase with increas-
ing temperature. The analysis of density (cf. Figs. 4 and 5)
and temperature dependence of the band-edge shift reveals a
scaling law of the form Emodbe ∝ %1/4eh T 1/4 for low densities
%eh. This is in contrast to the Debye shift which scales like
EDbe ∝ %1/2eh T−1/2.
The importance of assessing the different band edge ap-
proximations is pronounced again by Fig. 9. It shows band
edge and exciton levels of different principal quantum num-
bers n for a given carrier density and two different tempera-
tures. The highest observable exciton state (quantum number
nmax) in a measurement obviously depends very sensitively
on the band edge model. While nmax decreases for the self-
consistent model (in the shown case from nmax = 8 at T = 2
K to 6 at 20 K), it increases strongly for the Debye model
(here from nmax = 8 at T = 2 K to 12 at 20 K).
FIG. 9: Band edge (black lines) and exciton levels (red lines) vs.
principal quantum number n for a carrier density of %eh = 1013
cm−3 and two temperatures: T = 3 K (upper panel) and T = 20 K
(lower panel). Line styles as in Fig. 8, i.e., solid lines: self-consistent
model, dash-dotted lines: Debye model. Thin red lines denote the
unperturbed exciton levels. Excitons with n lying in the shaded areas
cannot exist in both models (double-shaded) or only in the Debye
model (single-shaded). Note that nmax = 8 for both models (upper
panel) by chance.
7IV. CONCLUSIONS AND OUTLOOK
We have analyzed excitonic line shifts and band edge renor-
malization with special focus on higher lying (Rydberg) P -
excitons in cuprous oxide. We applied a well-established
many-body theoretical approach based on the theory of real-
time Green’s functions for this system which gained a lot of
interest during the last few years. The excitonic line shifts
have been calculated in first order perturbation theory with re-
spect to the perturbation of the bound electron-hole state by
many-body effects induced by the surrounding free carriers
(electron-hole plasma). They are, except for the lowest prin-
cipal quantum numbers, dominated by dynamical screening
effects and, for the P -states, always negative, i.e., cause al-
ways a red shift of the lines.
For the band-edge shift, we have compared several approx-
imations. One of them, a self-consistent, iterative solution,
relies on a proposal by Seidel et al. [13] which has been cor-
rected here. This self-consistently determined band-edge shift
behaves qualitatively different compared to more conventional
approximations like the Debye shift. In particular, the temper-
ature dependence is just reverse to each other.
The vanishing of the exciton lines (i.e., the Mott effect) is,
of course, determined by the interplay of line shift and band-
edge shift. Here, the dependence of the Mott density on tem-
perature and principal quantum number is qualitatively differ-
ent for the different band edge models, too.
The ultimate test of the investigated models can only consist
in comparing to experimental data. There are recent and on-
going experiments in the group of M. Bayer (Dortmund) mea-
suring the absorption spectrum in various pump-probe scenar-
ios, see e.g., [7]. From these spectra, quantities like line and
band-edge shifts as well as the vanishing of the excitonic lines
in the band absorption are determinable. Our theory not only
confirms that already very low electron-hole densities cause
measurable effects on the spectrum, but is also able to pre-
dict qualitative trends (band-edge shift increasing and maxi-
mum achievable principal quantum number decreasing with
increasing temperature) in contradiction to the widely used
semiclassical Debye approach.
Our results confirm on the one hand the importance of in-
vestigating the action of an electron-hole plasma on Rydberg
exciton states in order to get a deeper understanding of their
properties. On the other hand, they show the great potential
of Rydberg excitons both experimentally—as a kind of sensor
for the detection of very low carrier concentrations—as well
as theoretically by learning from their behavior to verify or
falsify certain many-body theoretical models.
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