Abstract -Early detection of severe convective events is essential to take preventive measures in order to reduce the related negative impacts. However, the increasing amount of data that meteorologists need to analyze nowadays precludes the chances of forecasting such events. Hence, the development of advanced data mining tools to support weather forecasting became a current research topic in Meteorology. This work presents the results obtained with an artificial neural network that was designed to recognize atmospheric patterns associated to severe convective activity. The network was trained with patterns given by a set of selected meteorological variables values of the numerical weather forecasting model Eta. The classes of atmospheric convective activity are defined by values of density of occurrence of atmospheric electrical discharges. It is assumed that such density can be correlated to the level of convective activity. The network architecture and training algorithm are based on heuristics derived from previous studies of the authors. Once validated, the proposed neural classifier would be able to screen the Eta model outputs and assist meteorologists in the early detection of severe convective events. In addition, it would also assess the Eta model skill to predict such events. In a first approach, only two data classes are considered, corresponding to severe convective activity and to moderate/weak/absent convective activity. The convenience of defining more classes will be evaluated in further work. The classification results are promising.
Introduction
Atmospheric severe convective events result in heavy rainstorms of mid or long term with potential for flooding and other impacts. In recent years, these phenomena became frequent causing enormous environmental and socio-economic damages in several Brazilian regions. Brazil is one of the world's largest producers of food and some crops are very sensitive to this kind of events. Moreover, severe convective events are the leading cause of deaths due to climate-related phenomena in the country. Therefore, an early and semi-automatic tool for the detection of severe convective events would be useful to assist meteorologists in order to avoid, or at least mitigate such negative impacts.
However, the enormous amount of meteorological data currently available provided by sensors like those on-board of satellites, and numerical simulations with increasing spatial and temporal resolutions, makes it difficult, if not impossible, its prompt analysis by meteorologists. In addition, severe convective events are related to physical atmosphere processes whose genesis and evolution are sometimes very fast making even more difficult their early and accurate prediction. In this scenario, the meteorologist could be assisted by advanced tools able to analyze data and provide support in decision-making concerning weather forecasting. The development of methodologies for this purpose became a current topic of research in Meteorology.
In this scope, this paper presents a new artificial neural network that was designed to recognize atmospheric patterns associated to severe convective events. The supervised training of the proposed network is done using patterns associated to different levels of convective activity. These patterns are vectors containing the values of 26 meteorological variables that were selected among the hundreds of meteorological variables generated by the regional meteorological model Eta [1] . The model outputs such variables every six hours of simulated time (6, 12, 18 and 24 hours) for the considered spatial grid. This reduced set of 26 variables was selected with the help of meteorologists and climatologists. The class of convective activity for a given time and point of the grid is assigned according to the corresponding value of density of occurrence of cloud-to-ground atmospheric The use of neural networks in weather forecasting goes back to the 60's when a Widrow's adaptive linear network was used for this purpose [3] . This pioneering work yielded limited results due to lack of more sophisticated multilayer network training algorithms at that time. Since then, numerous applications of networks in weather forecasting have been reported employing different meteorological variables, such as temperature, wind speed components, humidity, geopotencial height or rainfall estimation. For instance, different neural paradigms like Multi-Layer Perceptron (MLP) and Kohonen Self Organized Maps (KSOM) were used separately [4, 5] or jointly [6] for atmospheric temperature prediction from temporal series data. The latter work demonstrated that neural networks may have sensitivity to predict seasonal temperature variations. In another work [7] , the performance of MLP, Radial Basis Functions (RBF), Hopfield and Elman recurrent neural networks are tested and compared to each other and also compared with one ensemble of the same networks in predicting temperature, wind speed and relative humidity. It was concluded that the ensemble had the best performance, but individually, the RBF performance was better. A neural network was also used for climate change prediction in order to forecast phenomena like El Niño that affect the global climate [8] . A weather forecast system was modeled in [9] employing also a neural network to estimate the values of some meteorological variables. Prediction of heavy rainfall or extreme temperatures are addressed in [10] using a modified version of the time-delay neural network. A performance comparison between MLP e RBF in rainfall prediction is made in [11] and Bayesian Networks are used in [12] for the same purpose. Models for rainfall forecast have been also addressed in [13, 14, 15] evaluating the performance of neural networks with different training algorithms and data. In [16] , neural networks are used in order to improve the forecast accuracy concerning thunderstorms development and location. In order to perform a climatic prediction of atmospheric temperature based on a temporal series, a hybrid approach with neural network, fuzzy logic and genetic algorithms was used in [17] . Support vector machine (SVM) was employed in [18] to predict climatic changes applied in Agrometeorology. SVM is also applied to predict daily maximum temperatures using a temporal series in [19] and also [20] .
Our proposal of detecting severe convective activity patterns from a numerical weather forecast model is new and the related research started a few years ago [27] . However, in an attempt to improve the classification performance of our former classifier and take advantage of the potential of neural networks to solve data mining and data modeling problems [21, 22, 23] we started this work. The neural network approach adopted in this work provided good classification performance for three selected miniregions of Brazil using data corresponding to two summer months of 2007-2011, as discussed in section 5. The final goal of this research is to develop a set of neural network-based classifiers that are specific for different mini-regions and different seasonalities. Once validated, the neural network presented in this paper would be able to screen the outputs of the meteorological model Eta. It will eventually represent an ancillary tool for meteorologists in the early identification of atmospheric conditions associated to the occurrence of severe convective events.
In addition to the variables of the Eta model, used as information attributes, the density of discharges was used as the decision attribute. We assumed that such density can be correlated to the level of convective activity, and therefore a class of convective activity was assigned to each training pattern according to its corresponding density. The choice of the density of discharge was also due to the availability in Brazil of a network of discharge detectors that provides discharge occurrence data over most of the country with millisecond resolution.
There are other well-known indicators of convective activity, such as images from weather radar or meteorological satellites. Satellite images provide cloud coverage and cloud-top brightness temperatures, that are good indicators [24] . In addition, cloud coverage allows estimating rainfall rates [25, 26] . However, satellite orbit coverage and periodicity are limited over Brazil and there are only few weather radars. Therefore, we adopted the density of discharges as indicator. A simple statistical analysis of the densities of discharges for known cases of severe convective activity allowed to define a suitable threshold of density (normalized value of 0.01) in order to distinguish between classes NSCA and SCA. Consequently, training patterns (26-variable vectors) generated by the Eta model with densities less than this threshold were assigned to class NSCA and the remaining, to class SCA. Table 2 shows the distribution of data in the two classes for the three mini-regions considering this threshold.
This neural network was designed for recognizing patterns of atmospheric convective activity. The meteorological database was divided into training and test sets, that are mutually exclusive. A third one, the validation set, is obtained by detaching randomly a number of vectors from the training set, but preserving class balance. It is used during the training phase in order to identify the epoch/iteration that presented the minimum validation error. The corresponding weights and biases define the neural network to be employed in the test phase. Typically, If network error for the validation set starts to increase after an appreciable number of iterations, this is assumed as an indication of overfitting and training is halted. However, for this problem and data, such behavior was not observed and the training proceeds until reaching the limit number of epochs. Concerning model validation schemes, a chronological split, that corresponds to a non-random holdout, was adopted in order to simulate the prediction of severe convective activity. 
A Previously Developed Classifier
The current research to detect severe convective events was initiated in 2008 with the choice of the Eta model and the density of discharge to compose the meteorological database. This database was also employed in this work. The use of the precipitation (rainfall) estimation given by the Eta model itself was discarded, since it is very innacurate. This resulted in our previous approach to tackle the current problem, named frequency of occurrence [2] . Since it would be virtually impossible to test all subsets in the 26-variable set in order to distinguish vectors belonging to different classes, we attempted to consider only pairs of variables. This is computationally feasible since for each vector with 26 variables there are 325 possible pairs of variables. In the "training phase", clusters of vectors are build based solely on the decision variable (density of discharges) using thresholds of density given by a simple statistics. Subsequently, in the "test phase", a given vector is classified according to its similarity to the vectors of each cluster/class. The similarity measure is given by the frequence of occurrence of similar discrete values of the 26 meteorological variables and also of similar discrete values of all possible pairs of variables. The related discretization scheme splits the original ranges of each variable into 16 bands. In order to classify a new vector, a similarity measure must be obtained. Matrices of frequence of occurrence are build comparing the vector to all vectors of each cluster. Each entry of these matrices represents a count of similar values (diagonal positions) or similar pairs of values (non-diagonal positions). These counts are the frequences of occurrence of similar discrete values. Three similarity measures are then obtained by summing up the elements of each matrix. The vector is then classified as pertaining to the cluster with the highest summation of frequencies of occurrence in the corresponding matrix. This approach is innovative and inspired the architecture of the neural network proposed in this work, that also considers pairs of input variables in the hidden layer, as described in the next section.
This frequency of occurrence approach yielded good results in the classification of patterns associated to severe convective events, but only when employing a 10-fold cross-validation scheme and three classes (weak/absent, moderate and severe convective activity. It did not perform as expected in the case of a chronological split, corresponding to a non-random holdout scheme that would correspond to a reduction. This would be the case of employing data of some weeks in the "training phase" and data of a subsequent week in the "test phase". This issue made us to consider further approaches to obtain a classifier able to predict such severe convective events, as is the case of neural networks, supposed to solve complex data classification problems. The next section presents the neural network that we propose for the prediction of severe convective events.
Methodology
The proposed neural network architecture and the training algorithm are described in the following subsections, while the results obtained in the classification of meteorological patterns are shown in Section 5.
Neural Network Architecture
As shown in Fig. 1 , the new neural network was designed with 26 input nodes, corresponding to the meteorological variables of each training pattern. The proposed network architecture connects each of the 325 possible pairs of variables (taken among the 26 inputs) to a particular neuron in the hidden layer. The net input for each hidden neuron is then given by the values of its two input values multiplied by the respective weights plus its bias. This architecture that partially connects input nodes and hidden neurons was chosen in order to seek the information contained in pairs of variables, as explained in the previous section. Therefore, the network employs subsets given by the pairs of variables to identify what information is relevant for class separation.
It is common in classification tasks make a nonlinear mapping from the input space into a feature space of higher dimensionality under the assumption that, in this way, a nonlinear problem can be turned into a linear or "less nonlinear" one [28] . This characteristic is exploited here: the nonlinear mapping is provided by the bipolar sigmoid activation function for the hidden layer, while the 325 hidden activations (implying in a higher dimensionality than the set of 26 input nodes) are multiplied by the respective weights and summed up to produce the network output. Therefore, the identity function is used in the output layer. Thus, we may say that our network is trained according to a scheme of decomposition and synthesis of the training patterns. 
Neural Network Training Algorithm
A normalization of the meteorological variables to the range [-1, 1] was required to use them as inputs of a neural network using the bipolar sigmoid activation function shown in Eq. 1. In the architecture described in the previous section, the hidden activations HA that result of each input pattern X presented to the network are given by:
where (each vector or matrix is followed by its dimension): Considering a threshold T, it is expected that the neural network produce an output Y1 above T and an output Y2 below -T for input patterns of the class SCA and outputs Y1 e Y2 below -T and above T, respectively, for input patterns of the class NSCA.
Otherwise, there are errors E1 and E2 expressed by either E1 = (T -Y1) and E2 = (-T -Y2) or E1 = (-T -Y1) and E2 = (T -Y2).
Such errors are then employed to adjust the network weights WIH , WHO and the biases BIH . The adjustment is based on the gradient descent method. The thresholds of {-0.1, 0.1} and {0.1, -0.1} were adopted, since the typical ones ({1,0} and {0 ,1}) were not adequated for this problem.
In order to avoid excessive perturbation of the network during the training phase, we opted to use batch learning, adjusting the weights at the end of every epoch and taking into account the corrections due to all the input patterns. For the same reason, after computing the correction due to the i-th input pattern, we also chose not to adjust all the weights, but only the ones corresponding to the products in (HA ) which are larger than -T are corrected. This is achieved by means of a mask vector M i (for the same i-th input pattern) containing ones for such elements and zeros for the remaining ones. At the end of the epoch the corrections from the input patterns are averaged separately, for NSCA input patterns and for SCA input patterns. This is done in order to reduce the effects of class imbalance. Finally, the network weights are adjusted from these two averages by employing a specific heuristic explained afterwards.
In the case of the weights WHO(j,k), for the i-th input pattern, the correction vector (WHO (j,k) i considers only the elements filtered by the mask
where, E1 i and E2 i are, respectively, the network errors for the outputs values Y1 e Y2 due to the i-th input pattern.
Since we are using the gradient descent method, corrections for the hidden activations HA i are calculated for the i-th input pattern, using the same mask vector M i , by:
Then, the vector (WIH) i that corrects the weights WIH is calculated as follows: At the end of the considered epoch, the proposed heuristic that balances the influence of both classes is applied for weights and biases adjustments. It employs the network learning rate  and a damping parameter . Denoting by W a generic network weight/bias (that may be an element of WHO or WIH or BIH), the heuristic proceeds as:
 If the signs of the two average adjustments for W (derived from NSCA patterns and SCA patterns) are different of the W sign, such adjustments are multiplied by  (as seen in Eq. 8a).
 If the signs of the two average adjustments are the same as W, such adjustments are multiplied by  and  (as seen in Eq. 8b).
 If the signals of the two adjustments calculated for W are different, the adjustment with the same sign as W is multiplied by  and  , while the other is multiplied by only  (as seen in Eqs. 8c or 8d).
Therefore, the adjustment for the weight W will be performed, at the end of current epoch, by one of the following options: The idea underlying this heuristic is to prevent that any of the weights WHO or WIH or the biases BIH result overcorrected due to the influence of one class, while not being influenced by the other class. Besides trying to avoid that the network training be biased by one of the classes, to a certain extent this heuristic also apply a kind of regularization similar to weight decay [29] since it keeps the values of the weights within a small range that avoids overfitting and poor generalization. It is worth to note that without applying this heuristic, the training convergence was slower and the generalization ability of neural network was poorer.
In the proposed training algorithm, the definition of initial values for the learning rate  and the damping parameter  as well as an update scheme were required. We empirically chose the initial values of  and  as 0.10 and 0.75, respectively. These values are updated for epoch j, i.e. from epoch (j-1) to epoch j, using the following formulas, where M denotes the maximum number of epochs and the values _min and _max were set to 0.001 and 1.000, respectively. In addition, the maximum number of epochs M was set to 60000 defining the stopping criterion of the training phase. Adopting a threshold for the final mean square error (MSE) was not feasible since it would be very difficult to estimate a reasonable value for it. The network weights were initialized with small random values.
Results and Discussion
This section presents the results obtained with the proposed neural network architecture and training scheme applied to the classification of meteorological patterns assuming two classes (NSCA and SCA). Each classification test by an average of the confusion matrices corresponding to 20 executions. Minimum and maximum values, as well as the corresponding standard deviation are shown in an elementwise basis. In each matrix, diagonal elements denotes patterns of class NSCA or SCA that were correctly classified, while elements out-of-the diagonal, elements of class NSCA mistakenly classified as being SCA or vice-versa. The classification performance indexes, the Kappa index [30] and the classification accuracy, are calculated from the average confusion matrix. All these tests employed three datasets: training, validation and test. The training phase was always halted with 60,000 epochs. The corresponding learning curves (MSE x epoch) are also shown for the training and validation sets. In. short, 83% of the data were taken for training and the remaining 17% for test, in a holdout scheme, but preserving the chronological order of the data in order to simulate a prediction. Table 2 , the number of vector/patterns of class NSCA (moderate/weak/absent convective activity) in the training dataset is much higher than the vector/patterns of class SCA (severe convective activity). Therefore, in order to make feasible the training, a sampling was required for the vectors of the class NSCA. training patterns after the sampling that was actually used in the network training for each mini-region. Sampling of these patterns was performed randomly in a way to get number of patterns of class NSCA that is twice the number of patterns of class SCA. We considered this reduction acceptable and not affecting the representativeness of class NSCA in the training based on the assumption that information redundancy is higher among patterns associated to low density of discharge. All tests adopted this sampling for the training-validation dataset. In addition, Table 4 shows that a similar sampling was performed also in the test dataset. This sampling would be unnecessary, but was adopted in the test phase due to the Kappa index, since it is very sensitive to unbalance between the number of vectors/patterns of each class. However this sampling of the test set was only employed in few test cases, in Section 5.1 and 5.4. 
As shown in

Proposed ANN for mini-regions A, B and C (year 2007)
These results were obtained with the proposed ANN for the three mini-regions, but using sampling also in the test dataset.
Results are good, showing that only a few (up to 3) SCA patterns were not detected, corresponding to false negatives. False positives are also a few (up to 5). In general, Kappa values are above 80% and accuracies, above 90%. Classification performance had the benefit of a sampled test set, that provided a 2:1 balance between NSCA and SCA patterns. Learning 
Proposed ANN, mini-region B (2007-2011, year-by-year training)
These results were obtained with the proposed ANN only for mini-region B, but without using sampling in the test dataset. Training and test were performed for each year separately. Classification performances were not good as in the tests of the previous section, that employed sampled test sets. However, the proposed ANN was able to detect most of the SCA patterns and the number of false positives was acceptable. There were few SCA patterns in 2009 and 2010, but a higher number in 2011. The Kappa values were very low due to class imbalance. 
Proposed ANN, mini-region B (years 2007-2011, joint training)
These results were obtained with the proposed ANN only for mini-region B, but without using sampling in the test dataset.
Training was performed using data of all these years (2007) (2008) (2009) (2010) (2011) and test was performed separately for each year. Classification performances were a little bit lower than those of previous section that employed a separate training for each year. Again, Kappa values were low due to class imbalance. This results suggest that there may be some particular meteorological issues for some years. These seasonal aspects are beyond the scope of this work. 
Standard backpropagation ANN for mini-regions A, B and C (year 2007)
In order to evaluate the proposed training algorithm, additional tests were performed with the same proposed network architecture that was shown in Fig. 1 , but performing training using a standard backpropagation algorithm [22] . These tests employed sampling in the test set. The results clearly show that the standard backpropagation failed to prevent the predominance of NSCA patterns in the network learning, i.e. the network was "enslaved" by such patterns. Classification hits for NSCA class were high, in both training and validation, but classification performance for SCA class was very poor. It can be concluded that the standard backpropagation failed to find a good decision boundary between the two classes. This is probably due to its inability to get out of local minima in the error surface without disturbing the network learning [31, 32, 33] . 
Concluding Remarks
This work presented a new neural network architecture and training algorithm for the detection of patterns associated to severe convective activity. The network was trained with patterns composed of selected meteorological variables values given by the numerical weather forecasting model Eta. The classes of atmospheric convective activity were defined by values of density of occurrence of atmospheric electrical discharges. Classification results show that the proposed architecture and training algorithm are promising, but still lack the performance required by its use as an ancillary tool for meteorologists in the detection of severe convective activity. The frequency of occurrence approach [26] described in Section 3 performed well in the cross validation scheme, but was unable to perform classification using a prediction-like scheme as the current neural network made. However, test results with the proposed ANN show the existence of a number of false negatives (SCA patterns mistakenly classified as being NSCA ones) indicate that the network design can still be improved. We intend to do further work in order to improve the classification performance. Training patterns could be preprocessed using techniques such as Rough Sets, Principal Component Analysis or even Kohonen Self-Organized Maps, in order to reduce the class overlap. Another alternative would be to imbed in the training algorithm concepts derived from other computational intelligence paradigms such as Fuzzy Logic. This may be important to improve the network capacity to handle data at the boundaries between classes.
Another approach would be to adopt a three-class classification (low/absent, moderate and severe convective activity). In such a scheme, the middle class would act as a kind of cushion between the other two classes. This would minimize the impact of classification errors: for instance, a pattern corresponding to severe convective activity may be misclassified as being associated to moderate instead of low/absent. It is possible that such three-class neural network be more robust since the main goal is to indentify patterns corresponding to severe convective activity. However, it is difficult to say that its overall performance would be better.
A large number of tests was performed showing that the proposed ANN was able to detect most of the SCA patterns, as expected. The number of false positives and false negatives were relatively low. Values of the Kappa index and classification accuracy were typically above 80%, but the operational use of this ANN would require accuracies above 95%. The proposition of detecting patterns associated to severe convective activity from a weather forecast model is relatively new. Considering the results presented in this work, we may conclude that the proposed ANN formed better than our previous approach ( frequence of occurrence classifier [2] ) and has still room for improvements.
