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Abstract 
The residual trapping of CO2 could ensure long-term carbon geological storage. The understanding of the characteristic of the 
residual phase including saturation, size distribution is essential. The residual phase distribution is a complex function of pore 
morphology, interfacial tension (IFT) and wettability. Here, we numerically study IFT effect on the residual saturation and sizes 
distribution by using a highly efficient GPU (Graphic Processing Unit) based multi-phase lattice Boltzmann method. The results 
of direct simulation on real reservoir rocks imply that there is less trapping of CO2, but with a greater surface area for dissolution 
in low IFT condition. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of GHGT. 
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1. Introduction 
The displacement of fluid in porous medium by another immiscible fluid is of great importance in many 
engineering applications such as Enhanced Oil Recovery (EOR) or Carbon Capture and Storage (CCS). Because of 
the capillary trapping mechanism, a residual phase of the displaced fluid remains in the porous medium. For carbon 
geological storage, this residual trapping of displaced CO2 could ensure long-term storage. The understanding of the 
characteristic of the residual phase including saturation, cluster size distribution, and cluster morphology is essential 
to not only improve the storage capacity but also evaluate storage safety during CCS design. Especially, the cluster 
size distribution and interfacial CO2-brine areas affect the rate of both CO2 mineralization and dissolution in 
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formation brine. However, the residual phase distribution is a complex function of the pore morphology of the 
porous medium, the fluid–fluid interfacial tension (IFT) and the wettability. Experiments on investigation of IFT are 
often time consuming and difficult to implement due to the difficulty in adjusting the IFT by adding surfactants.
Here, we numerically study IFT effect on the residual saturation (Sr) and sizes distribution by using a highly efficient 
GPU (Graphic Processing Unit) based multi-phase lattice Boltzmann method (LBM)[1]. Digital rock pores were 
reconstructed from micro-CT scanned images of a Berea sandstone filtered and segmented into binary file to 
distinguish the solid and pore. The residual cluster distribution is generated follow a full drainage and imbibition 
process simulation on the digital rock model. The system size for the digital sample is 400 × 400 × 400, with a 
resolution of 3.2 μm. Under different IFT conditions, numerical analyses were carried out first to investigate residual 
saturation evolution during displacement process, and then to characterize trapped clusters. It is found that the 
residual saturation of non-wetting phase significantly depends on IFT. We observed much lower Sr for the low IFT 
case (12.4%) than the high IFT case (30%). Moreover, the simulation results shows a power-law distribution of the 
number of trapped clusters of size s: N Ң s-τ, which is consistent with percolation theory. The power-law exponent τ 
= 2.12 for the low IFT case which is higher than that in high IFT case (τ= 2.05). Since small τ indicates dominance 
in large clusters, larger-size clusters are dominant in the higher IFT case; the size of biggest cluster in high IFT case 
(436415 voxels) is ~5 times larger than that in low IFT case (83953 voxels), while the averaged cluster sizes are 
2900 and 8473 voxels for the low and high IFT cases, respectively. The clusters are rough and connected through 
pore throat with occupancy of several pore bodies for higher IFT case. In contrast, the clusters of the low IFT case 
mainly occupy the centres of the larger pores, which consist of large amounts of small droplets with spherical shape. 
The number of clusters are 448 and 634 for the high and low IFT case, respectively. This direct simulation for 
studying residual cluster size distribution on real reservoir rocks imply that there is less trapping of CO2, but with a 
greater surface area for dissolution in low IFT condition. Therefore we can conclude that high IFT condition is 
advantageous to the increase of residual saturation and improvement of the capillary trapping storage capacity 
consequently, while for the low IFT condition, capillary trapping is less important, but there is a large surface area 
for dissolution and reaction. 
 
2. Methods 
2.1. Digital rock model 
The 3D rock pore model used in this study was extracted from images of a cylindrical core of Berea sandstone 
obtained by a multi-slice XMT scanner. The sizes of the original datasets were 1024 × 1024 pixels laterally, and the 
size of each pixel was 3.2 μm. The total dataset was composed of 396 slices at intervals of 5 μm. As the first step of 
the reconstruction, a segmentation process is first carried out to delineate pores and minerals in these obtained 
images. We applied advanced image processing techniques such as smoothing filter to reduce the high-frequency 
noise. In the image data, each pixel corresponds to a byte value, which stores a greyscale value [0-255] that 
represents the attenuation of the rock at that point. This value is proportional to the density of the material: the 
higher the value, the denser is the pixel. Assuming a mono-mineral composition in the Berea sandstone sample, we 
use a single greyscale threshold to distinguish minerals and pore space. We then perform the clustering analysis to 
find and remove isolated pore regions. These segmented two-dimensional pixel images are linearly interpolated to 
generate a voxel-based three-dimensional volume with 3.2 μm resolution (Fig.1). A sub-domain with 400×400×400 
grids is extracted from the raw big-size data to improve computing efficiency. The porosity of this reconstructed 
rock sample is 0.209. The reconstructed sample (Fig.1) forming a solid boundary can be directly used for the pore 
scale flow simulations. 
2.2. Lattice Boltzmann model for displacement simulation 
The single-phase and multiphase flows through the pore space are solved by LBM to consider immiscible liquid 
CO2-water flow system in porous media. We use a Multi-Relaxation-Time (MRT) D3Q19 model [2] to improve 
numerical stability and eliminate the unfavorable viscosity dependency of computed velocity on relaxation time. 
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The multiphase solver adopts an improved color gradient model with optimization for computing efficiency [3]. 
These optimizations include several memory saving schemes and GPU parallel techniques. To reduce the data 
memory access, the collision step and the stream step are combined into a single loop. We also adopted a space-
efficient storage method in which both collision and propagation processes evolve in a single array with the size of a 
grid cell at one time step. The data storage is optimized by using a sparse storage technique which only stores the 
fluid mesh points. This reduces the memory usage and data accessing by 70%–80%, depending on the porosity of 
the sample. A balanced domain decomposition scheme was implemented for MPI (Message Passing Interface) 
parallel computing, while each subdomain is accelerated by the CUDA (Compute Unified Device Architecture) 
GPU parallel techniques. The binarized porous media data reconstructed from CT images is mapped to uniform 
Cartesian grids. The tomographic voxel set (Fig.1) is directly used as the computational grid which means the mesh 
size is equal to the pixel size of the CT images. These non-coarsening meshes reserved full geometric information 
but resulted in a very large scale computation which can be tackled by utilization of the MPI-CUDA computing 
technology. Although this kind of geometrical representation is first order accurate due to the stepwise boundary 
approximation, a high accuracy computation can be achieved by using an extremely high resolution grid. 
 
Fig.1 Reconstructed 3D pore geometry of Berea sandstone. The domain is 400×400×400 grids with resolution 3.2 μm. White 
represents the grain and black denotes the pore space. 
 
In order to provide a reliable residual cluster distribution inside porous media, we have developed a novel scheme 
to set up the simulation. The residual saturation can be obtained by an imbibition simulation (Fig.3) following a 
primary drainage process (Fig.2). To implement this, two buffer layers of n lattice each is added at the inlet and 
outlet of the sample for injecting fluid and flowing out fluid. To set up simulations for drainage process, the sample 
is fully saturated with water (wetting phase) except the buffer inlet layer which is saturated with CO2 (non-wetting 
phase). The non-wetting fluid is driven into the sample by a uniform body force. A body force term was used to 
generate the desired pressure gradient, which is kept as constant to obtain an averaged low capillary number 
consisted with experimental data. A no-slip boundary condition is applied at the fluid-solid interfaces in which the 
bounce-back scheme is implemented by reflecting fluid particles moving toward a solid boundary back toward the 
fluid node from which they originated. The wetting properties of the porous media are set such that wetting phase 
perfectly wets the solid. Different wetting conditions such as wetting with a nonzero contact angle or mixed wetting 
can be easily incorporated by changing the color functions on the solid wall. Because we focus here on investigating 
the effects of IFT, only the strongest wetting property is considered to enhance the effect of the capillary force. 
Periodic boundary condition is applied, both fluids can exit the model, but only the non-wetting fluid can enter the 
sample on the opposite side. This makes the velocity field continuous during the displacement and enhances the 
stability of the simulations. These procedures mimic a pure non-wetting phase injection drainage process (Fig.2). 
The simulation is stopped when the averaged flux rate and wetting phase converge to a constant value which means 
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no more non-wetting phase can be injected in the sample due to capillary pressure. The imbibition process is then 
carried out by replacing the inlet buffer layer with wetting phase (Fig.3). The injecting fluid is consequently changed 
to the wetting fluid. The terminal condition of the simulation is similar as drainage: the simulation stops when the 
wetting phase saturation converge to a constant value with residual error 10-4. After the convergence of the 
saturation, the final residual non-wetting cluster distribution is created. 
Fig.2 Snapshots of drainage process simulation of Berea sandstone. The non-wetting phase is shown in white, while the wetting 
phase is transparent. The grain is shown in light grey. 
Fig.3 Snapshots of imbibition process simulation of Berea sandstone. Saturation decreases from left to right. 
3. Results and discussion 
The density and viscosity in lattice unit used in our simulations are 1.0 and 0.05, which correspond to physical 
properties 1000kg/m3 and 1.25mm2/s, for both wetting and non-wetting phase. These properties are different from 
the realistic values of water and scCO2 due to the stability consideration. The drainage process was first performed 
with a high capillary number 0.001. Imbibition simulations with different IFT values (case Ϩ: 0.0001, case ϩ: 
0.005, case Ϫ: 0.1, in lattice unit) were then started from the final saturation distribution profile of the drainage. 
During imbibition, due to the wettability, the wetting phase contacts with sample surfaces and fills the narrow 
regions first whereas the non-wetting phase preferentially stay in the central of pores, which lead to snap-off of non-
wetting phase. As a result, the residual non-wetting cluster distribution is created. Here, to separate the wettability 
effects, we set the solid grain to be perfectly water wetting and fix all the other parameters.  
The result capillary numbers for imbibition process are 2.2×10-2, 4.1×10-4, 1.2×10-5 for the calculated cases with 
IFT vary from 0.0001, 0.005, and 0.1 respectively. The corresponding residual saturations Sr are 12.4%, 27.4% and 
28.8%. The calculated Sr for the low IFT case (12.4%) is much lower than the high IFT case (28.8%) due to the 
extremely low surface tension (high capillary number). The total evolution of the CO2 saturation (Sc) at different IFT 
values (Fig. 4) shows that Sc decreases nonlinearly and finally approaches the equilibrium value which is the 
residual saturation Sr. It is observed that the high IFT leads to a rapid decrease of saturation but a higher Sr. To 
quantitatively evaluate the cluster size distribution, the cumulative blob size distribution defined as  
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is computed. The size (volume) was computed as the total number of voxels that belong to each disconnected blob. 
Here, N(s) is the number of residual clusters of size s and Nν is the total number of pore-space voxels. S(s) represents 
the contribution to the trapped CO2 saturation of clusters larger than a size s. The relationship between cumulative 
distribution and cluster size is predicted by the theoretical and experimental studies [4, 5] as  
 
S(s)~ s-τ+2.                                                                                (3) 
Fig.4 Saturation evolution during imbibition process with different IFT values. Black line: low IFT; red line: mid IFT; blue: high 
IFT. 
 
We plot S(s) versus s on logarithmic axes in Fig.5. Our simulation results shows a similar tendency with Equation 
(3). Using a least squares data fitting process, we obtain τ equals to 2.073, 2.092, and 2.154 for the case ĉ, Ċ, and 
ċ respectively. The simulation exponents are between the percolation theory prediction τ= 2.189 [6] and the 
experimental measurement τ = 2.05 [7]. It is found that the LB simulation results produce less residual clusters than 
that observed in experiments. This may be caused by finite mesh resolution of simulation, because small residual 
cluster with size below or around a several meshes cannot be well captured. This consequently affects the 
coalescence of cluster. In addition to this kind of lower cutoff, there is also an upper cutoff of the numerical clusters, 
since the trapped clusters cannot be larger than the system size.  
Fig.5 Residual cluster distributions with different IFT value in Berea sandstone. S(s) is the cumulative cluster size distribution 
function, while s is the cluster size. 
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The number of clusters within the rock model are 448, 522 and 634 for case Ϩ, ϩ, and Ϫ, respectively. It can be 
seen that the IFT and total residual number has a near log liner relationship (Fig.6). The connectivity for the three 
cases are 0.0089, 0.0222, and 0.0318 respectively. The relative fraction of connected scCO2 clusters increases as the 
IFT increases (Fig.6) in a log-linear relationship as well. It is observed that the cumulative cluster size distribution 
S(s) increase dramatically at large size values s > 104, and level out soon for s < 103 in all the three cases. This 
indicates that although the number of large clusters (> 10000 voxels) is small compared to the total number of 
residual clusters (less than 1%), however nearly 80% of the residual saturation is composed by these large size 
clusters. Alternatively, the small residual clusters (less than 1000 voxels) occupied a large portion of the total 
residual cluster number (Over 90%), but only contribute very small portion to the residual saturation (less than 
1.5%).  
Fig.6 Total residual cluster number (circle mark) and connectivity (square mark) depend on IFT value. 
 
With increasing IFT, a trend of increase in mean cluster volume which are 900, 6939 and 8473 voxels for case 
Ϩ,ϩ,and Ϫ, respectively, is observed. The total residual phase distributions of three cases (Fig.7) clearly shows 
that case I consists of large amounts of small droplets with spherical shape, while the other two cases present 
dominance in large clusters. It is also observed that the residual clusters were trapped in almost same pore bodies in 
case ϩand Ϫ. On the other hand, the residual clusters occupy smaller pores in different locations. Many clusters 
in case ϩand Ϫ overlap, shows a different distribution pattern with case Ϩ. 
Fig.7. Residual clusters distributions in three dimensions for the three cases (Case I: red, Case Ċ: blue, Case ċ: white). Each 
cluster is isolated and trapped. 
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4. Summary 
In this study, numerical simulations on direct calculating the residual cluster size distribution of Berea sandstone 
by using lattice Boltzmann method have been carried out with high resolution and large scale. The residual cluster 
distribution is generated follow a drainage and imbibition process [8]. The characteristics of residual cluster are 
investigated with different IFT conditions.  We first confirm that the distribution of residual cluster size is a power 
law which is consistent with conclusions from theoretical and experimental studies. The impact of IFT on residual 
non-wetting phase is evaluated qualitatively and quantitatively. Our results indicate that IFT has a significant impact 
on pore-scale characteristics of the residual non-wetting cluster in porous media systems. It is observed that higher 
IFT results in higher residual saturation, and larger residual cluster size. In contrast, with low IFT condition, small 
clusters with nearly spherical shape distribute broadly and occupy the centres of the pores. With increasing IFT, the 
total number of the cluster decrease, while the connectivity, length of the cluster will increase. In low IFT case, less 
non-wetting phase will be trapped by the residual trapping mechanism, however, a large surface area is beneficial 
for dissolution and reaction in the case of CO2. 
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