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The main aim of this thesis is to design efficient and novel numerical
algorithms for a class of deterministic and stochastic dynamical systems with
multiple time scales. Classical numerical methods for such problems need
temporal resolution to resolve the finest scale and become, therefore, inefficient
when the much longer time intervals are of interest. In order to accelerate
computations and improve the long time accuracy of numerical schemes, we
take advantage of various multiscale structures established from a separation
of time scales.
This dissertation is organized into four chapters: an introduction fol-
lowed by three chapters, each based on one of three different papers. The
framework of the heterogeneous multiscale method (HMM) is considered as a
general strategy both for the design and the analysis of multiscale methods.
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In Chapter 2, we consider a new class of multiscale methods that use
a technique related to the construction of a Poincare´ map. The main idea is
to construct effective paths in the state space whose projection onto the slow
subspace shows the correct dynamics. More precisely, we trace the evolution
of the invariant manifold M(t), identified by the level sets of slow variables,
by introducing a slowly evolving effective path which crosses M(t). The path
is locally constructed through interpolation of neighboring points generated
from our developed map. This map is qualitatively similar to a Poincare´ map,
but its construction is based on the procedure which solves two split equations
successively backward and forward in time only over a short period. This
algorithm does not require an explicit form of any slow variables.
In Chapter 3, we present efficient techniques for numerical averaging
over the invariant torus defined by ergodic dynamical systems which may not
be mixing. These techniques are necessary, for example, in the numerical
approximation of the effective slow behavior of highly oscillatory ordinary
differential equations in weak near-resonance. In this case, the torus is embed-
ded in a higher dimensional space and is given implicitly as the intersection
of level sets of some slow variables, e.g. action variables. In particular, a
parametrization of the torus may not be available. Our method constructs an
appropriate coordinate system on lifted copies of the torus and uses an iterated
convolution with respect to one-dimensional averaging kernels. Non-uniform
invariant measures are approximated using a discretization of the Frobenius-
Perron operator. These two numerical averaging strategies play a central role
viii
in designing multiscale algorithms for dynamical systems, whose fast dynamics
is restricted not to a circle, but to the tori. The efficiency of these methods is
illustrated by numerical examples.
In Chapter 4, we generalize the classical two-scale averaging theory to
multiple time scale problems. When more than two time scales are considered,
the effective behavior may be described by the new type of slow variables which
do not have formally bounded derivatives. Therefore, it is necessary to develop
a theory to understand them. Such theory should be applied in the design of
multiscale algorithms. In this context, we develop an iterated averaging the-
ory for highly oscillatory dynamical systems involving three separated time
scales. The relevant multiscale algorithm is constructed as a family of mul-
tilevel solvers which resolve the different time scales and efficiently computes
the effective behavior of the slowest time scale.
ix
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Chapter 1
Introduction
Multiscale problems, with different dominant behaviors across multiple
time or length scales, are becoming increasingly prevalent in various areas of
research such as mechanics, astronomy, chemistry, molecular dynamics and nu-
merical analysis. The fundamental motivation for the study of such problems
is the desire to understand, qualitatively, the long time (macroscopic) behavior
of solutions of stiff differential equations. The theory of numerical methods
for stiff equations has been widely discussed by many authors, and much of
the computational efforts have concentrated on implicit methods. Such efforts
focus on enlarging the region of absolute stability, but implicit methods them-
selves require solving a nonlinear equation accurately at each time step, which
requires expensive cost with very small stiff parameters. From a different view-
point with the former, we have found that in many situations the long time
behavior of the stiff systems can be described adequately by an effective model
that does not require small time steps. Keeping this in mind, we proceed with
the coupling of different models in different scales. This kind of philosophy
will be applied to our overall methods that surpass a single scale.
Two examples of multiscale problems discussed below exhibit different
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behaviors as the scales involved changed. One example from chemical kinetics
is the enzyme-substrate reaction. The laws of mass action and mass conserva-
tion describe the evolution of concentration via a dynamical system, in which
the initial part of the trajectories approaches the attractor in a transient way.
Thus, from a computational point of view, time steps should be sufficiently
small enough to resolve the transient when explicit solvers are used. Another
example, pointed out by G. Dahlquist, is the drift path of a mechanical alarm
clock due to its shaking and rattling when it is in motion on a hard surface.
Fast vibrations are present for all times and may interact to give contributions
to the slower movement.
There are various analytical techniques to address multiscale problems.
Using the tools of asymptotic analysis, we can introduce averaging and ho-
mogenization methods based on multiscale expansion. Matched asymptotics
is a systematic way of approximating solutions to problems whose solutions
have rapid behavior in localized regions. In the study of global properties of
a dynamical system, important mathematical theories are the ergodic theory,
the Liouville theorem, the Poincare´-Bendixon theorem and the KAM theory.
The motivation for developing numerical algorithms for a class of highly
oscillatory dynamical systems came independently from the long time compu-
tation of oscillatory Hamiltonian systems. There is an active field of study
known as geometric integrations which preserve geometric properties of the
exact flow of a differential equation. As an example, symplectic integrators
conserve the energy, and they have at most a linear error growth for inte-
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grable systems [55]. However, this theory breaks down in the presence of high
oscillations, when the product of the highest frequency with the step size is
not small enough. Detailed reviews and further references can be found in
[21, 59, 62, 83],[55, 78, 95] and [27].
In this thesis, we present essential techniques for constructing numer-
ical multiscale methods for highly oscillatory ordinary differential equations
(ODEs) and stochastic differential equations (SDEs), including non-Hamiltonian
systems that are not solvable by the standard geometric integrators. These
techniques reduce the computational effort so that the long time behavior of
dynamical systems can be performed using a personal computer in acceptable
time.
1.1 Why are multiscale problems difficult to simulate?
In most of the cases, the solution of a differential equation cannot be
explicitly given in a closed form by functions that can be evaluated directly. We
therefore must rely on numerical computations that approximate the solution
of a differential equation to any desired accuracy.
The common feature of the multiscale problem we are interested in
is the separation of scales., i.e., the number 0 <   1 has been used to
parametrize the scales involved. In highly oscillatory dynamical systems to
be considered, the fastest time scale involves oscillations with frequencies at
the order of , which means that oscillations’ quasi-period is a function of
. The computational time domain is [0, −mT ] with m ≥ 0, T independent
3
of . As an example, a highly oscillatory solution in Hamiltonian systems
typically arises when the potential energy is given by a sum of U + V, where
the Hessian of V has positive eigenvalues in terms of 
−1 that are much larger
compared with those of U . It is immediately evident that problems with
highly oscillatory solutions are much more difficult to simulate since the fast
oscillations are present for all times and may interact to give contributions to
the slow behaviors.
Traditional numerical algorithms for dynamical systems can be cate-
gorized into one-step methods, e.g. the Euler method and the Runge-Kutta
method, and multi-step methods, e.g. the Adams methods and methods using
the backward differentiation formulas. Major limitations of the traditional al-
gorithms are high computational costs and not being guaranteed convergence
of long time simulation. Much of the following sections are devoted to these
issues.
1.1.1 High computational complexity
An important aspect of numerical analysis is the determination of the
computational complexity of a given algorithm. With traditional numerical
methods, very small time steps would be required for the reasons of both
accuracy and stability requirement. In particular, the local truncation error
which measures the accuracy of the method is given in the power of −1h.
For stability, the set of values C−1h with C ∈ C should be contained in the
region of absolute stability which may be a bounded set in the complex plane.
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In other words, the integrator imposes restrictions on the step size h to be
of order . This fact implies that the computational complexity is at least of
the order of −m−1 for the computational time domain [0, −mT ]. Note that
this previous estimate is only a lower bound for the actual computational cost.
The situation is even worse in practice.
With this notion, it is clear that a sensible method generates accurate
approximation with a complexity sublinear to −m−1. In this context, the pro-
posed methods in Chapter 2-4 will focus on this sublinear scaling complexity.
1.1.2 Exponential error growth in long time simulation
This section is devoted to the analysis of the error growth in the nu-
merical integration by the traditional algorithms to stiff differential equations.
We study the global error bound without considering round-off error. Let xn
denote an approximation to the solution x(tn) at tn. In nonstiff problems, the
classical results for the linear multistep methods [76] and for the Runge-Kutta
methods [56] can be expressed as
∣∣xT/h − x(T )∣∣ ≤ Chp (eLT − 1) (1.1.1)
where a method has an order p with the step size h, C and L are positive
constants, and a calculation is established over the time interval [0, T ]. The
error bound (1.1.1) implies that the global error decreases as h goes to 0 for a
fixed T . However, due to the exponential dependence on the final time T , the
error may be exponentially and explosively amplified in a long time simulation.
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On the consideration of stiff problems, errors from the fast timescale
are accumulated intensively. The corresponding error bound is given by
∣∣xT/h − x(T )∣∣ ≤ C−1hp (e−1LT − 1) . (1.1.2)
Therefore as  shrinks, the much smaller h should be used to guarantee the
convergence. To make it worse, if the computation is conducted over the longer
time interval [0, −mT ], the term e
−1−mLT becomes extremely large. This leads
to unacceptable inaccuracies, regardless of the size of h. An important reason
is that bounds on the stability factors grow exponentially with time in general,
for much the same reason that general a priori error bounds grow exponentially
except for the geometric integrators which have only linear growth for the
applicable equations.
Of course the bounds in (1.1.1) and (1.1.2) are nearly always excessively
conservative. However, the bounds are helpful in our understanding of how
local errors propagate differently between nonstiff and stiff problems.
1.2 Systematic construction of multiscale methods
By explicitly taking advantage of the separation of scales, multiscale
methods become much more efficient than solving the full scale problem. One
way to improve long time numerical integrations is to utilize geometric struc-
tures in the system of interest.
For convenience, it is preferable to change the time variable so the slow-
est time scale of interest is independent of the small parameter . Accordingly,
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the computational domain [0, −mT ] is rescaled to [0, T ] by replacing t by −mt
where T is the final time which is independent of . We aim at the computation
of the effective long time properties of the dynamical system,
d
dt
x =
m+1∑
i=0
−ifi(x), x(0) = x0 ∈ D0 ⊂ Rd, (1.2.3)
where we assume that the solution of (1.2.3) remains in a domain D0 ⊂ Rd
which is bounded independent of  for all t ∈ [0, T ]. For fixed  and initial
condition x0, the solution of (1.2.3) is denoted x(t; ;x0).
In many situations, one is interested only in a set of slowly changing
quantities that are derived from the solutions of the given stiff system (1.2.3).
Slow variables ξ of a dynamical system (1.2.3) can be defined as below when
m = 0.
Definition 1.2.1. Let x(t) ∈ D0 denote the solution of (1.2.3). A smooth
function a(t) is to be slow if |da/dt| 5 C for some constant C independent of
 in t ∈ [0, T ]. Moreover, a smooth function ξ(x) : D0 → R is called a slow
variable with respect to x(t) if ξ(t) = ξ(x(t)) is slow.
Formally, slow variables of a dynamical system involving three or more
time scales are defined as [7].
Definition 1.2.2. A smooth time dependent function α : [0, T ] 7→ R is said
to evolve on the k time scale in [0, T ] for some integer k and for 0 <  ≤ 0,
if there exists a smooth function β : [0, T ] 7→ R and constants C0 and C1 such
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that
sup
t∈[0,T ]
∣∣∣∣ ddtβ(t)
∣∣∣∣ ≤ C0−k and sup
t∈[0,T ]
|α(t)− β(t)| ≤ C1.
Definition 1.2.3. A function ξ(x) is said to evolve on the k time scale along
the trajectories of (4.1.6) in [0, T ] if the time dependent function ξ(x(t; , x0))
evolves on the k time scale in [0, T ]. For brevity, we will refer to variables
that evolve on the 0 time scale as slow.
In Chapter 2, we propose a strategy to construct multiscale ODE/SDE
methods in the case m = 0. In Chapter 4, we will deal with the case integer
k ≥ 1. We remark however that there of course exist dynamical systems whose
multiscale features are not integer powers of , and these general systems will
be discussed in Chapter 3. Throughout this section, we consider the case
m = 0 for brevity.
In many problems, for autonomous systems, there exists a diffeomor-
phism Ψ : x → (ξ(x), φ(x)) of (1.2.3) from Rd onto Rd−p ×M is constructed
so that a corresponding slow-fast system is{
ξ˙ = g0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ, φ) + g2(ξ, φ), φ(0) = φ0,
(1.2.4)
and all smooth slow variables depends on ξ up to some bounded lower order
perturbative terms. Moreover, the invariant manifold M is assumed to be
defined as below.
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Assumption 1. The invariant manifold M is given as the level sets of ξ1,ξ2,· · · ,ξd−p
which are slow variables with respect to x(t). Thus, for each time t, we may
identify the manifold as
M(t) = ∩pj=1{z ∈ Rd : ξj(z) = ξj ◦ z(t)}.
In this thesis, since we consider highly oscillatory dynamical systems, for fixed
ξ, the fast variable φ is restricted in the manifold M which is diffeomorphic
to an n dimensional torus Tp = S1 × S1 × · · · × S1︸ ︷︷ ︸
p
with d > p ≥ 1. This is
equivalent that for fixed ξ, the fast variable φ is restricted in the manifold M
which is diffeomorphic to an n dimensional torus. In this context, we shall
write (ξ, φ) ∈ Rd−p × Tp with ξ ∈ Rd−p and φ ∈ Tp.
Our main interest is to construct and analyze numerical solvers that
integrate the system
d
dt
ξ = F (ξ,D), (1.2.5)
where D is the data that can be computed by solving (1.2.3) locally in time.
ξ may be some function or functional of x and describes some effective behavior
of (1.2.3) that is of relevance to the application. Since F is not explicitly
available in many situations, we have set up a formal numerical discretization
for (1.2.5) to evaluate F from short time histories of x with properly chosen
initial conditions. Detailed explanations will be given in the following sections.
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1.2.1 Abstract multiscale algorithm structure
The general philosophy of our algorithm is based on the heterogeneous
multiscale method (HMM) for highly oscillatory ordinary differential equa-
tions [3, 36]. We are interested in the macroscopic behavior of a system which
is specified by the variable ξ. However, the macroscopic model is not explic-
itly known in general. To solve the incomplete macroscale model, we extract
the needed data from the microscale model for the state variable x, i.e., the
macroscopic behavior of dynamical systems is captured with the help of the
microscopic model.
Let’s go back to our example considering the drift path of a mechanical
alarm clock since that provides us with a better understanding of the mo-
tivation behind the HMM. The main difference with the other example from
chemical kinetics is that the fast variable oscillates rapidly instead of approach-
ing a fixed manifold for each slow variable ξ. Formally, the equation of motion
for an active alarm clock may be given by{
ξ′ = φ,
φ′ = −1g1(ξ, φ),
(1.2.6)
where the slow variable ξ is the displacement and the fast variable φ is the
velocity. It seems that the slowly changing quantity ξ depends only locally in
time on the fast oscillations. Thus, using a very informal argument, we expect
that the averaged effect of the velocity is locally felt on the slow time scales. In
this context, it is reasonable to devise a scheme that tracks the slow quantities
by measuring the effects of the fast solutions only locally in time. Thus, we
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will discuss how to correctly track the dynamics for those slowly changing
quantities by computing fast oscillations only in very short time intervals.
We will generalize the scope of this type of algorithms by providing a
more general systematic analysis that is applicable to a much wider class of
applications including some systems from molecular dynamics. In the HMM
framework [3, 5, 42], we assume a macroscopic model
F (ξ,D) = 0, ξ ∈ Ω(M) (1.2.7)
which may not be explicitly given, but can be evaluated with a help of a given
microscopic model,
f(x, d) = 0, x ∈ Ω(m) (1.2.8)
where x are the microscopic variables. D = D(x) and d = d(ξ) denote the
set of data or auxiliary conditions that further couple the macro- and micro-
scopic models. Model (1.2.7) is formally discretized at a macroscopic scale,
and the adopted numerical scheme dictates when the necessary information
D(x) should be acquired from solving (1.2.8), locally on the microscopic scale
with auxiliary conditions d(ξ). As part of d(ξ) and D(x), the macro- and mi-
croscopic variables are related by reconstruction and compression operators:
R(ξ,DR) = x, Q(x) = ξ, Q(R(ξ,DR)) = ξ, (1.2.9)
where DR are the needed data that can be evaluated from x;
Errors of this type of schemes generally take the structure
Error = EH + Eh + EHMM ,
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estimation
where EH is the error of the macroscopic model (1.2.7), Eh is the errors from
solving (1.2.8), and EHMM contains the errors in the the multiscale model,
including the passing of information through R and Q. This approach has
been used in a number of applications, such as contact line problems, epitaxial
growth, thermal expansions, combustion [36], as well as homogenizations of
wave propagation in long time intervals [41], and coupling network models for
macroscopic multiphase flows in porous media [25, 26].
Figure 3.1 shows a typical structure of such a algorithm. In our context,
an ODE solver for ξ lies on the upper axis and constructs approximations of
ξ at the grid points depicted there. The fine meshes on the lower axis depict
the very short evolutions of (1.2.3) with initial values determined by R(ξ(tn)).
The reconstruction operator then takes each short time evolution of x and
evaluates F and ξ. The algorithms in [34],[48], and [92] are also of a similar
structure. As a simple example, the forward Euler scheme applied to (1.2.5)
would appear to be
ξn+1 = ξn +H · F (ξn), (1.2.10)
where F contains the passage of QΦtR(ξn); reconstruction R, evolution Φt,
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and compression Q, and H is the step size. If each evolution Φt of the full
scale system (1.2.3) is reasonably short, the overall complexity of such type
of solvers would be smaller than solving the stiff system (1.2.3) for all time,
thereby gaining computational efficiency.
Essential questions that need to be resolved for each scheme include:
• If only the microscopic model is given, how to systematically derive a
corresponding macroscopic model for the application in question? What
are R and Q?
• With the system for x, and a choice of ξ(x), is F well-defined by the
procedure defined above? If not, how can it be properly defined?
• How long should each evolution be computed?
• What do consistency, stability, and convergence mean?
For a fixed , all well known methods, assuming ξ = x, will converge as the
step-size H → 0, and there is no difference between stiff and non-stiff problems.
In the related work [3, 5, 42], convergence for stiff problems ( H) is defined
by the following relation: For the error
E(H) = max
0≤tn≤T
( sup
0<<0(H)
|ξ(tn)− ξn|), (1.2.11)
we have that E(H) → 0 as H → 0. Here, 0(H) is a positive function of
H, serving as an upper bound for the range of , and ξ(tn) and ξn denote
respectively the analytical solution and the discrete solution at tn.
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Figure 1.1: A typical structure of the proposed multiscale algorithm.
The above procedures algorithmically consist of the following three
components:
1. Force estimation for the slow variable:
(1) At T = tn, ξn is given.
(2) Reconstruction: at T = tn, R(ξn) 7→ xn.
(3) Solve for the micro state variables: xn(t), for t ∈ [tn− η2 , tn+ η2 ], with
xn(tn) = xn.
(4) Compression and estimate force: U∗ = Q[xn]. Approximate ξ′(tn)
using an appropriate data estimation.
2. Evolve the macro variables: (5) {Un} ∪ {U∗} → Un+1, T = tn+1.
3. Repeat.
Several remarks can be made as follows. Computational efficiency lies
in how long (3) is run and the complexity of (4). We assume that the trajectory
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passing through xn ∈ D0 are ergodic on some invariant manifold M(xn) ⊂ D0
which is given implicitly as the intersection of level sets of slow variables.
Therefore, the fast variables in (1.2.4) are locally ergodic with respect to a
family of measures µ drifted by slow variables, i.e., the microscale model has
some particular features that we can take advantage of. The invariant manifold
in (3) is described by the torus in Figure 3.1 since we consider highly oscillatory
dynamical systems. For the data estimation in (4), we shall see in Chapter 2-4
that these slowly changing quantities may be evaluated conveniently by various
averaging techniques with suitable kernels. An analytical motivation for these
techniques will be given in the following section. Another challenge is that the
torus may be embedded in a higher dimensional space and a parametrization
of the torus is not available.
1.2.2 Averaging and ergodicity
Averaging and ergodic theories are parts of the theory of dynamical
systems. We start with the definition of ergodicity.
Definition 1.2.4. A dynamical system is called ergodic if it has a unique
invariant measure.
Let ϕt denote the solution operator for the fast equation (1.2.4).
Theorem 1.2.1. If g is integrable on a manifold M and the dynamics of φ is
ergodic on M with the invariant measure µ, then the time average of a function
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g exists for µ-a.e. φ ∈M, and coincides with the space average
lim
T→∞
1
T
∫ T
0
g
(
ϕt(φ0)
)
dt =
∫
M
g(φ)µ(dφ).
See [11, 91, 93] for the proof. It is interesting to point out that time
average converges to a value which is independent of the initial condition.
Theorem 1.2.1 implies that it is equivalent to look at the distribution of φ
either at a given moment in time or along one long time trajectory.
From a computational point of view, averaging methods inspire efficient
numerical schemes for integrating the slow components of slow-fast systems
(1.2.4) without fully resolving all fast oscillations in [0, T ]. A wide range
of applications require numerical averaging over the invariant measure of an
ergodic dynamical system [11, 93].
1.2.2.1 Ordinary differential equations
We recall a class of system that has an explicit slow-fast grouping in
the solution’s components (1.2.4),{
ξ˙ = f(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ, φ) + g0(ξ, φ), φ(0) = φ0.
(1.2.12)
We assume that, for fixed ξ, the fast variable φ is locally ergodic on M with
respect to a family of measures µξ(dφ) drifted by slow variables. In this case,
the averaging theorem [90, 93] states that ξ(t) converges to a solution of the
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averaged equation as → 0. Formally, ξ(t) is approximately described by the
averaged equation:
˙¯ξ = f¯(ξ¯), ξ¯(0) = x0 (1.2.13)
where
f¯(ξ¯) =
∫
f(ξ¯, φ)µξ¯(dφ). (1.2.14)
Furthermore, the approximation is of order  in the sup norm, i.e.
sup
0≤t≤T
|ξ(t)− ξ¯(t)| = O().
This elementary result has been generalized considerably to include, for ex-
ample, chaotic and stochastic systems [12, 19, 20, 66, 69, 89, 91, 93].
It is immediately clear that (1.2.13) is more preferable to simulate the
evolution of ξ(t), provided one is able to compute analytically the force f¯(ξ¯).
In general, this cannot be done because the dynamics of the fast variable φ is
too complicated. The motivation for estimating the forces leads us to devise
numerical methods equipped with multiscale integrations.
1.2.2.2 Stochastic differential equations
Another interesting example of a multiscale methodology is in the work
of Vanden-Eijnden on stochastic systems or systems on long time scales for
which the stochastic effects are important [101]. Stochastic processes and
diffusion theory are the mathematical underpinnings of many scientific disci-
plines, including statistical physics, physical chemistry, molecular biophysics,
communications theory, and many more [96]. This section reviews the basic
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averaging theories of multiscale stochastic processes, mostly focusing on the
advective time scale which is independent of . We will address the following
question: how to characterize long-time behavior of SDEs?
We consider a slow-fast system of SDEs,{
dx = f(x, y)dt, x(0) = x0,
dy = −1g(x, y)dt+ −1/2β(x, y)dW, y(0) = y0
(1.2.15)
where (x, y) ∈ Rd−p × Rp, dW is the standard Gaussian white noise, and
f(·) ∈ Rd−p, g(·), β(·) ∈ Rp are O(1) functions in . In other words, we have
assumed that the phase space can be decomposed into slow variables x and fast
ones y. Systems of (1.2.15) arise from molecular dynamics, chemical kinetics,
material sciences, atmospheric and ocean sciences [37, 38, 101].
Similar to Section 1.2.2.1, we assumed that, for fixed x = X, the fast
equation
dy = −1g(X, y)dt+ −1/2β(X, y)dW (1.2.16)
is ergodic. A stochastic process is called ergodic if it has a unique invari-
ant measure. Then the probability distribution function of the solution y of
(1.2.16), denoted ρ∗(Y ;X), satisfies two differential partial differential equa-
tions (PDEs). One with respect to the “forward variables” and one with
respect to the “backward variables”. The former is called the Fokker-Planck
equation or the forward Kolmogorov equation, and the latter is called the
backward Kolmogorov equation. See [96], [90] for more details.
The corresponding Fokker-Planck equation is given by
∂ρ
∂t
+ −1
∂(g(X, Y )ρ)
∂Y
= −1
β2(X, Y )
2
∂2ρ
∂Y 2
. (1.2.17)
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We point that the drift term in (1.2.16) shows up as an advection term for
(1.2.17), that the standard Gaussian white noise in in (1.2.16) shows up as a
diffusion term for (1.2.17), and that the computational cost remains due to
the stiff parameter −1.
An important theorem [69, 89] implies that the effective dynamics for
the slow variable x is obtained by averaging the RHS of dx/dt with respect to
the conditional equilibrium distribution of y:
dx¯
dt
= f¯(x¯), x¯(0) = x0
where f¯(x) =
∫
f(x, y)µx(dy) =
∫
f(x, y)ρ∗(y;x)dy. The result of the proce-
dure is a deterministic macroscopic equation in the limit of → 0,{
dx = f(x, y)dt,
dy = −1g(x, y)dt+ −1/2β(x, y)dW,
−→ dx¯
dt
= f¯(x¯).
However, the microscopic system can be either deterministic or stochastic. We
only require ergodicity of the fast dynamics, which result in the uniqueness of
the steady state of the Fokker-Planck operator for each value of x = X. The
challenge for numerical methods is to efficiently sample the invariant measure.
1.2.3 Averaging kernel
We review the well-known kernel averaging that evaluates slowly chang-
ing quantities in ODEs [3, 5, 6, 42] and SDEs [37, 101]. Performing averages
over fast oscillations can be approximated in a convenient and computationally
efficient way by convolution of dx/dt with appropriate compactly supported
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kernels. Inside the convolution, the value of x is not exactly fixed but varies
following the correct dynamics. This subtle change in the values of x(t) allows
for the kernel to capture the correct effective change of x(t) in a longer time
scale.
In the ODE case, we assume that for a fixed slow variable, the fast
variable is restricted in the manifold M which is diffeomorphic to an one di-
mensional torus T1. The fast dynamics can be viewed as a complete rotation
over a circle.
Let Kp,q denote the space of normalized Cq functions, supported on
[−1, 1] that have p vanishing moments, i.e.,∫
[−1,1]
K(t)trdt =
{
1, r = 0,
0, 1 ≤ r ≤ p. (1.2.18)
Furthermore, for η > 0, let Kη denote a scaling of K(t) to [−η, η],
Kη(t) =
1
η
K
(
t
η
)
.
Then f¯ in (1.2.13) can be obtained efficiently with the help of averaging ker-
nel K.
Theorem 1.2.1. Let f(t) = f(t, −1t), where f(t, s) is 1-periodic in s and
∂f(t, s)/∂tr is continuous for r = 0, · · · , p. For any K ∈ Kp,q, there exist
nonnegative constants C1 and C2, independent of  and η, such that∣∣Kη ∗ f(t)− f¯(t)∣∣ 5 C1ηp + C2( 
η
)q.
We refer to the proof of [42]. Two commonly used kernels are:
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• Exponential kernel Kexp ∈ K1,∞,
K(t) = 422.11 · exp
[
5
(
t2 − 1)−1] · χ[−1,1](t).
• Cosine kernel Kcos ∈ K1,1,
K(t) =
1
2
[1 + cos(pit)] · χ[−1,1](t).
In the SDE case, on the O(1) time scale (advective time scale), suppose
that the dynamics for Y with X = x fixed has an invariant probability measure
µx(dy) and that the following limit exists,
f¯(x) = lim
→0
∫
f(x, y)µx(dy).
See the discussion in Section 1.2.2.2. Then, the averaged f¯(Xn) can be ap-
proximated by the following time and ensemble average [37, 101]:
f˜n =
1
MN
M∑
j=1
N∑
m=1
f(Xn, Yn,m,j) =
M∑
j=1
K(tm)f(Xn, Yn,m,j)
where M is the number of replicas, N is the number of steps in the time
averaging and the kernel function K(·) is defined by
K(t) =
1
M
χ[0,tM ](t),
which is usually referred to as a naive kernel.
1.3 Related works
Detailed reviews and further references on this active field of geomet-
ric integration can be found in [21, 59, 62, 83],[55, 78, 95], and [27]. Another
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approach based on asymptotic expansions in inverse powers of the oscillatory
parameter is given in [28] and references within.
The impulse method [47] for Newtonian dynamics splits the force field
into fast and slow parts. As with the conventional splitting strategy, the basic
impulse algorithm then integrates alternately in time intervals of equal length,
the fast equation and the slow equation; the integration for the fast equation
starts with the solution generated by the slow equation, and vice versa. In the
context of impulse method, it is assumed that the slow part of the vector field
comes from long range interaction potential and is relatively costly to evaluate
compared to the fast force.
FLAVORS [99] integrate the whole system and the split non-stiff system
alternately as well. More precisely, during the integration, stiff forces in the
given system are “turned on” over a microscopic time interval time and then
“turned off” over a mesoscopic time step. As in the impulse method, the
solution produced at the end of a microscopic interval by “turning on” the
stiff force in the system is continued by serving as the initial condition for the
whole system in the following mesoscopic time integration.
The equation-free approach [9, 68] is also very similar to that of the
extended multi-grid method and HMM. Its basic strategy is to link simula-
tions of the microscopic models on small spatio-temporal domains in order
to mimic the behavior of a system at large scale. This is done by interpola-
tion (in space) and extrapolation (in time) of ensemble-averaged macroscale
variables obtained from the microscopic simulations. It consists of a set of
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techniques including coarse bifurcation analysis, projective integrators, the
gap-tooth scheme and the patch dynamics [68]. At an abstract level, equation-
free is built on a three-stage lift-evolve- restrict coarse time-stepper procedure
[68].
In the use of Young measures [12, 13], the situations in which the fast
dynamics tend to fixed points, periodic solutions, or chaotic solutions can be
treated in a unified manner. The general philosophy is to analyze the behavior
of a fast dynamics drifted along with a slow movement by computing limit
cycles as  → 0, describing the invariant measures supported on them as a
Young measure, and progressing via averaging with respect to which induces
the equation for the slow dynamics.
The seamless multiscale method does not require changing a focus here
and there between the macro- and micro-states of the system [39]. The main
idea is to artificially modify the time scale of the microscale problem, and solve
the macroscale model and the modified microscale model simultaneously, i.e.,
the macro- and the micro-solvers runs with its own time-step, and both are
not identical. The accuracy and efficiency are generally comparable to those
of HMM.
In this paper, we will be concentrated on the case that for fixed x, the
fast variable y is restricted in the manifold M which is diffeomorphic to an n
dimensional torus Tp = (S1)n with p > 1.
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1.4 Overview
In the following chapters, a multiscale method for computing the ef-
fective behavior of a class of highly oscillatory ODEs and SDEs is presented.
we are also concerned with the analysis of efficient numerical methods for the
dynamical system with disparate time scales. Consider the computation of the
effective long time properties of the dynamical system;
d
dt
x =
m+1∑
i=0
−ifi(x), x(0) = x0 ∈ D0 ⊂ Rd, (1.4.19)
and a corresponding slow-fast system;{
ξ˙ = g0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ, φ) + g2(ξ, φ), φ(0) = φ0
(1.4.20)
where the slow variable ξ is in Rd−p and the fast variable φ is restricted in the
manifold M which is diffeomorphic to Tp = Sp for each fixed ξ.
In Chapter 2, we propose a new strategy to construct multiscale meth-
ods for ODE/SDE in the case m = 0 and p = 1. In particular, we consider dy-
namical systems, in which an underlying diffeomorphism Ψ : x→ (ξ(x), φ(x))
of (1.4.19) from Rd onto Rd−1 × T1 is implicitly given.
In Chapter 3, efficient techniques for numerical averaging over a higher
dimension torus (m = 1, p > 1) will be given. A torus is defined by ergodic
dynamical systems which may not be mixing. These thechniques are neces-
sary, for example, in the numerical approximation of the effective behavior of
highly oscillatory ordinary differential equations in near resonance. Dynamical
systems whose multiscale features are not integer powers of  will be discussed.
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In Chapter 4, we generalize the framework of averaging kernels pre-
sented in Section 1.2.3 to include three or more time scales. In particu-
lar, we deal with the case integer m = 1 and an underlying diffeomorphism
Ψ : x → (ξ(x), φ1(x), φ2(x)) of (1.4.19) from Rd onto Rd−2 × T1 × T1 is im-
plicitly given. An equation in a generalized form of (1.4.20) is analyzed by an
iterated averaging techniques, and we devise a numerical method using tiered
applications of HMM.
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Chapter 2
BF HMM: A multiscale method using a
Poincare´ map type technique
We introduce and analyze a new class of multiscale methods that use a
developed map which is qualitatively similar to a Poincare´ map. The proposed
algorithms construct effective paths in the state space whose projection onto
the slow subspace shows the correct dynamics. The path is locally constructed
through interpolation of neighboring points generated from our developed map.
Its construction is based on the procedure which splits the full system so that
the split equations satisfies the requirement and solves two split equations
successively backward and forward in time only over a short period. This
algorithm does not require an explicit form of any slow variables.
The main idea of this paper is summarized in the following three points:
(1) The given highly oscillatory system is regarded as a system with lower
order perturbation. The solutions of the corresponding system without the
lower order perturbation are assumed to stay on some invariant manifolds; (2)
We construct an effective path by comparing the solutions of the equations
with and without lower order perturbation. This path discloses information
about how the solutions of the given perturbed system traverse through the
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invariant manifolds of the unperturbed system; and (3) A novel on-the-fly
filtering technique is applied for achieving high order accuracy beyond other
approaches that rely only on dynamical system’s self-averaging property.
Most of the results in this chapter are published in [1]. Finally, we
emphasize that the proposed HMM methods are not limited to the few simple
schemes that we will present here.
2.1 The BF HMM scheme
We consider the computation of the effective long time properties of a
class of dynamical system, formally written in the form
d
dt
x = −1f1(x) + f0(x, t; ), (2.1.1)
with initial condition x(0) = x0 ∈ D0 ⊂ Rd.
Assumption 2. The trajectory passing through y0 ∈ D0 of the unperturbed
equation
d
dt
y = −1f1(y), (2.1.2)
are ergodic on some invariant manifold M(y0) ⊂ D0. Furthermore, for points
in D0, the Jacobian of f1 has only purely imaginary eigenvalues bounded away
from 0, independent of .
Assumption 3. The invariant manifolds M of (2.1.2) can be identified by the
level sets of ξ1, ξ2, · · · , ξk with k < d which are slow variables with respect to
x(t).
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Thus, for each time t, we may identify the manifold
M(t) = ∩kj=1{z ∈ Rd : ξj(z) = ξj ◦ x(t)},
and if we solve (2.1.1) and (2.1.2) with the same initial condition lying on
M(t), it is then possible to track M(t) by comparison of x(t) and y(t) without
explicitly knowing the slow variables. Thus the evolution of the slow variables,
or equivalently, that of M(t), can be tracked at least locally in state space by
a path γ(s) which crosses M(t) at s = t. Note that such γ is not unique and
we shall construct one in the state space such that for any slow variable ξ, and
finite time interval, γ satisfies the following conditions:
1. (Consistency) ξ ◦ γ(t) = ξ ◦ x(t);
2. (Effectiveness)
∣∣∣d(j)γdt(j) ∣∣∣ ≤ C, for 1 ≤ j ≤ k for some positive integer k.
We shall refer γ as an effective path of the given dynamical system.
It has been observed in [5] that such a path can be constructed using an
effectively closed system of explicitly identified slow variables. Furthermore,
the constructed path is orthogonal to the level sets of the slow variables in
the limit as  → 0. Our new algorithm does not require explicit form of any
slow variables. Instead, our new algorithm compares short time solutions
of (2.1.1) and (2.1.2) to generate a sequence of points whose interpolation
defines an approximation of γ. In the following algorithms, γ is not necessarily
orthogonal to the level sets of slow variables. As we shall see further below,
the more sophisticated form of our algorithm requires both the forward and
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backward in time solutions of (2.1.1) and (2.1.2). Thus, we shall call our
algorithms BF HMMs for brevity.
2.1.1 The basic scheme
Our basic algorithm is illustrated in Figure 2.1 and summarized below.
This first algorithm does not involve any solution of the equations involved
backward in time, but we shall still call it a BF HMM. We remark here that
Algorithm 1 described below shares a similar strategy is that proposed in [8]
for a different problem.
Algorithm 1. (Forward Euler BF HMM)
1. (Forward Euler macro-solver) Compute γn+1 from γn at tn = nH.
γn+1 = yn(∆) +HFn,
where
Fn :=
xn(∆)− yn(∆)
∆
,
and xn(∆) and yn(∆) are evaluated from the micro-solver.
2. (Micro-solver) At tn = nH, solve
d
dt
xn = 
−1f1(xn) + f0(xn, tn; ), xn(0) = γn,
and
d
dt
yn = 
−1f1(yn), yn(0) = γn,
for t ∈ [tn, tn + ∆] with 0 <  ∆ H.
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3. Repeat.
y( )
x( )
x0
 (t)
Figure 2.1: γ(∆) := x(∆),γ(0) := y(∆), and γ(−∆) := x(−∆; y(∆)).
Example 1. Our simple example to demonstrate the consistency of the For-
ward Euler BF HMM is an expanding spiral [3] in C.
d
dt
x = i−1x + x, x(0) = x0 (2.1.3)
with x0 > 0 independent of . We transform x
 into (ξ, θ) where ξ = |x| and
θ = arg(x), and obtain {
ξ˙ = ξ, ξ(0) = |x0|,
θ˙ = −1, θ(0) = arg(x0).
(2.1.4)
By Definition 3.1.1, ξ is a slow variable. In Step 1, we assume that all micro
simulations of x and y are exact over [tn, tn + ∆], ∆  H. Then the local
truncation error in approximating a slow variable ξ is given by∣∣∣∣ξ ◦ x(tn+1)− ξ ◦ (yn(∆) +Hxn(∆)− yn(∆)∆
)∣∣∣∣= ∣∣∣∣etn+H − etn (1 +He∆ − 1∆
)∣∣∣∣
=
∣∣∣∣etn (H2 −∆H2 + · · ·
)∣∣∣∣
≤ CH2
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for some positive constant C. Thus to leading order in H2, Forward Euler
BF HMM yields a correct γ(t) for the slow variable ξ.
2.1.2 Higher order schemes
In this section we describe the construction of high order accurate BF
HMMs with sublinear complexity in constant time intervals. In Algorithm
1, forward Euler scheme is used to compute the effective path γ that passes
through y(∆). A lower order approximation of dγ/dt when it crosses y(∆) is
approximated by Fn, which is a linear approximation. Thus, higher order BF
HMMs require higher order approximation of dγ/dt. In order to do that, we
systematically solve (2.1.1) and (2.1.2) both forward and backward in time to
obtain points lying on an effective path that crosses a chosen point. Below,
we outline this general procedure:
• The chosen macroscopic integrator is used to construct an effective path
γ that crosses a chosen point γ∗0 , which may either be given by the
macroscopic integrator directly, or come from solving (2.1.2) for a short
time. The values of d
dt
γ at various quadrature points needed by the
macro-integrator are computed as below.
• From the initial condition γ(t∗) =: γ∗0 . A sequence of points in the state
space, denoted by γ∗k, k = 0,±1, · · · ,±p, is generated by the microscopic
solver solving (2.1.1) and (2.1.2) for short time intervals of length ∆. The
generation of γ∗k will be described in detail later.
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• d
dt
γ(t) is approximated by d
dt
γ∗∆(t) for t ∈ [t∗− p∆, t∗+ p∆], where γ∗∆(t)
is an interpolation of γ∗k at t = t
∗ + k∆.
For simplicity of presentation, we only describe the procedure for k > 0.
Assume that the value of γ(t∗) is given, we start by defining γ∗0 := γ(t
∗).
• For k = 0, 1, · · · , p− 1,
1. Solve equation (2.1.1) for x using γ∗k as the initial condition at
t = k∆, and obtain the solution at time (k + 1)∆, denoted by
x(∆; γ∗k).
2. Solve equation (2.1.2) for y backward in time, from t = (k+ 1)∆ to
k∆, with the condition x(∆; γ∗k). Denote the solution at t = k∆ by
y(−∆; γ∗k).
• Define γ∗k+1 := y(−∆; γ∗k).
The procedure for k < 0 involves first solving y backward in time, and then
solving x forward in time. This type of construction involving forward-
backward flow can be recognized using the diagram shown in Figure 2.2. In
Figure 2.26, we show two projections of γ thus constructed for the stellar orbits
problem. See Section 2.2.2 for the stellar orbits model.
32
 ⇤0
 ⇤1
 ⇤2
 ⇤ 1
 ⇤ 2
x✏( ;  ⇤0 )
x✏( ;  ⇤1 )
x✏(  ;  ⇤0 )
x✏(  ;  ⇤ 1)
Figure 2.2: An illustration of the BF HMM construction for approximating
an effective path that passes through γ∗0 . This construction will take place at
every microscopic simulation in a BF HMM algorithm. Mappings that involve
backward in time solutions of either (2.1.1) and (2.1.2) are depicted by the
dashed arrow curves. (Left) This diagram summarizes the evaluation of Fn
in Algorithm 1. Together with the chosen Forward Euler macro-solver, the
structure corresponds to the HMM structure shown in the left subfigure of
Figure 1. (Right) Blue curves symbolizes mappings that involve the solutions
of (2.1.2). The red curve depicts the trajectory of the computed effective path.
2.1.2.1 A sampling issue
In a typical application, the slow variables along x(t) will possess O()
oscillations around a smooth average; i.e. one cannot expect that | dν
dtν
ξ ◦x| be
bounded uniformly in  for ν ≥ 2. Since slow variables are functions that do
not depend on , the boundedness of | dν
dtν
ξ ◦x| = | dν
dtν
ξ ◦γ| thus determines the
boundedness of γ(ν)(t). In other words, for most applications, the effective path
γ(t) constructed by the algorithm outlined above will have fast oscillations of
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Figure 2.3: Projections of γ(t) onto the x1-v1 and the x2-v2 planes, are shown
by the solid curve. The level sets of the slow variables are shown by the dotted
contours. γ is computed by a second order explicit Runge-Kutta method using
macroscopic time step size H = 0.25,  = 10−4. See Algorithm 2 for generating
solid curves and Section 2.2.2 for the stellar orbits equation.
O() amplitudes. This poses some restriction to the lengths of ∆ and the
macroscopic step size, H.
Nevertheless, the O() oscillations will be sampled very irregularly by
the interpolation points γ∗k and will typically lead to an O(/∆) error in the
approximation of dξ¯/dt regardless of how many points we interpolate. This
limitation of the accuracy can be lifted by a novel filtering technique described
in the following section, or by additional knowledge of the periodicities of the
fast oscillations in ξ ◦ x(t).
2.1.2.2 A novel on-the-fly filtering approach
As we see from the discussion in Section 2.1.2.1, the bottleneck in the
accuracy of this new algorithm is a consequence of the small-amplitude fast
oscillations in ξ ◦ x(t). The accuracy of the proposed algorithm can be im-
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Figure 2.4: The blue curves are the trajectories of ξ1 ◦ x(t) with  = 10−3,
showing fast oscillations with small amplitudes. The top plot shows the result
obtained without the new filtering. The bottom plot is obtained with the new
filtering.
proved if γk sample the smooth average ξ¯ instead. Since we assume no explicit
knowledge about the slow variables, ξ¯ must be computed intrinsically.
Our idea is to average the vector field defined by the dynamical sys-
tem “on-the-fly”. More precisely, we propose to replace (2.1.1) by a filtered
equation
d
dt
x˜ =
1

f1(x˜) +K∆(t)f0(x˜, t; ), (2.1.5)
with the identical initial condition as x; i.e. x˜(t∗) = x(t∗). In the forward in
time simulations for time interval t∗ ≤ t ≤ t∗ + ∆, the filter K∆(t) will vanish
outside of that interval. Similarly, in the backward in time simulations, the
filter will be supported on the interval t∗ − ∆ ≤ t ≤ t∗. We will develop the
appropriate filters so that the smooth average ξ¯(t) of ξ ◦x(t) is approximated
accurately by ξ ◦ x˜(t) at t = t∗ ±∆.
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The mechanism of this approach for linear equations can be understood
by comparing
x′ =
i

x+ c(t,
t

)x,
and the corresponding filtered equation in the interval 0 ≤ t ≤ ∆. Analysis
of this new approach for more general nonlinear systems will be reported in a
forthcoming paper. With x = e
i

tw and x˜ = e
i

tw˜, we have
w′ = c(t,
t

)w, and w˜′ = K∆(t)c(t,
t

)w˜.
Suppose c(t, t/) = c¯(t) + α(t/), where α is a periodic function with zero
average. Then
w(t) = w0 exp(
∫ t
0
c¯(s)ds+
∫ t
0
α(
s

)ds) = w0 exp(
∫ t
0
c¯(s)ds) + O(), (2.1.6)
w˜(t) = w0 exp(
∫ t
0
K∆(s)c¯(s)ds+
∫ t
0
K∆(s)α(
s

)ds). (2.1.7)
In this example, the lower order term containing α in the right hand side of
(2.1.6) causes the sampling issue mentioned above. Thus, our main objective
is to build high order schemes that compute the smooth part of w; i.e.
w¯(t) := w0 exp(
∫ t
0
c¯(s)ds).
In the algorithm that we outlined above, we only need that the value of w˜(t)
to be close to w¯(t) at t = ∆, the filter K∆ performs two specific types of
approximations corresponding to the integrals involving c¯ and α.
The theory of averaging out oscillations that appear in the integral for
α(t/) is developed in [42]. It requires that K∆ is compactly supported in the
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interval [0,∆], and the effectiveness of averaging out the oscillations in α is
determined by the regularity of K∆ at s = 0 and ∆; i.e.
dk
dtk
K∆(0) =
dk
dtk
K∆(∆) = 0, k = 0, 1, . . . , q, (2.1.8)
and then integration by parts yields∣∣∣∣∫ ∆
0
K∆(s)α(
s

)ds
∣∣∣∣ ≤ C · q∆q−1 . (2.1.9)
High order accurate approximation of the integration of c¯ requires
different conditions. Taylor expansion of c¯(t) around t = ∆ gives c¯(t) =
c¯(∆) + (t−∆)c¯′(∆) + ... and∫ ∆
0
c¯(s)ds =
∑
j
c¯(j)(∆)
j!
∫ ∆
0
(s−∆)jds,
∫ ∆
0
K∆(s)c¯(s)ds =
∑
j
c¯(j)(∆)
j!
∫ ∆
0
K∆(s)(s−∆)jds.
Thus for this type of problems, we may require what we called the quadrature
moment conditions for the filter K∆:∫ ∆
0
K∆(∆− s)sjds =
∫ ∆
0
sjds, j = 0, 1, 2, · · · , p. (2.1.10)
We thus have the error
|
∫ ∆
0
K∆(∆− s)c¯(s)ds−
∫ ∆
0
c¯(s)ds| ≤ C∆p+1.
For convenience of presentation below, let K˜p,q(I) denote the space of nor-
malized Cq functions, supported on I = [0, 1] that have p moments specified
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by ∫
I
K(1− t)trdt =
∫
I
trdt =
1
r + 1
, 0 ≤ r ≤ p. (2.1.11)
For ∆ > 0, K∆(t) denotes a rescaling of K as K∆(t) = K(∆
−1t).
We remark that with ∆ = O(), the estimate in (2.1.9) shows that it is
more important to use a filter with higher regularity, as it directly impacts on
how the error | dj
dtj
ξ ◦ x˜− d
dt
ξ¯| depends on , and consequently, how the sizes of
∆ and the step size H for the macro-solver should be chosen.
Figure 2.4 demonstrates a scenario for the stellar orbits example. In
it, the blue curves correspond to the the values of the slow variable ξ1 ◦ x(t)
defined in Section 2.2.2. The red circles show the values of ξ1(γk) at times
tn + k∆, and the dotted red curves are the quadratic interpolants of these
values. The bottom plot in Figure 2.4 is obtained with the strategy to be
discussed below.
Algorithm 2. Midpoint rule BF HMM
1. (Midpoint rule macro-solver) Compute γn+1 from γn at tn = nH.
γn+ 1
2
= γn +
H
2
FHMM(γn, tn),
γn+1 = γn +HFHMM(γn+ 1
2
, tn +
H
2
)
where FHMM is defined below.
2. (Micro-solver) Evaluation of FHMM(γ
∗
0 , t
∗). With a chosen filter K∆ ∈
K˜p,q([0,∆]), p, q ≥ 1, and ∆ > 0:
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(a) (Forward solution of the perturbed equation) Solve
d
dt
x˜ = −1f1(x˜) +K∆(t− t∗)f0(x˜, t; ), x˜(t∗) = γ∗0
for t ∈ [t∗, t∗ + ∆]. Denote the solution at t = t∗ + ∆ by x˜(∆; γ∗0).
(b) (Backward solution of the perturbed equation) Solve
d
dt
x˜ = −1f1(x˜) +K∆(t− t∗)f0(x˜, t; ), x˜(t∗) = γ∗0
for t ∈ [t∗−∆, t∗]. Denote the solution at t = t∗−∆ by x˜(−∆; γ∗0).
(c) (Forward solution of the unperturbed equation) Solve
d
dt
yF = 
−1f1(yF ), yF (t∗ −∆) = x˜(−∆; γ∗0)
for t ∈ [t∗ −∆, t∗]. Denote the solution yF (t∗) by γ∗−1.
(d) (Backward solution of the unperturbed equation) Solve
d
dt
yB = 
−1f(yB), yB(t∗ + ∆) = x˜(∆; γ∗0)
for t ∈ [t∗, t∗ + ∆]. Denote the solution yF (t∗) by γ∗1 .
(e) Evaluate FHMM :
FHMM(γ
∗
0 , t
∗) :=
γ∗1 − γ∗−1
2∆
.
3. Repeat.
Algorithm 3. (Explicit s-stage Runge Kutta BF HMM)
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1. (Macro-solver: An explicit s-stage m-th order Runge-Kutta method de-
fined by the Butcher’s tableau involving the coefficients (ai,j), bi, and cj,
1 ≤ i, j ≤ s. )
Computes γn+1 from the given value γn at t = tn.
γn+1 = γn +H
s∑
i=1
biki,
where
kj = FHMM(γ
n +H
j−1∑
`=1
aj`k`, tn + cjH), j = 1, 2, · · · , s.
The values of FHMM are computed from microscopic simulations.
2. (Micro-solver) Evaluate FHMM(γ
∗
0 , t
∗) at the given values of γ∗0 and t
∗.
Let S∆t∗ be the operator that maps a given initial data at t = t
∗ to the
solution of the filtered perturbed equation (2.1.5) to t∗ + ∆, and let S˜∆t∗
be the operator that has the analogous function for the unperturbed
equation (2.1.2). Define
γ∗j :=
(
S˜−∆t∗+∆S
∆
t∗
)j
γ∗0 ,
γ∗−k :=
(
S˜∆t∗−∆S
−∆
t∗
)k
γ∗0 .
Let γ∆(t) be an interpolant of γj at t
∗ + j∆. Then
FHMM(γ
∗
0 , t
∗) :=
d
dt
γ∆(t
∗).
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2.1.2.3 Analysis of the filtering effect
We will now explain the rationale and mechanism behind the new fil-
tering technique. By transforming x into (ξ, φ) ∈ Rd−1 × S1, we have the
following slow-fast system{
ξ˙ = f0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ, φ) + g2(ξ, φ), φ(0) = φ0.
(2.1.12)
˙¯x = f¯0(x¯) =
1
T
∫ T
0
f0(x¯, s)ds, x¯(0) = x0, (2.1.13)
y˙ = K∆(t)f

0(y,
t

), y(0) = x0, (2.1.14)
In this section, we needs to analyze e = x¯− y at t = ∆.
Notation. We use the notation f [k](t) for k-th order integral of f and f (s)(t)
to denote d
sf
dts
, and use K˜p,q to denote a function in K˜p,q([0, 1]).
Theorem 2.1.1. Suppose that (1) f 0(x,
t

) = f¯0(x)+α(
t

) (or one can simplify
the setting as f 0(t,
t

) = f¯0(t) + α(
t

)), (2) the effective force f¯0 is in C
p+1,
and (3) K(q+1)( t
∆
) and α[q+1]( t

) exist and bounded over t ∈ [0,∆]. We define
e = x¯− y. Then for any K ∈ K˜p,q(I), and t ∈ [0,∆], the following inequality
holds
|e(t)| ≤ C∆. (2.1.15)
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Moreover, at t = ∆(= C∆),
|e(∆)| ≤ C1 (C∆)min{2,p+2} + C2
max
0≤i≤q+1
||K(i)(t)||L∞([0,1])
(C∆)
q  (2.1.16)
holds.
Proof. Using equations (2.1.15) and (2.1.16),
e˙ = f¯0(e+ y)−K∆(t)f0(y, t

),
e(t) =
∫ t
0
f¯0(e+ y)− f¯0(y)ds+
∫ t
0
f¯0(y)−K∆(s)f0(y, t

)ds,
|e(t)| ≤
∫ t
0
∣∣f¯0(e+ y)− f¯0(y)∣∣ ds+ ∣∣∣∣∫ t
0
f¯0(y)−K∆(s)f0(y, t

)ds
∣∣∣∣
≤ L
∫ t
0
|e(s)|ds+
∣∣∣∣∫ t
0
f¯0(y)−K∆(s)f0(y, t

)ds
∣∣∣∣︸ ︷︷ ︸
=A(t)
.
where L is a Lipschitz constant of f¯0. Then using Gronwall’s lemma
|e(t)| ≤ A(t) +
∫ t
0
A(s) · Le
∫ t
s Ldrds
= A(t) +
∫ t
0
A(s) · LeL(t−s)ds.
For t ∈ [0,∆],
|e(t)| ≤ C1∆ + LeL∆C2∆2.
Therefore,
|e(t)| ≤ C∆ (2.1.17)
for a generic constant C > 0. Moreover, especially, t = ∆,
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|e(∆)| ≤ A(∆) +
∫ ∆
0
A(s) · LeL(∆−s)ds. (2.1.18)
Firstly, note that
∣∣∣∫ ∆0 A(s) · LeL(∆−s)ds∣∣∣ ≤ C∆2. For simplicity, we change
the y dependence in f to t dependence. Since f0(t,
t

) = f¯0(t) + α(
t

) where α
is a periodic function with zero average,
A(∆) =
∣∣∣∣∫ ∆
0
f¯0(s)−K∆(s)f0(s, s

)ds
∣∣∣∣
≤
∣∣∣∣∫ ∆
0
f¯0(s)−K∆(s)f¯0(s)ds
∣∣∣∣+ ∣∣∣∣∫ ∆
0
K∆(s)α(
s

)ds
∣∣∣∣
≤ C1∆p+2 + C2 max
0≤i≤q+1
||K(i)(t)||L∞([0,1]) 
q+2
∆q+1
. (2.1.19)
Note that at the moment of estimating
∣∣∣∫ ∆0 K∆(s)α( s )ds∣∣∣ for K ∈ K˜p,q,∫ ∆
0
K∆(s)α(
s

)ds = (−1)q 
q
∆q
∫ ∆
0
K(q)(
s
∆
)α[q](
s

)ds
= (−1)q 
q+1
∆q
[
K(q)(
s
∆
)α[q+1](
s

)
]∆
s=0
+(−1)q+1 
q+1
∆q+1
∫ ∆
0
K(q+1)(
s
∆
)α[q+1](
s

)ds
= (−1)q+1 
q+1
∆q+1
∫ ∆
0
K(q+1)(
s
∆
)α[q+1](
s

)ds.
∣∣∣∣∫ ∆
0
K∆(s)α(
s

)ds
∣∣∣∣ ≤ q+1∆q+1 max0≤i≤q+1||K(i)(t)||L∞([0,1])
∫ ∆
0
∣∣∣α[q+1](s

)
∣∣∣ ds
= C2
q+1
∆q
max
0≤i≤q+1
||K(i)(t)||L∞([0,1]).
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Putting (2.1.18) and (2.1.19) together,
|e(∆)| ≤ C1∆min{2,p+2} + C2
max
0≤i≤q+1
||K(i)(t)||L∞([0,1])
(C∆)
q (2.1.20)
where ∆ = C∆.
Here we verify the error bound of (2.1.20) implemented in two test
problems. A result shows that the error bound is correct, but it is not sharp.
The first test problem is given by
{
y˙ = K∆(t) (y + cos(η)) ,
η˙ = 1

vs
{
˙¯x = x¯,
η˙ = 0
with an initial condition [1, 0.5]t.
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(a) [Various ] ∆ = 40, K˜1,3
10−4 10−3
10−10
10−8
10−6
10−4
∆
|e
(∆)
|
slope = -4
(b) [Various ∆]  = 10−5. ∆ =(2k + 5),
k = [5 : 100], K˜1,3. As ∆ increases, |e(∆)|
decreases as a rate of 1(C∆)q+1 .
10−4 10−3
10−15
10−10
10−5
|e
(∆)
|
∆
slope = -11
(c) [Various ∆]  = 10−5. ∆ =(2k + 5),
k = [5 : 80], K˜1,10
Figure 2.5: Plot of |e(∆)|. It is hard to see O(∆2) rate numerically since (C∆)2
and 1
(C∆)q+1
are competing each other.
Another test problem is more complicated than the former.
{
y˙ = K∆(t) (cos(y) + cos (2pi sin(η))) ,
η˙ = 1

vs
{
˙¯x = cos(x¯) + C,
η˙ = 0
with an initial condition [1, 0.5]t. The constant C ≈ 0.2203 is analytically
computed using Maple 15.
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(b) [Various ∆]  = 10−5. ∆ =(2k + 5),
k = [5 : 100], K˜3,2. As ∆ increases, |e(∆)|
decreases as a rate of 1(C∆)q+1 .
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(c) [Various ∆]  = 10−4. ∆ =(2k + 5),
k = [5 : 100], K˜3,5. When ∆ ∼ 100, the
leading order term has been changed to
C1∆
min{2,p+2} but note that 1002 = −1
so we see the 1st order of .
10−4 10−3 10−2
10−10
10−8
10−6
|e
(∆)
|
ε
slope = 2
slope = 1
(d) [Various ] ∆ =150, K˜3,5. When
 ∈ [0.16 · 10−3, 0.3 · 10−3], the lead-
ing order term has been changed to
C2
max
0≤i≤q+1
||K(i)(t)||L∞([0,1])
(C∆)
q+1 .
Figure 2.6: Plot of |e(∆)|.
2.1.2.4 Formal accuracy estimate
Here we summarize errors produced by Algorithm 3.
• Global error in macro-simulation: Using an α-th order method with step
size H, is given by Hα.
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• Global error in each micro-simulation: Using a β-th order method with
step size h, we solve equations for x(t) and y(t) over micro interval ∆.
The global error is of order ∆h
β
β+1
.
• Filtering errors, by which we refer to the errors made in constructing
γ∗k. Using a filter K∆(t) ∈ K˜p,q with p, q ≥ 1, we have a residual from
averaging the oscillations of order 
q
∆q−1 , and quadrature error of order at
most ∆.
• Error in approximation of γ′(t) via interpolation: interpolating n + 1
points by an n-th degree polynomial leads to an error of order ∆n.
In our setup for the multiscale problems, we consider a regime: 0 ≤ t ≤ T ,
 → 0, T ∼ O(1), ∆ ∼ O(), and H ∼ O(1), assuming that ξ¯(t) has ν
derivatives bounded uniformly independent of , and ν ≥ α. In this regime, the
dominating error terms would be that from micro-solver O(h/)β, the filtering
errors O(), and the error from the macro-solver O(Hα).
2.1.3 A new structure of the BF HMM
2.1.3.1 Difficulties with the case
We begin with a motivating example, in which the Forward Euler BF
HMM is not appropriate to compute the slow behavior in a multiscale fashion.
Example 2. Consider the following nonlinear equation in Cartesian coordi-
nates,
x˙ =
ix|x|

+
x
|x| +
Re(x)x
|x|2 , x(0) = 1 (2.1.21)
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whose slow-fast system is given by{
ξ˙ = 1 + cos(φ), ξ(0) = 1,
φ˙ = ξ

, φ(0) = 0.
(2.1.22)
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Figure 2.7: (Example 2) Plots of ξ ◦x(t). Forward Euler BF HMM with linear
interpolation,  = 10−4 and ∆ = 30 are used. The solid lines correspond to
the direct numerical simulation (DNS) solution. Circles are the results of BF
HMM. (Left) H = 0.2. (Right) H = 0.01. Circles eventually converge to the
DNS solution as H → 0.
One of the subtle points in applying the Forward Euler BF HMM to
(2.1.22) is that the equation of the fast variable depends on ξ. From the
Assumption 5, the slow variable is almost stationary when we solve an unper-
turbed equation backward and forward in time over ∆ amount of time. In this
situation, a large difference between φ(∆) from the full equation and the un-
perturbed equation may exist and this results in inaccurate or even erroneous
approximation of the evolution of slow variable over a ∆ period (See Figure
2.8).
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Figure 2.8: An illustration of the erroneous approximation due to the differ-
ence in φ. The path γ(t) overestimates the evolution of the slow variable.
This is not a contradiction to the convergence of the BF HMM since the
slow behavior of (2.1.22) can be correctly computed using the Forward Euler
BF HMM with very small H = O(). However, the computational cost now
becomes linear to −1 which is same as the traditional methods. In order to
overcome this limitation, the BF HMM with symmetric structure is presented
in the following section.
2.1.3.2 BF HMMs with z-structure
In this section, we describe the construction of the BF HMM with a new
structure which has a shape of ”z”. Thus, we shall call the proposed algorithms
BF HMM with z-structure for brevity. This has a symmetric structure and
49
can be summarized as below.
Figure 2.9: An illustration of the BF HMM construction with z-structure.
Algorithm 4. Forward Euler BF HMM with z-structure
1. (Forward Euler macro-solver) Compute γn+1 from γn at tn = nH.
γn+1 = γ
∗
−1 +HFHMM(γn, tn)
where FHMM is defined below.
2. Evaluation of FHMM(γ
∗
0 , t
∗). With a chosen filter K∆ ∈ K˜p,q([0,∆]),
p, q ≥ 1, and ∆ > 0:
(a) (Forward solution of the perturbed equation) Solve
d
dt
x˜ = −1f1(x˜) +K∆(t− t∗)f0(x˜, t; ), x˜(t∗) = γ∗0
for t ∈ [t∗, t∗+2∆]. Denote the solution at t = t∗+2∆ by x˜(2∆; γ∗0).
(b) (Forward solution of the unperturbed equation) Solve
d
dt
x˜ = −1f1(x˜) +K∆(t− t∗)f0(x˜, t; ), x˜(t∗) = γ∗0
for t ∈ [t∗, t∗ + ∆]. Denote the solution at t = t∗ + ∆ by γ∗−1.
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(c) (Backward solution of the unperturbed equation) Solve
d
dt
yB = 
−1f(yB), yB(t∗ + 2∆) = x˜(2∆; γ∗0)
for t ∈ [t∗ + ∆, t∗ + 2∆]. Denote the solution yF (t∗ + ∆) by γ∗1 .
(d) Evaluate FHMM :
FHMM(γ
∗
0 , t
∗) :=
γ∗1 − γ∗−1
2∆
.
To analyze the BF HMM with z-structure, we consider a system of the form:{
ξ˙ = g(ξ, φ), ξ(0) = ξ0,
φ˙ = 1

f1(ξ) + f0(ξ, φ), φ(0) = φ0.
(2.1.23)
The corresponding unperturbed equation is chosen as
{
ξ˙u = 0, ξu(0) = ξ0,
φ˙u =
1

f1(ξu), φu(0) = φ0.
(2.1.24)
Theorem 2.1.2. We assume that f0 and g are periodic with respect to
the fast variable φ with a period 1. Then, the following estimation holds:
|φ(γ∗1)− φ(γ∗F )| = O(∆
2

) and
∣∣φ(γ∗1)− φ(γ∗−1)∣∣ = O(∆3 ).
Proof. Thanks to the on-the-fly filtering approach, we can write g(ξ, φ) as g¯(ξ¯)
with (f0 also). For simplicity, we drop tilde. For γ
∗
1 ,

ξ+ = ξ0 +
∫ ∆
0
g(ξF )dt,
φF (∆) = φ0 +
∫ ∆
0
1

f1(ξ
F )dt+
∫ ∆
0
f0(ξ
F )dt,
φ+ = φ0 +
∫ ∆
0
1

f1(ξ
F )dt+
∫ ∆
0
f0(ξ
F )dt− ∆

f1(ξ
+)−∆f0(ξ+).
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For γ∗−1,
ξ− = ξ0 −
∫ ∆
0
g(ξB)dt,
φB(−∆) = φ0 −
∫ ∆
0
1

f1(ξ
B)dt− ∫ ∆
0
f0(ξ
B)dt,
φ− = φ0 −
∫ ∆
0
1

f1(ξ
B)dt− ∫ ∆
0
f0(ξ
B)dt+ ∆

f1(ξ
−) + ∆f0(ξ−).
In the step evaluating FHMM(γ
∗
0 , t
∗),
ξ+ − ξ− =
∫ ∆
0
g(ξF )dt+
∫ ∆
0
g(ξB)dt
which is exactly capturing the evolution of ξ over [−∆,∆]. On the other hand,
φ+ − φ− =
∫ ∆
0
1

f1(ξ
F )dt− ∆

f1(ξ
+) +
∫ ∆
0
f0(ξ
F )dt−∆f0(ξ+)∫ ∆
0
1

f1(ξ
B)dt− ∆

f1(ξ
−) +
∫ ∆
0
f0(ξ
B)dt−∆f0(ξ−)
where ξ+ = ξ0 +
∫ ∆
0
g(ξF )dt and ξ− = ξ0−
∫ ∆
0
g(ξB)dt. By considering ξF (t) =
ξ0 +
∫ t
0
g(ξF )ds and ξB(t) = ξ0 −
∫ t
0
g(ξB)ds, for O(1

) terms

(
φ+ − φ−) ={∫ ∆
0
f1
(
ξ0 +
∫ t
0
g(ξF )ds
)
dt−∆f1
(
ξ0 +
∫ ∆
0
g(ξF )dt
)}
+
{∫ ∆
0
f1
(
ξ0 −
∫ t
0
g(ξB)ds
)
dt−∆f1
(
ξ0 −
∫ ∆
0
g(ξB)dt
)}
=
{∫ ∆
0
(
f1 (ξ0) +
∫ t
0
g(ξF )ds · f˙1(ξ0)
)
dt−∆f1 (ξ0)−∆
∫ ∆
0
g(ξF )dtf˙1(ξ0)
}
+
{∫ ∆
0
(
f1 (ξ0)−
∫ t
0
g(ξB)ds · f˙1(ξ0)
)
dt−∆f1 (ξ0) + ∆
∫ ∆
0
g(ξF )dtf˙1(ξ0)
}
+ O(∆3).
Thus, we have cancellation due to the z-structure;

(
φ+ − φ−) = {∫ ∆
0
(∫ t
0
g(ξF )ds · f˙1(ξ0)
)
dt−∆
∫ ∆
0
g(ξF )dt · f˙1(ξ0)
}
+
{
−
∫ ∆
0
(∫ t
0
g(ξB)ds · f˙1(ξ0)
)
dt+ ∆
∫ ∆
0
g(ξF )dt · f˙1(ξ0)
}
+ O(∆3).
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By considering ξF (s) = ξ0 + sξ˙
F (0) + s
2
2
ξ˙F (0) + · · · and ξB(s) = ξ0 + sξ˙B(0) +
s2
2
ξ˙B(0) + · · · , one can show that

(
φ+ − φ−) = O(∆3)
and this completes the proof.
In Figure 2.10, we show a result computed by the same BF HMM algo-
rithm with Figure 2.7 but having z-structure and demonstrate the efficiency
by choosing H independent of .
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Figure 2.10: (Example 2) Plot of ξ◦x(t) over t ∈ [0, 1]. Circles are results of the
Forward Euler BF HMM with z-structure. The maximal difference between γ∗1
and γ∗−1 over t ∈ [0, 1] is 0.144 ·10−5. However, in the Forward Euler BF HMM
with linear interpolation, the maximal difference is 0.045 when H = 0.01.
For a scheme with a high order accuracy, another interesting example is
presented. Consider the following nonlinear equation in slow-fast coordinates,

ξ˙1 = − ξ
2
2
10
+ ξ1 + sin(ξ2) + cos(3φ), ξ1(0) = 1,
ξ˙2 = ξ1
√
ξ2 + sin(φ), ξ2(0) = 0.5,
φ˙ =
ξ21+ξ2

+ ξ2, φ(0) = 0.
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whose averaged system is given by
ξ˙1 = 0, ξ1(0) = 1,
ξ˙2 = 0, ξ2(0) = 0.5,
φ˙ =
ξ21+ξ2

, φ(0) = 0.
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Figure 2.11: Plot of ξi ◦ x(t) over t ∈ [0, 2]. Circles are results of the For-
ward Euler BF HMM (Left) and the Midpoint rule BF HMM with z-structure
(Right). Parameters are  = 10−4, ∆ = 50 and H = 0.2. A kernel in K˜1,4 is
used.
2.2 Numerical examples
In this section, we apply our BF HMM algorithm described in Section
2.1 to ODE systems and compare it with other methods.
2.2.1 Nonlinear expanding spiral
Consider the following nonlinear equation in the complex plane
x˙ = i−1x|x|+ (sinx+ Re(x) · x) |x|−2, (2.2.25)
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with the initial value x(0) = 1. As in Example 1, the dynamics of x(t) can be
analyzed by the corresponding system of slow and fast variables:{
ξ˙ = cos θ + ξ−2 {cos θ sin(ξ cos θ) cosh(ξ sin θ) + sin θ cos(ξ cos θ) sinh(ξ sin θ)} ,
θ˙ = −1ξ + ξ−3 {cos θ cos(ξ cos θ) sinh(ξ sin θ)− sin θ sin(ξ cos θ) cosh(ξ sin θ)} .
(2.2.26)
with initial conditions ξ(0) = 1 and θ(0) = 0. We see immediately from Definition
3.1.1 that ξ is a slow variable. Note that (2.2.26) is never used in our algorithm; we
use ξ in (2.2.26) only to show that the results computed by the algorithm is correct.
The averaged equation for the slow variable ξ is
˙¯ξ = ξ¯−1, ξ¯(0) = 1. (2.2.27)
In this example, we used Algorithm 2, the Midpoint rule macro-solver and
ODE45 micro-solver with quadratic polynomial interpolation for γ to compute the
solution; however, in each micro-simulation, the micro-solver integrates the filtered
equation
x˙n = i
−1xn|xn|+K∆(t− tn)
{
(sinxn + Re(xn) · xn) |xn|−2
}
, tn ≤ t ≤ tn + ∆,
with the parameters in Table 2.1. The estimation errors for each different value of
∆ with respect to  = 10−4 and 10−5 are illustrated in Figure 2.12. Without the
filtering technique, the resulting errors are highly oscillatory due to the sampling
issue discussed in Section 2.1.2.1.
In Table 2.2, we show the effect of kernels on accuracy in the approximations
of the slow variable ξ. Since the error tends to be dominated by the step size H of the
macroscopic solver, taking a kernel with one-moment and one-regularity condition
is enough to prevent the sampling error.
Table 2.1: (Section 2.2.1) BF HMM parameters for Section 2.2.1
T H ∆ h Micro solver RelTol, AbsTol(ODE45) Macro solver
4 1/6 40 /30 ODE45 10−13, 10−10 Midpoint rule
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0.006
0.008
0.01
0.012
× ε = ∆
(a)  = 10−4
40 45 50 55 60
0
0.002
0.004
0.006
0.008
0.01
0.012
× ε = ∆
(b)  = 10−5
Figure 2.12: (Section 2.2.1) Plot of an estimation error ||ξ¯(·)−ξ ◦γ(·)||L∞ with
different ∆’s over t ∈ [0, 4]. The dotted lines are the errors without the new
filtering. A kernel K ∈ K˜1,1 is used.
Table 2.2: Table of ||ξ¯(·)− ξ ◦ γ(·)||L∞([0,4]) with various kernels K˜p,q.
(a) H = 0.2,  = 10−4, ∆ = 40
q = 1 2 3
p = 1 2.00(-3) 1.84(-3) 1.99(-3)
w/o filtering 6.76(-3)
(b) H = 0.2,  = 10−5, ∆ = 40
q = 1 2 3
p = 1 2.21(-3) 2.03(-3) 2.15(-3)
w/o filtering 5.82(-3)
(c) H = 0.02,  = 10−4, ∆ = 40
q = 1 2 3
p = 1 2.14(-4) 2.79(-4) 1.92(-4)
w/o filtering 8.12(-4)
(d) H = 0.02,  = 10−5, ∆ = 40
q = 1 2 3
p = 1 4.85(-5) 6.13(-5) 9.05(-6)
w/o filtering 1.16(-3)
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2.2.2 A simplified model for stellar orbits in a galaxy
The following extensively analyzed system is taken from the theory of stellar
orbits in a galaxy (see [65, 67]):{
r′′1 + a2r1 = r22,
r′′2 + b2r2 = 2r1r2, 0 < t˜ < T/.
Here r1(0, ) = r2(0, ) = 1, r
′
1(0, ) = r
′
2(0, ) = 0; r1 stands for the radial displace-
ment of the orbit of a star from a reference circular orbit, and r2 stands for the
deviation of the orbit from the galactic plane. The time variable t˜ actually denotes
the angle of the planets in a reference coordinate system. After a rescaling of time,
the system can be written in the following form
x′ = −1

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
x +

0
x22/a
0
2x1x2/b
 , x(0) =

1
0
1
0
 , (2.2.28)
where x = [x1, v1, x2, v2]
t. One seeks approximation of the effective properties that
takes place in a constant time interval. When a = 2 and b = 1, resonance of
oscillatory modes take effect in the lower order term. Using the numerical algorithm
proposed in [5], three functionally independent slow variables are identified to be
ξ1 = x
2
1 + v
2
1, ξ2 = x
2
2 + v
2
2, ξ3 = x1x
2
2 + 2v1x2v2 − x1v22. (2.2.29)
where ξi :R4 → R, i = 1, 2, 3.
In Figure 2.2.2, we present a result computed by our method and compare
it with the results computed by FLAVORS [99] with two different sets of param-
eters. Figure 2.13a shows the BF HMM Mid-ODE45 (Midpoint rule macro-solver
and ODE45 micro-solver with quadratic polynomial interpolation for γ) result com-
puted with the parameters tabulated in Table 2.3 and a kernel K ∈ K˜1,4. The
resulting error in the slow variables is max
i=1,2,3
||ξi(·)− ξi ◦ γ(·)||L∞([0,14])= 0.049. The
computational time on a one-year old desktop is about 7s.
In Figure 2.13b, we show the result computed by FLAVORS with the pa-
rameters within the recommended regimes. To be more precise, as stated in [99],
the required conditions for FLAVORS are as follows:
∆  H  1 and
(
∆

)2
 H  ∆

. (2.2.30)
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In [99], the proposed empirical choice is given by ∆ = γ, H = γ∆ where γ is small
(0.1, for instance). Figure 2.13b is from their empirical choice ∆ = γ, H = γ∆
where γ = 0.1. We obtained max
i=1,2,3
||ξi(·) − ξi ◦ x˜(·)||L∞([0,14])=0.56. The computa-
tional time on the same machine is about 3.1s.
In Figure 2.13c, we show the result computed by FLAVOR by a set of pa-
rameters which do not fall in the recommendation. With the parameters shown in
the Figure, we obtained max
i=1,2,3
||ξi(·) − ξi ◦ x˜(·)||L∞([0,14])=0.23. The computational
time is about 8.4s.
Table 2.3: (Section 2.2.2) BF HMM parameters for Section 2.2.2
 T h ∆ H Micro solver RelTol Macro solver
10−4 14 /30 15 0.25 ODE45 10−4 Midpoint rule
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(a) BF HMM Mid-ODE45 with ∆ =
7, H = 0.25.
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(b) FLAVORS Mid-ODE45 with ∆ = γ,
H = γ∆ , γ = 0.1.
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(c) FLAVORS Mid-ODE45 with ∆ = 20,
H = 0.05.
Figure 2.13: (Section 2.2.2) The dynamics of the slow variables ξ1, ξ2 and ξ3
in (2.2.28). Subfigures (b) and (c) FLAVORS fail to preserve the geometrical
structure of the flow.
2.2.3 The Fermi-Pasta-Ulam problem
The Fermi-Pasta-Ulam problem is a dynamical system which reveals highly
unexpected behavior. We consider a chain of 2k + 1 springs connected with alter-
nating soft k+1 nonlinear and stiff k linear springs, and both ends are soft ones and
fixed. This problem has been a test bed for evaluating the long-time performance
of geometric integrators [55]. The model is derived from the following Hamiltonian:
H(p, q) =
1
2
2k∑
i=1
p2i +
1
4
−2
k∑
i=1
(q2i − q2i−1)2 +
k∑
i=1
(q2i+1 − q2i)4. (2.2.31)
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Using the change of variables given in [5], we have the following equations of motion
y˙i = ui,
x˙i = 
−1vi,
u˙i = −(yi − xi − yi−1 − xi−1)3 + (yi+1 − xi+1 − yi − xi)3,
v˙i = −−1xi + (yi − xi − yi−1 − xi−1)3 + (yi+1 − xi+1 − yi − xi)3.
(2.2.32)
Both fixed ends yield y0 = x0 = yk+1 = xk+1 = 0 and we choose k = 3 for an
illustration. Initial conditions are y1 = x1 = u1 = 1 and zero otherwise. Total
energies of the stiff springs are given by
Ii = x
2
i + v
2
i , i = 1, 2, 3 (2.2.33)
where Ii :R12 → R. See [16, 17, 54] and references therein for some recent progress.
With  denoting the time scale of the fast oscillations, the nontrivial energy transfer
take place in the very long −1 time scale. Even if one could afford the long com-
putational time, it is unclear if the computational results retain enough effective
accuracy. The FPU is a good model problem to study the proposed new algorithm
for computation in O(−1) timescale. This section is intended to deal with the mul-
tiple time scales (> 2) using a two-scale method. In Section 2.5, focusing on this
Fermi-Pasta-Ulam (FPU) problem, we will propose a three-scale version of the BF
HMM.
Figure 2.29 shows the energy exchange of the stiff springs over T = −1,
with  = 2 · 10−3. We compare the results computed by the BF HMM Verlet-
ODE45 (Verlet macro-solver and ODE45 micro-solver with quadratic polynomial
interpolation for γ) with those by an exponential integrator with Deuflhard’s filter
functions [30, 55] with the stepsize h = 5·10−7, which we used as a reference solution.
We point out here that in order to obtain a reliable reference numerical solution, the
aforementioned step size is needed. Furthermore, we had to use 128-bit precision for
the variables in our computation in order to retain reasonable significant digits at
time T in our computation with the exponential integrator. The BF HMM result is
computed with the parameters given in Table 2.9, and with the filter Kcos ∈ K˜1,1 for
the filtered equation that corresponds to (4.7.79). In this setup, the BF HMM runs
approximately 30,000 times faster. The difference in the stiff springs’ total energy
between the HMM solution and the reference solution measured in the supremum
norm is max
i=1,2,3
||Ii(·)− Ii ◦ γ(·)||L∞([0,−1]) = 0.027.
In Figure 2.15, with  = 5 · 10−3 , we show a result computed by the same
BF HMM algorithm for longer time and demonstrate the stability of our algorithm
in a longer time interval. See Table 2.10 for simulation parameters.
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Table 2.4: (Section 2.2.3) BF HMM parameters for Figure 2.29.
 T h ∆ H Micro solver RelTol Macro solver
2 · 10−3 −1 /10 6pi 1/3 ODE45 10−7 Verlet
0 100 200 300 400 500
0
0.2
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0.6
0.8
1
1.2
1.4
t
Figure 2.14: (Section 2.2.3) The solid lines correspond to the direct numer-
ical simulation (DNS) solution with an exponential integrator. Dotted lines
correspond to the HMM.
Table 2.5: (Section 2.2.3) BF HMM parameters for Figure 2.15.
 T h ∆ H Micro solver RelTol Macro solver
5 · 10−3 7 · −1 /10 15 0.3 ODE45 10−7 Verlet
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Figure 2.15: (Section 2.2.3) Long time simulation by BF HMM Verlet-ODE45
to T = 7−1.
2.3 Stochastic differential equations
We will consider the BF HMM for SDEs on the O(1) time scale (advective
time scale).
2.3.1 Slow-fast systems
We start with the simple case in which state variables are split into slow and
fast variables. {
dX = f(X,Y )dt, X(0) = X0,
dY = 1 g(X,Y )dt+
1√

h(Y )dW, Y (0) = Y0.
As explained in Section 1.2.2.2, in the limit  → 0, the dynamics of X can be
approximated by the effective equation
dX = F (X)dt,
where
F (X) =
∫
f(X, y)µX(dy).
Our basic algorithm is summarized below.
Algorithm 5. (SDE Forward Euler BF HMM)
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1. (Micro-solver full equation) Solve{
dX = f(X,Y )dt,
dY = 1 g(X,Y )dt+
1√

h(Y )dW,
with the initial condition (Xn, Yn), forward in time over ∆ amount of time.
Denote the solution at t = tn + ∆ by (X
1
∆, Y
1
∆).
2. (Micro-solver unperturbed equation) Solve{
dX = 0dt,
dY = 1 g(X,Y )dt+
1√

h(Y )dW,
with the initial condition (Xn, Yn), forward in time over ∆ amount of time
where the random variable for dW is previously used in step 1. Denote the
solution at t = tn + ∆ by (X
0
∆, Y
0
∆).
3. (Forward Euler macro-solver) Compute (Xn+1, Yn+1) using (X
1
∆, Y
1
∆) and (X
0
∆, Y
0
∆),
(Xn+1, Yn+1) = (X
1
∆, Y
1
∆) +
H −∆
∆
{
(X1∆, Y
1
∆)− (X0∆, Y 0∆)
}
. (2.3.34)
We apply our Algorithm 5 to stochastic systems. Consider the following test problem
{
dX = −(X − Y )dt, X(0) = 1,
dY = −1 (X2 + Y )dt+
√
1
Y dW, Y (0) = 1.
The BF HMM result is computed with the parameters given in Table 2.6. In
this setup, the BF HMM runs approximately 400 times faster. Figure 2.16 compares
the results computed by the proposed HMM with those by the Euler method [79].
The sample averages of X against t are plotted with a solid line (Euler) and circles
(BF HMM). We estimate the errors of the method by comparing the standard
deviation of sample paths.
Table 2.6: BF HMM parameters
 T h ∆ H Micro solver Macro solver
10−4 3 /30 30 0.1 Forward Euler Forward Euler
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Figure 2.16: Circles are the results of the BF HMM. Solid lines are DNS
solutions using Forward Euler with h = /30. 500 independent paths are
taken.
2.3.2 SDEs with hidden slow variables
In this section, we consider a system which is not split into the fast and slow
coordinates. Let X ∈ Rd,
dX =
1

f2(X)dt+
√
1

f1(X)dW + f0(X)dt, X(0) = X0. (2.3.35)
Our basic algorithm for the generic system (2.3.35) is summarized below.
Algorithm 6. (Forward Euler BF HMM)
1. (Micro-solver full equation) Solve
dX =
1

f2(X)dt+
√
1

f1(X)dW + f0(X)dt, X(0) = Xn
forward in time over ∆ amount of time. Denote the solution at t = tn + ∆ by
X1∆.
2. (Micro-solver unperturbed equation) Solve
dX =
1

f2(X)dt+
√
1

f1(X)dW, X(0) = Xn
64
forward in time over ∆ amount of time where the random variable for dW is
previously used in step 1. Denote the solution at t = tn + ∆ by X
0
∆.
3. (Forward Euler macro-solver) Compute Xn+1 using X
1
∆ and X
0
∆,
Xn+1 = X
1
∆ +
H −∆
∆
{
X1∆ −X0∆
}
. (2.3.36)
We apply our BF HMM algorithm described above. We start with the following
slow-fast system {
dX = −(Y − 2)dt, X(0) = 3,
dY = 1 (X − Y )dt+
√
1
Y dW, Y (0) = 1.
(2.3.37)
Intuitively, it is clear that when  is small, the X variable in the RHS of dY does not
change much before Y reaches local equilibrium in a time scale of O(). In addition,
the effective equation for X is obtained by averaging the RHS of dX in (2.3.37) with
respect to the conditional equilibrium distribution of Y .
˙¯X = −(X¯ − 2), X¯(0) = 3.
In order to have a stochastic system with hidden slow variables, we change (2.3.37)
to polar coordinates {
R =
√
X2 + Y 2,
θ = tan−1( YX ).
The equations for R and θ are found from Ito’s formula. We write
dR = (2 cos(θ)−R cos(θ) sin(θ)) dt
+ 12
(
2R cos(θ) sin(θ)− 2R−R cos(θ)4 + 3R cos(θ)2) dt+ R√

sin(θ)2dW,
dθ = 1
(
cos(θ)3 sin(θ)− 2 cos(θ) sin(θ) + cos(θ)2) dt
+
√
1
 cos(θ) sin(θ)dW +
(− 2R sin(θ) + 1− cos(θ)2) dt.
(2.3.38)
where both dW should be integrated with the same random number in each step.
Therefore, in (2.3.38) there is a hidden slow variable. Accordingly, we choose an
unperturbed equation as
dR =
1
2
(
2R cos(θ) sin(θ)− 2R−R cos(θ)4 + 3R cos(θ)2) dt+ R√

sin(θ)2dW,
dθ = 1
(
cos(θ)3 sin(θ)− 2 cos(θ) sin(θ) + cos(θ)2) dt+√1 cos(θ) sin(θ)dW.
65
Figure 2.17 shows the results computed by the Forward Euler BF HMM
with those by the Euler method. With the parameters given in Table 2.6, the BF
HMM runs approximately 600 times faster with a comparable standard deviation.
The sample averages of X against t are plotted with a solid line (Euler) and circles
(BF HMM).
Table 2.7: BF HMM parameters
 T h ∆ H Micro solver Macro solver
10−4 2 /1000 20 0.1 Forward Euler Forward Euler
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Figure 2.17: Plot of R◦X(t) over t ∈ [0, 2]. The dynamics of the slow variable
R. Circles are results of the Forward Euler BF HMM. A dotted line (DNS
solution) is computed using Forward Euler with h = /1000. A solid line is an
averaged solution X¯. 500 independent paths are taken.
2.4 Further discussions on the splitting
In the recent, we have attempted to construct general strategies for the
BF HMM. The main question is how to split a given equation into perturbed and
unperturbed parts in order to compute the effective dynamics. This is indeed the
central issue of the BF HMM. Our presentation here is very much motivated by
the spring double pendulum (Section 2.4.1) and the modified stellar orbit problem
(Section 2.4.2).
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2.4.1 The stiff spring double pendulum
We consider a highly oscillatory solution in Hamiltonian systems. As dis-
cussed in Section 1.1, the potential energy is given by a sum of U +V in stiff spring
double pendulum. Two mass points xi = (xi1, xi2) of mass 1 are serially attached to
a point of suspension (origin) by two massless stiff springs with length li and spring
constants
(
1

)2
, for i = 1, 2. See Figure 2.18. We consider the motion of two mass
points. In cartesian coordinates, the Hamiltonian is given by
H(x, y) =
1
2
yT y + U(x) + V(x),
where U(x) = x12 + x22 is a smooth potential energy, and
V(x) =
1
2
(
1

)2(||x1|| − l1)2 + 1
2
(
1

)2(||x1 − x2|| − l2)2
is the oscillatory energy. Then the Hamiltonian system in the (x, y) coordinate reads
as {
x˙ = y, x(0) = x0,
y˙ = −∇xU(x)−∇xV(x), y(0) = y0,
(2.4.39)
where ∇xU(x) = [0, 1, 0, 1]t and
∇xV (x) =

1
2
(||x1||−1)x11
||x1|| +
1
2
(||x1−x2||−1)(x11−x21)
||x1−x2||
1
2
(||x1||−1)x12
||x1|| +
1
2
(||x1−x2||−1)(x12−x22)
||x1−x2||
− 1
2
(||x1−x2||−1)(x11−x21)
||x1−x2||
− 1
2
(||x1−x2||−1)(x12−x22)
||x1−x2||
 . (2.4.40)
An initial condition is given as for the coordinate x = (
√
0.5,−√0.5, 0,−√2 + 5)t,
and for the momentum y = [0, 0, 0, 0]t.
We perform the canonical transformation using angles q0 = (q01, q02)
t and
elongations q1 = (q11, q12)
t, see Figure 2.18, and get the Hamiltonian of the form
H(p, q) =
1
2
pTM(q)−1p+ U(q) +
1
22
qT1 q1 (2.4.41)
with a symmetric positive definite matrix M(q). In Figure 2.19, we depict the
dynamics of (2.4.39) in the (p, q) coordinate.
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Figure 2.18: Spring double pendulum
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Figure 2.19: Dynamics of the angle q01 and q02 of the spring double pendulum.
 = 10−3.
Next we discuss how the slow variables, i.e., angles, can be approximated
using the BF HMM. First of all, we consider the natural splitting in the (x, y)
coordinate: {
x˙u = 0,
y˙u = −∇xuV(xu),
(2.4.42)
where the subscript u means the unperturbed equation. Shown in Figure 2.20 is
an example of the numerical results produced using Midpoint rule BF HMM with
z-structure. One can see that after a limited number of steps, the BF HMM does not
approximate the correct dynamics. Although we tested several combinations of the
unperturbed equation, BF HMMs either diverge or approximate wrong dynamics.
The existence of an adequate splitting of (2.4.39) in the (x, y) coordinate is still an
open question. However, the BF HMM is applicable in the (p, q) coordinate with a
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Figure 2.20: Results of the BF HMM are depicted as circles. The BF HMM
blows up as |q01| ≥ 104 after only 5 steps.  = 10−3 and ∆ = 30.
special technique described below. Before launching into a discussion about this, we
would like to see how they behave differently in terms of estimating FHMM (·, ·). In
Figure 2.21, we plot two trajectories of p11 and p12, describing a process of evaluating
FHMM (γ0, t0) with Midpoint rule BF HMM with z-structure. See Figure 2.9. At
t = 0, we solve the unperturbed equation over ∆ amount of time (for γ∗−1), and
at the same time, the perturbed equation is solved over 2∆ amount. Finally, with
this initial condition, we solve the unperturbed equation during ∆ time (for γ∗1).
The solid lines show the result obtained from splitting in the (x, y) coordinate, i.e.,
splitting with (2.4.39) and (2.4.42). On the other hand, the dotted lines are from
splitting in the (p, q) coordinates. The exact solutions of p11 and p12 are oscillating
in the O() time scale with bounded amplitudes (< 3). This figure shows that
splitting in (x, y) is much more unstable than the one in (p, q). See the sharp drop
of p11 in the backward solution of (x, y) splitting at t = 2∆ and the sharp increases
of p12 in the forward/backward solutions of the unperturbed equation.
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Figure 2.21: Comparison of two splittings in (x, y) and (p, q). The solid black
lines show the result obtained from splitting in (x, y). The dotted blue lines are
obtained from splitting in (p, q) with a special choice of unperturbed equation.
Each γ∗ is described by a triangle. FHMM(γ0, t0) for p11 from (x, y) is indeed
the opposite sign with the one from (p, q).
Now let me explain splitting in the (p, q) coordinate. Keeping the system
with (2.4.41) as the full equation, we choose a nontrivial unperturbed equation
associated with the Hamiltonian Hu(p, q) =
1
2p
TM(q)−1p+ 1
22
qT1 q1 and artificially
set the RHS of q˙01,q˙02, p˙01 and p˙01 equal to 0. Indeed, q01(t), q02(t) and their
momenta are kept fixed in backward-forward simulations in time. In fact, this
seems to be special to the system, but freezing only such four variables result in the
correct simulation. See Table 2.8 and Figure 2.22 for the numerical results.
Table 2.8: (Section 2.4.1) BF HMM parameters
T H ∆ h Micro solver RelTol, AbsTol(ODE45) Macro solver
5 0.2 30 /30 ODE45 10−8, 10−8 Midpoint rule
70
0 2 4 6 8 10
−1.5
−1
−0.5
0
0.5
1
t
an
gl
es
Figure 2.22: (Section 2.4.1) The dynamics of the slow variables (angles).
Circles are results of the BF HMM Mid-ODE45 with z-structure.  = 10−3 is
used. DNS solutions are integrated using Stormer-Verlet with small step size
h = 2/20.
2.4.2 A modified model for stellar orbits in a galaxy (incorrect
unperturbed equation)
In many problems, there always exists uncertainty to determine an unper-
turbed equation from the full equation. We will discuss some of the issues that
have been motivated using the stellar orbit problem. Unlike the equations that we
discussed previously, the problems presented here are artificially developed for the
purpose. In Section 2.2.2, we considered the following equation
x′ = −1

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
x +

0
x22/a
0
2x1x2/b
 , x(0) =

1
0
1
0
 , (2.4.43)
where x = [x1, v1, x2, v2]
t. As described earlier, when a = 2 and b = 1, resonance of
oscillatory modes take effect in the lower order term, and the equation,
x′u = 
−1

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
xu, (2.4.44)
is chosen as an unperturbed equation. As a summary, an ODE system is formally
given in the following form
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x˙ = −1Ax + f(x), x(0) = x0 (2.4.45)
and the unperturbed equation is chosen as
x˙ = −1Ax.
We may modify (2.4.45) and consider
x˙ = −1(A+B)x + f(x), x(0) = x0 (2.4.46)
where a matrix B is independent of . With
x˙ = −1(A+B)x
as the unperturbed equation, we will see how the BF HMM works. First, we refer
to the change of variables explained in [5]. The ODE (2.4.43) takes the form
ξ˙1 = (2a)
−1√ξ1ξ2 [2 sin(aφ1) + sin(aφ1 + 2bφ2) + sin(aφ1 − 2bφ2)] ,
ξ˙2 = b
−1√ξ1ξ2 [sin(aφ1 + 2bφ2)− sin(aφ1 − 2bφ2)] , (2.4.47)
φ˙1 = −−1 + ξ2(4a2
√
ξ1)
−1 [2 cos aφ1 + cos(aφ1 + 2bφ2) + cos(aφ1 − 2bφ2)] ,
φ˙2 = −−1 +
√
ξ1(2b
2)−1 [2 cos aφ1 + cos(aφ1 + 2bφ2) + cos(aφ1 − 2bφ2)] .(2 4.48)
When a = 2 and b = 1, the leading order term in θ = aφ1 − 2bφ2 is canceled
exactly and resonance of oscillatory modes take effect in the lower order term. The
interesting situation is when a = 2 + k and b = 1 with k = O(1). In this case,
aφ1 − 2bφ2 = O(1), and the slow behaviors described by ξ1, ξ2 and ξ3 are very
different from the one we have seen. See (Left) in Figure 2.23.
In addition, with the unperturbed equation 2.4.2, we show that the BF HMM
approximates the totally wrong dynamics. See (Right) in Figure 2.23.
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Figure 2.23: Dynamics of the modified stellar orbit problem. (Left) As k in-
creases, the dynamics of ξ1, ξ2 becomes stationary around the initial condition,
and ξ3 highly oscillates. (Right) a = 2 + , b = 1,  = 10
−4, BF HMM approx-
imates wrong dynamics. BF HMM parameters are ∆ = 30 and H = 0.2.
2.4.2.1 Analysis
Let θ = aφ1 − 2bφ2 be the resonant mode.
When a = 2, and b = 1, the effective equation of (2.4.48) is
ξ˙1 = (2a)
−1√ξ1ξ2 [sin(θ)] ,
ξ˙2 = b
−1√ξ1ξ2 [− sin(θ)] , (2.4.49)
θ˙a=2 = −0 + aξ2(4a2
√
ξ1)
−1 [cos(θ)]− 2b
√
ξ1(2b
2)−1 [cos(θ)] .
On the other hand, when a = 2 + k, and b = 1, the effective equation of
(2.4.48) is
˙˜
ξ1 = (2a)
−1
√
ξ˜1ξ˜2
[
sin(θ˜)
]
,
˙˜
ξ2 = b
−1
√
ξ˜1ξ˜2
[
− sin(θ˜)
]
, (2.4.50)
˙˜
θa=2+k = −k + aξ˜2(4a2
√
ξ˜1)
−1
[
cos(θ˜)
]
− 2b
√
ξ˜1(2b
2)−1
[
cos(θ˜)
]
.
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Suppose that we choose the unperturbed equation as
x′u = 
−1

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
xu (2.4.51)
and that we solve for xu over t ∈ [0,∆]. Then θa=2(xu(∆)) = 0 but θ˜a=2+k(xu(∆)) =
−k∆.1The BF HMM with (2.4.51) always calculate the slow dynamics of (2.4.49).
We see what happens in Forward Euler BF HMM with the unperturbed equation
(2.4.51). We will focus on evaluating of θ˜BFt=t1 which MUST be close to θ˜(t1). Recall
that a = 2+k, b = 1. When we solve the unperturbed equation (2.4.51) over [0,∆],
ξ1,u(∆)− ξ1(0) = 0, ξ2,u(∆)− ξ2(0) = 0, θu(∆)− θ(0) = −k∆.
Please see 1 on the bottom. On the other hand, when we solve the full equation
(2.4.50) over [0,∆],
ξ˜1(∆)− ξ1(0) =
∫ ∆
0
(2a)−1
√
ξ˜1ξ˜2 sin(θ˜)dt,
ξ˜2(∆)− ξ2(0) = −
∫ ∆
0
b−1
√
ξ˜1ξ˜2 sin(θ˜)dt,
θ˜(∆)− θ(0) = −k∆ +
∫ ∆
0
{
aξ˜2(4a
2
√
ξ˜1)
−1 cos(θ˜)− 2b
√
ξ˜1(2b
2)−1 cos(θ˜)
}
dt.
Without tilde notation is reserved for the solution of (2.4.49). In moving to the next
1The corresponding unperturbed equations are given by
ξ˙1,u = 0, ξ˙2,u = 0, θ˙u|a=2+k = aφ˙1 − 2bφ˙2 = −(k)1

= −k.
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step using FHMM (·, ·), we have
ξ˜1(∆)− ξ1,u(∆)
∆
=
1
∆
∫ ∆
0
(2a)−1
√
ξ˜1ξ˜2 sin(θ˜)dt,
ξ˜2(∆)− ξ2,u(∆)
∆
= − 1
∆
∫ ∆
0
b−1
√
ξ˜1ξ˜2 sin(θ˜)dt, (2.4.52)
θ˜(∆)− θu(∆)
∆
= −k + k + 1
∆
∫ ∆
0
{
aξ˜2(4a
2
√
ξ˜1)
−1 cos(θ˜)− 2b
√
ξ˜1(2b
2)−1 cos(θ˜)
}
dt.
We are now ready to compare θt=t1 ≈ θ(t1) and θ˜BFt=t1 using the Forward Euler BF
HMM. Note that aθ = 2, aθ˜ = 2 + k, bθ = bθ˜ = 1.
|θt=t1 − θ˜BFt=t1 | ≤ |θ(∆)− θ˜(∆)|
+
H
∆
∫ ∆
0
∣∣∣∣∣∣ ξ24√ξ1 cos(θ)− (2 + k)ξ˜24(2 + k)2√ξ˜1 cos(θ˜)
∣∣∣∣∣∣ dt
+
H
∆
∫ ∆
0
∣∣∣∣√ξ1 cos(θ)−√ξ˜1 cos(θ˜)∣∣∣∣ dt
≤ |θ(∆)− θ˜(∆)|+ H
∆
∫ ∆
0
{
C1|θ − θ˜|+ O(k)
}
dt+
H
∆
∫ ∆
0
C2|θ − θ˜|dt+ O(H∆)
using Lipschitz continuity of cosine function and slowly evolving of slow variables
ξ1, ξ2, ξ˜1, ξ˜2 over t ∈ [0,∆].
|θt=t1 − θ˜BFt=t1 | ≤ |θ(∆)− θ˜(∆)|+
H
∆
∫ ∆
0
C1|θ − θ˜|dt+ H
∆
∫ ∆
0
C2|θ − θ˜|dt+ O(Hk) + O(H∆)
≤ |θ(∆)− θ˜(∆)|+ 2 max{C1, C2}H
∆
∫ ∆
0
|θ − θ˜|dt+ O(Hk) + O(H∆)
≤ ||θ − θ˜||L∞[0,∆] + 2 max{C1, C2}
H
∆
∆||θ − θ˜||L∞[0,∆] + O(Hk) + O(H∆)
= (1 + 2 max{C1, C2}H) ||θ − θ˜||L∞[0,∆] + O(Hk) + O(H∆)
= max {O(k∆),O(Hk),O(H∆)}
This is erroneous since resulting approximation θ˜BFt=t1 using BF HMM is close to
θ(t1) not θ˜(t1).
2.4.2.2 Correct unperturbed equations
Indeed, these exists an unperturbed equation which enables the BF HMM
to behave correctly. We will discuss it and present new numerical results. In order
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to cancel −k in (2.4.52),
θ(∆) = aφ1 − 2b˜φ2 = (2 + k)(−∆

)− 2b˜(−∆

) =
{
2 + k− 2b˜
}
(−∆

) = 0
=⇒ b˜ = 1 + k
2
.
Thus the corrected unperturbed equation is
d
dt
xnewu = 
−1

0 a 0 0
−a 0 0 0
0 0 0 b+ k2 
0 0 −b− k2  0
xnewu (2.4.53)
so that θa=2+k(x
new
u (∆)) = 0, or simply one can choose
d
dt
xnewu = 
−1

0 a− k 0 0
−a+ k 0 0 0
0 0 0 b
0 0 −b 0
xnewu . (2.4.54)
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Figure 2.24: BF HMM approximates the dynamics of (2.4.49). Circles are
depicting the results of BF HMM Mid-ODE45 with taking (2.4.54) as an un-
perturbed equation. Parameters ∆ = 30, H = 0.2, and a = 2 +  and b = 1
are used.
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To sum up, when we have the following equation
x˙ = −1(A+B)x + f(x), x(0) = x0 (2.4.55)
where a matrix B is independent of , the correct unperturbed equation should be
chosen as
x˙ = −1Ax.
2.5 Three scale BF HMM and the FPU problem
The FPU is a good model problem to study a three-scale algorithm for
computation in longer timescale. There are two main challenges in the FPU problem:
1. inaccurate computation of the direct numerical simulation even with very
small step size, and
2. multiple scales(> 2) behavior.
We point out that in order to obtain a reliable reference numerical solution, the
aforementioned step size is needed. In the following numerical simulations, an expo-
nential integrator with Deuflhard’s filter functions [30, 55] with very small stepsize
h ≤ /20000 is used as a reference solution. Furthermore, the truncation error,
introduced by attempting to represent a number using a finite string of digits, is
accumulated due to the many steps. We had to use the extended precision for the
variables in our computation at time T with the exponential integrator in order to
retain reasonable significant digits. See Figure 2.25.
Several numerical methods have been reported as being applied to the FPU
problem. However, the existing results are mainly based upon the two-scale method
and the corresponding computational cost is O(−1). Thus the running time in-
creases with smaller . Therefore, it is meaningful to break through the need of
O(−1) steps in the two-scale algorithm and to devise a multiple-scale algorithm so
that the much longer time scale O(−1) behavior can be approximated in a truly
multiscale fashion.
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Figure 2.25: A slow energy exchange among the three stiff springs (k = 3)
takes place on the −1 time scale. Deuflhard’s trigonometric method with step
size h = /20000 is used. High precision computation leads more surely to
the correct results. However, implementing quadruple precision shows perfor-
mance drop by a factor 100 compared to double precision.
For convenience in the explanation, we rescale the time so that the slowest
time of interest is independent of . Accordingly, the three time scales O(2), O()
and O(1) will be considered. We consider the computation of the effective long time
properties of a class of dynamical system, formally written in the form
d
dt
x = −2f2(x) + −1f1(x) + f0(x; ) (2.5.56)
with initial condition x(0) = x0 ∈ D0 ⊂ Rd. It is assumed that a unique bounded
solution exists for each x0 in a time segment [0, T ]. Both the bound and T are
independent of .
2.5.1 Introduction - slow variables
Let’s start this section with the corresponding time derivative of total ener-
gies of the k stiff springs in the rescaled FPU model (4.7.79); for i = 1, 2, · · · , k,
I ′i = 2
−1vi
{
(yi − xi − yi−1 − xi−1)3 + (yi+1 − xi+1 − yi − xi)3
}
= 2−1vi
{
(yi − yi−1)3 + (yi+1 − yi)3
}− 6vi {(yi−1 − yi)2(xi−1 + xi)
+(yi − yi+1)2(xi + xi+1)
}
+ · · ·
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It is important to point out that the time derivative of Ii(t) is formally unbounded
along the trajectory for 0 <  ≤ 0. When more than two time scales are considered,
such type of slow variables exists and we should take this into account on building
multiscale algorithms. We refer to [2, 7] for more detailed discussions. In applying
the BF HMM in Section 2.5.2, it is necessary to have that the average of the singular
O(−1) part in I ′i is effectively very small. This will be addressed in Proposition 2.5.1.
Indeed, it can be shown that the average of vi
{
(yi − yi−1)3 + (yi+1 − yi)3
}
on any
segment of length O() and larger is of order . Therefore, the averaged I ′i is bounded
independent of  and Ii evolves on the O(1) time scale, rather than the expected
O().
We first need to define slow variables. Formally, slow variables of a dynamical
system involving three or more time scales are defined as below [7].
Definition 2.5.1. A smooth time dependent function α : [0, T ] 7→ R is said to
evolve on the k time scale in [0, T ] for some integer k and for 0 <  ≤ 0, if there
exists a smooth function β : [0, T ] 7→ R and constants C0 and C1 such that
sup
t∈[0,T ]
∣∣∣∣ ddtβ(t)
∣∣∣∣ ≤ C0−k and sup
t∈[0,T ]
|α(t)− β(t)| ≤ C1.
This motivates the following definition for a variable, ξ(x), that evolves on
the k time scale along the solutions of (2.5.56).
Definition 2.5.2. A function ξ(x) is said to evolve on the k time scale along the
trajectories of (2.5.56) in [0, T ] if the time dependent function ξ(x(t; , x0)) evolves
on the k time scale in [0, T ]. For brevity, we will refer to variables that evolve on
the 0 time scale as slow.
In a sequence of papers, [2, 5], we have introduced multiscale algorithms
which use a set of slow variables for computing the effective behavior. The set of
slow variables should be identified by a procedure either analytically derived, or
numerically determined.
2.5.2 Introduction - BF HMM
The BF HMM [1] which utilizes the construction of the effective paths Γ(t)
indicates that in order to generate a consistent approximation of a slow variable for
O(1) time interval, one only needs to locally create neighboring points of Γ(t) on a
short time segment of order . Furthermore, if the dynamics on the intermediate O()
time scale is again oscillatory (i.e. periodic), another effective path γ(t) tracking the
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evolution of the slow variables on the  time scale can be also constructed similarly
on a time segment of order 2. The previous discussion on constructing effective
paths Γ(t) and γ(t) motivates a three-scale numerical method which applies the
previous two-scale BF HMM algorithm hierarchically to multiple (> 2) timescale
systems. This three-scale BF HMM shares a similar strategy described in [2, 7],
which implements a two-level solver recursively, but the BF HMM has an important
advantage over the former. It does not require an explicit form of any slow variables.
In order for the BF HMM to be applicable to the three-scale problems,
following two assumptions are required.
Assumption 4. The trajectory passing through z0 ∈ D0 of the unperturbed equation
d
dt
z = −2f2(z), (2.5.57)
are ergodic on some invariant manifold M(z) ⊂ D0. Furthermore, for points in
D0, the Jacobian of f2 has only purely imaginary eigenvalues bounded away from 0,
independent of .
Assumption 5. The trajectory passing through y0 ∈ D1 of the slightly perturbed
equation
d
dt
y = −2f2(y) + −1f1(y), (2.5.58)
are ergodic on some invariant manifold M(y0) ⊂ D1.
The BF HMM to be constructed should evaluate the effective rate of change
of x(t). For three-scale problems, the evolution of the slow variables can be recovered
from the manifold M(t) over t ∈ [0, T ]. Let ∆i and hi denote the range of integration
and step size used in resolving O(i) time behavior, respectively. The main idea of
our approach is to track M(t) by an effective path Γ(s) which crosses M(t) at
sn = tn = nh0, n = 0, 1, 2, · · · and is slowly evolving. The path Γ is locally
constructed through interpolation of Γ∗j , j = 0,±1,±2, · · · . Our algorithm defines
two Poincare-type mappings
Γ∗j+1 = PΓ
∗
j , j = 0, 1, · · ·
and
Γ∗j−1 = QΓ
∗
j , j = 0,−1,−2, · · · .
The procedure for constructing Γ∗j involves applying the two-scale BF HMM on each
pair of two equations over ∆1 amount of time interval with forward-backward steps
over ∆2 with step size h2 and advancing to the h1 time intervals. As an illustration,
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in Figure 2.26, we show two projections of Γ constructed for the FPU problem. See
Section 2.2.3 for the FPU model. Note that such Γ(t) is not unique and we shall
construct one in the state space such that for any slow variable ξ, and finite time
interval, Γ satisfies the following conditions:
1. ξ ◦ Γ(tn) = ξ ◦ x(tn), at tn = nh0, n = 0, 1, 2, · · · ;
2.
∣∣∣d(j)Γ
dt(j)
∣∣∣ ≤ C, for 1 ≤ j ≤ k for some positive integer k.
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Figure 2.26: Projections of Γ(t) onto the x1-v1 and the x2-v2 planes, are shown
by the solid curve. The level sets of the total energies of the stiff springs are
shown by the dotted contours. Γ(t) is computed by a second order Verlet
method using macroscopic time step size h0 = 0.25,  = 10
−3. See Algorithm
7 for generating solid curves and Section 2.2.3 for the FPU equation.
Our basic algorithm is summarized below. Recall that ∆i and hi denote the
range of integration and step size used in resolving O(i) time behavior, i-th tier,
respectively.
Algorithm 7. Three scale Forward Euler BF HMM
1. (Forward Euler 0th-tier solver) Compute Γn+1 from Γn at tn = nh0.
Γn+1 = Γn + h0F
0
HMM (Γn, tn)
where F0HMM is defined below.
2. (Forward Euler 1st-tier solver) Evaluation of F0HMM (Γ
∗
0, t
∗) with ∆1, h1 > 0.
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(a) (Forward solution of the perturbed equation) Compute
γn+1 = γn + h1F
1
HMM (γn, tn), n = 0, 1, 2, · · · ,∆1/h1 − 1,
where F1HMM is defined in Step 3 (a). Denote the point γ∆1/h1 by Γ
∗
1.
(b) (Forward solution of the unperturbed equation) Compute
γ˜n+1 = γ˜n + h1F˜
1
HMM (γ˜n, tn), n = 0, 1, 2, · · · ,∆1/h1 − 1
where F˜ 1HMM is defined in Step 3 (b). Denote the point γ˜∆1/h1 by Γ
∗
0
(c) Evaluate F0HMM :
F0HMM (Γ
∗
0, t
∗) :=
Γ∗1 − Γ∗0
∆1
.
3. (Forward Euler 2nd-tier solver) Evaluation of F1HMM (Γ
∗
0, t
∗) and F˜1HMM (Γ
∗
0, t
∗)
with a chosen Filter K∆ ∈ K˜p,q([0,∆]), p, q ≥ 1, and ∆2, h2 > 0.
(a) Evaluation of F1HMM (Γ
∗
0, t
∗)
i. (Forward solution of the perturbed equation) Solve
d
dt
x˜ = −2f2(x˜) +K∆2(t− t∗)
{
−1f1(x˜) + f0(x˜; )
}
, x˜(t∗) = Γ∗0
for t ∈ [t∗, t∗ + ∆2]. Denote the solution at t = t∗ + ∆2 by γ∗1 .
ii. (Forward solution of the unperturbed equation) Solve
d
dt
z = −2f2(z), z(t∗) = Γ∗0
for t ∈ [t∗, t∗ + ∆2]. Denote the solution at t = t∗ + ∆2 by γ∗0 .
iii. Evaluate F1HMM (Γ
∗
0, t
∗):
F1HMM (Γ
∗
0, t
∗) :=
γ∗1 − γ∗0
∆2
.
(b) Evaluation of F˜1HMM (Γ
∗
0, t
∗)
i. (Forward solution of the perturbed equation) Solve
d
dt
y˜ = −2f2(y˜) +K∆2(t− t∗)
{
−1f1(y˜)
}
, y˜(t∗) = Γ∗0
for t ∈ [t∗, t∗ + ∆2]. Denote the solution at t = t∗ + ∆2 by γ˜∗1 .
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ii. (Forward solution of the unperturbed equation) Solve
d
dt
z = −2f2(z), z(t∗) = Γ∗0
for t ∈ [t∗, t∗ + ∆2]. Denote the solution at t = t∗ + ∆2 by γ˜∗0 .
iii. Evaluate F˜1HMM (Γ
∗
0, t
∗)
F˜1HMM (Γ
∗
0, t
∗) :=
γ∗1 − γ∗0
∆2
.
This type of construction involving forward flows can be recognized using the dia-
gram shown in Figure 2.27.
Figure 2.27: An illustration of the BF HMM construction for approximating
an effective path that passes through Γ∗0. This diagram summarizes the three-
scale version of Forward Euler BF HMM. This first algorithm does not involve
any solution of the equations involved backward in time, but we shall still call
it a BF HMM.
The next two remarks are concerned with some issues about the extensions;
(i) Algorithm 7 is easily generalized to the second order Midpoint rule or Verlet
BF HMM using the similar strategy proposed in [1], and (ii) motivated and proved
in the review of BF HMM with symmetric z-structure, if the leading force of the
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fast variable depends on the slow variable, we should be careful in determining the
size of steps in the macroscopic level and the structure of γ∗±j , j = 0, 1, 2, · · · . For
example, see Figure 2.28 for an illustration of the Verlet BF HMM with z-structure.
2.5.3 BF HMM and FPU
Our three-scale algorithm for the FPU is illustrated in Figure 2.28 and sum-
marized below. Aiming at approximating O(1) behavior, we locally construct the
effective path Γ(t) whose projection onto the slow manifolds shows the correct dy-
namics at tn = nh0, n = 0, 1, 2, · · · . In the FPU model (4.7.79), we choose two pairs
of the perturbed-unperturbed equations for evaluating F1HMM and F˜
1
HMM in Step
3 of Algorithm 7:
• (Evaluating F1HMM ) Perturbed equation:
y˙i = 
−1ui,
x˙i = 
−2vi,
u˙i = −−1(yi − xi − yi−1 − xi−1)3 + −1(yi+1 − xi+1 − yi − xi)3,
v˙i = −−2xi + −1(yi − xi − yi−1 − xi−1)3 + −1(yi+1 − xi+1 − yi − xi)3.
(2.5.59)
• (Evaluating F˜1HMM ) Perturbed equation:
y˙i = 
−1ui,
x˙i = 
−2vi,
u˙i = −−1(yi − yi−1)3 + −1(yi+1 − yi)3,
v˙i = −−2xi + −1(yi − yi−1)3 + −1(yi+1 − yi)3.
(2.5.60)
• Unperturbed equation in both:
y˙i = 0,
x˙i = 
−2vi,
u˙i = 0,
v˙i = −−2xi.
(2.5.61)
84
Figure 2.28: An illustration of the Verlet BF HMM with z-structure construc-
tion for approximating an effective path of the FPU problem. Black arrow
lines are describing Step 2 (a) - construction of γ with F1HMM and blue arrow
lines are corresponding with Step 2 (b) - construction of γ˜ with F˜1HMM .
Figure 2.29 shows the energy exchange of the stiff springs over T = 10
with k = 2 and  = 5 · 10−3. We compare the results computed by the BF
HMM Verlet-Verlet-ODE45 (Verlet O(1), Verlet O() and ODE45 O(2) time scale
solvers with quadratic polynomial interpolation for γ and γ˜) with those by an
exponential integrator with Deuflhard’s filter functions [30, 55] with the stepsize
h = /20000, which we used as a reference solution. The initial conditions are
[y1, x1, u1, v1, y2, x2, u2, v2] = [1, 1, 0, 1.2, 1, 1, 1, 0]. The BF HMM result is com-
puted with the parameters given in Table 2.9, and with the filter Kcos ∈ K˜1,1 for
the filtered equation that corresponds to (4.7.79). In this setup, the BF HMM runs
approximately 45 times faster.
In Figure 2.30, with  = 10−3 , we show a result computed by the same BF
HMM algorithm for three stiff springs k = 3 and demonstrate the stability of our
algorithm in this case. The convergence for the reference solution is not verified,
and thus solid lines are not reliable. Typical initial conditions are y1 = u1 = v1 = 1
and zero otherwise. See Table 2.10 for simulation parameters.
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Table 2.9: BF HMM parameters for Figure 2.29.
 = 10−3 hi ∆i Method
0th tier 1/4 - Verlet
1st tier /10 4pi Verlet
2nd tier 2/20 152 ODE45 (Reltol=10−7)
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Figure 2.29: The solid lines correspond to the direct numerical simulation
(DNS) solution with an exponential integrator. Circles correspond to the
HMM.
Table 2.10: BF HMM parameters for Figure 2.30.
 = 5 · 10−3 hi ∆i Method
0th tier 1/4 - Verlet
1st tier /10 4pi Verlet
2nd tier 2/20 152 ODE45 (Reltol=10−7)
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Figure 2.30: The solid lines correspond to the direct numerical simula-
tion (DNS) solution with an exponential integrator which is not convergent.
Dashed lines correspond to the HMM.
We will discuss the applicability of the BF HMM to the FPU model. More
precisely, we will show that the specific choice of perturbed and unperturbed equa-
tion pairs proposed in Section 2.5.3 satisfies Assumption 4 and 5.
The next proposition says that if −2f2(x) in (2.5.56) is linear and has a
special form, the time integration of x(t) is bounded by in terms of .
Proposition 2.5.1. For k > 0, suppose that x(t) = [x11(t), x12(t), x13(t), x14(t), · · · ,
xk1(t), xk2(t), xk3(t), xk4(t)]
T∈ R4k satisfies the following initial value problem,
x′ = −mΩx+
M∑
i=−m+1
iFi(x), x(0) = x0 (2.5.62)
where Ω =

A 0 · · · 0
0 A · · · 0
...
...
. . .
...
0 0 · · · A
 is a block diagonal matrix withA =

0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
,
Fi’s are bounded independent of , and M > −m + 1. Then there exist constants
C > 0 and T > 0 independent of  such that
max
i=1,··· ,k
{∣∣∣∣∫ T
0
xi2(s)ds
∣∣∣∣+ ∣∣∣∣∫ T
0
xi4(s)ds
∣∣∣∣} ≤ C max{T, m}.
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If Fi = 0, then paired (x12, x14), (x22, x24),· · · , (xk2, xk4) are decoupled
harmonic oscillators with frequencies 2pim, and the amplitude of its time integration
over any time interval is O(m).
Proof. It is assumed that a unique bounded solution exists for each x0 in a time seg-
ment [0, T ]. Both the bound and T are independent of . Without loss of generality,
we consider the case k = 1. Using the change of variables,
w = cos(−mt)x12 + sin(−mt)x14, v = − sin(−mt)x12 + cos(−mt)x14,
we have
w′ = −−m sin(−mt)x12 + cos(−mt)x′12 + −m cos(−mt)x14 + sin(−mt)x′14
=
M∑
i=−m+1
i
{
cos(−mt)F (2)i (x) + sin(
−mt)F (4)i (x)
}
,
and similarly for v′,
v′ =
M∑
i=−m+1
i
{
− sin(−mt)F (2)i (x) + cos(−mt)F (4)i (x)
}
.
The time integration of x12 over [0, t] is∫ t
0
x12(s)ds =
∫ t
0
cos(−ms)w(s)ds−
∫ t
0
sin(−ms)v(s)ds
= m
[
sin(−ms)w(s)
]t
s=0
− m
∫ t
0
sin(−ms)w′(s)ds
+m
[
cos(−ms)v(s)
]t
s=0
− m
∫ t
0
cos(−ms)v′(s)ds
= −
∫ t
0
M∑
i=−m+1
m+i
{
sin(−ms) cos(−ms)F (2)i (x) + sin
2(−ms)F (4)i (x)
}
ds
−
∫ t
0
M∑
i=−m+1
m+i
{
− sin(−ms) cos(−ms)F (2)i (x) + cos2(−ms)F (4)i (x)
}
ds+ O(m)
= −
∫ t
0
{
M∑
i=−m+1
m+iF
(4)
i (x)
}
ds+ O(m).
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where O(m) is valid for T independent of . Therefore, the leading order of the RHS
is determined by i = −m + 1 and the last term. There exists a constant C1 > 0
such that ∣∣∣∣∫ T
0
x12(s)ds
∣∣∣∣ ≤ C1 max{T, m}, (2.5.63)
and similarly one can show that for C2 > 0,∣∣∣∣∫ T
0
x14(s)ds
∣∣∣∣ ≤ C2 max{T, m}. (2.5.64)
The proof of the proposition follows by putting together (2.5.63) and (2.5.64) to-
gether.
By the above proposition, the singular part in the derivative of total energies
in the rescaled FPU model (4.7.79),
I ′i = 2
−1vi
{
(yi − yi−1)3 + (yi+1 − yi)3
}
+ O(1), (2.5.65)
is integrated on any segment of length O() and larger is of order . Note that vi’s
are identified with xi4. Therefore, the averaged I
′
i is bounded independent of  and
Ii is a slow variable which evolves on the O(1) time scale.
Remark 2.5.1. It should be pointed out that we only consider the integration of
linear expression of xi2(t) and xi4(t) in Proposition 2.5.1. If a nonlinear expression
is considered, resonance phenomena can be occurred. For instance, in the stellar
orbit problem [5], the time derivative of the slow variable is given by
ξ′1 = 2a
−1v1x22,
and both v1 and x2 are evolving on  time scale. Using the assumption that x
2
2(t)
is bounded by M for t ∈ [0, T ] and the above proposition, one can insist that there
exist C > 0 so that
|ξ1(t)− ξ1(0)| ≤ 2a−1M
∫ t
0
v1(s)ds ≤ C. (2.5.66)
However, (2.5.66) is correct as long as resonance does not occur. With a specific
choice of the constants, due to the nonlinear terms, the stellar orbit system can be
in resonance, and ξ1 evolves on the O(1) time scale.
We shall now start the analysis of the three-scale BF HMM on the FPU
problem. The main idea is to trace the evolution of the invariant manifold M(t) by
constructing Γ(t). Two things should be clarified:
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1. (Necessary condition for the unperturbed equation on the 1st tier) The evo-
lution of Ii along the trajectories of the following unperturbed equation,
y˙i = 
−1ui,
x˙i = 
−2vi,
u˙i = −−1(yi − yi−1)3 + −1(yi+1 − yi)3,
v˙i = −−2xi + −1(yi − yi−1)3 + −1(yi+1 − yi)3,
(2.5.67)
over ∆1 = O() amount of time interval is effectively stationary. Therefore, a
comparison with Ii along the trajectories of the following perturbed equation
y˙i = 
−1ui,
x˙i = 
−2vi,
u˙i = −−1(yi − xi − yi−1 − xi−1)3 + −1(yi+1 − xi+1 − yi − xi)3,
v˙i = −−2xi + −1(yi − xi − yi−1 − xi−1)3 + −1(yi+1 − xi+1 − yi − xi)3.
(2.5.68)
implicitly captures the evolution of Ii over [tn, tn + ∆1].
2. (Difference in fast variables between Γ∗1 and Γ∗0) When a singular part of the
force of fast variables depends on the slow variable, for the accuracy, the step
sizes h0 and h1 may be restricted, e.g., h1 should be chosen O(
2) not O() as
desired. In the 1st tier, only one fast variable is in O(−2) and its derivative is
independent of slow variables. Thus, we can choose h1 = O(). On the other
hand, in the 0th tier, all the degrees of freedom which are related to the soft
springs: yi and ui, i = 1, 2, · · · , k, are the fast variables. We shall show that
max
i=1,··· ,k
{∣∣∣yΓ∗1i − yΓ∗0i ∣∣∣ , ∣∣∣uΓ∗1i − uΓ∗0i ∣∣∣} = O(2) (2.5.69)
where y
Γ∗0
i ,y
Γ∗1
i , u
Γ∗0
i and u
Γ∗1
i are the values of yi and ui at t = ∆1 related with
Γ∗j , j = 0, 1, respectively. Therefore, one can choose h0 independent of  since
the errors from the deviation in fast variables are not amplified; e.g., for the
fast variable yi,
F0HMM (Γn, tn) :=
y
Γ∗1
i − y
Γ∗0
i
∆1
= O(). (2.5.70)
Proof. 1. is immediate from Proposition 2.5.1. Indeed, in (2.5.67),
I ′i = 2
−1vi
{
(yi − yi−1)3 + (yi+1 − yi)3
}
,
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and
|Ii(tn + ∆1)− Ii(tn)| ≤ 2−1M
∣∣∣∣∫ tn+∆1
tn
vi(s)ds
∣∣∣∣ ≤ 2−1MO(∆1) = O()
for ∆1 = O().
2. We begin with the observation that the RHS of y′i and u
′
i in (2.5.67) has
the form {
y′i = 
−1ui,
u′i = 
−1F1(yi−1, yi, yi+1),
(2.5.71)
and in (2.5.68),{
y′i = 
−1ui,
u′i = 
−1F1(yi−1, yi, yi+1) + xi−1F0(yi−1, yi) + xiG0(yi−1, yi, yi+1) + xi+1H0(yi, yi+1) + O().
(2.5.72)
By Proposition 2.5.1,
∣∣∣∫ t0 xi(s)ds∣∣∣ ≤ O(t). Therefore, by Gronwall’s inequality
applied to the solutions of (2.5.71) and (2.5.72),∣∣∣yγni − yγ˜ni ∣∣∣ ≤ O(2), and ∣∣∣uγni − uγ˜ni ∣∣∣ ≤ O(2), n = 0, 1, · · · ,∆1/h1 − 1.
Then 2. follows since Γ∗1 := γ∆1/h1 and Γ
∗
0 := γ˜∆1/h1 .
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Chapter 3
Numerical averaging over embedded tori
invariant under non-mixing dynamics
3.1 Introduction
A large number of multiscale numerical methods are based on numerical
averaging or homogenization with respect to a fast or fine-scale process. In many
applications in which the effective averaged equation cannot be obtained analytically,
special multiscale numerical methods can give an approximate numerical solution.
Given that the microscopic scale is rapidly mixing, the literature suggests a large va-
riety of efficient methods which are called multiscale algorithms, mainly alternating
between the computation on the fine scale and progressing with the slow dynam-
ics on the large scale. However, the fine scale dynamics of ergodic systems which
are not mixing may be more difficult to approximate the slow behavior since the
fast process may take relatively long before eventually relaxing to the equilibrium
distribution. The difficulty lies in the fact that the fast dynamics may be ergodic
with respect to a low-dimensional manifold that is non-trivially embedded in phase
space. Furthermore, the frequencies of the fast oscillations may not be known.
One important class of highly oscillatory systems arises naturally as inte-
grable Hamiltonian systems that can be expressed in terms of action-angle variables
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[11]. For integrable systems, phase space can be described in terms of n action vari-
ables and n corresponding angle coordinates. Systems with constant frequencies,
that is, with frequencies independent of the action variables, undergo linear oscil-
lations with respect to an n-torus, Tn, that is described as the intersection of the
level sets of the n action variables. If the frequencies composing the oscillations are
independent over the rationals, then every trajectory is ergodic with respect to an
n dimensional invariant manifold, M, that is diffeomorphic to Tn and is embedded
in R2n. Otherwise, additional constants of motion related to resonances exist and
the trajectories are ergodic with respect to a torus of lower dimension [5, 11].
For rapidly mixing dynamics, as an example, the equation-free approach is to
link simulations of the microscopic models on small spatio-temporal domains in order
to mimic the behavior of a system at large scale [9, 68]. This involves averaging over
microscopic time or number of realizations if an ensemble of simulations has been
used. Moreover, by simultaneously evolving several initial conditions time averaging
can be combined with ensemble averaging [37, 39, 101]. The advantage of using
these methods hinges on efficiently averaging out the fast oscillations. For periodic
system, averaging can be accelerated using convolution with respect to specially
constructed one-dimensional averaging kernels [2, 3, 5–7, 42, 97]. However, for the
best of our knowledge, these methods have not been extended to fast oscillations
which are ergodic on a high-dimensional torus.
Under suitable circumstances, non-mixing dynamics can be approximated
in the use of Young measures [12, 13]. The situations in which the fast dynamics
tend to fixed points or periodic solutions can be treated in a unified manner. The
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general philosophy is to analyze the behavior of a fast dynamics drifted along with
a slow movement by computing limit cycles as  → 0, describing the distributions
supported on them as a Young measure, and progressing via averaging with respect
to which induces the equation for the slow dynamics. However, since we know that
the limit solution is periodic but we do not know in advance what the period is,
in [13] the DFT is applied repeatedly on a subsequent longer sequences of the fast
dynamics until one gets a satisfactory harmonic signal. In this way we discover an
approximate period and an approximation of the limit cycle. The problem, then,
is that for high dimensional limit cycles with non-mixing dynamics, one should
consider very long sequences to get the correct distributions.
We now go back to the hamiltonian systems. A small perturbation on the
integrable systems can create a drift in the action variables which is slow compared
to the oscillations. In applications, one is often interested only in the behavior
of such slowly changing quantities. The averaging principle is the idea that the
oscillation discarded in averaging generates only small oscillations/errors which are
superimposed on the drift described by the averaged equation. Here the averaged
equation is written as the closed form for the perturbed equation which contains
only slowly changing variables, and its solution is an asymptotic approximation as
 → 0 for the original variables on the given interval. To this end, in the classical
two-scale averaging theory [11] where the multiscale behavior is characterized by
time scales of integer powers of  and the fast motion is periodic, one needs to take
an integration over the suitable manifold (torus). However, at present one of the
difficulties in averaging is the absence of a convenient parametrization of the torus.
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The main purpose of this paper is twofold: (1) we introduce the averaging
theory for a model problem whose solutions possess slow variables or observables as
well as fast oscillations with multi-frequencies that are almost rationally resonant,
i.e., near-resonant. Our generalization is along the lines of the so called averaging
over angles in the case of -dependent variable frequencies. To study the slow be-
havior of solutions, we first find out what resonances are relevant in a given system,
and then determine an appropriate type of averages to be taken. Especially, the
slow behavior of weak near-resonant systems should be approximated by averaging
over the torus; and (2) efficient numerical techniques for averaging over a higher
dimensional torus will be given. We demonstrate how classical two-scale methods
[3, 5, 42] can be generalized in order to construct a consistent approximation of the
effective slow dynamics in multi-frequency systems. The fast dynamics is invariant
over a multidimensional torus rather than just the unit circle. We propose two algo-
rithms. The first assumes that the invariant measure is uniform, whereas the second
algorithm addresses the more challenging case of non-uniform invariant measures.
To our knowledge, very few algorithms have been developed considering directly av-
eraging in multi-frequency systems. We develop our algorithm using the framework
of the heterogeneous multiscale method (HMM) for highly oscillatory ODEs and the
discretization of the Frobenius-Perron operator.
3.1.1 Slow-fast systems on a torus
Our principal motivation is the numerical approximation of highly oscilla-
tory ordinary differential equations (ODEs) in near resonance. Solutions of highly
95
oscillatory ODEs often involve a wide range of time scales. In this section, consider
singularly perturbed systems of the form
x˙ = −1f1(x) + f0(x), (3.1.1)
with initial condition x(0) = x0 ∈ U ⊂ Rd, where U is bounded uniformly in .
The parameter 0 <  ≤ 0  1 characterizes the separation of time scales: the fast
scale involves oscillations with frequencies of order −1 while the computational time
domain is [0, T ] with T independent of . Throughout the paper we assume that a
unique uniformly bounded solution x(t) ∈ Rd exists and that f1, f0 are sufficiently
smooth. Then, this generally implies that the computational complexity of direct
non-multiscale methods is at least O(−1).
One might be interested only in a set of slowly changing quantities ξ that
are derived from the solutions of the given stiff system (3.1.1). In the case where
ξ is a set of functions of x, they are commonly referred to as slow variables of the
system. See [4, 5, 45, 50, 70–72]. For example, ξ could be the action variables of
integrable Hamiltonian systems or the averaged kinetic energy of a particle system
x. Formally, slow variables of a dynamical system can be defined as below. This
definition also applies to near-resonant systems where the fast oscillation involves
the order of a fractional power of  time scale.
Definition 3.1.1. Let x(t) ∈ U denote the solution of highly oscillatory dynamical
systems (3.1.1) for some initial conditions. A smooth function a(t) is to be slow
if |da/dt| 5 C for some constant C independent of  with 0 <  ≤ 0 in t ∈ [0, T ].
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Moreover, a smooth function ξ(x) : D0 → R is called a slow variable with respect
to x(t) if ξ(t) = ξ(x(t)) is said to be slow.
In many problems, there exists a diffeomorphism Ψ : x→ (ξ(x), φ(x)) sepa-
rating slow and fast variables such that the dynamics satisfies an ODE of the form{
ξ˙ = g0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ) + g2(ξ, φ), φ(0) = φ0,
(3.1.2)
where ξ ∈ Rd−n, φ ∈ Tn, and  is a small parameter. For fixed slow coordinates
ξ, the fast variable φ is restricted in the manifold M which is diffeomorphic to an
n-torus. The computational challenge is to get an approximate solution for ξ when
the parameter  is small, when the derivative of the fast dynamics may be large.
We further assume that, for fixed ξ, the dynamics for the unperturbed equa-
tion of φ, φ˙ = −1g1(ξ, φ), is ergodic with respect to Tn with an invariant measure
µξ(dφ). Then, the theory of averaging [10, 11, 80, 93] implies that in the limit of
 → 0 and for sufficiently smooth right hand side, ξ(t) converges to the solution of
an averaged equation given by
˙¯ξ = G(ξ¯), ξ¯(0) = ξ¯0 (3.1.3)
where
G(ξ¯) =
∫
g(ξ¯, φ)µξ¯(dφ).
Moreover, the approximation is of order  in the sup norm, i.e.
sup
t∈[0,T ]
∣∣ξ(t)− ξ¯(t)∣∣ ≤ C.
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where C > 0 is a constant that typically depends T but is independent of . In
particular, for p = 1, the fast dynamics can be considered as a rotation over a circle,
and averages can be approximated using a convolution with the kernel. See [3, 5, 42]
for related theories. A naive application of this approach to (3.1.2) when p > 1 may
result is a drastically reduction in efficiency.
In the following, the average of a function g with respect to n fast variables,
i.e., over an n-torus, and the solution of an averaged equation obtained by this
averaging procedure are denoted by
〈g〉Tn , x¯Tn(t),
respectively. Note that the 1-torus is just the circle: T1 = S1.
The major limitation is that the averaged equation (3.1.3) is not explicitly
available in practice since without knowing µ, the right hand side is not computable.
The current research builds upon two essential averages of a function f on M -
space average, as was stated above, over an invariant measure µ which is absolutely
continuous with respect to M, and time averages which are obtained by starting
at a particular point and averaging over an infinitely long time. The well known
Birkhoff’ ergodic theorem states that if f is a continuous function on M then the
time and space averages of f are equal [11]. More precisely,
lim
S→∞
1
S
∫ S
0
f(φ0 + wt)dt =
∫
M
f(φ)µ(dφ) µ a.e., (3.1.4)
where w = (w1, · · · , wn) denote the frequencies of oscillation and φ = (φ1, · · · , φn)
denote angle variables. In other words, the space average can be replaced by the
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time average. However, from a computational time point of view, it is important
to investigate the rate of convergence of (3.1.4). This will be discussed in Section
3.1.3.
It is important to emphasize that in certain resonant circumstances and the
time interval [0, T ] of interest, S happens to be much bigger than T in order to
replace the RHS of (3.1.4). Then, the challenge is to study the global behavior of
solutions during such insufficient time. The first step is to find out what resonances
are relevant in this situation, and then to try to find the appropriate type of averages
to be taken.
So far, we assumed that the multiscale behavior is characterized by time
scales of integer powers of . There of course exist dynamical systems whose mul-
tiscale features are not integer powers of , e.g. in weakly coupled, nearly resonant
harmonic oscillators. The following sections introduce and analyze the averaging
method applied to this general class of systems.
3.1.2 Near-resonances
A variety of highly oscillatory dynamical systems involving more than two
time scales can be found in many different areas. For example, the Fermi-Pasta-
Ulam model [46] involves almost-periodic dynamics on the  time scale, dynamics of
the soft nonlinear springs on the time scale independent of , and the slow energy
exchange between stiff springs on the −1 time scale; see e.g. [18, 55].
More recently, the near-resonance behavior of the FPU has been studied in
[54] with the scaling among particle number, total energy and time interval. The
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main tool employed there is a multiscale expansion, so called modulated Fourier ex-
pansion, whose coefficient functions are constructed from a modulation system based
on the discrete Fourier transform. When the frequencies are in near-resonance, it
leads to small denominators in the construction of the modulated Fourier expansion.
Such a near-resonant situation is dealt with several lemmas that give a lower bound
in terms of fractional powers of the time scales interested. See also [16, 17]. Note
that the near-resonance phenomena associated with integer powers of  is explained
in terms of resonance horns or tongues [86].
To specify non-integer time scales, we introduce near-resonances in the fol-
lowing context. For simplicity, let us consider the following model problem in which
the singular term is linear while the regular part is polynomial{
x′ = f(x, y), x(0) = x0,
y′ = i−1Λy, y(0) = y0,
(3.1.5)
where x ∈ Cd−n, y ∈ Cn, f is a vector of polynomials in x and y and Λ =
diag(λ1(), . . . , λn()), a diagonal n×n matrix with diagonal elements λ1, · · · , λn ∈
R. The solution for y reads
y = y0e
i−1Λt.
Substituting into (3.1.5),
x′ = f
(
x, y0e
i−1Λt
)
, x(0) = x0. (3.1.6)
The RHS of (3.1.6) consists of finite expressions of the form
ei
−1(
∑
kiλi)tp(x).
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Choosing f a polynomial in both x and y implies that p(x) is a polynomial in x
with integers ki. We assume that the numbers λ1, · · · , λn are rationally independent,
that is,
∑
wiλi 6= 0 for any integers w1,· · · , wn unless w1 = · · · = wn = 0. Thus,
trajectories of y are dense in Tn [63]. We distinguish two different terms:
1. Non resonant term: λ1, λ2, · · · , λn are rationally independent regardless of ,
that is, there exists γ > 0 independent of  such that all of the terms satisfy
|∑ kiλi| > γ. Since no resonance occurs in the system, the solution x(t) stays
close to the initial value.
2. Near-resonant term:
∑
kiλi() = δ() for some terms where δ() is small
positive. Depending on δ, we classify two kinds of near-resonances: weak near-
resonances (subcritical) for δ = O(q), 0 < q < 1, and strong near-resonances
(supercritical) for δ = O(p), p > 1.
Therefore, near-resonance arises for instance if there exists an exponent of the form,
−1
∑
kiλi = 
−1δ.
This terminology derives from the fact that the fast variable is in many applications
the difference among angles. The near-resonances are equivalent to saying that the
frequencies of the angles are about equal. If we take γ(t) = −1t
∑
kiλi as those
linear combinations of angles for λ1, λ2, · · · , λn, the equation for γ is varying either
slowly or quickly depending on the size of δ over the time interval independent of .
In the case of weak near-resonance, γ is varying quickly as → 0 and considered as
a fast variable, so we can take an average over γ. However, in strong near-resonance,
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γ is varying slowly as  → 0 and considered as a “new” slow variable. Hence we
cannot average over γ. As a remark, if δ happens to be equal to , γ is stationary,
and this immediately causes degeneration of the averaged equation: one cannot get
(3.2.18).
We emphasize that depending on the near-resonances present and the time
scale of interest, x(t) should be approximated by the appropriate type of averaging
procedures. If one uses the wrong kind of averaging, the corresponding averaged
equation may exhibit the wrong effective dynamics. In Section 3.2, we shall show
that an appropriate choice of the manifold over which one should take an average is
related with the order of  in δ. As an overview, when the system is in weak near-
resonance and the O(1) time interval is considered, trajectories cover the invariant
torus on an r time scale 0 < r < 1 and one needs to average over the invariant
torus. On the other hand, when strong resonance occurs, the system is effectively
in resonance for any time interval that is independent of , and the averaging over
the entire torus cannot, generally speaking, correctly describe the motion. As a
result, we only need to average the flow over a suitable submanifold which is a lower
dimensional torus. In either case, the distance between the exact solution and the
averaged solution should depend on the strength of the near-resonances.
3.1.3 No rate of convergence in time averages
Considering time average is certainly a simple way to compute a long-term
distribution. Notice that an important aspect of near-resonance is that the rate
of convergence of time averages may be very slow. There are thus drawbacks to
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this simple approach when the dynamical systems are in near-resonances: (i) it is
possible that orbits display statistically irrelevant behavior for lengthy periods of
time before settling into a more regular mode. In this matter, by solving on ODE for
a finite time, there is the risk that one is only observing this irrelevant behavior and
not the true asymptotic behavior of the system; and (ii) in the literature concerning
ergodic dynamical systems, it is not possible to prove any general positive result
about the rate of convergence of (3.1.4) even if the convergence is guaranteed by the
ergodic theorem. More examples and related theories are discussed in [74, 77], [15].
This section mainly focuses on the latter.
In ergodic systems, trajectories are dense in the invariant manifold for almost
all initial conditions. Moreover, the proportion of time the system spend in any Borel
set converges to the measure of that set. This corresponds to ergodicity in the sense
of Boltzmann, which roughly speaking is the mean time that a particle of a ergodic
system spends in some region and it is proportional to its probabilistic measure
[33]. To be precise, let ϕt denote the flow map of a highly oscillatory dynamical
system which is ergodic with respect to an invariant probability measure µ and the
invariant manifold M. Furthermore, let A denote a set in the Borel σ-algebra on
M, and denote the naive time averaging of a bounded measurable function f(x) to
time S by
〈f〉S =
1
S
∫ S
0
f(ϕt(x0))dt (3.1.7)
where x0 is the initial condition. If we substitute f = χA in (3.1.7), then the mean
occupancy of the set A in the interval 0 ≤ t ≤ S is given by µS(A) := 〈χA〉S . For
ergodic systems, the following equality holds
103
µ(A) = lim
S→∞
µS(A) (3.1.8)
where A is a set in the Borel σ-algebra on M. In an approximation to the invariant
measure by the time averaging trajectories, since a numerical scheme should stop
at some finite time S, there is a natural question: How large is S so that the time
averaging is close to the invariant measure of the underlying dynamics?
We partially address the above question by establishing a connection to the
discrete time ergodic theorem:
lim
S→∞
〈f〉S = lim
N→0
1
N
N−1∑
k=0
g(ϕk1(x0))
where g(x) is given by g(x) =
∫ 1
0 f(ϕt(x))dt. The question is now equivalent to
determining the appropriate size of N . In general, no positive theoretic answer to
this is possible. For example, Krengel [73] has shown in a certain case that the rate
of convergence can be arbitrarily slow. On the other hand, Halasz [58] proved that
in some cases the convergence can be arbitrarily fast, that is close to the order of
N−1. Therefore, we cannot determine the rate of convergence of time averages and,
accordingly, how much numerical integration needs to be taken for time average to
replace the invariant measure.
3.1.4 Numerical methods
The general philosophy of our algorithm is based on the heterogeneous mul-
tiscale method (HMM) for highly oscillatory ordinary differential equations [2, 3, 5–
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7, 42, 97]. We are interested in the macroscopic behavior of a system which is speci-
fied by the slow variable. The averaged equation is integrated in the macrosolver, but
the equation is not explicitly known in general. To solve the incomplete macroscale
model, we extract the needed data from the microscale model for the state variable,
i.e., the macroscopic behavior of dynamical systems is captured with the help of
the microscopic model. More precisely, the needed data in the macroscale system
is obtained by the integration of the microscale system on reduced time segments
and the evaluation of averages with respect to the fast variable. Figure 3.1 shows a
typical structure of such a algorithm. In this description:
(1) A macroscale solver, depicted on the upper axis, integrates an averaged
ODE for ξ.
(2) An initial value on the lower axis is determined by applying a reconstruc-
tion operator R(ξ(tn)).
(3) The full multiscale system, depicted on the lower axis, is solved on a
reduced time segment.
(4) The effective drift of ξ˙ is approximated using numerical averaging
The steps are repeated to the required time. This methodology has been ap-
plied in [3, 5, 42] for the relatively simple case in which the fast dynamics is periodic,
and the invariant manifold is equivalent to a circle T1. The main goal of this paper,
is to develop a general averaging method that can be applied to high dimensional
tori. The key concerns are that in systems that are not mixing, naive time averaging
may be highly inefficient. This issue is addressed in Section 3.1.3. Sections 3.3-3.5
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discuss alternatives of the naive time averaging.
slow behavior
Macroscale
Microscale
(1)
(2)
(4) (4)
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full system
(3)
Figure 3.1: The HMM structure of the proposed multiscale algorithm.
3.1.5 Scope
The layout of the chapter is as follows. In Section 3.2, we introduce strong
and weak near-resonances and review some relevant results from the theory of av-
eraging. In Section 3.3, we propose our new algorithm for averaging over the torus
where the flow has the uniform invariant measure. This is based on construction
of orthogonal vector fields on the torus and successive use of averaging kernels.
Section 3.4 presents the more general algorithm for approximating non-uniform in-
variant measures. The method is based on an appropriate discretization of the
Frobenius-Perron operator. In order to avoid simulating long orbits, the invariant
torus is divided into smaller cells, then the pullback of each cell is calculated nu-
merically in order to approximate the area of intersection between cells and their
pullback. Both algorithms are supported by numerical examples. Section 3.5 is
devoted to numerical averaging method over the embedded torus with the absence
of a convenient parametrization.
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3.2 Strong and weak near resonances
We start by considering a class of system that has an explicit slow-fast
grouping in the solution’s components{
ξ˙ = g0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ) + g2(ξ, φ), φ(0) = φ0,
(3.2.9)
where ξ ∈ Rd−n and φ ∈ Tn. ξ is assumed to be bounded independent of  in a time
segment [0, T ] also independent of . Here, φ ∈ Tn means that φ is in Rn but the
functions g0 and g2 are 1-periodic in each component of φ. The variables ξ and φ
are referred to as the slow variable and the fast variable, respectively. See Definition
3.1.1. We shall discuss how averaged equations for the slowly evolving variables
are chosen when the near-resonance is present in dynamical systems. It is already
known that in the simplest case, n = 1, near-resonances cannot arise. Moreover,
in this case efficient multiscale algorithms have been introduced in a sequence of
papers [3, 5, 42] which use a convolution with a kernel for computing the effective
slow behavior.
When n > 1, things are much complicated because the resonance module
typically changes with respect to the value of ξ. Thus, we consider the simplest
case of (3.2.9) where g1 is -dependent constant and g2 = 0. The following two
frequency system will be considered thoroughly, and the results will be extended to
the multi-frequency systems:
ξ˙ = g(ξ, φ1, φ2), ξ(0) = ξ0,
φ˙1 = 
−1λ1, φ1(0) = 0,
φ˙2 = 
−1λ2, φ2(0) = 0,
(3.2.10)
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where (ξ, φ1, φ2) ∈ Rd−2 ×R×R, and g is assumed to be 1-periodic in both φ1 and
φ2. -dependent variable frequencies λ1 and λ2 satisfy |λ2/λ1| = 1 + δ() so that
fast dynamics is on a 2-torus.
The main role in near-resonant systems connected with the averaging pro-
cedure is played by the size of the dependence of δ on . The slow variable can be
approximated using a specific averaging procedure with respect to the size of δ since
when the system is in near-resonance, the trajectories cover an invariant torus at
a different speed for a time interval independent of . In this case, there are only
two averaging options since the fast dynamics has at most two dimensions: one is
averaging over the “true” manifold, with respect to all fast variables, which is av-
eraging over a 2-torus. The true manifold is defined by a 2-torus as shown by two
fast variables. Another averaging is taken over one fast variable which is referred as
averaging over a circle.
We plot the performance of these averagings in Figure 3.2 with various δ’s.
The left sub-figure depicts the exact solution x(t) as the underlying near-resonance
alters from weak to strong. It is observed that the exact solutions associated with
δ = 1/3 (weak–bottom) and 4/3, 5/3, 2 (strong–up) shift from being close to
the averaged solution x¯T2(t) to being close to the averaged solution x¯T1(t). On the
other hand, the right sub-figure illustrates an asymptotic behavior of the strong
near-resonant dynamics as  shrinks to 0. See Example 3.2 for generating solid
curves and for the equation.
The important consequence of these works is that only for weak near-resonant
systems does the choice of averaging over 2-torus enable one to obtain a correct ap-
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proximation for the slow variable with vanishing errors as  → 0. Furthermore, for
strong near-resonant systems, although the averaged equation over the true invari-
ant manifold can still be defined, its solution is not a good approximation to the
slow variables. From the results it is evident that the speed of covering of the flow
and the strength of δ are closely related.
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Figure 3.2: Dynamics of the slow variable x(t). (Left) An amplitude of the
exact solution x(t) as δ changes among from bottom δ = 1/3 to up δ = 2.  =
0.05. (Right) The asymptotic behavior of the exact solution for  = 10−i/2i,
i = 1, · · · , 14 in strong near-resonance when δ = 4/3. As  → 0, the exact
dynamics converges to the solution obtained by averaging over a circle. The
appropriate type of an averaged equation is different, depending on the near-
resonances present. See Example 3.2.
Example 3 shows the subtle aspects of near-resonance phenomena at long-
time approximation to the slow dynamics via averaging.
Example 3. We compare two averaging procedures for x(t) in the following simple
equation;
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
x˙ = 1 + y1y2 + 2y1, x(0) = 0,
y˙1 = i
−1λ1y1, y1(0) = 1,
y˙2 = i
−1λ2y2, y2(0) = 1,
(3.2.11)
where two frequencies are λ1 = 2pi and λ2 = −2pi(1 +
√
2δ). The time interval of
interest is [0, T ] independent of . We look at a decreasing sequence of  so that
√
2δ
is small irrational. Since λ1 and λ2 are noncommensurable, (y1(t), y2(t)) covers a
2-torus embedded in C3. The exact solution x(t) is
x(t) = t+ (4piδ)−1
√
2i
(
ei
−1(λ1+λ2)t − 1
)
− pi−1i
(
ei
−1λ1t − 1
)
.
Depending on the strength of δ(), the slow variable x(t) should be approximated
by different averaging procedures. We denote 〈·〉T1 as averaging over the lower
dimensional torus which is defined, in this case, by a circle {(eit, e−it), 0 ≤ t < 2pi},
and 〈·〉T2 as averaging over a 2-torus defined by {(eit1 , e−it2), 0 ≤ t1, t2 < 2pi}.
Therefore, 〈·〉T1 is taking into account the resonance λ1 + λ2 = 0, whereas 〈·〉T2 is
the independent averaging over two frequencies. A more advanced treatment may
be found in [93].
The averaging over a circle produces an averaged equation for x(t){
d
dt x¯T1(t) = 1 + 〈y1y2 + 2y1〉S1 = 1 + eiγt,
d
dtγ(t) = 
−1(λ1 + λ2),
(3.2.12)
and by taking λ1 + λ2 = 0 to get a “closed” system for describing the slow motion,
we have
d
dt
x¯T1(t) = 2, x¯T1(0) = 0. (3.2.13)
An equation obtained from averaging over a 2-torus is
d
dt
x¯T2(t) = 1 + 〈y1y2 + 2y1〉T2 = 1, x¯T2(0) = 0. (3.2.14)
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To analyze the effect of the near-resonances, we introduce the errors to the exact
solution
E1 := sup
0≤t≤T
|x(t)− x¯T1(t)| , E2 := sup
0≤t≤T
|x(t)− x¯T2(t)| .
In the case of weak near-resonance, i.e., δ = q, q < 1, averaging over T1 and T2
leads over time t ∈ [0, T ], T independent of , to the errors respectively
E1 ≈ O(t) + O
(
1−q
)
, E2 ≈ O
(
1−q
)
.
On the other hand, in strong near-resonance, i.e., δ = p, p > 1, such averagings
give the error from the exact solution as
E1 ≈ O
(
p−1
)
+ O(), E2 ≈ O(t) + O
(
p−1
)
.
See Table 3.1 for the summary of error estimation.
Table 3.1: The error estimate between the exact solution and the approximated
solution to (3.2.13) and (3.2.14). As → 0, x¯S1(t) gives a reasonable approxi-
mation for strong near-resonance, and x¯T2(t) gives a reasonable approximation
f for weak near-resonance.
Error (0 ≤ t ≤ T ) weak near-resonance strong near-resonance
δ = O(q), 0 < q < 1 δ = O(p), p > 1
averaging over T1 O(t) + O(1−q) O(min{1,p−1})
averaging over T2 O(1−q) O(t) + O(p−1)
We describe an idea that will be important later: in near-resonant systems,
there is the emergence of either a new slow variable (the dimension reduction in
fast dynamics) or a new mesoscale variable. To be precise, in (3.2.12), the relative
phase γ(t) can be categorized as either a slow variable or a fast variable depending
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on the size of δ. For example, in strong near-resonance where δ = O(p), p > 1, it
turns out that γ(t) is a new slow variable to the system. Therefore, the dimension
of fast dynamics is one rather than two as shown in (3.2.11). Moreover, in weak
near-resonance, γ(t) is regarded as a fast variable, but it evolves on the time scale
between O(1) and O(). We refer such intermediate time scale to a mesoscale, and
thus the error estimates should be weakened from average principles given in [11, 93]
to the order of /δ. In particular, see Theorem 3.2.1. This observation will be used
to find an appropriate manifold where the averaging should be taken.
3.2.1 Averaging method for near-resonant systems
Averaging method for highly oscillatory dynamical systems is based on the
ergodic property of the underlying fast process [10, 11, 93]; the geometry of the
invariant manifold which is filled up by the trajectories, the distribution of such
filling in the time scale of interest and most importantly, the presence of resonant
frequencies. The last is critical since if the frequencies are resonant, then the phase
trajectories must fill up a torus of lower dimension, and the averaging over the entire
torus cannot correctly approximate the slow dynamics in general.
In this section, we will derive some basic results which are preliminary for
our treatment of averaging a near-resonant system. Consider systems of the form
{
x′ = f(x, y), x(0) = x0,
y′ = i−1Λy, y(0) = y0,
(3.2.15)
where x ∈ Cd−n, y ∈ Cn, f is a vector of polynomials in x and y and Λ =
diag(λ1, . . . , λn), a diagonal n × n matrix with diagonal elements λ1, · · · , λn ∈ R.
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As discussed in Section 3.1.2, the equation for x consists of expressions of the form
x′ = ei
−1(
∑
kiλi)tp(x), (3.2.16)
where the ki are integers and p(x) is a polynomial in x.
The averaging theory consists of replacing the systems of equations (3.2.16)
by the averaged system
x¯′ = F (x¯), x¯(0) = x0 (3.2.17)
for the approximate description of the evolution of the slow variables over [0, T ]
where T is independent of .
Our aim is to describe a slow variable x(t) in the original system by x¯(t) in
the averaged one. To justify this recipe, we need to derive the RHS of the averaged
equation (3.2.17) so that its solution ensures, in the formal sense,
sup
0≤t≤T
|x(t)− x¯(t)| → 0 as → 0. (3.2.18)
Since we are focusing on the case where the Fourier complex series for f are finite,
there would be finitely many resonance manifolds. We thus begin by averaging in
two-frequency systems since it shares the essential multiscale features with (3.2.15),
and we will then extend the results to more general situations, multi-frequency
systems. Away from the resonances, one can average ei
−1(
∑
kiλi)tp(x) over either a
circle or a n-torus since it does not effect on the effective slow behavior and thus
should be discarded in averaging. Near the resonances, more detailed treatment
is required since having small values of
∑
kiλi may or may not effect on the slow
behavior of x. Therefore, our main attention is devoted to the resonance exponent
which goes to 0 as → 0.
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3.2.1.1 Averaging in two-frequency systems
In two-frequency systems, by dividing one frequency by the other, the equa-
tion (3.2.16) can be equivalently rewritten as
x′ = f
(
x, −1t, −1(ν + δ)t
)
, x(0) = x0.
where ν is an integer. We assume that f(x, t1, t2) is Lipschitz continuous in t1, t2
and x, and that f is 1-periodic in both t1 and t2. We will denote a generic positive
constant by C whose value may change between expressions but is independent of
.
Theorem 3.2.1. [Weak near-resonance in two frequencies] Suppose that there exists
an exponent of the form
∑
kiλi = O(
q) on the RHS of (3.2.16) where 0 < q < 1.
Consider the following averaged equation;
ξ′ = 〈f〉T2 (ξ), ξ(0) = x0, where 〈f〉T2 (ξ) =
∫ 1
0
∫ 1
0
f(ξ, t1, t2)dt1dt2.
Then there is a constant C > 0 such that
|x(t)− ξ(t)| 5 C1−q (3.2.19)
for t ∈ [0, T ] independent of .
Hence, when the system is in weak near-resonance, one can just average
over all fast variables to get an averaged equation for the slow variable. For related
numerical treatments, see Section 3.3-3.5.
Proof. This result follows from standard averaging techniques; see, e.g., [93]. In
view of the expression ei
−1(
∑
kiλi)tp(x), if there is no -dependent small value of
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∑
kiλi, then all of the fast variables are evolving on the  time scale. Therefore, in
this case, the result turns out to be C. Otherwise, this estimate will be weakened as
shown below. We consider the following slow-fast system for weak-near resonance,{
x′ = f(x, y), x(0) = x0,
y′ = i−1Λy, y(0) = y0,
(3.2.20)
where Λ = diag(λ,Cδ), a diagonal 2 × 2 matrix with diagonal elements λ,Cδ ∈ R.
λ is independent of . This is obtained by letting y′2 = i−1
∑
kiλiy2 in (3.2.15).
Therefore, in weak near-resonance, the new mesoscale variable appears by a linear
combination of two angles. (3.2.20) can be written as{
x′ = f(x, y), x(0) = x0,
y′ = iδ−1Λ′y, y(0) = y0,
where Λ′ = diag(δ−1λ,C). By letting this, we treat the case where the frequencies
do not vanish, calling this the regular case [93]. This is the same form as (3.1.2),
with g1 = δ
−1Λ′, g2 = 0 and with  replaced δ−1. Therefore, the results will have
error O(δ−1) for the time interval independent of . 3.2.25
Theorem 3.2.2. [Strong near-resonance in two frequencies] Suppose that there
exists an exponent of the form
∑
kiλi = O(
p) on the RHS of (3.2.16) where p > 1.
Suppose that its averaged equation is given by,
ξ′ = 〈f〉T1 (ξ), ξ(0) = x0, where 〈f〉T1 (ξ) =
∫ 1
0
f(ξ, t, νt)dt. (3.2.21)
Then there is a constant C > 0 such that
|x(t)− ξ(t)| 5 Cmin{1,p−1} (3.2.22)
for t ∈ [0, T ] independent of .
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Proof. We let λ = ν + δ. Observe that
x(t)− x0 =
∫ t
0
f(x(τ), −1τ, λ−1τ)dτ
=
∫ t
tM
f(x(τ), −1τ, λ−1τ)dτ +
M−1∑
j=0
∫ tj+1
tj
f(x(τ), −1τ, λ−1τ)dτ,
where t− tM < . In each interval tj = j 5  5 tj+1 = (j + 1),∫ tj+1
tj
f(x(τ), −1τ, λ−1τ)dτ =
∫ (j+1)
j
f(x(tj), 
−1τ, λ−1τ) +O()dτ
=
∫ (j+1)
j
f(x(tj), 
−1τ, λ−1τ)dτ +O(2)
=
∫ j+1
j
f(x(tj), t, λt)dt︸ ︷︷ ︸
I
+O(2).
For each j, we can estimate I as
I =
∫ 1
0
f(x(tj), s+ j, λ(s+ j))ds
=
∫ 1
0
(f(x(tj), s, νs) + δ(s+ j)∂t2f(x(tj), s, ξ)) ds
where ξ ∈ [νs, νs+ δ(s+ j)]. Therefore, there exist constants C1, C2 > 0 such that∣∣∣∣∣
∫ tj+1
tj
f(x(τ), −1τ, λ−1τ)dτ −  〈f〉T1 (x(tj))
∣∣∣∣∣ ≤ C1(j + C2)δ.
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Note that for T = O(1), M = O(1) and thus M = O(−1).∣∣∣∣x(t)− x0 − ∫ t
0
〈f〉T1 (x(τ))dτ
∣∣∣∣ ≤
∣∣∣∣∣∣x(t)− x0 −
M−1∑
j=0
∫ tj+1
tj
f(x(τ), −1τ, λ−1τ)dτ
∣∣∣∣∣∣
+
∣∣∣∣∣∣
M−1∑
j=0
∫ tj+1
tj
f(x(τ), −1τ, λ−1τ)dτ − 
M−1∑
j=0
〈f〉T1 (x(tj))
∣∣∣∣∣∣
+
∣∣∣∣∣∣
M−1∑
j=0
〈f〉T1 (x(tj))−
∫ t
0
〈f〉T1 (x(τ))dτ
∣∣∣∣∣∣
≤ C
(
+ δ +
M(M − 1)
2
δ
)
Therefore, this yields∣∣∣∣x(t)− x0 − ∫ t
0
〈f〉T1 (x(τ))dτ
∣∣∣∣ ≤ C (+ δ + −1δ) .
Since y(t) − x0 =
∫ t
0 〈f〉T1 (y(τ))dτ, we have |x(t) − y(t)| 5 L
∫ t
0 |x(τ) − y(τ)|dτ +
C
(
+ δ + −1δ
)
where L is a Lipschitz constant from the first argument of f . By
Gronwall’s lemma, we have
|x(t)− y(t)| 5 C (+ δ + −1δ) eLt (3.2.23)
where 0 5 t 5 T = O(1).
For longer times, e.g, T = O(−1), one has to average over a 2-torus since
time is long enough for the flow to cover the torus and the averaged equation could
be different. In numeric, one can use a technique using convolution with respect to
specially constructed one-dimensional averaging kernels [2, 3, 5–7, 42, 97].
Remark 3.2.1. When
∑
kiλi = O(), neither (3.2.19) nor (3.2.22) does give an
desired approximation as (3.2.18). This immediately shows degeneration of the
averaged equation.
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3.2.1.2 Averaging in n-frequency systems, n > 2
When an n-frequency system is considered, it is necessary to reframe the
averaging process in a more geometrical way that clarifies the role of δ. The difficulty
is that if both weak and strong near-resonances occur, manifolds over which the
averaging procedure is taken should be chosen adequately.
Let k denote an integer vector in Rn, λ denote a frequency vector (λ1, · · · , λn) ∈
Rn which is a diagonal component of Λ, and define
Λ⊥w := {k|k · λ = k1λ1 + · · ·+ knλn = O(q), 0 < q < 1}, (3.2.24)
and
Λ⊥s := {k|k · λ = k1λ1 + · · ·+ knλn = O(p), p > 1}. (3.2.25)
The sets Λ⊥w and Λ⊥s are related to weak and strong near-resonances, respectively.
Moreover, they are closed under addition and under multiplication by integers. Note
that these operations should be independent of . Otherwise, it changes the asymp-
totic behavior of k · λ. For example, if we multiply by an integer∼ O(−1), then the
exponents on the RHS decrease by 1. To avoid this problem, one needs to make
sure the finiteness of the Fourier series as assumed before. In the algebra literature,
Λ⊥w and Λ⊥s are closely related to the annihilator module of λ.
In the case Λ⊥w and Λ⊥s are {0}, by the classical averaging theorem [10, 80, 93],
we need to average over n-torus. Thus, the corresponding averaged equation is
ξ′ = 〈f〉Tn (ξ), ξ(0) = x0, where 〈f〉Tn (ξ) =
∫
Tn
f(ξ, t)dt,
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and its solution satisfies
|x(t)− ξ(t)| 5 C.
In the resonant case with Λ⊥s = {0}, averaging over n-torus is also taken,
and using Theorem 3.2.1, the error estimate between averaged and exact solutions
would be
|x(t)− ξ(t)| 5 Cmin{1−q1,··· ,1−qj}
where j is the number of different exponents in (3.2.24).
In the resonant case with Λ⊥s 6= {0}, one cannot average over all fast variables
since the associated averaged solution may not be close to the exact solution as
 → 0. Instead, average over particular angles should be considered as (3.2.21).
This observation suggests that we transform the fast variables in (3.2.15) into the
fast and “hidden” slow variables. This is called the multiscale chart in the context
of [3, 7]. A brief idea is that there exist particular angles which are evolving slowly,
and thus should be considered as slow variables. A numerical method for identifying
new slow variables for the case in which the singular parts of the dynamics is linear
is described in [5, 7]. Once we have the multiscale chart, the appropriate averaging
can be taken and the error estimate between averaged and exact solutions would be
|x(t)− ξ(t)| 5 Cmin{p1−1,p2−1,··· ,pi−1,1−q1,··· ,1−qj}
where i and j are the number of different exponents in (3.2.24) and (3.2.24), re-
spectively. Note that in any cases, i + j < n holds since at least one dimension
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is reserved for describing fast dynamics of highly oscillatory dynamical systems [3].
Therefore except for the circumstance only strong near-resonances arise, Λ⊥w = {0},
we need to average over a torus, and this motivates to devise efficient techniques for
numerical averaging over a torus.
3.3 Numerical averaging over the torus : uniform in-
variant measure
We consider dynamical systems which are ergodic on the invariant manifold
and the corresponding invariant measure is uniform. Our algorithm aims at speeding
up the convergence of time averages in 3.1.4. In an analogy to molecular dynamics,
this algorithm combines time averaging with ensemble averaging. There are three
main components: (1) construct a global orthogonal coordinate system on a torus,
(2) place a grid over the torus using the constructed coordinate system, and (3)
compute suitable averages of the flows that start out from the grid nodes. This way,
we can efficiently integrate over a torus via short time integration of the oscillatory
system and iterative use of an efficient averaging kernel developed for averaging over
circles. The orthogonal coordinate system on the torus is constructed by using a
smooth invertible mapping of the dynamical system’s flow direction and the normals
of the torus to designated standard basis vectors in the embedding Euclidean space
Rd, and then properly pulling back the remaining basis vectors in Rd to the torus’
tangle bundle.
In the following sections, for simplicity, we only consider the system whose
fast variables are evolving on the manifold which is diffeomorphic to T2. Theoret-
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ical results yield insight into the numerical method to average over T2. However,
our algorithm can easily be extended to more general situations, where the torus
considered is in the higher dimensions.
3.3.1 Preliminary setup and overview
We begin with an unperturbed Hamiltonian system whose two action vari-
ables are stationary over long time. In this case, the invariant manifold is embedded
in a higher dimensional space and is given implicitly as the intersection of level sets
of the action variables.
Consider a pair of undamped harmonic oscillators for x = [x1, v1, x2, v2]
T ,
x˙=1f(x) = 
−1

0 1 0 0
−1 0 0 0
0 0 0 λ
0 0 −λ 0
x, x(0) =

1
0
1
0
 (3.3.26)
where λ = 1 + δ
√
2 and δ = q with 0 < q < 1. There are two slow variables
ξi :R4 → R1, i = 1, 2;
ξ1 = x
2
1 + v
2
1, ξ2 = x
2
2 + v
2
2.
and a manifold M is represented by
M(t) = ∩2i=1{z ∈ Rd : ξi(z) = ξi ◦ x(t)}.
For a fixed y ∈M, we denote by
TyM = {z ∈ R4 : ∇ξi(y)z = 0, i = 1, 2},
the tangent space of M at y. This is a linear space and has the same dimension
2 as the manifold M. It follows from f ⊥ ∇ξi that the flow of (3.3.26) is in TyM,
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i.e., (3.3.26) is a differential equation on the manifold M [53, 57]. Since TyM has a
dimension of 2, there exists another vector τ ∈ TyM so that
{f, τ,∇ξ1,∇ξ2} (3.3.27)
forms a set of orthogonal vectors at y ∈M. Formally, τ is a function from R4 to R4
and satisfies
τ⊥∇ξi, and τ ⊥ f.
Therefore, we introduce a local coordinate systems where the fast and slow behaviors
are separated. we can summary above as follows:
• at each point y ∈M, a local coordinate system is constructed,
• the slow behaviors are related to ∇ξ1 and ∇ξ2, but
• the fast behaviors are related to f and τ .
In the following section, we discuss a method to construct a local coordinate auto-
matically. Since the other two fast variables can be regarded as angle coordinates,
the manifold M is diffeomorphic to T2. To this reason, the manifold M will be
referred to the torus T2. Such topological structure will be exploited for the con-
struction of our numerical averaging method.
3.3.2 Construction of orthogonal vector fields on the torus
From above constructions, T2 embedded in R4 is given. At each point x ∈ T2,
two normal vectors n1 := ∇ξ1 and n2 := ∇ξ2 on T2, and a smooth vector field f
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on T2 are provided. The main idea to construct an orthogonal coordinate system
on the torus is a rotation map ψ which transforms n1,n2 and f into the selected
standard basis vectors in the embedding Euclidean space R4. A new vector we try
to find is obtained using the inverse transformation ψ−1 of an unassigned vector in
standard basis. We identify this vector τ(x). To sum up, we fix an orientation of all
vectors by taking the standard basis as a reference direction. Since every function is
assumed to be sufficiently smooth, this construction is smooth as well. See Figure
3.3, 3.4 and Table 3.2 for an illustration.
orthogonal directions on x ∈M ψ the standard basis
n1 (given) → e1
n2 (given) → e2
f (given) → e3
τ (needed) ← e4
Table 3.2: Construction of orthogonal vector fields on the torus; pull e4 back
to the original coordinate and identify hidden direction τ . The transformation
ψ is given by composition of various rotational matrices.
Manifold Cartesian
Figure 3.3: An illustration of defining a local coordinate system using trans-
formation ψ.
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Figure 3.4: Construction of coordinate systems on the torus.
In the general case if we have a lower order perturbation forcing on the RHS
of x˙, then when  is very small, trajectories are lying very close to the invariant
torus. However, for long enough time, they are drifted away and we need to track
this evolution of the invariant torus. This can be done by advancing slow variables.
3.3.3 New averaging strategy - uniform invariant measure
In this section, we propose a new method to compute an average of a func-
tion on the manifold which is represented in Section 3.3.1. For the purpose of an
explanation, we identify opposite faces of I2 = [0, 1]2 to represent the torus T2.
In the case of time averaging, we need to solve (3.3.26) for long enough time
so that the trajectories cover I2. The rate of convergence of time averaging applied
to (3.3.26) depends on δ. As discussed in Section 3.1.3, For near-resonant systems,
the convergence can be very slow and the error originated from the approximated
solutions can be significant. For this reason, it is convenient to build new approaches
for this problem. An alternative method of speeding up is to cover up the other
dimension of the torus identified with τ . In Section 3.3.2, we construct a direction
τ at each point x ∈ I2. We denote τ(t) as an integral curve of τ(x) by solving the
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following autonomous system:
τ˙(t) = τ(x), τ(0) = x. (3.3.28)
Our numerical averaging method of g′ over the invariant torus is as follows:
1. (Generating new initial conditions) Solve (3.3.28) over [0, ητ ] with stepsize
hτ = C. Denote the approximation at tn = nhτ as τn. We define N := ητ/hτ .
2. (N number of micro simulations) Solve (3.3.26) in t ∈ [−η1, η1] with different
initial conditions xj(0) = τj , j = 1, · · · , N . Denote the solution as xj(t).
3. (Force estimation) Approximate g′ by 4g = Kτ ∗ [Kf ∗ g′(x)] where Kf and
Kτ are 1D averaging kernels along the direction of f and g respectively.
Figure 3.5 and 3.6 show a description of our algorithm.
Figure 3.5: Averaging over 2-torus. Each small box refers to a torus.
The important aspect of our algorithm is to evaluate g′(x) by numerical
solutions of (3.1.1) on significantly reduced time intervals.
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Averaging using 1D kernel
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Figure 3.6: An illustration of the algorithm in the orthogonal coordinate system
with f and τ . g′ is approximated by 4g = Kτ ∗ [Kf ∗ g′(x)].
We point out that this algorithm has a very similar philosophy with a hier-
archical HMM using iterated averages in Chapter 4. This will be further discussed
in Chapter 5.
3.3.4 Examples
In this section, two different examples are presented. In Example 1, we
compare our averaging strategy with time averaging. In Example 2, a two-scale
HMM with the proposed averaging method as data estimation from microscale to
macroscale systems is applied to an ODE system.
3.3.4.1 Example 1 (time averaging vs proposed method)
Consider (3.3.26) for x = [x1, v1, x2, v2]
T ,
x˙=1f(x) =
1


v1
−x1
λv2
−λx2
 , x(0) = x0,
126
where x0 = [1, 0, 1, 0]
T , λ = 1 + δ
√
2 and δ = 
1
q with q = 2. In this section, we arti-
ficially choose the function g as x21 +v
2
1 and compare the efficiency of
1
S
∫ S
0 g
′(ϕtx)dt
(time averaging) with our new method by considering g¯′ = 0 as an exact value. The
results are summarized in Table 3.3.
Table 3.3: Comparison of time averaging with our method. Absolute errors
are described using a max norm, h1 =

5
and time=sec.
S 1
S
∫ S
0
g′(ϕtx)dt comp. time comp. time our method η1
42 0.0436 0.143 3.774 0.0437 30
149 0.0131 0.486 4.005 0.0132 40
550 0.0036 6.856 4.261 0.0036 50
2875 6.08e-04 34.84 4.457 5.85e-04 60
10000 1.75e-04 121.7 4.660 1.16e-04 70
3.3.4.2 Example 2 (HMM using averaging over the torus with pro-
posed method)
Consider the following system describing two coupled harmonic oscillators
whose hidden fast time dynamics is ergodic on T2.
x˙1 = −2pi−1x2 − x31x22(x21 + x22)−3,
x˙2 = 2pi
−1x1 − y2(x21 + x22)(y21 + y22)−1 − x32x21(x21 + x22)−3,
y˙1 = −2piλ−1y2 + y1x22(y21 + y22)−1,
y˙2 = −2piλ−1y1 + x2 + y4x22(y21 + y22)−1,
(3.3.29)
with initial conditions: (x1(0), x2(0), y1(0), y2(0)) = (1, 0, 2, 0). To see how reso-
nances occur, we replace (x1, x2) and (y1, y2) by the polar coordinates (r1, θ1) and
(r2, θ2) respectively. We then get θ˙ = h(θ) where θ ∈ T2:{
θ˙1 =
1
 − r1r2 cos 2piθ1 sin 2piθ22pi ,
θ˙2 =
λ
 +
r1
r2
sin 2piθ1 cos 2piθ2.
(3.3.30)
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In order to use our algorithm, we have to check two important questions: what is an
invariant measure µ? given µ, is the flow (θ1(t), θ2(t)) ergodic on T2? In this case, we
view (3.3.30) as a dynamical system on T2 where the vector field h(θ) is divergence-
free , i.e., ∇ · h(θ) = 0. Consequently the Lebesgue measure is invariant for the
ODE. Moreover, h1(θ) 6= 0 for all θ ∈ T2 and the rotation number h¯1/h¯2 = 1/λ is
irrational. Thus (θ1(t), θ2(t)) is ergodic on T2. See [91] for more details.
we have a maximally slow chart (ξ0, ξ1) in which ξi : R4 → R evolves on
the i time scale. The system admits two hidden slow variables on the 0 scale
which are the squares of the amplitude of the harmonic oscillators, I1 = x
2
1 +x
2
2 and
I2 = y
2
1 +y
2
2. The algorithm identifying slow variables is described in [5]. We indeed
find that
ξ0 = {I1, I2},
ξ1 = ϕ ∈ T2
where I1 = x
2
1 + x
2
2 and I2 = y
2
1 + y
2
2.
Table 3.4: Test parameters for 3-tier HMM
 λ η0 h0 0 tier ητ hτ τ tier η1 h1 1 tier
10−4 1+1/2
√
2 6 0.5 Midpoint 100 0.1 Midpoint 40 
10
RK4
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Figure 3.7: The dynamics of (4.6.77) on the 0 time scale. Plus signs are
results of HMM.
3.4 Numerical averaging over the torus : nonuniform
invariant measure
We consider an essentially different and more general situation with Section
3.3. We make no assumptions on the uniform measure of the ergodic flow and
instead assume that the flow is ergodic on the manifold with non-uniform invariant
measure.
Several remarks can be made to the previous approaches. Firstly, if the dy-
namical system is ergodic on an invariant manifold and the corresponding invariant
measure is non-uniform, the flow density of such a dynamical system is not explicitly
available in general, so we must consider a way to statistically estimate the density
by looking at the flow. Secondly, the method presented in Section 3.3 needs to
be modified since we we do not know which step size to use in the perpendicular
direction. Accordingly, we cannot use the uniform step size hτ in the algorithm of
Section 3.3.3.
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The underlying invariant measure is assumed to be absolutely continuous. In
general, the existence of absolutely continuous invariant measure is not guaranteed.
However, if a map is expanding, an absolutely continuous invariant measure is known
to exist [77].
In this section, we present efficient techniques for the numerical approxi-
mation of nonuniform invariant measure supported on the torus. In particular, we
construct a grid on the torus using the algorithm in Section 3.3.2 and develop numer-
ical methods which allow us to approximate the invariant measure. The methods are
based on an discretization of the Frobenius-Perron operator, and several numerical
examples will be illustrated. See [29, 31, 32, 63] for more detailed theories.
3.4.1 Frobenius-Perron operator
We begin with recalling the following important theorem and assumption.
Theorem 3.4.1. If the flow is ergodic on the invariant manifold, then its corre-
sponding invariant measure µ is unique for all time t > 0.
Assumption 6. The corresponding invariant measure µ is absolutely continuous
with respect to Lebesgue measure m.
For fixed t > 0, let ϕt denote the solution operator for a dynamical system.
An invariant measure µ is a probability measure on the Borel σ-algebra B(Rn) such
that
µ(B) = µ(ϕ−t(B))
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for all B ∈ B(Rn) and t > 0. For example, the Dirac measure supported on a fixed
point of the diffeomorphism of f and the Uniform measure supported on R of the
irrational rotation map of f are typical invariant measures. For the notation, we
denote for fixed η, f is identified with ϕ∆t, and f−1 with ϕ−∆t. Accordingly, for
any point x ∈ Rd, f(x) is defined as the end point of microscale simulation over ∆t
amount of time by taking as x the initial condition.
Definition 3.4.1. Let B(Rn) be the Borel σ-algebra and A be the space of proba-
bility measures on Rn. The operator P : A→ A defined by
(Pµ)(B) = µ(f−1(B)) for all B ∈ B(Rn)
is called the Frobenius-Perron operator.
Note that Pµ = µ for all invariant measures µ ∈ A. The approximation pro-
cedure is to solve for an invariant measure for the Markov chain governed by P .
Thus, computation of invariant measures is equivalent to calculating the fixed point
of the Frobenius-Perron operator P . Now we describe a method to discretize the
Frobenius-Perron operator and get an approximation density of the underlying in-
variant measure.
Let Bk = {Bi}Ni=1 denote the nested k-th disjoint space mesh refinement for
the invariant manifold M(t). The sequence of refinements is constructed in such a
way that the diameter
hk := diam(Bk) = max
Bi∈Bk
diam(Bi)
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converges to zero for k →∞. We let Ah be the space of density functions in terms
of h which are constant on each Bi, i = 1, · · · , N, i.e.,
Ah =
{
u ∈ RN : ui = 0 and
N∑
i=1
ui = 1
}
.
By projecting the measure space A onto Ah, the discretized Frobenius-Perron oper-
ator Ph : Ah → Ah is defined by
N∑
i=1
ui
m(Bi ∩ f−1(Bj))
m(Bi)
= vj , j = 1, 2, · · · , N. (3.4.31)
In (3.4.31), Phuh is described by a linear combination of all densities ui with in-
tersecting ratio
m(Bi∩f−1(Bj))
m(Bi)
as coefficients. Accordingly we have in the matrix
notation,
uhPh = vh
where uh,vh ∈ Ah and Ph = (pij) with pij := m(Bi∩f
−1(Bj))
m(Bi)
for 1 5 i, j 5 N. Indeed,
Ph is a N×N transition matrix whose rows consist of nonnegative real numbers, with
each row summing to 1. A stationary probability vector uh is defined as a vector
that does not change under application of the transition matrix Ph, that is, it is
defined as a left eigenvector of the probability matrix Ph, associated with eigenvalue
1. The Perron–Frobenius theorem [85] ensures that every stochastic matrix has such
a vector, and that the largest absolute value of an eigenvalue is always 1. Therefore,
the invariant measure µ is approximated by a normalized left eigenvector uh ∈ Ah
of Ph associated with the eigenvalue 1. We denote this density by uh, and have the
approximation, µ(Bi)≈ (uh)i.
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Theorem 3.4.2. Let the flow f is ergodic on the invariant manifold and Assump-
tion 6 is satisfied. Suppose that the partition {Bi} of M consists of
(
1
h
)d
uniform
hypercubes, that µh is an invariant vector for P and that the vector µ˜ has com-
ponents µ(Bi). Then there exists a constant C > 0 such that if h is sufficiently
small,
||µ˜− uh||L1 ≤ Ch.
See Figure 3.10 for the numerical verification. For d = 1, one can find a
related proof in [64].
3.4.1.1 Construction of pij
The crucial point in the computation of the discretize Frobenius-Perron op-
erator is the efficient computation of the transition probabilities pij . We just have
to approximate the Lebesgue measure of Bi ∩ f−1(Bj). To do this, note that
m(Bi ∩ f−1(Bj)) =
∫
Bi
χf−1(Bj)dm.
Therefore,
pij =
1
m(Bi)
∫
Bi
χf−1(Bj)dm. (3.4.32)
We will discuss our proposed method to estimate (3.4.32) which is more efficient
than the method based on Monte-Carlo method [61].
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3.4.1.2 The complete algorithm for the density of an invariant mea-
sure
For simplicity, we identify n-torus with a hypercube [0, 1]n in Rn. The strat-
egy for the approximation of an invariant measure supported on an invariant mani-
fold is based on that f maps a hypercube to a convex polygon and the overlapped
region is also defined by a convex polygon. In order to approximate the overlapped
region, we note that one can decompose an n-dimensional polygon into unions of
n−simplicies and the volume of an n-simplex in n-dimensional space with vertices
(v0, v1, · · · , vn) is given by
1
n!
|det (v1 − v0 v2 − v0 · · · vn − v0)| .
The algorithm is formulated as follows:
Algorithm 8. Computing Multidimensional Absolutely Continuous Invariant Mea-
sures
1. Discretize [0, 1]n into
(
1
h
)n
uniform hypercubes {Bi}(
1
h)
n
i=1 .
2. For all grid points {vi} in [0, 1]n, compute φη({vi}) for η(≈ h) amount of time.
3. For each 1 5 j 5
(
1
h
)n
, identify vertices of φη(Bj)∩{Bi}(
1
h)
n
i=1 and compute
the volume of intersection area. →Produce ( 1h)n × ( 1h)n stochastic matrix P.
4. Find the left eigenvector µh of P associated with eigenvalue 1.
5. µh gives an approximation of the invariant density ρ.
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Figure 3.8: Computing pij =
m(f−1(Bi)∩Bj)
m(Bi)
in T2. We compute the area of each
rectangle by dividing into two triangles and using cross product.
In order to realize an idea in Algorithm 8, several MATLAB functions are
generated. See 1 . Note that all functions work in an n-dimensional setting as well.
1convhulln.m (MATLAB built-in): K=convhulln(X) returns the indices K of the points
in X that comprise the facets of the convex hull of X. X is an m-by-n array representing
m points in n-dimensional space.
verttocon.m: [A b]=verttocon(X) converts a set of points in X to the set of inequality
constraints. If y satisfies Ay ≤ b, then y is located inside of X. Moreover, for Ay = b, y is
located at the boundary of X. Since there is always a mechanical precision error, very small
perturbation to b is considered.
inpolyn.m: inpolyn(v,A) decides whether a point v is in A or not.
plinter.m: plinter(v, ~n, p1, p2) computes the intersection of a n-dimensional plane which
is decided by normal ~n and a point v on it with a line segment p1p2.
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3.4.2 Numerical examples
3.4.2.1 2-dimensional flat torus
A flow whose invariant measure is non trivial is given by below. We define
a polynomial
p(x) = ax4 − 2ax3 + ax2 + x (3.4.33)
so that p(0) = 0, p(1) = 1 and p′(0) = p′(1) = 1. Using (3.4.33), we have a map
associated invariant measure is non-uniform;
ϕt : R2 → R2, ϕt(x, y) =
[
p1(p
−1
1 (x) + λ1t mod 1)
p2(p
−1
2 (y) + λ2t mod 1)
]
. (3.4.34)
where p1 and p2 have different constants a and λi are irrational so that the flow ϕ
t
ergodic on [0, 1]2. The reason why we consider (3.4.33) instead of an ODE is that
we can analytically find the reference density function of (3.4.33). We will use this
solution to benchmark our solutions.
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Figure 3.9: Approximate a non-uniform invariant measure with our method
using h = 1
64
and 4096 cells on [0, 1]2. The L1-error is ||µ˜ − uh||L1 = 0.0102.
The computational time is about 12.3s. The right plot is an error in each cell
to the reference solution. If we use Monte-Carlo integration in this particular
example, the error is ||µ˜−uh||L1 = 0.1250 and the computational time is about
210s with random 50 points in each box.
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For this example our method is much more efficient than the method based
on Monte-Carlo integration. Moreover, our algorithm shows O(h) convergence rate;
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Figure 3.10: (flat 2-torus) Error plot of h vs ||µ˜ − uh||L1 using our method.
The red line is slope with 1.
3.4.2.2 3-dimensional flat torus
A flow whose invariant measure is non trivial is given by below. We define
a polynomial {
p1(x) = −x4 + 2x3 − x2 + x,
p2(x) = 2x
4 − 4x3 + 2x2 + x (3.4.35)
with pi(0) = 0, pi(1) = 1 and p
′
i(0) = p
′
i(1) = 1, i = 1, 2. Using (3.4.35), we have a
map associated invariant measure is non-uniform in T3;
ϕt : T3 → T3, ϕt(x, y, z) =
 p1(p−11 (x) + λ1t mod 1)p2(p−12 (y) + λ2t mod 1)
z + λ3t mod 1
 (3.4.36)
where λ1 =
√
7, λ2 =
√
2 and λ3 = 1 so that we make the flow ϕ
t ergodic on T3.
137
10
1 0
10
2
10
1
Figure 3.11: (flat 3-torus) Error plot of h vs ||µ˜ − uh||L1 using our method.
The red line is slope with 1. η = h
2
is used.
3.4.2.3 Parallelization
One of the advantages of our algorithm is that it can be parallelized easily.
On the other hand, the time-averaging aspect of the algorithm is serial which cannot
be parallelized.
Table 3.5: Parallel performance of calculating the matrix P with size Cells×
Cells. A processor number is up to 6. η = h/2 is fixed. Only is the computa-
tional time to compute the matrix P considered.
h Cells
Cpu time in sec (# of cpu)
# = 1 2 3 4 5 6
1/4 4× 4× 4 2.64 1.58 1.23 1.05 0.95 0.88
1/8 8× 8× 8 16.38 8.733 6.082 4.770 3.945 3.450
1/16 16× 16× 16 122.3 64.21 43.48 33.15 27.93 23.58
1/32 32× 32× 32 1321 728.2 523.6 438.7 375.5 330.7
3.4.2.4 Numerical methods for finding eigenvector
Suppose that we construct a stochastic N×N matrix P using the Frobenius-
Perron method, i.e., its rows are summed to 1. Then P has the largest eigenvalue
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equal to 1 and a real eigenvector x corresponding to this eigenvalue, i.e. xP = x
or equivalently P TxT = xT . Finding this eigenvector is a basic problem in numer-
ical analysis and in numerous applications using Markov chain. There are several
approaches to achieve this:
• Null(P T − I): MATLAB uses the singular value decomposition. The compu-
tational cost is O(N3). If one halves the step size h→ h/2, this cost increases
by a factor of (2d)3 when an d-dimensional manifold is considered.
• Power method: In general, the asymptotic rate of convergence of the power
method applied to a matrix depends on the ratio of the two eigenvalues that
are largest in magnitude, denoted λ1 and λ2. Precisely,
∣∣∣λ2λ1 ∣∣∣k = |λ2|k → 0
where k is the number of iterations.
• Adaptive randomized algorithm for finding eigenvector of stochastic matrix
with application to PageRank [88]: an adaptive randomized algorithm and
provide an explicit upper bound for its rate of convergence O
(√
lnN
k
)
. If
one halves the step size h → h/2 in d-dimensional manifolds, this bound
increases by a factor of O
(√
d ln 2+lnN
lnN
)
which is not large even for very high
dimensions.
In the Frobenius-Perron algorithm, P is sparse with at most 3d non-zero elements
in each row, and from various numerical experiments, we observe that the Power
method and adaptive randomized algorithm are much more efficient than SVD.
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3.5 Numerical averaging over the embedded torus
3.5.1 Embedded torus
Recall an ODE system, formally written in the form
x˙ = −1f1(x) + f0(x), (3.5.37)
with initial condition x(0) = x0 ∈ U ⊂ Rd. We assume that there exists a diffeo-
morphism Ψ : x → (ξ(x), φ(x)) separating slow and fast variables such that the
dynamics satisfies an ODE of the form{
ξ˙ = g0(ξ, φ), ξ(0) = ξ0,
φ˙ = −1g1(ξ, φ) + g2(ξ, φ), φ(0) = φ0,
(3.5.38)
where (ξ, φ) ∈ Rd−p × Tp with ξ ∈ Rd−p and φ ∈ Tp. Here we emphasize that Tp is
defined as the level sets of ξ1, ξ2, · · · , ξd−p which are slow variables with respect to
x(t). Thus, for each time t, we may identify the manifold as
M(t) = ∩pj=1{x ∈ Rd : xj(x) = xj ◦ x(t)}.
Due to the lower order perturbation in (3.5.37), M(t) changes as time goes by.
Technically, approximating the slow behavior ξ in (3.5.38) is equivalent to track an
evolution of M(t). From our multiscale strategy in Chapter 1, this can be done by
using an algorithm which is equipped with averaging ξ′ over M(t).
3.5.2 HMM with Frobenius-Perron algorithm
Motivated by the framework of HMM and the previous algorithm with
Frobenius-Perron operator, we propose the HMM with Frobenius-Perron algorithm.
Outline of the scheme can be summarized as below.
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slow behavior
FP algorithm
Macroscale
Microscale
Figure 3.12: An illustration of a multiscale algorithm with averaging over the
torus.
We present an algorithm aiming at d-dimensional manifold embedded on Rn.
1. Determination of slow variables: Find n−d independent slow variables ξi(t) :=
ξi ◦ x(t) evolving on the slowest time scale. We do not need to find a slow
chart.
2. [Microscale simulation] Construct a coordinate system on lifted copies of the
torus:
At t = tn, set X0 = xn. For i = 1 to k
n−d , k = η1/h1, one grid node is
constructed by (1st order construction)
(a) Set Xfi = X
1
j = · · · = Xn−d−1j = Xi.
(b) (identifying hidden direction I) Find hidden directions τv, v = 1, 2, · · · , n−
d−1 orthogonal to {f(X0),∇ξ(X0)} such that a system [τv, f(X0),∇ξ(X0)]
is a square matrix of full rank.
(c) (rotation for ergodicity) Set f˜ =
√
λff +
∑
v
√
λvτ
v where λf +
∑
v
λv = 1
and λf , λv > 0.
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(d) (identifying hidden direction II) Find hidden directions τ˜v, v = 1, 2, · · · , n−
d−1 orthogonal to {f˜(X0),∇ξ(X0)} such that a system
[
τ˜v, f˜(X0),∇ξ(X0)
]
is a square matrix of full rank.
(e) Set Xvi+1 = X
v
i + h1τ˜
v.
(f) Go (a) and repeat k times to each Xvi to resolve each direction τ˜
v.
(g) Set X0 = X0 + h1f˜
v.
(h) End For
3. [Macroscale simulation] Use Frobenius-Perron operator algorithm using previ-
ously constructed grid points on the manifold. See Figure 3.13 for a graphical
illustration.
4. Force estimation: approximate ξ′(tn), by the discrete integration
〈
ξ′
〉
(tn) =
∑
i
ξ′(xi)µ(Bi).
5. xn+1 = xn+Hδx0 where δx0 is the least squares solution to the linear system
δx0 · ∇ξ =
〈
ξ′
〉
.
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(a) (i) Coordinate rotation for er-
godicity.
(b) (ii) A virtual torus – imposing
an artificial boundary condition.
(c) (iii) Approximating the invariant density by multi-
plying 1D kernels.
Figure 3.13: Essential steps for approximating the invariant measure in
Frobenius-Perron operator algorithm.
3.5.3 Numerical examples
3.5.3.1 Weakly coupled harmonic oscillator (averaging over the
torus across −2 and −4/3 time scales)
Consider the following deterministic system describing two coupled fast har-
monic oscillators and a slow dependent mode.
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
x′1 = −−2(1 + 0.5 sin y2)x2 + (1− z)(x21 + x22)−1x1,
x′2 = −2(1 + 0.5 sin y2)x1,
y′1 = −−4/3y2 − 0.5(1 + x21 − z)y1,
y′2 = −4/3y1,
z′ = −(1 + 0.5x21)z + y22,
with initial conditions (x1(0), x2(0), y1(0), y2(0), z(0)) = (1, 0, 1, 1.5, 0.5). The nu-
merical results are summarized in Figure 3.14.
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Figure 3.14: Numerical results of HMM with Frobenius-Perron operator algo-
rithm,  = 10−3, η = 702, h = 2/10 and H = 1/2. As → 0, we observe that
plus signs are getting closer to the solid lines.
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Chapter 4
Iterated averaging: A strategy for problems
with more than two separated time scales
The main purpose of this chapter is twofold. First, we generalize the classical
two-scale averaging theory to a class of highly oscillatory systems whose solutions
possess slow variables or observables as well as fast oscillations with frequencies
that are separated by two large spectral gaps. We shall call such systems three-
scale oscillatory systems. Our generalization is along the lines of the so called
iterated homogenization problem [14, 19, 22, 60, 81]. Similarly, we develop a theory
of iterated averaging which is approached from three different points of view: (1)
application of long time asymptotic and second order averaging theorems [93, 100];
(2) formal perturbation expansions applied to an associated SDE; and (3) a direct
proof by repeated convolution with averaging kernels across different time scales.
The latter is the foundation for a hierarchical numerical algorithm consisting of
nested integrators, which is the second main objective of the paper. We demonstrate
how tiers of two-scale numerical methods can be ”stacked-up” in order to construct
a consistent approximation of the effective slow dynamics in three-scale systems. To
our knowledge, very few algorithms have been developed considering directly three
or more scales. We develop our algorithm using the framework of the heterogeneous
multiscale method (HMM) for highly oscillatory ODEs [3, 36].
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4.1 Introduction
Averaging methods are some of the most widely used tools for the study and
approximation of highly oscillatory ordinary differential equations (ODEs). In its
most basic form, averaging means that following a change of variables that sepa-
rates the system into slow coordinates and periodic fast ones, the effect of the fast
oscillations can be integrated out, yielding an approximate effective equation. More
precisely, consider the initial value problem
x′ = f(x, −1t), x(0) = x0, (4.1.1)
where 0 <  ≤ 0  1 denotes the scale separation in the problem. It is assumed
that a unique uniformly bounded solution x(t) ∈ Rd exists in a time segment [0, T ]
which is independent of . Furthermore, f(x, s) is sufficiently smooth and 1-periodic
in s. See, for example [20, 93] for details. Then, x(t) can be approximated by the
effective averaged equation
ξ′ = F (ξ), ξ(0) = x0, (4.1.2)
where F (ξ) is the average of f(x, s) over one period of s
F (ξ) = 〈f(ξ, ·)〉s ≡
∫ 1
0
f(ξ, s)ds. (4.1.3)
Furthermore, the approximation is of order  in the sup norm, i.e.
sup
0≤t≤T
|x(t)− ξ(t)| = O(). (4.1.4)
This elementary result has been generalized considerably to include, for example,
chaotic and stochastic systems [12, 19, 20, 66, 69, 89, 91, 93]. From a computational
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point of view, averaging methods inspire efficient numerical schemes for integrating
the slow components of slow-fast systems without fully resolving all fast oscillations
in [0, T ]. See, for example [1, 3, 13, 24, 35, 36, 38, 40, 45, 49, 94, 98, 101] and references
therein.
The main purpose of this paper is twofold. First, we generalize the classi-
cal two-scale averaging theory (4.1.1)-(4.1.4) to a model problem whose solutions
possess slow variables or observables as well as fast oscillations with frequencies
that are separated by two large spectral gaps. We shall call such systems three-scale
oscillatory systems. Our generalization is along the lines of the so called iterated ho-
mogenization problem [14, 19, 22, 60, 81]. Similarly, we develop a theory of iterated
averaging which is approached from three different views: (1) application of long
time asymptotic and second order averaging theorems [93, 100]; (2) formal perturba-
tion expansions applied to an associated stochastic differential equation (SDE); and
(3) a direct proof by repeated convolution with averaging kernels across different
time scales. The latter is the foundation for a hierarchical numerical algorithm con-
sisting of nested integrators, which is the second main objective of the paper. We
demonstrate how tiers of two-scale numerical methods can be ”stacked-up” in order
to construct a consistent approximation of the effective slow dynamics in three-scale
systems. To our knowledge, very few algorithms have been developed considering
directly three or more scales. We develop our algorithm using the framework of
the heterogeneous multiscale method (HMM) for highly oscillatory ODEs [3, 36].
A proof of concept for the algorithm was previously suggested in [7] without the
underlying mathematical theory of iterated averaging or proof of convergence.
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To gain insight on the analysis of the numerical method described in [7],
it is helpful to study the method when it is applied to an appropriately chosen
and simpler problem which shows the similar features of the original model but
is easier to analyze. We thus develop a simple model, motivated by Fermi, Pasta
and Ulam (FPU) [46], which shows the multiscale behavior in time scales of integer
powers of . The FPU model involves almost-periodic dynamics on the  time scale,
dynamics of the soft nonlinear springs on the time scale independent of , and
the slow energy exchange among stiff springs on the −1 time scale; see e.g. [55].
We remark however that there of course exist dynamical systems whose multiscale
features are not integer powers of , e.g. in weakly coupled, nearly resonant harmonic
oscillators. A method for near-resonance is beyond the scope of this paper, but a
new approach for these general systems will be reported in a forthcoming paper.
Consider ODE systems evolving on three well-separated time scales of the
form 
x′ = −1f˜1(x, y, z) + f˜0(x, y, z), x(0) = x0,
y′ = −1g˜1(x, y, z) + g˜0(x, y, z), y(0) = y0,
z′ = −2h˜2(x, y, z), z(0) = z0,
(4.1.5)
where the separation into the three components x, y and z is according to the time-
scale on which variables evolve, 2,  and 1, respectively. Throughout this paper
we assume the existence of a unique solution for each initial condition (x0, y0, z0) ∈
D0 ⊂ Rd0×Rd1×Rd2 which is bounded independent of  in a time segment [0, T ] also
independent of . Since the time derivatives of (x(t), y(t), z(t)) are not uniformly
bounded while solutions are, fast variables y(t) and z(t) are either dissipative (i.e.,
converge to a stable low dimensional manifold on an  or 2 time scale), or highly
148
oscillatory. In this paper we concentrate on the highly oscillatory case. Accordingly,
we assume the following,
• For fixed x and y, z(t) ∈ Rd2 is quasi-periodic (i.e., diffeomorphic to uniform
rotations on a d2 dimensional torus) with frequencies of order 
−2 over t ∈
[0, T ].
• For fixed x, y(t) ∈ Rd1 quasi-periodic with frequencies of order −1 over t ∈
[0, T ].
• The variable x(t) ∈ Rd0 is slow. More precisely, there exists a function ξ(t)
which is independent of  such that
sup
0<≤0
sup
0≤t≤T
|x(t)− ξ(t)| ≤ C,
for some constants 0, T and C independent of . In the following, it will be
shown that a necessary condition for x to be slow is that the average of f˜1
over z vanishes.
In many situations, one is only interested in the slowly changing quantity
x(t). Accordingly, our main objective is to investigate and approximate the effective
dynamics ξ(t), discarding the fast variables y(t) and z(t). When only looking for
the effective dynamics ξ(t) of the slow variable x(t) in the time interval [0, T ], one
can simply truncate the f˜0 term, and average over y and z. On the other hand,
in case of [0, T ], we cannot neglect f˜0 because its effect appears in this longer time
interval.
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In this paper, we focus on a a simplified version of (4.1.5) in which the fast
scales associated with y and z are given explicitly as known time-dependent func-
tions. Most of the analytical results will be proven in this simpler setup. However,
in section 4.1.4 we explain heuristically why this simpler form keeps the essential
multiscale features of the more general system (4.1.5) and why our suggested nu-
merical method applies to the full three-scale problem (4.1.5). We consider ODE
systems of the form
x′ = −1f1(x, −1t, −2t) + f0(x, −1t, −2t), x(0) = x0, (4.1.6)
where f1(x, s1, s2) and f2(x, s1, s2) are sufficiently smooth (e.g. C
1) and 1-periodic
in s1 and s2. As before, it is assumed that a unique bounded solution exists for each
x0 ∈ D1 ⊂ Rd in a time segment [0, T ]. Both the bound and T are independent of .
The dynamics of (4.1.6) can be characterized across three well-separated time scales:
a fast time scale involving time intervals with length of order 2, an intermediate
scale of order  and a slow O(1) scale. In Section 4.2 we will show that if the average
of f1 with respect to s2 vanishes, then x(t) effectively varies on the time scale of
O(1), i.e., x(t) is the slow variable. Moreover, effective equations for x(t) will also
be given.
In the following, we shall use s1 and s2 exclusively for the variables which will
be scaled respectively to −1t and −2t. Moreover, averages of a function f(x, s1, s2)
with respect to s1 and s2 with x fixed are denoted respectively by
〈f(ξ, s1, s2)〉1, 〈f(ξ, s1, s2)〉2,
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Accordingly, the double average of f(x, s1, s2) over both s1 and s2 is denoted
〈f(x, s1, s2)〉12.
As motivation, we begin formally. Assuming that for fixed x and s1 the
average of f1 with respect to s2 vanishes, x(t) can be written as a sum of a smooth
function w(t) whose first time derivative is bounded independent of , and fast
oscillations around w(t) whose amplitudes tend to zero as  → 0 [87, 93]. As a
motivation for identifying an ODE for w(t), consider the form
x(t) = w(t) + φ(w(t), −1t, −2t).
Substituting into (4.1.6) yields
w′ = −1(f1 − ∂φ
∂s2
) + (∇xf1)φ− ∂φ
∂s1
+ f0 + O(). (4.1.7)
In order to have that w′(t) is bounded independent of  we require that ∂φ/∂s2 = f1.
Consequently, φ should be taken to be the anti-derivative of f1 with respect to s2
and
w′ = (∇xf1)φ− ∂φ
∂s1
+ f0 + O(). (4.1.8)
Since φ is periodic in s1 and s2, ∂φ/∂s1 averages to zero and therefore does not
contribute to the effective equation. In order to eliminate small oscillations in φ,
the right hand side (RHS) of (4.1.8) should be averaged with respect to s1 and s2.
This leads to the averaged equation
ξ′ = F (ξ), ξ(0) = x0, (4.1.9)
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where
F = 〈(∇xf1)φ+ f0〉12,
φ(ξ, s1, s2) =
∫ s2
0
f1(ξ, s1, τ)dτ.
(4.1.10)
Remark 4.1.1. The definition of φ is not unique. For example, it is straightforward
to verify that taking φ(ξ, s1, s2) =
∫ s2
0 f1(ξ, s1, τ)dτ + a(ξ, s1) where, for fixed ξ,
a(ξ, s1) is periodic in s1, one would arrive at the same averaged equation. Two
canonical choices are either a(ξ, s1) = 0 which is used in Sections 4.2 and 4.4, or
a(ξ, s1) such that 〈φ〉2 = 0 which is used in Section 4.3.
Remark 4.1.2. Following the previous remark we note that in general, it is not true
that writing x = w + φ+ O(2).
The following theorem is proved in Section 4.2.
Theorem 4.1.1. Let x(t) and ξ(t) denote solutions of equations (4.1.6) and (4.1.9)
respectively. If f1 has a zero average with respect to s2, then there exists a constant
C > 0 independent of  such that
sup
0≤t≤T
|x(t)− ξ(t)| ≤ C.
In fact, as will be seen later, the same theorem holds under weaker assump-
tions on the fast and intermediate time scales s1 and s2. The fast, 
2 scale can be
periodic, ergodic on a torus or almost periodic with frequencies that are bounded
from below. On the intermediate O() scale, the only requirement is that for fixed
ξ, the effective dynamics obtained after integrating the fastest 2 time scale is er-
godic and that a two-scale averaging principle [93] holds. This includes oscillatory,
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stochastic and chaotic dynamics. Such generalizations are further discussed in Sec-
tion 4.5.
4.1.1 A simple example
Consider the ODE system
x′ = 2pi−1
[
x sin(2pi−2t) + cos(2pi−2t)
]
, x(0) = 0. (4.1.11)
for 0 ≤ t ≤ 1. By the method of variation of parameters, the exact solution of
(4.1.11) is found to be
x(t) = 2pi−1e− cos(2pi
−2t)
∫ t
0
cos(2pi−2s)e cos(2pi
−2s)ds. (4.1.12)
Expanding in ,
x(t) = pit+ 
[
sin(2pi−2t)− pit cos(2pi−2t)]+ O(2). (4.1.13)
Hence, x(t) = pit+ O() for t ∈ [0, 1].
A naive approach for obtaining an effective equation is to assume that in
any sufficiently short time interval the solution of (4.1.11) can be approximated by
integrating over the fast oscillations in the RHS of (4.1.11) while keeping x fixed.
This yields
x˜(t) = 2pi−1
∫ t
0
[
X sin(2pi−2s) + cos(2pi−2s)
]
ds
∣∣∣∣
X=x˜(t)
= 2pi−1
[
XO(2) + O(2)
]
,
(4.1.14)
which implies that x˜(t) = O() only for t ∈ [0, C].
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In contrast, Theorem 4.1.1 yields the correct averaged equation for x for
t ∈ [0, 1]:
X ′ = pi, X(0) = 0,
which clearly implies that
sup
t∈[0,1]
|x(t)−X(t)| ≤ (1 + pi).
On the other hand, performing averages over fast oscillations can be approximated in
a convenient and computationally efficient way by convolution of x′ with appropriate
compactly supported kernels. Inside the convolution, the value of x is not exactly
fixed but varies following the correct dynamics. This subtle change in the values of
x(t) allows for the kernel to capture the correct effective change of x(t) in a longer
time scale. This can be demonstrated in the case of example (4.1.11). Consider a
cosine kernel, which is particularly convenient in this example
K(t) =
1
2
χ[−1,1](t) [1 + cos(pit)] ,
where χA is the indicator function of a set A. Furthermore, for η > 0, let Kη denote
a scaling of K(t) to [−η, η],
Kη(t) =
1
η
K
(
t
η
)
.
Without loss of generality, we calculate the convolution of Kη with x
′ in (4.1.11) at
t = 0
(Kη ∗ x′)(0) = 2pi

∫ η
−η
Kη(−s)
[
x(s) sin(2pi−2s) + cos(2pi−2s)
]
ds.
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Substituting in the expansion of x(s) shown in Eq. (4.1.13), and using η = n2
yields
(Kη ∗ x′)(0) = pi
η
∫ n2
−n2
[
1 + cos(
pis
η
)
] [
pis sin(
2pins
η
) + cos(
2pins
η
)
]
ds
+
pi
η
∫ n2
−n2
[
1 + cos(
pis
η
)
] [
sin2(
2pins
η
)− pis
2
sin(
4pins
η
)
]
ds+ O()
=pi + O(),
which is, to leading order in , the correct derivative for the slow variable x for
t ∈ [0, 1].
In Section 4.4 these ideas are generalized to oscillatory three-scale systems
in which kernels are applied iteratively to the different time scales. This can then
be exploited for construction of efficient multiscale numerical schemes.
4.1.2 Formal asymptotic expansions
Formal asymptotic expansions of singularly perturbed operators have been
successfully applied to a wide variety of problems [19, 91]. Of particular relevance
are the applications to SDEs [35, 82, 89, 101]. Consider SDE systems of the form{
dxt =
[
−1f1(xt, yt) + f0(xt, yt)
]
dt
dyt = 
−2a(xt, yt)dt+ −1β(xt, yt)dBt,
(4.1.15)
where Bt is a standard Brownian motion in Rd. The variable xt ∈ Rd is a slow pro-
cess that evolves according to an ODE with a fast random coefficient yt ∈ Rn. Under
some ergodicity, smoothness and growth assumptions, xt can be approximated by
an effective equation of the form
dXt = F (Xt)dt+ b(Xt)dBt, (4.1.16)
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where F and b can be expressed as averages with respect to the fast process yt
with Xt fixed [89, 91]. One of the interesting consequences of (4.1.16) is that if the
dynamics of yt is mixing
1, then the effective diffusion b(x) may be non-zero even if yt
is deterministic, i.e., β = 0. For details and examples, see [37, 45, 51, 52, 82, 84, 91].
Many oscillatory dynamics are not mixing, even though for fixed xt the fast
dynamics is ergodic on a low-dimensional invariant manifold. In Section 4.3 we show
that the method of formal asymptotic expansions gives the correct vanishing effective
diffusion coefficient, i.e., the effective slow dynamics is deterministic. Furthermore,
the method reproduces the correct effective drift.
4.1.3 Numerical methods
The above discussion on applying averaging kernels across different time
scales motivates a numerical method which applies our previous two-scale HMM
algorithms [5, 6] hierarchically to multiple (> 2) timescale systems. We consider
the time scales O(2), O() and O(1) and assume that both the  and 2 scales are
oscillatory.
The HMM to be constructed should evaluate the effective rate of change of
x(t). For three-scale problems this requires averaging over the O(2) as well as the
O() scale oscillations, thus obtaining a numerical approximation for the effective
equation. See [7] for further details.
1Loosely speaking, mixing means that for any two possible states of yt, the occurrence of
the states is independent if a sufficient amount of time t is given. For the precise definition
and properties see [102].
156
The hierarchical HMM structure is illustrated in Fig. 4.1. The downward
pointing arrows depict the determination of an initial condition for a lower, fast scale
from data in an upper tier working on a slower time scale. The upward pointing
arrows from 2nd tier to 1st tier and 1st tier to 0th tier relate the evaluation of
averages with respect to s2 and s1, respectively. Below we detail the equations
solved in each tier.
Let ηi and hi denote the range of integration and step size used in the i-th
tier, respectively. A chosen ODE solver in the 2nd tier numerically approximates
the full ODE at the initial time tn,m = nh0 +mh1.
x′2 = 
−1f1(x2, −1t, −2t) + f0(x2, −1t, −2t), x2(tn,m) = X1,
in a time segment t ∈ [tn,m−η2, tn,m+η2] whereX1(tn,m;X0(tn)) is an approximation
of x(t) at tn,m obtained from the 1st tier. Denote the solution by x2(t;X1) and let
F1(tn,m;X1) = Kη2 ∗
(
−1f1(x2(·;X1), −1·, −2·) + f0(x2(·;X1), −1·, −2·)
)
.
The 1st tier numerically approximates the effective ODE for the O() scale
x′1 = F1(t;X1), x1(tn) = X0.
in the time interval t ∈ [tn − η1, tn + η1] where X0(tn) is an approximation of x(t)
at tn = nh0 obtained from the 0th tier. Denote the solution x1(t;X0) and let
F0(tn;X0) = Kη1 ∗ F1(·).
Finally, the 0th tier numerically approximates the effective ODE for the O(1) scale
x′ = F0(x), x(0) = x0
in t ∈ [0, η0] = [0, T ].
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O(ε2)
O(ε)
O(ε2)
O(1)0th tier
1st tier
2nd tier
Figure 4.1: An illustration of a three scale algorithm.
4.1.4 Generalizing from (4.1.6) to (4.1.5)
In the following, we explain heuristically why the numerical method de-
scribed above, which was motivated by the simple model (4.1.6) may be applied to
a more general case (4.1.5) in which the fast and intermediate dynamics is periodic.
Further generalizations to quasi and almost periodic systems are discussed in Sec-
tion 4.5. As an analogy to the action-angle coordinates for mechanical systems, z
and y can be considered as periodic angle-like coordinates with periods of order 2
and , respectively. In other words, we explicitly assume that z(t) consists of a fast
O(2) oscillation which is super-imposed on a slower O() oscillation and a slow O(1)
drift. Similarly, y(t) is an intermediate O() oscillation which is super-imposed on
a O(1) drift. More precisely, recall the equation for z in (4.1.5),
z′ = −2h˜2(x, y, z).
On an O(2) time interval both x and y are, to leading order in , constant. Hence,
z(t) is oscillatory and satisfies an ODE of the form
z′ = −2h˜2(x(t0), y(t0), z) + −1h˜1(x(t0), y(t0), z) + O(1).
This implies that the solution, z(t), can be generally written as
z(t) = z˜(t, −1t, −2t), (4.1.17)
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where z˜(s0, s1, s2) is quasi-periodic in s2. Similarly, recall the equation for y in
(4.1.5),
y′ = −1g˜1(x, y, z) + g˜0(x, y, z).
Substituting in (4.1.17) and using the O(2) periodicity of z, y can be approximated
by an averaged equation on a time segment of length O(). The averaged equation
takes the form
y¯′ = −1g¯1(x, y¯) + g¯0(x, y¯).
Hence, the solution of y(t) can be written as
y(t) = y˜0(t, 
−1t) + y˜1(t, −1t, −2t) + O(2), (4.1.18)
where y˜0(s0, s1) is quasi-periodic in s1, and y˜1(s0, s1, s2) is quasi-periodic in s2. Sub-
stituting (4.1.17) and (4.1.18) into the equation for x in (4.1.5) yields the simplified
form (4.1.6).
Finally, we note that HMM only requires integration on reduced time seg-
ments. Specifically, computing an approximation of the effective equation for x only
requires solving for y on time segments of length O(). Similarly, computing an
approximation of the effective equation for y only requires solving for z on time
segments of length O(2). Thus (4.1.17) and (4.1.18) are consistent with the re-
quirements of the iterated kernel, nested HMM scheme. Furthermore, the form in
which the microscopic scales are given – either (4.1.5) or (4.1.6) is not important for
the HMM scheme to yield a converging approximation of the the averaged equation
for the slow variable x. The only requirement is that all integrators across all time
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scales are stable. We conclude that the tiered HMM scheme can be applied to the
full three-scale problem (4.1.5).
Further evidence on the applicability of the nested-HMM framework to the
general (4.1.5) comes from Section 4.3 which considers formal asymptotic expansions
applied directly to (4.1.5).
4.1.5 Layout
The layout of the paper is as follows. Section 4.2 details a proof of Theorem
4.1.1 using the tools of averaging theory. In Section 4.3, the same result is derived
using formal asymptotic expansions to singular perturbations of SDEs in which the
white noise is turned off. Even though this method does not constitute a rigorous
proof, its scope applies to the general system given in singular perturbation form
(4.1.5). Section 4.4 proves that the effective dynamics of (4.1.6) can be approximated
using convolution with respect to averaging kernels which are applied iteratively to
the different time scales. The methods can be used in a numerical HMM scheme
as described above. The HMM scheme suggests that the basic idea of iterated
averaging can be applied in more general settings. Such generalizations are discussed
in Section 4.5. A few examples of such generalizations are presented in Section 4.6.
4.2 A theory of iterated averaging
In this section we prove Theorem 4.1.1 which generalizes an averaging theo-
rem for long time scales due to van der Burgh [93, 100]. Further generalizations are
discussed in Section 4.5.
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4.2.1 Basic estimate
As before, let x(t) solve
x′ = −1f1(x, −1t, −2t) + f0(x, −1t, −2t), x(0) = x0, (4.2.19)
where f1(x, s1, s2) and f0(x, s1, s2) are sufficiently smooth and 1-periodic in s1 and
s2. It is further assumed that the solution x(t) exists, is unique and remains bounded
independent of  for a time segment [0, T ] independent of . When 〈f1〉2 = 0, then
x(t) can be approximated by a slow trajectory and then our goal is to derive an
approximate ODE for such a trajectory. As usual, by slow we mean that the first
derivative of a time-dependent function is bounded independent of .
We consider two functions w(t) and y(t). Let w(t) solve
w′ = h(w(t), −1t, −2t) + f0(w(t), −1t, −2t), w(0) = x0, (4.2.20)
where h is defined by
h(x, s1, s2) =(∇xf1)φ(x, s1, s2)− ∂φ
∂s1
(x, s1, s2),
φ(x, s1, s2) =
∫ s2
0
f1(x, s1, τ)dτ.
(4.2.21)
Note that for fixed x, h(x, s1, s2) and φ(x, s1, s2) are 1-periodic in s1 and s2.
Notation. We use the notation (∇xf1)φ(x, s1, s2) for the multiplication of φ by the
derivative of f1 with respect to x and both are evaluated at (x, s1, s2).
Let y(t) solve
y′ = G(y, −1t), y(0) = x0, (4.2.22)
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where G is given by
G(y, s1) =〈h(y, s1, s2)〉2 + 〈f0(y, s1, s2)〉2. (4.2.23)
We will show that for t ∈ [0, T ], there exist nonnegative constants C0 and C1 inde-
pendent of  such that
|x(t)− w(t)| ≤ C0 and |w(t)− y(t)| ≤ C1.
Thus, we conclude by the triangle inequality for t ∈ [0, T ] that
|x(t)− y(t)| ≤ C.
We denote a generic positive constant by C whose value may change between ex-
pressions but is independent of .
Lemma 4.2.1. The solutions x(t) and w(t) defined above satisfy
|x(t)− w(t)| ≤ Ce(Lf0+Lh)t
for t ∈ [0, T ] and T > 0 which is independent of . Lf0 and Lh are Lipschitz con-
stants for f0 and h, respectively.
Proof. From (4.2.19) and (4.2.20), integrating with respect to time yields that
x(t)− x0 =
∫ t
0
−1f1(x(τ), −1τ, −2τ)dτ +
∫ t
0
f0(x(τ), 
−1τ, −2τ)dτ,
w(t)− x0 =
∫ t
0
h(w(τ), −1τ, −2τ)dτ +
∫ t
0
f0(w(τ), 
−1τ, −2τ)dτ.
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This leads to
|x(t)− w(t)| ≤
∣∣∣∣∫ t
0
−1f1(x(τ), −1τ, −2τ)− h(w(τ), −1τ, −2τ)dτ
∣∣∣∣+Lf0 ∫ t
0
|x(τ)−w(τ)|dτ.
(4.2.24)
where Lf0 is a Lipschitz constant for f0. We will show that the first integral in
(4.2.24) is bounded by
Lh
∫ t
0
|x(τ)− w(τ)| dτ + O()
where Lh is a Lipschitz constant for h. Then, we have
|x(t)− w(t)| ≤ (Lf0 + Lh)
∫ t
0
|x(τ)− w(τ)| dτ + O().
It follows from Gronwall’s inequality that
|x(t)− w(t)| ≤ Ce(Lf0+Lh)t.
To this end, let n denote the largest integer such that 2n 5 t. We first consider∫ 1
0 
−1f1dτ .∫ t
0
−1f1(x(τ), −1τ, −2τ)dτ =
n−1∑
j=0
∫ 2(j+1)
2j
−1f1(x(τ), −1τ, −2τ)dτ +
∫ t
2n
−1f1(x(τ), −1τ, −2τ)dτ.
Since f1 is bounded and 0 ≤ t− n2 < 2, the last term is O(). Denoting tj = 2j
and using the periodicity of f1 in s2, each term in the sum can be written as

∫ 1
0
f1(x(tj + 
2s), −1tj + s, s)ds. (4.2.25)
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By the fundamental theorem of calculus, we write
x(tj + 
2s) = x(tj) +
∫ tj+2s
tj
x′(τ)dτ
= x(tj) +
∫ tj+2s
tj
[
−1f1(x(τ), −1τ, −2τ) + f0(x(τ), −1τ, −2τ)
]
dτ
= x(tj) +
∫ tj+2s
tj
−1f1(x(τ), −1τ, −2τ)dτ + O(2)
(4.2.26)
since f0 is bounded independent of . After the substitution of (4.2.26) into (4.2.25)
and using a Taylor expansion of f1(x(tj + 
2s), −1tj + s, s2) around s = 0 while
keeping s2 fixed,

∫ 1
0
f1(x(tj + 
2s),−1tj + s, s)ds
=
∫ 1
0
{
f1(x(tj), 
−1tj , s) +
(∫ tj+2s
tj
x′(τ)dτ
)
∇xf1(x(tj), −1tj , s)
+s
∂f1
∂s1
(x(tj), 
−1tj , s)
}
ds+ O(3)
=
∫ 1
0
(∫ tj+2s
tj
f1(x(τ), 
−1τ, −2τ)dτ
)
∇xf1(x(tj), −1tj , s)ds
+
∫ 1
0
2s
∂f1
∂s1
(x(tj), 
−1tj , s)ds+ O(3).
where we used the fact that 〈f1〉2 = 0. Hence, for −1
∫ t
0 f1dτ ,
−1
∫ t
0
f1(x(τ),
−1τ, −2τ)dτ
=
n−1∑
j=0
[∫ 1
0
(∫ tj+2s
tj
f1(x(τ), 
−1τ, −2τ)dτ
)
∇xf1(x(tj), −1tj , s)ds
+
∫ 1
0
2s
∂f1
∂s1
(x(tj), 
−1tj , s)ds
]
+ O(1).
(4.2.27)
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Next, changing of variables to s = −2τ in
∫ t
0 hdτ gives∫ t
0
h(w(τ), −1τ, −2τ)dτ =
n−1∑
j=0
[∫ tj+1
tj
(∫ −2τ
0
f1(w(τ), 
−1τ, v)dv
)
∇xf1(w(τ), −1τ, −2τ)dτ
−
∫ tj+1
tj
∫ −2τ
0
∂f1
∂s1
(w(τ), −1τ, v˜)dv˜dτ
]
+ O(2).
=
n−1∑
j=0
[∫ j+1
j
2
(∫ s
j
f1(w(
2s), s, v)dv
)
∇xf1(w(2s), s, s)ds
−
∫ j+1
j
2
(∫ s
0
∂f1
∂s1
(w(2s), s, v˜)dv˜
)
ds
]
+ O(2).
Changing variables back to τ = 2v in the first integral and v˜ = τ in the second
integral,∫ t
0
h(w(τ), −1τ, −2τ)dτ =
n−1∑
j=0
[∫ j+1
j
(∫ 2s
tj
f1(w(
2s), s, −2τ)dτ
)
∇xf1(w(2s), s, s)ds
−2
∫ j+1
j
∫ s
0
∂f1
∂s1
(w(2s), s, τ)dτds
]
+ O(2).
(4.2.28)
We need to compare (4.2.27) and (4.2.28). Note that w′(t) is bounded independent
of  and that τ ∈ [j, j + 1].{
w(2s) = w(τ) + O(2s− τ) = w(τ) + O(2),
w(2s) = w(2j) + O(2s− 2j) = w(tj) + O(2)
(4.2.29)
and {
s = −1τ + O(),
s = −1tj + O().
(4.2.30)
Therefore, the first integration in (4.2.28) can be written as∫ j+1
j
(∫ 2s
tj
f1(w(τ), 
−1τ, −2τ)dτ
)
∇xf1(w(tj), −1tj , s)ds+ O(3)
=
∫ 1
0
(∫ tj+2s
tj
f1(w(τ), 
−1τ, −2τ)dτ
)
∇xf1(w(tj), −1tj , s)ds+ O(3)
165
which has the same form of the first term in (4.2.27) with an O(3) error.
Now compare the second integrals. Applying integration by parts to the
second term in (4.2.27) and 〈∂f1∂s1 〉 = 0 give∫ 1
0
2s
∂f1
∂s1
(x(tj), 
−1tj , s)ds
=
[
2s
∫ s
0
∂f1
∂s1
(x(tj), 
−1tj , τ)dτ
]1
s=0
− 2
∫ 1
0
∫ s
0
∂f1
∂s1
(x(tj), 
−1tj , τ)dτds
=− 2
∫ 1
0
∫ s
0
∂f1
∂s1
(x(tj), 
−1tj , τ)dτds
(4.2.31)
On the other hand, in (4.2.28) using (4.2.29) and (4.2.30),
−2
∫ j+1
j
∫ s
0
∂f1
∂s1
(w(2s), s, τ)dτds = −2
∫ j+1
j
∫ s
0
∂f1
∂s1
(w(tj), 
−1tj , τ)dτds+ O(3)
= −2
∫ 1
0
∫ s
0
∂f1
∂s1
(w(tj), 
−1tj , τ)dτds+ O(3)
(4.2.32)
Thus, it is shown that (4.2.31) and (4.2.32) are different up to an O(3) error.
Putting all estimates together and noting n = O(−2), we conclude that∣∣∣∣∫ t
0
−1f1(x(τ), −1τ, −2τ)− h(w(τ), −1τ, −2τ)dτ
∣∣∣∣ ≤ Lh ∫ t
0
|x(τ)− w(τ)| dτ+O()
(4.2.33)
where Lh is a Lipschitz constant for the function h. Substituting (4.2.33) into
(4.2.24) yields the desired estimate.
The following lemma gives an estimate of how much w(t) and y(t) can be
apart in 0 ≤ t ≤ T .
Lemma 4.2.2. Let w(t) and y(t) be defined as above. Then, the following estimate
holds
|w(t)− y(t)| ≤ CeLGt, (4.2.34)
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for some constant C > 0 which is independent of , where LG is a Lipschitz constant
for G.
Proof. Consider w′ − y′. Using (4.2.20) and (4.2.22) we have,
w′ − y′ =f0(w, −1t, −2t)− 〈f0〉2(y, −1t) + h(w, −1t, −2t)− 〈h〉2(y, −1t)
=[G(w, −1t)−G(y, −1t)] + z(w, −1t, −2t),
where
G(w, s1) =〈h(w, s1, s2)〉2 + 〈f0(w, s1, s2)〉2,
z(w, s1, s2) =[f0(w, s1, s2)− 〈f0〉2(w, s1)] + [h(w, s1, s2)− 〈h〉2(w, s1)].
Note that for fixed w and s1, z(w, s1, s2) is 1-periodic in s2 with a zero average,
〈z〉2 = 0. Integrating to the time t yields that
w(t)− y(t) =
∫ t
0
[G(w(τ), −1τ)−G(y(τ), −1τ)]dτ + r(t; ),
where r(t; ) =
∫ t
0 z(w(τ), 
−1τ, −2τ)dτ . Taking absolute values
|w(t)− y(t)| ≤
∫ t
0
∣∣G(w(τ), −1τ)−G(y(τ), −1τ)∣∣ dτ + |r(t; )|.
Let LG denote a Lipschitz constant for G. Then,
|w(t)− y(t)| ≤ LG
∫ t
0
|w(τ)− y(τ)|dτ + |r(t; )|. (4.2.35)
In order to evaluate r(t; ), let n denote the largest integer such that 2n ≤ t. We
have
r(t; ) =
n−1∑
j=0
∫ 2(j+1)
2j
z(w(τ), −1τ, −2τ)dτ +
∫ t
2n
z(w(τ), −1τ, −2τ)dτ.
(4.2.36)
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Since z is bounded and 0 5 t− n2 < 2, the last term is O(2). As in the proof of
Lemma 4.2.1, denoting tj = 
2j and using the periodicity of z in s, each term in the
sum can be written as
2
∫ 1
0
z(w(tj + 
2s), −1tj + s, s)ds.
Expanding in  yields,
2
∫ 1
0
z(w(tj), 
−1tj , s)ds = 2
[〈z〉2(w(tj), −1tj) + O()] = O(3).
Therefore,
r(t; ) =O(n3) = O(). (4.2.37)
Substituting into (4.2.35) yields
|w(t)− y(t)| ≤LG
∫ t
0
|w(τ)− y(τ)|dτ + O().
Using Gronwall’s inequality we conclude Lemma 4.2.2.
4.2.2 Proof of Theorem 4.1.1
Lemma 4.2.1 and 4.2.2 imply that
sup
0≤t≤T
|x(t)− y(t)| ≤ C, (4.2.38)
where y(t) is the solution of
y′ = G(y, −1t), y(0) = x0,
with
G(y, s1) = 〈h(y, s1, s2)〉2 + 〈f0(y, s1, s2)〉2,
h(y, s1, s2) = (∇xf1)φ− ∂φ
∂s1
,
φ(y, s1, s2) =
∫ s2
0
f1(y, s1, τ)dτ.
(4.2.39)
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Since the RHS of G(y, s1) is periodic in s1, we are in a position to apply the two-scale
averaging theorem [93], integrating out the intermediate O() time scale. Noting that
since φ is 1-periodic in s1, ∂φ/∂s1 is also periodic and has zero average with respect
to s1. This leads to an averaged equation for y(t):
ξ′ = F (ξ), ξ(0) = x0, (4.2.40)
where
F (ξ) = 〈(∇xf1)φ(ξ, s1, s2)〉12 + 〈f0(ξ, s1, s2)〉12
and we have
sup
0≤t≤T
|y(t)− ξ(t)| ≤ C. (4.2.41)
Combining (4.2.38) with (4.2.41) completes the proof of Theorem 4.1.1.
Remark 4.2.1. It is not difficult to generalize this result to systems with non-
commensurate and widely separated frequencies.
4.3 Formal asymptotic expansions
In this section we analyze the multiscale structure of a system using the op-
erator formalism firstly developed by Papanicolaou et al. as a formal asymptotic ex-
pansion for singular perturbations of SDEs [19, 89]. This approach has been further
generalized and applied to many different problems, for example, in [82, 91, 101]. For
the case of Hamiltonian dynamics, including integrable periodic systems, a rigorous
version of formalism is presented in [43, 44] and references therein. The derivation in
this section is formal; nonetheless, it is instructive and provides intuitive explanation
for Theorem 4.1.1.
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4.3.1 Stochastic differential equations
For completeness, we begin by reviewing singular perturbation expansions
of SDEs. The resulting effective equations are then considered in the case in which
all diffusion coefficients are formally set to zero.
Consider SDE systems of the form{
dxt =
[
−1f1(xt, yt) + f0(xt, yt)
]
dt,
dyt =
−2a(xt, yt)dt+ −1β(xt, yt)dBt,
(4.3.42)
where xt ∈ Rd is a slow process that evolves according to an ODE with a fast
random coefficient yt ∈ Rn. We assumed that β(x, y)βT (x, y) is uniformly positive
definite in Rd × Rn. Furthermore, we assume that for fixed xt the dynamics of
yt is ergodic on an invariant set Σx with a unique invariant measure dµx. The
expectations with respect to the invariant measures are denoted 〈·〉y, in which the x
dependence is suppressed. A necessary condition for x to be slow is that 〈f1〉y = 0.
Otherwise, x exhibits non-trivial dynamics on the O() time scale. It is well known
that under some suitable conditions on (4.3.42), x(t) satisfies an effective SDE that
is independent of ,
dXt = F (Xt)dt+ b(Xt)dBt, (4.3.43)
where F and b can be expressed as averages with respect to the fast process y(t)
with X fixed [19, 89, 91, 101]. We begin with a brief overview of the relevant results
of [89]. For details the reader is referred to [91] and references therein.
The backwards equation that governs the evolution of a probability density,
φ, of the initial conditions {
∂tu = Lu,
u(0, x, y) = ϕ(x, y),
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where L, the generator of (4.3.42) can be written as
L = −2L2 + −1L1 + L0,
L0 = f0 · ∇x,
L1 = f1 · ∇x,
L2 = a · ∇y + 1
2
ββT : ∇y∇Ty ,
(4.3.44)
where A : B denotes formally the trace of the matrix ABT . Next, consider a formal
asymptotic expansion of u in 
u(t, x, y) = u0(x) + u1 + 
2u2 + . . . ,
where we assumed that the leading order term u0 only depends on the slow process.
Substituting into the backwards equation yields
L2u0 = 0, (4.3.45)
L2u1 = −L1u0, (4.3.46)
L2u2 = ∂tu0 − L1u1 − L0u0. (4.3.47)
The leading order equation (4.3.45) is automatically satisfied since u0 only depends
on x. Let L∗2 be the L2 adjoint of L2, and assume that the Null space of L∗2 is a
one dimensional subspace, spanned ρx, the density of the invariant measure dµx.
2 Applying the Fredholm alternative, equation (4.3.46) has a solution if f1∇xu0 is
perpendicular to the Null space of L∗2. In other words, the projection of f1∇xu0 on
Null L∗2 should vanish. This projection amounts to averaging with respect to the
2The assumptions holds for the case of ergodic rotations on a torus in which we are
interested
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invariant measure of y (at fixed x), which is also equivalent to taking the standard
L2 inner product in Σx with ρ. This yields the condition
〈f1(x, y)〉y = 0,
which implies the reasonable requirement that the average of f1 vanishes. Oth-
erwise, x oscillates with large amplitudes on the  time scale and thus cannot be
approximated by a slow variable. Then, (4.3.46) has a unique solution such that
〈u1〉y = 0. We formally write
u1 = −L−12 [L1u0].
Applying again the Fredholm alternative, equation (4.3.47) also has a solution if the
RHS is perpendicular to the Null space of L∗2, i.e.
〈∂tu0 − L1u1 − L0u0〉y = 0
Substituting in L0, L1 and u1 we obtain
∂tu0 = F (x)∇xu0 +B(x) : ∇x∇xu0, (4.3.48)
where
F (x) = 〈−f1 · ∇xL−12 [f1] + f0〉y,
B(x) = 〈−f1L−12 [f1]〉y.
(4.3.49)
We identify (4.3.48) as the backwards equation associated with the effective SDE
(4.3.43) and 2B(x) = b(x)b(x)T .
If ββT is uniformly positive, then inverting L2 amounts to solving a uni-
formly elliptic cell problem
[a · ∇y + 1
2
ββT : ∇y∇y]r(x, y) = f1(x, y), (4.3.50)
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with appropriate boundary conditions, e.g., periodic on a torus. The equation indeed
has a unique solution. See [91] for further details.
4.3.2 Periodic ODEs
We now formally set β = 0 and consider a case in which for fixed x the
dynamics of y is periodic. Hence, we can think of y as an fast oscillator. Assume that
a(x, y) is uniformly positive in Rd×Rn, infx∈Rd,y∈Rn |a(x, y)| > 0. Loosely speaking,
this means that the system remains highly oscillatory at all times. Therefore, for
fixed x trajectories are closed loops and the invariant set Σx is a one-dimensional
manifold in Rd that depends on the initial y and on x. The invariant measure dµx,
which is supported on Σx is absolutely continuous with respect to the Lebesgue
measure on Σx. The ergodic assumption holds with respect to the same manifold
and measure. A rigorous treatment of this problem is beyond the scope of this
manuscripts. For two-scale systems the reader is referred to [43, 44] and references
therein.
Instead, we continue formally trying to identify the effective equation for xt.
The main difference between the periodic and the stochastic cases can be seen from
two complementary points of view. First, as a dynamical system, the fast process
in the SDE (4.3.42) is mixing (for fixed x). This is no longer the case with periodic
systems which are ergodic but not mixing. Second, as a homogenization problem,
since ββT = 0 the cell problem (4.3.50) is no longer elliptic.
For fixed x, consider the periodic solution of
dζ
dt
= a(x, ζ(t)),
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with a suitable initial condition on Σx. The period is denoted τx. ζ(t) transverses the
exact periodic trajectory of y(t) and with the correct invariant measure. Therefore,
averages with respect to dµx can be written as the time average over a single period
of ζ
〈h(x, y)〉y = 1
τx
∫ τx
0
h(x, ζ(t))dt =
1
τx
∫
Σx
h(x, ζ(t))
1
a(x, ζ(t))
dζ.
Furthermore, recall the hierarchy of operators (4.3.44). Substituting β = 0, L2 takes
the form
L2 = a(x, y) · ∇y.
We note that, for any y ∈ Σx, L2 is the directional derivative of ζ along the tangent
direction to Σx and that |L2ζ| is inversely proportional to the density of dµx
L2h(x, y) = a(x, y) · ∇yh(x, y) = d
dt
h(x, ζ(t))
∣∣∣∣
ζ(t)=y
.
This implies that the inverse of L2 can be described in terms of integration with
respect to time along the trajectory of ζ(t)
H(x, y) = L−12 h(x, y) =
∫ t(y)
0
h(x, ζ(s))ds+ C(x),
where t(y) is the unique time in which ζ(t) = y within one period of ζ. Following the
Fredholm alternative, we pick the unique inverse that is perpendicular to Null L∗2,
i.e., we require
〈H(x, y)〉y = 1
τx
∫ τx
0
H(x, ζ(t))dt = 0.
This fixes the constant
C(x) = − 1
τx
∫ τx
0
∫ t
0
H(x, ζ(s))dsdt.
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In particular, we recognize that L−12 [f1] = φ as given by
φ(x, y) =
∫ y
0
f1(x, τ)dτ − 〈
∫ y
0
f1(x, τ)dτ〉y (4.3.51)
so that 〈φ〉y = 0. Substituting into (4.3.49) yields
F (x) = 〈−f1 · ∇xφ+ f0〉y,
B(x) = 〈−f1φ〉y.
(4.3.52)
In order to identify (4.3.52) with the averaged equation (4.2.40), we need a
simple Lemma.
Lemma 4.3.1. Let h(s) denote an S-periodic function with zero average and let
H(s) be an anti-derivative of h, H ′ = h. Then,∫ S
0
h(s)H(s)ds = 0. (4.3.53)
Proof. First, we note that since h(s) has zero average,
∫ S
0 h(τ)dτ = 0, its anti-
derivative is also S-periodic
H(S + s) = H(0) +
∫ S+s
0
h(τ)dτ = H(s).
Then, using integration by parts∫ S
0
h(s)H(s)ds =
[
H2(s)
]S
0
−
∫ S
0
H(s)h(s)ds.
The first term on the right vanishes, which proves (4.3.53).
Since φ is the anti-derivative of f1, an immediate consequence is that B(x) =
−〈f1(x, y)φ(x, y)〉y = 0. Hence, the effective dynamics of xt is deterministic. More
precisely, the variance of the stochastic perturbation is of order . Furthermore,
0 = ∇x〈f1(x, y)φ(x, y)〉y = 〈∇xf1(x, y)φ(x, y)〉y + 〈f1(x, y)∇xφ(x, y)〉y.
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We conclude that the effective drift and diffusion coefficient can be written as
F (x) = 〈(∇xf1)φ+ f0〉y,
B(x) = 0.
(4.3.54)
Thus, we obtain the consistent form of the effective drift as proven by Theorem 4.1.1.
Note that since the fast process in (4.3.42) contains only O(2) time scale, ∂φ∂s1 = 0
in (4.2.39).
4.4 Iterated averaging with multiple kernels
The goal of this section is to generalize the framework of averaging ker-
nels studied in [3, 5, 6, 42] to include three or more time scales. In particular, we
prove that averaging of three scale oscillatory problems can be approximated via
convolution with respect to kernels with known support, differentiability properties
and moments. Let Kp,q denote the space of normalized Cq functions, supported on
[−1, 1] that have p vanishing moments, i.e.,∫
[−1,1]
K(t)trdt =
{
1, r = 0,
0, 1 ≤ r ≤ p. (4.4.55)
Recall that for η > 0, Kη(t) denotes a rescaling of K as Kη(t) = η
−1K(η−1t).
We will have an error estimate for approximating the double average 〈f〉12
with two convolutions Kη1 ∗ [Kη2 ∗f ]. Applied to the RHS of (4.1.6), the convolution
approximates F (ξ) of Theorem 4.1.1. The proposition below establishes the accuracy
of iterated averaging with multiple kernels under the scaling condition 2  η2 
 η1  1.
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Proposition 4.4.1. Let K ∈ Kp,q and f0, f1 ∈ Cmax{q,p+1}. Then, for K ∈ Kp,q,
there exists a constant C > 0 such that
∣∣Kη1 ∗ {Kη2 ∗ (−1f1 + f0) (·)}(t)− F (ξ(t))∣∣ ≤ C
(
2q−1
ηq2
+
q
ηq1
+
ηp+12
p+2
+ ηp+11
)
max
j=0...q
||K(j)||1
(4.4.56)
for some constant C > 0, where F is given by (4.2.39) as in Theorem 4.1.1, K(j)(·)
denotes the j-th derivative of K and || · ||1 is the L1 norm.
Throughout, C denotes a generic positive constant whose value may change
between expressions.
4.4.1 Estimation of the effective force
Let f : Rn+1 → R denote a scalar function of the vector argument (x, s1, s2, · · · , sn)
and 1-periodic in s1, · · · , sn. To be consistent with previous notation, averaging with
respect to sk is respectively denoted by
〈f〉k =
∫ 1
0
f(x, · · · , sk, · · · )dsk, k = 1, 2, · · · , n. (4.4.57)
Motivated by the averaging techniques in [3], we approximate 〈f〉n using a kernel.
First let us prove the following lemma.
Lemma 4.4.2. If f(t, s1, s2, · · · , sn) = a(t, s1, s2, · · · , sn−1)b(sn), where n ∈ N,
b(sn + 1) = b(sn),
∫ 1
0 b(sn)dsn = 0, a ∈ Cq(Rn) and max0≤j≤q||a
(j)||∞ ≤ M , then for
any K ∈ Kp,q and η = O(k), k > n− 1,
∣∣Kη ∗ f(·, −1·, −2·, · · · , −n·)∣∣ ≤ CM (n
η
)q
max
j=0...q
||K(j)||1.
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Proof. Let K˜η(x, y) = Kη(x− y)a(y, −1y, −2y, · · · , −n+1y).
|Kη ∗ f | =
∣∣∣∣∫ K˜η(t, s)b(−ns)ds∣∣∣∣ ≤ nq ∫ ∣∣∣∂qyK˜η(t, s)b[q](−ns)∣∣∣ ds
where b[j](t) =
∫ t
0 b
[j−1](s)ds − ∫ 10 ∫ t0 b[j−1](s)dsdt and ||b[j](t)||∞ ≤ ||b||∞. For the
kernel part,
∫ ∣∣∣∂qyK˜η(t, s)∣∣∣ ds =∫
∣∣∣∣∣∣
∑
k1+k2+···+kn+1=q
(
q
k1, k2, · · · , kn+1
)
· (−η−1)k1 ·K(k1)η (t− s) ·
n∏
i=1
1
ki+1(i−1)
∂
ki+1
i a(s, 
−1s, −2s, · · · , −n+1s)
∣∣∣∣∣ ds
≤ C
ηq
max
j=0...q
||a(j)||∞ max
j=0...q
||K(j)||1
where
(
q
k1, k2, · · · , kn+1
)
is the multinomial coefficient and defined by q!k1!k2!···kn+1! .
Lemma 4.4.3. For r = (r1, r2, · · · , rn) ∈ Zn+ an ordered n-tuple of nonnegative
integers, assume ∂rf(t, s1, · · · , sn) is continuous and bounded by Cf for r = 0, · · · ,σ,
and σ ≥ 1. 3 Then, for any K ∈ Kp,q and η = O(k) with k > n − 1, there exists
C > 0 such that
∣∣Kη ∗ (f(·, −1·, −2·, · · · , −n·)− 〈f〉n)∣∣ ≤ C (nqηq + ησ(n−1)σ
)
max
j=0...q
||K(j)||1.
(4.4.58)
Proof. Let
g(t, s1, s2, · · · , sn) = f(t, s1, s2, · · · , sn)− 〈f〉n .
3|r| = r1 + r2 + · · ·+ rn and ∂r = (∂x1)r1(∂x2)r2 · · · (∂xn)rn .
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g is 1-periodic with respect to si and ∂
rg(t, s1, s2, · · · , sn) are continuous and bounded
for r ∈ Zn+, |r| = 0, · · · , σ. In considering
Kη ∗ g =
∫ t+η
t−η
Kη(t− sn) · g(sn, −1sn, −2sn, · · · , −nsn)dsn,
we expand g(sn, 
−1sn, −2sn, · · · , −(n−1)sn, t) around sn = 0 while keeping t fixed.
We denote ∂xig by the partial derivative with respect to the i-th component of g
respectively.
g(sn, 
−1sn, −2sn, · · · , −nsn) =
σ−1∑
j=0
1
j!
[
n∑
i=1
sn
i−1
∂xi
]j
g(0, · · · , 0, −nsn)
+
1
σ!
[
n∑
i=1
sn
i−1
∂xi
]σ
g(µ1, 
−1µ2, · · · , −n+1µn, −nsn)
where (µ1, µ2, · · · , µn) is in the open line segment joining~0 and (sn, −1sn, · · · , −n+1sn)
in Rn. The key idea consists of in writing the expansion as a sum of two parts. With-
out loss of generality, we set t = 0 and write Kη ∗ g as I1 + I2 where
I1 =
σ−1∑
j=0
∫ η
−η
Kη(−sn) · 1
j!
[
n∑
i=1
sn
i−1
∂xi
]j
g(0, · · · , 0, −nsn)dsn,
I2 =
∫ η
−η
Kη(−sn) · 1
σ!
[
n∑
i=1
sn
i−1
∂xi
]σ
g(µ1, 
−1µ2, · · · , −n+1µn, −nsn)dsn.
By using Lemma 4.4.2, I1 is estimated by
|I1| ≤ C(
n
η
)q · max
j=0...q
||K(j)||1 ·
σ−1∑
j=0
1
j!
[
n∑
i=1
η
i−1
]j .
Finding the leading order term in the summation, I2 is estimated by
|I2| ≤ C( η
n−1
)σ sup
t,s1,s2,··· ,sn
sup
|r| = σ
|∂rf(t, s1, · · · , sn)| · ||K||1
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Putting these estimates together, we find that there exists a positive constant C
such that
|Kη ∗ g| ≤ C
(
nq
ηq
+
ησ
(n−1)σ
)
max
j=0...q
||K(j)||1.
We now compare iterated averaging of (4.1.6) with the averaged equation
(4.1.9). Before we move on to the next step, we simplify our notation of the forces
by writing f(t, −1t, −2t) instead of f(x(t), −1t, −2t). This is possible since, after
solving (4.1.6) at the 1st tier, x(t) is known up to a prescribed accuracy ∆. Theorem
4.4.1 shows that the error between x and x1 (solution of the 1st tier) is O(∆).
Theorem 4.4.1. Let x1(t) denote an approximation of x(t) in the 1st tier using a
two-scale HMM in the time interval t ∈ [tn − η1, tn + η1]. Given 0 <  < 0 and a
prescribed accuracy ∆, there exists C > 0 such that
sup
t∈[tn−η1,tn+η1]
|x(t)− x1(t)| ≤ C∆. (4.4.59)
Proof. By considering 1st and 2nd tiers as the two-scale HMM solver, we generalize
the error analysis discussed in [5, 42]. We denote the order of accuracy, step size
and length of integration in i-th tier by mi, hi and ηi respectively.
At the 1st tier, the global accuracy of integrating the original ODE (4.1.6)
to time η1( ) is given by
C max
{
η1h
m1
1
m1
,
η1η2h
m2
2
h12m2+1
,
η1
2q
h1η
q+1
2
}
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for some C > 0. The errors from each evaluation at the 2nd tier accumulate by
taking h−11 η1 steps. Thus we can balance the required accuracy ∆ with different
sources of errors. Note that the maximal possible accuracy is ∆ = 2 since this error
is introduced by simulating the averaged equation instead of the original equation.
Next, by iterated use of Lemma 4.4.3, we show that 〈f(t, s1, s2)〉12 is well
approximated by Kη1 ∗ [Kη2 ∗ f ](t).
Lemma 4.4.4. Let f0(t, s1, s2) be 1-periodic in s1 and s2. For r = (r1, r2) ∈ Z2+,
assume that ∂rf0(t, s1, s2) is continuous and bounded for |r| = 0, · · · , σ, and σ ≥ 1.
Then, for any K ∈ Kp,q and suitable choice of η1, η2 such that 2  η2   η1 
1, there exists a constant C > 0 such that
∣∣Kη1 ∗ [Kη2 ∗ (f0(·, −1·, −2·)− 〈f0(t, s1, s2)〉12) (·)] (t)∣∣ ≤ C (2qηq2 + 
q
ηq1
+
ησ2
σ
+ ησ1
)
max
j=0...q
||K(j)||1.
Proof. Let
g(t, s1, s2) = f0(t, s1, s2)− 〈f0〉12 (t). (4.4.60)
Note that 〈g〉12 =
∫ 1
0
∫ 1
0 (f0(t, s1, s2)− 〈f0〉12) ds2ds1 = 0 and that g(x, s1, s2) is
1-periodic with respect to s1, s2 and ∂
rg(x, s1, s2) is continuous and bounded for
r ∈ Z2+, |r| = 0, · · · , σ. Iterated convolution with two kernels yields
Kη1 ∗
[(
Kη2 ∗ g(·, −1·, −2·)
)
(·)] (t) =∫ t+η1
t−η1
Kη1(t− s1)
[∫ s1+η2
s1−η2
Kη2(s1 − s2) · g(s2, −1s2, −2s2)ds2
]
︸ ︷︷ ︸
=I1(s1)
ds1.
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We iterate the argument in Lemma 4.4.3. First, there exists C > 0 such that
∣∣I1(s1)− 〈g〉2 (s1, −1s1)∣∣ ≤ C (2qηq2 + η
σ
2
σ
)
max
j=0...q
||K(j)||1. (4.4.61)
Recalling that 〈g〉12 = 0,
I1 = I1 − 〈g〉2 (s1, −1s1) + 〈g〉2 (s1, −1s1)− 〈g〉12 . (4.4.62)
Thus∣∣∣∣∫ t+η1
t−η1
Kη1(t− s1) · I1ds1
∣∣∣∣
=
∣∣∣∣∫ t+η1
t−η1
Kη1(t− s1)
(
I1 − 〈g〉2 (s1, −1s1) + 〈g〉2 (s1, −1s1)− 〈g〉12
)
ds1
∣∣∣∣
≤ C
(
2q
ηq2
+
ησ2
σ
)
max
j=0...q
||K(j)||1 +
∣∣∣∣∫ t+η1
t−η1
Kη1(t− s1)
(〈g〉2 (s1, −1s1)− 〈g〉12) ds1∣∣∣∣ .
(4.4.63)
Second, define gˆ(sˆ1, s1) = 〈g〉2(sˆ1, −1s1) − 〈g〉12. Hence, gˆ(sˆ1, s1) is 1-periodic in
the second variable and the average over s1 is zero. A second application of Lemma
4.4.3 yields existence of C2 > 0 such that∣∣∣∣∫ t+η1
t−η1
Kη1(t− s1)gˆ(sˆ1, s1)ds1
∣∣∣∣ ≤ C2( qηq1 + ησ1
)
max
j=0...q
||K(j)||1. (4.4.64)
Hence, we can find a positive constant C such that
∣∣Kη1 ∗ [Kη2 ∗ (f0(·, −1·, −2·)− 〈f0(t, s1, s2)〉12) (·)] (t)∣∣ ≤ C (2qηq2 + 
q
ηq1
+
ησ2
σ
+ ησ1
)
max
j=0...q
||K(j)||1.
This concludes the proof of the theorem.
Recall the three scale problem (4.1.6) and its averaged equation (4.1.9):
x′ = −1f1(x, −1t, −2t) + f0(x, −1t, −2t), x(0) = x0,
ξ′ = 〈(∇xf1)φ(ξ, s1, s2)〉12 + 〈f0(ξ, s1, s2)〉12, ξ(0) = x0.
Key to the following theorem is the vanishing of 〈f1(x(t), s1, s2)〉2.
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Theorem 4.4.2. Let f1(x(t), s1, s2) be 1-periodic in s1 and s2, and have a zero
average with respect to s2. For r = (r1, r2) ∈ Z2+, assume ∂rf1(x(t), s1, s2) are
continuous and bounded for |r| = 0, · · · , σ + 1, and σ ≥ 1. Then, for any K ∈ Kp,q
and 2  η2   η1  1, the following estimate holds.
∣∣Kη1 ∗ [Kη2 ∗ (−1f1(x(·), −1·, −2·)− 〈h〉12 (ξ)) (·)] (t)∣∣
≤ C
(
2q−1
η2q
+
q
ηq1
+
ησ2
σ+1
+ ησ−11
)
max
j=0...q
||K(j)||1
where
h(ξ, s1, s2) = (∇xf1)φ(ξ, s1, s2),
φ(ξ, s1, s2) =
∫ s2
0
f1(ξ, s1, τ)dτ.
Proof. We begin with the first convolution Kη2 ∗(−1f1−〈h〉12). Lemma 4.2.1 allows
ones to write x(t) as
x(t) = w(t) + ψ(t) + φ(t) (4.4.65)
where ψ(t) = ψ(w(t), −1t, −2t), φ(t) = φ(w(t), −1t, −2t), and ψ(t) is bounded
independent of .
Kη2 ∗
(
−1f1 − 〈h〉12
)
(s1)
=
∫ s1+η2
s1−η2
Kη2(s1 − s2) ·
(
−1f1(w(s2) + ψ(s2) + φ(s2), −1s2, −2s2)− 〈h〉12
)
ds2
=I1 + I2 + O()
where we set
I1 =
∫ s1+η2
s1−η2
Kη2(s1 − s2) ·
(
−1f1(w(s2) + ψ(s2), −1s2, −2s2)
)
ds2
I2 =
∫ s1+η2
s1−η2
Kη2(s1 − s2) ·
(∇xf1(w(s2) + ψ(s2), −1s2, −2s2)φ(s2)− 〈h〉12) ds2.
(4.4.66)
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Each term in the integrations is estimated in a similar way. Before we move on, recall
from Theorem 4.4.1 that we identify f1(x(s2), 
−1s2, −2s2) with f1(s2, −1s2, −2s2).
In (4.4.66), this simplification is also allowed since by solving the 1st and 2nd tier,
we know x(t) over [t − η1, t + η1] and thus w(t) + ψ(t) as well. First, applying
Lemma 4.4.3 to I1 with 〈f1〉2 = 0 yields
|I1| ≤
(
2q−1
ηq2
+
ησ2
σ+1
)
max
j=0...q
||K(j)||1. (4.4.67)
Second, for I2, we now return to consider convolving with Kη1 and Kη2 . Note that
〈h〉12 is a function of ξ(·). Theorem 4.1.1 yields that
sup
0≤t≤T
|w(t)− ξ(t)| ≤ sup
0≤t≤T
(|w(t)− x(t)|+ |x(t)− ξ(t)|) ≤ C.
Then we have 〈(∇xf1)φ−〈h〉12〉12 = 0+O(), and this allows us to use Lemma 4.4.4
and thus to get an estimate for |Kη1 ∗ I2(·)|.
|Kη1 ∗ I2(·)| ≤ C
(
2q
ηq2
+
q
ηq1
+
ησ2
σ
+ ησ1
)
max
j=0...q
||K(j)||1. (4.4.68)
Since we differentiate f1 with respect to x, ∂
r∇xf1 · φ are continuous and bounded
for |r| = 0, · · · , σ. Putting estimates (4.4.67) and (4.4.68) together, Theorem 4.4.2
follows.
We conclude this section by proving Proposition 4.4.1 which is the corner-
stone of our numerical method.
Proof. (Proposition 4.4.1) The RHS of the estimate in Theorem 4.4.2 dominates that
of Lemma 4.4.4. Therefore, having p (< σ) vanishing moments yields (4.4.56).
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Remark 4.4.1. Theorem 4.1.1 is only valid up to times T independent of . However,
in special cases in which additional cancellation or self averaging occurs, iterated av-
eraging with kernels may give an consistent approximation for the effective behavior
of ODEs for longer time intervals.
4.5 Generalizations
This paper is focused on three scale problems modeled by
x′ = −1f1(x, −1t, −2t) + f0(x, −1t, −2t), x(0) = x0,
restricting 〈f1〉2 = 0. However, the discussions at the preceding sections suggest
several possible generalizations.
4.5.1 Almost-periodic dynamics
The three-scale averaging theorem can be generalized to include dynamics
in which the fast O(2) or O() time scales are not necessarily periodic but rather
ergodic on a torus. The periodicity of s2 is only taken into account when evaluating
the remainder term r(t; ) in (4.2.36). In the case of a torus, r(t; ) can be written
as a finite sum of periodic functions whose periods are incommensurable. Thus,
estimate (4.2.37) still holds. A similar generalization can be obtained for almost-
periodic functions whose spectrum is bounded away from zero. See, for example
[23, 93].
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4.5.2 The 3-tier HMM using slow charts
In the proof of Theorem 4.1.1, as well as while applying the expansion for-
malism, it was necessary to assume that the average of the singular O(−1) part in x′
vanishes, 〈f1〉2 = 0. Nonetheless, it can be shown that the estimate of section 4.2.1
does hold, but only on a short time segment of O() length, i.e.
sup
0≤t≤T
|x(t)− ξ(t)| = O().
In addition, the HMM procedure which utilizes the iterated averaging estimate
indicates that in fact, in order to generate a consistent approximation of a slow
variable, one only needs to evaluate its derivative on a short time segment of order .
Then, if the dynamics on the intermediate O() is again oscillatory (i.e. periodic or
as above), additional averaging on the  time scale may average this divergence out.
This self averaging property can be captured by the iterated averaging procedure.
To this end, we first need to define slow variables. Formally, slow variables
of a dynamical system involving three or more time scales are defined as below [7].
Definition 4.5.1. A smooth time dependent function α : [0, T ] 7→ R is said to
evolve on the k time scale in [0, T ] for some integer k and for 0 <  ≤ 0, if there
exists a smooth function β : [0, T ] 7→ R and constants C0 and C1 such that
sup
t∈[0,T ]
∣∣∣∣ ddtβ(t)
∣∣∣∣ ≤ C0−k and sup
t∈[0,T ]
|α(t)− β(t)| ≤ C1.
Definition 4.5.2. A function ξ(x) is said to evolve on the k time scale along the
trajectories of (4.1.6) in [0, T ] if the time dependent function ξ(x(t; , x0)) evolves
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on the k time scale in [0, T ]. For brevity, we will refer to variables that evolve on
the 0 time scale as slow.
The 3-tier HMM using slow variables shares a similar strategy described in
Section 4.1.3, which implements a recursive two-level solver, but the fast oscillations
we need to average over are not explicitly given. As [5], with the need for identifying
hidden slow variables, we approximate an averaged equation for slow variables by
time averaging the microscopic evolution using a suitable kernel. Recall that since
the time scales O(2), O(1), and O(1) are considered, we need to identify three sets
of variables which evolve on each time scale respectively.
Suppose we obtain such a coordinate system using, e.g., the method de-
scribed in [7]. We denote this system of coordinates ξ = (ξ0, ξ1, ξ2), where ξi =
(ξ1i , . . . , ξ
di
i ) are the variables evolving on the 
i time scale, and
∑2
i=0di = d. One
should take the coordinates of ξ as slow as possible, i.e., if φ evolves on both 0 and
1 time scales, then φ ∈ ξ0. In terms of the new coordinates the ODE system takes
the form
ξ′0 = 
−1f1(ξ0, ξ1, ξ2) + f0(ξ0, ξ1, ξ2), 〈f1〉2 = 0,
ξ′1 = 
−1g1(ξ0, ξ1, ξ2) + g0(ξ0, ξ1, ξ2), 〈g1〉2 > C1 > 0,
ξ′2 = 
−2h2(ξ0, ξ1, ξ2),
(4.5.69)
where 〈·〉2 denotes averaging with respect to the invariant measure for ξ2 on fixed ξ0
and ξ1 and C1 is independent of , i.e., 〈g1〉2 is bounded away from 0 independent of
. Note that (4.5.69) is of the similar form as (4.1.5). We assume that no resonances,
passage through resonances or turning points exists as these may cause hidden slow
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variables and the decomposition of states into time scales may not be trivial, as
discussed in [7, 75].
Then outline of the 3-tier HMM with slow variables is as follows. For sim-
plicity of notation, we suppress the superscript in ξi. As before, we denote the
descretized time tn,m = nh0 + mh1 and tn = nh0. We concentrate on the forward
Euler and a symmetric kernel.
1. Determination of slow variables:
Find a coordinate system ξ(x) = (ξ0(x), ξ1(x), ξ2(x)) where ξi are the variables
evolving on the i time scale. See [7] for details. Set n = 0.
2. Multilevel evolution:
• (0th tier) At t = tn, set X˜0 = x1,0 = xn.
(a) (1st tier) For m = 0 to k (= η1/h1),
set t = tn,m = nh0 +mh1,
i. (2nd tier) Solve the full ODE (4.1.6) in t ∈ [tn,m− η2, tn,m + η2]
with initial conditions X˜0.
ii. (2nd tier) Force estimation in O(1) scale: approximate ξ′i(tn,m),
i = 0, 1 by
〈ξ′i〉η2(tn,m) = (Kη2 ∗ ξ′i)(tn,m). (4.5.70)
(b) (1st tier) x1,m+1 = x1,m + h1δx1, where δx1 is the least squares
solution to the linear system
δx1 · ∇ξi = 〈ξ′i〉η2 , (4.5.71)
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for all i = 0, 1. Redefine X˜0 = x1,m+1.
(c) End FOR
(d) (1st tier) Force estimation in O(1) scale: approximate ξ′0(tn), by
〈ξ′0〉η1(tn) = Kη1 ∗
(〈ξ′0〉η2(·)) (tn). (4.5.72)
• (0th tier) xn+1 = xn + h0δx0, where δx0 is the least squares solution to
the linear system
δx0 · ∇ξ0 = 〈ξ′0〉η1 . (4.5.73)
Set X˜0 = xn+1.
3. n = n+ 1 and repeat 2.
A rigorous proof of Section 4.5.2 is beyond the scope of the current paper. However,
we refer the reader to [3, 5] for designing multiscale algorithms that compute the
effective behavior of two-scale highly oscillatory dynamical systems by using slow
variables. A related example is presented in Section 4.6.2.
4.5.3 Stochastic effects
The theory of asymptotic expansions and the nested-HMM integrators ap-
proach can be extended to a setting in which the intermediate scale is stochastic.
In fact, the only requirements for applying the numerical method 4.1.3 is that the
fastest O(2) scale is oscillatory - thus ensuring that the effective slow scale is deter-
ministic, and that the intermediate O() time scale is ergodic. Consider (4.5.69). If
the dynamics of ξ1 is stochastic, then, on the O(1) time scale averaging with kernels
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needs to be replaced by an alternative method such as stochastic HMM [37, 101].
Such an example is presented in Section 4.6.3.
4.6 Numerical examples
In this section, we numerically apply the iterated HMM approach described
in Section 4.1.3 to deterministic and stochastic systems with three scales. A basic
example which has the form of (4.1.6) is studied in Section 4.6.1. Following that,
we concentrate on examples which demonstrate the applicability of our method to
the generalizations discussed in the previous section. The classical example of two
coupled harmonic oscillators in resonance is illustrated in Section 4.6.2. In this
example, one of the slow variables has formally unbounded derivatives as → 0, but
it evolves on the 0 time scale due to a zero-average of −1 term. Section 4.6.3 is a
deterministic example for the generalization discussed in Section 4.5. The period of
the fast oscillator on the O(2) time scale changes according to the  scale variable.
Lastly, an interesting stochastic system whose period of the fastest oscillator changes
randomly on the  scale is given in Section 4.6.4.
Our multiscale algorithm is constructed as a family of multilevel (>2) solvers
which resolve the different time scales and use kernels to estimate the effective force
of the slower scales. In Section 4.6.1 through 4.6.3, we use a symmetric C∞ kernel.
We see that for a smooth kernel the computational cost is independent of  — see
[7] for discussions about accuracy and efficiency. In the stochastic example 4.6.4, a
K2,7 kernel is used.
190
4.6.1 Example 1
We begin with a simple example of a three-scale system, which is similar to
(4.1.12)
x′ = −1
[
x sin(−2t) + cos(−2t) sin2(−1t)
]
+ cos2(x) + cos(−1t), x(0) = 1.
(4.6.74)
Applying Theorem 4.1.1 to (4.6.74), we have an averaged equation for x(t),
x¯′ = 1/4 + cos2(x¯), x¯(0) = 1. (4.6.75)
The different three-time scales of (4.6.74) are illustrated in Figures 4.2 and 4.3. The
solution x(t) undergoes small-amplitude fast oscillations around the slow trajectory
over the interval [0, 10]. As proved in Section 4.2 and 4.4, the 3-tier HMM approxi-
mates x¯(t) which remains close (of order ) to the slow trajectory of x(t). We apply
an exponential kernel Kexp ∈ K1,∞([−1, 1]). See [5, 42] for details. In Figure 4.3, we
compare the results of 3-tier HMM with both x¯(t) and x(t) obtained by the explicit
Runge-Kutta 4th order method. HMM is about 12 times faster than RK4 applied
to (4.6.74) directly with the step size h = 2/5. The computational effort of HMM is
independent of  once ηi and hi are fixed. However, for classical numerical methods
moving from  = 10−3 to  = 10−4 multiplies the computational effort by 100.
Table 4.1: (Section 4.6.1) Parameters for the 3-tier HMM of example 1.
 = 10−3 ηi hi Method Kernel
2nd tier 182 2/5 RK4 Kexp ∈ K1,∞([−1, 1])
1st tier 18 1/5 RK2 Kexp ∈ K1,∞([−1, 1])
0th tier 10 1/3 RK2 -
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Figure 4.2: (Section 4.6.1) The dynamics of (4.6.74) on the (Left) 2 time
scale and (Right) 1 time scale ( = 10−3). Plots are obtained by RK4 with
h = 2/100.
4.6.2 Example 2
Consider the following system describing two coupled harmonic oscillators
in resonance [7]. 
x′1 = −−2y1 + −1y22 − 3x1x22,
y′1 = −2x1 + y1/2,
x′2 = −
(
−2 + −1
)
y2 − x2,
y′2 =
(
−2 + −1
)
x2 − y2 + 2x21y2.
(4.6.76)
with initial conditions (x1(0), y1(0), x2(0), y2(0)) = (0, 1, 0, 1). As depicted in Fig-
ure 4.4, all four state variables oscillate with a period which is of the order of 2.
Hence, x1, y1, x2 and y2 evolve on the 
2 time scale.
In order to find a slow coordinate system, we change to polar coordinates
(xi, yt) 7→ (Ii, ϕi), i = 1, 2 and introduce a polynomial variable θ that describes the
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Figure 4.3: (Section 4.6.1) The dynamics of (4.6.74) on the 0 time scale. x(t)
and x¯(t) are represented by a full line where both are almost indistinguishable.
The results of 3-tier HMM are indicated by circles.
1:1 resonance between the oscillators
I1 = x
2
1 + y
2
1,
I2 = x
2
2 + y
2
2,
θ = x1x2 + y1y2,
cosϕ1 = x1/
√
I1.
The corresponding time derivatives are
I ′1 = 2
−1x1y22 − 6x21x22 + y21,
I ′2 = −2I2 + 4x21y22,
θ′ = −1(x2y22 + y1x2 − x1y2) + (−0.5y1y2 − x1x2 − 3x1x32 + 2x21y1y2),
ϕ′1 = 
−2.
It appears as if (I1, I2, θ, ϕ1) is a chart in which ϕ1 evolves of the 
2 time scale, I1
and θ evolve on the  time scale while I2, which has a bounded derivative, evolves
on the O(1) scale. The dynamics of the three slow variables I1, I2 and θ on the O()
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scale is depicted on the right in Figure 4.4. The figure suggests that both I1 and
I2 are practically constant on the  scale. Indeed, it can be shown that the average
of x1y
2
2 on any segment of length O() and larger is of order 
2. Therefore, the −1
term in I ′1 has a zero average. As a result, the averaged I ′1 is bounded independent
of  and I1 evolves on the O(1) time scale, rather than the expected O().
The time evolution of I1 and I2 on the slowest O(1) time scale is depicted in
Figure 4.5. In addition, the figure shows the results of the 3-tier HMM integrator
described in Section 4.1.3. We refer to the solver integrating the i scale as the
i-th tier. The step-size and length of integration of the i-th tier are denoted hi,
ηi, respectively. The HMM algorithm approximates the slow O(1) dynamics using
macroscopic steps which are independent of . The integration is done using a
fourth order method (in the macroscopic step size) and its efficiency is essentially
independent of . Simulation parameters are detailed in Table 4.2.
Table 4.2: (Section 4.6.2) Parameters for the 3-tier HMM of example 2.
 = 10−3 ηi hi Method Kernel
2nd tier 70.12 2/10 RK4 Kexp ∈ K1,∞([−1, 1])
1st tier 70.11 1/10 RK4 Kexp ∈ K1,∞([−1, 1])
0th tier 10 1/3 RK4 -
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Figure 4.4: (Section 4.6.2) The dynamics of (4.6.76) on the (Left) 2 time scale
and (Right) 1 time scale.  = 10−3.
I1
I2
Figure 4.5: (Section 4.6.2) The dynamics of (4.6.76) on the 0 time scale. Plus
signs are results of the 3-tier HMM.
4.6.3 Example 3
Consider the following deterministic system describing two coupled fast har-
monic oscillators and a slow dependent mode.
x′1 = −−2(1 + 0.5 sin y2)x2 + (1− z)(x21 + x22)−1x1,
x′2 = −2(1 + 0.5 sin y2)x1,
y′1 = −−1y2 − 0.5(1 + x21 − z)y1,
y′2 = −1y1,
z′ = −(1 + 0.5x21)z + y22
(4.6.77)
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with initial conditions (x1(0), x2(0), y1(0), y2(0), z(0)) = (1, 0, 1, 1.5, 0.5). The sys-
tem describes two coupled harmonic oscillators (x1, x2) and (y1, y2) with O(
2) and
O() periods, respectively. However, the period of the fastest O(2) oscillator depends
on y2 and is therefore changing on the slower  scale. Figure 4.6 (Left) demonstrates
the different period of x1 and x2 over 2.5 × 10−7 duration with  = 10−4. This is
an example for the first generalization suggested in Section 4.5 in which the fastest
oscillation exhibits non-trivial dynamics of the intermediate  scale.
The system admits three slow variables that evolve on the 0 scale: z, and
the square amplitudes of the harmonic oscillators, I1 = x
2
1 + x
2
2 and I2 = y
2
1 + y
2
2.
A numerical algorithm for identifying polynomial slow variables is described in [5].
Hence, we have a coordinate system (ξ0, ξ1, ξ2) in which ξi evolves on the 
i time
scale:
ξ0 = {I1, I2, z},
ξ1 = {y2},
ξ2 = ϕ ∈ S1.
As before, we refer to the solver integrating the i scale as the i-th tier. The step-
size and length of integration of the i-th tier are denoted hi, ηi, respectively. The
dynamics of the slow variables I1, I2 and z, as well as the 3-tier HMM approximation
is depicted in Fig. 4.6 (Right). See Table 4.3 for simulation parameters.
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Table 4.3: (Section 4.6.3) Parameters for the 3-tier HMM of example 3.
 = 10−4 ηi hi Method Kernel
2nd tier 75.12 2/10 RK4 Kexp ∈ K1,∞([−1, 1])
1st tier 75.11 1/10 RK2 Kexp ∈ K1,∞([−1, 1])
0th tier 10 1/2 RK2 -
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Figure 4.6: (Section 4.6.3) (Left) The period of the fastest O(2) oscillator is
changing on the slower  scale. (Right) The dynamics of (4.6.77) on the 0
time scale. Plus signs: 3-tier HMM. Solid line: a reference solution using the
RK4 method with step size h = 2/50. HMM runs about 1150 times faster.
 = 10−4.
4.6.4 Example 4
Consider the following system in which a fast harmonic oscillator has a
randomly changing period.
dx1 = −(−2(1 + 0.5 sin y)x2 + x1(1− z))dt,
dx2 = 
−2(1 + 0.5 sin y)x1dt,
dy = −−1ydt+ −1/2zdBt,
dz = −((1 + x21)z − y)dt
(4.6.78)
with initial conditions: (x1(0), x2(0), y(0), z(0)) = (2, 0, 1, 1). In this example,
(x1, x2) is a harmonic oscillator with an O(
2) period. However, the period changes
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randomly through a random variable y which is an Ornstein–Uhlenbeck process
evolving on the O(1) time scale. The system has two slow variables that evolve on
the O(0) scale: z and I1 = x
2
1 +x
2
2. Thus, we find a coordinate system; ξ0 = {I1, z},
ξ1 = {y} and ξ2 = ϕ ∈ S1 in which ξi evolve on the O(i) scale.
In order to demonstrate that the effective dynamics of z and I1 is indeed
deterministic, Figure 4.7 (Left) shows the standard deviations of I1 and z as a
function of . As expected, it is of order
√
.
Fig. 4.7 (Right) compares the results computed by the proposed HMM with
those by the semi-implicit Euler method [79]. The sample averages of I1 and z
against t are plotted with a solid line (Euler) and plus signs (HMM). We estimate
the errors of the method by comparing the standard deviation of sample paths. Tak-
ing  = 10−4, for the semi-implicit Euler, we take 1,000 paths over [0, 4] and decrease
step size until the desired accuracy is reached, (max{σ(I1)}+max{σ(z)})/2 = 0.1.
This requires h = 2/100. For the 3-tier HMM, we compute 100 independent paths
with h0=0.5 and calculate the standard deviation for each. The kernel was con-
structed from Chebyshev polynomials to have exactly seven continuous derivatives
and two vanishing moments:
K2,7(t) = 4157010 χ[0,1](t)(42t
2 − 44t+ 11)t8(t− 1)8
where χ[0,1] is the characteristic function of the interval [0, 1]. HMM parameters are
shown in Table 4.4. With these parameters, HMM achieves (max{σ(I1)}+max{σ(z)})/2 =
0.025. Even if HMM has four times less standard deviation, it runs about 1,000 times
faster than the semi-implicit Euler. In addition, we note that the dominant error of
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3-tier HMM comes from h0 and decreases with smaller h0.
Table 4.4: (Section 4.6.4) Parameters for the 3-tier HMM of example 4
 = 10−4 ηi hi Method Kernel
2nd tier 502 2/10 semi-implicit Euler K2,7 ∈ K2,7([0, 1])
1st tier 501 1/10 Euler K2,7 ∈ K2,7([0, 1])
0th tier 10 1/10 RK2 -
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Figure 4.7: (Section 4.6.4) (Left) o-markers are max
t∈[0,4]
{σ(I1)}. x-markers are
max
t∈[0,4]
{σ(z)}. The dashed line is a guide for the eye with slope 1/2. (Right)
The evolution of the slow variables in example 3. Plus signs: HMM. The solid
line is a reference solution calculated as explained in the text.
4.7 A comprehensive multiscale algorithm and FPU
Motivated from the iterated averaging, the method of approximating the
invariant measure and the Backward Forward HMM, we propose a comprehensive
hierarchical method which may be applicable to the Fermi-Pasta-Ulam problem. We
have the following equations of motion
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
y˙i = ui,
x˙i = 
−1vi,
u˙i = −(yi − xi − yi−1 − xi−1)3 + (yi+1 − xi+1 − yi − xi)3,
v˙i = −−1xi + (yi − xi − yi−1 − xi−1)3 + (yi+1 − xi+1 − yi − xi)3.
(4.7.79)
Both fixed ends yield y0 = x0 = yk+1 = xk+1 = 0 and we choose k = 2 for an
illustration. Initial conditions are [y1, x1, u1, v1, y2, x2, u2, v2] = [1, 1, 0, 1.2, 1, 1, 1, 0].
Total energies of the stiff springs are given by
Ii = x
2
i + v
2
i , i = 1, 2 (4.7.80)
where Ii :R8 → R. The system admits 7 slow variables:
O(1) = {y1, u1, y2, u2},
O(−1) = {I1, I2, φ}.
The averaging theorem cannot be generally extended to the −1 time scale. However,
in this case, due to the oscillatory nature of the soft degrees of freedom, the dynamics
undergoes additional averaging. In this section, after rescaling in time, we use
our algorithm to average over the invariant tori in O() time scale. Simulation
parameters are used as follows:  = 10−3,
• from O(2) time scale to O() time scale: Midpoint rule BF HMM with z-
structure – h2 = 
2/10, η2 = 20.4
2 and over 2 delta amount of the time,
h1 = 2, and
• from O() time scale to O(10) time scale: HMM with Frobenius-Perron algo-
rithm – H = 0.05, η1 = 70.
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Figure 4.8: FPU with Frobenius-Perron operator algorithm. Circles are results
of our algorithm. Solid lines are computed by a geometrical integrator with
very small time step. This numerical simulation is experimental. There has
been efforts in trying to understand where the leading error comes from.
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Chapter 5
Conclusions
5.1 Summary
We discuss a methodology to design efficient and novel numerical algorithms
for a class of deterministic and stochastic dynamical systems with multiple time
scales. The traditional numerical methods for such problems need a very small
step size to resolve the finest scale and become, therefore, inefficient when we are
interested in the slow behavior over the much longer time intervals.
In Chapter 2, we have introduced the BF HMM scheme, a novel, accurate
and fast approach for computing the effective behavior of a class of highly oscillatory
ODEs and SDEs which does not rely on any explicitly derived slow variables. The
main idea is to exploit a nonstandard splitting of the vector field and construct
effective paths in the state space whose projection onto the slow subspace has the
correct dynamics. A suitable set of slow and fast variables provides a new coordinate
system for the state space of system
Chapter 3 involves averaging over suitable tori at different time scales due
to different types of near resonances in the system. This is motivated by the near
resonance structure in the Fermi-Pasta-Ulam (FPU) system. The tori in question
are defined by the slow variables of the oscillatory dynamical systems. We classify
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two kinds of near resonances – weak near resonances for the case δ = Cq, q < 1
and strong near resonances for δ = Cp, p > 1 with non-negative constant C. This
separation is related to the speed of the flow to cover an invariant torus:
• weak near resonance the trajectories cover an invariant torus in a time
interval [0, T ] independent of  and we need to average over a torus.
• strong near resonance the system is effectively in resonance for the time
interval [0, T ]. We only need to average the flow over a suitable sub-torus
which is embedded on the invariant torus.
We have proposed new algorithms for efficiently computing averages over the invari-
ant tori using Frobenius-Perron operator.
In Chapter 4, we developed an iterated averaging theory for oscillatory dy-
namical systems involving three widely separated time scales and the relevant multi-
scale method for computing the effective behavior. In such multiple time scale prob-
lems, we identified a new type of slow variables which do not have formally bounded
derivatives. The effective behavior for such variables are studied intensively in two
ways: one is a formal approach via the tools of averaging theory, and the other
involves homogenization techniques based on singular perturbation expansions and
consequent matching of variables. We showed that the results of the developed aver-
aging theory can be efficiently approximated computationally via convolutions of the
dynamical system’s solutions with a smooth compactly supported kernel. With the
developed averaging strategies, we proposed an HMM which is built hierarchically
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from our previously developed HMMs for two-scale problems. Several numerical
examples were presented that demonstrate the efficacy of the proposed algorithms.
We conclude by emphasizing that there is a very similar philosophy between
averaging over a torus in Chapter 3 and iterated averaging in Chapter 4. In Chapter
3 and 4, new directions orthogonal to the flow are corresponding to the fast variables
and intermediate variables, respectively. The former constructs orthogonal vector
fields on the torus as in 3.3.2, and the latter finds the maximally slow chart in order
to devise efficient algorithms. See Figure 5.1.
Figure 5.1: Comparison with numerical averaging over the torus (left) Aver-
aging over the torus in Chapter 3 (right) Iterated averaging method presented
in Chapter 4.
5.2 Future works
Built on previous approaches with my collaborators to multiscale problems,
there are many exciting possibilities for future research which I plan to explore in
the next few years.
Applications and problems related to the BF HMM
The BF HMM has great potential for generalizations to high order accu-
rate multiscale integrators for a wider class of problems: (1) stochastic differential
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equations – each γ∗k shall be considered as an ensemble average of independent evalu-
ations of x with respect to different initial conditions, and then the possible variance
reduction in computation will be studied, (2) molecular dynamics – it is generally
believed that ergodicity holds for some systems in molecular dynamics, such as liq-
uid argon simulated via Lennard–Jones potential. In view of statistical physics, one
needs to solve an equation for many initial conditions to take an ensemble average
[21]. By using the BF HMM approaches, I will study the construction of methods
which accelerate the computation of averages and get effective estimates of the error
in numerically computed averages, and (3) nonlinear relaxation oscillator – this is
caused by the stiff dissipation in the system. In this case, the Assumptions in BF
HMM should be relaxed to allow eigenvalues with large negative real parts. We
shall employ the structure described in Figure 2.2, but in the construction of γ∗k the
backward in time integration is removed.
Upscaling microscale models
A new multiscale algorithm which couples pore-scale network models and
effective continuum conservation laws has been introduced in [25]. The missing
quantities and data in the macroscopic model are obtained by solving an accurate
pore-scale network model locally over small domains. The main idea is very similar
to what I have done with dynamical systems. I am interested in applying this cou-
pling idea to many different problems in material sciences and engineering, including
the mechanical properties of composite materials, heat conduction in heterogeneous
media, and flow in porous media.
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Long time simulation with averaging over the invariant tori
Currently, our algorithm computes averages over a hypercube identified with
the invariant tori and considers dynamical systems with two-time scales. It would
be of practical interest to extend it to the embedded tori in the Euclidean space and
to the three or more time scale systems.
The HMM procedure which utilizes the iterated averaging estimate indicates
that in fact, in order to generate a consistent approximation of a slow variable in
O(−1) time scale, one only needs to evaluate its derivative on a short time segment
of order O(1). If the dynamics on the O(1) time scale are again ergodic on tori, an
additional averaging can be performed. A typical application is the FPU problem
which shows the multiscale behavior in time scales of O(), O(1) and O(−1) [55].
We are expecting a hierarchical algorithm consisting of nested integrators equipped
with the method to average over the tori. Since the key here is to average over the
embedded tori, I plan to improve our algorithm to achieve this.
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