Cyclic boundaries are used in many branches of physics and mathematics, typically to assist the approximation of a large space. We show that when determining the performance of planar, fault-tolerant, topological quantum error correction, using cyclic boundaries leads to a significant underestimate of the logical error rate. We present cyclic and non-cyclic surface code simulations exhibiting this discrepancy, and analytic formulae precisely reproducing the observed behavior in the limit of low physical error. These asymptotic formulae are then used to prove that the underestimate is exponentially large in the code distance d at any fixed physical error rate p below the threshold error rate p th .
Topological quantum error correction (TQEC) is the lowest overhead technique for achieving reliable largescale quantum computation given a 2-D lattice of qubits with nearest neighbor interactions [1] . As such, accurate simulations of the performance of such codes under physically realistic assumptions are of great practical relevance. Much of the existing literature on TQEC uses cyclic boundaries [2] [3] [4] [5] . While this is sufficient to obtain the threshold error rate p th of a given TQEC scheme, we show that this is not sufficient to obtain an accurate logical error rate at a given code distance d and physical error rate p < p th . Indeed, we show that cyclic boundaries lead to an exponentially growing underestimate of the logical error rate with d.
Without loss of generality, we shall focus on the surface code [6] [7] [8] [9] [10] making use of minimum weight perfect matching for decoding [11] [12] [13] [14] . Our results are relevant to any periodic, fault-tolerant implementation of any planar TQEC code. An up-to-date and detailed review of the surface code can be found in [15] .
While the field of TQEC is complex, our presentation shall assume only basic quantum mechanics and otherwise be self-contained. We shall start with an introduction to the surface code.
The patterns of stabilizers [16] associated with distance d = 3 non-cyclic and cyclic surface codes are shown in Fig. 1 . A stabilizer of a state |Ψ is simply an operator A such that A |Ψ = |Ψ . We denote the Pauli matrices by X, Y and Z. Each white and black dot in Fig. 1 is a quantum bit (qubit), namely a two-level quantum system. The two states are denoted |0 = (1, 0)
T and |1 = (0, 1)
T . Light-colored bubbles around groups of Z operators and dark-colored bubbles around groups of X operators denote tensor products, with the extremities of each bubble touching the qubits operated on by each component of the tensor product. Note that all stabilizers commute, so a simultaneous eigenstate of all stabilizers exists.
A generic quantum circuit measuring the eigenvalue of any operator A such that A 2 = I is shown in Fig. 2a . The H (Hadamard) gate maps |0 → (|0 + |1 )/ √ 2 and |1 → (|0 − |1 )/ √ 2. The M Z gate represents projective measurement in the Z basis. The central structure is a controlled-A gate, meaning A is applied only if the control qubit (the one touched by the dot) is |1 . Time runs from left to right. Explicitly, the initial state is |0 |Ψ . After the first Hadamard we will have (|0 + |1 ) |Ψ / √ 2. After controlled-A we obtain (|0 |Ψ + |1 A |Ψ )/ √ 2. The second Hadamard gives |0 (|Ψ + A |Ψ )/2 + |1 (|Ψ − A |Ψ )/2. If projective Z basis measurement reports |0 , we will have the +1 eigenstate of A, namely (|Ψ + A |Ψ )/ √ 2. Similarly, a report of |1 indicates the -1 eigenstate. Figs. 2b-c show how to specialize this generic circuit to measure surface code stabilizers in a manner permitting simultaneous measurement of all stabilizers.
Using the circuit definitions and identity in Fig. 3 , a portion of the simultaneous stabilizer measurement procedure is shown in Fig. 4 . This procedure has been designed to make use of only controlled-X (C X ) interaction gates. Assuming control-target ordering, note that C X |00 = |00 , whereas C X |10 = |11 . This gives intuitive justification for the statement C X X c |Ψ = X c X t C X |Ψ , namely C X copies X errors from the control qubit to the target qubit, which can be verified via matrix multiplication.
A given stabilizer measurement, performed repeatedly in the absence of errors, will always return the same result, either +1 or -1. Two sequential measurements reporting different values are defined to be a detection event and indicate that at least one error has occurred nearby. We call the space-time coordinate of the beginning of the second measurement the space-time coordinate of the detection event. It is conceptually straightforward to analyze the propagation of all possible single errors and determine the total probability of any given pair of detection events due to all distinct single errors. We can visualize each such probability as a cylinder with space-time endpoints corresponding to the detection events and diameter proportional to the total probability. We call such a visualization a nest, and each cylinder a stick.
Nests for X stabilizer measurement in the surface code assuming non-cyclic and cyclic boundaries are shown in Figs. 5 and 6, respectively. These figures were generated using our tool Autotune [17] . Due to the complexity of these figures and the impossibility of truly appreciating their structure from a single 2-D image, their raw data and Blender 3-D files have been included in the Supplemental Material. The reader seeking a deep understanding of this work needs to take the time to become familiar with the structure of these figures. Additional discussion of specific surface code error propagation details can be found in [18] , however this is not required reading.
The distance d of a surface code is the length of the shortest chain of operators that commutes with all stabilizers and is not a product of stabilizers itself. In our simulations, we use a standard depolarizing error model, namely initialization prepares the wrong state with probability p, measurement reports the wrong value with probability p, single-qubit gates randomly apply one of X, Y and Z with total probability p, and two-qubit gates randomly apply one of the 15 non-trivial tensor products of I, X, Y and Z with total probability p. A logical error is a pattern of physical errors that is uncorrectable. A code with distance d has logical states (e.g. |0 L and |1 L ) that can only be interconverted by applying at least d operators. This means, however, that the application of (d + 1)/2 operators can make you closer to a different logical state than the original, meaning correction will fail as correction takes you to the closest logical state. When d is even, application of d/2 operators can leave you in an ambiguous state that can also cause correction to fail to return the quantum computer to the original state.
The probability of each type of logical error per round of error detection for various distances d and non-cyclic and cyclic boundaries as a function of the physical depolarizing error rate p is shown in Figs. 7-12. It can be seen that the logical error rates of the cyclic case are significantly lower, particularly logical X 1 and Z 2 errors. We can determine the low p asymptotic forms of the curves in Figs. 7-8 using the work of [19] . These analytic expressions (simple equations of the form Ap d/2 ) are shown as dashed lines and detailed in Table I and were derived completely independently of the simulations. The agree- Fig. 4 . Under the assumption that the surface code is initially in the +1 eigenstate of all stabilizers, a physical measurement error during measurement of the bottom left X stabilizer will lead to a -1 eigenstate being reported, generating a detection event. Under the assumption that this is the only error, the next measurement of this X stabilizer will report +1, generating a second detection event associated with the physical measurement error. This pair of detection events along with the probability of the physical measurement error contributes to the diameter of the front, bottom, left vertical stick connecting the first two layers of the nest. By tracing the propagation of all possible errors in all seven rounds of the error detection circuitry, the complete nest is generated. This is done using our tool Autotune [17] . . The definitions of the logical operators X, Z, X1, Z1 can be found in Fig. 1 . ment with the simulation data is perfect to numerical precision, implying the processes leading to failure in the non-cyclic surface code are well understood. For the purposes of this paper, it is only important to note that the asymptotic form is as it should be, namely at least d/2 errors, each of which has probability O(p), are required to cause failure.
As the non-cyclic code distance d increases, the number of minimum stick topologically nontrivial paths connecting opposing boundaries grows exponentially (consider larger versions of Fig. 5 ). Such paths can be associated with logical operators of minimum weight d, each of which crudely speaking increases the probability of logical error. More precise discussion can be found in [19] . By contrast, in a distance d surface code with cyclic boundaries, there are precisely d minimum stick topologically nontrivial cyclic paths. Diagonal sticks never zigzag and hence never create additional cyclic paths. While the most concrete way to verify that diagonal sticks never zigzag is to pore through the raw data in the Supplemental Material, the reason for this behavior can be understood intuitively. Consider any cyclic boundary, transversely invariant, periodic, fault-tolerant TQEC with the property that any single error generates two detection events. Choose any data qubit. By the assumption that any single error generates two detection events, any such data qubit will be a member of pre- Fig. 1a as a function of the depolarizing error rate p for various distances d. The analytic forms of the dashed curves can be found in Table I . Fig. 1a as a function of the depolarizing error rate p for various distances d. The analytic forms of the dashed curves can be found in Table I. cisely two stabilizers of each type (X and Z). By the assumption of fault-tolerance, the data qubit cannot simultaneously interact with syndrome qubits associated with different stabilizers. Without loss of generality, let us assume that we have a Z stabilizer to the left and right of the data qubit. By the assumption of transversal invariance, all data qubits with a Z stabilizer to the left and right must all interact with one or the other first. Without loss of generality, let us assume that the data qubit interacts with the syndrome qubit to its right first. If an X error occurs after interaction with the right syndrome qubit, this error will be detected by the left syndrome Fig. 1b as a function of the depolarizing error rate p for various distances d. The analytic forms of the dashed curves can be found in Table I . Table I .
qubit in this round of error detection, but not by the right syndrome qubit until the next round of error detection. This will result in a diagonal stick with endpoints separated by one unit of space and one unit of time. No matter when an X error occurs on this data qubit, the right end of the stick will never be lower than the left. In this example, only horizontal or upward diagonal to the right sticks will be generated. By systematically considering all gates and qubits, similar arguments can always be constructed. In short, diagonal sticks never zigzag.
Logical errors will occur 50% of the time when physical errors occur corresponding to half the sticks in a given Fig. 1b as a function of the depolarizing error rate p for various distances d. The analytic forms of the dashed curves are identical to those of Fig. 10 and can be found in Table I . FIG. 12: Probability of logical Z2 error as defined in Fig. 1b as a function of the depolarizing error rate p for various distances d. The analytic forms of the dashed curves are identical to those of Fig. 9 and can be found in Table I. minimum weight logical operator. This implies the low p asymptotic logical error rate, for even distances, will be
where is the probability of a stick within a minimum stick logical operator. Note that the symmetry of a cyclic boundary surface code implies that all such sticks will have the same probability.
From the Supplemental Material, we find that a Z 1 logical operator (left to right) is associated with sticks of probability = 4.8p, for example by considering the (4, 1, 6) to (4, 3, 6) stick (first two numbers correspond to the coordinates in Fig. 1b , entry is marked with a * in the Supplemental Material, listed there is for p = 0.04). A Z 2 logical operator (top to bottom) is associated with sticks of probability = 3.2p. Inserting these expressions into Eq. 1 and noting that by symmetry the logical X 1 and Z 2 error rates will be the same, as will the logical X 2 and Z 1 error rates, we can see in Table I that at distance d = 10 the cyclic logical Z error rate is already over a factor of 10 too low and the cyclic logical X error rate nearly 2 orders of magnitude too low. The degree of underestimation grows exponentially with d.
It might be thought that the asymptotic expressions of Table I are only valid approximations for very low p and that the approximation grows worse as the code distance d increases. This is not the case. In any given round of non-cyclic error detection, we can choose d boundary sticks to associate endpoints of logical operators with. A logical operator must be a non-self-intersecting paths of sticks connecting to anywhere on the opposing boundary. A logical operator must contain at least d sticks to connect opposing boundaries, but can contain arbitrarily many more. Given no point in the nests of the surface code, cyclic or otherwise, is associated with more than 12 sticks, the number of logical operators associated with a given round of error detection is upper bounded by 
The total probability of logical error per round of error detection is therefore upper bounded by
Restricting to even d (for convenience) gives 
The leading order d/2 behavior therefore provably dominates for 1/484, for arbitrary d. Since our argument was not particularly tight, leading order behavior actually dominates at significantly higher values. This implies that there is a constant and reasonably high value of p at which leading order error processes dominate for arbitrarily large d. This makes sense, as at some constant low density of errors, the overwhelmingly most likely type of logical error at any arbitrarily large d will be one consisting of the minimum possible number of errors.
Furthermore, given we can choose some value of p at which our asymptotics apply with high accuracy for arbitrary d, the exponential separation of the cyclic and non-cyclic logical error rates holds at any value p all the way up to the threshold error rate p th as the logical error rate curves must pivot at the threshold and stretch down to meet the asymptotic curves.
In summary, we have shown that one of the most commonly used simplifying assumptions in physics and mathematics, namely cyclic boundaries, cannot be used if one wishes to accurately study the logical error rates of planar topological codes. The level of inaccuracy introduced by this seemingly harmless assumption is exponentially large in the code distance d. This implies that cyclic boundaries should be avoided when performing accurate studies of practical topological quantum error correction. We hope that this work encourages the quantum information community to seriously question the accuracy of results derived using unphysical assumptions. Two common assumptions that we feel deserve particular scrutiny are assuming perfect multi-body quantum measurements, and assuming arbitrarily long range coherent interactions without time, overhead, or error rate penalty.
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II. SUPPLEMENTAL MATERIAL
We include below the raw data for the nests of Fig. 5 and Fig. 6 . The initial two groups of three numbers in each line are the space-time coordinates of a cylinder, with the i, j coordinates corresponding to the numbers in Fig. 1 , and the t coordinate corresponding to the number of rounds of error detection since the first, doubled. The time t therefore takes the values {0, 2, . . . , 12}. The doubling of the time coordinate is purely to improve the symmetry of the nests. The final number in each line is the diameter of each cylinder and is the total probability of detection events at the end points of each cylinder from single errors when using a standard balanced depolarizing error model of strength p = 0.04. This value of p was chosen simply to produce a clear nest. The diameter of each cylinder scales linearly with p.
A. Data for Fig. 5 (non-cyclic) 
