23
Simulations varying model complexity and within-and between-module contrast demonstrate 24 that this method correctly identifies model structure and parameters across a wide range of 25 conditions. We further analyzed a dataset of 3-D data, consisting of 61 landmarks from 181 26 macaque (Macaca fuscata) skulls, distributed among five age categories, testing 31 models, 27 including no modularity among the landmarks, and various partitions of 2, 3, 6, and 8 modules.
28
Our results clearly support a complex six-module model, with separate within-and inter-module 29 correlations. Furthermore, this model was selected for all five age categories, demonstrating that 30 this complex pattern of integration in the macaque skull appears early and is highly conserved 31 throughout postnatal ontogeny. Subsampling analyses demonstrate that this method is robust to 32 relatively low sample sizes, as is commonly encountered in rare or extinct taxa. This new 33 approach allows for the direct comparison of models with different parameterizations, providing 34 an important tool for the analysis of modularity across diverse systems. The related topics of phenotypic integration and modularity, which concern associations among 38 traits and their partitioning into semi-autonomous and highly-correlated subsets, respectively, Here, we describe a new method for the analysis of phenotypic modularity from trait correlation 104 matrices based on a maximum likelihood approach. We provide a case study applying this 105 approach to a dataset of macaque skulls spanning infant to adult age groups. We use this method 106 to compare various models that have been proposed for mammalian skull modularity (including 107 no modularity, a two-module neurocranial/facial hypothesis, and multiple six-module 108 hypotheses; Fig. 1 ), as well as novel alternative models of varying structure and complexity. where n is the sample size used to calculate the correlation coefficient (i.e., the number of 129 specimens with measured landmarks). The log-likelihood support for a hypothesized value of ρ,
130
given an observed value of r, is then: Edwards 1992 To illustrate the designation of model parameters more clearly, consider a set of landmarks 165 across a mammal cranium ( Fig. 2A) . Previous study of the mammal skull has proposed six 166 modules for this system (Cheverud 1982; Goswami 2006a) . It is possible that that the 167 magnitudes of within-module correlations are effectively the same in all of the modules (Fig. 2B ) 168 or that each of these modules has distinct strengths of correlation between landmarks within a
169
given module (Fig. 2C) . Furthermore, inter-module correlations could also be distinct for each 170 module-to-module set ( Fig. 2E and G) , or they could be effectively identical ( Fig. 2D and F Simulating datasets without any modular structure allowed for assessment of Type I error rates. the correct model would be equivalent in structure to model 1 (K=2) in Table 1 .
233
For the two and six module structures, both simple and complex models were tested. The simple We use a data set of 3-D coordinates for 61 landmarks taken on the cranium of Japanese )), and an eight-module structure combining the two six-module models (see : Table S1 ).
288
We investigated further refinements for both configurations of the six-module structure: first, 289 leaving some landmarks "unintegrated", i.e., outside of any module, based on a monotreme 290 model of integration (Goswami 2006a) , resulting in 3-module + "unintegrated" models; and,
291
second, considering a tissue-origin model (Goswami 2006a) , in which landmarks were grouped 292 based on their derivation from neural crest, mesodermal, or mixed germ-layer derived bone (see:
293 Table S1 ). The strongest effects of high correlations and higher standard deviation were observed in cases
354
of no modularity in the simulated structure (Fig. 3B ). The correct model was selected in 100% Case study 367 For all five data sets, the optimal model selected by AIC c was Model 7 (Fig. 1C) , with over 99%
368
of the posterior probability centered on this model for each data set, with the remaining model 369 posterior probabilities were effectively zero for all other models considered (Tables 2, S2-S5) .
370
Additionally, the 183x183 raw coordinate data the juvenile (M1 erupted) data set (Table S6) Reconstructed ρ values were consistently very similar to those of the full dataset (Table 4) of whether the simulated structure is highly modular or entirely lacks any modular structure.
423
With increased dispersion around the ρ values (higher standard deviations), this method is robust 424 under most conditions, but struggles with highly integrated structures, specifically those that 425 combine two biologically unlikely situations: 1) complete lack of modularity and 2) uniformly expansion to mixed models, in which a structure can include both modules and unintegrated 509 traits (e.g., models 20-31 in Table 1 ).
511
As noted above, there is an existing method to compare competing models of variational 512 modularity using subspace analysis (Marquez 2008) . As with the maximum likelihood approach (Table S7) there is also likely an upper limit to the complexity of cranial integration in the macaque system.
589
In addition, because Model 7 is highly-supported in the infant, juvenile, and subadult data sets in The issues caused by these weaknesses in the existing approaches will become increasing 612 problematic as workers diverge from well-studied models into new systems without well-
613
established a priori hypotheses of trait relationships. 
