Practice-induced improvements in skilled performance reflect "offline " consolidation processes extending beyond daily training sessions. According to visual learning theories, an early, fast learning phase driven by high-level areas is followed by a late, asymptotic learning phase driven by low-level, retinotopic areas when higher resolution is required. Thus, low-level areas would not contribute to learning and offline consolidation until late learning. Recent studies have challenged this notion, demonstrating modified responses to trained stimuli in primary visual cortex (V1) and offline activity after very limited training. However, the behavioral relevance of modified V1 activity for offline consolidation of visual skill memory in V1 after early training sessions remains unclear. Here, we used neuronavigated transcranial magnetic stimulation (TMS) directed to a trained retinotopic V1 location to test for behaviorally relevant consolidation in human low-level visual cortex. Applying TMS to the trained V1 location within 45 min of the first or second training session strongly interfered with learning, as measured by impaired performance the next day. The interference was conditional on task context and occurred only when training in the location targeted by TMS was followed by training in a second location before TMS. In this condition, high-level areas may become coupled to the second location and uncoupled from the previously trained low-level representation, thereby rendering consolidation vulnerable to interference. Our data show that, during the earliest phases of skill learning in the lowest-level visual areas, a behaviorally relevant form of consolidation exists of which the robustness is controlled by high-level, contextual factors.
Introduction
The neural mechanisms driving the remarkable improvements in performance after prolonged skill training (Karni and Sagi, 1991; Karni et al., 1995; Schoups et al., 1995; Gilbert et al., 2001; Doyon and Benali, 2005; Roelfsema et al., 2010; Sasaki et al., 2010) remain poorly understood. Interestingly, performance increments during skill learning appear larger between consecutive daily training sessions than within sessions (Karni and Sagi, 1993; Schoups et al., 1995; Gervan and Kovacs, 2010) , which indicates an offline consolidation process between training sessions. Many studies of the cellular processes contributing to plasticity emphasize the importance of the first few hours after an experience for offline consolidation (Abel and Lattal, 2001; Dudai, 2004) , although memory traces likely are subject to consolidation processes over much longer time windows (Lewis, 1979; Nader et al., 2000; Caithness et al., 2004) .
In the visual system, areas as low in the anatomical hierarchy as primary visual cortex (V1) can be involved in training-induced neural plasticity and consolidation. Training-induced response changes have been shown after prolonged training (Schoups et al., 2001 ) but also after a single training session (Schwartz et al., 2002; Yotsumoto et al., 2008) . Moreover, human neuroimaging (Yotsumoto et al., 2009 ) has revealed offline V1 activity during sleep 6 h after a single session of visual skill learning, implicating V1 in offline consolidation after a small amount of training. In contrast, influential theories of visual skill learning (Karni and Bertini, 1997; Ahissar and Hochstein, 2004) predict that the contribution of low-level visual areas to offline consolidation is maximized toward the end of learning (late, asymptotic phase) rather than at the beginning (early phase). The stimulus specificity of perceptual learning during asymptotic but not early learning has been considered a strong argument for the contribution of early visual areas to memory formation in the asymptotic learning phase (Karni and Sagi, 1991; Karni et al., 1995; Schoups et al., 1995; Ahissar and Hochstein, 1997; Gilbert et al., 2001) . Here, we investigated, to our knowledge for the first time, whether early indications of plasticity and offline activity in human V1 are functionally relevant for early visual skill learning. We had human participants train on a visual orientation discrimination task and applied repetitive transcranial magnetic stimulation (rTMS) to the trained retinotopic location in V1 ϳ45 min after the end of the first or second training session. Impaired performance on the day after rTMS would indicate a causally relevant contribution of low-level visual cortex to offline visual skill consolidation during early learning.
Materials and Methods
Experimental design. Participants were trained in a visual orientation discrimination task, in which just noticeable differences (JNDs) in orientation were measured for Gabor stimuli presented in the lower-left and upper-right visual quadrant at a fixed peripheral location (Fig. 1 A) . Training included daily training sessions on 3 consecutive days for both quadrants, presented in blocks and in a counterbalanced order. In one subgroup of participants, training in the lower-left quadrant was followed by training in the upper-right quadrant on the first day (L-R), and visual quadrant order was alternated on consecutive days (L-R, R-L, L-R: Fig. 1 B, Order 1) . For the other participants, the learning order was reversed ( Fig. 1 B, Order 2) . rTMS was administered ϳ45 min after the end of the first and second daily training session in approximately half of the participants (the other participants served as non-TMS controls). The TMS coil was positioned over right occipital cortex to interfere with processing at the stimulus location in the lower-left visual quadrant (L T quadrant) using fMRI-based neuronavigation (Sack et al., 2009) . The upper-right visual quadrant was not targeted by TMS (R nT quadrant) and served as a within-subject control quadrant.
Participants. We recruited seven participants for the TMS experiment (three females; mean Ϯ SD age, 27.4 Ϯ 2.8 years) and six participants for the control experiment (two females; mean Ϯ SD age, 28.6 Ϯ 4.6 years). All participants had (corrected to) normal visual acuity, gave written informed consent, and were medically screened for inclusion by an independent physician following published safety guidelines (Rossi et al., 2009) . All procedures were approved by the local medical ethics committee of the Maastricht University Medical Centre.
Functional and structural MRI. TMS target sites on the cortical surface of the right hemisphere were individually determined in each participant of the TMS group using functional MRI localizers. We acquired functional and anatomical images on a 3 tesla Siemens Allegra MR scanner at the Maastricht Brain Imaging Centre at Maastricht University, The Neth- Figure 1 . Experimental design. Participants performed an orientation discrimination task on Gabor patches presented either in the lower-left or upper-right visual quadrant (A). Training sessions took place on 3 consecutive days, of which the first two sessions were followed by rTMS in the TMS group (A, B). Training regimens followed one of two possible orders (Order 1: day 1 L-R, day 2 R-L, day 3 L-R; Order 2: R-L, L-R, R-L), related to the quadrant that was trained first on a particular day. After the training session, neuronavigated rTMS was applied to the cortical representation in V1 of the L stimulus (TMS group only) (C). The cortical reconstruction of the right hemisphere of one participant is shown with the superimposed functional results of the eccentricity mapping (left), stimulus localizer (middle), and selected TMS target site (right). In the right image, the approximate localization of 6°eccentricity (yellow color) according to eccentricity mapping verifies the eccentricity of the target site. The selected TMS target site was constrained to lie within striate cortex (upper bank of the calcarine fissure).
erlands. Three-dimensional (3D) anatomical T1-weighted images were acquired at an isotropic voxel resolution of 1 ϫ 1 ϫ 1 mm 3 (192 slices). For functional measurements, we acquired retinotopic maps using polar angle and eccentricity localizers (Sereno et al., 1995; Engel et al., 1997; Linden et al., 1999) (TR/TE, 2000/30 ms; 268 volumes of 28 slices; 128 ϫ 128 measurement matrix; 2 ϫ 2 mm 2 in-plane pixel resolution; 2 mm slice thickness, no gap between slices). We also presented a localizer for the stimulus locations in two separate functional runs, which used the same sequence parameters with the exception of the number of volumes (184 per run).
For the retinotopic localizer runs, we presented a counterclockwise rotating checkerboard wedge (polar mapping) and an expanding checkerboard ring (eccentricity mapping). The luminance of the checkerboard of the stimuli changed every 125 ms (8 Hz), and each cycle of rotation or expansion lasted 64 s (Sereno et al., 1995; Engel et al., 1997; Linden et al., 1999) . Each participant saw eight cycle repetitions.
The localizer for perceptual learning location on the visual cortex comprised a checkerboard circle and ring that were presented at the same visual field position as the Gabor patches in the perceptual learning task. The width of the inner dimension of the ring was 3°(matching the diameter of the circle), and the width of the ring was 1°. The checkerboards of the circle and ring changed color (red-green, green-red, yellow-blue, and blue-yellow) every 125 ms (8 Hz) to minimize the occurrence of after-images. The circle and ring were presented in separate blocks in either the lower-left or the upper-right visual field in random order. Brain activity associated with the circle and ring that were presented at the same visual field position was contrasted to optimize the statistical localization of the intended visual field representation in visual cortex (see below).
Preprocessing and analysis of fMRI data. Preprocessing and analysis of the functional and anatomical data were performed using the BrainVoyager QX software version 2.0 (Goebel et al., 2006 ) (Brain Innovation). The anatomical images were rotated to the anterior-posterior commissure plane (AC-PC plane). Next, the cortical surface of the right hemisphere was segmented and tessellated into a 3D surface representation (Kriegeskorte and Goebel, 2001; Goebel et al., 2006) . Also, the outer surface of the head was tessellated into a 3D representation. The 3D representations were used for navigation of the TMS coil over the scalp and cortical surface of each individual participant.
The first two volumes of the functional data were discarded, and the remaining time series were preprocessed using slice scan time correction, head-movement correction, and linear trend removal of the time series and were then rotated to the AC-PC plane and resampled to an isotropic voxel resolution of 3 ϫ 3 ϫ 3 mm 3 . The retinotopy runs (polar and eccentricity mapping) were analyzed using lagged correlation analysis (Linden et al., 1999) , with a model of the hemodynamic response to the starting wedge or ring position shifted across 32 lags. Each voxel was color coded according to the model lag of the wedge or ring with the highest correlation.
The localizer for the stimulus position was analyzed using a general linear model (Friston et al., 1995) with four predictors (circle and ring presented in left-lower or right-upper visual field). We defined the functional target location on the upper bank of the calcarine fissure of the right hemisphere by the overlap (logical conjunction) of the statistical contrast between the activity elicited by the right versus left visual field stimulus and the contrast between circle and ring in the left-lower visual field quadrant. We compared the selected target location to the eccentricity mapping results to verify that the target location referred to the presented stimuli at 6°eccentricity (Fig. 1C ). The target location was then marked by a marker on the cortical surface to guide the neuronavigation (see below).
TMS neuronavigation. For positioning of the TMS coil over the head, we used the BrainVoyager TMS Neuronavigation System (Brain Innovation) (Sack et al., 2009 ). This system uses ultrasound markers in 3D space to monitor the position of the coil relative to the participant's head. Ultrasound transmitters that continuously transmit pulses to a receiving sensor device are attached to the participant's head and to the TMS coil. Local spatial coordinate systems are created by linking the relative raw spatial position of the ultrasound senders to a set of fixed additional landmarks on the participant's head: the nasion and the two incisurae intertragicae. The specification of these fixed landmarks is achieved via a digitizing pen that also hosts two transmitting ultrasound markers to measure its relative position in 3D space. The neuronavigation system thus provides topographic information of the head-based transmitters relative to a participant-based coordinate frame. The same landmarks digitized on the participant's head are specified on the head reconstruction of the anatomical MR data to achieve TMS-MRI coregistration. After coregistration, events occurring around the head of the participant in real space are registered online and are visualized in real time at correct positions relative to the anatomical reconstruction of the participant's brain. The same system also permits the estimation of the distance between the center of the surface of the coil and the reconstruction of the cortical surface (coil-target distance) and the offset between the target location and the point of entry of the putative magnetic pulse "beam" on the cortical surface (beam-target distance). Through manual adjustment, we aimed to minimize these values during coil positioning and monitored these values for variations during the TMS pulse delivery. Thus, the use of fMRI-localizer-guided neuronavigation maximized the probability that the primary effect of the TMS pulses was in the target location in V1.
TMS. Primed 1 Hz rTMS [known to suppress cortical excitability for at least 1 h (Iyer et al., 2003) ] was applied to the right visual cortex ϳ45 min after cessation of training on the first and second day, based on the individual fMRI localizer results using neuronavigation techniques (Sack et al., 2009 ). The biphasic TMS pulses were delivered using a figure-ofeight coil (MCB70) and a MagPro X100 stimulator (Medtronic Functional Diagnostics; maximum stimulator output, 1.9 T). The TMS protocol consisted of a priming phase and a low-frequency rTMS phase. In the priming phase, 20 trains of 30 pulses were presented at a frequency of 6 Hz (i.e., each pulse train lasted 5 s). Consecutive trains were separated by 25 s. In total, 600 pulses were delivered at an intensity of 45% maximum stimulator output. The following rTMS phase comprised 400 pulses presented at a frequency of 1 Hz, delivered at 50% maximum stimulator output.
Perceptual learning task. Participants performed a visual orientation discrimination task in which they indicated whether a shown stimulus was tilted clockwise or counterclockwise with respect to a (never-shown) reference orientation of 135° (Orban et al., 1984) . Stimuli consisted of Gabor patches (0.75 cycles/°spatial frequency, 50% Michelson contrast) that were presented in either the lower-left or upper-right visual field (3°d iameter at 6°eccentricity) on a personal computer monitor (19 inch screen size, 60 Hz refresh rate, 1280 ϫ 1024 pixel resolution) while participants were seated in a dimly lit room. Participants rested their head in a chinrest to stabilize head position relative to the stimulus monitor. A trial started with a blank screen, followed by presentation of a fixation dot at the middle of the screen. In the first 500 ms of presentation of the fixation dot, participants were expected to orient their eyes toward the fixation dot. This was followed by a 750 ms period in which accurate fixation would initiate another 250 ms period in which fixation was to be maintained, followed by a 500 ms presentation of the Gabor stimulus. Participants responded with their right index or middle finger, respectively, representing a counterclockwise or clockwise deviation from the reference orientation. The response window was 1000 ms. Participants received feedback on their response by brief coloring of the fixation dot (green for correct, red for incorrect). JNDs were determined using a Wetherill and Levitt staircase procedure (Wetherill and Levitt, 1965) tracking 84% correct, and JNDs were computed as the geometric average of the last 10 reversal points. Stimulus presentation and response recording were performed using Cortex (version 5.9.6; Cortex Software, National Institutes of Health freeware). Furthermore, we used eyetracking software (Viewpoint EyeTracker version 2.8.3; Arrington Research) with an infrared eye camera (60 Hz sampling rate) to track fixation behavior of the participants. Trials with eye position deviations beyond 1.5°relative to the fixation dot were aborted and replaced by a new randomly generated trial. Trials in which no response was given were randomly replaced as well.
The protocol consisted of three training sessions scheduled on consecutive days. During each session, five staircases of the orientation discrim-ination task were performed for each of the two quadrants, tracking 84% correct performance. The quadrant order was counterbalanced across days/participants, that is, on the first day of learning, half of the participants started with the left-lower quadrant (i.e., completing the order LR-RL-LR across the 3 d) and the other half with the right-upper quadrant (completing the order RL-LR-RL across the 3 d). Staircases were terminated after 14 reversal points or when a total of 120 trials was reached (on average, ϳ100 trials were performed per staircase). During the initial session, starting levels were fixed to Ϯ15°deviations. On days 2 and 3, the starting levels were separately determined for both quadrants based on the average performance achieved on the previous day. In total, ϳ30 min of training were spent on each quadrant per day. Figure 2 shows learning curves and learning indices of representative participants for the two testing orders in both the TMS (A, B) and control (C, D) groups. In each figure panel, testing day and quadrant testing order are shown on top. Line graphs show learning as a function of session for the two quadrants used (L T quadrant, solid line; R nT quadrant, dashed line), with JNDs normalized within quadrants to the average performance in the first session. In the bar graphs, gray bars (R nT quadrant) and black bars (L T quadrant) show learning indices quantifying relative improvement between consecutive sessions i Ϫ 1 and i by computing the following:
Results

Effect of offline rTMS on learning indices
A positive index thus indicates learning compared with the preceding session. The indices were computed to quantify learning from the first to second session (left of vertical stippled line) and learning from the second to third session (right from vertical stippled line). All five JNDs contributing to data points per session were used to compute the index, because there was no within-session learning. The absence of within-session learning was confirmed by testing whether, across participants (n ϭ 13), the regression coefficients of the lines fitted to the five JNDs in each session were significantly negative (indicating a reduction of threshold size), which was not the case (t (38) ϭ Ϫ1.7, p ϭ 0.094). Positive colored bars (learning index R nT Ϫ learning index L T ) show impairment of between-session learning in the L T quadrant.
In Figure 2 A, between-session learning after the first session was less strong in the L T quadrant (receiving TMS) compared with the R nT control quadrant, as witnessed by the higher JNDs in L T (filled symbol) compared with the R nT control quadrant (open symbol) in the second session. As a result, learning indices from session 1 to session 2 were higher in the R nT (gray bar) than in the L T (black bar) quadrant. However, after the second session, there was strong between-session learning in the L T quadrant because, during the third session, JNDs in the L T quadrant caught up with the level of JNDs in the R nT quadrant (despite the L T quadrant receiving TMS). Consequently, the learning index from session 2 to session 3 was lower in the R nT (gray bar) than in the L T (black bar) quadrant. In Figure 2 B, between-session learning after the first session was approximately equally strong in the L T and R nT quadrants, as witnessed by the similar JNDs in the two quadrants during the second session. This resulted in very similar learning (A, B) . Moreover, the time point of interference depends on the learning order: for the order 1 training scheme (L-R, R-L, L-R), the TMS-induced interference is clearly visible in session 2 (A); for the order 2 training scheme (R-L, L-R, R-L), interference only occurs in session 3 (B). The bar graphs in each of the panels show learning indices that quantify the relative improvement between consecutive sessions separately for both quadrants (R nT , gray bars; L T , black bars). Colored bars represent the differences in learning between the R nT and L T quadrant (after L-R training, red bars; after R-L training, blue bars). Conjointly, these findings indicate that the TMS intervention leads to spatially specific learning impairments that exclusively emerge when the targeted quadrant is trained first (i.e., after L-R sessions). Conversely, no differences were found between the left and right quadrant in either training order in the control participants (C, D). We propose that ending a training session with the R nT quadrant leads to an uncoupling of retinotopic regions representing the trained L T quadrant from high-level areas that help guide the plastic changes in these retinotopic regions leading to memory formation. This uncoupling may leave low-level areas representing the L T quadrant vulnerable to offline TMS interference (see Fig. 4 ). Average SEMs of normalized JNDs were 4.27, 6.26, 3.25, and 4.20, respectively, for plots A-D (not shown for clarity).
indices from session 1 to session 2 in the R nT (gray bar) and L T (black bar) quadrant. However, after the second session, there was no between-session learning in the L T quadrant, as revealed by stagnating JNDs in the L T quadrant during the third session (filled symbol), which were strongly elevated compared with JNDs of the third session in the R nT quadrant (open symbol). As a result, the learning index from session 2 to session 3 was lower in the L T quadrant (black bar) than in the R nT quadrant (gray bar). Hence, the TMS-induced slowing of acquisition in the L T quadrant was present only when TMS was administered after a session with an L-R training order (red bars). When TMS was applied after a session with an R-L training order (blue bars), there was no evidence of slowed acquisition.
Control experiments without TMS in different participants who performed the same training as participants subjected to TMS showed equal acquisition in the two quadrants, regardless of the training order. Figure 2 , C and D, shows that JNDs decreased at a comparable rate as a function of session in both quadrants tested, resulting in similar learning indices in each quadrant (gray and black bars). The order of training did not appear to influence the learning rate in the two quadrants.
To test the effect of training order in the two groups statistically, the R nT Ϫ L T difference scores between learning indices were pooled over all participants in the TMS group (n ϭ 7) within L-R order (Fig. 2, red bars) and within R-L order (Fig. 2 , blue bars), and the same was done within the control group (n ϭ 6) (Fig. 3) . The difference scores quantify the learning impairment induced by TMS, with positive values indicating impairment. We then applied a mixed-effects repeated-measures ANOVA to the learning impairment indices (Fig. 3) . As a between-subject factor, we used group (TMS, control), and as a within-subject factor, we used order (order 1, order 2). The analysis yielded a significant interaction effect of group ϫ order (F (1,11) ϭ 27.7, p Ͻ 0.001). This interaction was attributable to a significant reduction of learning in the L T quadrant for rTMS after L-R sessions (red bar; t (6) ϭ 5.0, p ϭ 0.002, one-sample t test), which was absent in the L T quadrant after R-L sessions (blue bar; t (6) ϭ Ϫ1.0, p ϭ 0.35) and also absent in the L nT quadrant of the control group for both training orders (after L-R, t (5) ϭ Ϫ1.9, p ϭ 0.11; after R-L, t (5) ϭ 0.8, p ϭ 0.49).
The differential effect of rTMS after R-L and L-R training orders in the TMS group was not attributable to a difference between training orders in the time elapsed from end of training to onset of rTMS in the L T quadrant. The presence of some variation in the precise timing of TMS among sessions and subjects allowed us to compute a correlation between these time intervals and the difference in learning impairments between training orders. This correlation was not significant (r ϭ Ϫ0.04, p Ͼ 0.93), indicating that the different findings for the two training orders truly represent an order effect.
Verification of results using JNDs and learning indices
In the following two analyses, we verified that the previous findings were not an artifact of the compression of the data into the learning impairment index used in Figure 3 . Therefore, in one analysis, we entered the log-transformed JNDs of each session of the TMS and control participants into a mixed-model repeatedmeasures ANOVA with group (TMS, control) and order (order 1, order 2) as between-subject factors and session (1, 2, or 3) and quadrant (L T , R nT ) as within-subject factors. Results showed a significant main effect of session (F (2,18) ϭ 237.0, p Ͻ 0.001) and significant interaction effects of session ϫ order (F (2,18) ϭ 4.4, p ϭ 0.029), session ϫ Group (F (2,18) ϭ 6.7, p ϭ 0.007), session ϫ group ϫ order (F (2,18) ϭ 5.5, p ϭ 0.014) and session ϫ group ϫ order ϫ quadrant (F (2,18) ϭ 4.4, p ϭ 0.028). The main effect of session indicated that participants improved on their performance across the three sessions. The interaction effects indicated that participants of the TMS group, but not the control group, showed differential improvements between the two quadrants, which occurred at different moments in the learning curve depending on training order.
In another analysis, we performed a repeated-measures ANOVA of the learning indices, using as between-subject factors group and order and as within-subject factors learning period (after session 1, after session 2) and quadrant. The data that were entered in this analysis correspond to the gray and black bars in the bar graphs in Figure 2 , i.e., before computing the learning impairment index R nT Ϫ L T . Results revealed significant interaction effects of learning period ϫ group (F (1,9) ϭ 21.0, p ϭ 0.001), learning period ϫ group ϫ order (F (1,9) ϭ 31.8, p Ͻ 0.001) and learning period ϫ group ϫ order ϫ quadrant (F (1,9) ϭ 24.9, p ϭ 0.001). Thus, these interaction effects corroborate the repeatedmeasures ANOVA of the JNDs and thereby the effects reported in Figure 3 .
Verification of between-session consolidation (offline learning)
In our main analyses, we quantified offline learning indices as the normalized difference between the average JNDs of consecutive learning sessions, thereby assuming that there was no improvement during training. This assumption is defensible because statistical analysis showed that the trend for within-session improvement was not significant. Conversely, a small trend seemed present, and therefore we reanalyzed the data estimating between-session improvement as the difference between the average of the last two JNDs of training session i Ϫ 1 and the average of the first two JNDs of session i:
Here, higher positive values indicated more between-session improvement. We arranged these values according to training order and entered them into a repeated-measures ANOVA with factors quadrant (left, right), learning period (after session 1, after session 2), and group (TMS, control). Only the interac- Figure 3 . Group-level TMS-induced learning impairment specific for L-R learning order. The bar graph shows a quantification of the TMS-induced learning impairment (defined as the difference between learning indices for the L T and R nT quadrant) when pooling the data across participants (TMS, n ϭ 7; control, n ϭ 6) according to the followed learning order (i.e., corresponding to a pooling of the red vs blue color-coded bars in Fig. 2 ). In the TMS group, learning is clearly impaired after L-R training (red bar), whereas TMS has no effect after R-L training (blue bar). In the control group, learning is very similar in both quadrants regardless of the followed training order. For interpretation, see Figure 4 and Discussion.
tion term quadrant ϫ learning period ϫ group was significant (F (1,11) ϭ 10.1, p ϭ 0.009), which replicates the core finding shown in Figure 3 .
Discussion
Our study presents three new findings. First, we present the first causal evidence for a behaviorally relevant contribution of lowlevel visual areas to offline consolidation in a visual skill learning task. Second, this contribution occurred surprisingly early in the time course of learning. Third, the contribution of early visual cortex depended on modulations in the offline brain state induced by the different training orders. In light of two influential theories of perceptual learning, the early contribution of low-level sensory areas in skill consolidation may be qualified as unexpected. According to the "lowest-level " theory (Karni and Bertini, 1997) , consolidation processes induced by training on a specific stimulus parameter take place in the most low-level cortical areas that most efficiently encode that parameter. Here, we used an orientation discrimination task, and therefore consolidation is expected in low-level visual areas in which neurons show strong orientation tuning. Furthermore, lowest-level theory postulates that the greatest changes will occur late in learning when task demands exceed sensory limits. In a previous neurophysiological study in monkeys (Schoups et al., 2001) , changes in orientation tuning were recorded in V1 neurons stimulated passively (stimuli ignored by the monkeys). These tuning changes were observed after lengthy orientation discrimination training and likely represent a memory trace that resulted from offline consolidation after training sessions in the asymptotic learning phase. We suggest that the finding of interference caused by rTMS during the offline period after training sessions early in learning is unlikely to reflect interference with the plastic processes that lead to modification of neuronal tuning properties in V1 or other low-level visual areas. This is because, in our experiment, no lengthy training has taken place that would have tested the limits of sensory encoding at the lowest levels in the visual system. Moreover, even if there had been a change in the automatic filtering properties of V1 neurons (as measured with ignored stimuli), this would not explain the conditional nature of the rTMS-induced interference.
According to reverse hierarchy theory (Ahissar and Hochstein, 2004) , performance enhancements depend on higher-level areas establishing better access to increasingly more specific information at progressively lower levels in the visual system. Hence, the plasticity required to embed readout routines at increasingly lower levels in the visual system (consolidation) would occur toward the end of learning rather than at the beginning. Our data, in contrast, indicate that low-level visual areas are already accessed at the very beginning of learning. Therefore, there may not only be a late recruitment of low-level visual areas reflecting a specificity-driven process designed to gain access to detailed sensory information but also an early recruitment reflecting the setting up of synaptic connectivity in low-level areas for readout routines with the purpose of later fine-tuning (Li et al., 2004) . We suggest that, because of this, large neural networks that include low-to high-level areas may play a role in offline consolidation from the beginning of learning (Lewis et al., 2009 ). Reports of changes in stimulus-driven activation observed with fMRI early in visual skill learning (Schwartz et al., 2002; Mukai et al., 2007; Yotsumoto et al., 2008) , of reverberating activity in large functional networks after a learning experience (Hoffman and McNaughton, 2002; Ji and Wilson, 2007; Tambini et al., 2010) , and of behavioral interference early in visual learning (Seitz et al., 2005) all support this possibility. Interfering input, such as delivered by TMS, may reset the synaptic weights of readout routines more easily when the network that maintains them is smaller (Buonomano and Maass, 2009 ) and does not include high-level areas that during offline consolidation may help strengthening the synaptic weights appropriate for the task (Fig. 4) . In this view, training in the L T quadrant followed by R nT training before TMS leads to a brain state in which low-level areas representing the lower-left quadrant are uncoupled from high-level areas, thereby increasing the vulnerability of plastic processes in the low-level areas to TMS interference (Fig. 4, top row) . Conversely, training in the L T quadrant after R nT training leads to a brain state in which low-level networks representing the lower-left quadrant remain coupled with high-level networks while TMS is delivered, thereby decreasing the vulnerability of processes in the low-level areas to TMS interference (Fig. 4, bottom row) . We suggest this is why TMS directed to the lower-left quadrant interfered with consolidation and learning after an L-R, but not after an R-L, training order. Remarkably, the contribution of low-level visual areas Figure 4 . Graphical depiction of the proposed mechanism underlying the interaction between TMS and learning order. A, L-R learning order. In the first block (left), coupling between higher-order areas and early visual cortex (EVC) is stronger (represented by dark shading and arrow) in the right hemisphere (as a result of active processing of visual stimuli presented in the left hemifield). This more intense coupling then switches to the left hemisphere during the second block (right visual field stimulation; middle). Finally, the induced interareal coupling persists during the offline consolidation phase and is stronger in the hemisphere that was most recently involved in active task performance (right). Consequently, TMS to the (now uncoupled) right hemisphere is effective in disrupting ongoing consolidation processes. B, The same chain of events but now for the R-L training order. Here, TMS is not effective as the targeted visual cortex is still coupled to the higher-order areas in the functional network.
to offline consolidation depended on contextual aspects in a manner unexpected for areas low in the visual hierarchy but in agreement with characteristics of early skill learning (Karni and Bertini, 1997; Ahissar and Hochstein, 2004) .
We have interpreted our data in light of a coupling between high-and low-level networks that protects a memory trace in low-level areas from TMS interference, and it is likely that attention is a factor that contributes to the instatement of this coupling. Several studies indicate that repeated exposure to stimuli that are not used in a task, or even presented outside visual awareness, can also produce memory traces (Watanabe et al., 2001 (Watanabe et al., , 2002 Gutnisky et al., 2009 ; for review, see Seitz and Watanabe, 2009) . Mere exposure to stimuli produces bottom-up activity leading to memory traces that are likely limited to low-level sensory areas (Watanabe et al., 2002) . Thus, if coupling between high-and low-level areas is the crucial factor protecting memory traces in low-level areas from TMS interference, then a large contribution of mere stimulus exposure to the consolidation process studied here is unlikely.
Recently, Cohen and Robertson (2011) reported that offline rTMS after a pair of tasks prevented retroactive interference by the second task on the first task. Specifically, when word list learning was followed by a motor task, subsequent offline TMS over dorsolateral prefrontal cortex decreased interference of the motor task onto the word task. Conversely, when motor learning was followed by word list learning, subsequent offline TMS over motor cortex decreased interference of the word list task onto the motor task. The reduced interference after TMS appears to contradict the increased interference after TMS reported in our study. However, in a control condition, Cohen and Robertson (2011) did report interference when TMS followed performance in a single task, in line with our own study. In our study, performance in a single type of task executed at one location did not interfere with performance when the same task was executed in another location (Fig. 2C,D) , but under specific conditions TMS could interfere with consolidation of the task performed in one of the locations. Therefore, any TMS effect we reported after a single task cannot be related easily to the retroactive interference between different tasks and its reduction by TMS, as reported by Cohen and Robertson (2011) . Nevertheless, both our own study and that of Cohen and Robertson (2011) show a state-dependent effect of TMS, which may differ between studies because of the nature of the network interactions that contribute to consolidation. Cohen and Robertson's (2011) data suggest an antagonistic form of interactions between two networks contributing to two tasks, which when abolished by TMS, restores consolidation and subsequent performance. In our study, we postulated a cooperative interaction between higher and lower levels of the sensory system, which when abolished or weakened by task conditions makes consolidation processes at lower levels more vulnerable to TMS interference.
Although TMS was directed to V1, the induced change in activity may have extended to other areas. Therefore, it could be argued that our results were attributable to remote TMS effects in distant network nodes that in turn would have secondarily affected early visual areas. If true, this would invalidate the interpretation of our data as revealing a behaviorally relevant contribution of low-level visual areas to skill consolidation in the earliest phases of learning. Remote activation changes via TMS have been described in several domains (Bestmann et al., 2004; Ruff et al., 2006; Sack et al., 2007 ; for review, see Reithler et al., 2011) and could have extended from V1 into V2 or V3. Nevertheless, significant behaviorally relevant remote effects of TMS to date have only been described in the top-down direction by direct stimulation of higher-order areas (Ruff et al., 2006) . So far, there is no evidence that significant and behaviorally relevant topdown effects in higher-order areas can be induced indirectly by bottom-up effects caused by TMS stimulation of V1. More importantly, remote TMS-induced effects are state dependent in the sense that local increases in activation and interareal functional coupling induced by TMS are stronger when the targeted site belongs to an active network (Morishima et al., 2009; Blankenburg et al., 2010) . Consequently, in our study, indirect remote effects in high-level areas induced by TMS to V1 should be strongest when low-and high-level areas are coupled. This was likely the case when the most recently trained retinotopic locus was targeted by TMS. Therefore, a learning impairment ascribed to remote TMS effects should be highest when the session ended with training in L T compared with when the session ended with training in R nT , yet we found the opposite.
In summary, our findings indicate that training-induced plasticity during early learning of visual discriminations can take place simultaneously in a large network incorporating the lowest levels of the visual hierarchy, including V1. Offline consolidation in early visual areas occurs early in the time course of learning and is behaviorally relevant, and its robustness is modulated by task context. These findings reveal a new and unexpected role of early visual cortex in visual skill learning.
