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PREFACE 
 
 
This report presents the papers written by the 13 participants in the ten weeks of the 2019 
Summer Undergraduate Research Fellowships in Oceanography (SURFO) program at the 
Graduate School of Oceanography (GSO), University of Rhode Island (URI). The papers are 
introduced in alphabetical order of the participants. Nine papers follow manuscript-style 
presentation, whereas four are written to satisfy the proposal requirements for application to the 
National Science Foundation Graduate Research Fellowship Program. This 2019 summer 
represented the 35th consecutive year in which the program has been coordinated and extended 
through the several disciplines in oceanography and ocean engineering at URI's Narragansett 
Bay Campus. The activities continue excellence beyond the official duration of the program with 
six planned presentations at national conferences: one presentation for the AGU 2019 Fall 
Meeting in San Francisco (CA), one for the Joint Mathematics Meetings (JMM 2020) in Denver 
(CO), and four projects as posters for the 2020 Ocean Sciences Meeting in San Diego (CA). 
 
The 2019 SURFO participants are grateful to the National Science Foundation REU program for 
their support through grant OCE-1757572. The SURFO program sincerely thanks advisors and 
mentors who contributed to the program's success including those who gave SURFO seminar 
presentations and/or participated in various educational activities. In addition, our thanks go to 
Caryl Jardon for her timely assistance covering administrative and financial tasks. Finally, we 
acknowledge Asta Habtemichael who served as the program student liaison. 
 
 
Lucie Maranda                October 2019 
David C. Smith 
SURFO Site Directors 
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Wintertime Surface Heat and Momentum Fluxes in the Gulf Stream from 
Saildrone Observations 
Marc B. Diard1,2, Stuart P. Bishop2, and Kathleen A. Donohue1 
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Running head: Winter Gulf Stream Heat Flux from Saildrone 
Key Points: 
●  Majority of annual air-sea heat flux from Gulf Stream occurs in winter storms 
●  ERA5 reanalysis model compares well to Saildrone-observed data 
Key Index Words: Saildrone, ERA5, Heat Flux, Gulf Stream, Air-sea Interactions, Western 
Boundary Currents 
Abstract 
Every winter, the ocean loses a tremendous amount of heat from the passage of weather systems 
that transport cold and dry continental air from the US across the warm and moist Gulf Stream. 
To measure this air-sea interaction, a new autonomous observing platform - the Saildrone - was 
deployed in the Gulf Stream from late January through early March 2019. The Saildrone offers a 
unique opportunity to observe the heat and momentum fluxes at the ocean’s surface during 
winter when it is challenging to observe. Accomplishing five crossings of the Gulf Stream, the 
Saildrone measured surface ocean and atmospheric parameters such as surface air and sea 
temperature, barometric pressure, wind, and relative humidity. In addition to these variables, the 
Saildrone was equipped with an acoustic Doppler current profiler enabling surface current 
measurements. Heat and momentum fluxes were computed using these state variables in the 
Coupled Ocean-Atmosphere Response Experiment (COARE) version 3 algorithm. These fluxes 
were used to study how the ocean loses heat during the passage of major wintertime weather 
systems. The goals of this study were to first compare the surface fluxes with climatology and 
predicted fluxes from the reanalysis data set ERA5. The comparison is favorable, with 
correlation coefficients between the datasets ranging from 0.90 to 0.99. Large heat fluxes (~1200 
W/m2) occur during the passage of the winter weather systems. 
1. Introduction 
1.1 Ocean Heat Flux 
The ocean plays an important role in the global energy balance. Heat is absorbed by the 
ocean in the lower latitudes, very close to the equator. From there it is transported poleward as 
part of the sub-tropical gyre circulation, in the ocean’s western boundary currents. As these 
currents move poleward in their respective ocean basins, they eventually release the heat to the 
atmosphere. This interaction has been known for some time. Most of this heat flux occurs during 
storms in the wintertime months (Shaman et. al, 2010), yet measuring these fluxes with 
traditional ship-based or moored techniques is difficult during winter owing to the intense storm 
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systems. An innovative autonomous platform termed Saildrone managed by Saildrone Inc. seeks 
to successfully measure surface and ocean properties in order to quantify air-sea fluxes.  
Moreover, Saildrone Inc. seeks a robust platform capable of working in harsh conditions that are 
inaccessible with current technologies.    
The goal of this study is to examine a three-month winter Saildrone mission within the Gulf 
Stream.  Motivation derives from the comparably low number of surface measurements on this 
area of the ocean during winter.  A natural question is: ‘How well do atmosphere-ocean 
reanalysis products simulate air-sea properties near the Gulf Stream during winter?”  Here, a 
comparison is conducted between a wintertime Saildrone mission and a new reanalysis product, 
the ERA5 (C3S, 2019).    
2. Materials and Methods 
2.1 Saildrone Measurements 
The Saildrone collected data during the month of February 2019. Figure 1 shows its track. It 
set sail from Rhode Island on January 30th and headed south to the Gulf Stream. There it made 
five Gulf Stream crossings, before turning south to make a scheduled rendezvous with the R/V 
Endeavor in the Sargasso Sea.  Unfortunately, an intense extratropical storm system rapidly 
strengthened as the Saildrone headed to meet the R/V Endeavor.  The 10-m waves generated by 
the storm damaged the Saildrone sail and partially disabled the instrumentation.  The Saildrone 
collected data from Jan. 30 to March 2, 2019.  
 
On this mission, the Saildrone had a suite of measuring tools and devices, consisting of the 
basic loadout (Zhang et. al, 2019), as seen in Figure 2. Here we focus on the following variables: 
 
Figure 1: Saildrone track (red) superimposed on sea surface temperature. 
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air temperature, sea surface temperature (SST), wind speed and direction, surface currents, sea 
level pressure, and relative humidity. Data were recorded every minute. Here we use hourly-
averaged data. Based on the Saildrone’s speed, that is a resolution of about 4.5 km. 
 
2.2 Air-Sea Flux Calculations 
The air-sea fluxes calculated from Saildrone data use the COARE v3 algorithm (Fairall et. al, 
2003). Our focus is heat and momentum fluxes. The COARE algorithm uses surface currents to 
correct wind speed in order to calculate the turbulent fluxes.  
3. Reanalysis Product 
The reanalysis product is the ERA5 Reanalysis Product (C3S, 2019). This dataset is 
compared with Saildrone data for the month of February 2019 in order to determine the validity 
of the ERA5 product during wintertime in the Gulf Stream. The ERA5 variables that were used 
are SST, air temperature at 10 m, sea level pressure, zonal and meridional wind, latent and 
sensible heat flux, as well as zonal and meridional wind stress. The ERA5 product has a grid 
resolution of 0.25, and a temporal resolution of one hour. To compare with the Saildrone data, 
ERA5 was linearly interpolated along the hourly-averaged Saildrone track. 
4. Results and Discussion 
4.1 Saildrone-ERA5 Comparisons 
The comparisons of the Saildrone data with the ERA5 product show that the series are highly 
correlated (Figure 3).  Correlation coefficients for all of the comparisons are greater than 0.9. 
Notable results are the high correlation coefficient for sea level pressure, as well as a 
comparatively low correlation coefficient of 0.9 for SST. However, when looking at a 
comparison of root-mean-square (rms) differences, the SST, latent heat flux, and sensible heat 
 
Figure 2: Saildrone measurement suite. For this February 2019 mission, the Saildrone had an ADCP. Picture 
from https://www.saildrone.com/technology. 
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flux all have fairly high rms difference/standard deviation ratios. For SST, this is most likely 
caused by the relatively low resolution of ERA5 – 0.25 – compared to the ~4.5 km Saildrone 
resolution. Note the Saildrone and ERA-5 SST time series near the edges of the Gulf Stream. 
The Gulf Stream crossings are identified by the rapid changes in SST. Additionally, the variance 
of the ERA SST is reduced compared to Saildrone by 40%. Again, this reflects the relatively 
coarse resolution of ERA5.  
 
 
 
Figure 3: Comparisons between Saildrone (orange) and ERA5 reanalysis product (blue). Correlation 
coefficients denoted by R. RMSdiff represents the root-mean-square difference between the two timeseries. 
Greek sigma represents standard deviation. Left-hand panels are variables directly measured by Saildrone, 
from top to bottom: sea surface temperature, air temperature, zonal and meridional wind and sea level 
pressure.  Right-hand panels are heat and momentum fluxes, from top to bottom: latent heat flux, sensible 
heat flux, zonal and meridional wind stress.    
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Air-sea fluxes compare well (right panels of Figure 3). The latent and sensible heat fluxes 
show the impact of storm systems. Both series exhibit a series of pulses of elevated air-sea fluxes 
associated with the passage of extratropical storm systems. Nevertheless, upon close 
examination, fairly large deviations are present (right panels of Figure 3). The amplitude of the 
strong events is larger in Saildrone compared to ERA5 and this is especially so for events after 
Feb 13. These differences seem focused on specific events, implying that the ERA5 product has 
difficulty capturing the magnitudes of the fluxes during the passage of winter storms.  
4.2 Storm Case Study 
A more in-depth look into one of these events (Feb. 9th – 11th) allows an examination of the 
fluxes and state variables during this high flux period. A clear low-pressure system can be seen 
moving west to east offshore of Canada (Figure 4). The winds circling this system push cold, dry 
continental air off the mainland, leading to the large air-sea temperature differences. This 
temperature difference feeds directly into the high fluxes that occur over the Gulf Stream. The 
peak heat flux during this event was 1196 W/m2. The annual average flux within the Gulf Stream 
in this region is about 200 W/m2 (Shaman et. al, 2010). Thus, the majority of the annual heat flux 
not only occurs during winter months but occurs in an event-like manner associated with a 
handful of extratropical storm systems each year. 
5. Conclusions 
The Saildrone observational platform gathered data during February 2019, crossing the Gulf 
Stream five times. These data were compared with the ERA5 reanalysis product, with very good 
agreement, showing that the ERA5 product is reliable for use in wintertime Gulf Stream region. 
The majority of net heat flux occurring in the Gulf Stream occurs in a few singular wintertime 
events; mainly storms.  This particular Saildrone mission lacked shortwave and longwave 
radiation measurements. As a result, the net air-sea flux could not be calculated.  Future missions 
would benefit from the inclusion of these sensors.   
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Figure 4: Saildrone mission path (red) and location (green) on Feb 9 (left panels) Feb 10 (center panels) and Feb 11 (right 
panels) superimposed on ERA5 sea level pressure (top panels) air-sea temperature difference (middle panels) and 
sensible heat flux (bottom panels). Black vectors denote ERA5 10 m winds.   
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”Putting eyes in the Ocean Twilight Zone: 
Documenting the world’s largest animal 
migration” 
Agnella R. Dougal 1, Jackson Sugar 1, and Melissa M. Omand 1,∗ 
1University of Rhode Island, Graduate School of Oceanography, Narragansett, RI, 
USA 
Correspondence*: 
Melissa M Omand 
momand@uri.edu 
 
 
2 ABSTRACT 
3 Many zooplankton swim hundreds of meters every day; finding refuge from predators in deep, 
4 dark regions during the day and travel up the water column to the euphotic zone at night to feed. 
5 This diel behavior constitutes Earth’s largest migration and plays an important role in ecology and 
6 carbon export in the ocean. This summer, I learned how to build a low-cost underwater camera 
7 to image zooplankton and particles nominally 1mm to 2cm in size. An individual camera unit 
8 was completed as well as a separate camera unit for observing real-time images and videos in 
9 a test chamber. The data obtained in this experiment will hopefully illuminate the physical  and 
10 ecological interactions of living and non-living entities in the mesopelagic. Putting ’many eyes in 
11 the twilight zone’ through low-cost imaging tools and automated processing will bring us closer to 
12 the life of these sparse and enigmatic creatures living there. 
13 Keywords:  DIY  Oceanography,  Camera  Chain System,  Arduino  Nano,  Raspberry Pi  Electronics,  Build  Housings, Mesopelagic, 
14 Zooplankton, Marine Snow 
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On the Characteristics of Hurricane Roll Vortices Over Land 
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Running head: Hurricane Roll Vortices Over Land 
 
Key Points: 
 
● Hurricane roll vortices strengthen significantly upon hurricane landfall 
● Roll vortices strengthening may contribute to hurricane landfall wind damage 
 
Key Index Words: 
 
Hurricane Boundary Layer, Numerical Model, Roll Vortices, Landfall 
 
Abstract 
The hurricane boundary layer (HBL) is the region of heat and momentum fluxes that enables a 
hurricane to extract energy from the ocean. Horizontal roll vortices (rolls) are a secondary 
circulatory structure observed within the HBL. Observations first established the existence and 
extent of rolls generated by the inflection point instability of the HBL flow. Theoretical and 
numerical studies described the behaviors of rolls under both stationary and moving hurricanes 
over the open ocean. Previous studies at the GSO hurricane group created a two-dimensional 
high-resolution single-grid roll-resolving model (SRM) embedded within the horizontal grid 
points of an HBL model. In this study, we continue the development of the SRM in order to 
simulate the effect of land surface roughness on rolls. We find that the effect of land surface 
roughness positively influences factors in the HBL model that contribute to the formation of 
larger roll wavelengths. Furthermore, SRM-simulated rolls formed in a storm over land contain 
an order of magnitude more kinetic energy than those formed over the water. We conclude that 
rolls strengthen significantly upon landfall. This presents a new factor for the prediction of wind 
damage upon storm landfall that is not taken into account by current impact forecasting models. 
 
1. Introduction 
Roll vortices (hereafter rolls) are observed as coherent vortices aligned in the mean wind 
direction that continually form in the hurricane boundary layer (HBL) (Wurman and Winslow 
1998; Morrison et al. 2005; Lorsolo et al. 2008; Zhang et al. 2008; Ellis and Businger 2010). 
Analytical and model-based studies conclude that rolls are generated via the inflection-point 
instability in basic-state wind profiles (Foster 2005; Gao and Ginis 2014, hereafter GG14; Gao 
and Ginis 2016; Nakanishi and Niino 2012; Wang and Jiang 2017). Such studies demonstrated 
that such rolls influence hurricane intensity and structure through varied entropy and momentum 
fluxes (Zhang et al. 2008; Gao and Ginis 2016; Gao et al. 2017). GG14 additionally proposes 
17 
 
positive correlations between roll growth rate and radial wind shear magnitude as well as roll 
wavelength and boundary layer height. Lastly, Gao and Ginis (2018) (hereafter GG18) explores 
the effects of hurricane wind asymmetry caused by a moving storm, including evidence that a 
greater boundary layer height correlates with lower roll growth rate. 
Every study performed so far on the subject of roll vortices has been concentrated on a storm 
over the open ocean, with the effect of an elevated surface roughness heretofore unknown. In this 
study, we examine linear phase rolls under a stationary and moving hurricane over land using a 
numerical model. As in GG18, linear phase rolls are rolls that are growing exponentially but are 
at least one order of magnitude smaller than mean winds, making nonlinear terms in governing 
equations negligible. The purpose of this study is to examine the differences in roll size and 
intensity between water and land surface roughnessein order to better determine the possible 
impacts of rolls on landfall wind damage. 
2. Methods 
 
Our approach mirrors that of GG14 and GG18, utilizing a linear two-dimensional single-grid 
roll-resolving model (SRM) and a diagnostic HBL model. Linear roll equations are identical to 
GG14 [their equations (7)-(10)] and are therefore not displayed here. As in GG14 and GG18, the 
HBL wind fields are assumed to be in a steady state, with secondary flow in the form of radial
and vertical winds due to surface friction. The equations for mean wind components in Cartesian 
coordinates are exhibited in GG18 [their equations (1)-(3)]. We similarly set the asymptotic 
mixing length to 40 m in accordance with the reasoning in GG18. 
 
Figure 1: Gradient wind (solid line) and inertial stability parameter (dashed line) as functions of 
radius. This is a similar distribution to that found in GG14 Figure 2. 
 
In our experiments with a moving storm, we use the same translational coordinate system as 
implemented in Kepert and Wang (2001) and GG18. The storm moves to the west at a constant 
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speed of 5 m s
-1 (Ug = -5 m s
-1
) with the mesh and hurricane moving at the same speed, such that 
the hurricane and mesh do not move relative to each other. The wind at the top of the 3-km 
boundary height is in the gradient wind balance and its radial distribution is prescribed using the 
Holland (1980) parametric model (Figure 1). The pressure gradient force is described by a 
solution to GG14 equation 4 and assumed vertically uniform. 
Four experiments are performed in this study. The four experiments represent the four 
possible configurations of a stationary versus moving storm and a storm over land versus a storm 
over water. To this end, experiment W_S is a stationary storm over water (znot = .002; Ug = 0 m 
s-1), experiment W_M is a moving storm over water (znot = .002; Ug = -5 m s
-1), experiment 
L_S is a stationary storm over land (znot = .05; Ug = 0 m s
-1), and experiment L_M is a moving 
storm over land (znot = .05; Ug = -5 m s
-1). As in GG14 and GG18, the HBL model domain is a 
1000 km square with 10-km horizontal and 30-m vertical grid spacing, and hurricane maximum 
wind value of 39 m s-1 at a radius of 40 km is prescribed at a 3-km height. 
The HBL model is run with similar methodology as GG18, reaching a steady state at 
approximately 20 hours before embedding the linear SRM. We embed the SRM for 4 hours at 
the locations of the radius of maximum wind (hereafter RMW), equaling 40 (hereafter RMW 1), 
80 (RMW 2), and 120 (RMW 3) kilometers, respectively. As in GG18, we assumed a neutrally 
stratified HBL. 
 
3. Results 
 
3.1. Confirmation of Previous Studies 
 
Figure 2: Vertical profiles of (a) radial wind and (b) azimuthal wind at RMW 1, RMW 2, and 
RMW 3 within experiment W_S. Compare with GG14 Figure 4.
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Figure 3: Top-down visualizations of 10-meter-height winds from experiments W_M and W_S 
at 20 hours into the HBL model simulation. This is a comparable distribution to that found in 
GG18 Figure 1. 
Figure 2 is a recreation of GG14 Figure 4 using data from experiment W_S. The shapes of 
the profiles and their extrema are consistent with findings from GG14, demonstrating that the 
basic HBL model is consistent with those used in previous studies. Figure 3 is a similar 
confirmation using 10-meter-height wind data from experiments W_S and W_M to illustrate the 
impact of translational movement of the storm. These data are generally consistent with 
experiments MOVE and STAT in GG18 and align with their results. 
3.2. Differences in the Characteristics of the HBL due to Land 
 
Figure 4: Vertical profiles of (a) radial wind and (b) azimuthal wind at RMW 1, RMW 2, and 
RMW 3 using the profiles from experiment L_S. 
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The mean wind profiles of experiment L_S is shown in Figure 4, while the difference 
between the mean wind profiles of experiments W_S and L_S is displayed in Figure 5. The 
effect of land surface roughness is evident in two ways. The first is the increased extrema 
exhibited by the land case-- both the negative peaks from approximately 0 m to 250 m in height 
as well as the positive peaks from between 500 m and 750 m in height represent the effects of 
greater friction on the balance of forces influencing the low-altitude mean winds. Secondly, a 
variation in wind profiles exists up to a height of nearly 2 km, as compared to the 1-km variation 
heights in Figure 1. 
 
Figure 5: Vertical profiles of (a) radial wind and (b) azimuthal wind at RMW 1, RMW 2, and 
RMW 3 using the difference between the profiles from experiments W_S and L_S. 
 
Turbulent viscosity, K, is another basic-state HBL variable that varies in a landfalling storm 
(Figure 6). Three profiles are given using data from W_S, L_S, and the difference between the 
two experiments. The positive difference between the landfalling and water cases suggests an 
increase in mixing occurs at landfall throughout the boundary layer. 
 
Figures 7 and 8 display the cross sectional profiles of the radial, azimuthal, and vertical 
components of the mean wind for experiments W_M and L_M, and the differences between 
experiments W_M and L_M are presented in Figure 9. As in Figure 5, the increase in land 
surface roughness produces an increase in radial wind extrema, with an intensification occurring 
in the lowest layer of the radial wind. The azimuthal wind also changes as expected from Figure 
5, with a decrease of wind velocity in the lowest layer followed by an increase in the layer above. 
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Figure 6: Turbulent viscosity profiles at RMW 1, RMW 2, and RMW 3 for experiments W_S, 
L_S, and their differences. 
 
Figure 7: Cross sectional wind profiles of (a) radial wind, (b) azimuthal wind, and (c), vertical 
wind generated by experiment W_M. The center of the storm is at a distance of 410 km. The 
cross section travels from the south of the center of the storm to the north of the center of the 
storm.
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Figure 8: Cross-sectional wind profiles of (a) radial wind, (b) azimuthal wind, and (c), vertical 
wind generated by experiment L_M. The center of the storm is at a distance of 410 km. The cross 
section travels from the south of the center of the storm to the north of the center of the storm. 
 
 
Figure 9: Cross-sectional wind profiles of (a) radial wind, (b) azimuthal wind, and (c), vertical 
wind generated by the difference between experiments W_M and L_M. The center of the storm 
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is at a distance of 410 km. The cross section travels from the south of the center of the storm to 
the north of the center of the storm. 
 
There additionally appears to be signs of an internal wave travelling upwards as indicated by 
the positive and negative zones between zero contours. Finally, the vertical wind cross section 
reveals that the vertical velocity within the eyewall of the storm at the RMW1 is increased due to 
the land-induced enhanced convergence in the lower part of the boundary layer. 
 
3.3. Characteristics of Rolls over Land 
Delta is a derived quantity used to represent the height of the boundary layer. It was 
introduced by Kepert (2001) and used in GG14. It is defined as δ = √(2K/I) where K is the 
turbulent viscosity and I is the inertial stability parameter, given by    
I  =  √[(𝑓 +
2?̅?𝑔
𝑟
) (𝑓 +
?̅?𝑔
𝑟
+
𝜕?̅?𝑔
𝜕𝑟
)]  
where Vg is the gradient wind and f is the Coriolis parameter. GG14 Figure 9 provides evidence 
that greater Delta correlates with greater roll wavelength, while GG18 concludes that greater 
Delta correlates with lesser roll growth rates. Figure 10 uses data from all four experiments to 
display Delta profiles. In it, moving cases exhibit a consistently higher Delta than their 
corresponding stationary cases, consistent with GG18. Similarly, cases over land are consistently 
higher than cases over water. 
Figure 10: Delta as a function of radius derived from all four experiments. Moving cases use a 
profile to the right of the storm direction of motion. 
 
Another derived quantity useful for characterizing rolls is Bulk Shear. Bulk Shear is 
defined by GG14 as ?̅?max/𝛿 where ?̅?max is the maximum cross-roll mean wind and is 
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demonstrated in GG14 Figure 10 to be generally correlated with roll growth rates. Our Figure 11 
consists of all four experiments’ Bulk Shear profiles, with stationary cases possessing a 
consistently higher Bulk Shear than their moving counterparts and water cases also rating higher 
than their respective land cases. 
Figure 11: Bulk Shear as a function of radius derived from all four experiments. Moving cases 
use a profile to the right of the storm direction of motion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12: Kinetic energy as a function of radius derived from all four experiments. Moving 
cases use a profile to the right of the storm direction of motion. 
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Just as Delta and Bulk Shear describe the extent and growth of rolls, kinetic energy is a 
measure of a roll’s total intensity. The kinetic energy of the rolls at RMW1 are shown in Figure 
12. This mirrors the pattern in Figure 10, as moving and land cases greatly exceed stationary and 
water cases in terms of both Delta and kinetic energy, with land being the most prevalent factor. 
 
Rolls can be visualized through a plot of their vertical wind velocity and streamlines, 
(Figures 13 and 14). Figure 13 is a snapshot from W_S, while Figure 14 is a snapshot from L_S. 
Both Figures 13 and 14 are at RMW1 in a stationary storm taken at 3 hours. The average 
magnitude of the vertical wind in Figure 14 is significantly higher than that of the vertical wind 
in Figure 13. The vertical and horizontal extent of the rolls are also larger as predicted by the 
measurements of Delta and kinetic energy in Figures 10 and 12. 
 
4. Discussion 
 
Of the factors that we examine in this study, the three of greatest concern are roll wavelength, 
roll growth rate, and roll intensity, represented by Delta, Bulk Shear, and kinetic energy. If we 
expected rolls to strengthen upon landfall, we would expect to see an increase in Delta and 
kinetic energy in the moving and land cases, whereas the opposite would be true if we expected 
rolls to weaken. Given the data presented in Figures 10 and 12, it appears that Delta and kinetic 
energy both increase as we simulate a storm with increased surface roughness. This in turn leads 
to a greater roll wavelength and intensity compared to the over water case, consistent with the 
differences between Figures 13 and 14. 
However, the decrease in Bulk Shear from Figure 11 between the water and land cases would 
suggest that while the ultimate intensity of rolls increases, their growth rate slows. Despite this 
apparent decrease in growth, this does not appear to significantly influence the intensity of rolls 
after a short time given the results in Figure 12. It may be that the change in roll growth rate is 
not large enough to affect the growth of the linear phase rolls as simulated in this study. 
 
5. Conclusions 
Due to the increases in factors correlating with increasing roll wavelength and intensity, we 
conclude that rolls generally strengthen upon storm landfall. Given that rolls are not currently 
considered in storm intensity and damage forecasts, these findings present a new factor for future 
studies to consider when examining wind damage in a landfalling hurricane. 
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Figure 13: The vertical wind component in experiment W_S at 3 hours, RMW1. 
 
 
 
 
Figure 14: The vertical wind component in experiment L_S at 3 hours, RMW1. 
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 DEVELOPMENT OF THE INTERNAL STRUCTURE AND MECHANISM OF THE 
MULTIPURPOSE AUTONOMOUS UNDERWATER VEHICLE (MAUVe) 
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Abstract 
In recent years, Autonomous Underwater Vehicles (AUVs) have been widely used in a variety of 
civilian, military, and oceanographic operations. All existing AUVs share the same operational 
schematics -- horizontal-flight with constrained pitch angle. Here, we present the design of a 
multipurpose AUV (MAUVe) with an emphasis on the internal structure and actuation 
mechanisms. The MAUVe will operate in horizontal-flying, vertical-descending, and hovering 
modes, controlled in part by adjusting its center of gravity relative to its center of buoyancy. The 
MAUVe is one-man portable, with a length of 1.5 meters and a weight around 20 kg. Payload 
space is also available for integrating additional sensors, e.g., imaging sonar, CTDs, and oxygen 
optodes. The MAUVe will be primarily used for coastal water profiling. 
 
(The rest of this section is intentionally left blank) 
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Abstract 
Phytoplankton are a taxonomically and morphologically diverse group that plays a critical role in 
the cycling of carbon within marine ecosystems. The carbon-biomass of oceanic phytoplankton 
is often inferred from cell size distributions because cell carbon content scales with cell size. The 
current understanding in cell volume (V) to carbon content of phytoplankton comes from cells 
grown in replete conditions where volume has been calculated from a 2D image. To understand 
how carbon (C) to volume (V) relationships for 2D and 3D image analysis change in response to 
abiotic factors, cell size, carbon and nitrogen content and chlorophyll concentration were 
measured for six species in high and low light treatments. Carbon content ranged from 15 to 
17,284 pg C cell-1 and nitrogen ranged from 2 to 6,455 pg N cell-1. Light treatment had no 
significant impact on C density (pg C cell -1 or C μm-3 (p>0.05)). However, cellular carbon and 
nitrogen content decreased over time in both high and low light treatments, indicating a potential 
effect from nutrient stress. To relate our C: Vol measurements to established 2D relationships we 
compared calculated 2D volumes to 3D volumes that were measured using confocal-microscopy. 
2D volumes that were geometrically determined were generally slightly higher than measured 
3D volumes although the slope of the relationship between C and V was similar. The 
relationships for 2D calculated volumes were, pg C cell-1 = 0.6 *volume 0.725 and pg N cell-1 = 
0.033* volume0.88 while the relationships for 3D measured volumes were, pg C cell-1 = 
1.3*volume 0.647, and pg N cell-1= 0.081 x volume 0.798. The lower volume measurement from the 
high-resolution 3D image indicates that estimations of cell carbon when using a 2D image are on 
average 20% higher. The consistence of C:V between light treatments suggests that the same 
relationship can be used to convert phytoplankton size to carbon throughout the euphotic zone. 
These results help constrain C:V relationships enabling deeper understanding of carbon cycling 
in the euphotic zone.  
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1. Introduction 
Phytoplankton play an important role ecologically within freshwater and marine ecosystems 
by producing oxygen and fixing atmospheric carbon (Field et al. 1998). Phytoplankton convert 
atmospheric carbon into usable forms by other marine organisms and export to the deeper ocean. 
Their role as a carbon sink is essential to the transfer and contribution to the carbon cycle and 
other biogeochemical cycles (Nelson et al. 2016). To understand phytoplankton and their 
contribution to the carbon cycle, cell size or volume serve as a proxy for carbon. Previous studies 
have established these relationships mathematically and allow for conversion from readily 
measurable cell size to less tractable biomass.  A study that has been cited extensively and plays 
an essential role in calculating carbon and nitrogen relative to cell size is Menden-Deuer and 
Lessard (2000). These relationships between cell size and carbon and nitrogen were established 
in nutrient, temperature and light replete conditions across a taxonomically diverse range of 
phytoplankton (Menden-Deuer and Lessard 2000).  
Traditionally, cell volume has been determined two-dimensionally (2D) or geometrically 
through the use of light microscopy (Roselli et al. 2015). Cell length and width were measured 
and assumptions about depth were made. Advancements in technology allow for the use of 
modern computers to image phytoplankton three-dimensionally. Three-dimensional (3D) 
imaging provides a precise measurement of cell volume for phytoplankton that have complex 
shapes and features through confocal laser scanning microscopy coupled with image analysis 
systems (Roselli et al. 2015).  
Techniques to visualize plankton has traditionally involved brightfield/darkfield, 
fluorescence and electron microscopy but confocal microscopy provides the opportunity to blend 
advancements in technology with digital imaging processing in order to provide a better 
understanding into the morphological and physiological characteristics of plankton (Lichtman 
1994). A confocal microscope scans the planes of a specimen and produces a stack of thin 
images that provides a precise measurement of location (x and y coordinates) as well as depth (z 
coordinates). Image processing programs compile individual slices of images into three-
dimensional reconstructions of the object (Lichtman 1994). Confocal microscopy has 
traditionally been used for biomedical research, but digital confocal microscopy provides more 
opportunity to understand smaller single-celled plankton (Verity et al. 1996).  
To understand cell volume and other morphological characteristics, we must understand the 
environment in which phytoplankton are found. In dynamic ecosystems, like the ocean, abiotic 
factors like temperature, light and salinity are constantly changing and impacting productivity. 
With a changing world, we are interested in how phytoplankton are responding to these changes 
within oceanic environments.  Zones of the ocean are classified by how much light penetrates at 
different depths. High concentrations of phytoplankton, like our algal blooms, concentrate closer 
to the surface within the euphotic zone in order to perform photosynthesis. Understanding how 
cellular carbon content of phytoplankton changes in response to light gives us an indication of 
biomass and contribution to the carbon cycle.  
We measured how changes in cell volume affect carbon and nitrogen concentrations to 
indicate changes in biomass and how light alters these relationships within dynamic ecosystems. 
Having access to 3D imaging tools, we determined cell volume three-dimensionally as well as 
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two-dimensionally to compare precision of the two approaches and investigated how similar or 
different relationships are to previously established relationships for phytoplankton communities.  
2. Materials and Methods 
2.1. Preparing Cells for Harvesting and Placing in Treatments  
Six different phytoplankton species were grown in f/2 media (Guillard 1975 ) without silicate 
added at a 12:12 dark:light cycle at 15C; Skeletenoma marinoi (SM), Heterocapsa triquetra 
(HT), Heterosigma akashiwo(HA), Ceratium lineatum(CL), Prorocentrum micans (PM) and 
Akashiwo sanguinea (AS). 50:50 transfers of medium and culture were performed to ensue 
exponential growth of cells and high density needed to conduct chlorophyll and CHN analysis. 
4.0 L of culture and medium were split into six 1.0-L bottles (~600 mL per bottle) for each 
species. Triplicate bottles were then placed in two different light intensities; with a high light 
treatment of 12 hour light: 12 hours dark at 100 μmol photons m-2 s-1 and a low light treatment at 
~15 μmol photons m-2 s-1. Low light levels were obtained by covering bottles in mesh. Each 
bottle was sampled at each time interval for cell counts, cell volume imaging, filtered for CHN 
and chlorophyll analysis. Bottles were sampled at three time points; initial time (T0), twenty-four 
hours later (T24) and seven days later (TF). Akashiwo sanguinea is not included in the data 
analysis because cultures were not sufficiently dense at any harvesting time to get accurate CHN 
values or cell volume measurements.  
2.2 Cell Counting  
10 mL of culture was removed from each bottle and pipetted into glass scintillation vials for 
each species at T0, T24 and TF. 1-2 drops of Lugol’s Iodine solution was added to preserve the 
cell samples. Cell counts were performed in a 1-mL Sedgewick-Rafter counting chamber. Dense 
cultures were counted until 500 cells were reached. Chain forming phytoplankton were counted 
by determining average number per chain and then counting 500 chains.  
2.3 Chlorophyll a Extraction  
Chl a concentration was determined from triplicates in each bottle at each time interval.  5 to 
50 mL subsample was extracted within 3 mL of 96%  ethanol, kept in dark conditions and 
determined twenty-four hours later using the Turner Designs 8000-010 Aquafluor Handheld 
Fluorometer/Turbidimeter. If chlorophyll concentrations were too dense and above the RFU 
detection limit of the fluorometer, 1:20 dilutions were performed. Prorocentrum micans and 
Akashiwo sanguinea were extracted in 6 mL of ethanol and read on a Turner 10-AU 
Fluorometer.  
2.4 Carbon-Nitrogen (CHN) Content Analysis 
25-mm GF/F filters were combusted at 500 °C for 4 hours. 50 mL was filtered from each 
bottle at every time point and f/2+Si and f/2-Si blanks were filtered onto 25-mm GF/F filters 
using a vacuum pump filtration system. Filters were placed in sterile petri dishes and frozen (-
20°C) until analysis. To prepare for CHN analysis, filters were dried in a drying oven at 60 °C 
overnight. Filters were prepared and packaged within a sterile environment on top of aluminum 
black and materials were cleaned in between samples with ethanol. Filters were cut in half and 
the mass was recorded for each half. Each sample was packaged into a spherical shape and 
deposited into 9x 10 mm tin capsules to be read on an elemental analyzer. The other half served 
as an archive in case of needed replication. Samples were processed at the University of Rhode 
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Island for bulk carbon and nitrogen analysis using an Exeter Analytical CE-440 elemental 
analyzer. 
2.5 Determining Cell Size Two-Dimensionally and Three-Dimensionally  
Subsamples from each bottle were transferred to 5-µL cryovials and preserved with 1% 
glutaraldehyde. To accurately measure cellular volumes using confocal microscopy, the cell 
walls needed to be fluorescent. The silica frustule of S. marinoi was stained with PDMPO 
(LysoSensor DND 160 Yellow/Blue) that was added to the growing culture. The thecate 
dinoflagellates, C. lineatum, H. triquetra, and P. micans, were stained with the cellulose binding 
dye, calcofluor white.  The cell outline of the remaining unarmored species was determined 
based on chlorophyll fluorescence because the cells had chloroplasts that lined the cell wall.  
Sparse phytoplankton cells were concentrated by centrifuging a subsample and removing 
supernatant. Up to 300 μL of the sample along with stain (~20 μL) were pipetted into a 
PerkinElmer CellCarrier 96 ultra well plate. The plate was placed into the Opera Phenix™ High 
Content Screening System. Using the instrucment specific HarmonyTM software automates the 
process from signal acquisition to analysis and evaluation. Cells were imaged using the confocal 
capabilities and z-stacking with 40x or 20x water immersion objectives. Image analysis was done 
with the Opera Phenix software, Harmony, which calculates the volume of 3D rendered objects. 
To compare these high-resolution volume metrics to previous methods, a confocal image was 
converted to a 2D maximum projection and the Harmony software was used to measure the 
major and minor axes of each cell in an image. Volumes from the 2D images were determined 
geometrically using the given equations of a prolate spheroid, sphere or cylinder (Hillebrand et al 
1999).  
2.6 Statistical analysis 
All statistical analysis were performed using R. It was necessary to perform linear 
regressions with log-transformed data to normalize the distribution of residuals. A least squares 
linear regression was used to determine the relationships between cell volume and the amount of 
carbon and nitrogen in each cell. A model II linear regression was performed to quantify the 
relationship between the 2D and 3D volume measurements. ANOVAs were performed with a 
nested species factor to test for significant changes in cell size, carbon and nitrogen content with 
changes in light level and time.     
3. Results 
3.1  Two-dimensional versus three-dimensional measurements  
The two different methods of measuring cell volume: two-dimensional (2D) and three-
dimensional (3D) overall were nearly identical (Figure 1). The slope between 3D cell volume 
and 2D was close to unity, 1.12, (R2 = 0.95) with a 95% CI of 1.105 to 1.19. While the 
measurement method did not matter when comparing across a wide range of sizes, on a species-
specific basis, the measurement method did matter (ANOVA, p << 0.001). Generally, 2D 
volume and 3D volume measurements where the species with the greatest difference between 
measured 2D and 3D volumes were the smaller phytoplankton S. marinoi and H. akashiwo 
(Figure 2). 2D volume was 30% higher for Heterosigma akashiwo and 43% higher for 
Skeletonema marinoi indicating potential over estimation of carbon when determining cell 
volume two-dimensionally relative to three-dimensional measurements. In phytoplankton 
communities where three-dimensional volume measurements were greater than two-dimensional 
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measurements, percent difference was low with H. triquetra exhibiting 2D volume 
measurements 12% lower and P. micans 5% lower. This difference is accounted for the higher 
variability in cell volume, as indicated by a higher coefficient of variation.  
The coefficient of variation (C.V) for 2D cell volume ranged from 4 to 23% while the C.V 
for the 3D volume ranged from 5 to 27%. While CV was similar between measurement methods, 
generally the 3D rendering showed a tighter distribution. Generally, smaller cells such as S. 
marinoi and H. akashiwo exhibited lower coefficient of variation for 3D (~5% C.V) than the 2D 
volume measurements (~12-14 % C.V). The decrease in variability is attributed to the high 
density at which the cells were able to reach and provide a better representation of cell volume.  
3.2 Cell Volume and Carbon and Nitrogen Relationships   
There was a positive relationship between cell volume and cellular carbon (pg C cell-1) and 
nitrogen (pg N cell-1). As cell volume increased, the amount of carbon and nitrogen per cell 
increased (Figure 2). 3D and 2D measurements of cell volume exhibited similar volume to 
carbon and nitrogen relationships. Carbon content ranged from 15 to 17,284 pg C cell-1 and 
nitrogen ranged from 2 to 6,455 pg N cell-1. Logarithmic regression equations indicate that the 
elemental composition dependence on size was very similar between 3D and 2D measurements 
for carbon and nitrogen. Carbon and volume relationships can be expressed mathematically for 
3D measurements: pg C cell-1 = 1 pg C cell-1 = 1.3*volume 0.647, and pg N cell-1= 0.081 x volume 
0.798 or for 2D measurements: pg C cell-1 = 0.6 *volume 0.725 and pg N cell-1 = 0.033* volume0.88. 
The slope for C: vol relationships for both 2D and 3D measurements is less than 1 indicating that 
smaller cells are proportionally more dense than larger cells. C μm-3 ranges from 0.00086 to 
0.0292 with smaller cells, Skeletenoma marinoi exhibiting higher concentrations than larger 
cells, such as Ceratium lineatum.  
3.3 Effect of Light Treatments Over Time  
The light treatments did not affect cell volume (p = 0.65) nor cell carbon content (p =  0.81). 
On the other hand, nitrogen appeared to be significantly impacted by treatment (p = 0.003), with 
the low-light cells having significantly more N (Figure 3). Time did not impact cell volume (p =  
0.35) but there was a significant decrease of pg C cell-1  within all phytoplankton species over 
time (Figure 4a, p << 0.001), as well as a decrease in pg N-1 cell (Figure 4b, p = 0.007). 
Chlorophyll changed significantly with treatment (p = 0.02) and over time (p< 0.001). 
Chlorophyll a increased over time but was higher in low light conditions comparative to high 
light conditions. Carbon and nitrogen ratios (pg C cell-1 /pg N cell-1) remained constant at around 
6 while S. marinoi remained at a constant level of above 8 (Figure 5). C:N ratios dramatically 
increased over time (p = 0.008) indicating that the rate of change for carbon was greater than that 
of nitrogen.  
4. Discussion 
The data presented here suggest that higher-resolution imaging does not significantly change 
cell volume measurements as seen in the nearly 1:1 slope of volume estimated using the 3d 
rendered confocal images versus the volume estimated from the 2D images. Thus, in most cases, 
instrumentation that either calculates volume from a 2D image or calculates volume based on 
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estimated spherical diameter will be sufficient for measuring cell size. Similar to previous 
studies, we find a strong relationship between cell size and carbon and nitrogen content.  
We see a positive trend between cell volume and carbon and nitrogen, similar to that of 
Menden-Deuer and Lessard (2000). Our obtained regression predicts that smaller cells exhibit 
higher concentrations of carbon and larger cells exhibit lower concentrations of carbon than 
previously established logarithmic relationships. On the other hand, we would expect lower 
concentrations of nitrogen across all size classes. The logarithmic relationship from the Menden-
Deuer and Lessard paper (m = 0.939) indicates a greater rate of change in volume and carbon 
relationships comparative to our obtained value (m = 0.679). Carbon to nitrogen ratios were 
generally higher than those previously established (Menden-Deuer and Lessard 2000).  
There are a few possible explanations for the differences between this study and Menden-
Deuer and Lessard (2000). One possible explanation could be in the number of species that were 
used to create the carbon:volume relationship. Here, we use six diverse phytoplankton species, 
while the regression from Menden-Deuer and Lessard (2000) compiled data from experiments 
and literature to create a regression with >45 different phytoplankton species. Thus, it could be 
just by chance that we selected species that have slightly less carbon and nitrogen content than 
the global average. Another difference could arise from time of analysis. In this study, our 
regression was performed with exponentially growing cells that were growing in replete f/2 
medium and harvested 24 h after transfer. As we saw in our time-series analysis, carbon content 
changes with time were likely due to changes in nutrient availability. Thus, differences in carbon 
and nitrogen content could arise from differences in media nutrient concentrations at time of 
harvest.  
Although chlorophyll a can serve as a proxy for biomass in phytoplankton studies, 
chlorophyll a alone cannot be used to estimate phytoplankton carbon (Verity et al. 1996). Using 
2D and 3D imaging to measure cell size provides a way to convert a wide range of sizes for 
phytoplankton into quantifiable forms of carbon. Being able to mathematically relate size and 
carbon allows to better model how the input of phytoplankton into the carbon cycle impacts 
global biogeochemical cycles.  
5. Conclusions 
Advancements in technology allow us to determine cell volume three-dimensionally and 
compare it to historical methods of determining cell volume two-dimensionally. Understanding 
how factors such as light and time impact cell volume provides an idea on how abiotic factors 
affect other cell components such as carbon, nitrogen and chlorophyll. By understanding these 
relationships, researchers can better model phytoplankton responses within dynamic 
environments.  
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Figure 1. Log of the linear regression relationships between two-dimensionally (2D) and three-
dimensionally (3D) determined cell volume (μm3) for CL (Ceratium lineatum), HA  
(Heterosigma akashiwo), HT (Heterocapsa triquetra), PM (Prorocentrum micans) and SM 
(Skeletonema marinoi).  
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a) 
 
b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Log of carbon (a) and nitrogen concentrations (b) (pg C cell-1  and pg N cell-1) versus 
cell volumes obtained through three-dimensional (3D - black dots) and two-dimensional (2D-
blue dots) analysis. 
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Figure 3. Carbon (pmol C cell-1) was not affected by light treatment whereas nitrogen (pmol N 
cell-1) significantly was affected by light treatment across six species of phytoplankton. 
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Figure 4. Changes in a)  pmol N cell-1 and b) pmol C cell-1  over three time intervals; T0 , T24 
(24 hours) and TF (168 hours) for five species of phytoplankton.  
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Figure 5. Carbon and nitrogen ( pg C cell-1 /pg N cell-1) ratios for phytoplankton relative to a) 
light treatment and b) ratios increase over the three time intervals; T0, T24 (24 hours) and TF 
(168 hours). 
 
 
Table 1. Average width (μm), length (μm), calculated two-dimensional (2D) volume (μm3), 
three-dimensional (3D) volume obtained from the Opera PhenixTM and coefficient of variation 
(C.V).  
Species  Width  Length  2D Volume  C.V 3D Volume  C.V 
Skeletonema marinoi 4.3 6.4 384.1 12.8 180.7 5.2 
Heterocapsa triquetra  13.7 21.2 1989.8 14.6 2365.4 12.9 
Heterosigma akashiwo 9.9 15.6 6270.8 4.2 3789.5 5.1 
Prorocentrum micans 27.2 51.4 21642.7 23.3 23396.4 27.5 
Ceratium lineatum 25.6 95.1 33730.6 16.0 32292.2 8.5 
Akashiwo sanguinea* 32.1 56.8 38684.9 18.5 115970.8 63.1 
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Mapping of Tectonic Features Submerged Beneath Lake Azuei, Haiti: Implications 
for Seismic Hazards 
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Key Points: 
 Sonar data are used to inventory morphotectonic features related to motion along the N. 
American - Caribbean plate boundary 
 This inventory of morphotectonic features will prove useful in producing a geological 
map of Lake Azuei 
 Preliminary analysis reveals the geometry of active faults, en echelon folds, and an area 
with liquefaction features 
Key Index Words: Haiti, Lake Azuei, transpression, plate motion, plate boundary, CHIRP 
sonar, echosounder, tectonic deformation, morphology, transform fault 
Abstract 
The boundary between the North American and Caribbean plates traverses the Island of 
Hispaniola, which comprises Haiti and the Dominican Republic. The relative motion across that 
plate boundary is “transpressional”, a mix of shear motion and convergent motion. The structure 
and geometry of this broad plate boundary are still poorly constrained. Lake Azuei may overlie 
or be bounded by the Enriquillo-Plantain Garden Fault Zone (EPGFZ). In 2010, the abutting 
Leogane fault located about 60 km to the west of the lake ruptured in a devastating M7.0 
earthquake (death toll: ~ 200,000). The earthquake displaced 1.3 million people and created $7.8 
billion in damages, confirming the high seismic risk within the region. Lake Azuei represents an 
ideal location for investigating complex tectonic deformation across this broad plate boundary, 
prompting a detailed geophysical survey across the lake in January 2017. Roughly 200 km of the 
high-resolution seismic profiles collected in 2017 have been inspected using the interpretive 
software “OpendTect”. This dataset was complemented with the analyses of another ~ 200 km of 
seismic profiles from two other sonar dataset acquired in 2013. The objective is to interpret and 
precisely locate morphological features including faults, folds, and slope breaks and produce an 
interpretative map of these features. This information will contribute to our understanding of 
crustal deformation across the diffused Caribbean-North American plate boundary. In addition, 
determining the geometry of the fault system will provide critical information for government 
agencies in mitigating seismic risks and locating critical infrastructures such as schools and 
hospitals. 
1. Introduction 
The North American- Caribbean boundary cuts through the island of Hispaniola. Relative 
motion across this diffuse plate boundary is transpressional, a combination of strike-slip and 
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convergent forces, which is partitioned between two sets of tectonic features rather than 
occurring on a single fault or within a narrow zone of deformation (e.g., Mann et al., 1995; 
Calais et al., 2010). The strike-slip component of relative motion is accommodated along two 
EW transform faults separated by ~150 km: The Septentrional fault in the north, and the 
Enriquillo-Plantain Garden fault (EPGF) in the south (Figure 1). Each fault accommodates 
roughly 1 cm/yr of left-lateral or sinistral slip (Symithe & Calais, 2016). The convergent 
component of relative motion is mostly accommodated across a broad “fold-and-thrust belt” that 
trends NW-SE, located between the two transform faults. Plate boundaries are the locus of most 
earthquakes, and are therefore seismically hazardous. This was exemplified by the devastating 
January 12, 2010 Mw7.0 earthquake resulting in an estimated ~200,000 deaths, 1.3 million 
people displaced and $7.8 billion in damages (World Bank, 2010). While this broader context of 
plate motion is well understood, the precise geometry of the structures that accommodate this 
transpressive motion is not. This is critical information for any meaningful assessment of the 
seismic hazard facing the people of Hispaniola. To answer this question, a geophysical survey 
was carried out in Lake Azuei in 2017. Lake Azuei, known locally as “Etang Saumâtre”, is the 
largest lake in Haiti and is located between the two transform fault systems. The EPGF system is 
located near its southern shore, but where exactly remains controversial to this day. Lakes offer a 
unique opportunity to image geological structures: compared to terrestrial environments, 
sedimentation in lakes is more continuous, is not disrupted by human activity, and is not subject 
to intense erosion. Therefore, sediment stratigraphy and morphology are assumed to 
continuously record tectonic deformation in exquisite details. In addition, seismic reflection 
method, which is used to image the sediment stratigraphy beneath linear survey tracks, is easier, 
faster and more economically employed over water than on land. Here, we have inspected ~ 265 
km of high-resolution seismic reflection data (CHIRP) as well as 140 km of echosounder data 
acquired in Lake Azuei to produce an inventory of tectonic features beneath the lake. This 
information is then used to establish a geologic map of the lake bottom.   
2. Materials and Methods  
2.1 CHIRP data analysis and interpretation 
A geophysical survey conducted in January 2017 in Lake Azuei, Haiti collected three 
sediment cores, 220 km of multichannel seismic reflection (MCS) data, and ~200 km of high-
resolution sub-bottom profiling (“CHIRP”) data (Cormier and Sloan, 2017). Data from the 2017 
survey were complemented with two surveys consisting of ~65 km CHIRP data (Wang et al., 
2018) and 140 km of echosounder data (Moknatian et al., 2017) (Figure 2).  
The echosounder data were graciously provided to us by Prof. M. Piasecki and Dr. Mahrokh 
Moknatian of City College (CUNY), as a single file containing the depth sounding information 
as "latitude, longitude, and depth" triplets. These data were separated into a set of roughly linear 
profiles labeled 1 through 31 (see map in appendix 2) and distance along individual profile were 
computed in order to display each as depth-versus-distance graphs (see appendix 3). 
Morphological features were identified from these graphs, their approximate distance noted, and 
the corresponding latitude, longitude pair were then retrieved from the data files. 
Visualizing and interpreting the CHIRP data required the use of the software Opendtect 
(https://www.opendtect.org). Opendtect is a free, open source software that allows the interactive 
visualization and interpretation of MCS and CHIRP data, in two and three dimensions. This 
software displays the lake bed and the sedimentary layers beneath, called seismic horizons. 
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Morphological features including an ~11-m paleoshoreline, troughs, break in slopes, faults, soft 
sediment deformation, and fold axes were characterized throughout and beneath the lake bed 
with the intent of constraining fault geometry and vertical deformation. These picks are listed in 
Appendix 4. Lastly, the mapping software GMT (https://www.soest.hawaii.edu/gmt/) was used 
in order to graphically present the data. 
 
Figure 1: Tectonic context of Hispaniola, including the two major strike-slip faults that compose 
the broad Caribbean and South American plate boundary: The Enriquillo-Plantain Garden Fault 
and the Septentrional Fault. Relative plate motion velocity (mm/yr), based on GPS monitoring, is 
indicated by the arrows; green arrows indicate updated velocities compared to a prior model (in 
red). Historical earthquakes dates are denoted by black numbers, and their estimated rupture are 
indicated by either a colored box (dipping thrust fault) or a colored line (vertical strike-slip fault). 
From Benford et al., 2012. 
2.2 Morphological features and classification 
Seismic horizons reveal various morphological features that may be indicative of tectonic 
deformation. These features were analyzed and classified as follows: 
Slope break: A position where the slope of the lakebed changes from steeper upslope to less 
steep downslope (Figure 3). Although such slope breaks are also observed at a paleoshoreline 
(Sloan et al., 2017; Lucier et al., 2017), we apply this criterion for what may alternatively 
correspond to an active fault offset below the lakebed, as follows: If the CHIRP profile shows 
some penetration beneath the lakebed, the imaged stratigraphy is expected to show a similar 
change in slope for all the layers - something which would not be expected at a paleoshoreline 
where wave action eroded a scarp in the pre-existing soil/rock. 
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Figure 2: Shuttle Radar Topographic Mission (SRTM) topography of the Lake Azuei region, as 
derived from the 1 arc-second SRTM data. Artificial sun illumination is from the NE. The survey 
tracks for the 2017 survey are shown in red, those for the 2013 echosounder survey are shown in 
orange (Moknatian et al., 2017), and the tracks for the 2013 CHIRP survey are shown in yellow 
(Wang et al., 2018). The bathymetric data, compiled from all three datasets, are contoured at 1 m 
interval and labeled every 5 m. Water depths are relative to the lake level in 2017, which was ~5 
m higher than the historically stable lake level prior to 2004 (Moknatian et al., 2017). 
Base of slope: The position where the lake slope flattens to a nearly horizontal lake floor 
(Figure 4). We interpret that feature as the transition from lake slope to lake floor, where the lake 
floor is infilled by a succession of horizontally deposited turbidites that pinch out (“onlap”) onto 
the lake slope. Recent uplift of the slope or subsidence of the floor may deform the latest 
turbidite deposit such that it is no longer horizontal. 
Fault: In some rare cases, the CHIRP profile reveals a clear stratigraphic offset that extends 
across all the layers imaged below the lakebed, which may be attributed to an active fault (Figure 
5). Such interpretations may be confirmed by examining the corresponding MCS profile, if 
available. 
Syncline Axis: The lowest point (trough) where a series of stacked beds are folded into a 
synclinal shape (Figure 6). 
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Figure 3: Slope break located at CHIRP profile 402. The vertical and horizontal edges of the image are 
approximately 15 m and 600 m, respectively. 
 
Figure 4: Base of slope located at CHIRP profile 702. The vertical and horizontal edges of the image are 
approximately 8 m and 380 m, respectively. 
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Figure 5: Fault located at CHIRP profile 402. The vertical and horizontal edges of the image are 
approximately 18 m and 600 m, respectively. 
Figure 6: Syncline axis located at CHIRP profile 305. The vertical and horizontal edges of the image are 
approximately 10 m and 400 m, respectively. 
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Fold axis: The highest point (crest) where series of stacked beds are folded into an anticlinal 
shape (Figure 7). Note that if folding were an on-going process, deeper beds should be folded 
tighter than shallower beds, with the latest flat-lying turbidite pinching out on the flank of the 
fold. 
Figure 7: Fold axis located at profile 802001. The vertical and horizontal edges of the image are 
approximately 17 m and 650 m, respectively. 
Soft sediment deformation: Areas where the stratigraphy displays pockmarks or a succession 
of folds of various amplitudes and shapes (Figure 8). These features may be smoothed over by 
undeformed sediment. If fluid and/or gas escapes slowly and continuously, localized 
“pockmarks” are expected. Successive folds (Figure 9) could result from slow downslope creep.  
Most likely, pervasive soft-sediment deformation (pockmarks and folds) may result from ground 
liquefaction produced by strong ground motion associated with a sizable earthquake. 
3. Results  
This section reports preliminary results. Although prior analysis of the CHIRP profiles had 
already provided some results (Cormier et al., 2017 & 2018; Sloan et al., 2017; Lucier et al., 
2017; Murray et al., 2018), this report not only expands on these results but data analysis will 
continue through the remainder of the year and updated results will be presented at a meeting in 
Haiti this September 2019 (Cormier et al., 2019) and at the Fall 2019 Meeting of the American 
Geophysical Union in San Francisco in December 2019 (James et al. 2019). 
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Figure 8: Soft sediment deformation located at CHIRP profile 301. The vertical and horizontal edges of 
the image are approximately 20 m and 1300 m, respectively. 
 
Figure 9: Preliminary picks for some of the morphological features identified from the three sonar 
datasets. Blue dots indicate slope breaks (presumably indicative of subsurface faults), black dots indicate 
base of slope (where lake slope transition to flatfish basin), and purple dots are where faults are identified 
directly from the CHIRP data. 
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Figure 10:  Preliminary map of soft-sediment deformation features imaged with the CHIRP data. Yellow 
dots mark the extent of soft sediment deformation features, possibly reflecting liquefaction of the lakebed. 
Orange dots mark the picks for the 11-m deep paleoshoreline (after Lucier, 2017; Sloan et al., 2017). The 
white line is the 11-m depth contour. Note how the area where the paleoshoreline is uplifted above the 11-
m depth also coincides with the presumed area of liquefaction. Both are overlying the broad NW-trending 
monoclinal fold that occurs in the western region of the lake (Hearn et al., 2018; Charles et al., 2019). 
4. Discussion 
Multichannel seismic reflection (MCS) data acquired concurrently with CHIRP data in 2017 
have revealed  two main tectonic structures (Hearn et al., 2017; Charles et al., 2019), and the 
present analysis allows to better characterize their geometry, as follows:  
1) MCS data image a NW-trending monoclinal fold on west side of lake. This monocline is 
interpreted as the surface expression of a SW-dipping blind thrust fault. The MCS data also 
indicate this monocline is cut across by several near-vertical faults, but their strike is not easily 
determined from the 1.2 km-spacing of the MCS profiles. Our analysis of slope breaks reveals 
that these fault strike generally NW, parallel to the strike of the monocline itself (Figure 12).  
2) MCS profiles reveal a ~3-km wide EW deformation zone along the southern shore of the lake 
(Figure 11). Because the deformation is barely visible beneath the shallow gas front, it is unclear 
whether it represent folding, faulting, or a combination of both. Here, our analysis of CHIRP 
data reveals a set of EW en echelon folds, but because there is no evidence of any subtle fault 
scarps at the lakebed or in the upper few meters of sediments, we suggest that this deformation 
zone indicates folding rather than pure strike-slip.  
Lastly, CHIRP data reveal zones of soft sediment deformation on the back of the monocline 
in the western part of lake. We interpret these as resulting from liquefaction. These features also 
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coincide with the area where the 11-m deep paleoshoreline is uplifted by 1 to 2 m. Both features 
are compatible with being the result of one or more large earthquake(s) occurring on the 
presumed SW-dipping blind thrust fault (which would uplift the monocline fold). If this 
interpretation were correct, it would suggest that this structure is seismically very hazardous. 
 
Figure 11:  Map of the southern part of the lake, showing our interpretation of a broad deformation zone 
and several folds. The red dots mark the fold axis interpreted from echosounder profiles and CHIRP 
profiles. The white rectangle marks the approximate extent of a broad deformation zone, also detected in 
the deeper penetration MCS profiles (Charles et al., 2019). The double-headed white arrows are the 
interpreted fold axis. Note how these three folds are arranged in a right-stepping en echelon pattern. 
Question marks indicate where interpretation is not well supported. 
5. Conclusions  
1) The interpretation and precise co-location of morphological features such as faults, folds, and 
slope breaks detected from about 400 km of sonar profiles collected in lake Azuei are 
documenting the spatial relations of these various features. 
2) It documents the presence of a deformation zone a few km wide, mostly expressed by small 
folds striking about parallel to the southern shore of the lake. The lack of evidence for any fault 
scarps at the lakebed in that same area supports a model where transpressional deformation is 
accommodated by oblique slip on a south-dipping fault bordering the southern lakeshore. 
3) It also documents that soft-sediment deformation features occur in the western part of the lake 
in association with a previously documented uplifted paleoshoreline, both of which are 
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compatible with a large earthquake rupture occurring on a SW-dipping blind thrust fault 
presumably located beneath these features. 
 
Figure 12: Map showing the picks of the various morphological features as colored dots, along an 
interpretation of possible fault traces. The red dots are picks for "breaks in slope", the orange dots are 
picks for “faults", and yellow dots are "base of slope”. The white lines with triangles are possible thrust 
fronts (connecting breaks in slope and base of slope picks). Note the irregular thrust front; this irregularity 
echoes that of the mountain range on land. The orange lines are other faults, possibly strike-slip. The 
survey tracks for the 3 sets of sonar profiles are shown as fine black lines 
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Missing appendices are available by contacting Marie-Hélène Cormier (mhcormier@uri.edu) or 
Kamal James (kamaljames96@gmail.com). 
 
Appendix 1. Table listing the features picked from the echosounder profiles and displayed as red 
dots in appendix 3. 
Appendix 2. Two maps displaying the location of the echosounder profiles acquired by Prof. 
Piasecki and his team in 2013 (Moknatian et al., 2017). Profiles are labeled 1 through 31 and are 
displayed in appendix 3.  
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Appendix 3. One example among the thirty-one echosounder profiles (located in Appendix 2), 
displayed as depth versus distance along the profile. Both horizontal and vertical axis are labeled 
in meters. The red dots indicate interpreted picks for “break in slope”, “base of slope”, and “fold 
axis” (and listed in Appendix 1). 
 
Appendix 4. Table listing the features picked using OpendTect from the CHIRP profiles 
acquired in 2013 (Wang et al., 2018) and 2017 (Cormier and Sloan, 2017). X and Y coordinates 
are in meters, UTM zone 19. 
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Key Points: 
● Solemya velum is a bivalve species that has evolved a symbiosis with chemosynthetic 
bacteria 
● Mercenaria mercenaria isotopes reflect phytoplankton; S. velum isotopes reflect 
chemosynthetic symbionts 
● Compound-specific stable isotope analysis could resolve the hypotheses about the 
bivalve’s organic matter cycling 
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Abstract 
Although symbioses between invertebrates and chemosynthetic bacteria, including the bivalve 
Solemya velum in Rhode Island salt ponds, have been discovered, little is known about the 
trophic transfer of organic matter in such symbiont-host systems. Nitrogen and carbon stable 
isotope analysis was completed to reveal how organic matter is transferred from symbiont to host 
and from host to ecosystem, and how it differs from photosynthetic processes, by creating and 
tracking an isotopic fingerprint of transferred organic matter. For comparison, samples of 
Mercenaria mercenaria underwent the same treatment, as M. mercenaria live in the same Rhode 
Island salt ponds but consume organic matter through suspension feeding. The mean δ15N value 
of the S. velum was -8.2‰ (±0.8), whereas the mean M. mercenaria value was 10.1‰ (±0.5). For 
δ13C, the mean S. velum value was -32.8‰ (±0.7) and the mean M. mercenaria value was -
18.6‰ (±0.4). The M. mercenaria values within the expected range, given the isotope values of 
the phytoplankton it feeds on and its trophic position. However, the S. velum values were 
unexpected, and likely due to the isotope values of the chemosynthetic bacteria at the baseline of 
its food web. These results may provide valuable insight into the ecogeochemical cycling of 
organic matter originally from chemosynthetic processes, and how it differs from that of 
photosynthetic processes.  
 
1. Introduction 
  
Throughout the world’s oceans, there have been discoveries of symbioses between marine 
invertebrates and chemosynthetic bacteria, including the bivalve family Solemyidae (Roeselers 
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& Newton, 2012). Within this family, there are 30 described species, including the Solemya 
velum (Taylor & Glover, 2010). These marine bivalve species host chemosynthetic bacteria, and 
derive at least part of their food source from feeding off the bacteria. Taking a closer look at S. 
velum and its biogeochemistry may provide a deeper underestanding into the process of 
chemosynthesis, and how food webs throughout the world operate and cycle without the use of 
photosynthesis for organic matter creation.  
The species S. velum (see Figure 1b & 1c) is known to reside in the salt ponds of Rhode 
Island; another, more well-studied species, Mercenaria mercenaria (common name quahog; see 
Figure 1a) lives in the same sediments. Because M. mercenaria feed solely through suspension 
feeding, their food web is based only on photosynthesis. Thus, comparing S. velum and M. 
mercenaria may be a useful tactic for differentiating between the ecogeochemical cycling of 
food webs based on chemosynthesis and those based on photosynthesis. To do this, samples of S. 
velum and M. mercenaria tissues were run through an isotope analysis of δ15N and δ13C values, 
which may provide a window into the sources and cycling of organic matter in two bivalve 
species that are apart of two distinct food webs. 
 
a. b.  
c.  
Figure 1. Image of a) the bivalve Mercenaria mercenaria. b) the bivalve Solemya velum. c) 
close-up of S. velum. 
59 
 
It is likely that these two species will have different nitrogen and carbon isotope ratios, as the 
source of organic matter in their respective food webs is produced through different processes, 
which likely leads to separate fractionation values. One hypothesis for differing isotope values is 
that the two bivalve species feed at different trophic levels. As organic matter transfers through 
trophic levels, fractionation of certain isotopes occur (DeNiro & Epstein, 1981; Peterson & Fry, 
1987; Post, 2002). Therefore, if the two organisms are not feeding at the same trophic level, there 
may be some isotope fractionation in their tissues. Another hypothesis regards the isotope ratios 
of each specific food web, tracing down the food web to the autotrophs. Since S. velum and M. 
mercenaria are known to feed on autotrophs with different methods of carbon fixation, this 
hypothesis may be more correct. This study is conducted to test these hypotheses, and to take a 
closer look at the ecogeochemical cycling of chemosynthesis. 
 
2. Materials and Methods 
 
2.1 Field collections 
Field work was completed with the Rhode Island Department of Environmental Management 
(RI DEM). Quonochontaug Pond and Ninigret Pond, two salt ponds in Rhode Island, were 
visited for three days over the course of one week in mid-June 2019. Quonochontaug Pond was 
visited the first two field days, and Ninigret Pond on the last. The RI DEM’s collection methods 
included a bull rake and a large pump to remove the first layers of sediment in a one square-
meter quadrant, which then deposited the sediment into a large sifting bin. As this bin was 
washed out, the individual shellfish could be found, including the targeted bivalve species. 
Throughout the three days at the salt ponds, many specimens of M. mercenaria were found, both 
from the bull rake and the pump, however there were no S. velum to be seen.  
Because this field work did not produce any Solemya samples, additional field work was 
completed the following week, without RI DEM’s participation. Several people from the 
University of Rhode Island Graduate School of Oceanography labs traveled to another salt pond, 
Point Judith (see Figure 2). Collection methods in Point Judith consisted of bull rakes as well as 
large garden shovels with sieves. M. mercenaria were primarily collected with the bull rakes, 
and S. velum were targeted by removing sediment with the large garden shovels and sieving 
through it. After completing two days of field work at Point Judith Pond, 23 specimens of M. 
mercenaria and 74 specimens of S. velum were collected. All samples were frozen from the time 
of collection until later dissections could take place. 
 
 
 
 
Figure 2. The location in which bivalve 
samples were collected in reference to 
Rhode Island and (in box) Point Judith 
Pond. 
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2.2 Sample processing 
Once a sufficient number of S. velum and M. mercenaria samples were obtained, the tissues 
of interest were separated through dissection. The targeted tissues included the gills and the foot 
muscle in each specimen of S. velum and M. mercenaria. The shells of each bivalve were also 
kept, so that the periostracum, a thin layer of organic matter on the outside of the calcium 
carbonate shell, could also be put through isotope analysis. 
As the S. velum are not widely studied, a new protocol for the dissections had to be created. 
A similar protocol was also created for the M. mercenaria, so that the two species would have as 
similar a treatment as possible. For both species, after the specimen has been sufficiently thawed, 
the adductor muscles were cut along the opening of the shell with forceps, and the shell was then 
pried open. With tweezers, the gills were identified, separated, and stored in a vial; the same was 
done for the foot muscles. After these two tissues were separated, the rest of the bivalve interior 
was pulled out and discarded, and the shell was cleaned and likewise stored. All samples of foot, 
gill, and shell were frozen at -20 °C until the preparation for isotope analysis.  
The shells of each dissected specimen are to be analyzed at a future date. The processing for 
this analysis will first be to homogenize the shells. This will be done by breaking the shell and 
grinding them into a homogenous powder in a mortar and pestle. Next, the calcium carbonate of 
the shell will be removed by reacting the sample with hydrochloric acid. This will leave behind 
only the organic material of the periostracum, which will then be analyzed on an isotope ratio 
mass spectrometer, similar to how the rest of the samples were run. 
 
2.3 Isotope analysis 
To prepare the samples of dissected foot and gill tissues for isotope analysis, several steps 
had to be completed. First, the samples were dehydrated in a freeze-dryer for approximately 48 
hours. To ensure proper freeze-drying, the samples needed to remain frozen until immediately 
set in the freeze dryer. Next, the samples were left to sit for a few days, so that they could 
acclimate to the ambient moisture in the air. This ensures that during preparation and analysis, 
the samples do not change in mass from absorption or evaporation of water from the tissues.  
Although there were 74 specimens collected of the S. velum, only 19 of these samples were 
run through isotope analysis. This is because after all the samples were freeze-dried and 
acclimated to ambient humidity, preliminary weighing of all the S. velum tissues took place. The 
specimens were then separated into two categories – samples where the foot and gill tissues were 
over 5 mg each, and those that were not. The specimens with adequate mass, that is, samples 
with over 5 mg each of foot and gill, were selected for isotope analysis. For M. mercenaria 
samples, the largest 19 of the 23 specimens were selected for consistency.  
The selected samples were homogenized. M. mercenaria were homogenized by transferring 
the sample to a mortar and pestle, grinding it until it was homogenous, and transferring it back 
into the sample vial from which it came. The S. velum samples, however, were much smaller, 
and transferring it to and from the mortar would risk losing a large portion of that sample. 
Instead, the S. velum were kept in their original vials, and a spatula was used to grind the samples 
into a homogenous powder in their vials.  
Next, the samples were weighed out into cylindrical tin capsules that would then be placed in 
the mass spectrometer. Each tin capsule was tared to zero. Approximately 1 mg (± 0.1 mg) of 
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homogenized sample was placed into the tin capsule, and the tin capsule was folded shut. The tin 
capsules were placed into a labeled container, with each spot corresponding to a specific 
specimen and tissue sample. Once each of the 76 samples to be run (19 S. velum gills, 19 S. 
velum feet, 19 M. mercenaria gills, and 19 M. mercenaria feet) were placed into a tin capsule, 
they were ready for isotope analysis. 
The labeled container with the samples was brought to the US Environmental Protection 
Agency’s Atlantic Ecology Division Laboratory (henceforth referred to simply as the EPA), who 
had agreed to assist in this process by allowing these samples to be run on their Elementar 
IsoPrime elemental analysis isotope ratio mass spectrometer (EA/IRMS). At the EPA, standard 
samples of known isotopic composition were weighed out. This included 5 samples of cysteine 
with weights between 1.0 mg and 2.5 mg, and 8 samples of blue mussel laboratory standard 
(BLUM) with weights of 2 mg (± 0.2 mg).  
The standards and bivalve samples were then placed in the EA/IRMS. First, a blank sample 
of an empty tin capsule was placed. Then, all 5 cysteine standards followed by 2 BLUM. Next, 
24 samples were placed, then 2 BLUM, then another 24 samples, then 2 more BLUM. Finally, 
the last 28 bivalve samples were placed, followed by the last 2 BLUM. The information of each 
sample was entered into the EA/IRMS program, the EA/IRMS was calibrated, and the analysis 
began.  
Once the raw data came from the isotope analysis, it had to be corrected to remove any 
instrument error. This was completed by finding the difference between the BLUM true value 
and the mean BLUM measured value and subtracting this difference from each sample. For the 
δ15N, the offset correction was -0.66‰, and for the δ13C, the offset correction was -0.55‰. The 
data were plotted and analyzed, and isotope values were compared between the two species and 
between the two tissues of each species using Student t-tests with a significance point set at p < 
0.05.  
 
3. Results 
 
M. mercenaria and S. velum  had greatly different δ15N values (Student t-test, p = 1.96*10-87) 
and δ13C values (Student t-test, p = 1.08*10-82). Although each sample within the distinct species 
were relatively similar to each other, the two species had vastly different isotopic signatures (see 
Figure 3a). The difference in the mean δ15N values for S. velum and M. mercenaria was 18.3‰; 
for δ13C the difference in mean values was 14.2‰. 
 
Table 1. Mean isotope values for all Mercenaria mercenaria samples, M. mercenaria foot 
samples, and M. mercenaria gill samples. Reports nitrogen-15 and carbon-13 values, as well as a 
standard deviation (SD) for each (n = 19). 
 δ15N (‰) SD δ15N δ13C (‰) SD δ13C 
Mercenaria mercenaria all 10.1 0.5 -18.6 0.4 
Mercenaria mercenaria foot 10.0 0.5 -18.3 0.3 
Mercenaria mercenaria gill 10.2 0.4 -18.8 0.3 
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M. mercenaria samples had a mean δ15N value of 10.1‰ (±0.5) and a mean δ13C value of -
18.6‰ (±0.4); the M. mercenaria foot and gill samples were not statistically different in δ15N 
values (Student t-test, p = 0.25) or δ13C values (Student t-test, p = 0.78) (Table 1 & Figure 3b). 
The mean δ15N value for S. velum was -8.2‰ (±0.8) and the δ13C was -32.8‰ (±0.7). The gills 
were significantly isotopically lighter in both δ15N values (Student t-test, p = 5.82*10-4) and δ13C 
values (Student t-test, p = 2.17*10-6) (Figure 3c).  
 
Table 2. Mean isotope values for all Solemya velum samples, S. velum foot samples, and S. 
velum gill samples. Reports nitrogen-15 and carbon-13 values, as well as a standard deviation for 
each (n = 19). 
 δ15N (‰) SD δ15N δ13C (‰) SD δ13C 
Solemya velum all -8.2 0.8 -32.8 0.7 
Solemya velum foot -7.8 0.7 -32.3 0.5 
Solemya velum gill -8.7 0.7 -33.3 0.6 
 
4. Discussion 
 
The goal of this project was to investigate any potential major differences in the isotopes of 
the bivalves S. velum and M. mercenaria, as they feed off different organisms and in different 
ways. These results may provide valuable insight into the ecogeochemical cycling within the M. 
mercenaria and the S. velum. The isotope values of M. mercenaria were within the expected 
range for a coastal marine suspension feeder. However, the S. velum isotope values were 
unpredicted; this could be explained with multiple different hypotheses. First, the S. velum could 
be feeding at a different trophic level; however, the major differences in isotope values between 
S. velum and other marine bivalves would be difficult to explain with only this hypothesis. 
Another possible hypothesis, and one that is more evident, is that the S. velum’s unique method 
of feeding on chemosynthetic bacteria symbionts could have a large impact on the baseline 
isotope signature of the S. velum’s food web. 
The nitrogen isotope values for M. mercenaria fall within the expected range for this type of 
organism. Atmospheric nitrogen has a δ15N value of approximately 0‰ (Peterson & Fry, 1987), 
and fractionation from nitrogen uptake typically leave marine phytoplankton with δ15N values in 
the range of 2.2‰ to 6.2‰ (Needoba, Waser, Harrison, & Calvert, 2003). Many trophic isotope 
studies have showed that the nitrogen fractionation during a trophic transfer leaves the δ15N of 
the consumer on average 3-4‰ heavier than that of its diet (DeNiro & Epstein, 1981; Peterson & 
Fry, 1987; Post, 2002). Thus, the M. mercenaria δ15N value of 10.1‰ (±0.5) could easily place 
the species at the second or third trophic position. Because M. mercenaria feed on phytoplankton 
and zooplankton through suspension feeding, this trophic position would be expected. 
The M. mercenaria carbon isotope values can also be easily explained. Rounick & 
Winterbourne (1986) show that marine phytoplankton δ13C typically range from -23.8‰ to -
19.3‰. Carbon typically exhibits low trophic fractionation; it is estimated to be between 0‰ and 
1‰ (Peterson & Fry, 1987), with a mean of 0.4‰ (Post, 2002). The δ13C value for M. 
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mercenaria of -18.6‰ (± 0.4) falls directly within the range for a consumer at the second to third 
trophic position, again showing isotope values that are to be expected. 
a.  
b.  
c.  
Figure 3. Dual-isotope plot of nitrogen-15 vs carbon-13 for a) all samples of Mercenaria 
mercenaria and Solemya velum; foot and gill tissues reported together. b) all samples of M. 
mercenaria; foot and gill reported separately. c) all samples of S. velum; foot and gill reported 
separately.  
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The δ15N and δ13C values of the M. mercenaria from Point Judith Pond were compared to 
those from O’Donnell et al (2003) and Kanaya et al (2013). The values from the three areas are 
all similar, however they do not fall within one standard deviation of each other (see Table 3). 
This is perhaps due to M. mercenaria relying strictly on suspension feeding, and thus the isotope 
signatures would be more susceptible to changes in baseline isotope values of phytoplankton in 
different regions.  
The isotope values of Solemya velum, however, are much different from that of the 
Mercenaria mercenaria. The δ15N value of -8.2‰ (±0.8) is actually lighter than that of 
atmospheric nitrogen (δ15N = 0‰; Peterson & Fry, 1987), the opposite of marine photosynthetic 
organisms and their consumers. Additionally, the S. velum δ13C value of -32.8‰ (±0.7) is 
approximately 10‰ lighter than marine phytoplankton. These values may seem enigmatic 
without further studies, however there are still possible explanations for the distinct isotopic 
signature of S. velum.  
One hypothesis for the distinctive S. velum isotope values is that S. velum is feeding at a 
different trophic level than M. mercenaria. Because of nitrogen isotope fractionation at trophic 
transfers, organisms at higher trophic levels have different isotope values than organisms feeding 
at lower trophic levels (Cabana & Rasmussen, 1996). However, upon inspection of the data, this 
hypothesis does not seem likely to be the main cause of the distinct S. velum isotope values. Both 
S. velum and M. mercenaria are known to feed on autotrophs, and thus a trophic position 
variability higher than one trophic level would be inconsistent with the known information 
regarding these two species. As trophic fractionation is typically around 3-4‰ for δ15N (DeNiro 
& Epstein, 1981; Peterson & Fry, 1987; Post 2002) and only 0-1‰ for δ13C (Post, 2002), the 
differences in δ15N values (18.3‰) and δ13C values (14.2‰) could not be explained with only 
trophic position variability.  
Another hypothesis for the S. velum results is that S. velum is a part of a unique food web, 
and that this food web possesses different isotope values at its baseline. The baseline of a food 
web, that is, the autotrophs at the bottom of the chain, can harbor different isotope values from 
autotrophs in other food webs, and this difference can be carried up through the consumers of the 
baseline (Vander Zanden & Rasmussen, 1999). Because S. velum harborsymbiotic 
chemosynthetic bacteria, they get at least a large portion of their diet by feeding off these 
bacteria (Stewart & Cavanaugh, 2006). These chemosynthetic bacteria have the ability to fix 
inorganic carbon by methods quite unlike that of photosynthetic organisms, and therefore have 
the potential for radically different isotope fractionation. If the chemosynthetic bacteria do 
indeed create a much different baseline from that of marine phytoplankton, S. velum as the 
consumer would have this difference reflected in its own tissues.  
It is important to note with this hypothesis that S. velum gets at least a majority of its food 
from the chemosynthetic bacteria, and it has a greatly reduced gut, which in turn reduces the 
ability to suspension feed (Stewart & Cavanaugh, 2006). However, there is still the possibility 
that S. velum suspension feeds on phytoplankton for a small portion of its diet (Krueger, 
Gallager, & Cavanaugh, 1992). Therefore, there is a possibility that the isotope values of the S. 
velum tissues are actually the weighted average of two different baselines - the chemosynthetic 
bacteria and phytoplankton.  
These results appear to be consistent with other studies documenting isotope values in S. 
velum. Conway, Capuzzo, & Fry (1989) measured isotope values of S. velum in two areas of 
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Cape Cod, Massachusetts - Little Buttermilk Bay and Hadley’s Harbor. The δ15N and δ13C 
values of the S. velum in Little Buttermilk Bay are easily within the range of the values reported 
from Point Judith Pond. In Hadley’s Harbor, however, the δ13C value is slightly heavier, 
thoughnot unreasonably different, but the δ15N value was a striking -0.6‰ (±3.5) (Table 3). 
Looking at the similarities between Point Judith Pond and Little Buttermilk Bay, and the 
relatively high standard deviation at Hadley’s Harbor, it seems as though S. velum may be living 
in different conditions or feeding on different baselines. A potential explanation for this may be 
related to unique biogeochemistry in the region that the S. velum were collected.  
 
Table 3. Comparative values of nitrogen-15 and carbon-13 isotope ratio values in Solemya velum  
and Mercenaria mercenaria from several studies. 
Species Location δ15N (‰) δ13C (‰) Reference 
Solemya velum Point Judith Pond, RI -8.2 
(±0.8) 
-32.8 
(±0.7) 
This study 
Solemya velum Little Buttermilk Bay, 
Cape Cod, MA 
-8.7 
(± 0.8) 
-32.7 
(±1.0) 
Conway et al, 
1989 
Solemya velum Hadley’s Harbor, Cape 
Cod, MA 
-0.6 
(±3.5) 
-31.8 
(±0.9) 
Conway et al, 
1989 
Mercenaria 
mercenaria 
Point Judith Pond, RI 10.1 
(±0.5) 
-18.6 
(±0.4) 
This study 
Mercenaria 
mercenaria 
Assateague Channel, 
VA 
11.2 
(±0.3) 
-17.3 
(±0.1) 
O’Donnell et al, 
2003 
Mercenaria 
mercenaria 
Oi Tidal Flat, Inner 
Tokyo Bay 
7.4 
(±0.8) 
-19.2 
(±0.2) 
Kanaya et al, 
2013 
 
One last important feature to note is the relation of the isotope values in the bivalve foot and 
gill tissues. The close values suggest that the isotope fractionation between the bivalve and its 
diet has been cycled throughout the entire bivalve tissue. In M. mercenaria, the foot and gill 
isotope values were not statistically different; running a Student t-test gives a p = 0.25 for 
nitrogen values and a p = 0.78 for carbon values, indicating that the isotope values are consistent 
throughout its tissue. However, there are statistical differences in the tissue isotopes of S. velum; 
the gill appear to be lighter than the foot in both δ15N and δ13C values. Running a Student t-test 
confirms this; the nitrogen value had a p = 5.82*10-4 and the carbon value had a p = 2.17*10-6. 
As the chemosynthetic bacteria are hosted inside the S. velum’s gill (Stewart & Cavanaugh, 
2006), it is interesting to note that the gill isotope values are statistically different from the foot 
values in S. velum but not M. mercenaria. This could point towards the mechanisms of organic 
matter cycling in these bivalves, however further studies would be required to fully analyze this 
feature. 
 
5. Conclusion 
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These results lend themselves well to application of future studies; for example, compound-
specific isotope analysis may provide an even more in-depth analysis by targeting the isotope 
values of specific amino acids to separate baseline variability from trophic fractionation. 
Additionally, isotope analysis on more chemosynthetic organisms or their consumers may give a 
better understanding of the cycling throughout ecosystems. 
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Abstract 
Phytoplankton are microscopic organisms capable of photosynthesis in oceans, seas, and 
freshwater, and are an essential component of aquatic ecosystems. Primary productivity (PP) 
is the rate at which phytoplankton control carbon dioxide and oxygen levels in the Earth’s 
atmosphere, through photosynthesis. Changes in light, carbon dioxide, nutrients, and 
temperature influence the variety of phytoplankton, their growth rates, and biomass 
accumulation.  In areas where there are less nutrients, nitrogen gas (N2) fixation plays an 
important role in supporting oceanic primary production. Phytoplankton size can be affected 
by the amount of nutrients, therefore if there are less nutrients, it is expected that 
phytoplankton are smaller. The main goal of this research was to examine how PP varies with 
changing summer conditions in Narragansett Bay (NB). Weekly surface, mid-depth and 
bottom samples were collected and this sampling effort was paired with the long-term 
plankton time series in Narragansett Bay. PP was measured with 13C incubations at in situ 
light levels. The stable isotope, carbon-13 was used to determine the photosynthetic rate. To 
obtain size-fractionated PP rates, in-line filtering was done using 5- and 20-µm filters for 
biomass collection on GF/F filters and these PP rates were paired with size-fractionated 
chlorophyll-a. Cell counts were measured using flow cytometry. As a result, NB 
demonstrated to be at its highest temperatures, but this alone is not an indicator of changes in 
this estuary. Therefore, the photosynthetic rate was also taken into consideration, where it 
showed that the smallest phytoplankton (0.7-5 μm) were acquiring more carbon uptake over 
time. Besides, the community composition was observed using the Guava Flow Cytometry 
where there might be a small pattern occurring, because the small-size population was 
dominant but with time, the medium population of phytoplankton became more dominant.  
These data demonstrated how summer primary production changes with shifts in 
environmental conditions in a temperate estuary. 
 
(THE REST OF THIS SECTION IS INTENTIONALLY LEFT BLANK) 
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Testing Nanographene as a Passive Sampler for Emerging Contaminants of 
Environmental Concern in Narragansett Bay  
Jamillez Olmo Classen1,2, Jitka Becanova1, Simon Votja1, and Rainer Lohmann1 
1Graduate School of Oceanography, University of Rhode Island,Narragansett, RI 
2Department of Physics and Chemistry, University of Puerto Rico at Arecibo, Recinto 
de Arecibo, PR 
Abstract 
The lack of awareness and abuse of certain chemicals in our daily life, in the past 
years, has put our health at risk. Among these chemicals are flame retardants (FRs); 
these are chemicals which are added to flammable materials (for example, fabrics) to 
avoid or delay a fire. A specific group of FRs, organophosphate esters (OPEs), has 
been found in different and disturbing concentrations in different places of our 
ecosystem. This study focused on studying the marine waters of Narragansett Bay, 
primarily targeting twelve OPEs. Two passive samplers, polyethylene sheets (PEs) 
and graphene based passive samplers, were compared and characterized using a series 
of laboratory experiments. PEs were subsequently deployed at different depths and 
locations of the bay and then analyzed for concentrations of OPEs. After extraction, 
sample analysis was performed by Gas Chromatography coupled with Mass 
Spectrometry (GC/MS). The data show that these two passive samplers can gradually 
absorb OPEs. In laboratory experiments, we found graphene based samplers able to 
concentrate seven of the twelve compounds of study, whereas PEs concentrated nine 
of the compounds. For the bay deployments, PEs were less compatible for the OPEs 
than expected. More analysis should be performed in order to deeply compare these 
two passive samplers in the laboratory as well as in the field 
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Understanding Sediment Biogeochemical Exchanges of Nutrients Impact on Ecosystem 
Health in Narragansett Bay 
 
Forrest G. Pilone1,2 and Rebecca Robinson2 
1Department of Civil and Environmental Engineering, Colorado School of Mines, Golden, CO 
2Graduate School of Oceanography, University of Rhode Island, Narragansett, RI 
Running head: Springtime benthic nutrient fluxes in Narragansett Bay 
Key Points: 
 Nutrient and oxygen exchanges across the benthic layer are spatially variable within 
Narragansett Bay. 
 The magnitudes of nutrient and oxygen fluxes tend to vary with anthropogenic impact. 
Key Index Words: Nutrient, Exchange, Narragansett, Ecosystem, Health 
Abstract 
Nutrient exchanges driven through sediment and microbial processes and groundwater at the 
benthic layer represent important sources/sinks for nutrients involved in regulating key 
ecological phenomena in Narragansett Bay, such as seasonal hypoxic conditions. Utilizing the C-
AIM benthic chamber lander, we isolated a known volume of the sediment-water interface for 
~24 hours in 4 locations across Narragansett Bay, the Providence River (PR), Mount Hope Bay 
(MHB), Greenwich Bay (GB), and Mid Narragansett Bay (MidNB). Within the chamber, sensors 
measured pH, oxygen, and nitrous oxide in situ, in addition to a time-series collection of water 
samples for the analysis of ammonium (NH4
+), nitrate (NO3
-), and phosphate (PO4
3-). MHB had 
the highest respiration rate, indicated by its oxygen drawdown, followed by PR, GB, and then 
MidNB. The greatest nitrogen flux was at MHB followed by PR, GB, and MidNB. PO4
3- cycled 
in accordance with nitrogen in similar N:P ratios at all sites except MHB. Nutrient cycling at 
MidNB was small relative to other sites. This reflects the relative anthropogenic impact of 
nutrient loading on the PR, MHB, and GB sites when compared to less impacted MidNB site. 
These data will extend our understanding of the spatial and seasonal variability of benthic 
nutrient exchanges, improve constraints on nutrient budgets and ultimately, contribute to 
biogeochemical and ecological models of Narragansett Bay.  
(The rest of this section is left blank) 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
79 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
80 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
81 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
82 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
83 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
84 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
85 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
86 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscript submitted to GSO Technical Report No. 19-2 
87 
 
 
 
 
 
 
 
 
 
 
 
 
88 
 
THE EFFECT OF RISING AND FALLING TIDES AND CURRENT ON 
MATUNUCK OYSTER FARM 
 
Sandra Rech1,2 and Chris Roman1 
 
1Department of Electrical Engineering and Computer Science, University of Kansas, Lawrence, 
KS 
2Graduate School of Oceanography, University of Rhode Island, Narragansett, RI 
Abstract 
Matunuck Oyster Farm, located in South Kingstown’s Potter Pond, is an active aquaculture site 
where oysters are grown and harvested for Matunuck Oyster Bar. Many environmental factors 
such as tidal flux, current speed and bearing, water depth, and temperature affect the productivity 
of the oyster farm. By collecting and analyzing data on these environmental factors, the 
conditions of different areas within the farm can be observed and examined to possibly enhance 
productivity and wellness. The instruments used to collect data were the Lowell Tilt Current 
Meters (TCMs), Onset Water Level Loggers, and Onset HOBO Pendants. The TCMs recorded 
current direction and temperature, the water level logger recorded water depth, as a pressure 
measurement, and temperature, and the HOBO Pendants recorded temperature and light 
intensity. The data collected from these instruments at Potter Pond occurred between October 
2018 and July 2019. The spatial variability across the farm was assessed by placing TCMs and 
Pendants around it. By attaching a small surface buoy to a long TCM, correlation between wind 
and current was investigated by observing how wind affected the current bearing and speed 
measured by a nearby short TCM. The analysis of this data exhibited that tide falls faster and that 
falling tide current moves to the east. The data also suggested that wind was only one of many 
natural phenomena that drive current due to their lack of correlation. Data will continue to be 
collected and analyzed to evaluate the spatial variability and enhance wellness across Matunuck 
Oyster Farm. 
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Understanding the Key Contributors to Smooth Dogfish Trends in Abundance in New 
Jersey and Delaware Waters 
Brianna Villalon1,2 and Camilla McCandless3 
1Graduate School of Oceanography, University of Rhode Island, Narragansett, RI 
2Department of Biology, Texas A&M University, Corpus Christi, TX 
3NOAA Fisheries, New England/Mid-Atlantic, Narragansett Laboratory, Narragansett RI 
Abstract 
The smooth dogfish, Mustelus canis, is a small coastal shark landed in a number of U.S. 
commercial fisheries. This study focused on the cause for the decrease in smooth dogfish catches 
during the NOAA shark survey in Delaware Bay. Another species, the sandbar shark, 
Carcharhinus plumbeus, showed an increasing trend during the same timeframe. To investigate 
these trends, we used NOAA survey data, along with trawl survey data from Delaware and New 
Jersey Divisions of Fish and Wildlife. Analyses indicated smooth dogfish catches are negatively 
correlated with temperature and larger sandbar catches within the bay. The sandbar is a more 
robust shark and may be outcompeting the smooth dogfish for the baited hooks. There is some 
habitat partitioning between the two species since small sandbar sharks use the shallow waters of 
the bay, whereas smooth dogfish tend to use the deeper cooler waters. The larger juvenile 
sandbars are widespread throughout the bay and would more likely interact with smooth dogfish.  
Regression analysis shows a significant positive trend in bottom water temperature across years 
during June. Smooth dogfish are a cooler water species that migrate into and out of the bay 
earlier than sandbar sharks. In response to increases in sandbars and water temperatures, smooth 
dogfish may be migrating out of the bay sooner. Adult smooth dogfish use the bay for mating 
and pupping in the spring. Juvenile smooth dogfish also return in the spring, but without the need 
to mate or pup they may migrate out sooner as temperatures rise.  
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Using Multi-GNSS Interferometric Reflectometry to Monitor Sea Level in Newport, Rhode 
Island 
Benjamin A. Watzak1,2 and Meng Wei1 
1University of Rhode Island, Graduate School of Oceanography 
2Texas A&M University – College Station 
Corresponding author: Benjamin Watzak (bawatzak@tamu.edu)  
Key Words: Reflectometry, GNSS, Signal-to-Noise Ratio, Tidal Gauge 
Abstract 
Monitoring sea level accurately at low cost is critical to managing the challenges of sea level rise 
and climate change. Here, multi- Global Navigation Satellite System (multi-GNSS) 
interferometric reflectometry is used to monitor sea level in Narragansett Bay, Newport, Rhode 
Island. This technique uses the time delay between direct and reflected signals to measure reflector 
height (HR), which is the distance between the receiver and the water surface. Compared to 
traditional tidal gauges, the reflectometry method has a lower associated cost and can be 
implemented along any coastline, without having to account for vertical land motion. Beginning 
with an analysis of GPS (United States GNSS) data, using existing software tools and estimated 
satellite ephemerides, we calculated crude daily mean HR over a period of 8 months between 2018 
and 2019. These daily mean water levels were compared to co-located data from the NOAA tidal 
gauge in Newport, RI. The method and software tools underwent a refinement to reduce the error 
and offset of the resulting water levels. Most notably, this included processing the RINEX data 
with precise satellite ephemerides, as well as adding a function to calculate a weighted average HR 
based on a bimodal Gaussian Mixed Model of the Signal-to-Noise Ratio peak values. GLONASS 
(Russian GNSS) data were then incorporated, allowing for more observations per epoch because 
of a larger available dataset. This further reduced the error in the daily water levels; by about 19% 
for May and June 2019. These new HR measurements resulted in a highly correlated representation 
of the long-term water level trends observed in the tidal gauge data. Annotated code has been 
published to apply this work at other multi-GNSS receiver sites. Coupling this improved method 
with already-existing tidal gauges will enable more accurate and more abundant measurements of 
sea level, in space and time, around the world.  
1. Introduction 
Interferometric Reflectometry (IR) has been developing as a new and important method of 
measuring sea level (Larson et. al., 2010). It has also been shown to be useful in monitoring soil 
moisture (Larson et. al., 2010). The resulting water levels usually compare favorably with tidal 
gauge data from a nearby station.  
The method of GNSS-IR for measuring water levels makes use of the multiple pathways a 
GNSS signal can take (multipath) (Figure 1). More specifically, we focus on an analysis of the 
Signal-to-Noise Ratio (SNR) of the reflected signal. We use a single geodetic-quality GNSS 
receiver to obtain these measurements. This is the method that has been developed and tested by 
Larson et. al. (2013b), among others.  
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This project is designed to test the method of GPS IR at the Coasters Harbor Island, Newport, 
Rhode Island (NPRI) site. We also look into the gains made, if any, by using multiple GNSS (GPS 
+ GLONASS) to obtain water levels. 
  
Figure 1: Visual schematic of GNSS-IR method. A GNSS signal can travel directly from satellite to receiver. 
It can also be reflected off of water and then travel to the receiver. This phenomenon is known as multipath. 
To find the tools used in this study, you can visit https://github.com/bawatzak/gnss_NPRI. It 
should be noted that the files contained in this folder are only those that were created for this study 
and/or modified from the code made available by Roesler & Larson (2018).  
2. Data 
NOAA owns and operates the 
GNSS tracker in NPRI. It uses a 
Trimble NetR9 geodetic-quality 
single multi-GNSS receiver and 
produces daily files that are in 
binary format. In order to use these 
data, each daily file was translated 
using the TEQC conversion tool 
from UNAVCO into satellite 
observation files (Table 1). 
  
Figure 2: Trimble NetR9 multi-GNSS receiver at NPRI site 
with view of Narragansett Bay (41.5041, -71.3256). 
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Table 1: GNSS data collected at the NPRI site and gathered into observation files. 
GNSS 
Constellation 
Signal Options Pseudorange 
Signal 
Strength 
Dates Used 
GPS L1 - C/A  C1, P1 S1 
11/10/18 – 04/11/19, 
05/14/19 – 07/05/19 
GPS L2E C and E C2, P2 S2 
11/10/18 – 04/11/19, 
05/14/19 – 07/05/19 
GPS L2C CM + CL C2, P2 S2 
11/10/18 – 04/11/19, 
05/14/19 – 07/05/19 
GPS L5 I + Q C5 S5 
11/10/18 – 04/11/19, 
05/14/19 – 07/05/19 
GLONASS L1 - C/A  C1, P1 S1 
04/06/19 – 04/11/19, 
05/14/19 – 07/05/19 
GLONASS L1P  C1, P1 S1 
04/06/19 – 04/11/19, 
05/14/19 – 07/05/19 
GLONASS L2 - C/A (M) only C2, P2 S2 
04/06/19 – 04/11/19, 
05/14/19 – 07/05/19 
GLONASS L7 Data + Pilot C7 S7 
04/06/19 – 04/11/19, 
05/14/19 – 07/05/19 
Daily observation files from November 10, 2018 up to July 5, 2019 were analyzed. It must be 
noted that from April 11, 2019 to May 14, 2019 the receiver had wiring and electrical issues, so 
data is missing for these dates. The SNR data that were used for an analysis of water levels comes 
from the S1, S2, and S5 observations throughout the day. S7 data were not analyzed in this study 
because the Fortran tools currently do not allow for this.  
Data from the co-located tidal gauge were obtained from the NPRI station home page 
(accessible through NOAA Tides and Currents). We chose to use the verified hourly observations, 
in meters, with Mean Sea Level (MSL) as the reference point. Thus, we used 24 tidal gauge 
observations per day, for every day since installation of the GNSS receiver. We later made use of 
sp3 files, which contain precise, documented satellite ephemerides for a whole day. Such files 
were downloaded from NASA gnss products in GFZ format so as to include GPS and GLONASS. 
3. Methodology 
3.1 Applying data constraints 
Because the location has several obstructions to open water, signal data must be restricted to 
only those that are reflected from the water surface. Therefore, quality control criteria are applied 
to the observation data. An elevation and azimuthal angle mask are applied to the data so as to 
only collect SNR from reflected signals (those between 3.5˚ and 16˚ elevation, and 15˚ to 145.1˚ 
azimuths). These constraints have come from an analysis of several Fresnel zone overlays, such as 
the one in Figure 3, which were created using the software developed by Roesler & Larson (2018).   
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3.2 Forming an average 
We began by using calculated 
satellite ephemerides from a RINEX 
navigation file. SNR data from 
reflected GNSS signals were analyzed 
in MATLAB using tools developed 
and made available by Roesler & 
Larson (2018). We began with 
observing the SNR tracks and the 
daily Lomb-Scargle Periodograms 
(LSPs) that the MATLAB tool 
produces for the NPRI site. The 
original tool outputs the daily median 
Reflector Height (HR), which is a 
measure of the distance between the 
receiver and the water surface. The 
median was used because it is a value 
unaffected by outliers and extraneous 
data. Once we were sure of the 
viability of this site, based on relative 
homogeneity of the LSP tracks for 
each signal type (L1, L2, and L5), we 
began to look for a way to calculate a 
daily average. 
Before we could calculate a daily average, we needed a way to evaluate our anticipated results. 
An acoustic Aquatrak tidal gauge owned and operated by NOAA is situated within a few yards of 
the GNSS receiver. Therefore, it is the perfect standard by which to assess the IR method at NPRI. 
In theory, the two methods should yield the same water level trends. Because the water levels from 
each method are taken with respect to different reference points, we adjust the tidal gauge 
measurements (TG). This adjustment puts both water levels into the same reference frame. Due to 
the counter-intuitive direction of HR values, where larger values mean lower water levels, we have 
changed the sign of the tidal gauge measurements. Then, we add the distance of the GNSS phase 
center above MSL (5.0952 m). The following equation gives our final tidal gauge data set, Tidal 
Gauge Adjusted (TGA).  
TGA = −1 ∗ TG + 5.0952 
It should be noted that we could have, instead, adjusted the HR measurements so as to be relative 
to MSL. 
Because GPS signals have been recorded for the entire timespan of our dataset, we began our 
quest for a daily mean by only analyzing GPS SNR values. For each of the three signal types, 
MATLAB compiles all SNR tracks that meet the quality control criteria listed in section 3.1. We 
began with a comparison of the crude (unweighted) average of the HR values at LSP peaks taken 
over the course of a day for each frequency, against the crude mean of 24 hourly TGA 
measurements. Once this was done, it was evident that a new method of finding daily means was 
needed.  
Figure 3: Aerial view of NPRI site via Google Earth, with a 
Fresnel zone overlay. All possible azimuths between 15˚ to 
145.1˚ are considered, while elevation angles are considered 
every 0.5˚, ranging from 3.5˚ to 16˚. 
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So, a new method was developed; one which clusters the HR values of the LSP peaks into two 
groups, according to a double-peaked Gaussian Mixed Model (GMM) (Figure 4). Such a model 
searches for two normally-distributed subpopulations of the data. Using the fitgmdist function in 
MATLAB, we can obtain some sample statistics from these subpopulations: means (?̂?1 and ?̂?2), 
variances (?̂?1
2 and ?̂?2
2), and relative proportions of the population (?̂?1 and ?̂?2). The daily average 
for each frequency, f, is taken as a weighted average of the two mean HR values from the GMM. 
The variance of each frequency’s average is also taken, which represents a weighted variance of 
the two GMM peaks’ variances. They are calculated as follows: 
?̅?𝑅,𝑓 = ?̂?1,𝑓 ∗ ?̂?1,𝑓 + ?̂?2,𝑓 ∗ ?̂?2,𝑓 
?̂?𝑓
2 =  ?̂?1,𝑓
2 ∗  ?̂?1,𝑓
2 + ?̂?1,𝑓
2 ∗  ?̂?2,𝑓
2  
This GMM approach was originally adopted as a means to identify and remedy the issue of L2 
double-peaks due to the cross-correlation. However, it was later implemented in all frequencies 
because it allows the method to capture high and low tide subpopulations over each day. 
Subsequently, to get a daily average HR, we take a weighted average of the three daily averages 
given by each frequency. Each of the three daily averages is given a weight wf that is inversely 
related to its standard error. For example, the frequency with the average that has the smallest 
Figure 4: (top) LSP for L1 SNR tracks observed over a 4-hour period. The pink track is from GPS, 
whereas the blue tracks are from GLONASS. (bottom) GMM relative pdf plot of the HR values 
observed at the peak values of the corresponding LSP. 
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standard error is given the largest weight. The combined daily average ?̅?𝑅,𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 is taken as 
follows, with a subsequent sample variance ?̂?𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
2 : 
𝑤𝑓 = 1 −
?̂?𝑓
Σ?̂?𝑖
 
?̅?𝑅,𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 =
Σ{𝑤𝑓 ∗ ?̅?𝑅,𝑓}
Σ𝑤𝑓
  
?̂?𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
2 =  
Σ{𝑤𝑓
2 ∗ ?̂?𝑓
2} 
{Σ𝑤𝑓}
2  
Once this method was developed, the resulting daily averages were again compared to those 
of a tidal gauge. We then proceeded to implementing multiple GNSS constellations. In order to do 
so, we switched to a new translation tool, also developed by Roesler & Larson (2018), that is able 
to convert observation files into SNR data for all GNSS constellations. This new tool also requires 
the use of precise satellite ephemerides. Because precise ephemerides from sp3 files replaced those 
of a RINEX nav file, we used this new tool to create new SNR files for the whole dataset at NPRI 
(including those that were not multi-GNSS). Using the same improved method of obtaining  
?̅?𝑅,𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑, we then incorporated all GPS and GLONASS satellite tracks available for the whole 
timespan of the dataset.  
3.3 Evaluating the model 
There are three measures by which we assess the validity of the model. The first is the 
correlation coefficient between the TGA and the HR values. The second is Root Mean Squared 
Difference (RMSD), which is a measure of how well the HR values match the TGA values, i.e. 
RMSD quantifies the offset between the two methods. The third is the Root Mean Squared Error 
(RMSE), a measure of the uncertainty (variance) in the mean HR values. RMSD and RMSE are 
calculated as follows, with number of observations Nobs, which in this case is the number of daily 
?̅?𝑅,𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 measurements. 
RMSD = √Σ{(TGA – HR)2} / 𝑁𝑜𝑏𝑠  
RMSE = √Σ?̂?𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
2  / 𝑁𝑜𝑏𝑠 
4. Results 
Beginning with a sub-daily scale (Figure 5), we can already begin to notice a strong correlation 
between the water levels obtained by IR and those of TGA measurements. It is evident that data 
from the IR method captures high and low tides well. The high correlation between the methods 
increases as we average over larger periods of time. 
A complete comparison of TGA daily means and combined HR daily means is compiled for 
the period of November 10, 2018 to July 5, 2019 (Figure 6). The two daily water level 
measurements have a correlation coefficient of 0.9153, indicating that the two methods produce 
highly positively correlated water levels. This entire dataset of daily values also has a RMSD of 
0.1312 m. When looking at only the daily averages from the dates before GLONASS was 
incorporated, we find a RMSD of only 0.1190 m. 
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Figure 5: Water level measurements on a sub-daily scale. TGA measurements are taken each hour. HR 
measurements represent a crude (unweighted) mean of the HR values (taken from LSP peaks for each GNSS 
frequency) over a two-hour period. The error bars extend to +/- 1 standard deviation of the respective 
mean. 
We then determine the effects of adding GLONASS to our dataset by looking at RMSD and 
RMSE of daily measurements in May and June. The statistics suggest that adding GLONASS to 
the dataset negatively affects the resulting HR measurements (Table 3). This is because the 
RMSD of both months is higher when using GPS+GLONASS data than when using GPS-only 
data. This leads to the implication that the resulting water levels of the multi-GNSS method are 
farther from TGA levels than the GPS-only water levels. Similar trends are observed in sub-daily 
measurements as well. On the other hand, it is worth noting that RMSE of the mean HR is 
reduced by the addition of GLONASS. This leads to the implication that the GPS+GLONASS 
dataset reduces the uncertainty of the mean HR. 
Then we look at a larger scale: months. We average the daily water level averages over the 
course of each month (using only the dates where GNSS data is available). We find that the 
resulting monthly average water levels, of HR and TGA, have a correlation coefficient of 0.9657, 
with a RMSD of 0.1197 m.  
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Figure 6: Plot of daily mean values for both IR and TGA, beginning Nov. 10, 2018 and ending July 5, 2019. 
The high correlation between the methods is visually evident. 
Month 
Time Frame of 
Measurements 
Type 
Correlation 
Coefficient 
RMSD RMSE 
May daily GPS+GLONASS 0.7343 0.1510 0.0910 
May daily GPS-only 0.8066 0.1100 0.1130 
June daily GPS+GLONASS 0.7849 0.1619 0.1030 
June daily GPS-only 0.7632 0.1249 0.1266 
 
5. Discussion 
5.1 The efficacy of GNSS-IR as a tidal gauge 
The method of GNSS-IR produces HR values that are highly correlated with TGA values at the 
NPRI site. In short, it means the method works for measuring water levels, especially over periods 
of time longer than a day. Our RMSD results, surprisingly, do not compare favorably to those of 
Larson et. al. (2017) for daily means, nor do they compare favorably on a monthly scale.  Some of 
the offset may be attributed to error in the acoustic Aquatrak method (Larson et. al, 2017), which 
is where the TGA measurements come from. This is in part the reason that NOAA has installed a 
Table 2: Validity checking of the IR method for May and June 2019, using daily averages for comparison. 
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MWWL sensor at the NPRI site and is ultimately looking to use that as the primary source of tidal 
gauge measurements (Heitsenrether-Park, 2014).  
However, it should be noted that the multi-GNSS receiver itself does have some setbacks. The 
gap in the IR dataset for April and May was due to an electrical wiring error. It was also expected 
that we would have data for all of July by the end of the project. However, there was an issue again 
that occurred on July 5, not allowing for any subsequent data. This went unnoticed until August, 
when we went to collect our July data. Therefore, this method of taking water levels requires a 
little more monitoring and maintenance than previously thought necessary. 
5.2 The efficacy of adding GLONASS 
As noted previously, using the combined dataset reduces the uncertainty of the daily averages, 
but actually increases the RMSD. This is likely due to GLONASS having a much larger 
measurement noise than that of GPS (Cai et. al., 2016). This phenomenon requires further 
investigation because the differences in RMSD were relatively small, and we only have 1.5 months 
of multi-GNSS data. Additionally, because the RMSD values do not compare favorably with 
previous studies, even using GPS-only, it is certain that the addition of GLONASS is not the only 
issue at the NPRI site.  
5.3 Future work 
While the method that is currently used to take a daily average works relatively well, it is not 
the best. There is much room for improvement. Perhaps when taking an average over the course 
of a day, a GMM with three subpopulations should be considered: one for high tides, one for low, 
and one for in-between. More likely is that a GMM is not the best way to take a daily average HR 
for each frequency. It is worth looking into taking a daily mean HR as an average of 4 to 6 sub-
daily HR measurements so as to be more consistent with the method of obtaining a daily average 
TGA value, while also allowing for a sufficient number of observations per time slot. 
Given that the resulting HR measurements are pretty consistently lower than the TGA values, 
this is an issue that will need to be explored further. It is possible that a measurement of distance 
between reference points at the NPRI site was taken incorrectly, or has changed since the original 
measurement. This would also explain our large RMSD values. Due to the location of the GNSS 
receiver at the Naval War College, it was not possible to visit the site and verify measurements.  
The results suggest that adding more GNSS constellations reduces uncertainty of the averages. 
It is possible that adding other GNSS with smaller measurement noises may also reduce RMSD of 
the method. The Fortran tools will also need some modification to allow for analysis of other 
frequencies such as GLONASS L7. 
Additionally, in the future it would be advantageous to move the GNSS receiver to a nearby, 
yet different spot. It was placed on the same structure as the MWWL sensor that is to be 
implemented soon, so as to allow for truly co-located data. However, as is visible in Figure 3, the 
range of water for signal reflection is limited. This severely limits the amount of reflected SNR 
data we are able to take. Lastly, more data would have provided more telling results. With less 
than a year of GPS data, and fewer than 60 days of multi-GNSS data, the conclusions we can make 
about the NPRI site are limited.  
6. Conclusions 
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Multi-GNSS IR was proven to be an effective method of sea level tracking at the NPRI site, 
given that its results were highly correlated with those of the co-located tidal gauge. The employed 
method of taking an average reduces the uncertainty of the measurements, especially over longer 
time scales. The uncertainty is further reduced by the incorporation of GLONASS data, though 
this comes with an increase in the offset of the measurements, which requires further investigation. 
This method can be implemented, at low cost, anywhere along the coast where there is a wide 
range of unobstructed water, allowing for a spatially and temporally denser dataset of sea level 
tracking. 
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