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ABSTRACT
The statistical study of anatomical shape is crucial in many medical image analysis
applications, specifically in the context of understanding healthy brain developmental
processes and those with neurological disorders such as Alzheimer’s and Huntington’s
disease. Shape is defined as the geometry of an object invariant to position, size, and
orientation. Shape is nonlinear, and therefore, traditional Euclidean statistics for shape
analysis are not appropriate. However, shape is better represented on nonlinear Rie-
mannian manifolds. This dissertation develops novel statistical methodologies to analyze
data that find a natural parameterization on Riemannian manifolds. These techniques are
generalizations of methods developed for the Euclidean setting. The methods are then
applied to study anatomical shape variability.
First, a new statistical technique called geodesic mixed-effects models is developed to
study longitudinal data variability parameterized on a nonlinear manifold. The recent
emergence of large-scale longitudinal imaging studies necessitates development of such
methods to study dynamic anatomical processes such as motion, growth, and degener-
ation. Geodesic mixed-effects models are natural generalizations of linear mixed-effects
models, developed for Euclidean longitudinal data, to the manifold setting. This model
was evaluated on example anatomical shape data to study age-related anatomical vari-
ability in healthy individuals and those who have Alzheimer’s disease.
Just as with geodesic mixed-effects models, existing longitudinal shape models, linear
or manifold, have focused on modeling only age-related anatomical variability, but have
not included the ability to handle multiple covariates, such as sex, disease diagnosis, IQ,
etc. Unfortunately, covariate modeling is not straightforward to set up when anatomical
shape is represented on a manifold. Instead, as a first step, this dissertation proposes a
Bayesian mixed-effects model, for shape represented in a linear space, that incorporates
simultaneous relationships between longitudinal shape data and multiple predictors or
covariates to the model. The framework also automatically selects which covariates are
most relevant to the shape evolution based on observed data.
As a final contribution, in a step toward predictive modeling and uncertainty quantifi-
cation, this dissertation proposes a Bayesian interpretation of the polynomial regression
problem for data represented on a manifold. Just like Bayesian ridge regression for Eu-
clidean data, the proposed manifold regression model penalizes higher order polynomial
coefficients, resulting in simpler polynomials explaining trends in the observed manifold
response data. A key feature of these methods is that they are entirely based on intrinsic
properties of the underlying nonlinear manifold. Although the methods presented in this
work are for polynomial models, the ideas are transferable to more general parametric
regression models with alternate choices for regularization priors.
The applications presented in this dissertation are in the fields of medical image anal-
ysis and shape analysis. That said, the methods and theory are widely applicable to many
other scientific fields, including robotics, computer vision, and evolutionary biology.
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CHAPTER 1
INTRODUCTION
We are constantly presented with an abundance of data on a day-to-day basis. We
receive data in different forms: the number of people taking the bus along a given route
on a weekend, the price of a certain stock over the past year, health records of impover-
ished African communities, the path an Arctic tern takes when migrating to its wintering
grounds, brain image scans of healthy and disease subjects over time, and so much more.
Statistics plays a crucial role in the understanding, analysis, interpretation, and inference
from such data. Simple summary statistics such as means, variances, and more complex
inferential statistics such as regression and probabilistic models are invaluable tools to
better understand what observed data tell us. Many of these tools and methods have been
developed and widely used when the representation of data is in a linear space. However,
the natural world presents us with many complex examples for which Euclidean spaces
are not the appropriate space to represent data. Therefore, standard linear statistics are
also no longer appropriate to analyze such data.
For instance, the Arctic tern migration is one of the longest in the animal kingdom,
recording massive distances between its Arctic and the Antarctic habitats. Observe that the
associated migratory paths are influenced by the curvature of Earth’s surface. Therefore,
in order to do statistics on migratory data, it is most appropriate to represent a tern’s
position on a curved sphere (since our Earth is spherical) rather than a three-dimensional
Euclidean space. Another example for non-Euclidean data comes from diffusion tensor
magnetic resonance imaging (DT-MRI). This imaging modality has been widely used in
clinical studies of multiple sclerosis and stroke and in studying white matter connectivity
of the brain. A diffusion tensor models the covariance of the Brownian motion of water at
an image voxel, making each tensor a symmetric positive definite matrix. Standard linear
statistics of these tensors do not account for the constraint of positive definiteness. The
2space of symmetric positive definite matrices is an example of a nonlinear Riemannian
manifold, as is the sphere in the case of the Arctic tern migration.
Similarly, there are many applications where it is natural to represent data in the space
of rotations, the space of deformations, shape spaces, etc. All of these spaces are examples
of Riemannian manifolds. This dissertation develops fundamental statistical methodolo-
gies such as Bayesian regression and longitudinal models to study data that naturally lie
in these nonlinear Riemannian manifolds. Of particular interest in this dissertation is to
do statistics on shape spaces, specifically in the clinical study of anatomical shape and its
relation to neurodegenerative disease. We describe this motivation next.
1.1 Shape analysis
One of the goals in neuroimaging research is to understand how anatomical struc-
tures in the brain change over time, during aging and growth processes, and more crit-
ically during disease progression. Examples include neurodegenerative diseases such as
Alzheimer’s and Huntington’s and also developmental disorders such as autism. Classi-
cal analysis of these structures involves computing morphometric measurements such as
length, thickness, volume, etc. For instance, it is well established that Alzheimer’s subjects
on average have thinner corpora callosa than healthy subjects [1]. In contrast with these
simple univariate statistics, this dissertation focuses on understanding how an anatomical
structure as a whole differs across people and changes over time. In pursuit of this goal,
a natural entity of interest is anatomical shape, i.e., the geometry of the structure that is
invariant to pose, size, and translation. Anatomical shape has been extensively used as a
viable biomarker to aid diagnosis and treatment planning [2].
Many existing shape analysis techniques study cross-sectional shape data, with which
one typically compares static anatomical shapes [3]. However, the process of degenera-
tion of anatomical structures can be truly captured only if an individual is tracked over
time. This is where longitudinal studies are particularly appropriate. With advances made
in three-dimensional (3D) medical imaging technologies such as in magnetic resonance
imaging (MRI), computed tomography (CT), and diffusion tensor imaging (DTI), there has
a been a major surge in the past decade in the acquisition of large-scale, high-resolution
longitudinal medical image data. Some of these databases include ADNI [4] and OASIS [5]
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autism research, among many other efforts. Along with large-scale image acquisition,
there has been a parallel surge in scalable methods for processing and image analysis
techniques such as registration and improved segmentation of anatomical structures.
With repeated image scans of anatomical structures, the study of change in anatomical
shape is particularly useful in understanding how a specific structure changes in both
healthy and disease subjects. Firstly, the statistical study of anatomical shape is challeng-
ing since shape is nonlinear and high-dimensional. Therefore, classical linear statistical
analysis is not appropriate. Instead, it is often natural to represent shape as an element of
a Riemannian manifold and compute intrinsic manifold statistics. Secondly, there is noise
and uncertainty in observed shape data. Thirdly, the change in shape in one individual is
different from another even among subjects in a healthy population, let alone different
from subjects in a disease population. Lastly, the existing development of regression
models for shape is well suited to describe cross-sectional data, but not longitudinal data.
In lieu of these observations, this dissertation develops statistical methodologies to
study both cross-sectional and longitudinal data that naturally lie on nonlinear Rieman-
nian manifolds. These methods are further tested and evaluated in the study of anatomical
shape analysis.
As the first contribution, this dissertation proposes a novel longitudinal mixed-effects
statistical model for data represented on a nonlinear Riemannian manifold. The work also
demonstrates how such a model can be used to study longitudinal anatomical shape. The
methods further test if a temporal change in anatomy in healthy subjects is significantly
different from changes in those diagnosed with Alzheimer’s disease. Manifold representa-
tions of anatomical shape, or shape spaces [7], have been effective at modeling the nonlinear
variability inherent to shape. Shape here is represented in a specific Riemannian manifold,
called Kendall’s shape space. However, the model is also more broadly applicable to
data in a wide variety of disciplines beyond medicine, such as in evolutionary biology,
computer vision, and ecology. In evolutionary biology, the evolution of bone shapes in
the fossil record is of interest. In ecology, an interesting question is to understand the
migration patterns of species across the globe, which can be naturally represented on a
sphere. The study of such inherently nonlinear data (such as shape variability or bird
4migration) therefore necessitates the development of regression and longitudinal models
for responses that take values on curved manifolds.
The above longitudinal model for manifolds is inspired by Laird and Ware [8] who de-
velop a linear mixed-effects model to study longitudinal data in Euclidean spaces. Firstly,
linear mixed-effects models are probabilistic and give us the flexibility to infuse prior
knowledge about parameter distributions. Secondly, linear mixed-effects models can also
simultaneously incorporate multiple covariates (both continuous and/or categorical) to
explain the response of interest. The proposed longitudinal model on manifolds though
does not have these powerful properties: It is not probabilistic and does not account
for multiple covariates simultaneously but rather gives us a deterministic estimate of an
“average” longitudinal trend for each population, say healthy and disease.
However, medical imaging datasets typically include much more information about
individuals in addition to age and longitudinal image scans. Associated clinical scores,
gender, genetic information, and many other covariates could also potentially explain
anatomical shape change. One or more of these covariates could be confounders in sta-
tistical analysis and will need to be controlled for. The study of longitudinal anatomical
shape in the context of these additional covariates has not been addressed by existing
statistical methodologies. In Chapter 4, this dissertation proposes a Bayesian longitudinal
covariate shape model, where an automatic relevance determination (ARD) prior is placed
on all covariates. The sparsity prior helps infer the most relevant covariates that explain
change in anatomical shape. These methods are demonstrated in a longitudinal database
of Huntington’s disease subjects.
Regression plays a crucial role in understanding the functional relationship between
the change in one variable (such as age) and its effect on another (such as anatomical
shape). Standard approaches model this functional relationship by a deterministic curve,
such as estimating a least-squares polynomial regression curve that matches the data as
well as possible. As is typical in regression problems for Euclidean data, there is a trade-off
in model flexibility (e.g., higher order polynomials are more flexible than lines) versus
generalizability. This holds true for more general nonlinear manifolds as well. Deter-
ministic solutions, such as the least-squares estimates, have a major drawback: As we go
up in degree, higher order polynomials overfit the data. Overfitting is expected since a
5complex/flexible model has many free parameters and thus can always fit the data better.
We show this phenomenon on the sphere in Fig. 1.1. The overfitting manifests as a blowup
in the norms of coefficients as we go up in polynomial order, as seen in Table 1.1 for the
least-squares estimate.
As a final contribution to this dissertation, in contrast to the least-squares approach,
where polynomial parameters are deterministic, we instead treat the regression curve as a
random variable, and propose a Bayesian polynomial regression model for the manifold
setting. The definition of a polynomial on a Riemannian manifold M was first introduced
in [9]. Here, a least-squares estimation procedure for polynomial regression with respect
to a distance metric on M was also developed.
In order to describe Bayesian regression on manifolds, this dissertation extends the
following ideas to the manifold setting:
Figure 1.1: Least-squares polynomial regression (blue curves). True cubic (red curves),
with synthetically generated data (black points). Left: 8th-order least-squares polynomial
on Euclidean space; Right: 5th-order least-squares polynomial on the sphere.
Table 1.1: Coefficient norms on the sphere: Ground truth vs. Least-squares estimates. β
denote polynomial coefficients (see Section 5.2.2).
Coeff. norms ‖β1‖ ‖β2‖ ‖β3‖ ‖β4‖ ‖β5‖
Ground truth 1.41 6.00 13.00 0.00 0.00
Least-squares 5.54 29.64 47.42 437.39 2035.78
61) An intrinsic definition of a probability distribution on a manifold [10].
2) A formulation of a Bayesian prior on polynomial coefficients that favor smaller mag-
nitude, analogous to the Bayesian regression problem in the Euclidean setting.
3) Bayesian inference and model selection procedures developed specifically for curved
Riemannian manifolds.
These methods are evaluated on example manifolds such as the sphere and Kendall’s
landmark shape space.
The thesis and claims are summarized in the following section.
1.2 Thesis and claims
Thesis: Geodesic mixed-effects models for longitudinal manifold data are effective at capturing
temporal changes in anatomical shape and distinguishing between healthy and diseased popula-
tions. Bayesian longitudinal shape models have the ability to automatically select the covariates
that best explain anatomical shape change. Finally, Bayesian generalizations of regression methods
to manifold data prevent overfitting inherent to least-squares methods.
The contributions of this dissertation are:
1) A novel statistical model (which we will refer to as a geodesic mixed-effects model)
has been developed to describe longitudinal variability of geometric data that are
parameterized as finite-dimensional Riemannian manifolds. The proposed model
is a natural generalization of linear mixed-effects models developed for Euclidean
data.
2) Current approaches to longitudinal shape analysis have focused on modeling age-
related shape changes, but have not included the ability to handle more than one
explanatory variable, for instance covariates such as sex, disease diagnosis, IQ, etc.
A Bayesian mixed-effects shape model that incorporates simultaneous relationships
between longitudinal shape data and multiple predictors to the model is developed.
This model also has the ability to automatically select which predictors are most rel-
evant to the model by placing an automatic relevance determination (ARD) prior on
them. The proposed model and inference procedures are evaluated on a longitudinal
study of Huntingtons disease, leveraging the PREDICT-HD database.
73) A Bayesian interpretation of the polynomial regression problem has been devel-
oped for geometric data parameterized on finite-dimensional compact homogeneous
spaces. A novel Hamiltonian Monte Carlo method is proposed to sample from the
posterior density defined on the space of Riemannian polynomials, and a Monte
Carlo expectation maximization algorithm is developed for Bayesian inference.
1.3 Outline
The remainder of this dissertation is organized in the following chapters:
Chapter 2 provides an overview of mathematical concepts and a review of image anal-
ysis and statistical shape analysis background topics that give context to the contributions
in this dissertation.
Chapter 3 presents the first theoretical contribution of this research, namely a geodesic
mixed-effects model, which is used to study longitudinal data represented on Rieman-
nian manifolds. The model is evaluated with synthetic experiments on the sphere. It is
also demonstrated on Kendall’s shape space to study corpus callosum and hippocampal
variability in healthy and Alzheimer’s longitudinal populations.
Chapter 4 presents the second contribution, namely a Bayesian longitudinal shape
model that allows for the joint inclusion of multiple covariates such as age, sex, disease
group, income, etc. Bayesian inference leads to an automatic selection of relevant covari-
ates that correlate best with shape evolution.
Chapter 5 presents the third theoretical contribution of the dissertation. A Bayesian
polynomial regression model for Riemannian manifold responses is proposed. The model
is a natural generalization of Bayesian polynomial regression developed for Euclidean
responses. The work defines probabilistic notions on manifolds, develops Markov chain
Monte Carlo (MCMC) sampling techniques to simulate from Riemannian polynomial-
valued probability densities, and proposes Bayesian inference procedures to estimate the
manifold polynomial model. The model is evaluated on the sphere and is also used here
to study anatomical shape variability.
Chapter 6 presents a summary of contributions and a discussion of potential future
avenues for this research.
CHAPTER 2
BACKGROUND
This chapter presents background material for concepts discussed in this dissertation.
We begin with a review of the geometry of curved Riemannian manifolds in Section 2.1.
Given a Riemannian manifold M, Section 2.2 presents the geometry of a vector bundle of
M, which is also a Riemannian manifold that is constructed based on M. Two examples
of vector bundles, namely the tangent bundle, TM, and the polynomial bundle, P kM, are
discussed as well. TM and P kM are the main objects of study in Chapter 3 and Chapter 5,
respectively. One of the main motivations for the theory presented in this dissertation is its
applicability to shape analysis problems. Section 2.3 reviews some background of existing
shape analysis research.
2.1 Riemannian manifolds
A Greek mathematician, Euclid (300 BC), conceived the geometry of Euclidean spaces.
In his seminal work, ’Elements’, he deduced propositions constructed purely based on in-
tuitive axioms. Although many of Euclid’s results were known to earlier mathematicians,
Euclid was the first to show how all of these propositions could fit into a comprehensive
deductive and logical system. One of the main questions in Euclidean geometry was the
provability of Euclid’s fifth postulate, i.e., the parallel postulate. There are many different
versions of this, but a popular equivalent version says that, given a line L and a point p
not on L, there is a unique line L′ that both passes through p and does not meet L. L′ is
then “parallel” to L. The fifth postulate befuddled mathematicians for over a thousand
years, and at this time, it was widely believed that the universe worked according to the
principles of Euclidean geometry.
Historical accounts highlight that the idea of a non-Euclidean geometry was first given
legitimacy by Gauss in the early 1800s in private discussions with other mathematicians.
Pondering on the shape of the Earth and space itself, Gauss is known to have considered a
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geometry. Some accounts highlight that Gauss developed the ideas for a non-Euclidean
geometry for the first time but did not publish any of them. In 1828, for surfaces embed-
ded in R3, Gauss developed a method to compute a measure of curvature (now called
Gaussian curvature), dependent only on how distances are measured on the surface, not
on the way it is embedded in some ambient space. Using tools from differential geome-
try and topology of curves and surfaces, the idea of a space having intrinsic properties
was revolutionary, regardless of how and where it is embedded. Gaussian curvature
was proved to be an intrinsic invariant to the surface. Around 1829, Janos Bolyai and
Nikolai Ivanovich Lobachevsky independently developed ideas for hyperbolic geometry.
Lobachevsky showed that Euclid’s parallel postulate fails for the geometry in the unique-
ness assumption, i.e., given L and p /∈ L, there exist infinitely many parallel lines that
pass through p and do not meet L. Bolyai bypassed the parallel postulate but arrived at
a family of geometries between Euclidean and hyperbolic ones. Bolyai also conjectured
that it was not possible to decide if the geometry of the physical universe is Euclidean or
non-Euclidean based only on mathematical reasoning. This point in fact was picked up
much later by Einstein in his work on general relativity, where it was eventually shown
that the universe is curved.
In 1854, Bernhard Riemann extended this intrinsic idea of curvature to higher dimen-
sional surfaces by formulating the curvature in terms of a tensor. Riemann also introduced
the idea of a metric structure on these surfaces by defining a smoothly varying inner prod-
uct at each point on the surface. A metric automatically lets one define distances between
points on the surface. These surfaces, called manifolds, along with the metric structure and
the curvature tensor, laid the foundations for the field of Riemannian manifold geometry.
Riemann also constructed an infinite family of geometries that are not Euclidean by giving
a formula for a family of Riemannian metrics on the unit ball in Euclidean space. The
simplest of these, called elliptic geometry, was considered non-Euclidean due to its lack of
parallel lines.
When Riemann developed his theory of manifolds, he did not have at his disposal
tools of differentiation on arbitrary surfaces. These were developed and formalized much
later. A Riemannian manifold in its bare form is a set of elements with a topology along
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with a smoothness structure and a metric structure. There is a dimension d associated
to the space, therefore called a finite-dimensional manifold, which essentially means the
space can be represented by d coordinates, just like the Euclidean space Rd. Manifolds of
dimension 1 include the real line R, the circle S1, parabola and ellipses, and the graph of
a continuous function, among many others. Manifolds of dimension 2 include the plane
R2, any smooth, embedded surface in R3, such as the unit sphere S2 ⊂ R3. We build
up to a definition of a manifold through the development of topological spaces and the
notion of continuity and differentiability on these spaces. We then define what a metric
structure looks like on these spaces. For a thorough treatment of topology ideas, we direct
the reader to [11], [12]. Also find topology examples and counterexamples in [13]. A good
introduction to smooth manifolds and development of calculus on manifolds can be found
in [14], [15], [16]. For a comprehensive overview of differential geometry, see Spivak [17],
[18], [19], [20], [21]. For Riemannian geometry concepts, see [22], [23], [24], [25].
2.1.1 Topological manifolds
Recall that continuity of a function f on the real lineR is written using the well-known
ε− δ definition. If I ⊂ R is an interval, a function f : I → R is continuous at x ∈ I if for
every ε > 0, there exists a δ > 0, such that
y ∈ (x− δ, x + δ)⇒ f (y) ∈ ( f (x)− ε, f (x) + ε).
If this is true for every x ∈ I, f is continuous on I. The contrapositive of this definition
is phrased in terms of open intervals, i.e., the inverse image of an open interval under f
is a union of open intervals. A similar definition can be said for continuous functions on
Rd, where continuity is described in terms of inverse images of open balls, B(x, r) = {y ∈
Rd : |x− y| < r}, or unions of open balls. Also notice that open balls are written in terms
of proximity to a point, i.e., entirely in terms of the Euclidean distance between points.
Therefore, continuity on Euclidean space is defined in terms of not only its open sets but
also the defined metric. A natural question then is: How does one define continuity on
spaces that are not necessarily Euclidean?
Euclidean spaces, and more general manifolds, are sets with a certain structure called
a topology, where continuity is natural to define. A topology T on an arbitrary set M
generalizes the idea of what it means to be an “open” set. It defines which subsets of a set
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M are open, much in the same way as an interval is open inR. Continuity of a function can
then be phrased in terms of these open sets. To start with, we define a topological space.
Definition 2.1.1. A topology on a set M is a collection T of subsets of M such that
(1) φ, M ∈ T.
(2) Uα ∈ T, α ∈ I, |I| = finite or infinite⇒ ∪αUα ∈ T (arbitrary union).
(3) U1, . . . , Un ∈ T ⇒ ∩ni=1Ui ∈ T (finite intersection).
Elements of T are called open sets, and the pair (M, T) is called a topological space. So,
“openness” is defined in terms of its presence in this subcollection T of subsets of M. A
set C ⊂ M is closed if its complement, M− C, is open. See that different topologies can be
defined on a set M. For example, a topology on M consisting of only φ and M is called
the trivial topology. In contrast, a topology consisting of every subset of M is called the
discrete topology on M. Notice that a subset U ⊂ M could potentially be either open or
closed or both or neither, depending on the topology defined. However, the subsets φ and
M are always both open and closed in M under any topology (axiom 1). Another natural
example for a topological space is a metric space. This method for defining a topology,
called a metric topology, can be generalized to any space where a distance is defined.
Definition 2.1.2. A metric space is a set X with a function d : X × X → R that satisfies (1)
d(x, y) ≥ 0, and d(x, y) = 0 if and only if x = y. (2) d(x, y) = d(y, x). (3) d(x, y) + d(y, z) ≥
d(x, z).
From a notational stand point, T is usually left out when referring to a topological
space M, since the type of topology is implied based on context. We next define a basis for
a topology.
Definition 2.1.3. A basis for a topology on a set M is a collection B of subsets of M such
that
(1) For each p ∈ M there exists a B ∈ B containing p.
(2) If B1, B2 ∈ B and p ∈ B1 ∩ B2, then there exists a B3 ⊂ B1 ∩ B2 such that p ∈ B3.
Just like a basis for a vector space can be used to generate any element in that space,
the basis B generates a topology T in the following way: A set U ⊂ M is open if for
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each p ∈ U, there exists a basis element B ∈ B with p ∈ B ⊂ U. See that the generated
topology T consists of all unions of elements of B. For example, the Euclidean space, Rd is
a topological space generated by the basis of open balls B(x, r) = {y ∈ Rd : |x − y| < r}
for all x ∈ Rd, r ∈ R. This is called the standard topology on Rd. Note that this coincides
with the metric topology. Therefore, a set in Rd is open if and only if it is the union of
a collection of open balls. Closed sets in Rd under this topology include sets of discrete
points, closed balls, i.e., sets of the form B(x, r) = {y ∈ Rn : x − y ≤ r}. We can now
define a continuous function between two topological spaces in terms of its open sets.
Definition 2.1.4. Let (X, T1) and (Y, T2) be topological spaces. A mapping f : X → Y is
continuous if for each open set U ⊂ Y, the set f−1(U) is open in X, i.e., U ∈ T1 ⇒ f−1(U) ∈
T2.
If X, Y = R, and T1 = T2, the above definition for a continuous mapping f is equivalent
to the e− δ definition described in the beginning of the section. We drop T1, T2 henceforth
and assume that X, Y have their respective topologies. We now define a homeomorphism
between topological spaces.
Definition 2.1.5. Let X and Y be topological spaces. A mapping f : X → Y is a homeomor-
phism if it is bijective and both f and f−1 are continuous. In this case, X and Y are said to
be homeomorphic.
A homeomorphism equates topological spaces X and Y in terms of bijectively mapping
points and open sets on both sides. Also, any topological property that holds for one holds
for the other. This leads us to the definition of a topological manifold, where a potentially
abstract topological space might be similar to the Euclidean space Rd under the standard
topology. Before a formal definition of a topological manifold, we discuss some special
properties of a topological space.
Definition 2.1.6. A topological space X is said to be Hausdorff if for any two distinct points
x, y ∈ X there exist disjoint open sets U and V with x ∈ U and y ∈ V.
Definition 2.1.7. A topology T is second countable if it has a countable basis, i.e., there
exists a countable collection U = {Ui}∞i=1 of open subsets of T such that any open subset
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of T can be written as a union of elements of some subfamily of U .
While the Hausdorff property guarantees the existence of sufficient number of open
sets, second countability restricts that number to be countable. The real line, R, under the
standard topology of unions of open intervals is both Hausdorff and second countable.
In general, any metric space is a Hausdorff space. Given any two distinct points x, y in
a metric space X, d(x, y) > 0. Then the two open balls B(x, r) and B(y, r), where r =
1
2 d(x, y), are disjoint open sets containing x and y, respectively. For a counterexample, take
a nonempty set M with the trivial topology, and check that it is not Hausdorff.
We are now ready to define a topological manifold. In simple words, a d-dimensional
topological manifold M is “locally equivalent” to a d-dimensional Euclidean space, Rd.
The meaning of local equivalence is formalized in the following definition.
Definition 2.1.8. A topological manifold M is a Hausdorff space with a countable basis
such that for each point p ∈ M, there is a neighborhood U of p that is homeomorphic to
Rd for some integer d. If the integer d is the same for every point p ∈ M, then M is called
a d-dimensional manifold.
Again, the Euclidean space, Rd, is a topological manifold, since it is trivially homeo-
morphic to itself. Likewise, any open set ofRd is also a manifold. The sphere S2 is another
example. Some other important properties of a topological space include compactness and
connectedness.
Definition 2.1.9. Let M be a topological space. A collection U of open subsets of M is said
to be an open cover if M = ∪U∈UU. M is said to be compact if every open cover has a
finite subcover.
For Euclidean spaces Rd, under the standard topology, compactness of a subset is
characterized by the Heine-Borel theorem. This says that a subset of Rd is compact if
and only if it is closed and bounded. For example, a closed ball B¯(x, r) and the unit sphere
Sn−1 = {x ∈ Rn : ‖x‖ = 1} are compact subsets.
Definition 2.1.10. A topological space M is separable if there exists a pair of disjoint open
sets U, V such that M = U ∪ V. If there are no pairs of open sets that satisfy separability,
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M is said to be a connected space.
2.1.2 Differentiable manifolds
In the previous subsection, we saw that topological spaces and manifolds are natural
to talk about continuity and for classification of spaces up to homeomorphism. However,
topological manifolds are not natural to do calculus. For instance, the derivative of a
function on a topological manifold is not necessarily invariant under a homeomorphism.
Other notions such as integration, vector fields, and differential equations also do not
make sense on topological manifolds where equivalence is up to homeomorphisms. This
is where one needs to define a “smooth” structure in addition to the topological structure
to be able to extend Euclidean calculus to more general spaces.
Let us first consider differentiation of a mapping f between Euclidean spaces Rd and
Rn. Recall that the derivative of a such a map is defined locally. Let f : U → V of open
subsets of U ⊂ Rd, V ⊂ Rn. The mapping is an n-tuple of real-valued functions on Rd,
f = ( f1, . . . , fn). f is defined to be smooth or C∞ if each of the component functions fi
have continuous partial derivatives of all orders. Analogous to homeomorphisms, if f is
bijective and has a smooth inverse, it is called a diffeomorphism. A diffeomorphism is
trivially a homeomorphism.
Now, in order to extend differentiation to the general manifold setting, we need to
define what is called a coordinate system. Consider open sets U, V in a topological man-
ifold M, and two homeomorphisms x : U → Rd and y : V → Rd. See that the mapping
x ◦ y−1 : y(U ∩ V) → x(U ∩ V) is between subsets of Rd. The maps x, y are said to be
C∞-related if the map x ◦ y−1 is smooth or C∞. This pair (x, U) is then called a chart or
coordinate system. A coordinate chart (x, U) lets us assign coordinates to any point p ∈ U
as x1(p), . . . , xd(p). These charts are helpful to write local expressions for derivatives,
tangent vectors, and Riemannian metrics on a manifold. A collection of charts whose
domains cover M is called an atlas. An atlas A on a manifold M is said to be maximal if for
any other atlas A′ on M and any coordinate chart (x, U) ∈ A′, (x, U) is also a member of
A. Moreover, given the existence of an atlas A on M, there is a unique maximal atlas A′
such that A ⊂ A′. This unique maximal atlas is the smooth structure on the topological
manifold M that will let us define calculus on M.
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Example 2.1.1. Consider the sphere S2 ⊂ R3 shown in Fig. 2.1. The upper hemisphere
U = {(x, y, z) ∈ S2 : z > 0} about the great circle X is an open set in S2. Now consider
the projection homeomorphism φ : S2 → R2 given by φ : (x, y, z) → (x, y). This gives a
coordinate chart (φ, U). Similar charts can be produced for the lower hemisphere about X,
and for hemispheres about the great circles Y, Z. These charts are C∞-related and cover S2.
Therefore, these charts make up an atlas on S2.
Definition 2.1.11 (Smooth manifold). Let M be a topological manifold with the existence
of an atlas. Let A be the unique maximal atlas on M. The manifold M along with the
smooth structure, i.e., the atlas A is called a smooth manifold. For example, on S2, the atlas
described and as shown in Fig. 2.1 automatically implies that there exists a unique maximal
atlas containing these charts. This makes S2 a smooth manifold.
Definition 2.1.12 (Smooth mapping). A function f : M → N is said to be a smooth
mapping between manifolds if for each coordinate chart (x, U) on M and (y, V) on N,
the mapping y ◦ f ◦ x−1 : x(U) → y(V) is a smooth mapping between Euclidean subsets
x(U) and y(V), for which differentiation is defined.
We saw that topological manifolds are equivalent if there is a bijective homeomor-
Figure 2.1: Sphere S2: The six hemispheres, two each about each of the great circles X, Y, Z
form an atlas for the smooth manifold, S2.
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phism between them. Equivalence between smooth manifolds means they are not only
homeomorphic as topological spaces but also have equivalent smooth structures. This is
formalized by the existence of a diffeomorphism mapping between the manifolds.
Definition 2.1.13 (Diffeomorphism). Given two smooth manifolds M, N , a bijective map-
ping f : M→ N is called a diffeomorphism if both f and f−1 are smooth mappings.
Definition 2.1.14 (Tangent Spaces). Given a manifold M ⊂ Rd, and a point p ∈ M,
consider the linear subspace that best approximates M in a neighborhood of the point p.
This linear subspace is called the tangent space and vectors in this space are called tangent
vectors at p.
Tangent vectors can be thought of as directional derivatives. Consider a smooth curve
γ : (−e, e) → M with γ(0) = p. Then given any smooth function f : M → R, the
composition f ◦ γ is a smooth function, and the following derivative exists:
d
dt
( f ◦ γ)(0).
This leads to an equivalence relation, between smooth curves passing through p. Namely,
if γ1 and γ2 are two smooth curves passing through the point p at t = 0, then γ1 ∼ γ2 if
d
dt
( f ◦ γ1)(0) = ddt ( f ◦ γ2)(0),
for any smooth function f : M → R. A tangent vector is now defined as one of these
equivalence classes of curves. It can be shown that these equivalence classes form a vector
space, i.e., the tangent space Tp M , which has the same dimension as M. Given a local
coordinate system (x, U) containing p, a basis for the tangent space Tp M is given by
the partial derivative operators ∂∂xi , which are the tangent vectors associated with the
coordinate curves of x.
Example 2.1.2. Again, consider the sphere S2 as a subset ofR3. The tangent space at a point
p ∈ S2 is the set of all vectors in R3 perpendicular to p, i.e., TpS2 = {v ∈ R3 :< v, p >= 0}.
In other words, TpS2 is a two-dimensional vector space that consists of all tangent vectors
at p ∈ S2 that is tangent to smooth curves on S2 passing through the point p.
Definition 2.1.15. A vector field on a manifold M is a function that smoothly assigns to
each point p ∈ M a tangent vector Xp ∈ Tp M. This mapping is smooth in the sense that
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the components of the vectors may be written as smooth functions in any local coordinate
system. A vector field may be seen as an operator X : C∞(M) → C∞(M) that maps a
smooth function f ∈ C∞(M) to the smooth function X f : p → Xp f . In other words, the
directional derivative is applied at each point on M.
2.1.3 Riemannian metrics and geodesics
As mentioned earlier in this chapter, the idea of distances on a manifold will be im-
portant in the definition of manifold statistics. This section briefly reviews the concepts
needed. For more details on Riemannian geometry, we refer the reader to the books [24],
[23].
Recall the definition of length for a smooth curve in Euclidean space. Let γ : [a, b]→ Rd
be a smooth curve segment. Then at any point t0 ∈ [a, b], the derivative of the curve γ′(t0)
gives the velocity of the curve at time t0. The length of the curve segment γ is given by





The length of the curve therefore relies on the norm of tangent vectors. This norm on
manifolds arises from the Riemannian metric, which we define next.
Definition 2.1.16. A Riemannian metric g on a manifold M is a bilinear function that as-
signs a smoothly varying inner product 〈, 〉 on the tangent spaces Tp M of M. A Riemannian
manifold is a smooth manifold equipped with such a Riemannian metric.
Examples of Riemannian manifolds include Rd itself, the n-dimensional sphere Sn, n-
dimensional torus Tn, projective spaces such as the Grassmannian and Stiefel manifolds,
shape spaces, Lie groups, among others.
Now the norm of a tangent vector v ∈ Tp M is defined as ‖v‖ = 〈v, v〉 12 . Given local
coordinates x1, . . . , xn in a neighborhood of p, the coordinate vectors vi = ∂∂xi at p form a
basis for the tangent space Tp M. The Riemannian metric may be expressed in this basis as
an n× n matrix g, called the metric tensor, with entries given by
gij = 〈vi, vj〉
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The gij are smooth functions of the coordinates x1, . . . , xn. Given a smooth curve seg-





where now the tangent vector γ′(t) is a vector in Tγ(t)M, and the norm is given by the
Riemannian metric at γ(t).
2.1.3.1 Geodesics
In Euclidean space, the shortest path between two points is a straight line, and the
distance between the points is measured as the length of that straight line segment. This
notion of shortest paths can be extended to Riemannian manifolds by considering the prob-
lem of finding the shortest smooth curve segment between two points on the manifold. If
γ : [a, b] → M is a smooth curve on a Riemannian manifold M with endpoints γ(a) = x
and γ(b) = y, a variation of γ keeping endpoints fixed is a family α of smooth curves:
α : (−e, e)× [a, b]→ M,
such that
1. α(0, t) = γ(t),
2. α(s0) : t→ α(s0, t) is a smooth curve segment for fixed s0 ∈ (−e, e),
3. α(s, a) = x, and α(s, b) = y for all s ∈ (−e, e).
Now the shortest smooth path between the points x, y ∈ M can be seen as finding a critical
point for the length functional, where the length of α is considered as a function of s. The










It can be shown (see [17]) that a critical path for E is also a critical path for L. Conversely,
a critical path for L, once reparameterized proportional to arc length, is a critical path for E.
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Thus, assuming curves are parameterized proportional to arc length, there is no distinction
between curves with minimal length and those with minimal energy. A critical path of the
functional E is called a geodesic.
Given two points on a Riemannian manifold, there is no guarantee that a geodesic
exists between them. There may also be multiple geodesics connecting the two points,
i.e., geodesics are not guaranteed to be unique. Moreover, a geodesic does not have to be a
global minimum of the length functional, i.e., there may exist geodesics of different lengths
between the same two points.
Example 2.1.3. Geodesics on the sphere S2 are given by great circles, i.e., circles on the
sphere with maximal diameter. There are an infinite number of equal-length geodesics
between the north and south poles, i.e., the meridians. Also, given any two points on S2
that are not antipodal, there is a unique great circle between them. This great circle is
separated into two geodesic segments between the two points. One geodesic segment is
longer than the other.
The idea of a global minimum of length leads to a definition of a distance metric d :
M×M→ R (not to be confused with the Riemannian metric). It is defined as
d(p, q) = inf L(γ) : γ a smooth curve between p and q.
If there is a geodesic γ between the points p and q that realizes this distance, i.e., if
L(γ) = d(p, q), then γ is called a minimal geodesic. Minimal geodesics are guaranteed
to exist under certain conditions, as described by the following definition and the Hopf
Rinow Theorem below.
Definition 2.1.17. A Riemannian manifold M is said to be complete if every geodesic
segment γ : [a, b]→ M can be extended to a geodesic from all of R to M .
The reason such manifolds are called “complete” is revealed in the next theorem.
Theorem 2.1.1 (Hopf-Rinow). If M is a complete, connected Riemannian manifold, then the
distance metric d(., .) induced on M is complete. Furthermore, between any two points on M, there
exists a minimal geodesic.
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Example 2.1.4. Both Euclidean space Rn and the sphere S2 are complete. A straight line in
Rn can extend in both directions indefinitely. Also, a great circle in S2 extends indefinitely
in both directions (even though it wraps around itself). As guaranteed by the Hopf-Rinow
Theorem, there is a minimal geodesic between any two points in Rn, i.e., the unique
straight line segment between the points. Also, between any two points on the sphere
there is a minimal geodesic, i.e., the shorter of the two great circle segments between the
two points. Of course, for antipodal points on S2 the minimal geodesic is not unique.
Definition 2.1.18. A vector field on M is an assignment of a tangent vector to each point
of M. More formally, a vector field X on a smooth manifold M can be thought of as a
differential operator acting on smooth functions on M. We define X( f ) ∈ C∞(M) at a
point p ∈ M as the directional derivative of f at p in the direction X(p).
An affine connection ∇ for M is a mapping that takes in pairs of vector fields on M
resulting in another vector field that represents a derivation of vector fields on manifolds.
Theorem 2.1.2. Let (M, g) be a Riemannian manifold. Let the map∇ : C∞(TM)×C∞(TM)→
C∞(TM) be given by the Koszul formula:
g(∇XY, Z) = 12{X(g(Y, Z)) +Y(g(Z, X))− Z(g(X, Y))
+g(Z, [X, Y]) + g(Y, [Z, X])− g(X, [Y, Z])}.
Then ∇ is a connection on the tangent bundle (TM, M,pi).
The affine connection can be seen as relating tangent spaces at different points on M
and furnishes a way to differentiate vectors along curves via the covariant derivative.
Consider a curve γ : [0, 1] → M and let γ˙ = dγ/dt be its velocity. Given a vector field
w defined along γ and, we can define the covariant derivative of w to be Dwdt = ∇γ˙w,
which gives the change of the vector field w along the curve γ analogous to a directional
derivative in Euclidean space. The vector field w is called parallel if ∇γ˙w = 0.
Another way to phrase the definition of a geodesic is in terms of the covariant deriva-
tive. A curve γ is geodesic if it satisfies the equation ∇γ˙γ˙ = 0. In other words, geodesics
are curves with zero acceleration. Let γ have initial conditions γ(0) = p ∈ M and
γ˙(0) = u ∈ Tp M, where Tp M is the tangent space to M at the position p. These conditions
21
uniquely determine a geodesic, but is guaranteed to exist only locally. The exponential
map at p is defined as Expp(u) = γ(1). In other words, the exponential map takes a
position and velocity as input and returns the point at time 1 along the geodesic with these
initial conditions. The exponential map is locally diffeomorphic onto a neighborhood of
p. Let N(p) be the largest such neighborhood. Then within N(p), the exponential map
has an inverse, the Riemannian log map, Logp : N(p) → Tp M. For any point q ∈ N(p),
the Riemannian distance function is given by d(p, q) = ‖Logp(q)‖. Take for instance the
n-dimensional sphere Sn. Let p ∈ Sn, be a point on the sphere embedded in Rn+1, and let
u ∈ TpSn be a tangent at p. Let the Riemannian metric on the sphere be given by the usual
Euclidean inner product defined between tangents at p. The exponential map is then given
by a 2D rotation on the sphere by an angle given by the norm of the tangent, given as,
Expp(u) = q = cos θ · p +
sin θ
θ
· u, θ = ‖u‖.
Likewise, the log map between two points p, q on the sphere can be computed by finding
the initial velocity of the rotation between the two points. Let pip(q) = p · 〈p, q〉 denote the
projection of the vector q onto p. Then the log map is given by
Logp(q) = u =
θ · (q− pip(q))
‖q− pip(q)‖ , θ = arccos(〈p, q〉).
Geodesics, exponential map, log map, and parallel translation are illustrated on the 2D
sphere, S2 in Fig. 2.2.
The Lie bracket of vector fields on a smooth manifold M, also referred to as a commuta-
tor of vector fields, is an operator that assigns pairs of vector fields X, Y to another vector
field denoted [X, Y] such that
[X, Y]( f ) = X(Y( f ))−Y(X( f ))
An important object of study for a Riemannian manifold is the Riemannian curvature
tensor, R. Intuitively, R measures how far away M is from being “flat”, i.e., M being locally
isometric to the Euclidean space. If u, v, w are vector fields on M, the Riemannian curvature
tensor R on M is defined as
R(u, v)w = ∇v∇uw−∇u∇vw +∇[u,v]w,
where [u, v] is the Lie bracket.
22
Figure 2.2: Sphere geometry: M = S2, p, q ∈ M with u, w0 ∈ Tp M and w1 ∈ Tq M the
associated tangent vectors and tangent spaces. γ is a geodesic with γ(0) = p and γ˙(0) = u
resulting in γ(1) = Expp(u) = q. Note that u = Logp(q). w1 ∈ Tq M is the result of parallel
transporting w0 ∈ Tp M along γ.
Example 2.1.5. The curvature tensor for Euclidean space, Rd, evaluates to zero, thereby
giving it the property of being a “flat” manifold, whereas the curvature tensor for the
sphere, S2, is nonzero. Let u, v, w be tangent vectors at a point p on the sphere. Then the
Riemannian curvature tensor for the sphere can be written as
R(u, v)w = 〈w, u〉v− 〈w, v〉u (2.1)
Definition 2.1.19 (Riemannian homogeneous spaces). Let M be a Riemannian manifold
with d being the distance metric on M. An isometry is a smooth mapping ψ : M → M
that preserves geodesic distances, i.e., d(p, q) = d(ψ(p),ψ(q)) for any two points p, q ∈ M.
Note that the set of isometries of M forms a group and acts on M. This group action is
transitive if for any p, q ∈ M, there exists an isometry ψ such that ψ(p) = q. A Riemannian
homogeneous space M is a differentiable manifold on which the group of isometries of M
act smoothly and transitively.
Definition 2.1.20 (Riemannian symmetric spaces). Let M be a connected Riemannian man-
ifold with p ∈ M. A map f defined on a neighborhood of p is said to be a geodesic
symmetry, if it fixes the point p and reverses geodesics through that point, i.e., if γ is
a geodesic and γ(0) = p, then f (γ(t)) = γ(−t). M is said to be locally Riemannian
symmetric if its geodesic symmetries are isometric, and (globally) Riemannian symmetric
if in addition its geodesic symmetries are defined on all of M. Note that Riemannian
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symmetric spaces are Riemannian homogeneous as well.
Example 2.1.6. The Euclidean space, Rd, is an example of a Riemannian symmetric space.
See that fixing p ∈ Rd, any element q ∈ Rd can be obtained through a translation. The
sphere, Sn, is also an example of a symmetric space. Fixing an element p ∈ Sn, any element
q ∈ Sn can be obtained via a rotation. The spaces G of translations for Rd and rotations for
Sn are called Lie groups, which are Riemannian manifolds themselves. It is convenient to
study symmetric spaces M through these Lie group of transformations G, since distances
and shortest paths on M tend to have closed-form expressions through elements of G.
This makes symmetric spaces particularly nice manifolds to do statistics. Both Rd and S2
will serve as illustrative tools in this chapter to give us a better sense of these geometrical
ideas. All manifold examples in this dissertation will be symmetric spaces, but much of
the theory can be extended to more general manifolds.
Example 2.1.7 (Kendall shape space geometry). Another example of a symmetric space
is the 2D Kendall shape space. We think of a centered shape p ∈ V as representing the
complex line Lp = {z · p : z ∈ C\{0} }, i.e., Lp consists of all point configurations with
the same shape as p. A tangent vector at Lp ∈ V is a complex vector, u ∈ V, such that
〈p, u〉 = 0. The exponential map is given by rotating (within V) the complex line Lp by the
initial velocity u, that is,
Expp(u) = cos θ · p +
‖p‖ sin θ
θ
· u, θ = ‖u‖.
Likewise, the log map between two shapes p, q ∈ V is given by finding the initial velocity
of the rotation between the two complex lines Lp and Lq. We first Procrustes align q to
p by computing z = pq, which is the rotation needed for this alignment. Let pip(zq) =
p · 〈p, zq〉/‖p‖2 denote the projection of the vector zq onto p. Then the log map is given by
Logp(q) =
θ · (zq− pip(zq))
‖zq− pip(zq)‖ , θ = arccos
|〈p, zq〉|
‖p‖‖zq‖ .
The Riemannian curvature tensor of CPk−2 can be computed as follows. Let u, v, w be
vectors at a point p ∈ CPk−2. These vectors can be represented in Ck−1 ∼= R2k−2. Writing
the vector w as w = (w1, . . . , w2k−2), define the operator J as
Jw = (−wk, . . . ,−w2k−2, w1, . . . , wk−1).
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The operation of J is just multiplication by i =
√−1 if we take w as a complex vector with
the k− 1 real coordinates listed first. Using J, the curvature tensor R∗ is given as
R∗(u, v)w = R(u, v)w + 〈v, Jw〉Ju
+ 〈w, Ju〉Jv− 2〈u, Jv〉Jw
where R is the curvature tensor of the sphere, S2k−1. For more details, refer to [26].
2.2 Vector bundles of Riemannian manifolds
Definition 2.2.1 (Submersion). Let N and M be smooth manifolds and f : N → M be a
smooth map between them. The map f is a submersion at a point q ∈ N if its differential is
a surjective linear map.
Definition 2.2.2. [26] Let N and M be Riemannian manifolds. A Riemannian submersion
pi : N → M is a mapping of N onto M satisfying the following axioms
1. pi has maximal rank, i.e., the derivative map pi∗ : TqN → Tf (q)M of pi is a surjective
linear map.
2. pi∗ preserves lengths of horizontal vectors.
Given a Riemannian manifold M, one can construct another Riemannian manifold, VM,
called the vector bundle of M. The vector bundle VM assigns a linear vector space Vp to
each p ∈ M. A formal definition is given below.
Definition 2.2.3. Let M be a smooth manifold. A manifold VM together with a smooth
submersion pi : VM → M, onto M, is called a vector bundle of rank r over M if the
following holds:
1. There is a r-dimensional vector space V, such that for any point p ∈ M, Vp = pi−1(p)
of pi over p is a vector space isomorphic to V.
2. Any point p ∈ M has a neighborhood U and a diffeomorphism φ satisfying
pi−1(U)
φ(U)−−−→ U ×Vypi ypr1
U U.
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Moreover, the diagram commutes, which means that Vp is mapped to {p} × V for
every p. Vp is also referred to as fiber of VM, φU is called a local trivialization of VM
over U, and U is a trivializing neighborhood for VM;
3. φU |Vp : Vp → V is an isomorphism of vector spaces.
The vector bundle VM is a smooth manifold just like M, and VM assigns a linear vector
space Vp to each p ∈ M. For instance, when VM = TM, the tangent bundle of M, the vector
space Vp = Tp M, p ∈ M, the tangent space at each point in M. Another example is when
VM = P kM, the space of kthe order polynomials on M, Vp = (Tp M)k, p ∈ M. Note that
P1M = TM, i.e., the tangent bundle naturally allows for the representation of geodesics of
M. We elaborate on the tangent bundle, TM, in this chapter. We describe the polynomial
bundle in Chapter 5.
2.2.1 The tangent bundle TM
In this section, we review the geometry of the tangent bundle TM of a Riemannian
manifold M, which by itself is a Riemannian manifold of dimension twice that of M.
We then introduce the important class of natural metrics on TM. This will serve as a
background for Chapter 3, where we define a specific type of natural metric on TM called
the Sasaki metric. For more details, see [27], [28].
Definition 2.2.4. Let M be a smooth m-dimensional manifold. For a point p ∈ M, let Tp M
denote the tangent space of M at p. The set TM = {(p, u)|p ∈ M, u ∈ Tp M} is called the
tangent bundle of M and the bundle map pi : TM→ M is given by pi : (p, u)→ p.
Example 2.2.1. When M = Rd, TM is simply R2d, the 2d-dimensional Euclidean space.
The simplest non-Euclidean manifold example is when M = S1, the one-dimensional (1D)
circle. Here the tangent bundle TS1 is equivalent to the cylinder, S1 × R. When M =
S2 though, TS2 6≡ S2 ×R2. Note that S1 also forms a group, parameterized by angular
addition modulo 2pi, which makes the manifold S1 a Lie group. Just like S1, if G is an
n-dimensional Lie group, TG ≡ G×Rn.
We now define vertical and the horizontal lifts of vector fields on TM, which are
necessary to calculate the Lie bracket on TM.
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Definition 2.2.5. Let (M, g) be a Riemannian manifold with Levi-Civita connection∇, TM
denote the tangent bundle of M, and pi be the natural projection of TM onto M. Then the
differential dpi of pi is a C∞-map from TTM onto TM. If (p, u) ∈ TM, then we denote the
kernel of dpi at (p, u) by
V(p,u) = Ker(dpi|(p,u))
and call it the vertical subspace of T(p,u)TM at the point (p, u).
Definition 2.2.6. Let V be a neighborhood of p in M such that the exponential map expp :
Tp M → M maps a neighborhood V ′ of 0 in Tp M diffeomorphically onto V. Furthermore,
let τ : pi−1(V) → Tp M be the C∞-map into Tp M, which translates every Y ∈ pi−1(V) in a
parallel manner from q = pi(Y) to p along the unique geodesic arc in V between q and p.
For u ∈ Tp M let R−u : Tp M → Tp M be the map given by R−u(X) := X − u for X ∈ Tp M.
Then the connection map K(p, u) : T(p,u)TM of the Levi-Civita connection ∇ is defined as
K(A) := d(expp ◦R−u ◦ τ)(A)
for all A ∈ T(p,u)TM.
Definition 2.2.7. The horizontal subspace H(p,u) of the tangent space T(p,u)TM at (p, u) of
the tangent bundle TM is defined by
H(p,u) = Ker(K(p,u)).
A curve X : I → TM is said to be horizontal if X′(t) ∈ H(γ(t),U(t)) for all t ∈ I and
vertical if X′(t) ∈ V(γ(t),U(t)) for all t ∈ I.
In other words, the horizontal curves in the tangent bundle TM correspond to parallel
vector fields on the manifold (M, g,∇). Therefore, the tangent space T(p,u)TM of TM at
the point (p, u) is the direct sum of its vertical and horizontal subspaces, i.e., T(p,u)TM =
H(p,u) +V(p,u). We now define the horizontal and vertical lifts of tangent vectors on M.
Definition 2.2.8. Let X ∈ Tp M be a tangent vector. The horizontal lift of X at a point
(p, u) ∈ TM is the unique vector Xh ∈ H(p,u) such that dpi(Xh) = X. The vertical lift of X
at (p, u) is the unique vector Xv ∈ V(p,u) such that Xv(d f ) = X( f ) for all functions f on M.
Here d f is the function defined by (d f )(p, u) = u( f ).
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The above definitions of lifts can now be extended from tangent vectors to vector fields.
Definition 2.2.9. The horizontal lift of a vector field X ∈ C∞(TM) on TM is the vector
field Xh ∈ C∞(TTM) whose value at a point (p, u) is the horizontal lift of Xp at (p, u). The
vertical lift of a vector field is defined in the same way. More precisely: If X ∈ C∞(TM),
then there is exactly one vector field Xh ∈ C∞(TTM) on TM called the horizontal lift of X
such that for all Z ∈ TM:
dpi(Xh)Z = Xpi(Z) and KX
h
Z = 0pi(Z)
The vertical lift X v is the unique vector field satisfying
dpi(Xv)Z = 0pi(Z) and KX
h
Z = Xpi(Z)
Note that the maps X → Xh and X → Xv are isomorphisms between the vector space
Tp M and the subspaces H(p,u) and V(p,u), respectively.
For instance, let Z = (p, u) and Zˆ = (v, w) ∈ T(p,u)TM. Intuitively, v represents a
change in p, and w represents a change in u. Technically, v and w live in the tangent space
Tp M, and they need to be “lifted” to T(p,u)TM, i.e., the tangent space to TM at (p, u). The
lift of the v component, denoted vh, is the horizontal lift of v. Geodesics along vh change
the point p while parallel translating u. The lift of w, denoted wv, is the vertical lift of
w. Geodesics along wv leave p fixed and move u linearly. And therefore, see that, Zˆ =
(v, w) ≡ vh + wv.
Definition 2.2.10. Let (M, g) be a Riemannian manifold. A Riemannian metric g on the
tangent bundle TM of M is said to be natural with respect to g if:
1. g(p,u)(X
h, Yh) = gp(X, Y), and
2. g(p,u)(X
h, Yv) = 0,
for all vector fields X, Y ∈ C∞(TM).
Musso and Tricerri [29] outlined a method to generate g-natural metrics on TM, where
g is the metric on M.
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Lemma 2.2.1. Let (M,∇, g) be a Riemannian manifold and TM be the tangent bundle of M. Then
for each (p, u) ∈ TM and every natural metric g on TM, the corresponding Levi-Civita connection
∇ satisfies
1. g(∇XhYh, Zh) = g(∇XY, Z),
2. g(∇XhYh, Zv) = − 12 g((R(X, Y)u)v, Zv),
3. g(∇XhYv, Zh) = − 12 g(Yv, (R(Z, X)u)v),
4. g(∇XhYv, Zv) = 12 (Xh(g(Yv, Zv)) + g(Zv, (∇XY)v)− g(Yv, (∇XZ)v)),
5. g(∇XvYh, Zh) = 12 g(Xv, (R(Y, Z)u)v),
6. g(∇XvYh, Zv) = 12 (Yh(g(Zv, Xv)) + g(Zv, (∇YX)v)− g(Xv, (∇YZ)v)),
7. g(∇XvYv, Zh) = 12 (−Zh(g(Xv, Yv)) + g(Yv, (∇ZX)v) + g(Xv, (∇ZY)v)),
8. g(∇XvYv, Zv) = 12 (Xv(g(Yv, Zv)) +Yv(g(Zv, Xv))− Zv(g(Xv, Yv))).
for all vector fields X, Y, Z ∈ C∞(TM).
Proof. See Lemma 6.2 in [28].
Corollary. Let (M,∇, g) be a Riemannian manifold and g be a natural metric on the tangent
bundle TM of M. Then the corresponding Levi-Civita connection ∇ satisfies




for all vector fields X, Y ∈ C∞(TM).
2.3 Shape analysis background
Statistical shape analysis is an important tool to study the geometric variability of
objects. A major motivation for shape analysis is in studying variability of anatomical
structures extracted from medical images. This is particularly useful when analyzing dif-
ferences in anatomical variability in healthy and disease populations. For instance, in neu-
rological applications such as Alzheimer’s disease, and schizophrenia, the hippocampal
and the corpus callosum region undergoes a significant change in shape [30], [1]. If global
shape is a plausible feature to distinguish populations, we can better understand biological
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processes, disease diagnosis, and treatment planning with robust predictive shape models.
Shape models have also been instrumental in understanding pediatric neurodevelopment,
specifically in the context of neonates diagnosed with Autism spectrum disorder [31], [32].
It has also been popular in orthopedic research, where bone shapes with pathologies, such
as femur and tibia, are studied, and compared with normal populations [33], [34], [35],
[36]. Beyond medical imaging, shape models also find application in evolutionary biology,
where shapes of fossil record are of interest. Other areas where shapes are studied include
anthropology and paleontology [37].
Analyzing and modeling anatomical shape changes is subsumed in the broad field of
computational anatomy [38], [39]. Traditionally, the study of shape involved computing
morphometric measures such as length, thickness, areas, and volumes. These measure-
ments are computed in linear spaces, and therefore, variability was also measured using
linear statistics such as the use of principal components analysis (PCA). Other studies
delineated overall size and shape. In neonatal development, for instance, brain struc-
tures grow rapidly over the span the first 24 months, and distinguishing size and shape
changes are crucial [40]. On the other hand, in healthy developed brains, size could be
a confounding factor just because different people come in different sizes, and therefore
the size of an anatomical structure is proportional to the brain size. In this setting, shape
changes become more relevant. Traditional morphometrics, however, could not capture
the inherent geometry of the shape of interest. This led to the development of methods,
where shapes were represented by a set of landmarks, which could automatically account
of size invariance. Landmark-based shape analysis was proposed by Kendall [41], where
he defined shape to be the geometry of an object that is invariant to position, size, and
orientation. This automatically placed shape as an element of the landmark-based Kendall
shape space. Kendall shape space is naturally a finite-dimensional Riemannian manifold.
Other frameworks to statistical shape analysis include the point distribution model
and active shape models of Cootes and Taylor [42] and the spherical harmonics approach
to statistical shape analysis [43], [44]. The particle-correspondence based representation
of shape was further used in an entropy framework by Cates et al. [45]. Earlier, statistics
of landmark shapes were done in the tangent space to the Kendall shape space [46], [47],
[48]. Although the configurations of shapes were preserved, any statistical modeling in the
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tangent space such as modeling shape variation by a regression model could potentially
give implausible shapes. This is because Kendall shape space is a curved manifold and
linear statistics is not appropriate since it is not intrinsic to the shape space. The nonlinear
aspect of the geometry itself, and the associated variability, could be highly nonlinear and
nonregular. Instead, the methods presented in this dissertation parameterize shape and
model the variability with the development of regression and longitudinal models for data
that are naturally parameterized on a nonlinear Riemannian manifold.
There have been plenty of methods developed to do statistics on manifolds. Huiling
Le and David Kendall [49] developed a Riemannian framework to do statistics on shape
spaces. Directional statistics was developed in [50]. Michor and Mumford presented
Riemannian geometries on the space of plane curves [51]. Pennec [52] presented a Rieman-
nian framework to do intrinsic statistics. Pennec et al. [53] also presented a Riemannian
framework to do tensor computing. For atlas estimation, the Riemannian median was
proposed as a robust alternative to the Fre´chet mean [54]. A Bayesian model with the
estimation of regularization and atlas building in diffeomorphic image registration was
proposed in [55]. Statistical analysis in the Riemannian manifold of diffusion tensors was
developed in [56]. To describe variability of geometric objects in the manifold represen-
tation, principal geodesic analysis (PGA) was developed by Fletcher et al. [57]. PGA is a
natural extension of principal components analysis (PCA) to the manifold setting. Shape
statistics could be studied on Lie groups of medial representations of shapes, and PGA was
extended to this setting in [58]. Gaussian distributions on Lie groups have been developed
in [59] to study shape statistics. PGA was further extended to probabilistic PGA in [60].
A Bayesian interpretation of probabilistic PGA was also developed by Zhang and Fletcher
in [61].
Shape regression approaches have been crucial to help model a manifold shape re-
sponse as a function of an explanatory variable, such as time, or some other behavioral
or disease measure. Specific approaches [62] to the shape regression problem have been
formulated for several shape representations and metrics, including diffeomorphic shape
changes. Regression approaches in the diffeomorphic setting using tangent space repre-
sentations were developed by [63], growth models were developed by Miller [64], and
image matching was discussed in [65], [66]. Other methods have been developed to model
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and match landmark shapes in the setting of large deformation diffeomorphic metric map-
ping (LDDMM) [67], [68]. Regression in diffeomorphism benefits from the estimation
of Jacobi fields in that setting by Younes [69]. Elastic shape analysis was presented by
Younes in [70]. Parallel transport in diffeomorphisms was developed in [71]. In the context
of image matching and atlas building, a faster approach using a finite-dimensional Lie
algebra approximation in the setting of diffeomorphisms was presented in [72].
Among other manifold representations of shape include medial representations [73],
[74], [75]. Particle correspondence-based regression approaches were used in [76], [77].
Jupp and Kent [78] propose an unrolling method on shape spaces. Nonparametric regres-
sion was developed by Davis et al. [79], and 2nd-order splines by Trouve´ and Vialard [80].
Klassen et al. [81] developed a shape regression analysis of planar shapes using geodesic
paths on shape spaces. Shi et al. [82] proposed a semiparametric model with multiple co-
variates for manifold response data. Recently, parametric models of regression, where the
regression function is a geodesic curve, have been introduced independently by Fletcher [83]
and Niethammer et al. [84]. Splines have also been developed for the space of diffeomor-
phisms [85]. Smoothing splines were developed by [86].
Among applications to other manifolds in fields like computer vision, regression meth-
ods on the Grassmannian have been developed by several authors. Applications of Grass-
mann manifolds to image and video based recognition were presented in [87]. Hong et al.
also developed intrinsic models on the Grassmannian [88], [89].
Related to the regression problem is the longitudinal analysis problem. However,
regression is not appropriate for longitudinal data, since it does not account for subject-
specific spatiotemporal modeling as longitudinal analysis demands. Again, existing work
in longitudinal analysis includes several approaches in the setting of diffeomorphic trans-
formations, which form an infinite-dimensional manifold, applied to image sequences.
Durrleman et al. [90], [91] construct spatiotemporal image atlases from longitudinal data.
Qiu et al. [92] use parallel translation to bring individual trajectories to a common point
for comparison. Lorenzi et al. [93] use a hierarchical model on stationary velocity fields,
in a framework that does not include a Riemannian metric on the manifold of diffeo-
morphisms. Singh et al. [94] develop hierarchical geodesic models on the manifold of
diffeomorphisms. The diffeomorphism framework is leveraged to do multivariate shape
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regression and to quantify brain atrophy in aging and dementia [95], [96]. Bowman et
al. [97] proposed linear mixed models for longitudinal shape and facial data. Linear mixed-
effects models were developed in the particle-correspondence framework by [98]. Schiratti
et al. [99] develop longitudinal mixed-effects to learn spatiotemporal trajectories from
manifold values longitudinal data. They further develop another mixed-effects model for
longitudinal univariate manifold-valued data that takes into account time reparametriza-
tion in [100]. In later work, Hong et al. [101] develop group testing for longitudinal data
on Riemannian manifolds.
In the next chapter, the dissertation proposes the first contribution. In many of the
above longitudinal approaches, an important shortcoming is that they do not model dis-
tances between individual trajectories. This makes it difficult to compare difference be-
tween two trajectories, or even to rigorously define the concept of the variance of a popu-
lation of trajectories. In this regard, Chapter 3 proposes a longitudinal model that defines
a Riemannian metric between trajectories that helps distinguish between individual trajec-





A longitudinal study tracks changes in individuals by repeatedly collecting measure-
ments over time. Longitudinal studies are popular in medicine, where the goal is to under-
stand change processes, such as healthy development, aging, or disease progression. Such
change processes are often best understood by tracking the shape of certain anatomical
structures in time. Shape, i.e., the geometry of an object that is invariant to rotation, scaling,
and translation, could be useful to characterize and distinguish between time-varying
anatomical trajectories that are healthy versus those that are due to disease. For example,
understanding changes in neuroanatomy is a critical goal in the study of degenerative dis-
eases such as Alzheimer’s and in developmental disorders such as autism. Longitudinal
shape data also arise in various branches of biology, such as evolutionary biology, where
the evolution of the shapes of bones in the fossil record is of interest. The main challenge
for these studies is that shape is inherently nonlinear and high-dimensional. Because of
this, manifold representations of shape have proven to be effective. Therefore, analysis of
shape changes necessitates the development of models for dealing with manifold-valued
longitudinal data. Such models would also benefit other applications that involve serial
collection of manifold data, such as directional data, transformation groups, and tensors.
In this chapter, we develop an intrinsic longitudinal model to analyze longitudinal data
that take values on a nonlinear Riemannian manifold.
Related to the longitudinal data analysis problem is the regression problem. However,
regression does not model individual changes and is not appropriate for analyzing longitu-
dinal data. Instead, regression models are used for describing cross-sectional data, where
only one data point per individual is available. In Fig 3.1, let the “black circles” represent
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Figure 3.1: Hierarchical linear mixed-effects (HLM) model (figure from [94]): Longitudinal
data y (empty black circles). Individual trajectories (dashed black lines). Left: Ordinary
least-squares regression curve oblivious to individual evolutions (blue). Right: comparing
regression (blue) with HLM result accounting for individual evolutions (red).
univariate Euclidean longitudinal response variables. For intuition, let the longitudinal
response represent the temperature of individuals measured over time in response to a
drug administered during the course of a day. The figure compares two linear models for
the same data: a linear least squares regression line (in blue) and a population trajectory
(in red) of a linear mixed-effects model. Going back to the example, note that linear
regression says overall patient temperature is going down, even though each patient’s
temperature is rising (dashed black lines), correctly represented by the red line. This is
not to say regression models never give good results. Both these models might very well
coincide. However, the takeaway here is that linear regression does not take into account
the correlations within the same individual, i.e., it is oblivious to the fact that the data
are essentially repeated measures of different individuals, and treats each data point as
its own individual. On the other hand, a linear mixed-effects model assumes a linear
model for each individual by design, with the population trajectory being a distributional
mean in the space of trajectories. Mixed-effects models are therefore a natural choice for
subject-specific spatiotemporal modeling.
Regression extensions to manifolds include [78], [64], [79], [80], [82]. Recently, para-
metric models of regression, where the regression function is a geodesic curve, have been
introduced independently by Fletcher [83] and Niethammer et al. [84]. These parametric
models for geodesics are easy to interpret, and what we employ and extend to the lon-
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gitudinal problem. Existing work in longitudinal analysis includes several approaches
in the setting of diffeomorphic transformations [90], [92], [91], [93], [94], which form an
infinite-dimensional manifold, applied to image sequences. A common theme and an
important shortcoming of all these longitudinal approaches is that they do not model dis-
tances between trajectories. Without a notion of distance, comparing differences between
two trajectories becomes difficult or to even rigorously define a notion of the variance of a
population of trajectories.
In this chapter, a hierarchical model is proposed for longitudinal data analysis on
Riemannian manifolds. This model will be referred to as a geodesic mixed-effects model [102].
The model is inspired by the work of Laird and Ware [8], who proposed a hierarchical
mixed-effects model for longitudinal data in a linear vector space. On real Euclidean
spaces, both individual and population summary trajectories are modeled by lines as
shown in Fig. 3.1. Extending this idea to a manifold M, for longitudinal responses y ∈ M,
individual and group trajectories are now modeled by geodesics. In fact, geodesics in Rd
are lines.
Thus, as in [8], we consider two stages: Serial manifold data from each individual
are modeled by a geodesic trend in the first stage, and individual geodesics in turn are
modeled as perturbations of the population geodesic in the second stage. Geodesic trends
in both stages are uniquely parameterized by their initial conditions: an initial position,
or, “intercept”, and an initial velocity, or, “slope”, as in the case with lines. We define
a distance metric between geodesic trends, by considering the slope-intercept pairs that
parameterize the geodesic to be elements of the tangent bundle of the Riemannian mani-
fold. The tangent bundle can now be given the structure of a differentiable manifold with
geodesic distances defined by the Sasaki metric [27]. Under the Sasaki metric, we develop
a least-squares estimation procedure of our model parameters, a definition of the variance
of trends, and a method to compare the average trends of two groups.
We first review linear mixed-effects models proposed by Laird and Ware [8]. We then
describe how we extend linear mixed-effects models to geodesic mixed-effects models for
nonlinear manifold responses.
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3.2 Background: Linear mixed-effects models
Let there be N individuals in a population. Consider a univariate Euclidean longi-
tudinal response random variable for the ith individual, Yi ∈ R. Let realizations of the
response be denoted yij, corresponding to the jth observation of the ith individual. The
design can be unbalanced, which means there could potentially be a different number of
observations for each individual. Let ni denote the number of observations for the ith
individual. See Fig. 3.1 for an illustration.
The mixed-effects model is summarized in two stages: Population parameters and
within-person variation are described in the first stage (individual level), and between-
person variation is described in the second stage (population level). Keeping with the
notation of [8], let α denote a p× 1 vector of unknown population level parameters, also
called fixed effects, with Xi, a known ni× p design matrix linking α to Yi. Let bi denote a k× 1
vector of unknown individual level parameters also called random effects, with Zi, a known
ni × k design matrix linking bi to Yi. Fixed-effects describe “average” behavior of the
longitudinal population as a whole, whereas the random-effects represent the deviation
of a specific individual from this population average. The mixed-effects model can be
written in a hierarchical manner as below.
• Individual level: For each individual i,
Yi = Xiα+ Zibi + ei, (3.1)
where ei ∼ N(0, Ri). Here Ri is a ni × ni covariance matrix. At this stage, both α and
bi are considered fixed parameters. A simple case of the mixed-effects model occurs
when we have a single independent variable (such as time or age) that is used for
both fixed and random effects, i.e., Zi = Xi with p = k = 2. See that (3.1) simplifies
to
Yi = Xi(α+ bi) + ei, (3.2)
where for the ith individual, fixed-effects, α and random-effects bi, are 2-vectors inter-
preted as slope-intercept pairs associated to group behavior and individual behavior
respectively. The more general case of p > 2 can be used to model covariates, which
we discuss in Chapter 4.
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• Group level: Here, bi are not parameters, but instead distributed as N(0, D), in-
dependent of each other and of ei. D is a 2× 2 positive definite covariance matrix.
The population parameters α are typically treated as fixed effects, but could poten-
tially allow for a prior distribution if appropriate. The subject-specific variable bi
represents the perturbation from the group variable, α, resulting in the longitudinal
trajectory for the ith individual, governed by α+ bi in (3.2).
3.2.1 Inference
Assuming the model in (3.2) and known covariances Ri, D, a maximum likelihood
estimate is computed for fixed effects, α, and an empirical Bayes estimate is computed
for random effects, bi. These also turn out to be weighted least-squares estimates. Writing
var(yi) = Vi = Ri + XiDXti and Wi = V
−1











bˆi = DXti Wi(yi − Xiαˆ).
In the more general setting, covariances are unknown. Let θ jointly denote the un-
known parameters of Ri, D. Let θˆ represent the maximum likelihood estimate of θ. An
expectation maximization (EM) algorithm is used to compute estimates for θ, α, β, where
in every iteration, θˆ is updated such that it maximizes the expected joint likelihood, which
in turn is used to compute and update α(θˆ) and bi(θˆ). For more details of estimation
procedure, see [8].
3.3 Geodesic longitudinal model
Analogous to Euclidean linear mixed-effects models, we now propose a hierarchical
mixed-effects model for manifold-valued longitudinal data. Given N individuals, let Yi
represent the longitudinal response variable for the ith individual taking values in a Rie-
mannian manifold M. Realizations of the response are denoted yij, corresponding to the
jth observation of the ith individual. Let Xi denote the independent variable, typically
time, with realizations xij ∈ R corresponding to each yij. The proposed model is illus-
trated in Fig. 3.2. Just like the Euclidean setting, the model is described in two stages: an







Figure 3.2: Schematic of the geodesic longitudinal model: Observations yij shown in
different symbols depicting different individuals. Geodesic trends (Individual - dashed
red, Population - solid blue).
• Individual level: Each individual response, Yi, is modeled by a geodesic trend with
noise [10]
Yi = Exp(Exp(pi, Xiui), ei). (3.3)
The inner exponential map is a geodesic curve for the ith individual, determined
by an initial position, pi, and velocity, ui, and parameterized with respect to the
independent variable, Xi. The outer exponential map models the random variation
of observations from this curve, where ei is a random variable taking values in the
tangent space at the corresponding position on the geodesic, Exp(pi, Xiui). In Fig. 3.2,
the observations yij for different individuals are drawn with different symbols. The
dashed red curves depict the individual geodesic trends given by (3.3).
• Group level: The parameters, (pi, ui), of the individual trends are modeled as
perturbations from a group geodesic trend for the population, determined by the
parameters (α, β) ∈ TM. The population geodesic is depicted by the blue curve in
Fig. 3.2. The group model can be written as
(pi, ui) = ExpTM((α, β), (vi, wi)), (3.4)
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where (vi, wi) ∈ T(α,β)TM and ExpTM is the exponential map on the tangent bundle
TM, under a chosen Riemannian metric on TM. Here, the chosen metric is the Sasaki
metric originally proposed by Shigeo Sasaki [27].
Before outlining inference strategies for the geodesic longitudinal model, it is necessary
to better understand the Sasaki metric and its associated properties. We describe this next.
3.4 The Sasaki metric
In Chapter 2, we reviewed some fundamental definitions and concepts in Riemannian
geometry. Given a Riemannian manifold M, we also defined the tangent bundle TM and
its associated Riemannian manifold structure in Section 2.2.1. We also described how
to define a natural Riemannian metric on TM using the metric on M via a Riemannian
submersion (see Definition 2.2.10). In the current work, we choose a specific candidate
natural metric on TM called the Sasaki metric and use it to do longitudinal analysis. Recall
that Xh and Xv are the horizontal and vertical lifts of a vector field X ∈ C∞(TM). The
Sasaki metric g is written as
g(Xh, Yh) = g(X, Y),
g(Xh, Yv) = 0, (3.5)
g(Xv, Yv) = g(X, Y),
where g is the metric on M and X, Y ∈ C∞(TM) are vector fields. The horizontal lift Xh
of X represents change in the position component of TM, whereas the vertical lift Xv of X
represents change in the velocity component of TM. The Sasaki metric weighs g(Xh, Yh)
and g(Xv, Yv) equally, which could be restrictive in some ways. We elaborate on the
rigidity of this metric in Section 6.2. However, this is one of the first and simplest metrics
to compare geodesic trajectories on TM, and we demonstrate its power and usability to
distinguish between corpus callosum shape evolutions of healthy populations and those
diagnosed with Alzheimer’s disease. In order to compute geodesic evolutions on TM, we
need to be able to write down the Levi-Civita connection on TM under the Sasaki metric.
The following proposition describes the relationship between the Levi-Civita connection
on TM with known functions of M.
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Proposition 3.4.1. [103] Let ∇ be the Levi-Civita connection of TM equipped with the Sasaki
metric g. Then
1) (∇XhYh)(p,u) = (∇XY)h(p,u) − 12 (Rp(X, Y)u)v.
2) (∇XhYv)(p,u) = (∇XY)v(p,u) + 12 (Rp(u, Y)X)h.
3) (∇XvYh)(p,u) = 12 (Rp(u, X)Y)h.
4) (∇XvYv)(p,u) = 0.
for all vector fields X, Y ∈ C∞(TM).
Proof. See Prop 7.2 in [28].
3.4.1 Geodesics under Sasaki metric
Let η(t) = (p(t), u(t)) be a geodesic in TM. Then η satisfies the geodesic equation
∇η˙ η˙ = 0,
where ∇ is the covariant derivative defined by the Sasaki metric on TM. Splitting η˙ into
its horizontal and vertical components, η˙(t) = Xh(t) +Yv(t), we derive the geodesic equa-
tion using the expressions for the Sasaki metric and the associated Levi-Civita connection
described in Chapter 2 and in the previous sections in this chapter. For convenience, we
drop the dependence of t.
∇η˙ η˙ = 0⇒ ∇Xh+Yv(Xh +Yv) = 0
⇒ ∇Xh Xh +∇XhYv +∇Yv Xh +∇YvYv = 0
⇒ (∇XX)h + (∇XY)v + (Rp(u, Y)X)h = 0.
Therefore, the geodesic equation on TM can be written as a pair of coupled equations
using the connection and curvature tensor R of M.
∇XX = −Rp(u, Y)X, (3.6)
∇XY = 0. (3.7)
Notice that (3.6) says that the position component, p(t) ∈ M, will bend depending on the
curvature tensor and the tangent vectors u(t), X(t), Y(t) ∈ Tp(t)M, whereas (3.7) indicates
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that the u(t) ∈ Tp(t)M component will change at a constant rate given by the parallel vector
field Y(t).
3.5 Model estimation
The estimation of model parameters is phrased as a two-step least-squares minimiza-
tion problem.
• Individual level: In the first step, we estimate slope and intercept parameters,
(pi, ui) ∈ TM for each individual i, given longitudinal data (xij, yij) ∈ R× M for
that individual. We write this as a least-squares minimization problem,
( pˆi, uˆi) = arg min
(p,u)





d(Exp(p, xiju), yij)2. (3.8)
The least-squares solution, ( pˆi, uˆi), is the geodesic curve that minimizes sum-of-
squared Riemannian residual distances to data. This is precisely the geodesic re-
gression problem developed in [83], [84], solved by gradient descent. The gradients
are computed in terms of Jacobi fields along the current estimate of the geodesic.
See [10] for more details.
• Group level: In the second step, we estimate the group level model parameters
(α, β) ∈ TM given that we have observed the individual trends (pi, ui) ∈ TM. We
write this as a least-squares minimization problem on TM setting (pi, ui) = ( pˆi, uˆi),
the least-squares estimates for individual geodesic trends.
(αˆ, βˆ) = arg min
(p,u)





dTM((p, u), ( pˆi, uˆi))2, (3.9)
where dTM denotes geodesic distance in TM under the Sasaki metric. The least-
squares solution, (αˆ, βˆ) ∈ TM, minimizes the energy EG, the sum-of-squared Sasaki
geodesic distances to the least-squares estimates for individual trajectories, ( pˆi, uˆi).
Therefore, the group trajectory parameters, (αˆ, βˆ), is the Fre´chet mean of individual
trend parameters, ( pˆi, uˆi) under the Sasaki metric on TM.
For general manifolds, the group trajectory estimate, (αˆ, βˆ), cannot be computed closed
form. Instead, we use a gradient descent procedure as described in Algorithm 1.
OnRd, Laird and Ware’s linear mixed-effects [8] models are truly generative and prob-
abilistic, leading to restricted maximum likelihood estimates for the group trajectory. On
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Algorithm 1 Fre´chet mean of Sasaki geodesics
Initialize: (αˆ, βˆ)0 = (p1, u1)
while ‖∇EG‖ > e do
Iterate over k
∇EG = ∑Ni=1 LogTM((αˆ, βˆ)k, (pi, ui)) [∇EG ∈ T(αˆ,βˆ)k TM : gradient of EG]
(αˆ, βˆ)k+1 = ExpTM((αˆ, βˆ)k,−δ∇EG)
end while
the other hand, the proposed geodesic longitudinal model is not probabilistic since it does
not enforce a specific form for the data noise distribution ei at the individual level (3.3),
or in the perturbation (vi, wi) at the group level (3.4). Model estimation in the manifold
setting is not maximum likelihood or empirical Bayes, but least-squares estimation. As a
step toward probabilistic models for the manifold setting, Chapter 5 proposes a Bayesian
regression model for responses that take values on Riemannian manifolds. However, the
proposed group trajectory least-squares estimates for manifolds, (αˆ, βˆ), in (3.9) agree with
the weighted least-squares estimates computed in linear mixed-effects models for known
covariances.
The minimization procedure in Algorithm 1 requires expressions for the exponential
(ExpTM) and log (LogTM) maps on TM under the Sasaki metric. If M = R
d, then TM =
R2d. If g is the standard dot product onRd, note that the Sasaki metric g is also the standard
dot product onR2d. Therefore, for Euclidean spaces, ExpTM and LogTM, have closed-form
expressions. This is not the case for general manifolds, however, where ExpTM and LogTM
are not explicit and need to be approximated. We develop and outline a procedure to do
this next.
3.5.1 Computing Exp, Log, Pt on TM
Let Pt(p, q, v) ∈ Tq M represent the tangent vector at q ∈ M obtained by parallel
translating v ∈ Tp M from p ∈ M to q ∈ M. Rp(u, v)w ∈ Tp M is the tangent vector at
p ∈ M obtained via the curvature tensor operator on u, v, w ∈ Tp M in that order. Let
Exp, Log denote the exponential, log maps on M. In this section, we provide algorithms
to compute, approximately, the exponential (ExpTM) and log (LogTM) maps on TM under
the Sasaki metric. The approximation will be in terms of the known Exp, Log, Pt mappings
and curvature tensor R on M using a discretized form of the geodesic equation on TM.
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3.5.1.1 ExpTM
The Sasaki exponential map ExpTM computes a geodesic on TM with known input
initial conditions: initial position (p, u) ∈ TM and initial velocity (v, w) ∈ T(p,u)TM.
ExpTM outputs a point (p
′, u′) ∈ TM at time 1 in the direction of (v, w) that is at a
Sasaki geodesic length of ‖(v, w)‖TM from (p, u). For general manifolds, we do not have
a closed-form exponential map on TM, so we instead compute an approximate one by
shooting a geodesic using Euler integration on TM. The procedure to compute ExpTM is
outlined in Algorithm 2.
Notice that pk+1 is simply an e-step M-exponential map in the direction of vk. All other
updates are tangent space computations that are linear but need to be parallel translated
to the next point, pk+1. We give specific formulae for ExpTM when we consider example
manifolds in the next section.
3.5.1.2 LogTM
Given points (p, u), (p′, u′) ∈ TM, the Sasaki log map LogTM finds a geodesic on TM
between the two represented by the initial direction (v, w) ∈ T(p,u)TM at (p, u). Therefore,
if we shoot a geodesic using ExpTM starting at (p, u) in the direction of the estimated (v, w),
we would land at (p′, u′) ∈ TM. Under certain neighborhood and cut locus conditions,
the geodesic is unique.
To compute LogTM, we start with a path γ in TM between (p, u) and (p
′, u′). Let
γ : [0, 1] → TM such that γ(0) = (p, u) and γ(1) = (p′, u′). Let L(γ) be the length of γ





Algorithm 2 Exponential map on TM under Sasaki metric
Input: (p0, u0) = (p, u) ∈ TM, (v0, w0) = (v, w)
Initialize: L (number of integration steps), e = 1L (step size)
for k = 0, . . . , L− 1 do
pk+1 = Exp(pk, evk)
uk+1 = Pt(pk, pk+1, uk + ewk)
vk+1 = Pt(pk, , pk+1, vk − eRpk(uk, wk)vk)
wk+1 = Pt(pk, pk+1, wk)
end for
Output (p′, u′) = (pL, uL) ∈ TM
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Recall from Chapter 2 and [17] that if γ is a critical path for L (a minimum length path), it
is a critical path for E. Minimizing E over all possible paths γ would give us a geodesic.
This integral is not always easy to compute and minimize on TM in the continuous sense,
so we instead approximate it using finite sums over discretized segments. Let γ be split
up into L segments such that (p0, u0) = γ(0) = (p, u), (pL, uL) = γ(1) = (p′, u′) and
(pk, uk), k = 1, . . . , L − 1 be points on the path, which we update during optimization.
Let e = 1L denote the step size parameter. The squared energy functional E(γ) can be








(‖dpk‖2 + ‖duk‖2), (3.10)
where
dpk = Log(pk, pk+1) duk =
Pt(pk+1, pk, uk+1)− uk
e
k = 0, . . . , L− 1. (3.11)
Note that dpk, duk represent finite difference approximations to each of the geodesic seg-
ments. Minimizing the approximate energy functional proceeds by gradient descent. For
this, we initialize γ by interpolating the M-geodesic between p and p′ for the point part,
and linearly interpolating between u and u′ in parallel translated coordinates for the tan-
gent part. More formally, let a = Log(p, p′) ∈ Tp M. Then define γ(t) = (pt, ut) for
0 ≤ t ≤ 1 where pt = Exp(p, t ∗ a) and ut = (1− t) ∗ Pt(p, pt, u) + t ∗ Pt(p′, pt, u′). This




∗ a) uk = (1− kL ) ∗ Pt(p, pk, u) +
k
L
∗ Pt(p′, pk, u′). (3.12)
The gradient descent method to compute LogTM is summarized in Algorithm 3.
3.5.1.3 PtTM
Like the exponential map, parallel translation on TM is not closed form. The procedure
to do parallel translation is outlined in Algorithm 4. Here, we provide an Euler integration
scheme that proceeds along with the Sasaki geodesic computed using ExpTM. The Sasaki
parallel translation takes three arguments as input: initial position (p, u) ∈ TM, initial
velocity (v, w) ∈ T(p,u)TM, and another tangent vector (a, b) ∈ T(p,u)TM that needs to be
parallel translated. The output of the function is a tangent vector (a′, b′) ∈ T(p′,u′)TM at
the ExpTM output point (p
′, u′) ∈ TM at time 1. Recall that parallel translation depends on
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Algorithm 3 Log map on TM under Sasaki metric
Set: L (discretization), e = 1L (integrator step size), ρ (tolerance), δ (gradient step size)
Input (end points of γ fixed): (p0, u0) = (p, u), (pL, uL) = (p′, u′) ∈ TM
Initialize γ: {(pk, uk), k = 1, . . . , L− 1} using Eq (3.12)
Compute dpk, duk, k = 0, . . . , L− 1 using Eq (3.11)
while ‖∇E(γ)‖2 > ρ do
for k = 1, . . . , L− 1 do
vk =
dpk+Pt(pk−1,pk ,dpk−1)
2e , wk =
duk+Pt(pk−1,pk ,duk−1)
2e
∇vk vk = dpk−Pt(pk−1,pk ,dpk−1)e2 , ∇vk wk =
duk−Pt(pk−1,pk ,duk−1)
e2
Discrete gradients: ∇pk E(γ) = ∇vk vk + Rpk(uk, wk)vk, ∇uk E(γ) = ∇vk wk
end for
Update γ using gradient descent
for k = 1, . . . , L− 1 do
pk = pk − δ∇pk E(γ), uk = uk − δ∇uk
Recompute dpk, duk using Eq (3.11).
end for
Recompute E(γ) using Eq (3.10) and ‖∇E(γ)‖2 = ∑L−1k=1 ‖∇pk E(γ)‖2 + ‖∇uk E(γ)‖2
end while
Output (v, w) = (Log(p,p1)e ,
Pt(p1,p,u1)−u
e ) ∈ T(p,u)TM
Algorithm 4 Parallel translation map on TM under Sasaki metric
Input: (p0, u0) = (p, u) ∈ TM, (v0, w0) = (v, w), (a0, b0) = (a, b) ∈ T(p,u)TM
Initialize: L (number of integration steps), e = 1L (step size)
for k = 0, . . . , L− 1 do
ExpTM updates
pk+1 = Exp(pk, evk)
uk+1 = Pt(pk, pk+1, uk + ewk)
vk+1 = Pt(pk, , pk+1, vk − eRpk(uk, wk)vk)
wk+1 = Pt(pk, pk+1, wk)
PtTM updates
ak+1 = Pt(pk, pk+1, ak − e2 (Rpk(uk, bk)vk + Rpk(uk, wk)ak))
bk+1 = Pt(pk, pk+1, bk + e2 Rpk(vk, ak)uk)
end for
Output (a′, b′) = (aL, bL) ∈ T(p′,u′)TM
the Levi-Civita connection associated with the Riemannian metric. Proposition 3.4.1 gives
expressions for the Levi-Civita connection on the tangent bundle TM under the Sasaki
metric which we use in computing PtTM. We now look at specific manifolds to see how the
Sasaki metric behaves, starting with the simplest setting - Euclidean spaces (see Fig. 3.3).
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Figure 3.3: Example of a Sasaki geodesic on TR2.
3.5.2 Sasaki geodesics in Euclidean space
We saw earlier that when M = Rd, TM = R2d. Intuitively, if (p0, u0), (p1, u1) ∈ TRd
represent intercept-slope pairs in Rd, the shortest path between them is the straight line
connecting them when represented in TRd = R2d. Since Euclidean spaces have zero
curvature, the coupled Sasaki geodesic equations (3.6) (3.7) reduce to
∇vv = 0, ∇vw = 0.
For the exponential map, note that (vk+1, wk+1) = (v0, w0) for every k. This implies
pL = p0 + Lev0 = p0 + v0,
uL = u0 + Lew0 = u0 + w0.
The log map gives the shortest path between two points. In this case, the gradients of E
in the log map algorithm with respect to current intercept and slope are zero throughout
the discretized curve, which eventually gives us initial conditions (v, w) to be straight-line
paths in each coefficient. A geodesic on TR2 is shown in Fig. 3.3.
3.5.3 Sasaki geodesics on the sphere
A geodesic on TS2, shown in Fig. 3.4, was computed using the LogS map algorithm
described in Algorithm 3. The geodesic represented as (p(t), u(t)) can be thought of as a
curve on the sphere p(t), shown in black, and a corresponding vector field u(t) along that
curve, shown in red. Recall that a geodesic on S2 is a great circle. However, notice that the
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Figure 3.4: Example of a Sasaki geodesic on TS2.
p(t) curve shown here is not a geodesic on S2, but rather bends according to the curvature
tensor term in (3.6).
3.6 Testing group differences
One of the major motivations of longitudinal data analysis is to test if changes observed
in one group differ from those found in another. For instance, one might ask if the brain
anatomy of Alzheimer’s patients deteriorates faster than that of healthily aging subjects. In
this section, we develop a statistical hypothesis test on the tangent bundle TM to compare
the Sasaki average trends of two longitudinal populations. We propose a generalization
of the Hotelling T2 statistic known for Euclidean data to the general manifold setting and
apply it to the tangent bundle TM equipped with the Sasaki metric. To test the statistical
significance of the group difference, we use a permutation test on this generalized T2
statistic. Recall the Hotelling T2 statistic is a multivariate test of the difference between
sample means, p, q, of two groups of data {p1, . . . , pm} and {q1, . . . , qn}, with all pi, qi ∈ Rd.
The idea is to compare the difference between the two means, relative to the pooled sample
covariance:
W = ∑i
(pi − p)(pi − p)T +∑i(qi − q)(qi − q)T
m + n− 2 .
The T2 statistic can be thought of as a squared Mahalanobis distance between the






To generalize the Hotelling T2 statistic to the manifold setting, consider two samples
{p1, . . . , pm} and {q1, . . . , qn}, with all pi, qi now being points on some Riemannian mani-
fold N. For the purposes of analyzing longitudinal trends, we will mostly be interested in
data on a tangent bundle manifold N = TM equipped with the Sasaki metric. Now we
wish to develop a statistic for testing the differences between the sample Fre´chet means,
p, q, of the two groups. Note that p, q are computed by solving the minimization prob-
lem (3.9). The difference between the means can be represented as the tangent vector
vp = Log(p, q), or as the vector vq = Log(q, p). However, the difficulty is that these two
options live in two different tangent spaces, vp ∈ TpN and vq ∈ TqN, respectively. Simi-
larly, the sample covariance matrices for the pi and qi are defined in these different tangent
spaces. Therefore, pooling the sample covariance matrix is not straightforward. Instead we
compute two mean differences, one in each tangent space and weighted by the respective
single-group covariance, and then average the results. The manifold generalization of the























To test the statistical significance of the manifold T2 statistic, we use a nonparametric
permutation test. The motivation is twofold. First, it is difficult to formulate a paramet-
ric distribution for data on a general manifold and then derive the resulting parametric
distribution of the T2 statistic. Second, even if we had such a parametric formulation, we
prefer to not make such assumptions about the distribution of the data we are given. The
permutation test procedure is as follows:
1) Compute the t2 statistic;
2) Randomly permute (swap) data points between the p and q groups, computing a t2k
statistic for the permuted groups;
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3) Repeat step 2 for k = 1, . . . , P; and
4) Compute the p-value: p = B/(P + 1), where B is the number of t2k < t
2. The final
p-value can be interpreted as the probability of finding a larger group difference by
random chance under the null hypothesis (that there is no difference between the
means).
We now return to the specific problem of comparing the mean trends in two groups.
Consider two sets of longitudinal data y(1)ij and y
(2)
ij on M and the resulting parameter esti-
mates for the two groups, (αˆ1, βˆ1) and (αˆ2, βˆ2), using the hierarchical model and estimation
described above. It is often most interesting to separate the tests of the intercept parameter
α and the slope parameter β. For example, in testing the differences in anatomical changes
between a healthy and disease group, it is important to distinguish if the shape differences
are present at baseline (intercept) or if they develop over time (slope). To make this
distinction, we can separate the above Hotelling T2 test into these two components. Let
(v, w) be a tangent vector to TM and define the projection operators pi1(v, w) = (v, 0) and
pi2(v, w) = (0, w). The two separated statistics, t2α and t2β, are now given by (3.13), with
the change that all tangent vectors are replaced with their projected versions, using pi1 for
the α test and pi2 for the β test. Note that covariances Wp and Wq are computing using
projected versions of the vectors.
3.7 Experiments
We validate the proposed model and estimation procedure on three example mani-
folds. First, we generate data from the geodesic longitudinal model on the sphere, S2, and
test the least-squares estimation procedure with these generated data. Second, we apply
the geodesic longitudinal model and Hotelling T2 statistic to test group differences in a
real longitudinal data set of 2D corpus callosum shapes in individuals with and without
dementia. Finally, we compare 3D anatomical shape evolutions for healthy subjects and
those at high risk of Huntington’s disease.
3.7.1 Synthetic longitudinal sphere experiment
To test the estimation procedure in Section 3.5, we generated synthetic data on S2 from
our hierarchical longitudinal model given by (3.3) and (3.4). We started with fixed param-
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eters α = (1, 0, 0), β = (0, pi4 , 0) as the group intercept and slope. We then generated (pi, ui)
via the group model given by (3.4). In this case, we generated 30 of these points on TS2
via the Sasaki exponential map for each i, where the (vi, wi), i.e., the vector perturbations
about the mean trend, were taken to be isotropic Gaussian with mean zero and σ = pi16 .
Once we had (pi, ui), we generated eight time points for each individual, with xij data
from a uniform distribution on [0, 1], and isotropic Gaussian tangent vector residuals, eij,
with mean zero and σ = pi16 . We then used the sphere exponential map to generate the data
points yij via the model (3.3). Having generated data, we ran the least-squares estimation
procedure described in Section 3.5 to test whether we could faithfully recover the same
parameters α, β from which the data were generated. The results showed that the distance
between the estimated (αˆ, βˆ) and the true (α, β) was 0.035. The resulting estimated model
is shown in Fig. 3.5. The red vectors are the estimated (pi, ui) for each individual, the blue
vector is the estimated group parameters, (αˆ, βˆ), and the black vector is the true values for
(α, β) from which the model was generated.
Figure 3.5: Estimation of the geodesic longitudinal model for synthetic data on the sphere.
Shown are estimated individual trends (red), estimated group trend (blue), and true group
trend (black).
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3.7.2 Longitudinal analysis of 2D shape
The corpus callosum is the major white matter bundle connecting the two hemispheres
of the brain. A midsagittal slice from a magnetic resonance image (MRI) with segmented
corpus callosum is shown in Fig. 3.6. Several studies have shown that the volume of the
corpus callosum decreases with normal aging [1]. There have also been studies involving
regional measurements, such as volume, length, and local curvature. However, there has
not been a longitudinal study of individuals with and without dementia that takes into
account the entire shape of the corpus callosum. Although derived shape measurements
(length, curvature, etc.) are useful univariate features to analyze, the advantage of anatom-
ical shape as a whole in a shape space is that it takes into account all shape properties,
and their correlations, all at once. The longitudinal data we used were from the OASIS
brain database (http://www.oasis-brains.org/). This database has about 150 subjects,
aged between 60 to 96 years old, with MRI for two or more time points. Each time point is
separated by at least one year. Each subject is characterized as nondemented, demented, or
as having converted from nondemented to demented during the study. For our study, we
worked with only the male subjects, to avoid gender effects. Also, we worked only with
subjects having MRI scans for at least three time points. These selection criteria resulted in
69 total corpus callosum shapes from 11 subjects with dementia and 12 without dementia,
each with three time points.
Fig. 3.7 shows the result of the geodesic longitudinal model estimation for the corpus
callosum shape trends in the dementia (top) and nondementia (bottom) groups. The esti-
mated model parameters can be interpreted as the average shape at baseline (the intercept,
αˆ) and the change in shape over the six-year course of the study (the slope, βˆ). The average
shape at the end of the six-year time period (shown in red for each group) was generated
by shooting along a geodesic starting at αˆ with initial velocity βˆ. Note that the average
baseline shapes for the two groups are quite similar. However, there is a stark difference in
the changes in the corpus callosum over time, with the dementia group displaying more
drastic thinning and bending over six years.
To test the statistical significance of the difference between the two groups, we per-
formed a permutation test with the manifold Hotelling T2 test as described in Section 3.6.
Differences in the mean intercepts, αˆ, and the mean slopes, βˆ, were tested separately. We
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Figure 3.6: Corpus callosum segmentation and boundary point model for one time point
of one subject.
Figure 3.7: Estimated corpus callosum longitudinal shape trends. Top: Nondemented
males; Bottom: Demented males. The black shape in each figure is the estimated group
intercept, αˆ, representing the mean shape at baseline. The red shape in each figure is
obtained by shooting along the geodesic trend determined by the estimated group slope,
βˆ for a time period of approximately six years.
computed t2 statistics for 10,000 permutations and p-values for both intercept and slope
differences. These results are shown in Table 3.1. The difference in the mean intercept pa-
rameters between the two groups was not found to be significant. Notice that the baseline
shapes (in black) in Fig. 3.7 look fairly similar. However, comparing the two groups on the
basis of the slope parameter, i.e., how the corpus callosum shape has changed over time,
we found a significant difference. Notice the obvious differences seen in the end point
shapes (in red) seen in Fig. 3.7.
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Table 3.1: Nonparametric hypothesis test to evaluate differences in corpus callosum shape
changes between demented and nondemented subjects.
Variable t2 p-value
Intercept α 0.734 0.248
Slope β 0.887 0.027
3.7.3 Longitudinal analysis of 3D shape
The geodesic longitudinal model is also applicable to study three-dimensional (3D)
longitudinal shape evolution. In this example, we study subcortical change associated
with Huntingtons disease (HD), leveraging the longitudinal study PREDICT-HD. The lon-
gitudinal database has 321 subjects with 3D image scans along with information such as
age, sex, disease group (CTRL, LOW, MED, HIGH), behavioral, and motor scores. All
subjects have had at least two MR images acquired approximately one year apart, with
many subjects undergoing multiple scans per visit. The LOW / MED / HIGH categories
represent the probability of the onset of manifesting signs of HD. In Chapter 4, we discuss
how we can simultaneously incorporate one or more of these covariates into a statistical
shape model. In the experiment here, we control for sex and disease group and restrict
our attention to two groups of female subjects - 66 CTRL and 66 HIGH. We study shape
evolution with respect to age of the striatal complex (left/right caudate and putamen).
Similar to the corpus callosum example, the striatum is segmented from the MR images,
and a correspondence-based boundary point model based on [45], [98] is computed, which
is then transformed to a Kendall shape space representation (removal of translation, scale
and rotation effects). The ages along with the Kendall shape space representation of shapes
represent the (xij, yij) in the geodesic longitudinal model. Least-squares estimation for
population parameters (α, β) for each of the CTRL and the HIGH group is computed.
These are visualized in Fig. 3.8 and Fig. 3.9. The color-map denotes local expansion /
contraction of the structural shape, which is computed as the dot product between the
velocity and the outward normal at that location. Notice that the HIGH group undergoes
more local change in comparison to the CTRL group.
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Figure 3.8: Left and right caudates estimated at age of 18 years for control female subjects
(top) and high-risk female Huntington’s disease subjects (bottom). Color map indicates
local expansion (red) / contraction (blue).
Figure 3.9: Left putamen estimated at age of 18 years for control female subjects (top)
and high-risk female Huntington’s disease subjects (bottom). Color map indicates local
expansion (red) / contraction (blue).
CHAPTER 4
COVARIATE SELECTION IN LONGITUDINAL
SHAPE ANALYSIS
In Chapter 3, we proposed a mixed-effects model to analyze longitudinal data that
have a natural parameterization on a Riemannian manifold. We applied the model to
anatomical shape data parameterized on the Kendall shape space. In particular, we esti-
mated anatomical shape evolutions of healthy individuals and compared them with those
estimated for a disease population. Note that this model summarizes longitudinal shape
evolution as a response to only a single predictor, for instance, age. However, neuroimag-
ing studies have much more information in addition to age, such as sex, diagnosis groups,
disease severity, clinical and motor scores, IQ, income, etc. A question of interest is if
one or more of these variables simultaneously predicts anatomical shape change. Current
statistical shape models do not simultaneously handle multiple covariates. In this chapter,
we propose a novel methodology to do exactly that.
4.1 Introduction
Existing approaches to longitudinal shape analysis [92], [91], [97], [98], [94] have fo-
cused on modeling only age-related shape changes, but have not included the ability to
handle multiple predictors or covariates. Typically, time/age is the only predictor in all
these approaches. In this chapter, we present a novel Bayesian mixed-effects model for
longitudinal shape responses that incorporates relationships between shape evolution and
multiple covariates simultaneously. From the perspective of medical image analysis, a
strong motivation for such a model is to study subcortical anatomical shape change in
Huntington’s disease (HD). HD is caused by a nucleotide CAG (cytosine-adenine-guanine)
repeat expansion in the Huntingtin (HTT) gene on chromosome 4 that codes for polyglu-
tamine in the Huntingtin protein. The longer the repeat expansion, the higher the risk
of HD with full penetrance at 40 or more repeats. The age of onset of disease symptoms
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is more variable and tends to be inversely correlated with the length of the expansion.
HD onset is accompanied by motor, cognitive, and behavioral symptoms with no disease
modifying treatments. However, to evaluate patient outcomes and therapeutic effect,
there is a strong need for appropriate biomarkers. A biomarker is a characteristic that
is objectively measured and evaluated as an indicator of normal biological processes or
pathological processes or in response to treatment. It is intended as an objective surrogate
to how a patient feels, functions, or responds to treatment. There is an even stronger need
for good biomarkers of HD because many of the quantifiable measures of patient function,
including motor and cognitive assessments, have shown disease-related change in early
HD but lack sensitivity in premanifest (presymptomatic) cohorts. Good biomarkers for
HD would dually aid in cross-sectional assessments (for patient selection and stratifica-
tion) and longitudinal monitoring in clinical trials (to detect treatment effects). Ideally,
a biomarker must show consistent change in the disease progression and must be suf-
ficiently close to the disease process to be predictive of future progression. It is thus
important to evaluate biomarkers in the context of disease mechanism itself. For example,
a change in volume of a subcortical anatomical structure is often associated to progression
of a disease. However, a change in volume might also very likely be explained by other
biological variables such as age, gender, edema, infection, inflammation, etc. Therefore,
changes in volume alone would not reflect disease status and could in fact give rise to
unreliable or incorrect information about the disease and its potential treatments.
Developing statistical shape models that can handle multiple covariates is critical for
two reasons. First, statistical analysis can often be improved by controlling for nuisance
variables, i.e., variables that are not of primary interest but have a significant effect on the
model. Second, including categorical variables, such as sex or diagnosis, can help explain
how longitudinal shape trends are different in different populations. For instance, recall
from Section 3.7.3 where we consider a comparison of shape evolution differences between
males and females. The single-predictor framework of Chapter 3 requires that the statisti-
cal model change with every new comparison. The ability to include multiple covariates
in a statistical model makes comparative analysis unified for the entire population.
However, there are also dangers to including covariates in a statistical model. One such
danger is that different combinations of covariates can lead to drastic changes in the sta-
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tistical significance of the variables of interest. This opens the risk of p-value fishing, where
several covariate combinations are attempted in search of the desired result. Another
danger of including covariates is that each new covariate adds a number of parameters
proportional to the dimension of the response variable (which is very large in the case of
shape responses).
The proposed model adheres to two fundamental principles. The first principle is that
the model should automatically choose the appropriate covariates to include in a data-
driven fashion, avoiding the need for ad hoc choices from the user. The second principle
is Occam’s razor, that the model should be no more complex than is needed to explain
the data. The model we propose is an extension of Laird and Ware’s linear mixed-effects
models [8] for Euclidean longitudinal data to the shape setting. For the data to inform the
simplest, yet best, choice of covariates in the model, we propose an automatic relevance
determination (ARD) prior on these variables. The ARD prior drives coefficients of some
covariates to zero that do not have a significant contribution to the model, thus keeping
only the “relevant” ones that explain the shape change we see.
This chapter is based on the work presented in two peer reviewed conference publica-
tions - Diffeomorphic shape trajectories for improved longitudinal segmentation and statistics [104]
and Bayesian covariate selection in mixed-effects models for longitudinal shape analysis [105].
In [104], we provide a solution to remove undesired noise in raw imaging data before
computing statistics. Denoising is a necessary data preprocessing step since the added
presence of extraneous error alongside natural biological variability affects statistical in-
ference. After the data preprocessing step, we employ the proposed Bayesian covariate
model [105] to study shape evolution in response to multiple covariates.
4.2 Data preprocessing
Longitudinal image data have several sources of variability. First, there is inherent
biological variability, both within a subject, scanned over time, and between subjects in
a population. The goal of longitudinal analysis is to quantify this variability and make
inferences about changes over time of a subject and population and also have the abil-
ity to compare different populations. However, longitudinal imaging data also include
unwanted sources of variability, such as noise in image acquisition, image calibration, lim-
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ited robustness of segmentation and registration algorithms, and human expert judgment,
among others. For instance, in Fig. 4.1, the measurement of caudate volume from two
different scans obtained on the same day were drastically different. These extraneous
errors tend to dampen statistical power, especially when trying to distinguish between
trajectories of two different populations, e.g., healthy and diseased.
Data preprocessing includes segmentation of structures from MR images, with the
main goal for this work being to understand how anatomical shape evolves in time. To
remove extraneous variability from segmented structures of raw imaging data, one of the
preprocessing steps we take is to estimate smooth trends of structural evolution for each
individual. To do this, we follow the approach of Fishbaugh et al. [106] who compute
diffeomorphic geodesic trajectories for each individual. The estimated trajectories are
smooth and temporally consistent and represent biologically plausible shape evolution.
We then estimate the regressed shapes at observed time points and use those as input data
for statistical analysis. We briefly describe this methodology next.
4.2.1 Spatiotemporal modeling for consistency in longitudinal segmentation
Anatomical change over time associated with neurodevelopment or aging is assumed
to be a smooth process. That is, the trajectory of a particle on an anatomical surface















Figure 4.1: For one subject, volume of observed caudates (open circles) and temporally
consistent continuous volume extracted from a diffeomorphic shape model (solid line).
The difference in caudate volume extracted from scans obtained on the same day high-
lights the need for consistent segmentation.
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should be differentiable, with no instantaneous change of direction. The presence of a
disorder such as HD would not invalidate the smoothness assumption. Rather, the neu-
rodegeneration process associated with HD has been observed as a temporally smooth
process [107]. However, our anatomical measurements (medical images and extracted
anatomical shapes) are often not representative of samples from a smooth process, due to
the natural variability attributed to image acquisition, subject positioning, segmentation,
etc. Without temporal consistency in our measurements, it becomes difficult to distinguish
between anatomical change associated with disease from changes due to noise.
One emerging model of smooth anatomical change is to consider continuous trans-
formations of the ambient space by differentiable and invertible deformations. We model
anatomical trajectories by a geodesic flow of diffeomorphisms that continuously deforms a
given anatomical configuration X0 over time to closely match a set of observed anatomical
shapes Oti [106]. The initial anatomical configuration (baseline shape), as well the flow of




where D represents a distance metric on shapes and Reg(φt) is a measure of the regularity
of the geodesic flow of diffeomorphisms φt. For the choice of D, we favor the metric on
currents, which is robust to topological differences and allows for comparison between
shapes without the need for point correspondence. Also, being in an infinite-dimensional
space of diffeomorphisms, geodesic trajectories have the flexibility to capture complex
deformations.
The continuous geodesic flow of diffeomorphisms φt is applied to the estimated anatom-
ical configuration to produce a continuous and temporally consistent sequence of shapes.
The improved temporal consistency is illustrated in Fig. 4.1, in which we look at the
volume of observed caudates for one subject, and the associated diffeomorphic geodesic
trajectory of temporally consistent caudate volumes for the same subject. Fig. 4.2 visual-
izes temporally consistent diffeomorphic geodesic trajectories for caudate volumes of 65
female subjects. The methodology gives us a spatiotemporal shape model that is flexible to
capture both linear and nonlinear volume trends with no prior assumption or constraint




























Figure 4.2: Observed volume (data points) and volume extracted from diffeomorphic
shape models (trends) for 65 female subjects. Where volume of discrete shape observations
show considerable variation, extracted volume from personalized models is continuous
and temporally consistent.
by leveraging all shape data simultaneously [106], which respects shape boundaries and
locations, incorporating important geometric relationships between shapes. We now have
a diffeomorphic flow of anatomical shapes for each individual, from which we obtain
shapes at time points corresponding to actual observations. These estimated shapes no
longer represent independent (and potentially noisy) measurements, but instead take into
account the correlation between repeated scans of the same individual.
4.2.2 Shape representation for statistical analysis
The geodesic regression model described in Section 4.2.1 is good for estimating per-
sonalized subject-specific trajectories. However, regression in general is not appropriate
for the analysis of longitudinal data. To this end, Durrleman et al. [91] and Singh et al. [94]
develop longitudinal models in the space of diffeomorphisms, and estimate population
trends as a solution to least-squares optimization problems. However, these frameworks
pose some challenges:
1) There are no guarantees for a unique global optimum of population trends.
2) Although ideal, it is hard to generalize the longitudinal problem on diffeomorphisms
to a probabilistic setting.
3) There is no definition of distance between two population trends, or a notion of
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variance of trends.
4) In Chapter 3, we developed a mixed-effects model on finite-dimensional manifolds,
where we defined an explicit distance between geodesic trends. Extending mixed-
effects models to the infinite-dimensional space of diffeomorphisms is not straight-
forward, especially because computing the curvature tensor is challenging.
5) Its unclear how one can add covariates in the framework of diffeomorphisms, let
alone on finite-dimensional manifolds. For instance, adding covariates in the mixed-
effects model developed in Chapter 3 is also not straightforward.
The above desired properties could instead be guaranteed in a linearized represen-
tation of shape, but one that adheres to maximum entropy constraints, as developed by
Cates et al. [45]. In [45], the surface of a shape is represented by a collection of points,
optimized to be in correspondence across an ensemble of shape configurations. A faithful
shape representation is achieved by minimizing a cost function that balances a low resid-
ual error of model to data, also seeking compact statistical configurations of uniformly
distributed correspondence positions on shape surfaces. To analyze longitudinal data, [98]
generalizes the methods of [45] and [8] to incorporate a linear mixed-effects model in the
shape optimization framework.
Subject-specific diffeomorphic trajectories are good at capturing smooth anatomical
shape changes. However, the particle optimization framework excels at finding compact
statistical shape representations with increased statistical power. To leverage the strengths
of both these approaches, the integrated solution approach is characterized by improved
statistical performance in the analysis of both scalar and shape trajectory data derived
from noisy segmentations. We validate the effectiveness of the integrated approach in
Section 4.4.1.
The consistent segmentation framework outputs longitudinal meshes of anatomical
structures. To perform statistical analyses, we first extract longitudinal correspondences
from regressed outputs in the following manner:
1) Make sure we have the same number of mesh vertices for the entire longitudinal
shape corpus.
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2) Compute subject-specific trajectories and consistent segmentations at observed time
points, keeping all vertices in longitudinal correspondence with respect to a common
template mesh.
Another possibility, although less ideal, is to scan-convert these meshes [108] back to
images and then follow the particle optimization framework of [45], [98] to compute sta-
tistical longitudinal correspondences. A natural extension of the mixed-effects shape cor-
respondence longitudinal model developed by Datar et al. [98] is to incorporate covariate
information in the optimization framework, which is the main objective in the next section.
4.3 Longitudinal modeling with multiple covariates
Before introducing our model for shape responses, we first look at a covariate longi-
tudinal model for univariate data presented by Armagan et al. [109]. We then propose an
extension of [109] to analyze longitudinal shape data.
4.3.1 Background: Linear case
Euclidean longitudinal responses with multiple covariates are best represented by Laird
and Ware’s linear mixed-effects (LME) models [8]. We briefly summarized linear mixed-
effects models in Section 3.2 when considering Euclidean longitudinal response as a func-
tion of a single predictor. In this section, we summarize the model when covariates are
included.
4.3.1.1 Euclidean longitudinal covariate model
Given N individuals, let Yi ∈ R denote the univariate Euclidean longitudinal response
for the ith individual with realizations yij, corresponding to the jth observation. Let ni
denote the number of observations for the ith individual, thus accounting for unbalanced
designs. Recall that the model is summarized in terms of within-person variation (indi-
vidual level), and between-person variation (population level). Let α denote a random
vector of p unknown population-level parameters also called fixed effects, with Xi, a known
ni × p design matrix linking α to Yi. Along with the intercept and slope parameters of the
population trend line, the fixed-effects, α, also have the potential to codify other potential
covariates that y might be a function of. Let bi denote a k-vector of unknown individual
level parameters also called random effects, with Zi, a known ni × k design matrix linking
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bi to Yi. Fixed-effects describe “average” behavior of the longitudinal population as a
whole, whereas the random-effects represent deviation of a specific individual from this
population average. For each individual i, the mixed-effects model is written as
Yi = Xiα+ Zibi + ei, (4.1)
where ei ∼ N(0, Ri). Here Ri is a ni × ni covariance matrix. At this stage, both α and bi are


















• Likelihood: The joint likelihood can now be written as












‖Yi − Xiα− Zibi‖2
)
, (4.2)
• Prior on α: To select covariates that are most relevant to the model, we place an
automatic relevance determination (ARD) prior on α [110]: α ∼ N(0,Ω−1), where
Ω = diag(ωk), k = 1, . . . , p is a diagonal matrix of Gaussian precision parameters,
i.e.,










Each ωk controls the influence of the associated fixed effect αk. Note that in this
model, random effects bi do not have a prior distribution. For a treatment of uni-
variate Bayesian mixed-effects models that also includes prior choices for random
effects, see [109].
• Posterior for α:











X′i(yi − Zibi) = τΛ−1Qt (4.5)
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4.3.1.2 Inference
In the general case, τ is an unknown parameter, and [8] develop an expectation max-
imization (EM) algorithm to compute restricted maximum likelihood (REML) estimates
of α and bi, i = 1, . . . , n in an iterative manner until convergence of all model parameters
including τ. However, in contrast with [8], α here is a random variable with the ARD prior,
and from (4.4), we see that the posterior distribution of α is Gaussian. The precision matrix
Ω, i.e., parameters ωk, k = 1, . . . , p, describe the prior, and they need to be inferred along
with τ. For inference, an expectation maximization (EM) algorithm is employed similar
to [8], where in each iteration, a MAP estimate for α is computed first, and Ω is updated
using Type II maximum likelihood. On convergence of the EM algorithm, for each k, a
high ωk estimate implies that the posterior distribution of the associated covariate will
peak about 0, and hence be deemed irrelevant to the model. On the other hand, a low ωk
value means the associated covariate influences response y and therefore is relevant to the
model.
Given parameters τ,Ω from previous iteration, the MAP estimate for α in the current
iteration, denoted µ, is given by (4.5). Given this new µ, we now updateΩ = diag(ωk), k =
1, . . . , p using a Type II maximum likelihood procedure, i.e., maximizing the marginal
likelihood p(y|Ω, b, τ) (or equivalently maximizing log p(y|Ω, b, τ)). We write down a
closed-form expression for this likelihood by integrating over all α. For more details,
see [110].
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Maximizing log J with respect toΩ is the same as maximizing the expression in Eq. (4.6)
with respect to each of the diagonal entries ofΩ - ωk, k = 1, . . . , p. Therefore, the ωk update

























































4.3.2 Extending linear mixed-effects to the shape setting
We now propose a novel Bayesian mixed-effects model to study longitudinal shape
evolution that automatically selects relevant covariates associated to shape change.
4.3.2.1 Bayesian longitudinal covariate shape model
As in [98], shapes are represented as point distributions in correspondence across sub-
jects and time points.
• Likelihood: The joint shape likelihood can be written as




















‖yli − Xiαl − Zibli‖2
)
, (4.8)
where y is a shape response variable with m independent coordinates, and α, b are
now fixed and random effects “shape” parameters. Each coordinate of the shape
response is modeled as univariate longitudinal, with unknown parameters τl , Dl .
We therefore have m linear mixed-effects models whose joint likelihood is given by
(4.8).


















where Ω is a diagonal covariance matrix. Note that we choose Ω to be shared
across all coordinates of all particles representing the shape. We could instead model
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separate covariances for each coordinate. However, a shared Ω allows us to select
relevant covariates that influence the shape as a whole. For example, we can ask if
sex is a relevant predictor for global shape.
• Posterior: Unlike the univariate case, the posterior distribution of α is not Gaussian
but rather an m-product of Gaussians. The posterior for α is written as
p(α|y, b, τ,Ω) ∝ p(y|α, b, τ)p(α|Ω) (4.10)
∝


































As in the univariate case, we maximize the log posterior to compute α and succes-
sive estimates of Ω in every EM iteration. To update Ω in every iteration, we maximize
log p(y|Ω, b, τ) with respect to each ωk. Then, thinking of y as a shape complex, with m
co-ordinates each with its LME model with precision τl , l = 1, . . . , m, p(y|Ω, b, τ) can be
written as






p(yl |αl , bl , τl)p(αl |Ω)dαl (4.13)
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The update for ωk, k = 1, . . . , p, denoted ωˆk maximizes p(y|Ω, b, τ) and is estimated
by maximizing the log of Eq. (4.13). We derive a closed-form expression, that extends
naturally from Eq. (4.7), with the difference being that Ω estimation depends on the entire
shape corpus, i.e., the current MAP estimate of fixed-effects α and estimates of all τl , l =
1, . . . , m.














Λl = τl R +Ω, µl = τl(Λl)−1Qt
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and Ek is a p× p matrix that is 1 at the kth diagonal position and zero everywhere else.
4.4 Experiments
We leverage the large multicentre longitudinal database, PREDICT-HD [6], to study
subcortical shape change associated with Huntington’s disease. A subset of the database
we experiment with consists of 209 female subjects (66 CTRL, 36 LOW, 41 MED, 66 HIGH)
and 112 male subjects (42 CTRL, 13 LOW, 14 MED, 43 HIGH). For each subject, PREDICT-
HD consists of multiple clinical, neuropsychological measures along with imaging mea-
sures, of which we work with MR images. All subjects have had at least two MR images
acquired approximately one year apart, with many subjects undergoing multiple scans
per visit. The LOW / MED / HIGH categories represent diagnosis groups assigned based
on CAG repeat expansions that indicate probability of onset of manifesting signs of HD.
Derived scores such as the CAP score (CAG-age product) are also of interest here owing
to its relevance in understanding age of onset. Other categorical information such as sex
of the subject is also incorporated in the analysis to test if there are gender differences in
shape evolutions.
Six subcortical pairs (caudate, putamen, hippocampus, thalamus, acumben, and pal-
lidus) were segmented from each MR image (see Fig. 4.3) and also manually verified
and cleaned [111]. Previous studies indicate that the striatal (caudate-putamen) complex
undergoes the most change for subjects diagnosed with HD. Therefore, we restrict our
attention to the striatum.
The quality of each segmentation varies considerably for each time point, even when
scans are obtained on the same day from the same scanner, as individual single-subject
segmentation is prone to errors related to variability of imaging, image calibration, hu-
Figure 4.3: Example of six subcortical pairs extracted for each subject and time point.
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man expert judgment, and limited robustness of segmentation algorithms. Although the
segmentation quality is not easily assessed by viewing the 3D anatomical surfaces, the
temporal inconsistency becomes clear by investigating volume extracted from the shapes.
Fig. 4.2 shows the variability in segmentation, illustrated by the temporal inconsistency of
observed caudate volume, motivating the need for temporally consistent segmentations
that properly account for correlated longitudinal data.
4.4.1 Merit of data preprocessing
The goal in this section of experiments is to evaluate the benefit of data preprocessing
outlined in Section 4.2.1. Recall that the data preprocessing step here involves estimating
continuous models of shape trajectories for each subject, resulting in personalized and
temporally consistent anatomical evolution. To demonstrate the advantages of this, we
compare raw shape and volume measures extracted from raw image segmentations with
temporally consistent shape and volume measures. Note that this subject-specific diffeo-
morphic model estimation procedure does not require point correspondence, facilitating
the inclusion of all subcortical shapes simultaneously without imposing any topological
constraints. However, statistical analysis requires point correspondence. Each subject’s
personalized model allows us to generate shapes at any instant in time, from which desired
shape properties, such as volume, can be extracted. We can therefore obtain a continuous
evolution of volume for all subcortical structures without any explicit modeling of volume.
We focus on the striatal complex to assess the merit of the preprocessing step.
4.4.1.1 Longitudinal analysis of striatal volume
Striatal volume loss has been shown to be associated with the progression of HD [107].
Here we conduct a univariate linear mixed-effects (LME) analysis of volume measures
computed from temporally consistent striatum. Diagnosis groups (CTRL, LOW, MED,
HIGH) are accounted for in the model as a covariate. Note that the LME analysis in this
experiment does not include the ARD prior on fixed-effects. Fig. 4.4 shows the results of
linear mixed-effects analysis on striatal volumes for observed (left) and temporally consis-
tent shapes (right). The estimated fixed-effects parameters for the temporally consistent
(smoothed) category were found to be significant, as shown in Table 4.1. Striatal volumes
extracted from the temporally consistent shapes indicated better separation between the
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Age (years) Age (years)
Observed Striatal Volume Consistent Striatal Volume
Figure 4.4: Longitudinal mixed-effects analysis of striatal volumes. Left: Observed (raw)
shapes; Right: Temporally consistent shapes. Volume data are shown as filled black
circles with corresponding individual trends. Note the improvement of the model fit in
the consistent striatal volume over the observed striatal volume, which results in lower
standard error of estimated mixed-effects parameters (see Table 4.1).
Table 4.1: Comparison of the standard error and significance values of fixed-effects param-
eters of longitudinal volumes obtained from observed and temporally consistent shapes
Parameter Std. error (obs.) Std. error (smoothed) p-value (obs.) p-value (smoothed)
Fixed-effects (slope) 26.23 14.10 0.002 < 0.001
Slope (high) 66.56 23.73 0.182 < 0.001
Slope (med) 36.43 22.14 0.003 < 0.001
Slope (low) 38.73 26.60 0.143 < 0.001
control and LOW groups, and also between the control and HIGH groups.
Another benefit of added preprocessing can be seen in the standard error of estimated
parameters (Table 4.1). The standard error is consistently lower for temporally consistent
shapes, which implies a reduction in unwanted variability present in the original segmen-
tations. Further note in Fig. 4.4, the mixed-effects model fits the temporally consistent data
better than the observed striatal volume. Instead of the striatal complex as a whole, we also
performed longitudinal mixed-effects analysis on the caudate and the putamen separately,
finding similar stories in both cases.
4.4.1.2 Longitudinal analysis of caudate shapes
We next test what the diffeomorphic geodesic estimation as a data preprocessing step
does to shape statistics. Here, we look at the left caudate. As described before, con-
sider two sets of longitudinal caudates: shape segmentations from raw imaging data, and
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shapes estimated from temporally consistent trajectories at observed time points. The data
set and analysis are restricted to female control subjects separately and those diagnosed
with HD. The HD groups (LOW, MED, HIGH) are combined into one group. Therefore,
age is the only predictor in this model. We could instead incorporate diagnosis group as a
covariate, but we consider that case in later experiments. For statistical shape analysis, we
estimate surface point representation of the given longitudinal shape data and estimate
mixed-effects models using the methodology described in [98]. Further, the output of
shape segmentations is estimated to be in longitudinal correspondence. Note that there are
two sets of longitudinal shape data: observed shapes and temporally consistent shapes.
Mixed-effects models are estimated separately for each of the two sets of longitudinal
shapes. The fixed-effects parameters, i.e., “representative baseline (intercept) shape” and
“representative shape evolution trajectory (slope)” (displayed as a color map) are illus-
trated for each of two sets of longitudinal data in Fig. 4.5.
In order to test the statistical significance of group-parameter differences between the
two groups of longitudinal data, [98] outline a statistical hypothesis permutation test based
on the Hotelling’s T2 statistic. See the review of the linear case for this hypothesis test in
Section 3.6. While testing for differences in anatomical trajectories between a healthy and
Figure 4.5: Comparing fixed-effects parameters for observed (raw) left caudate shapes
and temporally consistent left caudate shapes for CTRL and HD. Left: Observed (raw)
caudate shapes (Far left - CTRL, mid left - HD); Right: Temporally consistent caudate
shapes (mid right - CTRL, far right - HD); Fixed-effects slope: Blue-red indicates local
contraction-expansion.
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disease group, it is important to distinguish if the shape differences are present at baseline
(intercept) or if they develop over time (slope). Just as in Chapter 3, we separate the above
Hotelling’s T2 test into these associated two components to make the distinction. Also,
note that we do not normalize for size in these experiments, which means that we test for
differences between control and combined HD groups based on both shape and size.
When comparing the intercept baseline shapes, we do not find any significant differ-
ence between CTRL and HD for either longitudinal populations. However, when com-
paring shape trends (slope), we find significant differences between CTRL and HD for the
temporally consistent longitudinal shape data. We do not find any significance in the case
of raw shape observations.
Table 4.2 provides the p-values from the statistical hypothesis test between the control
and combined HD groups. In both the left and right caudate, the temporally consistent
shapes result in lower p-values. Specifically, the left caudate is statistically significant at
the 5% level. Similar to the volume analysis, the model demonstrates that temporally con-
sistent shape trajectories result in greater ability to distinguish differences in longitudinal
trends between controls and HD groups.
4.4.2 Covariate statistical analysis
In this section, we evaluate our proposed longitudinal covariate statistical model on
temporally consistent segmentations. The full model with all covariates of interest for
longitudinal shape and volume is
y = a + bt + (asex + bsext)sex+ (agroup + bgroupt)group (4.15)
where a, asex and agroup are intercepts, b, bsexandbgroup are slopes, and t represents age. Also,
“sex” is a binary variable represented as 0 (female) or 1 (male). When “sex” = 0, asex and
bsex do not contribute to estimation of female trajectories and when “sex” = 1, they do to
Table 4.2: Hypothesis test for differences in shape change (“slope”), between controls and
HD groups. Left: Observed caudate shapes; Right: Temporally consistent caudate shapes
Structure Observed Temporally consistent
Left caudate 0.15 0.005
Right caudate 0.23 0.06
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describe male trajectories. Similarly, “group” = 0 represents CTRL, for which agroup, bgroup
do not matter, and when “group = LOW, MED, HIGH”, they do. When both “sex = 0” and
“group = 0”, a, b describe the trajectory for a CTRL female. Thus, the model in all accounts
for ten fixed-effects parameters. The ARD prior will help infer which of these parameters
are the most “relevant” covariates to describe shape evolution. As a first proof-of-concept
experiment, we also included a random white noise covariate to this model for both the
shape and the volume cases. As expected, the inference procedure deselected the white
noise variable.
4.4.2.1 Striatal volume
We first evaluate our proposed method to study longitudinal striatal volume change
using the model in (4.15). Fig. 4.6 shows the estimated covariate model for males and
females separately. For both sexes, the slopes of the risk group lines become successively
more negative as we go from CTRL to LOW to MED to HIGH. However, for a given
disease group, the slope for males and that for females look about the same. In terms
of picking the most relevant covariates, our inference procedure deselects bsex but keeps
bLOW, bMED, bHIGH. To check if “relevant” covariates we inferred make sense, we also
computed Akaike information criterion (AIC) values of all possible 210 models for the
given data (since there are ten fixed-effects parameters). Our estimated model was one of
four models with the lowest AIC. In Table 4.3, we report significance values for different
covariates.
4.4.2.2 Longitudinal putamen shape
We next evaluate our method on longitudinal right putamen. Fig. 4.7 shows the base-
line shape and trajectory for each category. The trajectory is represented by a color map
(from blue to red) that is computed as the dot product of the slope of the trajectory with
surface normals. As a result, the figure depicts volume change for each category. As we go
from CTRL to LOW to MED to HIGH, the figure shows more shape change. When viewed
as a video, we saw that the HIGH category displayed the greatest amount of twisting and
bending. Also, notice that the color maps are similar for both sexes. Whereas the slope
variables associated to disease groups, bLOW, bMED, and bHIGH were deemed relevant to the
inferred model, the slope variable associated to sex, bsex was deselected.
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Figure 4.6: LME covariate analysis on female (left) and male (right) striatal volumes.
Table 4.3: Fixed-effects covariates significance values estimated from LME analysis of
longitudinal striatal volumes
Parameter p-value Parameter p-value
b 0.0088 bLOW < 0.001
asex 0.0223 bMED < 0.001
bsex 0.9198 bHIGH < 0.001
Figure 4.7: Longitudinal shape analysis: Right putamen. Colormap: Local contraction
(blue) to expansion (red) in mm.
CHAPTER 5
BAYESIAN POLYNOMIAL REGRESSION ON
MANIFOLDS
In this chapter, we propose a Bayesian formulation of the regression problem for data
parameterized on a Riemannian manifold. Our model extends recently introduced regres-
sion methods for estimating a parameterized curve on a manifold from noisy data. These
previous methods have been formulated as geometric, least-squares estimation problems.
Least-squares estimation on manifolds, much like the familiar Euclidean case, suffers from
overfitting when using higher order polynomials. Bayesian models with regularization
priors mitigate overfitting in the Euclidean setting. We generalize this idea to curved
Riemannian homogeneous spaces, where we propose a Bayesian polynomial regression
model with an automatic relevance determination (ARD) prior on polynomial coefficients.
The resulting posterior distribution defined on the space of polynomial parameters is
in general not closed form. Therefore, we develop a novel Gibbs Hamiltonian Monte
Carlo polynomial sampling method to approximate and analyze the full posterior. We
also propose a Monte Carlo expectation maximization algorithm to estimate parameters
of the Bayesian model. In contrast to a least-squares deterministic polynomial for data,
we present a maximum a posteriori estimate as a representative regression curve. We
finally demonstrate the merit of these methods on simulated and real data experiments
on the sphere and shape spaces. Although the tools presented in this work are with
respect to the polynomial model and ARD priors, the ideas generalize to more general
parametric models defined on Riemannian homogeneous spaces and alternate choices for
regularization priors.
5.1 Introduction
In statistical data analysis, the development of regression models has been fundamental
to understanding relationships between a dependent variable and one or more indepen-
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dent data variables of interest. The most common assumption for these models is that the
dependent variable lies in a linear vector space. However, there are many examples in the
real world where it is more appropriate to parameterize this dependent variable on a non-
linear manifold. For example, in the study of directional data such as in [112], directions of
moving objects are parameterized on a sphere, S2, say like in the study of long distance bird
migration. In evolutionary biology, the evolution of shapes of bones in the fossil record
is of interest. Shape is also of importance in medicine, where understanding changes in
biological or anatomical shape caused due to aging, growth, and disease progression is
crucial in degenerative diseases like Alzheimer’s and in developmental disorders such
as autism. Manifold representations of shape, or shape spaces [7], have been effective at
modeling the nonlinear variability inherent to shape.
Several regression models have been introduced to study a variety of naturally occur-
ring examples of manifold data. [78] originally proposed a regression model for spherical
data by “unwrapping” the data onto the plane, and using standard curve fitting techniques
there. The unrolling spherical regression method was further extended to study regression
in shape spaces by [86]. In landmark-based shape analysis of objects such as in [48],
2D objects are represented by translation and scale-removed configurations, which again
naturally lie on a high-dimensional unit sphere. [113] proposed extensions of cubic splines
from Euclidean to the general nonlinear manifold setting and demonstrate their methods
on the matrix Lie group of 3D rotations, SO(3). [114] propose smoothing splines to interpo-
late time sequences of manifold data and apply their techniques to shape spaces and many
matrix Lie groups (rotations, affine transforms, symmetric positive-definite tensors, etc.).
[87] develop regression methods on Grassmann and Stiefel manifolds to study computer
vision problems such as human activity recognition and pose estimation. [64] proposed
a piecewise geodesic growth model on the space of diffeomorphic transformations, an
infinite-dimensional manifold. Nonparametric regression approaches have been devel-
oped for manifold data such as kernel-based smoothing by [79].
To study regression for manifold data, the goal is to estimate a smooth curve lying
entirely on the nonlinear manifold that best explains the relationship between a real-valued
independent parameter (such as time) and the manifold-valued response variable. In
this regard, parametric regression models developed for manifold data, such as geodesic
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regression proposed by [10], [84], and polynomial regression developed by [9], are easy
to interpret for statistics and serve as natural generalizations of linear models for Eu-
clidean data. In this work, we propose a Bayesian interpretation of the Riemannian poly-
nomial parametric regression problem for the first time. Although the focus is on Rieman-
nian polynomials, the methods presented in this research are transferable for developing
Bayesian ideas to other parametric models defined on manifolds as well.
5.1.1 Parametric regression models for manifold data
Similar to Euclidean polynomials, a kth-order polynomial on a Riemannian manifold,
M, can be uniquely parameterized by the initial position of the curve β0 ∈ M and k orders
of derivatives β j, j = 1, . . . , k that live as vectors in the tangent space at β0. We jointly
denote these k + 1 initial conditions by β. Analogous to Euclidean polynomials, position
β0 is like the intercept, and the higher order derivatives β j, 1 ≤ j ≤ k represent velocity,
acceleration, jerk, and so on. For instance, geodesics are 1st-order polynomials (k = 1).
Geodesics are parameterized by initial position and initial velocity analogous to “intercept-
slope” parameterization of a line in a Euclidean space. We review the construction of the
Riemannian polynomial system in Section 5.2.2.
Notice that Euclidean parametric regression models in the most general form are for-
mulated as probabilistic models, whereas the generalizations proposed in [10], [84], [9] are
solutions to least-squares optimization problems. Let D = {(xi, yi), i = 1, . . . , n} where
yi ∈ M is the manifold response variable, and xi ∈ R is the explanatory variable. For
a specific set of initial conditions β, let γβ be the associated polynomial curve. Let E0(β)






Each residual is a geodesic distance between γβ(xi) ∈ M and the observed data yi ∈ M.
The least-squares polynomial regression estimate, βˆLS, defined by [9] is the polynomial
curve that minimizes the sum-of-squared geodesic distances to the data.
βˆLS = arg min
β






where d is distance metric defined on the manifold M. For k = 1, the above optimization
problem reduces to estimating the best-fit least-squares geodesic given manifold data.
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5.1.2 Least-squares estimates for polynomials overfit
As is typical in regression problems, there is a trade-off in model flexibility (e.g., poly-
nomials are more flexible than geodesics) versus generalizability. Even on manifolds,
the main drawback of least-squares estimation of higher order polynomials is that it suf-
fers from data-overfitting, much like in the Euclidean case. This is expected as a com-
plex/flexible model has many free parameters and thus can always fit the data better. This
can be seen on the sphere in Fig. 5.1. Here, we simulate data on the sphere about a cubic (in
red), and estimate a 5th-order least-squares regression solution, βˆLS using (5.1) (in blue).
Note that the least-squares curve overfits the data on the sphere just as in the Euclidean
example on the left. The overfitting manifests as a blow up in the norms of coefficients as
we go up in polynomial order, as seen in Table 5.1 for the least-squares estimate.
Figure 5.1: Least-squares polynomial regression (blue curves). True cubic (red curves),
with synthetically generated data (black points). Left: 8th-order least-squares polynomial
on Euclidean space; Right: 5th-order least-squares polynomial on the sphere.
Table 5.1: Coefficient norms on the sphere: Ground truth vs. Least-squares estimates.
βi ∈ Tβ0 M, i = 1, . . . , k are higher order derivatives represented as tangent vectors at the
initial position β0 (Section 5.2.2). ‖.‖ is defined by the Riemannian metric on M.
Coeff. norms ‖β1‖ ‖β2‖ ‖β3‖ ‖β4‖ ‖β5‖
Ground truth 1.41 6.00 13.00 0.00 0.00
Least-squares 5.54 29.64 47.42 437.39 2035.78
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5.1.3 Proposed approach: Bayesian polynomial regression model
In contrast to the least-squares approach, where polynomial parameters β are deter-
ministic, we instead treat β as a random variable and propose a Bayesian model with a
regularization prior. Our first principle is that the model should automatically choose
the appropriate polynomial coefficients to include in a data-driven fashion. The second
principle is Occams razor, i.e., the model should be no more complex than is needed to
explain the data.
Therefore, analogous to Euclidean ridge regression such as in [110], we formulate an
automatic relevance determination (ARD) prior on higher order polynomial coefficients.
This prior penalizes the higher order inflections and results in a posterior density of sim-
pler (potentially lower degree) polynomials that explain the data better. Therefore, the
regularization also gives us a sense of the most appropriate polynomial degree given the
data. Unlike Euclidean Bayesian regression, the resulting posterior distribution of β does
not have a closed-form expression for data parameterized on general manifolds. Therefore,
we cannot do exact inference. To this end, we develop a novel Gibbs sampling scheme
of polynomial parameters to approximate the posterior distribution and propose a Monte
Carlo expectation maximization (MCEM) algorithm to estimate parameters of the Bayesian
model. For a good review of Monte Carlo statistical methods, see [115], [116].
5.2 Background
Chapter 2 provides the necessary background in Riemannian geometry, relevant to this
chapter. For more details, see [24].
5.2.1 Normal densities on manifolds
Definition 5.2.1 (Riemannian normal distribution). Let M be a complete and connected
Riemannian manifold. Given a location parameter µ ∈ M, and a dispersion parameter
τ ∈ R+, [10] defines a Riemannian normal distribution as





















where C(µ, τ) is the normalizing constant.
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When M = Rn, note that this distribution reduces to a multivariate normal distribution
with isotropic covariance. In this work, we restrict our attention to Riemannian homo-
geneous spaces. These include the sphere, Grassmannian and Stiefel manifolds, shape
spaces, and group of rotations, among others. Fig. 5.2 shows samples (in black) simulated
from the isotropic Riemannian normal distribution in (5.2) with µ = (1, 0, 0) (in blue)
and τ = 100. The samples were simulated using a Hamiltonian Monte Carlo sampling
procedure developed for Riemannian manifolds by Leimkuhler [117]. As a measure of
how good the samples represent the true distribution, we also compute τˆML = 98.27, the
maximum likelihood estimate for τ, which is also close to the chosen τ = 100. For more
details with regards to this manifold normal distribution and sampling strategies on M,
see [118].
An interesting property on homogeneous spaces is that the normalizing constant C(µ, τ)
is independent of µ. Lemma 5.2.1 gives a proof of this fact.
Lemma 5.2.1. Let M be a Riemannian homogeneous space and let p be the normal distribution
given by (5.2). Then, the normalizing coefficient C(µ, τ) is independent of µ.
Proof. Let ν ∈ M be another arbitrarily chosen point on M. We show that C(µ, τ) = C(ν, τ).
Since M is a Riemannian homogeneous space, the group of isometries of M act transitively
Figure 5.2: Samples (black) from a normal distribution on a Riemannian manifold with
location parameter µ = (1, 0, 0) (in red) and dispersion parameter τ = 100.
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du = C(ν, τ).
We use the fact that ψ is an isometry implying that the jacobian mapping Dψ−1 is an
isometric linear transformation between tangent spaces and thus has determinant 1.
As a corollary to Lemma 5.2.1, given data yi ∈ M, i = 1, . . . , n, the maximum likelihood
estimate µML of µ is equivalent to the least-squares estimate µLS of µ, i.e., the Fre´chet mean.




























d(µ, yi)2 = µLS.
(5.3)
5.2.2 Riemannian polynomials










γ(0) = ci (5.4)
for i = 0, 1, . . . , k. So, specifying k + 1 initial conditions determines a unique kth-order
polynomial inRn. For example, see that when k = 1, the polynomial curve defined in (5.4)
is a line.
Thinking of ddt above as a directional derivative along γ˙, this definition was generalized
to curved manifolds in [9] by replacing ddt as the covariant derivative, ∇γ˙. This gives us
the definition of Riemannian polynomials analogous to that defined in (5.4) written as
(∇γ˙(t))kγ˙(t) = 0 s.t. initial conditions (∇γ˙(0))iγ(0) = ci (5.5)
for all t ∈ [0, 1] and i = 0, 1, . . . , k. Eq. (5.5) can be rewritten as a system of k + 1 coupled
equations,
γ˙(t) = β1(t),




Just as with polynomials in Rn, specifying the initial conditions β0(0), β1(0), . . . , βk(0),
namely, the initial position in M and initial values of all orders of derivatives (in Tβ0(0)M)
up to order k determines a unique kth-order polynomial. These equations must be in-
tegrated carefully on a manifold, as standard linear integration steps are not appropri-
ate. The existence of this polynomial on M is guaranteed only locally, just as is the case
with geodesics. For notational convenience, we drop the t = 0 dependence of initial
conditions βi(0), and denote them as βi. See that (5.5) reduces to the geodesic equation
when k = 1 and are parameterized by initial position and initial velocity analogous to
“intercept-slope” parameterization of a line in a Euclidean space. A geodesic γg (black),
quadratic γq (red), and a cubic γc (blue) on the sphere, all originating from the position β0,
are shown in Fig. 5.3.
The parameter space of all initial conditions for a polynomial, i.e., all possible β0 ∈ M,
β1, . . . , βk ∈ Tβ0 M is in fact a vector bundle over M, and can be given a differentiable
manifold structure, which we denote as P kM. Recall that a vector bundle over a differ-
entiable manifold M assigns a vector space Vp to each p ∈ M. For instance, the space of
“order zero” polynomials is the manifold P kM = M itself (the vector space at each point is
trivial). When k = 1, polynomial curves are just geodesics, and P kM is the tangent bundle
TM, constructed from the disjoint union of all tangent spaces of M, i.e., for each p ∈ M,
Figure 5.3: Visualizing Riemannian polynomials. Left: Initial conditions parameterizing
a polynomial (Position β0, velocity β1, acceleration β2, jerk β3); Right: Associated polyno-
mial curves (Geodesic γg (black), quadratic γq (red), cubic γc (blue)).
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Vp = Tp M. In the most general case, a similar construction holds for kth-order coefficients
- the space P kM can be built as disjoint union of all products of k copies of tangent spaces,
P kM ≡ qp∈M(Tp M)k. Here, for each p ∈ M, Vp = (Tp M)k. We denote a specific set of initial
conditions as β ∈ P kM and the associated polynomial curve as γβ.
5.2.2.1 Computing the least-squares estimate, βˆLS
Recall that (5.1) defines the least-squares polynomial estimate βˆLS as the minimizer of
the sum of squared residual function E0(β). On homogeneous spaces, this is also the max-
imum likelihood estimate. On Euclidean spaces, βˆLS can be computed in closed form, but
on general manifolds, this is not always possible. To compute βˆLS, E0 has to be minimized
subject to the constraints (5.6). A natural strategy for this is gradient descent. To compute
gradients of E0 with respect to each β j, j = 0, . . . , k, [9] propose an adjoint optimization
approach, where they introduce Lagrange multiplier vectors λj, j = 0, 1, . . . , k, also called
adjoint variables. These define an unconstrained objective function E of all variables of
interest, i.e., the curve γβ, the coefficients β j, and the adjoint variables λj. Optimality
conditions can then be obtained by taking variations of E with respect to each of these.
E(γβ,λ0, . . . ,λk,β1, . . . , βk) = E0(β) +
∫ T
0











Variations with respect to the original primal variables yield a system of covariant differ-







where R is the Riemannian curvature tensor. The adjoint system is integrated backward in
time along the polynomial from t = 1 to t = 0. The adjoint variable λ0 also accumulates
jump discontinuities at time points where data are present.
λ0(x−j )− λ0(x+j ) = Logγβ(xj) yj
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Once integrated, the gradients with respect to initial conditions β j equal the negative
of the associated adjoint variable λj at time 0.
∇β0 E = −λ0(0)
∇β j E = −λj(0)
(5.7)
5.3 The model
We are now ready to describe our generative Bayesian polynomial regression model for
data parameterized on Riemannian manifolds. Let D = {(xi, yi), i = 1, . . . , n} with xi ∈ R
being the explanatory variable and yi ∈ M the manifold response variable. Recall that we
denote polynomial parameters as β and the associated polynomial as γβ. The model is
illustrated in Fig. 5.4.
5.3.1 Data likelihood
For each i, given xi and polynomial parameter β, we model yi as a Riemannian normal
random variable about the location γβ(xi) ∈ M







where τ is a like a dispersion parameter for this distribution, similar to the precision of a
Euclidean Gaussian and










Figure 5.4: Bayesian polynomial regression model on manifolds.
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is the associated normalization coefficient. On general manifolds, C(τ, β, xi) is intractable
as it could depend on polynomial parameters β and the independent variable xi. However,
when M = Rn, (5.8) reduces to the standard Gaussian likelihood model for Euclidean data,
and C(τ, β, xi) only depends on τ. This property holds more generally on Riemannian
homogeneous spaces, which we prove in Lemma 5.3.1.
Lemma 5.3.1. Let M be a Riemannian homogeneous space with the associated likelihood model
given by (5.8). Then, the normalizing coefficient C(τ, β, xi) in (5.9), is independent of β and xi.
Proof. Let η ∈ P kM be another set of arbitrarily chosen polynomial coefficients and xj( 6=
xi) ∈ R. We show that C(τ, β, xi) = C(τ, η, xj). Therefore, let ν = γη(xj). Substituting
µ = γβ(xi) in Lemma 5.2.1, the proof goes through.
Since C(τ, β, xi) is independent of β on Riemannian homogeneous spaces, an important
corollary is the following: Maximizing the log of the likelihood in (5.10) is equivalent to
the least-squares minimization formulation in (5.1). To see this, we rewrite C(τ, β, xi) as
C(τ) and the equivalence is natural.
βˆMLE = arg max
β





















An approximation of C(τ) for symmetric spaces (which is also a homogeneous space) is
presented in [60]. Manifolds in this work being symmetric spaces, we use this approxima-
tion for our computations.
5.3.2 Prior on β
We place a uniform prior on the initial position β0, and penalize the higher order
derivatives β j ∈ Tβ0 M, j = 1, . . . , k, by placing an automatic relevance determination (ARD)





































where ωj is the precision of a d-dimensional isotropic Gaussian on Tβ0 M for the coefficient
β j, moderating the strength of each coefficient in the model. Note that this distribution is
proper for compact manifolds, but improper for noncompact ones (e.g., Uniform Jeffreys
prior on the intercept in Rn). Just as in [110], an ARD prior on β j translates to a Type II
maximum likelihood procedure to infer precision parameters ωj, j = 1, . . . , k. We provide
inference procedures for our Bayesian model in Section 5.4.
5.3.3 Posterior for β
Given data D, and the prior on β, the posterior for β can be written as






























∏ni=1 C(τ, β, xi)
exp(−U(β)) dβ (5.13)
where Cpost is the associated normalizing coefficient. Note that both the prior and the
posterior densities are defined on P kM. Though this Bayesian model has been defined
analogous to the Euclidean case, the validity of the posterior distribution in (5.11) is not
straightforward and requires proof. We show this in Theorem 5.3.2 for compact homoge-
neous spaces.
Theorem 5.3.2. Let M be a compact Riemannian homogeneous space. Then, the posterior distri-
bution of β given by (5.11) is normalizable, i.e., the normalization coefficient (5.13) is finite.
Proof. Note that U(β) in (5.13) is always non-negative, and C(τ)n < ∞. Also, the expo-
nential of the likelihood part of U(β) can be upper-bounded by 1 because exp(−x) attains




























where K denotes the constant outside the integral.
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We then choose an atlas for M, say Uα, and construct an atlas for P kM as Qα = Uα ×
(Rn)k. Note that we can choose a finite atlas since M is compact. The integral is then
















An integral over Qα splits into a product of integrals in the space of each polynomial
coefficient. The integrals with respect to β j, j = 1, . . . , k being simply Gaussian on Tβ0 M
evaluates to a constant, which can be absorbed in K. Also note that the volume measure








since vol(Uα) ≤ vol(M) < ∞ and since we have a finite sum.
5.4 Inference
We first outline a max-max algorithm to compute the maximum-a-posteriori (MAP)
estimate for β and precision parameters τ,ω1, . . . ,ωk for the model. This was proposed
in [119]. The procedure is summarized in Algorithm 5.
5.4.1 A max-max algorithm using the MAP estimate
The mode of the posterior, i.e., the maximum a posteriori (MAP) estimate, βˆMAP is
often times a more representative deterministic curve that generalizes better than the least-
squares polynomial (also the maximum likelihood estimate, βˆMLE from Eq. (5.10)). Note
that βˆMAP minimizes the regularized sum of squared residual function, U(β), given by
Eq. (5.15), assuming parameter values for τ and ωj, j = 1, . . . , k are known. To compute
βˆMAP, we adapt the gradient descent optimization approach summarized in Section 5.2.2.1
to now optimize U(β) subject to the constraints (5.6). Introducing Lagrange multiplier
vector λj, the unconstrained objective function U∗ is written as
U∗(γβ,λ0, . . . ,λk,β1, . . . , βk) = U(β) +
∫ T
0












Algorithm 5 Max-max algorithm for MAP of β, τ and ω
Initialize (τ,ω). Output: βˆ, τˆ, ωˆ
while Until τ,ω and βˆ converge do
Fix τ,ω, update β: βˆ = argβ min U(β)
Fix β, update τ,ω:
τˆ = argτ min
(









The gradients of U∗ with respect to initial conditions β j are given by Eq. (5.14). Note that
the extra term in ∇β jU∗, j > 0 comes from the prior penalty on higher order coefficients.
∇β0U∗ = −λ0(0),
∇β jU∗ = −λj(0)−ωjβ j.
(5.14)
Now, to infer all model parameters τ,ω1, . . . ,ωk, we proposed a max-max algorithm where
one maximizes the parameter likelihood at βˆMAP. The idea is to iteratively optimize all
parameters: (1) Fix τ,ω1, . . . ,ωk, and estimate βˆMAP using gradient descent. (2) Evaluate
the functions ∑ni=1 d(γβ(xi), yi)
2, and ‖β j‖2 at βˆMAP, and use them to update τ,ω1, . . . ,ωk.
(3) Repeat until convergence. This algorithm provides a relatively quick way to compute
a generalizable deterministic polynomial given data in βˆMAP and all model parameters
involved. As designed, the max-max algorithm should work well for unimodal distri-
butions. However, the estimated parameters may not be representative for more general
densities. Moreover, this approach does not provide a natural extension to describe vari-
ability measures or credible regions that a fully Bayesian approach has the ability to lead
us to. In the next section, we describe the tools to analyze the full posterior and propose a
Monte Carlo Expectation maximization algorithm to infer the model.
5.4.2 Analyzing the full posterior
Let us consider the simple case when M = R, the real line. The space of polynomial
coefficients, P kR ≡ Rk+1, is a k + 1-dimensional Euclidean space, where the jth coordinate
axis represents the coefficient β j, j ≥ 0. Let β ∈ P kR denote the Euclidean vector of
polynomial coefficients. Assuming a Gaussian data likelihood with noise precision τ and a
Gaussian prior on each coefficient β j with precision ωj, the resulting posterior for β ∈ P kR is
multivariate Gaussian due to conjugacy. The marginal likelihood p(D|τ,ω1, . . . ,ωk) is also
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Gaussian and has an explicit functional form. Therefore, it is straightforward to estimate
model parameters, τ,ω1, . . . ,ωk by maximizing the marginal likelihood (also called Type
II maximum likelihood).
When M is not Euclidean, inference is not straightforward. For general manifolds M,
P kM is a complex space to work with. Recall that P kM is a disjoint union of all products
of k copies of tangent spaces, P kM ≡ qp∈M(Tp M)k. Analogous to Bayesian Euclidean
regression, we assumed a Riemannian normal data likelihood, and a normal (ARD) prior
on each of the higher order polynomial coefficients in our model. This however does not
result in a posterior with a known or explicit functional form. In fact, there isn’t a natural
way to define conjugate priors on manifolds. The posterior normalizing coefficient Cpost
(which is also the marginal likelihood, p(D|τ,ω1, . . . ,ωk)) although finite, is intractable
as well. Therefore, exact inference of model parameters is not possible in the manifold
setting.
To analyze the posterior (5.11) defined on P kM for a general M, we propose an approx-
imate inference algorithm that involves the approximation of the posterior and associated
moments of the distribution by computing random samples of Riemannian polynomials.
Sampling Riemannian polynomials, i.e., elements of P kM, is a challenging problem and has
not been addressed before in the literature.
The strategy we take to sample on P kM stems from the observation that P kM is a vector
bundle over M. In Section 5.4.2.1, we first outline a general procedure to sample from a
density f defined on any vector bundle VM over a Riemannian manifold M. Regression
problems that find a natural representation on vector bundles such as the tangent bundle,
frame bundles, unit bundles, and so on will benefit from this sampling technique. We then
specialize this sampling algorithm in Section 5.4.2.2 to the vector bundle of interest in this
paper - the space of kth-order Riemannian polynomial coefficients, P kM. We finally propose
a Monte Carlo Expectation Maximization (MCEM) algorithm in Section 5.4.2.4 to analyze
the full posterior (5.11).
5.4.2.1 Sampling on a general vector bundle
In this section, we propose a method to sample from a density f defined on a vector
bundle VM over a Riemannian manifold M. The goal here is to construct a Markov chain
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on VM, whose stationary (invariant) distribution is f .
First, note that a vector bundle VM is in general not a trivial bundle, i.e., VM is not
globally equivalent to a direct product space. For instance, the tangent bundle of the
sphere, S2, is not equivalent to S2 ×R2. Second, we do not have an explicitly computed
Riemannian metric on the Riemannian manifold VM. Although one could construct a
metric by extending the Riemannian metric on M to VM, direct sampling on VM is an
expensive computation since geodesics need not be closed form.
Although VM is not globally trivial, it is always locally trivial. We can therefore define
a local coordinate chart with respect to a point q ∈ M. By connectedness and completeness
of M, the Hopf-Rinow theorem implies that there exists a minimal geodesic between any
two points of M. Let Cq be the cut locus of M associated to the point q ∈ M. On M \Cq, we
have unique geodesics from q to every point. The coordinate mapping is given by normal
coordinates, i.e., the mapping φ : W(⊂ Tq M) → M is given by the exponential map and
the inverse map defined on M \ Cq given by the log map. This coordinate system can then
be extended to VM\Cq , which is equivalent to U× Rr, r being the dimension of the fiber and
U = M \ Cq ⊂ M.
This local chart lets us construct a Markov chain Xt as follows: Alternate between
sampling each component of VM according to f , i.e., a position p ∈ M and a vector v ∈ Vp,
the fiber based at p. To repeat, sample another position p′ ∈ M given v ∈ Vp and a vector
v′ ∈ Vp′ and so on. This is nothing but Gibbs sampling in the local coordinate chart,
where fM(p′|v ∈ Vp, p ∈ M) is the conditional density of the position variable p′ ∈ M
given v ∈ Vp, a fiber at a different point, and fV(v′ ∈ Vp′ |p′ ∈ M) is the conditional
density of sampling on the fiber Vp′ . The overarching sampling strategy is summarized in
Algorithm 6.
Algorithm 6 Pseudocode for sampling on VM
Initialize: p = p0 ∈ M, v = v0 ∈ Vp0 , B = burn-in, S = number of samples
for t = 1, · · · , B + S do
Sample pt ∈ M according to fM(pt|v = vt−1 ∈ Vpt−1).
Sample vt ∈ Vpt according to fV(vt|p = pt ∈ M)
if t ≥ B then




Sampling along the fiber Vp′ according to fV(v′ ∈ Vp′ |p′ ∈ M) is simply linear vector
space sampling, for which efficient Euclidean sampling strategies have been developed.
When sampling p′ ∈ M according to fM(p′|v ∈ Vp, p ∈ M), we need to make consistent
how v ∈ Vp at p ∈ M influences the density at a different point p′ ∈ M. The coordinate
system defined on VM\Cq lets us extend v ∈ Vp to a parallel vector field Xv on M \ Cq in a
one-one, onto manner. Therefore, fixing v ∈ Vp also fixes a parallel vector field on M \ Cq.
A sufficient condition for a Markov chain Xt to have a stationary distribution f is if it
satisfies the property of detailed balance. We show this next.
Theorem 5.4.1. Let M be a connected, complete Riemannian manifold. Let VM be a vector bundle
over M, and let f be a probability density defined on VM. Let T : VM ×VM → R+ be a probability
transition function. Then the Markov chain Xt constructed above satisfies detailed balance.
Proof. Since VM is always locally trivial, we define a local coordinate chart with respect to
a point q ∈ M. Let Cq ⊂ M be the cut locus of M with respect to this chart. Given two
measurable sets A, B ⊂ VM, if x ∈ A, x′ ∈ B, and a transition probability function T(x, x′),










If A, B do not intersect VCq , the Markov chain Xt obtained through Gibbs sampling in
the local coordinate chart automatically satisfies detailed balance.
The only case to consider therefore is when one or both of A, B intersect VCq . In such
a case, we can rewrite A as A = (A ∩ VCq) ∪ (A \ (A ∩ VCq)). Similarly, B = (B ∩ VCq) ∪
(B \ (A ∩ VCq)). Now, note that a finite integrand over the set VCq evaluates to zero, since
VCq is a measure zero set. Therefore, the above detailed balance integrand is zero over
A ∩ VCq , B ∩ VCq ⊂ VCq . This leads to evaluating the integrands over A′ = A \ (A ∩ VCq)
and B′ = B \ (B∩VCq). However, A′, B′ do not have any intersection with the cut locus VCq ,
and therefore, the Markov chain Xt constructed using Gibbs sampling satisfies detailed
balance on A′ and B′.
5.4.2.2 Sampling on the specific vector bundle, P kM
We now provide specific computations for the vector bundle of interest in this work,
VM = P kM, the space of polynomial coefficients. Let f be given by Eq. (5.11), the probability
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density from which we wish to sample. Let f j, j ≥ 0 be the conditional density of β j given
all other coefficients βk, k 6= j are observed. Like f , the conditional densities, f j, do not
have explicit functional forms in general, i.e., the normalizing constants for f j cannot be
computed exactly. The conditionals f j are written as






















, j ≥ 1
Note that f0 does not include additional penalty terms coming from the prior on β j, j ≥
1. Similarly, each f j, j ≥ 1 does not include the penalty terms arising from coefficients
βl , l 6= j.
As described in Section 5.4.2.1, in order to simulate one sample polynomial β, we take
the approach of Gibbs sampling: Alternate between samples of each β j fixing others from
the associated conditional densities. For example, when k = 1, P kM = TM, the tangent
bundle. The tangent bundle parameterizes geodesics (degree one polynomials) of M, i.e.,
the base point (intercept) and the velocity (slope) of the curve. In this case, we would
alternate between sampling position and velocity from respective conditional densities.
In order to sample each coefficient from the respective conditional, we employ a Hamil-
tonian Monte Carlo (HMC) sampler. HMC sampling was introduced by [120] in the area of
chemical physics, and was further expanded by [121] to a wide array of continuous prob-
ability distributions supported on sub-domains of Rd. HMC is a powerful gradient-based
Markov chain Monte Carlo (MCMC) sampling method that is the ability to rigorously
explore the configuration space of a target distribution by utilizing Hamiltonian dynamics
as a Markov transition probability. Other advantages include better mixing strategies and
improved convergence.
HMC strategies have been extended to Riemannian manifold valued configuration
spaces in [122] and [123]. The approach in their work is to embed the Riemannian manifold
M in a higher dimensional Euclidean space Rm for some m, and compute Hamiltonian
dynamics in coordinates with respect to this embedding. Instead, we take the approach
of [118] to sample intrinsically on M. Intrinsic here means using the natural Riemannian
metric, distances, and geodesics on the manifold M, leading to intrinsic computations
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independent of how it is embedded in a Euclidean space. This would be particularly
important when it is not easy to compute an embedding for a given manifold, with the
added caveat that embeddings are not unique.
Let us assume we are sampling β j according to the conditional density f j, 0 ≤ j ≤
k. Hamiltonian dynamics casts − log f j as the potential energy function Uj of β j. The



















‖β j‖2, j ≥ 1
(5.15)
As a proposal density for each coefficient β j, we introduce a Gaussian auxiliary mo-
menta variable, ξ j ∈ T∗β0 M 1. Here, ξ0 represents a change in position β0 ∈ M and ξ j, j ≥ 1
represents a change in higher order coefficients β j ∈ Tβ0 M. The proposal density for each
coefficient β j is cast as a kinetic energy, Tj for Hamiltonian dynamics. Tj depends on β0 via
the Riemannian metric on M and can be written as
Tj(ξ j, β0) =
1
2
〈ξ j, ξ j〉T∗β0 M (5.16)






















‖β j‖2 + 12 〈ξ j, ξ j〉T∗β0 M j ≥ 1
(5.17)
We make the following observations:
• Hj, j ≥ 1 are each separable Hamiltonians whereas H0 is not.
• Since HMC proposals need to be integrated along a trajectory, a key requirement
for these proposals is a symplectic integrator. This is a discrete approximation to
Hamiltonian flows, yielding desirable properties such as time-reversibility and vol-
ume preservation of the exact solution. These properties are necessary to maintain
detailed balance conditions.
1T∗β0 M is the cotangent space of M.
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For separable Hamiltonians, a standard symplectic integrator in the Euclidean case is
the leapfrog integrator proposed by [124], which essentially alternates between updating
position and momentum. Let us consider sampling each type of coefficient, i.e., β j, j ≥ 1,
and point β0.
• Sampling β j, j ≥ 1: The leapfrog integrator can be used directly when sampling
each of the tangent space coefficients β j ∈ Tβ0 M, specifically because Hj, j ≥ 1 is











ξ]j = ∇β jUj(β j), j = 1, . . . , k.
(5.18)
where ξ]j ∈ Tβ0 M denotes the associated tangent vector dual to the momenta ξ j.
We express Hamilton’s equations in terms of tangent vectors ξ]j instead of cotangent
vectors ξ j and therefore use covariant derivatives ∇ξ]0 . We could instead write these
equations in terms of momentum, and use contravariant derivatives, but these are
equivalent. We adapt the adjoint optimization approach of [9] to compute∇β jUj(β j)
(see Section 5.4.1).
• Sampling β0: Since the Hamiltonian H0 is not separable, sampling β0 ∈ M is trickier.
As discussed before, this is due to the implicit dependence of the kinetic energy
on β0 via the Riemannian metric on M. [117] proposed a symplectic integrator on
a Riemannian manifold that reduces to the leapfrog integrator in Rn. [122] adopt
this approach when sampling on a manifold using HMC. However, due to non-
separability of H0, each leapfrog step needed to be solved implicitly using fixed-point
iterations. In a later paper, [123] adopted a Hamiltonian splitting strategy originally
proposed by [125]. In this method, a non-separable Hamiltonian can be split into
two Hamiltonian systems - one consisting of a purely potential term and the other
purely kinetic. The solution for the original Hamiltonian system is then obtained by
alternately simulating between exact solutions of the split Hamiltonian systems. We
take this approach as well to sample β0 according to H0.
Let HU0 be the Hamiltonian system consisting of the purely “potential” term, U0(β0).
HU0 (β0, ξ0) = U0(β0)
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ξ]0 = ∇β0U0(β0), j = 0, . . . , k.
(5.19)
where ξ]0 ∈ TβM denotes the associated tangent vector dual to ξ0. Starting at (β, ξ) =
(β0(0), ξ0(0)), this has the exact solution
β0(t) = β0(0) and ξ0(t) = ξ0(0) + t∇β0U0(β0)
The above solution looks similar to that from [123]. However, note that the gradient
here is written in terms of a covariant derivative operator, defined and computable
intrinsically on M, whereas the gradient in [123] is a Euclidean gradient with respect
to a Hausdorff distribution dependent on the manifold embedding.
Let the second Hamiltonian functional, HT0 , be the purely kinetic term.

















Let pt(w, p) be the tangent vector at p ∈ M resulting from parallel translating the




ξ]j (t) = pt(ξ
]
j (0), β0(t))
This is nothing but a geodesic flow on TM. Here, we first make linear gradient
updates for β j parallel translated to the new position β0(t). Note that the solution for
the momentum update is also parallel translation. The HMC algorithm to sample β0
with Hamiltonian splitting of H0 is summarized in Algorithm 7.
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Algorithm 7 Pseudocode for HMC β0 proposal with Hamiltonian splitting
Initialize sampler: (β0, ξ0) = (β0(0), ξ0(0)); step size e.
for k = 1, · · · , L do
Integrate momentum according to HU0 for time step
e
2 - compute ξ0(k
e
2 ).
Integrate position according to HT0 for time step e - compute β0(ke).
Integrate momentum according to HU0 for time step
e
2 - compute ξ0(ke).
Find parallel vector of ξ0(ke) at β0(ke) w.r.t β0(0).
end for
Accept (β′0, ξ ′0) = (β0(Le), ξ0(Le)) with probability: min(1, exp(H0(β′0, ξ ′0) −
H0(β0, ξ0)))
5.4.2.3 Examples: Polynomial sampling experiments
In this section, we look at some examples of the polynomial sampling procedure under
different settings of polynomial degree k and known values for τ,ω1, . . . ,ωk. We first
discuss the base case when polynomial degree, k = 0, i.e., the polynomial, is a point.
Example 5.4.1 (Posterior of the mean (k = 0)). In this example, we simulate n = 100 data
points y ∈ M according to a Riemannian normal distribution with mean µ = (1, 0, 0) and
noise precision τ = 100.
Now, given only the data D, let us suppose we identify that a zeroth order polynomial
is appropriate to describe this data. A zeroth order polynomial is parameterized by a
single point, i.e., β0 ∈ M. This also implies that γβ(x) = β0 ∈ M∀x ∈ R. According to our
Bayesian model, we place a uniform prior on β0, resulting in a posterior given by (5.21)
that is defined on P0M = M. Note that there are no terms involving ωj.










The MAP estimate for β0 in this case is the same as the MLE, i.e., the Freche´t mean of y
on M. This was estimated to be βˆ0 = (0.9998,−0.0048,−0.0187) (True β0 = (1, 0, 0)). The
MLE for noise precision τ is estimated to be τˆ = 104.3 (True τ = 100).
In the Euclidean setting, the posterior for β0 is a Gaussian distribution due to conjugacy
(a uniform prior is Gaussian with infinite variance in the limit). On a sphere, though, the
posterior (5.21) is not Riemannian normal. In fact there is not a way to define a conjugate
prior on general manifolds. However, we compute summary statistics such as the Fre´chet
mean of posterior samples and the variance of samples. The sample average is close to the
true β0 (in orange). The variance of posterior samples was estimated to be 1.045× 10−4. If
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M were Euclidean, the variance of a Gaussian posterior can be computed as 1nτ = 1× 10−4.
Though the variance of samples on the sphere and the Euclidean posterior variance seem
similar in this example, they need to be comparable in general since the curvature of the
sphere may influence summary statistics in a complex way. We also visualize the trace
plots of posterior samples in Fig. 5.5. Note that the samples reflect good mixing.
Example 5.4.2 (Quadratic sampling (k = 2): Influence of the prior). We now study poly-
nomial sampling when the degree k = 2, i.e., quadratic sampling. We choose the quadratic
β0 = (1, 0, 0), β1 = (0, 1,−1), β2 = (0, 0, 2). We then simulate n data points about the
curve: D = {xi ∼ U[0, 1], yi ∼ NR(γβ(xi), τ)|i = 1, . . . , n} where γβ(xi) is the quadratic
evaluated at xi and NR is the Riemannian normal density with noise precision τ. Fig. 5.6
displays the quadratic (in red) and the simulated data. As discussed in the introduction, a
high degree least-squares polynomial can potentially overfit these data as is the case with
the 4th-order blue curve in Fig. 5.6.
In this example, we explore the influence of the prior on the posterior. We consider
two scenarios: no prior (ωj = 0: flat prior) and then the case when ωj is included in
the model (ωj > 0). For this setting, we assume a quartic (4th-order) polynomial model.
Figure 5.5: Posterior of the mean. Left: True β0 (in orange) = (1, 0, 0), yi (black) with
τ = 100, posterior samples for β0 (blue), sample Fre´chet mean (in green); Right: Trace
plots of 500 posterior samples of β0 (in blue on the left).
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Figure 5.6: Simulated data (black) about a quadratic (red) from a Riemannian normal
density (τ = 100). 4th-order MLE (blue).
Our Bayesian model is therefore parameterized by a base point β0 and four higher order
coefficients β1, . . . , β4 ∈ Tβ0 M. From (5.11), the polynomial posterior defined on P4M is
given by (5.22).














Let us first suppose that ω1 = ω2 = ω3 = ω4 = 0, i.e., there is a flat prior on
all coefficients. In this scenario, an assumption of the quartic model gives us samples
similar to the overfitting 4th-order least-squares polynomial as shown on the left of Fig. 5.7.
However, as we increase ωj in the model, the ARD prior influences 4th-order samples to
resemble the true quadratic polynomial that we started out with as seen on the right of
Fig. 5.7. Quartic samples simulated with the ARD prior tend to explain the data better.
Also, note that if ω1 = ω2 = ω3 = ω4 = ∞, then the model reduces to the case of the
posterior for the mean.
Example 5.4.3 (Quadratic sampling (k = 2): Varying τ and n). Let us now assume that the
above data D are best modeled by a quadratic curve with Riemannian normal noise. With
a uniform prior on β0 and ARD prior on β1, β2, we have the quadratic posterior as















Figure 5.7: True curve: Quadratic (red), simulated data (black), 4th-order polynomial
samples (gray), n = 10, τ = 100; Left: Flat prior on all coefficients (ωj = 0); Right: ARD
prior on all higher order coefficients (ωj = 2).
We now visualize samples of this posterior under fixed precision parameters ω1,ω2
but varying the number of data points n and the noise precision τ. In Fig. 5.8, we consider
three scenarios: n = 10, τ = 500 (left), n = 10, τ = 100 (middle), n = 50, τ = 500 (right).
When comparing the left and the middle spheres, with a decrease in noise precision from
τ = 500 to τ = 100 (an increase in noise variance), posterior quadratic samples have higher
variability and form a broader band about the data for τ = 100. When comparing the left
and right spheres, the noise precision τ = 500 is fixed but the number of data points is
increased from n = 10 to n = 50. With an increase in data, the likelihood has a stronger
influence on the posterior density for the n = 50 setting than for the n = 10 case. This is
depicted by samples (in gray) on the right sphere of Fig. 5.8 to be even tighter around the
data than the case of the left sphere.
We are now ready to propose our MCEM algorithm to infer all parameters of the
Bayesian model described in Section 5.3.
5.4.2.4 Algorithm: Monte Carlo Expectation Maximization
Using the tools developed in Sections 5.4.2.1 and 5.4.2.2, we propose an approximate
inference method using a Monte Carlo Expectation Maximization (MCEM) algorithm. Es-
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Figure 5.8: True curve: Quadratic (blue), data (red), polynomial samples (gray), n = 10,
τ = 500 (left); n = 10, τ = 100 (middle), n = 50, τ = 500 (right).
timation of model parameters is done via a Type II maximum likelihood procedure as in
the Euclidean case. However, since we do not have an explicit marginal likelihood, we
instead maximize the expected log of the marginal likelihood, E (log p(D|β, τ)p(β|ω)).
Since the expectation cannot be computed in closed form either, we approximate this
expectation over P kM posterior samples of β (see Eq. (5.24)). The maximization of this
expectation gives us closed-form expressions for ωj, j = 1, . . . , k, and a gradient ascent
scheme to update τ (see Eq. (5.25)). We run this until convergence of model parameters.
E step: Q(τ,ω|τc,ωc) = E (log p(D|β, τ)p(β|ω))
= E
(



































where E is the expectation with respect to the β posterior (5.11) given parameters τc,ωc.
M step: (τn,ωn) = arg maxτ Q(τ,ω|τc,ωc)
τn = arg max
τ
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(‖β j‖2))⇒ ωnj = dE (‖β j‖2)
(5.25)
In the MCEM Algorithm 8, the most expensive operation in every EM iteration is





(‖β j‖2) over these samples. Once we know these expectations, inference of parameters
τ,ω1, . . . ,ωk is straightforward.
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Algorithm 8 Monte Carlo Expectation Maximization (MCEM) algorithm
Initialize (τ,ω) = (τc,ωc).
while τ and ω’s converge do
E step: Sample β from p(β|D, τc,ωc) (Sec. 5.4.2.1) and approximate
Q(τ,ω|τc,ωc) (5.24)
M step: (τn,ωn) = arg max(τ,ω) Q(τ,ω|τc,ωc) (5.25)
Re-initialize (τc,ωc) = (τn,ωn).
end while
5.5 Bayesian inference experiments
We demonstrate our Bayesian polynomial regression model and inference procedure
on two example manifolds: the two-dimensional sphere S2 in Section 5.5.1 and the Kendall
shape space Σm2 in Section 5.5.2. The variable m in Σ
m
2 represents the number of landmarks
of the shape in question. In both settings, D = {(xi, yi), xi ∈ R, yi ∈ M, i = 1, . . . , n}
represents the observed data, where x is the independent variable, and y the dependent
manifold response variable. We start with the case where the manifold M = S2, the sphere.
5.5.1 Sphere
We start with a known polynomial of degree k, and generate data D = {(xi, yi), xi ∈
R, yi ∈ M} about this polynomial with a known Riemannian normal noise precision pa-
rameter τ. We then assume a polynomial model of degree l(≥ k), and place an ARD prior
on the higher order coefficients β1, . . . , βl , as described in Section 5.3. We will consider
two examples of k and l choices in this section and evaluate the model. Ideally, the ARD
prior pushes l − k higher order coefficients closer to zero and infers polynomial samples
that resemble the original kth-order polynomial we started with. Further, we also estimate
noise precision τ and prior precision parameters ωj, j = 1, . . . , l.
5.5.1.1 Geodesic posterior for Gaussian data
Let yi be simulated from a Riemannian normal distribution about a point on the sphere
β0 = (1, 0, 0) with noise precision τ = 500. Let xi ∈ [0, 1] be simulated from a uniform
distribution. Now, given only data D = {(xi, yi), i = 1, . . . , n}, suppose we want to test if
a geodesic curve might fit these data. In this example, we choose n = 100. For a geodesic,
recall that β represents 2 parameters - position β0 on which we place a uniform prior;
and velocity β1 on which we place an ARD prior. The posterior distribution is defined on
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P1M = TM, the space of geodesics, given as











The MCEM procedure is initialized with the least-squares geodesic regression estimate
of data D as computed in [10]. Fig. 5.9 shows the results of this experiment. In each EM
step, we sampled 500 geodesics and used them to update τ and ω1. On convergence of
MCEM, we estimated τˆ = 489.146 (true τ = 500) with ωˆ1 passing our preset threshold of
105. This implies that β1 is not relevant to the model, and that β0 is sufficient to explain D.
5.5.1.2 Quartic posterior for quadratic data
We now revisit the quadratic examples from Section 5.4.2.3. In Fig. 5.10, the original
quadratic curve γβ with β0 = (1, 0, 0), β1 = (0, 1,−1), β2 = (0, 0, 2) is shown in red. We
generate 50 data points with noise precision τ = 500. We assume a 4th-order polynomial
(l = 4) and display the 4th-order samples from the posterior density (5.11). From the
MCEM algorithm, we estimated τ = 501.672, which is close to the original τ = 500. The
ω parameters were estimated to be 0.919401, 0.45594, 25.9444, 79.5053. The low precision
values on the ω corresponding to two coefficients β1, β2 suggest they are the most relevant,
Figure 5.9: Geodesic posterior for Gaussian data. Left: True β0 (orange) = (1, 0, 0), data y
(black) with τ = 500, posterior samples for β0 (blue), MAP(β0) = MLE(β0) = Fre´chet mean
= (0.999922, 0.0123376, 0.00195421) (green), τˆ = 489.146, ωˆ1 ↑ ∞; Right: Trace plots of 500
posterior samples of β0 (blue on the left).
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Figure 5.10: True quadratic curve (red), data (black) generated from τ = 500, n = 50;
Posterior samples after convergence (gray).
whereas β3, β4 have a higher penalty with relatively high ω′s. The samples, MAP, and the
ω values signify that the quadratic model is sufficient. Ideally, sparsity should push the
higher order coefficients to zero, and ω′s to infinity, but this did not happen, suggesting
that we could be stuck in a local minima of hyperparameters.
5.5.2 Rat calivarium on 2D Kendall shape space
In this section, we study change in shape of the rat calivarium over time, first presented
and discussed by Bookstein [47]. The shape of interest, a 2D slice of the calivarium, has
been extracted and represented by eight landmarks of (x, y) positions. We first consider a
single rat imaged over eight time points. The eight shapes are aligned by location, scale,
and orientation, giving us dependent responses y on the 2D Kendall shape space manifold,
Σ82. The independent variable, x, is the age in years. Fig. 5.11 shows the shape data
represented as polygons traversing from blue to purple. The figure also shows 4th-order
MLE (in red) and MAP regression (in blue) polynomial estimates for these data. Just as in
the sphere example, observe that the MLE overfits the data (see the left zoom-in) whereas
the MAP is more resilient to higher order inflections.
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Figure 5.11: Polynomial regression on Bookstein’s rat calivarium data. Left: MLE (red)
vs. MAP (blue): Eight landmarks and their 4th-order trajectories. Right: Detailed zoomed
views for two of the landmarks.
5.5.2.1 Sampling polynomials on Kendall shape space
We now consider 18 rats each with eight time points for a total 144 landmark-based
rat calivarium shapes (represented by y: See Fig. 5.12). Each of the rats were imaged
at x = 7, 14, 21, 30, 40, 60, 90, 150 days. Given the data D = {(xi, yi)|xi ∈ R, yi ∈ Σ82},
we assume that data could be explained by a 4th-order polynomial model or lower. We
place a uniform prior on initial position β0, and an ARD prior on higher order coefficients
β1, β2, β3, β4. Similar to the sphere sampling experiments, we alternated between sampling
400 4th-order polynomials and updating model parameters τ,ω1,ω2,ω3,ω4 as prescribed
by the MCEM procedure. On convergence of the MCEM algorithm, we estimated model
parameters as: τˆ ≈ 12925.3. The prior precision parameters were estimated to be ωˆ =
25.0844, ωˆ2 = 3.94626, ωˆ3 = 2.00515, ωˆ4 = 787.171. The 4th-order coefficient β4, with high
estimated precision value ω4, indicates that a cubic model could possibly suffice to explain
the shape variability in this case. Posterior samples are shown in gray in Fig. 5.12, and
zoom-in views of samples and MLE (in red) are shown in Fig. 5.13 and Fig. 5.14.
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Figure 5.12: Posterior samples (in gray), y = 144 shapes (18 rat skull landmark-based
shapes with eight time points in black), x (in days) = 7, 14, 21, 30, 40, 60, 90, 150: τˆ =
12925.3, ωˆ1 = 25.0844, ωˆ2 = 3.94626, ωˆ3 = 2.00515, ωˆ4 = 787.171. Zoom-ins of landmarks
in boxes are shown in Figs. 5.13, 5.14.
Figure 5.13: Posterior samples (in gray), 4th-order MLE (in red). Zoom-ins of landmarks
in green boxes from Fig. 5.12.
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Figure 5.14: Posterior samples (in gray), 4th-order MLE (in red). Zoom-ins of landmarks
in blue boxes from Fig. 5.12.
5.6 Conclusion
In this chapter, we proposed a Bayesian formulation of the parametric polynomial re-
gression problem for data parameterized on a Riemannian homogeneous space. Leverag-
ing the Riemannian polynomial framework of [9], we generalized the idea of least-squares
(maximum likelihood) regression by placing a regularization prior on higher order poly-
nomial coefficients. The resulting posterior represents simpler polynomials that explain
the data better, thus also mitigating overfitting that least-squares estimates suffer from.
To approximate and analyze the full posterior, we developed a novel Gibbs Hamiltonian
Monte Carlo polynomial sampling method. We also proposed a Monte Carlo expectation
maximization algorithm to estimate parameters of the Bayesian model. In order to develop
the Bayesian framework and inference tools on a complex manifold like P kM, we made
many choices for the necessary machinery that was required along the way. We discuss
alternate choices that could have been made, the possible challenges associated with them,
and other avenues for future work in Chapter 6.
CHAPTER 6
DISCUSSION
This chapter begins with a summary of contributions of this dissertation in Section 6.1,
followed by a discussion of extensions to this work and potential directions of future
research in Section 6.2.
6.1 Summary of contributions
A major focus in this dissertation has been to analyze geometric data that have a natural
parameterization on a Riemannian manifold. One of the motivations in this regard was to
describe variability of anatomical shape of brain structures in individuals with neurode-
generative diseases. Shape is the geometry of an object that is invariant to pose, size, and
orientation. Shape defined by landmarks finds a natural representation on the Kendall
shape space [41], which is a finite-dimensional Riemannian manifold. To describe shape
variability in such a representation, this dissertation proposes statistical methodology that
is intrinsic to the manifold, i.e., statistics derived using the distances, geodesics, and the
Riemannian metric of the underlying manifold. We revisit the specific contributions in this
dissertation presented in Chapter 1, and we discuss each of them in greater detail.
• A novel statistical model has been developed to describe longitudinal variability of geometric
data that are parameterized on finite-dimensional Riemannian manifolds. Referred to as a
geodesic mixed-effects model, it is a natural generalization of a linear mixed-effects model
developed for Euclidean data.
Linear mixed-effects models were proposed by Laird and Ware [8] to describe longi-
tudinal variability of data parameterized in a linear vector space. In Chapter 3, we
extend this model to a geodesic mixed-effects model for data that naturally lie on a
nonlinear Riemannian manifold. The extension is natural in the sense of design, i.e.,
repeated measures of the same individual are modeled by their own trajectory, and
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group behavior is a representative “average” trajectory of all individual trajectories.
The design is analogous to [8], where fixed-effects represent group behavior and ran-
dom effects describe individual behavior as a perturbation from the group. Analogous
to lines in the Euclidean setting, individual and group trajectories on manifolds are
modeled by geodesics.
It is important to note, however, that linear mixed-effects models are far richer since
they are probabilistic models. They also have more flexibility, since they can handle
polynomial trajectories as well. Our proposed geodesic mixed-effects model, on the
other hand, is a least-squares model and does not handle Riemannian polynomials.
We will elaborate on these differences and potential extensions in Section 6.2.
Existing manifold longitudinal approaches have an important shortcoming, in that
they do not model distances between individual trajectories, and therefore do not
have a consistent way to relate variability in one population with another, for in-
stance, between healthy and disease. A geodesic mixed-effects model incorporates
a Riemannian metric between geodesic trajectories, called the Sasaki metric, that en-
ables comparison within and across populations. Chapter 3 also presented a statisti-
cal hypothesis test to compare group geodesic trajectories between two populations.
This model was evaluated on manifolds such as the sphere, 2D, and 3D Kendall
shape spaces. Shape experiments were then tested and evaluated on anatomical
shape data, extracted from 2D and 3D brain scans of individuals. The data were
collected from the OASIS database for Alzheimer’s disease, and the PREDICT-HD
database for Huntington’s disease.
• Current approaches to longitudinal shape analysis have focused on modeling age-related
shape changes, but have not included the ability to handle more than one explanatory variable.
To address this, a Bayesian mixed-effects shape model that incorporates simultaneous relation-
ships between longitudinal shape data and multiple predictors to the model is proposed. This
model also has the ability to automatically select which predictors are most relevant to the
model by placing an automatic relevance determination (ARD) prior on them.
Existing regression and longitudinal shape models predominantly consider shape
variability as the function of a single predictor, for instance, age. However, in bio-
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logical applications, structural shape change in the context of disease may not just
be a function of age, but could also be explained by one or more of other measures
such as genetic information, disease diagnosis, sex, IQ, etc. In this regard, Chapter 4
presented a Bayesian longitudinal model that analyzes shape variability as a function
of multiple covariates simultaneously. An automatic relevance determination prior is
placed on each covariate, enforcing a sparse model. A Bayesian inference procedure
is proposed that automatically selects covariates that are most relevant to explain the
observed shape change. The proposed model and inference procedures are evaluated
on a longitudinal study of Huntingtons disease, leveraging shape data derived from
the PREDICT-HD database.
• A Bayesian interpretation of the polynomial regression problem has been developed for ge-
ometric data parameterized on finite-dimensional compact homogeneous spaces. A novel
Hamiltonian Monte Carlo method has been proposed to sample from the posterior density
defined on the space of Riemannian polynomials, and a Monte Carlo expectation maximiza-
tion method has been developed for Bayesian inference.
Geodesic mixed-effects models are not probabilistic models on Riemannian mani-
folds, but rather least-squares models. Any probabilistic extension of regression
or longitudinal models to manifolds would first require a consistent definition of
a probability density on a manifold. In Chapter 5, we review what a Riemannian
normal distribution would look like on a manifold. We could then talk about man-
ifold data being normally distributed about a regression function defined on the
manifold. Choosing the regression function to be a Riemannian polynomial, this
chapter presented a Bayesian interpretation of polynomial regression for Riemannian
manifold data.
Riemannian polynomials were introduced by Hinkle et al. [9] to do polynomial re-
gression for manifold responses. The work was a natural extension of linear poly-
nomials that model Euclidean data. The model was also an extension of Rieman-
nian geodesic regression, proposed by [10] and [84], thus offering more flexibility
(geodesics are 1st-order polynomials) to model a manifold response variable. Like
geodesic mixed-effects models in this dissertation, Riemannian polynomials in [9]
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are also estimated in a least-squares sense. Least-squares estimation of polynomials
is a double-edged sword, i.e., polynomials are more flexible and therefore can model
more complex behaviors, but they also tend to overfit the data as we go up in degree.
Like Bayesian linear regression, the model incorporates a penalty on higher order
coefficients via an automatic relevance determination (ARD) prior on these coeffi-
cients. A Bayesian inference procedure is developed to estimate all parameters of the
model. Unlike Euclidean regression with standard Gaussian assumptions, the pos-
terior density on Riemannian polynomials does not have an explicit functional form,
which makes exact inference implausible. We observed that the space of polynomial
parameters is also a Riemannian manifold, but specifically, a vector bundle over a
manifold. Leveraging this information, Chapter 5 presented a novel Hamiltonian
Monte Carlo method to sample from any smooth density defined on a vector bundle
of a manifold, which was then applied to the space of polynomial parameters, P kM.
A Monte Carlo expectation maximization algorithm was then proposed for approxi-
mate inference. We elaborate on comparisons with the Euclidean setup in Section 6.2.
6.2 Future work
6.2.1 Longitudinal analysis on manifolds using the Sasaki metric
Chapter 3 presented a novel, hierarchical statistical model to analyze longitudinal data
parameterized on a Riemannian manifold. The utility of this model was evaluated using
synthetic data on the sphere and using patient corpus callosum and hippocampal data rep-
resented on 2D and 3D Kendall shape spaces. Here, we revisit the methods presented and
consider other potential variations of this approach. We also discuss alternate directions
this research could take.
6.2.1.1 Alternate metrics to compare trajectories
As seen Chapter 3, comparing trajectories is useful for understanding differences in
shape variability between two individuals. It is especially critical to understand differences
between “average” trajectories of two longitudinal populations (say healthy and disease
populations). We used the Sasaki metric to compare trajectories in Chapter 3. In this
section, we will explore some alternative choices to do the same.
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• In contrast to the proposed method, a simpler approach to comparing two trajecto-
ries is parallel translation averaging. Parallel translation averaging was presented
by Qiu et al. [92] in the context of longitudinal image registration in the manifold of
diffeomorphisms. To compute an “average trajectory” in this setting would mean
the following: Given geodesic trajectories (pi, ui), i = 1, . . . , N, compute the Fre´chet
mean, p of pi’s on M. Then, parallel translate ui’s to p and compute a linear average
of the parallel translated ui’s on Tp M, the tangent space to p. Note that individual
trajectories are parallel translated to a common point p for comparison, resulting in
an easily computable point estimate for a representative trajectory of a population.
Although parallel translation averaging is simpler for estimation, it is hard to do any
further reliable statistical analysis with it. A powerful property entrenched in the
geodesic longitudinal model, presented in Section 5.3, is the ability to compare two
trajectories using a distance metric between them. The presence of a distance metric
lets one define variability more naturally as developed in [101]. Parallel translation
averaging does not arise from a metric between trajectories as in the case of our
model and the Sasaki metric.
Under certain specific conditions, parallel translation averaging and Sasaki averag-
ing of geodesics are the same as in the case when M = Rd. In the general case,
the two approaches give the same solution when pi = p ∀i, i.e., all trajectories
are based at the same point. Therefore, when geodesic trajectories in a population
are similar, the two approaches will result in similar estimates for a representative
population geodesic. However, from the lens of probabilistic extensions and higher
order statistics, the presence of a metric between trajectories is more useful.
As presented in Chapter 2, although the Sasaki metric g on TM is a “naturally de-
fined” Riemannian metric, it is also considered “rigid.” Kowalski [103] showed that
the Sasaki metric on TM is never locally symmetric unless the base metric is locally
Euclidean. Further, Musso and Tricerri [29] generalized this fact that TM under
Sasaki metric has constant scalar curvature if and only if the base metric is flat. Yet,
this is one of the simplest natural metrics on TM to be useful to compare geodesic
trajectories for longitudinal analysis. However, there are some alternate choices to
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consider for future extensions of this work
• Cheeger-Gromoll metric: Recall from Chapter 2 where we review the Riemannian
geometry of the tangent bundle TM and discuss natural Riemannian metrics on TM.
The Sasaki metric, g, given by (3.5), is one choice for a natural Riemannian metric on
TM. Owing to the rigidity of the Sasaki metric, Musso and Tricerri [29] suggested
the Cheeger-Gromoll metric, g˜ on TM [126] as an alternative that does not pose the
same restrictions as the Sasaki metric. g˜ can be written as
g˜(p,u)(X
h, Yh) = g(X, Y),
g˜(p,u)(X





(gp(X, Y) + g(X, u)g(Y, u)),
for all vector fields X, Y ∈ C∞(TM) with g being the metric on M and r denotes
|u| = √g(u, u). The Levi-Civita connection expressions associated with the Cheeger-
Gromoll metric can be found in [28], and the corresponding geodesic equations have
been derived in [127]. In contrast with the Sasaki metric, Sekizawa [128] showed
that the scalar curvatures of TM under the metric g˜ are never constant if the original
metric on the base manifold has constant curvature. Some other properties of TM
and tangent sphere bundles under the metric g˜ have been explored in [129] and [130].
Longitudinal shape analysis with this metric would be an interesting avenue for
future research.
• Rescaled natural metrics: Natural Riemannian metrics on TM have been made
more flexible by Wang et al. [131] with the introduction of rescaled natural metrics,
denoted g f . These are expressed as
g f
(p,u)(X
h, Yh) = f (p)g(X, Y),
g˜ f
(p,u)(X
h, Yv) = 0, (6.2)
for all vector fields X, Y ∈ C∞(TM), g being the metric on M, and where f > 0
and f ∈ C∞(M). Note that rescaled natural metrics reduce to the standard form for
natural metrics (Definition 2.2.10) when f ≡ 1. As with natural metrics g, rescaled
metrics g f are constructed in a way that the associated vertical and horizontal sub-
bundles are orthogonal and the bundle map pi : (TM, g f )→ (M, f g) is a Riemannian
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submersion. For details on the metric and associated Levi Civita connection, the spe-
cial cases of rescaled Sasaki and Cheeger-Gromoll metrics, and geodesic equations,
see [131].
The choice of f is an interesting avenue of future research, especially in the con-
text of the manifold longitudinal analysis problem. Given two vector fields X, Y ∈
C∞(TM), the standard Sasaki metric g defined in Eq. (3.5) equals the metric g defined
on M on both the horizontal and vertical sub-bundles of TM, i.e., the Sasaki metric
weights g(Xh, Yh) and g(Xv, Yv) equally. Recall that the horizontal lifts Xh, Yh of
X, Y represent traversal directions that move from one fiber of the bundle to another
(change in the position component of TM). The vertical lifts Xv, Yv of X, Y represent
traversal within a fiber (change in the velocity component of TM). Depending on the
application, since position and velocity are typically measured in different units, an
appropriate choice of function f in the rescaled setup can account for this disparity in
measurement. Therefore, the rescaled metric on TM has the potential for improved
statistical power to distinguish between two trajectories represented on TM, may it
be evolutions of two individuals, or two different groups as a whole.
6.2.1.2 Other extensions
The geodesic longitudinal model presented in this chapter extends the work of Laird
and Ware’s [8] mixed-effects models for Euclidean data to general Riemannian manifolds.
However, linear mixed-effects models are far richer for Euclidean data than geodesic lon-
gitudinal models are for manifold data. We highlight some key differences and discuss
potential interesting research directions.
• Linear mixed-effects models are truly probabilistic models, with the ability to incor-
porate Bayesian priors (sparsity, conjugate, noninformative Jeffreys, etc.) along with
Bayesian inference procedures to estimate posterior distributions and parameters of
interest. The generalization to geodesic models on manifolds does not truly take this
probabilistic view for observed data, individual or group trajectories. Although we
assume Gaussian distributions on data noise ei at the individual level and (vi, wi)
at the group level, a least-squares model estimation is oblivious to the distributional
forms of the noise variables. Moreover, the chosen noise models are not intrinsic
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to the manifold, but are defined on respective tangent spaces. A first step towards
extending probabilistic descriptions of linear models was presented in Chapter 5,
where we extended Bayesian polynomial regression to the manifold setting.
• Linear mixed-effects models [8] account for noise distributions to have a general co-
variance structure. However, on Riemannian symmetric (and homogeneous) spaces,
the Riemannian normal covariance has to be predefined to be of diagonal form at
every point (see Section 5.2.1). The diagonal covariance form is necessary so as to
maintain consistency when moving from one point on the manifold to another.
• Linear mixed-effects models are more general than just lines in Rd. They have the
ability to incorporate polynomial functions to model individual and group trajecto-
ries. The longitudinal model proposed in Chapter 3 models individual trajectories
as geodesics. An interesting research problem would be to go beyond geodesics and
model each individual trajectory as a polynomial. Analogous to the Sasaki metric on
TM, a natural way to compare polynomial trajectories is on the polynomial vector
bundle, P kM. Recall that P1M = TM (k = 1). Like TM, P kM is also a Riemannian
manifold and admits a Riemannian metric. We could for instance define an extended
Sasaki-like metric on P kM to compare polynomial trajectories.
• Linear mixed-effects models also have the potential to incorporate multiple covari-
ates. The mixed-effects model on manifolds in Chapter 3 considers longitudinal
evolution with respect to a single predictor. Extensions to multiple predictors when
responses are on manifolds is much more challenging, especially in the context of
modeling correlations between predictors. Therefore, for shape analysis, a Bayesian
covariate longitudinal shape model is presented in Chapter 4 where shape is repre-
sented in a linear space [45], [98] as opposed to the Kendall shape space manifold
representation from Chapter 3.
• In Chapter 3, we evaluated the geodesic longitudinal model on symmetric spaces
such as the sphere and 2D Kendall shape space. However, the model structure is
also applicable to some other manifolds such as matrix Lie groups. These include
the rotation group SO(n) and the special linear group SL(n). In theory, the model is
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also extendable to the infinite-dimensional group of diffeomorphisms, Diff(M). In
practice, however, the approximate algorithms to compute ExpTM, LogTM and PtTM
will prove to be computationally expensive in both space and time.
Each of ExpTM, LogTM and PtTM relies on computation of the curvature tensor, R, and
Jacobi and adjoint Jacobi fields of the associated base manifold. For sphere and 2D
Kendall shape spaces, curvature and Jacobi fields can be computed in closed form.
For 3D Kendall shape space, however, the fields need to be approximated using the
2nd-order Jacobi equation. Note that the time taken to compute these approxima-
tions scales with the dimension of the space. For the infinite-dimensional manifold
of diffeomorphisms, computing these quantities is even less practical. Recently,
fast approximation methods have been developed for diffeomorphic image registra-
tion using a low-dimensional Fourier representation [72], which shows tremendous
promise for statistical analysis. However, the rigidity of the Sasaki metric makes it
not ideal for the diffeomorphic setting. For instance, since TM cannot be symmetric
(or homogeneous) under Sasaki metric unless M is Rn, there is not a consistent
way to extend the model to the probabilistic setting for general manifolds. The
Cheeger-Gromoll metric shows promise in this regard.
6.2.2 Bayesian covariate selection in longitudinal shape analysis
Biologically, shapes of anatomical structures undergo significant change for a variety of
reasons including disease onset or progression. Covariate statistical shape models prove
extremely useful in understanding and delineating the contributions of these individual
factors to predict anatomical shape change. In Chapter 4, the proposed model provided a
framework to simultaneously include multiple possible covariates while selecting for the
most relevant ones. Below, we discuss plausible alternatives that can be developed choices
in the model, opening up interesting avenues for future work.
• In this contribution, we leveraged the strengths of two approaches and provided
an integrated solution. The solution was characterized by improved statistical per-
formance in the analysis of both scalar and shape trajectory data, when derived
from noisy segmentations. Although diffeomorphic trajectories were good at cap-
turing smooth anatomical shape changes for each individual, the particle optimiza-
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tion framework excelled at finding compact statistical shape representations with
increased statistical power. However, the best alternative would be to have one
framework to address both challenges simultaneously.
Limitations exist in both frameworks. Shape representation in the manifold of dif-
feomorphisms is ideal. However, developing probabilistic models in the manifold of
diffeomorphisms is a hard task. A longitudinal model on finite-dimensional man-
ifolds was presented in Chapter 3, and some ideas for extensions have been ex-
plored. That aside, accounting for covariates on manifolds is an even harder chal-
lenge. Although linear shape representations are great for statistical descriptions,
they are not ideal for modeling the smooth anatomical changes that diffeomorphisms
excel at. One would need dense correspondences for shapes with high curvature
regions. Manual landmarking or guided automation is an added task. In this regard,
the entropy-based particle optimization framework of [45] is a viable alternative.
Analogous to incorporating mixed-effects models by Datar et al. [98], in the particle
optimization framework, the current covariate setup could also be incorporated in
the same way. The issue of dimensionality of dense correspondences remains, but the
balance between smooth anatomical change and compact statistical representation
could be achieved in this setup.
• Shape correspondences in the model were represented as one long Euclidean vector.
The model assumed that each coordinate of each point correspondence follows its
own one-dimensional Euclidean trajectory, independent of others. Thus, the model
does not take into account correlations between correspondences. With dense corre-
spondences, each of the estimated trajectories for each point correspondence should
be similar. Therefore, correlations in local neighborhoods could be incorporated by
infusing a spatial prior with a covariance structure.
• The main goal for the proposed model was to adhere to two fundamental principles:
the model should automatically choose the appropriate covariates to include in a
data-driven fashion, avoiding the need for ad-hoc choices from the user. The second
principle is Occam’s razor, that the model should be no more complex than is needed
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to explain the data. We were able to achieve this model selection using the ARD prior
on covariates. An important analytical piece for the future is model validation.
6.2.3 Bayesian polynomial regression on manifolds
The contributions of this work presented in Chapter 5 are twofold:
1) We presented a Bayesian formulation of polynomial regression for data parameter-
ized on a Riemannian manifold. Our Bayesian model mitigated the risks of overfit-
ting to data due to a prior on polynomial coefficients that shrunk their magnitude.
We then proposed a maximum a posteriori (MAP) estimate for the regression prob-
lem in contrast to the least-squares solution.
2) To do Bayesian inference, we developed a Hamiltonian Monte Carlo method to sam-
ple polynomials from the posterior distribution. We then proposed a Monte Carlo
expectation maximization method to estimate parameters of the Bayesian model.
We discuss alternate choices that could have been made, the possible challenges asso-
ciated with them, and other avenues for future work.
• Extensions to other parametric models: This paper presented statistical tools to
study the polynomial regression parametric model on a Riemannian manifold M.
Polynomials on M are vector bundles on M, and therefore are Riemannian manifolds
themselves. The Gibbs sampling method to simulate from a density f on a vector
bundle is general enough to apply to a range of parametric models finding potential
representations on different vector bundles on M. The Monte Carlo expectation
maximization procedure could also be adapted to other parametric model settings
on manifolds.
• Choice of prior: Polynomial regression coefficients regulate flexibility of the model.
Given data, a maximum likelihood or least-squares estimate can result in overfit-
ting. Therefore, a choice of a prior on these coefficients is akin to penalizing them,
thereby asking for simpler models to explain data. The standard Bayesian regression
example in the Euclidean setting is when data are modeled by a Gaussian likelihood,
with a Gaussian prior placed on the regression coefficients. The Gaussian prior in
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this case is a conjugate prior, since in Euclidean spaces, the Gaussian belongs to the
exponential family of distributions, where the linear term in the exponent makes the
posterior Gaussian as well.
Although our chosen prior results in a more stable estimate for a regression curve in
the MAP estimate, it is not invariant to reparametrizations of data. Our future work
involves exploring manifold analogues of sparsity priors such as the noninforma-
tive Jeffreys priors for the regression model. In the Euclidean setting, the relevance
vector machine (RVM) prior on coefficients leads to a regression model that is scale
invariant. However, it is unclear how to talk of scale invariance for a corresponding
regression model on general manifolds. Another motivation for developing such a
prior is that the model selection would be built into the sparse nature of the prior as
opposed to trying to directly approximate the normalizing constant, i.e., evaluating
the model evidence.
• Model selection: One advantage of having a Bayesian interpretation of regression
is the ability to evaluate and validate the plausibility of a model. In this case, one
question is to select the most appropriate degree of the representative polynomial
regression model. Keeping with the notation of [132], if H denotes a model for data
D, then the evidence p(D|H) is a measure of plausibility of model H. Let Hk denote
that the choice of our model is a polynomial of degree k. Given that we are working
with model Hk, the posterior distribution of k-degree polynomial parameters β is
given by Eq. (5.11). For our problem, note that the evidence is the same as the
corresponding normalization coefficient Cpost. A naive estimator for the evidence is













where βs is a sample from the posterior distribution. This estimator has been shown
to be consistent if we have enough data, but is also prone to domination by a few
outlier samples with extremely small likelihood values. There have been suggested
improvements to this estimate by [134] and [135] who proposed bridge sampling and
path sampling methods to better approximate this coefficient in Euclidean settings.
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Lebesgue approximation strategies as in [136] are another idea. However, extending
these strategies to the manifold setting, especially to P kM, is challenging.
• Sampler tuning: One of the main challenges of sampling polynomial coefficients
in P kM was the tuning of the Hamiltonian Monte Carlo, i.e., choosing the sampler
step sizes e and number of steps L. Even in Euclidean settings, this is not always
easy to do. Moreover, since we have to sample different polynomial coefficients,
steps sizes would vary for each since relative scale is different for each coefficient.
Some heuristics include using the Hessian to gauge relative scale [121]. However,
computing the Hessian with respect to each coefficient in the manifold setting is
hard. Some Hessian approximation strategies [137] have the potential to be adapted
to the manifold setting. A manifold version of the Hessian could better inform what
approximate relative scales of tuning parameters should work for good mixing and
sampling.
• Probabilistic modeling on manifolds is fine for landmark-based shape analysis in the
Kendall shape space representation. However, this is not the case for dense shape
correspondences. Sampling on a Kendall shape space may very well result in an
element that does not resemble the class of objects we are hoping to sample. For
instance, a hippocampus sampled in Kendall shape space may not look like one.
Therefore, smooth anatomical shapes and their variability are best represented in the
manifold of diffeomorphisms. Developing probabilistic regression and longitudinal
models along with inference procedures is appropriate in that setting.
• The manifold examples in this paper are mainly sphere and shape spaces, and could
be extended to Lie groups such as rotations and homogeneous spaces such as Grass-
mann and Stiefel manifolds.
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