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摘　要:本文针对目前 Web 信息挖掘中存在的各种问题 , 对网络爬虫系统进行研究 , 提出了一种基于 H TTP 协议原
理 、旨在减少网络爬虫系统运行时网络流量的 Web 页面收集方法———增量更新 C rawler方法。该方法通过 Web 预取技术
对现有的Web 链接数据库进行演化更新 , 可以在减少网络流量的同时获得接近现有网络爬虫系统的效果 。
Abstract:Face to the problems which exist in Web info rmation mining the paper studies ne two rk craw le r sy stems , and
proposes a H TTP-based craw ling method o f in crement updating fo r reducing the netw ork flow when a netw ork craw le r sy s-
tem runs. The method updates the cur rent Web link database by the Web prefe tch technique , and show s the effect clo se to
the cur rent netw ork cr awler systems when reducing the netw ork flow .
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1　引言







今信息技术面临的一大困难。同时 ,由于 Web 信息检索具
有极大的商用市场 ,一些大型跨国 IT 企业(如 Goog le、Al-











(1)并行 Craw ler 算法 ,以其可扩展性及高下载流量成
为商业 C rawler 使用的主流技术 , 其研究主要集中于在多
个 C rawler 协作下载时如何降低重复下载率 , 如何保持下
载质量 , 如何高效地运用通信带宽等。 Califo rnia 大学[ 1] 就
提供了一种高效的并行 Craw ler 算法。
(2)基于用户查询的智能 Craw le r 算法 , 其算法主要基
于用户查询的采用神经网络 、模式发现等方法智能地从网
络搜索相关的信息 , 如 Focused Spider(中心网络爬虫)。
上述有关 Web Craw ler 技术与实现算法中 , 关于设计
Web Craw le r、提高系统性能和扩展性的研究非常活跃 , 但
大部分有关 Crawler 算法的研究都集中于如何更快 、更合
理地进行 Web 页面的遍历 ,但最快的Web Craw le r系统对
网络进行一次漫游也需要接近一个月时间。为使 Web
Craw le r 系统能够更快地进行链接库的更新 , 本文则基于
Craw le r 爬行后的超链接本地文本数据库对 WWW 页面下
载技术细节进行分析 , 提出了一种增量更新 Craw le r 方法
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2　基于更新时机预测的增量更新
Crawler方法
　　本文提出的 CMIU 方法采用 H TTP 协议头预取 、页面
更新时间点预测等方法对搜索引擎所维护的页面数据库进
行增量式更新 ,使得在保持页面更新精度的同时节省大量




个页面在时刻 t发生更新的可能性 , 对更新可能性超过给
定阈值的页面按静态页面和动态页面分别处理。静态页面
进行 H TTP 协议消息头预取 ,然后根据 HT TP 协议消息
头提供的时间戳信息决定更新还是放弃该链接 , 若需要更
新则将链接送入更新队列;动态页面则直接送入更新队列
等待更新。最后 ,当这些更新队列中的链接更新完后 , 对数
据库中的相关信息进行更新。
2. 1　CMIU 方法数据结构设计
CM IU 方法主要的数据结构有 URL 数据表 、更新日志






URL 数据表所描述的 URL 与地址输入的 URL 有些
差异 ,因为在 CMIU 的Web C rawler 进程当中 ,框架结构即
用<IFRAME>< /IFRAME>进行标记的内容链接 , 均被
当成单独的 URL处理 , 仅用 ParentIdxID 标记出其父索引
号。 URL 数据表主要用于描述 URL 的基本访问属性 , 其
表结构描述如表 1 所示。更新日志表采用 T 0 ～ T 4五个字
段来描述一个超链接五次下载的时间记录。每次对日志表
进行更新先从 f lag 中读取当前更新的字段 , 更新 f lag 所
指的 T i 时间记录。最后 ,令 f lag= f lag+1 mod 5 ,其表结



































所有Web Craw le r系统都会对所需下载的页面进行优
先权设置。 CMIU方法对超链接文本数据库的超链接进行
计算 , 设定其下载的优先权 , 并根据优先权进行排序 ,然后




求出拟合函数 , 以对更新时机进行预测。 由于页面被更新
的不确定性 , 所以不可能预测出某一页面确定的下次更新
时间点 , 只能预测在给定的时间区间段页面被更新的概率 ,
即页面更新概率分布。
根据页面更新发生的状况 ,我们采用 F(x) =Ax +B ,
F(x) =Ax 2 +Bx +C和F(x) =∫
+∞
0




页面采用一次函数 f(x)=Ax+B 拟合时误差较小 , 这表
明大部分网页都会存在定期维护。因此 ,在 CMIU 中可采
用一次函数 f(x)=A x+B 进行页面更新时间拟合 , A 、B
为系数。对不同的页面 P i , A 、B 的数值一般不相同。 对特
定的页面 P i ,可以根据 f(x)=A x+B 计算出下次页面更
新的预估时间为 f(N ui(vi , n)+1)。实验证明 , 实际页面 P i
的下次页面更新时间在[ v i , n , F(N
u
i(v i , n)+1)] 区域内接近
正态分布。 CMIU 方法选择正态分布来表示页面更新时间
的概率分布。
因此 , 在 t∈[ vi , n , F(Nui(vi , n)+1)] 时刻 , 页面 P i 可能
更新的概率分布为:
f i(t) = e
(t- vi ,n -F(N
u




/ 2πσ ,其中 , σ>0 , 具
体 σ的值必须根据经验确定。
按文献[ 3] 统计Web 上每页面大约有 17. 73 个链接 ,
据此将经数据清理后链接页面根据页面所包含的页面数分
成区间[ 0～ 8] 、[ 9～ 25] 、[ 26 ～ ∞] 三类。经统计处理可以
发现 , 链接数量少的页面其更新速度也比较慢。其实 , 对页
面进行分析就会发现 ,链接数目较少的大部分是以发布内
29
容为主 ,其更新时间一般比较长 ,甚至不更新 , 链接数目较
多的大部分起链接导航的作用。 采用ζ(1 - e - x)+δ来描
述链接数量对更新要求的急迫程度 , ζ为系数 , δ为基数。
这样可以计算出静态页面每个链接的优先权值(Prio rity of
Hype rlink):








/ 2πσ+ζ(1 - e- x)+
δ=ψe
(t- vi ,n -F(N
u






+ζ(1 - e- x)+δ
为方便计算 ,将 PH 进行数值化如下:
PH ≈ (ψ/ 2πσ(1 + (t - v i , n - F(Nui(vi ,n) +











计。经过实验发现 ,对于动态页面 , 同样存在链接数量少的
页面更新速度较慢的情况。因此 , 系统设定动态页面每个
链接的优先权值为:
PH =ζ(1 - e- x)+δ
2. 4　CMIU方法的页面计划更新率
在用 CMIU 方法建立页面更新计划时 , 先根据更新计
划启动时间 t ,计算出 t 时间所有页面的 PH 值 , 然后按照
数值从大到小进行排序。系统对 PH 值排前A %的页面进
行 H TTP 协议头预取 , 返回 H TTP 协议头的上次更新时
间。若更新时间已变更 , 则将链接添加到 URL 更新队列
中(A 为 CMIU 确定的页面计划更新率)。在 URL 更新队
列当中 ,所有的链接按 IP地址进行排序 , 以便相同 IP 地址
的链接可以在一次连接中进行下载。 A 的选择与 C rawler
爬行的范围 ,以及 Crawler本身的效率都有关系。另外 , 不
同的Web 集合可能有着不同的更新速率 , CERNET 的更
新率较小 ,而商业Web 集合的更新率较大。因此 , A 值的
设定必须通过对特定 Web 集合进行实验 , 并根据 C rawler
系统的更新时间间隔来确定。
2. 5　CMIU方法页面预取与链接下载
普通 Craw ler 系统在进行链接下载时 , 一般从一组原
始 URL 开始 , 首先解析 URL 获得 IP 地址 , 然后检测该
URL 是否已经下载过。 如果是新的 URL , 则检测该地址
是否符合设定的 URL过滤器的限制并判断主机的 robo ts.
tx t文件是否允许访问该 URL。最后 , 下载该页面存入数
据库。在这过程当中 , URL 页面检测 、访问 robo ts. txt 等
都极耗资源。CMIU 方法的链接下载则是基于数据库已有
的链接地址 ,因此其资源开销相对要小得多。
CM IU 方法在链接下载时 , 可以分两种情况处理:
(1)若 state标记为静态页面 ,则系统仅向需要下载的
链接请求 H TTP 协议头 , 根据返回 HT TP 协议头先判断
链接的状态。若该页面的状态是不可访问 , 则从数据库中
移除该链接 ,并将所链接的出链添加到 URL 下载队列;如
果该页面返回状态值为 200 ,则访问 Last-Modified 字段判
断该页面是否需要更新。当 Last-Modified 值小于数据库




成的页面 , 其返回的 H TT P协议头有时不包含 Last-Modi-
fied 和 Contex t-Leng th 字段。文献[ 4] 提到“ The heade r
SH OULD indicate the total leng th o f the full entity-body ,
unless this leng th is unknown o r difficult to determine. ” , 所
以系统向该链接地址请求下载整个页面 , 应先比较下载文




在上述有关动态页面和静态页面的更新时 , CMIU 方
法同时抽取 Web 页面内部的所有链接 ,剔除所有不在下载
范围的 Web 链接 , 剩余的链接与数据库内的链接进行比
较 , 对比较结果同样需分两种情况:(1)若该链接在数据库
中不存在 , 则将其送入 U RL更新队列中等待 C rawler 系统
下载链接。这样循环抽取 , 直到所有的链接都存在于数据
库或不在下载范围。(2)若该链接在数据库中存在 ,忽略该
链接。这样 , 经过多次循环 , 系统将完成对数据库Web 链
接的增量式更新任务。
3　CMIU方法实验与评价
CMIU 方法可以节约相当可观的网络流量 , 这对目前
的网络爬虫极具意义。 下面用程序同时记录基于 CMIU
方法的 Crawler系统(记为 CMIU-proc)和一个设计做对比
用的 C rawler系统(记为 NC-proc)的页面下载流量。每次
实验均在完成链接下载的三天后用基于 15%更新率的
CMIU-proc对链接进行更新 , 同时在另一台机器用 NC-
proc 对所有链接页面进行更新。 为保证 CMIU-proc 和
NC-proc 具有可比性 , NC-proc 对页面的更新采用与

















基于 www. xmu. edu. cn 基
点 ,下载 4 977 394链接的数
据 ,大约 6. 31GB
1. 03+
0. 03
6. 88 0. 15
2003-11-18
历史数据库是由 NC-proc





17. 06 0. 16
2003-11-26
历史数据库是由 NC-proc











管理并采取适当的措施 ,当发生错误以后 , 哪怕以不安全的
方式也能继续执行。
在该模型中 ,由于是把所有待仿真的对象都存储在优
先队列中 ,然后系统把对象作为处理的基本单元 , 因此某个
对象产生的异常不会连累到其他对象 , 即错误不会传递下







方法的仿真算法。 整个系统在 Window s 2000 和 VC ++
6. 0 下严格按照以上的算法完成了实现 ,可为离散事件仿
真提供一种崭新的解决思路。
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CPU:Pent ium 4 1. 6GHz
内存:256MB　　　　　硬盘:40GB
操作系统:Window s2000 Server Pack 4
JVM :Sun J2SE 1. 4. 1 W in32 Edi tion
　　由此可以看出 , CMIU-proc 可以节省大量的网络流
量 ,可以大大减轻网络负载。通过实验又证明 , 在网络流量
节约的同时 ,其网络爬虫质量的影响不大。网络爬虫的质
量尚无标准的定义 , 这里以 NC-proc更新的数量为标准对








2003-11-7 923 388 1 028 066 0. 90
2003-11-8 1 535 598 1 748 945 0. 87
2003-11-9 337 008 408 847 0. 82
　　由表 6 可以发现 , CMIU-proc 可以完成大约 80%以上
的链接更新 , 基本达到应用要求。进一步实验发现 , CMIU-
proc随着更新率的增高 , 完成的链接百分比 、网络流量百
分比如图 1 所示。
图 1　页面计划与页面实际更新对比图
从图 1 可以看出 , 当 A 增加 , 页面实际更新率逐渐提
高。当 A 增加 25%以后 , 页面更新率反常地下降了几个百
分点;之后 ,随着页面计划更新率的增加 , 页面更新率在逐
渐增加直到 100%。经过分析发现 , 页面更新率下降是由
于随 A 值的增加 , Craw ler 爬行的时间增长 , 由此导致很多
页面的 PH 值与实际值不相符。而且 , 随着下载页面范围
的增大 , 爬行时间的增长 ,这种负面影响会更加显著。若将




本文中的 CMIU 方法只是一个粗略的框架方法 , 在实
践应用时还要针对具体问题对 CMIU 方法进行改进 , 如:
(1)在计算下载优先权的时候可以考虑页面本身的质量;
(2)如何缩短Web Crawler 系统爬行所需要的时间;(3)如
何将 CMIU 方法运用到并行 Crawler 系统当中;(4)考虑如
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