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Sazˇetak
Transformacije slucˇajnih varijabli vrlo su bitne u teoriji vjerojatnosti jer nam omoguc´avaju
laksˇe rjesˇavanje razlicˇitih vjerojatnosnih problema. U ovom radu c´emo se prvo upoznati s ne-
kim osnovnim pojmovima, definicijama i teoremima kako bismo mogli shvatiti sˇto su i cˇemu
sluzˇe transformacije slucˇajnih varijabli. Vidjet c´emo da sva vjerojatnosna svojstva slucˇajne va-
rijable X mozˇemo opisati pomoc´u njene funkcije distribucije F, odnosno pomoc´u njene tablice
distribucije ako je X diskretna te pomoc´u funkcije gustoc´e ako je X neprekidna slucˇajna vari-
jabla. Nadalje, zanimat c´e nas kako pronac´i distribuciju nove slucˇajne varijable Y = g(X) ako
poznajemo distribuciju slucˇajne varijable X i funkciju g. To je problem kojim c´emo se baviti
u ovom radu. Takoder c´emo pokazati da cˇak i jednostavne transformacije slucˇajnih varijabli s
jednostavnim distribucijama mogu dovesti do slucˇajnih varijabli sa slozˇenim distribucijama pa
c´emo probleme rjesˇavati u raznim specijalnim slucˇajevima. Prvo c´emo proucˇiti transformacije
koje mozˇemo primijeniti i na diskretne i neprekidne slucˇajne varijable, a zatim c´emo razmotriti
i one transformacije koje su karakteristicˇne samo za jedan tip slucˇajnih varijabli.
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Abstract
Transformations of random variables are very important in probability theory because they
allow us to solve various probability problems. First of all, we will recall some of the basic
terms, definitions and theorems which will help us to understand what the transformations
of random variables are. We will also see that all properties of a random variable X can be
described by its distribution function F, i.e. using its distribution table if X is discrete and using
its density function when X is a continuous random variable. Furthermore, we are interested
in finding distribution of new random variable Y = g(X) if we know distribution of random
variable X and function g. This is the problem that we are going to deal with in this paper.
As we will see, even simple transformations of random variables, with simple distributions, can
lead to a random variables with complex distributions so we will solve the problem in various
special cases. First, we will examine the transformations that can be applied to the discrete and
continuous random variables, then we will consider those transformations which can be applied
only on one type of random variables.
Key words
Random variable, discrete random variable, continuous random variable, density function, dis-
tribution function, distribution table, mathematical expectation, variance
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1 Uvod
Teorija vjerojatnosti je grana matematike koja se bavi analizom slucˇajnih dogadaja, a prvi puta
se pojavljuje u 17. stoljec´u kada se pocˇinju analizirati igre na srec´u i smrtnost stanovniˇstva.
Kasnije se vjerojatnost razvija kroz astronomiju i fiziku, a danas se primjenjuje u medicini,
ekonomiji, genetici kao i u mnogim matematicˇkim disciplinama.
U prvom poglavlju navest c´emo neke od osnovnih pojmova koje c´emo koristiti u nastavku rada te
neke vazˇnije teoreme i propozicije. Nakon sˇto se podsjetimo osnovnih pojmova, mozˇemo krenuti
na proucˇavanje transformacija slucˇajnih varijabli koje c´emo podijeliti na tri poglavlja. Prvo
c´emo krenuti od transformacija koje su moguc´e i za neprekidnu i za diskretnu slucˇajnu varijablu
te c´emo ovdje proucˇavati vrlo vazˇan postupak standardizacije. U drugom poglavlju proucˇavat
c´emo transformacije diskretne slucˇajne varijable koje c´emo podijeliti na dva slucˇaja i poblizˇe ih
objasniti kroz primjere, dok c´emo u posljednjem poglavlju obraditi transformacije neprekidne
slucˇajne varijable medu kojima su nam vrlo bitne bijektivna i Laplaceova transformacija.
1
2 Osnovni pojmovi
Prije nego krenemo detaljnije govoriti o transformacijama slucˇajnih varijabli definirat c´emo
osnovne pojmove teorije vjerojatnosti. Najvazˇniji medu njima je vjerojatnosni prostor na kojem
proucˇavamo slucˇajne pokuse i ishode tih pokusa. Skup svih ishoda nekog slucˇajnog pokusa
nazivamo prostor elementarnih dogadaja i oznacˇavat c´emo ga s Ω. Funkcije koje nam pomazˇu da
ishodu slucˇajnog pokusa pridruzˇimo neku vrijednost (realan broj) nazivaju se slucˇajne varijable.
Takoder, bitni pojmovi vezani uz slucˇajnu varijablu koje c´emo spomenuti su funkcija distribucije,
funkcija gustoc´e, matematicˇko ocˇekivanje, varijanca i drugi. Sve te pojmove c´emo poblizˇe
objasniti u nastavku kako bismo bolje razumjeli transformacije slucˇajnih varijabli.
Definicija 2.1. Neka je dan neprazan skup Ω. Familija F podskupova skupa Ω je σ-algebra
skupova na Ω ako vrijedi:
1. ∅ ∈ F ,
2. ako je A ∈ F onda je i Ac ∈ F (zatvorenost na komplementiranje),
3. ako je dana prebrojiva familija skupova (Ai, i ∈ I) ⊆ F , I ⊆ N, onda F sadrzˇi i njihovu
uniju, tj.
⋃
i∈I
Ai ∈ F (zatvorenost na prebrojive unije).
Sada c´emo definirati vjerojatnost sljedec´om aksiomatskom definicijom.
Definicija 2.2. Neka je Ω prostor elementarnih dogadaja i F σ-algebra skupova na njemu.
Funkciju P : F → R zovemo vjerojatnost na Ω ako zadovoljava sljedec´a svojstva, koja nazivamo
i aksiomi vjerojatnosti:
1. P (A) ≥ 0 za sve A ∈ F (nenegativnost vjerojatnosti),
2. P (Ω) = 1 (normiranost vjerojatnosti),
3. ako je dana prebrojiva familija medusobno disjunktnih skupova (Ai, i ∈ I) ⊆ F , I ⊆ N, tj.
Ai
⋂
Aj = ∅ cˇim je i 6= j, tada vrijedi
P
(⋃
i∈I
Ai
)
=
∑
i∈I
P (Ai)
(σ-aditivnost vjerojatnosti).
Definicija 2.3. Uredenu trojku (Ω,F , P ), gdje je F σ-algebra na Ω i P vjerojatnost na F
zovemo vjerojatnosni prostor.
Proucˇavanje prostora elementarnih dogadaja nekog slucˇajnog pokusa i vjerojatnosti zadane
na njemu mozˇe biti vrlo komplicirano stoga uvodimo pojam slucˇajne varijable koje c´emo dijeliti
na diskretne i neprekidne.
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Definicija 2.4. Neka je dan vjerojatnosni prostor (Ω,F , P ) i neka je B Borelova σ-algebra na
R. Funkciju X : Ω→ R zovemo slucˇajna varijabla na Ω ako je X−1(B) ∈ F za svaki B ∈ B.
Definicija 2.5. Neka je A topologija na skupu R. Najmanja σ-algebra koja sadrzˇi sve cˇlanove
topologije A zove se Borelova σ-algebra na skupu R.
Definicija 2.6. Skup svih vrijednosti koje slucˇajna varijabla mozˇe primiti naziva se slika slucˇajne
varijable i oznacˇava s R(X).
Definicija 2.7. Slucˇajna varijabla X je diskretna ako postoji konacˇan ili prebrojiv skup D ⊂ R
takav da je P ({X ∈ D}) = 1, tj. P ({X ∈ Dc}) = 0.
Definicija 2.8. Diskretnu slucˇajnu varijablu X zadajemo tako da zadamo skup
R(X) = {xi : i ∈ I}, I ⊆ N, odnosno sliku slucˇajne varijable X i pripadne vjerojatnosti
pi = P ({X = xi}), za i ∈ I, sˇto pregledno mozˇemo zapisati u obliku tablice
X =
(
x1 x2 . . . xn . . .
p1 p2 . . . pn . . .
)
koju nazivamo tablica distribucije, distribucija ili zakon razdiobe slucˇajne varijable X.
Ako slika slucˇajne varijable nije diskretan skup nego nekakav interval realnih brojeva, cijeli
skup realnih brojeva i slicˇno onda govorimo o neprekidnoj slucˇajnoj varijabli koju zadajemo
funkcijom gustoc´e.
Definicija 2.9. Neka je dan vjerojatnosni prostor (Ω,F , P ). Funkciju X : Ω → R za koju
vrijedi:
1. {ω ∈ Ω : X(ω) ≤ x} = {X ≤ x} ∈ F , za svaki x ∈ R,
2. postoji nenegativna realna funkcija realne varijable f , takva da vrijedi
P ({ω ∈ Ω : X(ω) ≤ x}) = P ({X ≤ x}) =
∫ x
−∞
f(t)dt, za svaki x ∈ R,
zovemo neprekidna slucˇajna varijabla, a funkciju f funkcija gustoc´e slucˇajne varijable X.
Svojstva funkcije gustoc´e neprekidne slucˇajne varijable:
1. NENEGATIVNOST: f(x) ≥ 0 za sve x ∈ R.
2. NORMIRANOST:
∫ ∞
−∞
f(x)dx = 1.
Dokaz. Vidi [1, str. 61].
Dakle, diskretnu slucˇajnu varijablu zadajemo pomoc´u njene tablice distribucije, a neprekidnu
slucˇajnu varijablu pomoc´u funkcije gustoc´e. Vjerojatnosna svojstva obje slucˇajne varijable
opisujemo funkcijom distribucije te navodimo njezinu definiciju.
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Definicija 2.10. Neka je dan vjerojatnosni prostor (Ω,F , P ) i neka je X slucˇajna varijabla na
njemu. Funkciju F : R → [0, 1] koja realnom broju x pridruzˇuje vjerojatnost da dana slucˇajna
varijabla bude manja ili jednaka tom broju, tj. funkciju
F (x) = P ({ω ∈ Ω : X(ω) ≤ x}) = P ({X ≤ x})
zovemo funkcija distribucije slucˇajne varijable X.
Kako bismo poblizˇe opisali slucˇajne varijable koristimo se njihovim numericˇkim karakte-
ristikama. Osnovne numericˇke karakteristike slucˇajne varijable su matematicˇko ocˇekivanje i
varijanca koje c´emo u nastavku definirati za diskretnu i za neprekidnu slucˇajnu varijablu.
Definicija 2.11. Neka je dan diskretan vjerojatnosni prostor (Ω,P(Ω), P ) i neka je X slucˇajna
varijabla na njemu. Ako red
∑
ω∈Ω
X(ω)P ({ω}) apsolutno konvergira, tj. ako konvergira red∑
ω∈Ω
|X(ω)|P ({ω}) onda kazˇemo da slucˇajna varijabla X ima matematicˇko ocˇekivanje i broj
E[X] =
∑
ω∈Ω
X(ω)P ({ω})
zovemo matematicˇko ocˇekivanje (ocˇekivanje) slucˇajne varijable X.
U zadacima c´emo matematicˇko ocˇekivanje diskretne slucˇajne varijable racˇunati na drugacˇiji
nacˇin koji nam opisuje sljedec´i teorem.
Teorem 2.12. Neka je (Ω,P(Ω), P ) diskretan vjerojatnosni prostor i
X =
(
x1 x2 . . . xn . . .
p1 p2 . . . pn . . .
)
slucˇajna varijabla na njemu. Redovi
∑
ω∈Ω
X(ω)P ({ω}) i
∑
i∈N
xipi istovremeno ili apsolutno ko-
nvergiraju ili apsolutno divergiraju. U slucˇaju apsolutne konvergencije sume su im jednake, tj.
vrijedi
E[X] =
∑
ω∈Ω
X(ω)P ({ω}) =
∑
i∈N
xipi.
Dokaz. Vidi [1, str. 86, Teorem 2.1].
Definicija 2.13. Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e f . Ako je integral∫ ∞
−∞
|x|f(x)dx konacˇan, onda kazˇemo da slucˇajna varijabla X ima ocˇekivanje i broj
E[X] =
∫ ∞
−∞
xf(x)dx
zovemo matematicˇko ocˇekivanje neprekidne slucˇajne varijable X.
Navest c´emo i nekoliko svojstava matematicˇkog ocˇekivanja, koja c´e nam biti potrebna u
nastavku, a vrijede kako za diskretnu tako i za neprekidnu slucˇajnu varijablu.
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Svojstva matematicˇkog ocˇekivanja:
1. Neka su a i b realni brojevi, aX slucˇajna varijabla na vjerojatnosnom prostoru (Ω,P(Ω), P )
koja ima ocˇekivanje E[X]. Tada i slucˇajna varijabla aX + b ima ocˇekivanje i vrijedi:
E[aX + b] = aE[X] + b.
2. NENEGATIVNOST: Ako jeX slucˇajna varijabla na vjerojatnosnom prostoru (Ω,P(Ω), P )
koja ima svojstvo X(ω) ≥ 0 za svaki ω ∈ Ω i ako je red
∑
ω∈Ω
X(ω)P ({ω}) konvergentan,
onda je E[X] ≥ 0.
3. MONOTONOST: Neka suX i Y slucˇajne varijable na vjerojatnosnom prostoru (Ω,P(Ω), P )
koje imaju ocˇekivanja E[X] i E[Y ]. Ako vrijedi X(ω) ≤ Y (ω) za svaki ω ∈ Ω, tada je i
E[X] ≤ E[Y ].
Takoder, matematicˇko ocˇekivanje ima i svojstvo linearnosti o kojem nam govori sljedec´i
teorem.
Teorem 2.14. Neka su X i Y dvije slucˇajne varijable na vjerojatnosnom prostoru (Ω,F , P )
takve da postoje ocˇekivanja E[X] i E[Y ]. Tada za proizvoljne a, b ∈ R postoji ocˇekivanje slucˇajne
varijable aX + bY i vrijedi
E[aX + bY ] = aE[X] + bE[Y ].
Dokaz. Vidi [1, str. 87, Teorem 2.3].
Cˇesto, zbog jednostavnosti, umjesto E[X] mozˇemo pisati samo EX.
Definicija 2.15. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P ) i neka
EX postoji. Varijanca od X definira se s
V arX = E[(X − EX)2],
ukoliko to ocˇekivanje postoji.
Varijancu oznacˇavamo josˇ i sa σ2, a σ =
√
V arX nazivamo standardna devijacija.
Svojstva varijance:
1. Varijancu mozˇemo racˇunati i na sljedec´i nacˇin:
V arX = EX2 − (EX)2.
Dokaz. Vidi [1, str. 93, 3].
2. Neka je X slucˇajna varijabla koja ima varijancu te neka su a i b proizvoljni realni brojevi.
Tada vrijedi:
V ar(aX + b) = a2V arX.
Dokaz. Vidi [1, str. 93, 1].
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3 Transformacije diskretne i neprekidne
slucˇajne varijable
Kada smo se upoznali s osnovnim pojmovima teorije vjerojatnosti mozˇemo poblizˇe objasniti
transformacije slucˇajnih varijabli. Prvo c´emo zapocˇeti s onim transformacijama koje se mogu
primijeniti i na neprekidne i na diskretne slucˇajne varijable. Posebno nam je zanimljiv postupak
standardizacije kroz koji c´emo upoznati i parametarski zadane slucˇajne varijable te njihova
svojstva.
3.1 Postupak standardizacije
Svaku slucˇajnu varijablu X, na vjerojatnosnom prostoru (Ω,F , P ), koja ima varijancu (V arX <
∞) mozˇemo afino transformirati tako da joj oduzmemo ocˇekivanje EX i zatim tu razliku podi-
jelimo sa standardnom devijacijom, odnosno s
√
V arX . Slucˇajna varijabla
X − EX√
V arX
, koju smo
dobili ovakvim postupkom, ima ocˇekivanje nula i varijancu jedan. Postupak koji smo proveli
naziva se postupak standardizacije slucˇajne varijable o cˇemu nam govori i sljedec´a propozicija.
Propozicija 3.1. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P ) s ocˇekivanjem
EX = µ ∈ R i varijancom V arX = σ2 ∈ (0,∞). Tada slucˇajna varijabla Y = X − EX√
V arX
ima
ocˇekivanje 0 i varijancu 1.
Dokaz. Primjenom ranije opisanih svojstava matematicˇkog ocˇekivanja i varijance dobivamo
sljedec´e:
EY = E
[X − µ
σ
]
= E
[X
σ
− µ
σ
]
=
1
σ
EX − µ
σ
=
µ
σ
− µ
σ
= 0,
V arY = V ar
(X − µ
σ
)
= V ar
(X
σ
− µ
σ
)
=
1
σ2
V arX =
1
σ2
σ2 = 1.
Postupkom standardizacije smo na jednostavan nacˇin promijenili varijancu i ocˇekivanje
slucˇajne varijable, ali nas zanima sˇto se pri toj transformaciji dogodilo s njezinom funkcijom
distribucije. Odgovor nam donosi sljedec´a propozicija.
Propozicija 3.2. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P ) s funkci-
jom distribucije FX , ocˇekivanjem µ ∈ R i varijancom σ2 > 0. Tada slucˇajna varijabla
Y =
X − µ
σ
ima funkciju distribucije FY (x) = FX(σx+ µ).
Dokaz. Kako je σ > 0, prema definiciji funkcije distribucije vrijedi:
FY (x) = P ({Y ≤ x}) = P
({X − µ
σ
≤ x
})
= P ({X ≤ σx+ µ}) = FX(σx+ µ). (1)
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Takoder nas zanima hoc´e li postupak standardizacije slucˇajne varijable ostaviti slucˇajnu
varijablu u klasi distribucije u kojoj se ona nalazi ili c´e ju postupak standardizacije izbaciti iz
te klase. Kroz primjer uniformne i binomne slucˇajne varijable pokazat c´emo da odgovor nije
jedinstven.
3.1.1 Uniformna slucˇajna varijabla
Uniformna slucˇajna varijabla je parametarski zadana neprekidna slucˇajna varijabla. Zadana je
na intervalu (a, b), a < b, svojom funkcijom gustoc´e
f(x) =
{
1
b−a , x ∈ (a, b)
0, x 6∈ (a, b) . (2)
i piˇsemo X ∼ U(a, b).
Njena funkcija distribucije dana je s
F (x) =

0, x ∈ (−∞, a]
x−a
b−a , x ∈ (a, b)
1, x ∈ [b,+∞)
. (3)
Pogledajmo sada sˇto se dogodi kada na uniformnu slucˇajnu varijablu primjenimo postupak
standardizacije.
Primjer 3.3. Neka je X uniformna slucˇajna varijabla zadana parametrima a i b, tj.
X ∼ U(a, b). Ocˇekivanje uniformne slucˇajne varijable X dano je s
EX =
a+ b
2
,
a varijanca s
V arX =
(b− a)2
12
.
Definiramo slucˇajnu varijablu Y kao
Y =
X − EX√
V arX
.
Dakle, proveli smo postupak standardizacije slucˇajne varijable X. Sada nas zanima je li slucˇajna
varijabla Y ostala u klasi uniformne slucˇajne varijable.
Rjesˇenje. Kako bismo izracˇunali funkciju distribucije slucˇajne varijable Y koristit c´emo funkciju
distribucije slucˇajne varijable X koja je dana formulom (3). Prema (1) vrijedi:
FY (y) = FX(σy + µ) =

0, σy + µ ∈ (−∞, a]
σy+µ−a
b−a , σy + µ ∈ (a, b)
1, σy + µ ∈ [b,+∞)
=

0, y ∈ (−∞, a−µ
σ
]
σy+µ−a
b−a , y ∈ (a−µσ , b−µσ )
1, y ∈ [ b−µ
σ
,+∞)
.
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Ako je Y uniformna slucˇajna varijabla, prema (3), njena funkcija distribucije FY bi na intervalu
(a−µ
σ
, b−µ
σ
) trebala biti jednaka sljedec´em:
y − a− µ
σ
b− µ
σ − a− µσ
=
σy − (a− µ)
σ
b− µ− (a− µ)
σ
=
σy − a+ µ
b− a .
Kako jednakost vrijedi, Y je uniformna slucˇajna varijabla na intervalu (a−µ
σ
, b−µ
σ
) i piˇsemo
Y ∼ U(a−µ
σ
, b−µ
σ
).
Dakle, postupak standardizacije nije izbacio slucˇajnu varijabluX iz klase uniformnih slucˇajnih
varijabli.
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3.1.2 Binomna slucˇajna varijabla
Ako nas u svakom pojedinom izvodenju pokusa zanima samo je li se neki dogadaj realizirao ili ne
tada je P ({X = 1}) = p, a P ({X = 0}) = q = 1− p, za p ∈ (0, 1), pri cˇemu 1 oznacˇava uspjeh,
a 0 neuspjeh. Ako takav pokus ponovimo nezavisno n puta i zanima nas realizacija uspjeha,
modelirat c´emo ga parametarski zadanom diskretnom slucˇajnom varijablom koja ima binomnu
distribuciju. Dakle, binomna distribucija nastaje iz nezavisnog ponavljanja istog slucˇajnog
pokusa n puta, n ∈ N.
Definicija 3.4. Neka je p ∈ (0, 1), te n ∈ N. Za slucˇajnu varijablu X koja poprima vrijednosti
iz skupa {0, 1, 2, .., n} s vjerojatnostima
pi = P ({X = i}) =
(
n
i
)
pi(1− p)n−i, i = 0, 1, ..., n,
kazˇemo da ima binomnu distribuciju s parametrom n koji oznacˇava broj nezavisnih ponavlja-
nja pokusa i parametrom p koji predstavlja vjerojatnost uspjeha u svakom pojedinom izvodenju
pokusa. Piˇsemo X ∼ B(n, p).
Pogledajmo sada sˇto se dogodi s binomnom slucˇajnom varijablom kada na nju primjenimo
postupak standardizacije.
Primjer 3.5. Neka je X binomna slucˇajna varijabla zadana parametrima n i p, tj. X ∼ B(n, p).
Matematicˇko ocˇekivanje slucˇajne varijable X dano je s EX = np, a varijanca s V arX = npq =
np(1 − p), za p ∈ (0, 1). Slika slucˇajne varijable X jednaka je R(X) = {0, 1, 2, ..., n} ⊂ N0.
Definiramo slucˇajnu varijablu Y kao
Y =
X − EX√
V arX
=
X − np√
npq
.
Dakle, proveli smo postupak standardizacije slucˇajne varjable X. Sada nas zanima pripada li
slucˇajna varijabla Y klasi binomnih slucˇajnih varijabli, odnosno je li postupak standardizacije
izbacio slucˇajnu varijablu X iz klase binomnih slucˇajnih varijabli.
Rjesˇenje. Pogledajmo elemente slike slucˇajne varijable Y :
R(Y ) =
{ −np√
npq
,
1− np√
npq
, ...,
n− np√
npq
}
6⊂ N0.
Vidimo daR(Y ) nije podskup skupa N0 sˇto znacˇi da je postupak standardizacije izbacio slucˇajnu
varijablu X iz klase binomnih slucˇajnih varijabli.
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4 Transformacije diskretne slucˇajne varijable
Na diskretnom vjerojatnosnom prostoru (Ω,P(Ω), P ) je svaka funkcija X : Ω → R slucˇajna
varijabla i to diskretna. Kao sˇto smo vec´ spomenuli, diskretnu slucˇajnu varijablu zadajemo
njenom tablicom distribucije ili funkcijom distribucije. Dakle, neka je (Ω,F , P ) vjerojatnosni
prostor i X : Ω→ R slucˇajna varijabla zadana tablicom distribucije
X =
(
x1 x2 . . . xn . . .
p1 p2 . . . pn . . .
)
,
gdje je R(X) = {xi : i ∈ I}, I ⊆ N, a (pi, i ∈ I) pripadne vjerojatnosti. Neka je g : Dg → R
funkcija takva da je R(X) ⊆ Dg. Tada mozˇemo definirati kompoziciju g ◦ X : Ω → R. Sada
c´emo razlikovati dva slucˇaja, kada je funkcija g injekcija i kada nije injekcija.
4.1 Transformacija injektivnom funkcijom
Kazˇemo da je funkcija f : D → R, D ⊆ R injekcija ako vrijedi x1 6= x2 ⇒ f(x1) 6= f(x2), za
svaki x1, x2 ∈ D. Takoder, funkcija je injekcija onda i samo onda ako f(x1) = f(x2)⇒ x1 = x2,
za svaki x1, x2 ∈ D.
Uz pretpostavku da je funkcija g injekcija, vrijedi sljedec´e:
P ({g(X) = g(xi)}) = P ({X = xi}) = pi, i ∈ I.
Sada zakljucˇujemo da tablica distribucije slucˇajne varijable g(X) ima sljedec´i oblik:
g(X) =
(
g(x1) g(x2) . . . g(xn) . . .
p1 p2 . . . pn . . .
)
.
Primjer 4.1. Neka slucˇajna varijabla X ima binomnu distribuciju B(n, p). Odredimo distribu-
ciju slucˇajne varijable Y = 3X + 1 i izracˇunajmo njeno ocˇekivanje i varijancu.
Rjesˇenje. Slucˇajna varijabla Y c´e poprimati vrijednosti u skupu {1, 4, 7, . . . , 3n + 1}, n ∈ N, a
kako je funkcija g(x) = 3x+ 1 injekcija, slucˇajna varijabla Y c´e imati sljedec´e vjerojatnosti:
pk = P ({Y = 3k + 1}) = P ({X = k}) =
(
n
k
)
pkqn−k, k = 0, 1, ..., n.
Kako slucˇajna varijabla X ima binomnu distribuciju B(n, p) njeno matematicˇko ocˇekivanje
dano je s E[X] = np, a varijanca s V arX = np(1− p). Primjenjujuc´i ranije definirana svojstva
matematicˇkog ocˇekivanja i varijance dobivamo sljedec´e:
E[Y ] = E[3X + 1] = 3E[X] + 1 = 3np+ 1
V arY = V ar(3X + 1) = 32V arX = 9npq.
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4.2 Transformacija funkcijom koja nije injekcija
U slucˇaju kada funkcija g nije injekcija R(g(X)) je skup svih razlicˇitih vrijednosti funkcije g za
elemente iz R(X), dok su pripadne vjerojatnosti dane s
P ({g(X) = yi}) =
∑
{xi∈R(X):g(xi)=yi}
P ({X = xi}).
Primjer 4.2. Neka je X slucˇajna varijabla zadana tablicom distribucije:
X =
(
1 2 3 . . .
1
2
1
22
1
23
. . .
)
.
Odredimo tablicu distribucije i funkciju gustoc´e slucˇajne varijable Y = cos(piX).
Rjesˇenje. Slucˇajna varijabla Y poprima samo dvije vrijednosti:
Y = −1 za X = 1, 3, 5, ...
Y = 1 za X = 2, 4, 6, ...
Zakljucˇujemo da funkcija g(x) = cos(pix) nije injekcija te vrijedi sljedec´e:
p1 = P ({Y = −1}) = P ({X = 1}) + P ({X = 3}) + P ({X = 5}) + ...
=
1
2
+
1
23
+
1
25
+ ... =
1
2
1− 1
22
=
2
3
,
p2 = P ({Y = 1}) = P ({X = 2}) + P ({X = 4}) + P ({X = 6}) + ...
=
1
22
+
1
24
+
1
26
+ ... =
1
22
1− 1
22
=
1
3
= 1− p1.
Dakle, tablica distribucije slucˇajne varijable Y je
Y =
(−1 1
2
3
1
3
)
,
a onda je njena funkcija gustoc´e jednaka
fY (y) =

2
3
, y = −1
1
3
, y = 1
0, y /∈ {−1, 1}
.
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5 Transformacije neprekidne slucˇajne varijable
Kao sˇto smo uocˇili u prethodnom poglavlju, kompozicija slucˇajne varijable X i realne funkcije
g : R→ R je takoder slucˇajna varijabla
Y = g(X) : Ω→ R.
Pokazali smo kako racˇunamo vjerojatnosti ovako transformirane diskretne slucˇajne varijable, a
u ovom poglavlju c´emo pokazati sˇto se dogada u slucˇaju kada je X neprekidna slucˇajna varija-
bla. Takoder c´emo pokazati kako izgledaju bijektivna i Laplaceova transformacija neprekidne
slucˇajne varijable.
5.1 Funkcije neprekidnih slucˇajnih varijabli
Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e fX i funkcijom distribucije FX .
Zˇelimo odrediti funkciju gustoc´e fY i funkciju distribucije FY slucˇajne varijable Y = g(X), za
neku funkciju g : R→ R. Imamo sljedec´e:
FY (y) = P ({Y < y}) = P ({g(X) < y}) = P ({X ∈ g−1((−∞, y))}) = P ({X ∈ Ay}),
gdje je g−1(A) := {x ∈ R : g(x) ∈ A} original skupa A.
Mozˇemo zakljucˇiti da c´e se dogadaj {Y < y} ostvariti onda i samo onda kada se ostvaruje i
dogadaj {X ∈ Ay}.
Primjer 5.1. Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e fX i neka je Y = X
2.
Odredimo funkciju gustoc´e slucˇajne varijable Y , a zatim funkciju gustoc´e slucˇajne varijable Y
u slucˇaju kada je X uniformna slucˇajna varijabla na intervalu (−1, 2).
Rjesˇenje. Primjetimo, dogadaj {Y ≤ y} je ekvivalentan dogadaju {−√y ≤ X ≤ √y}.
U slucˇaju kada je y < 0 imamo
FY (y) = P ({Y ≤ y}) = P ({X2 ≤ y}) = 0,
iz cˇega slijedi da je i fY (y) = 0.
Kada je y ≥ 0 imamo
FY (y) = P ({Y ≤ y}) = P ({X2 ≤ y}) = P ({−√y ≤ X ≤ √y}) = FX(√y)− FX(−√y).
Sada je funkcija gustoc´e slucˇajne varijable Y, za y ≥ 0, jednaka sljedec´em
fY (y) =
d
dy
FY (y) =
d
dy
FX(
√
y)− d
dy
FX(−√y) = 1
2
√
y
(fX(
√
y) + fX(−√y)).
Dakle, funkcija gustoc´e slucˇajne varijable Y jednaka je
fY (y) =
{ 1
2
√
y
(fX(
√
y) + fX(−√y)), y ≥ 0
0, y < 0
. (4)
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Sada zˇelimo pronac´i funkciju gustoc´e slucˇajne varijable Y kada je X uniformna na intervalu
(−1, 2). Ovu parametarski zadanu slucˇajnu varijablu smo vec´ ranije spominjali pa je njena
funkcija gustoc´e prema (2) jednaka
fX(x) =
{
1
3
, x ∈ (−1, 2)
0, x 6∈ (−1, 2) .
Primjetimo da slucˇajna varijabla Y = X2 poprima vrijednosti iz intervala (0, 4) stoga c´emo
rjesˇenje podijeliti na slucˇajeve kako bismo mogli primjeniti (4).
Kada se y nalazi u intervalu (0, 1),
√
y i −√y se nalaze u slici slucˇajne varijable X tj. u
R(X) = (−1, 2). Sada je prema (4)
fY (y) =
1
2
√
y
(1
3
+
1
3
)
=
1
3
√
y
.
Kada se y nalazi u intervalu (1, 4)
√
y je u R(X) = (−1, 2), ali je −√y < −1 pa prema (4)
vrijedi sljedec´e
fY (y) =
1
2
√
y
(1
3
+ 0
)
=
1
6
√
y
.
Dakle, funkcija gustoc´e slucˇajne varijable Y jednaka je
fY (y) =

1
3
√
y
, y ∈ (0, 1)
1
6
√
y
, y ∈ (1, 4)
0, y 6∈ (0, 4)
.
Slika 1: Funkcija gustoc´e fX Slika 2: Funkcija gustoc´e fY
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5.1.1 Bijektivna transformacija neprekidne slucˇajne varijable
Ranije smo pokazali kako odredujemo distribuciju slucˇajne varijable Y = g(X) za neku funk-
ciju g : R → R ukoliko je X neprekidna slucˇajna varijabla. Takav postupak ponekad mozˇe
biti tehnicˇni zahtjevan te nam sljedec´i teorem daje opc´eniti izraz za funkciju gustoc´e slucˇajne
varijable Y = g(X) ukoliko je funkcija g bijekcija.
Teorem 5.2. Neka je X neprekidna slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P ),
fX njena funkcija gustoc´e, a FX njena funkcija distribucije. Nadalje, neka je g : R→ R(g) ⊆ R
bijekcija. Ako je funkcija g derivabilna na R onda je Y = g(X) neprekidna slucˇajna varijabla s
funkcijom gustoc´e
fY (y) =
{
fX(g
−1(y))|(g−1(y))′|, y ∈ R(g)
0, y 6∈ R(g) .
Dokaz. Oznacˇimo s Y = g(X) slucˇajnu varijablu g(X), gdje je X neprekidna, a g : R → R(g)
je bijekcija. Pogledajmo sada funkciju distribucije slucˇajne varijable Y,
FY (y) = P ({Y ≤ y}) = P ({g(X) ≤ y}).
Zˇelimo P ({g(X) ≤ y}) zapisati u terminima funkcije distribucije slucˇajne varijable X, a za to
nam je potrebno rijesˇiti nejednadzˇbu g(X) ≤ y. Kako je funkcija g bijekcija ona je monotona
pa rjesˇenje ovisi o tome je li funkcija g rastuc´a ili padajuc´a.
1. g monotono rastuc´a funkcija
Kako je g monotono rastuc´a imamo x1 ≤ x2 ⇒ g(x1) ≤ g(x2). Oznacˇimo li g(x1) s y1, a
g(x2) s y2 slijedi y1 ≤ y2. Prema tome imamo
x1 = g
−1(y1) ≤ g−1(y2) = x2,
iz cˇega slijedi da je g−1 takoder monotono rastuc´a funkcija. Sada je funkcija distribucije
slucˇajne varijable Y dana s
FY (y) = P ({g(X) ≤ y}) = P ({X ≤ g−1(y)}) = FX(g−1(y)).
Dakle, FY (y) = FX(g
−1(y)). FX je funkcija distribucije slucˇajne varijable X pa je deriva-
bilna. Prema pretpostavci teorema je g derivabilna na R, a g je bijekcija pa slijedi da je i
g−1 derivabilna na R(g).
Derivirajmo sada funkciju distribucije FY slucˇajne varijable Y po y ∈ R(g). Dobivamo
sljedec´e
fY (y) =
d
dy
FX(g
−1(y)) = fX(g−1(y))(g−1(y))′ ≥ 0. (5)
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2. g monotono padajuc´a funkcija
Kako je g monotono padajuc´a funkcija imamo x1 ≤ x2 ⇒ g(x1) ≥ g(x2). Oznacˇimo li
g(x1) s y1, a g(x2) s y2 slijedi y1 ≥ y2. Prema tome imamo
x1 = g
−1(y1) ≤ g−1(y2) = x2,
iz cˇega slijedi da je g−1 takoder monotono padajuc´a funkcija. Sada funkciju distribucije
slucˇajne varijable Y mozˇemo zapisati kao
FY (y) = P ({g(X) ≤ y}) = P ({X ≥ g−1(y)}) = 1− P ({X ≤ g−1(y)}) = 1− FX(g−1(y)).
Analognim postupkom kao u prethodnom slucˇaju dobivamo
fY (y) = −fX(g−1(y))(g−1(y))′ ≥ 0. (6)
Iz (5) i (6) slijedi tvrdnja teorema.
Primjer 5.3. Funkcija gustoc´e slucˇajne varijable X zadana je slikom. Odredimo funkciju
gustoc´e slucˇajne varijable Y = X3.
Slika 3: Funkcija gustoc´e slucˇajne varijable X
Rjesˇenje. Iz slike vidimo da je funkcija gustoc´e slucˇajne varijable X jednaka:
fX(x) =

x+ 1, x ∈ [−1, 0]
1− x, x ∈ (0, 1]
0, x 6∈ [−1, 1]
.
Kako je funkcija g(x) = x3 bijekcija ona ima inverz g−1(y) = 3
√
y i derivabilna je na R pa prema
prethodnom teoremu vrijedi:
fY (y) = fX( 3
√
y)
1
3 3
√
y2
=

1
3 3
√
y2
( 3
√
y + 1), 3
√
y ∈ [−1, 0]
1
3 3
√
y2
(1− 3√y), 3√y ∈ (0, 1]
0, 3
√
y 6∈ [−1, 1]
=

1
3 3
√
y2
( 3
√
y + 1), y ∈ [−1, 0]
1
3 3
√
y2
(1− 3√y), y ∈ (0, 1]
0, y 6∈ [−1, 1]
.
15
Primjer 5.4. Neprekidna slucˇajna varijabla X dana je svojom funkcijom gustoc´e
fX(x) =
{
a(x− 1), x ∈ [1, 4]
0, x 6∈ [1, 4] .
Odredimo konstantu a te funkciju gustoc´e slucˇajne varijable Y = 3X − 1.
Rjesˇenje. Konstantu a odredit c´emo primjenjujuc´i svojstvo normiranosti funkcije gustoc´e ne-
prekidne slucˇajne varijable:∫ 4
1
a(x− 1)dx = a
(x2
2
− x
)∣∣∣∣4
1
=
9
2
a = 1.
Dakle, a = 2
9
pa je funkcija gustoc´e slucˇajne varijable X jednaka
fX(x) =
{
2
9
(x− 1), x ∈ [1, 4]
0, x 6∈ [1, 4] .
Pronadimo sada funkciju gustoc´e slucˇajne varijable Y = 3X − 1.
Kako je funkcija g(x) = 3x− 1 bijektivna ona ima inverz g−1(y) = 1
3
(y + 1) i derivabilna je na
R pa mozˇemo primijeniti prethodni teorem.
Dakle,
fY (y) =
1
3
fX
(1
3
(y + 1)
)
=
{
2
27
(
1
3
(y + 1)− 1
)
, 1
3
(y + 1) ∈ [1, 4]
0, 1
3
(y + 1) 6∈ [1, 4]
=
{
2(y−2)
81
, y ∈ [2, 11]
0, y 6∈ [2, 11] .
Slika 4: Funkcija gustoc´e fX Slika 5: Funkcija gustoc´e fY
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5.2 Laplaceova transformacija
Kako bismo shvatili pojam Laplaceove transformacije moramo krenuti od integralnih transfor-
macija. Integralne transformacije su izrazi oblika
f ∗(s) =
∫ β
α
K(s, t)f(t)dt,
gdje funkciju f nazivamo originalnom funkcijom, a funkciju f ∗ zovemo slikom od f ili transfor-
matom funkcije f . Funkcija K je jezgra integralne transformacije. Kod Laplaceove transforma-
cije granice integracije su α = 0, β =∞, a jezgra transformacije je K(s, t) = e−st.
Definicija 5.5. Neka je dana funkcija f : [0,+∞)→ R. Ako za funkciju f konvergira integral
L(f)(s) = f ∗(s) =
∫ ∞
0
e−stf(t)dt, s ∈ R
onda se funkcija L(f) = f ∗ zove Laplaceov transformat funkcije f , a preslikavanje L Laplaceova
transformacija.
Neka je X neprekidna slucˇajna varijabla i f njena funkcija gustoc´e. Mi c´emo Laplaceovu
transformaciju promatrati kao funkciju ocˇekivanja, odnosno vrijedit c´e sljedec´e:
f ∗(s) = E[e−sX ] =
∫ ∞
0
e−sxdF (x) =
∫ ∞
0
e−sxf(x)dx.
Pogledajmo kako pomoc´u Laplaceove transformacije mozˇemo racˇunati matematicˇko ocˇekivanje
slucˇajne varijable X. Derivirat c´emo Laplaceov transformat slucˇajne varijable X:
f ∗
′
(s) =
d
ds
E[e−sX ] = E[−Xe−sX ].
Uvrstimo li s = 0 u gornju jednakost dobivamo sljedec´e:
f ∗
′
(0) = E[−Xe−0X ] = E[−X] = −E[X],
odnosno, matematicˇko ocˇekivanje slucˇajne varijable X dano je s
E[X] = −f ∗′(0). (7)
Daljnjim deriviranjem dobili bismo
f ∗(n)(s) =
dn
dsn
E[e−sX ] = E[(−X)ne−sX ]. (8)
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Laplaceova transformacija cˇesto se koristi u tzv. teoriji redova cˇekanja (eng. queueing
theory) kako bi se na osnovi podataka o vremenu dolaska kupca i vremenu potrebnom za
posluzˇivanje kupca donijele poslovne odluke o sredstvima potrebnim za pruzˇanje usluga.
Slicˇno, mi c´emo proucˇavati Laplaceovu transformaciju slucˇajne varijable koja ima eksponen-
cijalnu distribuciju jer se upravo ta distribucija najcˇesˇc´e javlja kod slucˇajnih varijabli koje
oznacˇavaju vrijeme cˇekanja do pojave nekog dogadaja.
Definicija 5.6. Neprekidna slucˇajna varijabla X ima eksponencijalnu distribuciju s parametrom
λ > 0 ako je funkcija gustoc´e dana izrazom
f(x) =
{
0, x < 0
λe−λx, x ≥ 0 .
Mozˇe se pokazati da je funkcija distribucije ove slucˇajne varijable dana izrazom
F (x) =
{
0, x < 0
1− λe−λx, x ≥ 0 .
Primjer 5.7. Neka je X slucˇajna varijabla koja ima eksponencijalnu distribuciju s parame-
trom λ, odnosno X ∼ E(λ). Odredimo Laplaceovu transformaciju slucˇajne varijable X te njeno
matematicˇko ocˇekivanje i varijancu koristec´i dobivenu transformaciju.
Rjesˇenje. Prema definiciji Laplaceove transformacije slucˇajne varijable X imamo
f ∗(s) =
∫ ∞
0
e−stf(t)dt =
∫ ∞
0
e−stλe−λtdt = λ
∫ ∞
0
e(−s−λ)tdt =
λ
λ+ s
.
Izracˇunajmo sada matematicˇko ocˇekivanje i varijancu slucˇajne varijable X. Prema (7) imamo:
E[X] = −f ∗′(0) = λ
(λ+ s)2
∣∣∣∣
s=0
=
1
λ
.
Iz (8) za n = 2 i uvrsˇtavanjem s = 0 dobivamo da je
E[X2] = f ∗
′′
(0) =
2λ
(λ+ s)3
∣∣∣∣
s=0
=
2
λ2
.
Sada mozˇemo izracˇunati varijancu slucˇajne varijable X:
V arX = E[X2]− (E[X])2 = 2
λ2
− 1
λ2
=
1
λ2
.
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