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ON THE KLEIN-GORDON EQUATION NEAR A DE SITTER BRANE
ALAIN BACHELOT
Abstract. In this paper we investigate the Klein-Gordon equation in the past causal domain
of a De Sitter brane imbedded in an Anti-de Sitter bulk. We solve the global mixed hyperbolic
problem. We prove that any finite energy solution can be expressed as a Kaluza-Klein tower that
is a superposition of free fields in the Steady State Universe, of which we study the asymptotic
behaviours. We show that the leading term of a gravitational fluctuation is a massless graviton,
i.e. the De Sitter brane is linearly stable. Beyond the Cauchy horizon, the energy of the waves can
tend to infinity at the moment the brane hits the conformal time-like boundary.
I. Introduction
The Klein-Gordon equation with mass M ≥ 0 on a Lorentzian manifold (M, g) is defined by
(I.1) Mu+M2u = 0, M :=
1√| g | ∂∂xµ
(√
| g |gµν ∂
∂xν
)
, | g |:= |det (gµν)| .
In this work, we consider the case where M is a bulk in the (1 + 4)-dimensional Anti-de Sitter
space AdS5, and the time-like part B of its boundary ∂M is a (1+ 3)-dimensional De Sitter Brane
on which we impose a Robin type condition (or the Dirichlet condition) for u:
(I.2) nµ
∂u
∂xµ
+ cu = 0, c ∈ R, (or u = 0, if c =∞),
where nµ is the outgoing unit normal vector at B and c is a parameter characterizing the strenght
of the coupling of the field with the brane. We investigate these waves near the brane in the sense
that we assume that M is the past causal set of the brane B. This model is very important in
String Cosmology and has been deeply investigated by the physicists, e.g. in [8], [12], [13], [15], [18].
Nevertheless a rigorous mathematical investigation was missing, specially as regards the functional
framework, the global mixed hyperbolic problem and the spectral analysis of the hamiltonian, which
are the purposes of this paper.
We now describe our geometrical setting (see Figure 1). We consider the Poincare´ patch of the
Anti-de Sitter space-time AdS5, that is the non-globally hyperbolic lorentzian manifold
P := Rt × R3x×]0,∞[z , ds2AdS =
(
1
z
)2 (
dt2 − dx2 − dz2
)
.
To introduce a De Sitter brane, we fix α ∈]− 1, 0[, and we define
B := {(t,x, z) ∈ P; z = αt} .
If we use the following coordinates on B,
T :=
√
1− α2
α
log | t |, X := α−1x,
we easily check that the induced metric on B is given by
ds2B = dT
2 − e−
2α√
1−α2
T
dX2,
hence we can see that B is a De Sitter manifold with scalar curvature R = 12 α21−α2 (therefore the
Hubble constant is
√
3 |α|√
1−α2 ). More precisely, B is half of the De Sitter space-time, and it is just
1
2 Alain Bachelot
the Steady State Universe proposed by Bondi, Gold and Hoyle (see [9], p.125). Now the causal
past set of B is given by
O := {(t,x, z) ∈ P; t < −z < 0} ,
and if we consider B as a brane with a positive tension, we restrict our study to
M := {(t,x, z) ∈ P; −αt < z < −t} ,
of which the boundary ∂M is composed of the time-like part B and the light-like submanifold
N := {(t,x, z) ∈ P; z = −t} .
The unit outgoing normal vector at a point (t,x, αt) is given by − αt√
1−α2 (α∂t + ∂z). In the (t,x, z)
coordinates, the dynamics (I.1), (I.2) has the form[
∂2
∂t2
−∆x − ∂
2
∂z2
+
3
z
∂
∂z
+
M2
z2
]
u = 0, t < 0, αt < z < −t, x ∈ R,
α
∂u
∂t
+
∂u
∂z
− c
√
1− α2
αt
u = 0 (or u = 0 if c =∞), t < 0, x ∈ R3, z = αt.
To avoid the time dependence of the domain of study and of the boundary condition, we introduce
new coordinates (τ, ρ) on the domain O (see Figure 1) :
τ := −1
2
log
(
t2 − z2
)
∈ R, ρ := log
√ t2
z2
− 1− t
z
 ∈ [0,∞[,
that is equivalent to
t = −cosh(ρ)
sinh(ρ)
e−τ < 0, z =
1
sinh(ρ)
e−τ > 0.
In this system of coordinates the geometrical framework becomes
O = Rτ × R3x×]0,∞[ρ, ds2AdS = sinh2(ρ)
(
dτ2 − e2τdx2
)
− dρ2,
M = Rτ ×R3x×]0, ρ0[ρ, ρ0 := log
(
1 +
√
1− α2
−α
)
,
B = Rτ × R3x × {ρ = ρ0} , ds2B =
(
1
α2
− 1
)(
dτ2 − e2τdx2
)
,
and the dynamics has the form :
(I.3)[
∂2
∂τ2
+ 3
∂
∂τ
− e−2τ∆x − 1
sinh2(ρ)
∂
∂ρ
(
sinh4(ρ)
∂
∂ρ
)
+M2 sinh2(ρ)
]
u = 0, τ ∈ R, x ∈ R3, 0 < ρ < ρ0,
(I.4)
∂u
∂ρ
+ cu = 0 (or u = 0 if c =∞), τ ∈ R, x ∈ R3, ρ = ρ0.
These coordinates are very fitted to our purpose because on the one hand, they describe exactly
the manifold M in a simple form, and on the other hand we recognize in the (τ,x)-part of (I.3),
the wave equation on the De Sitter brane
(B, ds2B) :
(I.5)
[
∂2
∂τ2
+ 3
∂
∂τ
− e−2τ∆x
]
ϕ = 0, τ ∈ R, x ∈ R3.
The mixed problem associated with (I.3) and (I.4) is solved in the next section. An important result
proved in this work is the existence of the so-called Kaluza-Klein Tower, that is the representation
of the finite energy solutions of (I.3) and (I.4), by a superposition of massive Klein-Gordon fields
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z
=
0,
ρ
=
∞
z
t
t = z = 0
B
M
ρ
=
0, t = −
z, (τ
=
+∞
)
N
t = 0
ρ
=
ρ
0
t = −e−τ
τ
=
C
st.
Figure 1. Each point of the picture is R3
x
. The manifold M is the grey sector
0 < ρ < ρ0 of the Poincare´ patch. The De Sitter brane B and the light-like boundary
N are respectively located at ρ = ρ0 and ρ = 0. The submanifold τ = Cst. is a
Cauchy hypersurface of which the Cauchy horizon is N .
propagating on the De Sitter brane. Such a result had been proved for the Minkowski brane in [2]
and [3]. In short, we show that
u(τ,x, ρ) =
∑
j
uλj (τ,x)w(ρ;λj) +
∫ ∞
3
2
um2(τ,x)w(ρ;m
2)dm
where λj and m
2 describe respectively the finite point spectrum and the absolutely continuous
spectrum of the Sturm-Liouville operator Lc := sinh
−2 ρ ddρ
(
sinh4 ρ ddρ
)
+M2 sinh2 ρ on ]0, ρ0[ com-
pleted by the boundary condition w′(ρ0) + cw(ρ0) = 0, furthermore Lcw(ρ;κ) = κw(ρ;κ), and
uκ(τ,x) is a finite energy solution of the massive Klein-Gordon equation on the De Sitter brane,
(I.6)
[
∂2
∂τ2
+ 3
∂
∂τ
− e−2τ∆x + κ
]
uκ = 0.
In fact the brane is half of De Sitter space-time, it is just the Steady State Universe of Bondi, Gold
and Hoyle and we investigate the asymptotics of the solutions of (I.6) in the third part. A detailled
spectral analysis of the operator Lc is performed in the next section and allows to establish the
existence of the Kaluza-Klein tower. We apply these results to the gravitational fluctuations, i.e.
when M = 0, c = 0, in the last part where we prove that the leading term of a gravitational
fluctuation near the brane is a massless graviton. The physical meaning of this property is the
linear stability of the De Sitter brane. Finally we investigate the gravitational waves beyond the
Cauchy horizon, and we show that the energy can blow up when the brane hits the conformal
boundary of the Anti-de Sitter bulk.
We end this introduction by some bibliographical indications. Of the physical point of view, the
brane cosmology is presented in the nice monography by Mannheim [15], and the works of Langlois
et alii [12], [13] are fundamental references. Here are some mathematical references. Among the
papers devoted to the waves equations in the Anti-de Sitter universe, we can mention [1], [3], [4],
and for the general context of the asymptotically Anti-de Sitter manifolds, Holzegel [11], Vasy [22]
and Warnick [26]. The wave propagation in the De Sitter like spaces has been extensively studied,
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in particular by Baskin [5], Galstian and Yagdjian [7], [27], Vasy [22]. The Minkowski branes are
been investigated in [2], [3].
II. Propagator for the Mixed Problem
In this section we look for a solution of (I.3) and (I.4) satisfying the initial condition
(II.1) u(τ∗) = u0, ∂τu(τ∗) = u1,
where the initial time τ∗ is given in R and the initial data uj belong to some suitable spaces. To
define the functional framework, we note that the smooth solutions satisfy
∂
∂τ
(
sinh2(ρ)
∣∣∣∣∂u∂τ
∣∣∣∣2 + e−2τ sinh2(ρ) |∇xu|2+ sinh4(ρ) ∣∣∣∣∂u∂ρ
∣∣∣∣2 +M2 sinh4(ρ) | u |2
)
− 2∇x ·
(
e−2τ sinh2(ρ)
∂u
∂τ
∇xu
)
− 2 ∂
∂ρ
(
sinh4(ρ)
∂u
∂τ
∂u
∂ρ
)
= −6 sinh2(ρ)
∣∣∣∣∂u∂τ
∣∣∣∣2 − 2e−2τ sinh2(ρ) |∇xu|2 ,
(II.2)
hence we consider the waves for which the following energy is well defined
E(u, τ) :=
∫
R3
∫ ρ0
0
sinh2(ρ)
∣∣∣∣∂u∂τ
∣∣∣∣2 + e−2τ sinh2(ρ) |∇xu|2 + sinh4(ρ) ∣∣∣∣∂u∂ρ
∣∣∣∣2 +M2 sinh4(ρ) | u |2 dxdρ
+ c sinh4(ρ0)
∫
R3
| u(τ,x, ρ0) |2 dx,
(II.3)
where the last integral is missing when c = ∞. Therefore it is natural to introduce the Hilbert
spaces
(II.4) X0 := L2
(
R
3
x
×]0, ρ0[ρ, sinh2(ρ)dρdx
)
, ‖u‖2X0 :=
∫
R3
∫ ρ0
0
sinh2(ρ)|u(x, ρ)|2dxdρ,
(II.5) X1 :=
{
u ∈ X0; ∇xu, sinh(ρ)∂ρu ∈ X0
}
, ‖u‖2X1 := ‖u‖2X0 +‖∇xu‖2X0 +‖ sinh(ρ)∂ρu‖2X0 ,
that allow to define the previous energy since X1 ⊂ C0
(
]0, ρ0]ρ;H
1
2
(
R
3
x
))
, and the space
(II.6) X2 :=
{
u ∈ X1; ∆xu, 1
sinh2(ρ)
∂
∂ρ
(
sinh4(ρ)
∂u
∂ρ
)
∈ X0
}
,
endowed with its natural norm. For u ∈ X2, the boundary condition (I.4) makes sense since
X2 ⊂ C1
(
]0, ρ0]ρ;H
1
2
(
R
3
x
))
and we introduce the Hilbert subspaces :
c ∈ R, X2c :=
{
u ∈ X2; ∂ρu(ρ0) + cu(ρ0) = 0
}
, X2∞ :=
{
u ∈ X2; u(ρ0) = 0
}
.
When c =∞, the homogeneous Dirichlet problem is investigated in the closed subspace
X10 :=
{
u ∈ X1; u(ρ0, .) = 0
}
.
The solutions of (I.3) in C2
(
Rτ ;X
0
) ∩ C1 (Rτ ;X1) ∩ C0 (Rτ ;X2c ) are called strong solutions of
(I.3) and (I.4). To give a meaning to the boundary condition for the finite energy solutions in
C1
(
Rτ ;X
0
) ∩ C0 (Rτ ;X1) we have to introduce a suitable space of distributions on ]0, ρ0[.
The partial differential equation (I.3) can we written as
(II.7) ∂2τu+ 3∂τu+Aτu = 0, Aτ := −e−2τ∆x + L,
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where L is the differential operator
L := − 1
sinh2(ρ)
∂
∂ρ
(
sinh4(ρ)
∂
∂ρ
)
+M2 sinh2(ρ), ρ ∈ J :=]0, ρ0[.
First we investigate L considered as a Sturm-Liouville operator on the Hilbert space
H := L2(J, sinh2(ρ)dρ).
We apply classical results on the spectral analysis of the differential operators (the fundamental
references are [16] and [25], see also [28]). First, we introduce the maximal/minimal domains
Dmax := {u ∈ H;Lu ∈ H} , D′min := {u ∈ Dmax;u has compact support in J} .
For all ǫ > 0, and u ∈ Dmax, the restriction of u to ]ǫ, ρ0[ belongs to H2(]ǫ, ρ0[) hence u(ρ0) and
u′(ρ0) are well defined and for c ∈ R and c =∞ we can introduce
Dc :=
{
u ∈ Dmax; u′(ρ0) + cu(ρ0) = 0
}
, D∞ := {u ∈ Dmax; u(ρ0) = 0} .
We define Lc (respectively L
′
min, Lmax) as the operator L endowed with the domainDc (respectively
D′min, Dmax). We denote Lmin the closure of L
′
min. We know that D
′
min is dense in H, and
L′min ⊂ Lmin ⊂ L∗min = L′∗min = Lmax, L∗max = Lmin.
It is obvious that ρ0 is a regular point since sinh(ρ) is a continuous function and sinh(ρ0) > 0.
Furthermore 0 is in the point limit case and this result follows from Theorem 6.3 of [25] since for
0 < ρ1 < ρ0 we have ∫ ρ1
ρ
1
sinh4(r)
dr ∼ρ→0 ρ−3 /∈ L2(]0, ρ1[, sinh2(ρ)dρ).
Moreover we know that for all u, v ∈ Dmax the following limit exists at zero:
[u, v]0 := lim
ρ→0 u
′(ρ)v(ρ) − u(ρ)v′(ρ).
Now the theorems 3.12 and 5.7 of [25] assure that the domain Dmin of Lmin is characterized by
Dmin =
{
u ∈ Dmax; u(ρ0) = u′(ρ0) = 0, [u, v]0 = 0 for every v ∈ Dmax
}
,
and its deficiency indices γ± (Lmin) := dimRan (z − Lmin) = dimKer (z¯ − Lmin), z ∈ C, ±ℑz > 0,
are equal to 1. Finally we deduce from theorem 5.8 of [25] the set of all the self-adjoint extensions
of Lmin :
Lemma II.1. For all c ∈ R ∪ {∞}, the operator Lc is self-adjoint on H. Conversely, any self-
adjoint extension of Lmin has the form Lc for some c ∈ R ∪ {∞}.
To define the weak solutions, we denote D′ (Rτ × R3x;Dc) the space of the vector distributions on
Rτ ×R3x, that are Dc-valued, and we call finite energy solutions of (I.3) and (I.4), the distributions
that are solutions of (I.3) and belong to C1
(
Rτ ;X
0
) ∩ C0 (Rτ ;X1) ∩D′ (Rτ ×R3x;Dc).
The main result of this part is the following :
Theorem II.2. Given M ≥ 0, α ∈] − 1, 0[, c ∈ R, u0 ∈ X1 and u1 ∈ X0, there exists a unique
finite energy solution u of (I.3) and (II.1). The energy (IV.1) is decreasing and there exists f ∈
C0(R+;R+) such that for all τ ∈ R we have
(II.8) ‖u(τ)‖X1 + ‖∂τu(τ)‖X0 ≤ f(| τ − τ∗ |) (‖u0‖X1 + ‖u1‖X0) ,
and there exists C ∈ C0 (Rτ∗ × C∞0 (Rτ × R3x);R+) such that for all Θ ∈ C∞0 (Rτ × R3x),
(II.9) ‖
∫
Θ(τ,x)u(τ,x, .)dτdx‖Dc ≤ C(τ∗,Θ) (‖u0‖X1 + ‖u1‖X0) .
Here, f and C are independent of u0, u1, and only depends on M , α and c.
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If u0 ∈ X2c and u1 ∈ X1, then u is a strong solution, i.e. u ∈ C2
(
Rτ ;X
0
) ∩ C1 (Rτ ;X1) ∩
C0
(
Rτ ;X
2
c
)
.
All the previous results hold when c =∞ by replacing X1 by X10 .
Proof of Theorem II.2. The demonstration is based on the famous result of T. Kato on the
propagator of the time-dependent hyperbolic evolution equations (see e.g. [20]). It is convenient
to construct the functional framework to solve the resolvent equation
(II.10) Lcu+ iu = f.
If c ∈ R, we introduce the space
(II.11) H1 :=
{
u ∈ H; sinh(ρ)u′ ∈ H} , ‖u‖2H1 := ‖u‖2H + ‖ sinh(ρ)u′‖2H ,
and the following sesquilinear form
ac(u, v) :=
∫ ρ0
0
sinh4(ρ)u′v′ +M2 sinh4(ρ)uv + i sinh2(ρ)uv dρ+ c sinh4(ρ0)u(ρ0)v(ρ0).
It is obvious that ac is continuous on H1 and
(II.12) ℑac(u, u) = ‖u‖2H .
Now we show that for any ǫ > 0 we can choose Cǫ > 0 such that
(II.13) | u(ρ0) |2≤ Cǫ‖u‖2H + ǫ
∫ ρ0
0
sinh4(ρ) | u′(ρ) |2 dρ.
We write for ρ ∈]ρ02 , ρ0[, ǫ > 0,
| u(ρ0) |2=| u(ρ) |2 +2ℜ
∫ ρ0
ρ
u(r)u′(r)dr ≤| u(ρ) |2 +ǫ
∫ ρ0
ρ0
2
| u′(r) |2 dr + 1
ǫ
∫ ρ0
ρ0
2
| u(r) |2 dr
and we integrate with respect to ρ between ρ02 and ρ0 :
| u(ρ0) |2≤ 2
ρ0
∫ ρ0
ρ0
2
| u(ρ) |2 dρ+ ǫ
∫ ρ0
ρ0
2
| u′(r) |2 dr + 1
ǫ
∫ ρ0
ρ0
2
| u(r) |2 dr,
and we finally get :
| u(ρ0) |2≤
(
2
ρ0
+
1
ǫ
)
1
sinh2
(ρ0
2
)‖u‖2H + ǫ
sinh4
(ρ0
2
) ∫ ρ0
0
sinh4(ρ) | u′(ρ) |2 dρ.
Using (II.13) we deduce that ac is coercive on H1 and so the Lax-Milgram theorem assures that
for any f ∈ H there exists a unique uf ∈ H1 such that ac(uf , v) =< f, v >H for all v ∈ H1. Taking
v ∈ C∞0 (]0, ρ0[), and then v ∈ C∞0 (]0, ρ0]), it is easy to check that uf ∈ Dc and uf is solution of
(II.10). When c =∞, we use the sesquilinear form a0 on the Hilbert space
H˙1 := {u ∈ H1; u(ρ0) = 0} .
As a consequence of this construction, we get that if u ∈ Dc we have u = uf for f = Lu+ iu, and
we deduce that Dc ⊂ H1. Since Dmax is obviously the union of all the Dc for c ∈ R ∪ {∞} we
conclude that
Dmax = Dmax ∩H1,
and since Dmax and Dmax∩H1 are two Hilbert spaces for their natural norms, the Banach theorem
assures that these norms are equivalent et there exists C > 0 such that
(II.14) ∀u ∈ Dmax, ‖u‖H1 ≤ C (‖u‖H + ‖Lu‖H) .
Furthermore we obtain a characterization of X2 :
(II.15) X2 =
{
u ∈ X0; ∆xu, 1
sinh2(ρ)
∂
∂ρ
(
sinh4(ρ)
∂u
∂ρ
)
∈ X0
}
.
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Also we deduce from this variational approach that the Green formula is valid for all u ∈ Dmax,
v ∈ H1 :
(II.16) 〈Lu, v〉H =
∫ ρ0
0
sinh4(ρ)u′v′ +M2 sinh4(ρ)uvdρ− sinh4(ρ0)∂ρu(ρ0)v(ρ0).
In particular for u ∈ Dc we have :
(II.17) 〈Lγu, u〉H =
∫ ρ0
0
(
| ∂ρu |2 +M2 | u |2
)
sinh4(ρ)dρ+ c sinh4(ρ0) | u(ρ0) |2, if c ∈ R,
(II.18) 〈L−∞u, u〉H =
∫ ρ0
0
(
| ∂ρu |2 +M2 | u |2
)
sinh4(ρ)dρ.
These equalities could also be obtained by an integration by parts, with some sharp asymptotics
estimates of u(ρ) and u′(ρ) as ρ → 0, for u ∈ Dmax (see (IV.4) below). Another consequence of
these formulas and (II.12), (II.13) is that there exists A,C > 0 such that for any u ∈ Dc we have :
(II.19) C−1‖u‖2H1 ≤ 〈Lcu, u〉H +A‖u‖2H ≤ C‖u‖2H1
Finally we also note that Lc is bounded from below and for all M ≥ 0, there exists cM ∈ [0,∞[
such that
∀c ∈ [cM ,∞], 0 ≤ Lc.
We now return to the hyperbolic equation (II.7) that we express as
(II.20)
∂
∂τ
U(τ) = [A(τ) + B]U(τ), U :=
(
u
∂τu
)
, A(τ) :=
(
0 1
−Aτ − Γ 0
)
, B :=
(
0 0
Γ −3
)
,
where using (II.13) we have taken Γ > 1 large enough to that 1 ≤ Lc + Γ and
| c | sinh4(ρ0)
∫
R3
| u(x, ρ0) |2 dx ≤
∫
R3
∫ ρ0
0
[
1
2
sinh2(ρ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 + (Γ− 1) | u |2
]
sinh2(ρ)dxdρ.
Now given τ ∈ R, we consider A(τ) as an operator on X1 ×X0 endowed with the equivalent norm
‖(u, v)‖2τ :=
∫
R3
∫ ρ0
0
[
|v|2 + e−2τ |∇xu|2 + sinh2(ρ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 + (M2 sinh2(ρ) + Γ) | u |2
]
sinh2(ρ)dxdρ
+ c sinh4(ρ0)
∫
R3
| u(x, ρ0) |2 dx.
and we define the domain of A(τ) as Dom(A(τ)) = X2c ×X1. Thanks to (II.16), we easily check
that for all U, V ∈ Dom(A(τ)), we have
〈iA(τ)U ;V 〉τ = 〈U ; iA(τ)V 〉τ .
Now given ǫ = ±1, V = (f, g) ∈ X1 ×X0, we show that the equation
A(τ)U + ǫU = V
has a unique solution U = (uǫ, vǫ) ∈ Dom(A(τ)). U is solution iff vǫ = f − ǫuǫ and uǫ ∈ X2c is
solution of
(II.21) − e−2τ∆xuǫ + Luǫ + (Γ + 1)uǫ = ǫf − g =: hǫ ∈ X0,
and this last equation is easily solved by the Lax-Milgram lemma applied to the variational problem
in X1:
∀u′ ∈ X1,
∫
R3
∫ ρ0
0
[
e−2τ∇xuǫ∇xu′ + sinh2(ρ)∂ρuǫ∂ρu′ +
(
M2 sinh2(ρ) + Γ + 1
)
uǫu′
]
sinh2(ρ)dxdρ
+ c sinh4(ρ0)
∫
R3
uǫ(x, ρ0)u′(x, ρ0)dx =
∫
R3
∫ ρ0
0
hǫu′ sinh2(ρ)dxdρ.
(II.22)
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This problem has a unique solution uǫ ∈ X1, and taking u′ ∈ C∞0
(
R
3
x
×]0, ρ0[
)
we get that uǫ
is solution of (II.21). We deduce that for any ρ1 ∈]0, ρ0[, we have ∂ρuǫ ∈ L2
(
]ρ1, ρ0[ρ;L
2(R3
x
)
)
and ∂2ρuǫ ∈ L2
(
]ρ1, ρ0[ρ;H
−1(R3
x
)
)
. The theorem of the traces ([14], page 23) assures that ∂ρuǫ ∈
C0
(
[ρ1, ρ0]ρ;H
− 1
2 (R3
x
)
)
. Taking u′ ∈ C∞0
(
R
3
x
×]0, ρ0]
)
in (II.22) and using equation (II.21), we
conclude that 〈
∂ρuǫ(ρ0, .) + cuǫ(ρ0, .);u
′(ρ0, .)
〉
H−
1
2 (R3
x
),H
1
2 (R3
x
)
= 0
and therefore uǫ satisfies the boundary condition ∂ρuǫ(ρ0, .) = γuǫ(ρ0, .). Then the theorem of
elliptic regularity for the Neumann problem assures that uǫ ∈ H2(]ρ1, ρ0[×R3) but it remains to
prove that it belongs to X2. We denote ûǫ(ρ,ξ) the partial Fourier transform with respect to x of
uǫ. We have :
ûǫ, e
−2τ | ξ |2 ûǫ + Lûǫ + (Γ + 1)ûǫ ∈ L2
(
]0, ρ0[ρ×R3ξ , sinh2(ρ)dρdξ
)
, ∂ρûǫ(ρ0, .) = γûǫ(ρ0, .),
hence for almost all ξ ∈ R3, the map ρ 7→ ûǫ(ρ,ξ) belongs to Dc. The Parseval equality and the
theorem of Fubini allow to write
e−4τ‖∆xuǫ‖2X0+‖(L+Γ+1)uǫ‖2X0+2e−2τℜ
∫
R3
| ξ |2 〈(Lc + Γ + 1)ûǫ(., ξ), ûǫ(., ξ)〉H dξ = ‖hǫ‖2X0 <∞.
Since Lc + Γ + 1 is a positive operator, we deduce that ∆xuǫ and Luǫ belong to X
0 and therefore
uǫ ∈ X2c .
We conclude that
(
iA(τ),Dom (iA(τ)) = X2c ×X1
)
is a densely defined selfadjoint operator in(
X1 ×X0, ‖.‖τ
)
, hence A(τ) and −A(τ) generate C0 unitary groups on (X1 ×X0, ‖.‖τ ) leaving
invariant X2c ×X1. Since we obviously have :
τ1 ≤ τ2 ⇒ ‖.‖τ2 ≤ ‖.‖τ1 ≤ eτ2−τ1‖.‖τ2 ,
we deduce that for any U ∈ X1 ×X0, T > 0, tj ≥ 0 and τj with 0 = τ0 ≤ τ1 ≤ τ2 ≤ ... ≤ τn ≤ T ,
we have
‖etkA(τ∗+τk)U‖τ∗τk ≤ eτk−τk−1‖U‖τ∗τk−1 ,
hence by iteration ∥∥∥etnA(τ∗+τn)etn−1A(τ∗+τn−1)...et1A(τ∗+τ1)U∥∥∥
τ∗
≤ e2T ‖U‖τ∗ ,∥∥∥e−tnA(τ∗−τn)e−tn−1A(τ∗−τn−1)...e−t1A(τ∗−τ1)U∥∥∥
τ∗
≤ e2T ‖U‖τ∗ .
We conclude that A(τ∗+τ) and−A(τ∗−τ) for τ ∈ [0, T ] are stable families of infinitesimal generators
with stability constants e2T and 0. Moreover, since B is a bounded operator on
(
X1 ×X0, ‖.‖c
)
with a norm independent of τ , and on X2c ×X1, Proposition 7.4 of [20] assures that for τ ∈ [0, T ],
±(A(τ∗±τ)+B) are also stable families of infinitesimal generators inX1×X0 with the same domain
X2c ×X1, and stability constants e2T and β(T ) := ‖B‖L(X1×X0)e2T . Finally, given U0 ∈ X2c ×X1,
the maps τ 7→ ±(A(τ∗ ± τ) + B)U0 are obviously strongly differentiable in X1 × X0. Therefore
the hypotheses of the Kato theorem are fulfilled (see e.g. Theorem 7.4 in [20]) and there exists
a unique solution U ∈ C0 ([τ∗ − T, τ∗ + T ];X2c ×X1) ∩ C1 [τ∗ − T, τ∗ + T ];X1 ×X0) solution of
(II.20) satisfying U(τ∗) = U0 and
‖U(τ)‖X1×X0 ≤ e2T eβ(T )|τ−τ∗| ‖U0‖X1×X0 , τ∗ − T ≤ τ ≤ τ∗ + T, ∀T > 0.
We deduce that the strong solution exists and is unique, and also (II.8) holds with f(σ) = e2σ+β(σ)σ .
We note that β only depends on M and Γ, where Γ is choosen just depending on M and c.
Furthermore, since C0
(
Rτ ;X
2
γ
)
⊂ L2loc
(
Rτ × R3x;Dc
)
, given Θ ∈ C∞0 (Rτ × R3x), a strong solution
u satisfies
L
(∫
Θ(τ,x)u(τ,x, .)dτdx
)
=
∫
u(τ,x, .)
[
−∂2τΘ+ 3∂τΘ+ e−2τ∆Θ
]
(τ,x)dτdx
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and taking the H-norm and using the Cauchy-Schwarz inequality and (II.8) we obtain (II.9) with
C(τ∗,Θ) :=
∫
f(τ − τ∗)
∥∥∥[−∂2τΘ+ 3∂τΘ+ e−2τ∆Θ] (τ, .)∥∥∥
L2(R3
x
)
dτ.
To get the decay of the energy, it is sufficient to check that its τ -derivative is negative (we also
could integrate (II.2) on [τ∗, τ ] × R3x × [0, ρ0]). Now the existence of the weak solutions is a
straight consequence of estimates (II.8) and (II.9). Finally we establish the uniqueness result.
We already have mentioned the uniqueness of the strong solutions. We consider a weak solution
u ∈ C1 (Rτ ;X0) ∩ C0 (Rτ ;X1) ∩ D′ (Rτ × R3x;Dc) solution of (I.3) with u(τ∗) = ∂τu(τ∗) = 0. We
take τ1 ∈ R and we have to prove that u(τ1) = 0. We pick functions θ ∈ C∞0 (R), Φ ∈ C∞0 (R3) such
that 0 ≤ θ,Φ, ∫
R
θ(τ)dτ =
∫
R3
Φ(x)dx = 1, and for all integer n we introduce θn(τ) := nθ(nτ),
Φn(x) := n
3Φ(nx),
un(τ,x, ρ) :=
∫
R×R3
θn(τ − σ)Φn(x− y)u(σ,y, ρ)dσdy,
vn(τ,x, ρ) :=
∫
R×R3
e2(τ−σ)θn(τ − σ)Φn(x− y)u(σ,y, ρ)dσdy.
It is easy to check that un, vn ∈ C∞
(
Rτ ;X
2
c
)
and un and vn tend to u in C
1
(
Rτ ;X
0
)∩C0 (Rτ ;X1)
as n → ∞. We consider w1 ∈ X1 and w ∈ C2
(
Rτ ;X
0
) ∩ C1 (Rτ ;X1) ∩ C0 (Rτ ;X2c ) the unique
strong solution of (I.3) with w(τ1) = 0, ∂τw(τ1) = w1. We put
f(τ) := 〈u(τ); ∂τw(τ)〉X0 − 〈∂τu(τ);w(τ)〉X0 , fn(τ) := 〈un(τ); ∂τw(τ)〉X0 − 〈∂τun(τ);w(τ)〉X0 .
We have f(τ∗) = 0, f(τ1) = 〈u(τ1);w1〉X0 , f ∈ C0(R), fn ∈ C∞(R), and fn → f in C0(R) as
n→∞. Now we calculate :
f ′n(τ) =
〈
un(τ); ∂
2
τw(τ)
〉
X0
−
〈
∂2τun(τ);w(τ)
〉
X0
=
〈
un(τ);−3∂τw(τ) + e−2τ∆xw(τ) − Lγw(τ)
〉
X0
−
〈
−3∂τun(τ) + e−2τ∆xvn(τ)− Lγun(τ);w(τ)
〉
X0
=− 3fn(τ) + e−2τ 〈∇xun(τ)−∇xvn(τ);∇xw(τ)〉X0 .
To obtain the last equality we have used the Green formula, the Fubini theorem and the self-
adjointness of Lc. Then we get
fn(τ1) = fn(τ∗) + e−3τ1
∫ τ1
τ∗
eσ 〈∇xun(σ)−∇xvn(σ);∇xw(σ)〉X0 dσ −→ 0, n→∞.
We deduce that f(τ1) = 0 and since w1 is arbitrarily choosen we conclude that u(τ1) = 0. Finally,
all the previous proofs hold for the more simple case of the Dirichlet boundary condition (c =∞),
by replacing X1 by X10 .
Q.E.D.
We end this part by noting that it would be possible to solve the mixed problem in larger
framework, and obtain very weak solutions in C0
(
R;X0
)
by using the technics of Lions-Magenes
([14], chapter 3, sections 8 and 9).
III. Asymptotics for the Klein-Gordon equation in the Steady State Universe dS41
2
The Steady State Universe is half of the 3+1 dimensional De Sitter space-time,
dS41
2
:= Rτ × R3x, gµνdxµdxν = dτ2 − e2τdx2,
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τ = +∞
x
=
0
τ
=
−∞
i0 (| x |=∞)
| x
|=
R
τ =
τ∗
•
•
A
B
Figure 2. The whole square is the De Sitter space-time. The white part is the
Steady-State Universe. Each point is a 2-sphere. The null lines are at 450. If A is
the sphere of radius R located at τ = τ∗, its horizon at τ =∞ is the two sphere B
of radius R+ e−τ∗ .
On this manifold, the Klein-Gordon equation 1√|g|
∂
∂xµ
(√| g |gµν ∂∂xν )u+κu = 0, κ ∈ C, has the
form
(III.1)
[
∂2
∂τ2
+ 3
∂
∂τ
− e−2τ∆x + κ
]
u = 0, τ ∈ R, x ∈ R3.
Since we deal with the wave equation on a globally hyperbolic lorentzian C∞ manifold, it is well-
known that the global Cauchy problem is well posed in C∞0
(
R
3
x
)
and in D′ (R3
x
)
, and the funda-
mental solution has been computed in [7] when κ ≥ 0 and [27] for any κ. In this part, we first
prove the Cauchy problem is well posed in the scale of the usual Sobolev spaces, i.e. given s ∈ R,
we want to look for the solution
(III.2) u ∈ C0
(
Rτ ;H
s
(
R
3
x
))
∩ C1
(
Rτ ;H
s−1
(
R
3
x
))
,
of (III.1), satisfying at some time τ∗ ∈ R,
(III.3) u(τ∗, .) = u0(.) ∈ Hs
(
R
3
x
)
, ∂τu(τ∗, .) = u1(.) ∈ Hs−1
(
R
3
x
)
,
and depending continuously of these initial data. This result is not at all surprising and there
are a lot of possible strategies: Kato’s theorem, transposition method a` la Lions [14], etc., but we
adopt a pedestrian route which provides an explicit representation by using Bessel functions that
is convenient to get the asymptotic profiles of the solution as τ → +∞, which is the main aim of
this section.
Theorem III.1. For any κ ∈ C, the Cauchy problem (III.1), (III.2), (III.3) is well posed. The
partial Fourier transform with respect to x of the solution, uˆ(τ,ξ) = Fx(u(τ, .))(ξ) is given by
uˆ(τ,ξ) =
π
2
e−
3
2
τ
{[
Y ′ν
(| ξ | e−τ∗)Jν (| ξ | e−τ )− J ′ν (| ξ | e−τ∗) Yν (| ξ | e−τ )] | ξ | e 12 τ∗ uˆ0(ξ)
+
[
Yν
(| ξ | e−τ∗) Jν (| ξ | e−τ )− Jν (| ξ | e−τ∗)Yν (| ξ | e−τ )] e 32 τ∗ (uˆ1(ξ) + 3
2
uˆ0(ξ)
)}
,
(III.4)
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where ν ∈ C satisfies ℜν ≥ 0, ν2 = 94 − κ.
When κ ∈ R, s ≥ 1 the energy defined as
(III.5) Eκ(u, τ) :=
∫
| ∂τu(τ,x) |2 +e−2τ | ∇xu(τ,x) |2 +κ | u(τ,x) |2 dx
is a decreasing function of τ and when κ ≥ 9/4 we have for all τ ≥ τ∗:
(III.6)
∫ ∣∣∣∣∂τu(τ,x) + 32u(τ,x)
∣∣∣∣2 dx ≤ 2e3(|τ∗|−τ) ∫ | u1 |2 + | ∇xu0 |2 +κ | u0 |2 dx,
(III.7)∫
| ∂τu(τ,x) |2 +κ | u(τ,x) |2 dx ≤ min
(
3κe−3τ
κ− 94
, 1
)
e3|τ∗|
∫
| u1 |2 + | ∇xu0 |2 +κ | u0 |2 dx,
(III.8)
∫
| ∇xu(τ,x) |2≤ 2e3|τ∗|−τ
∫
| u1 |2 + | ∇xu0 |2 +κ | u0 |2 dx.
If u0 and u1 are compactly supported in | x |≤ R, then for all τ ≥ τ∗, u(τ, .) is supported in
| x |≤ R+ e−τ∗ − e−τ .
When κ = 0, u and e2τ∂τu have an asymptotic profile at the time infinity : there exists φ ∈
Hs+1(R3
x
) such that
(III.9) ‖u(τ, .) − φ‖Hs + ‖e2τ∂τu(τ, .)−∆φ‖Hs−1 −→ 0, τ → +∞,
and φ is given by :
(III.10) φˆ(ξ) =
√
π
2
e
1
2
τ∗ | ξ |− 12
{
J 1
2
(
e−τ∗ | ξ |) uˆ0(ξ) + J 3
2
(
e−τ∗ | ξ |) eτ∗ | ξ |−1 uˆ1(ξ)} .
When κ > 0, the solution is vanishing as τ → +∞ : for almost all ξ ∈ R3, when 0 < κ < 9/4,
uˆ(τ,ξ) = O
(
e(
√
9
4
−κ− 3
2
)τ
)
, for κ = 9/4, uˆ(τ,ξ) = O
(
τe−
3
2
τ
)
, and when κ > 9/4, uˆ(τ,ξ) =
O
(
e−
3
2
τ
)
. Moreover, given τ∗, there exists C > 0 independent of u0 and u1 such that for all τ > τ∗
we have :
(III.11)
0 < κ <
9
4
,
 ‖u(τ, .)‖Hs + ‖∂τu(τ, .)‖Hs−1 ≤ Ce
max(
√
9
4
−κ− 3
2
,−1)τ (‖u0‖Hs + ‖u1‖Hs−1) ,
‖u(τ, .)‖
Hs−
1
2
+ ‖∂τu(τ, .)‖
Hs−
3
2
≤ Ce(
√
9
4
−κ− 3
2
)τ (‖u0‖Hs + ‖u1‖Hs−1) ,
(III.12) κ =
9
4
,
{ ‖u(τ, .)‖Hs + ‖∂τu(τ, .)‖Hs−1 ≤ Cτe−τ (‖u0‖Hs + ‖u1‖Hs−1) ,
‖u(τ, .)‖
Hs−
1
2
+ ‖∂τu(τ, .)‖
Hs−
3
2
≤ Cτe− 32 τ (‖u0‖Hs + ‖u1‖Hs−1) ,
(III.13) κ >
9
4
,
{ ‖u(τ, .)‖Hs + ‖∂τu(τ, .)‖Hs−1 ≤ Ce−τ (‖u0‖Hs + ‖u1‖Hs−1) ,
‖u(τ, .)‖
Hs−
1
2
+ ‖∂τu(τ, .)‖
Hs−
3
2
≤ Ce− 32 τ (‖u0‖Hs + ‖u1‖Hs−1) ,
When κ < 0, the solution can blow up at the time infinity : there exists Schwartz functions u0,
u1 such that the solution satisfies
(III.14) ∀s ∈ R, ‖u(τ, .)‖Hs ∼ e
(√
9
4
−κ− 3
2
)
τ
, τ → +∞.
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We make some comments on this result. A consequence of this theorem is that when u0, u1 ∈ C∞0 ,
we have
u(τ, .) = O
(
e
−
(
3
2
−
√
9
4
−κ
)
τ
)
in C∞0 if 0 ≤ κ 6=
9
4
,
u(τ, .) = O
(
τe−
3
2
τ
)
in C∞0 if κ =
9
4
.
This is a consequence of the estimates of decay in Hs−
1
2 ×Hs− 32 , the Sobolev embedding, and the
horizon of radius R + e−τ∗ when uj are supported in | x |≤ R. A. Vasy has established in [23]
precise asymptotics in the much more large class of the asymptotically De Sitter space-times (see
so [5]), and we can deduce from his work that when u0, u1 ∈ C∞0 , there exists v ∈ C∞0 (R3) such
that as τ →∞ we have
u(τ,x) = e
−
(
3
2
−
√
9
4
−κ
)
τ
v(x) + o
(
e
−
(
3
2
−
√
9
4
−κ
)
τ
)
if 0 ≤ κ 6= 9
4
,
u(τ,x) = τe−
3
2
τv(x) +O
(
e−
3
2
τ
)
if κ =
9
4
.
The main novelty of Theorem III.1 is the explicit formula (III.10) for the trace at τ = +∞ when
κ = 0. We remark also that in this case, there exists “disappearing solutions” that tends to zero
as τ → ∞ since φ can be equal to zero. We note also a somewhat unexpected loss of rate of
decay in Hs ×Hs−1 when κ > 2. Nevertheless, these results are not optimal when s = 1 since we
can easily deduce from (III.6) with (III.13) and (III.12) that ‖∂τu‖L2 = O(e−
3
2
τ ) when κ > 9/4
and O(τe−
3
2
τ ) when κ = 9/4. κ = 2 is the critical mass for which the Klein-Gordon equation is
conformal invariant, hence the solution can be expressed in this case from a free field on the static
Einstein universe R × S3 (see the method by Y. Choquet-Bruhat [6]). When = 9/4 the equation
belongs to the family of wave equations with variable propagation speed for which energy estimate
have been established in [10]. Besides, since the proof is based on the Fourier analysis and the
investigation of the differential equation[
d2
dτ2
+ 3
d
dτ
+ e−2τλ2 + κ
]
u = 0, τ ∈ R, λ ∈ R,
we could obtain a similar theorem for the Klein Gordon equation on the exponentially expanding
Friedmann-Robertson-Walker universe
Rτ ×Kx, ds2 = dτ2 − e2τgijdxidxj
where (K, g) is any Riemanian manifold. Parenthetically, we also could obtain several formula of
products of Bessel functions, by using the propagator property of the map (u0, u1) 7→ (u(τ), ∂τu(τ))
and formulas (III.4) and (III.10).
Proof of Theorem III.1. Let u be a solution of (III.1), (III.2), (III.3). To suppress the time
derivative of first order, we introduce v(τ,x) := e
3
2
τu(τ,x) that obeys the equation
(III.15)
[
∂2
∂τ2
− e−2τ∆x + κ− 9
4
]
v = 0, τ ∈ R, x ∈ R3.
If v ∈ Ck (Rτ ;Hs (R3x)) is solution, its partial Fourier transform with respect to x, vˆ(τ,ξ) =
Fx(v(τ, .))(ξ ) ∈ Ck
(
Rτ ;L
2
(
R
3
ξ ,
(
1+ | ξ |2)s dξ)) satisfies
∂2τ vˆ +
(
e−2τ | ξ |2 +κ− 9
4
)
vˆ = 0.
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We introduce ν ∈ C, ℜν ≥ 0, such that ν2 = 94 − κ, and we put σ := e−τ | ξ |. Then V defined by
V (σ,ξ) :=| ξ | vˆ(τ,ξ) is solution of the Bessel equation
σ2∂2σV + σ∂σV +
(
σ2 − ν2
)
V = 0.
With formula (10.5.2) of [17], we deduce that
vˆ(τ,ξ) = A(τ∗, τ, ξ)vˆ(τ∗, ξ) +B(τ∗, τ, ξ)∂τ vˆ(τ∗, ξ)
with
A(τ∗, τ, ξ) =
π
2
[
Y ′ν
(| ξ | e−τ∗)Jν (| ξ | e−τ )− J ′ν (| ξ | e−τ∗) Yν (| ξ | e−τ )] | ξ | e−τ∗ ,
B(τ∗, τ, ξ) =
π
2
[
Yν
(| ξ | e−τ∗)Jν (| ξ | e−τ )− Jν (| ξ | e−τ∗)Yν (| ξ | e−τ )] ,
and we conclude that u satisfies (III.4).
Conversely, we prove that this formula allows to solve the Cauchy problem. To estimate these
Fourier multipliers, we recall the asymptotics of the Bessel functions as z → 0+,
(III.16) ℜν ≥ 0, Jν(z) = 1
Γ(ν + 1)
(
1
2
z
)ν
+O(zν+2),
(III.17) ℜν > 0, Yν(z) = − 1
π
Γ(ν)
(
1
2
z
)−ν
+ o
(
z−ν
)
,
(III.18) Y0(z) =
2
π
ln z +O(1), ℜν = 0, ν 6= 0, Yν(z) = O(1),
and as 0 < z →∞,
(III.19) Jν(z) =
√
2
πz
(
cos
(
z − ν π
2
− π
4
)
+ o(1)
)
, Yν(z) =
√
2
πz
(
sin
(
z − ν π
2
− π
4
)
+ o(1)
)
.
Since the derivative with respect to z of a Bessel function Cν = Jν , Yν , is given by
(III.20) C′ν(z) =
ν
z
Cν(z)− Cν+1(z) = −ν
z
Cν(z) + Cν−1(z),
we get the asymptotics as z → 0 :
(III.21) ℜν ≥ 0, ν 6= 0, J ′ν(z) =
1
2νΓ(ν)
zν−1 +O(zν+1), J ′0(z) = −
1
2
z +O(z2),
(III.22) ℜν > 0, Y ′ν(z) =
2νΓ(ν + 1)
π
z−ν−1 + o
(
z−ν−1
)
,
(III.23) ℜν = 0, Y ′ν(z) = O
(
1
z
)
,
and as z → +∞ :
(III.24) J ′ν(z) =
√
2
πz
(
cos
(
z − ν π
2
+
π
4
)
+ o(1)
)
, Y ′ν(z) =
√
2
πz
(
sin
(
z − ν π
2
+
π
4
)
+ o(1)
)
.
We estimate A, ∂τA, B, ∂τ by choosing the asymptotics suitable for each zone of frequency. For
the high frequencies, | ξ |≥ eτ or | ξ |≥ eτ∗ we use the behaviours (III.19), (III.24), and for the low
frequencies | ξ |≤ eτ or | ξ |≤ eτ∗ , we employ the asymptotics of the Bessel functions near zero.
We obtain the following bounds by investigating the Fourier multiplyers on three zones, (I) : | ξ |>
max (eτ , eτ∗), (II ′) : eτ∗ ≤| ξ |≤ eτ or (II ′′) : eτ ≤| ξ |≤ eτ∗ , and (III) : | ξ |< min (eτ , eτ∗).
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We omit the details of these long but elementary calculations that prove that there exists C > 0
independent of τ, τ∗, ξ such that :
(III.25) in zone (I) :

| A(τ∗, τ, ξ) |≤ Ce
τ−τ∗
2 ≤ Ce− τ∗2 | ξ | 12 ,
(1+ | ξ |)−1 | ∂τA(τ∗, τ, ξ) |≤ Ce−
τ+τ∗
2 ,
| B(τ∗, τ, ξ) |≤ Ce
τ−τ∗
2 | ξ |−1≤ Ce− τ∗2 | ξ |− 12 ,
| ∂τB(τ∗, τ, ξ) |≤ Ce−
τ+τ∗
2 ,
(III.26) in zone (II ′) :

if ℜν ≥ 0, ν 6= 0 :
| A |≤ Cmin
(
e−
τ∗
2 | ξ | 12
(
1 + eℜν(τ−τ∗)
)
, emax(
1
2
,ℜν)(τ−τ∗)
)
,
(1+ | ξ |)−1 | ∂τA |≤ Ce−τ∗
(
1 + eℜν(τ−τ∗)
)
,
(1+ | ξ |) 12 | B |≤ C(1 + e τ∗2 )
(
1 + eℜν(τ−τ∗)
)
,
(1+ | ξ |) | B |≤ C(1 + eτ∗)emax( 12 ,ℜν)(τ−τ∗),
(1+ | ξ |)− 12 | ∂τB |≤ Ce
τ∗
2 (1 + eℜν(τ−τ∗)),
| ∂τB |≤ Ceτ∗+max( 12 ,ℜν)(τ−τ∗),
if ν = 0 :
| A |≤ Ce− τ∗2 | ξ | 12 (1+ | τ | + | τ∗ |) ≤ Ce
τ−τ∗
2 (1+ | τ | + | τ∗ |),
(1+ | ξ |)−1 | ∂τA |≤ Ce−τ∗ ,
(1+ | ξ |) 12 | B |≤ C(1 + e τ∗2 )(1+ | τ | + | τ∗ |),
(1+ | ξ |) | B |≤ C(1 + e τ+τ∗2 )(1+ | τ | + | τ∗ |),
| ∂τB |≤ C,
(III.27) in zone (II ′′) :

if ℜν ≥ 0, ν 6= 0 :
| A |≤ C
(
1 + eℜν(τ∗−τ)
)
,
| ∂τA |≤ Ce(1+ℜν)(τ∗−τ),
(1+ | ξ |) 12 | B |≤ C(1 + e τ2 )
(
1 + eℜν(τ∗−τ)
)
,
(1+ | ξ |) | B |≤ C(1 + e τ∗+τ2 )
(
1 + eℜν(τ∗−τ)
)
,
| ∂τB |≤ Ce
τ∗−τ
2
(
1 + eℜν(τ∗−τ)
)
,
if ν = 0 :
| A |≤ Ceτ∗−τ ,
| ∂τA |≤ Ce
τ∗−τ
2 ,
(1+ | ξ |) | B |≤ Ce τ∗+τ2 (1+ | τ | + | τ∗ |),
| ∂τB |≤ Ce
τ∗−τ
2 (1+ | τ | + | τ∗ |),
(III.28) in zone (III) :
{
if ℜν ≥ 0, ν 6= 0, | A |, | ∂τA |, | B |, | ∂τB |≤ Ceℜν|τ−τ∗|,
if ν = 0, | A |, | B |, | ∂τB |≤ C(1+ | τ | + | τ∗ |), | ∂τA |≤ C
All these estimates show that :
A, (1+ | ξ |)−1∂τA, (1+ | ξ |)B, ∂τB ∈ L∞loc
(
Rτ∗ ×Rτ ;L∞
(
R
3
ξ
))
.
Since these multiplyers are continuous with respect to τ, τ∗ for fixed ξ , we conclude that given u0 ∈
Hs(R3), u1 ∈ Hs−1(R3), the fonction u defined by the formula (III.4), is a solution of (III.1), (III.2),
(III.3), and the map (u0, u1) 7−→ (u(τ, .), ∂τu(τ, .)) defines un propagator C0
(
R
2
τ∗,τ ;L
(
Hs ×Hs−1)− weak),
i.e the Cauchy problem is well-posed.
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To prove the energy is decreasing, it is sufficient to consider the case u0 ∈ H2, u1 ∈ H1 for which
u ∈ C1 (Rτ ;H1(R3x)) and note that
dEκ
dτ
= −2
∫
R3
3 | ∂τu |2 +e−2τ | ∇xu |2 dx ≤ 0.
Then we conclude by an argument of density. By a similar way we can prove that the energy of v,
defined by ∫
| ∂τv(τ,x) |2 +e−2τ | ∇xv(τ,x) |2 +
(
κ− 9
4
)
| v(τ,x) |2 dx
is decreasing. We remark that we have | u∂τu |≤ 12√κ(| ∂τu |2 +κ | u |2), hence we deduce that for
κ ≥ 9/4
e3τ
(
1− 3
2
√
κ
)∫
|∂τu(τ,x) |2 +κ | u(τ,x) |2 dx + eτ
∫
| ∇xu(τ,x) |2 dx
≤
∫
e3τ | ∂τu(τ,x) + 3
2
u(τ,x) |2 +eτ | ∇xu(τ,x) |2 +e3τ
(
κ− 9
4
)
| u(τ,x) |2 dx
≤
∫
e3τ∗ | u1 + 3
2
u0 |2 +eτ∗ | ∇xu0 |2 +e3τ∗
(
κ− 9
4
)
| u0 |2 dx
≤ e3|τ∗|
(
1 +
3
2
√
κ
)∫
| u1 |2 +κ | u0 |2 dx + e|τ∗|
∫
| ∇xu0 |2 dx
≤ 2e3|τ∗|
∫
| u1 |2 +κ | u0 |2 + | ∇xu0 |2 dx.
We also deduce from the decay of Eκ that for any τ ≥ τ∗∫
| ∂τu(τ,x) |2 +κ | u(τ,x) |2 dx ≤ e2|τ∗|
∫
| u1 |2 + | ∇xu0 |2 +κ | u0 |2 dx.
Now (III.6), (III.7) and (III.8) follow easily from these inequalities.
To establish the result of finite velocity propagation, it is sufficient to consider the case of real
valued compactly supported smooth initial data, u0, u1 ∈ C∞0
(
R
3
x
)
, and we show that if u0 = u1 = 0
on | x |> R0, then for τ ≥ τ∗, v(τ,x) = 0 on | x |> R0+ e−τ∗ − e−τ . First we suppose κ = 94 , hence
the C∞-solutions of (III.15) satisfy
∇τ,x ·
(
| ∂τv |2 +e−2τ | ∇xv |2,−2e−2τ∂τv∇xv
)
= −2e−2τ | ∇xv |2 .
Given R > 0, T > τ∗, we integrate this divergence on the domain {(τ,x); | x |< R+ e−τ − e−τ∗ , τ∗ < τ < T}
and since
e−τ | ∂τv |2 +e−3τ | ∇xv |2 −2e−2τ∂τv∇xv · x| x | ≥
(
e−
τ
2 | ∂τv | −e− 3τ3 | ∇xv |
)2
,
we obtain an estimate of the local energy :
E
(
v, T,R + e−T − e−τ∗
)
≤ E (v, τ∗, R) ,
where the local energy is defined as
E (v, τ,R) :=
∫
|x|<R
| ∂τv(τ,x) |2 +e−2τ | ∇xv(τ,x) |2 dx.
Now we fix x0 such that | x0 |> R−e−T +e−τ∗ , and we apply the previous estimate to wx0(τ,x) :=
v(τ,x0 + x) that is solution of (III.15) again, to get :
E (wx0 , τ, | x0 | −R0 + e−τ − e−τ∗) ≤ E (wx0 , τ∗, | x0 | −R0) = 0, τ∗ ≤ τ ≤ T.
We deduce that ∂τv(τ,x0) = 0 for all τ ∈ [τ∗, T ] and since v(τ∗,x0) = 0, we conclude that v(T,x0) =
0. Hence we have proved that for any τ, τ∗, τ ≥ τ∗, the propagator U0(τ, τ∗) that associates
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(v(τ, .), ∂τ v(τ, .)), where v is solution of (III.15) with κ =
9
4 , to the initial data (v(τ∗, .), ∂τ∗v(τ, .)),
is a bounded operator from HsR × Hs−1R to HsR+e−τ∗−e−τ × Hs−1R+e−τ∗−e−τ , where HsR is the set of
distributions in Hs(R3) of which the support is included in | x |≤ R. Finally for all κ, we note that
the solution v of (III.15) satisfies(
v(τ)
∂τv(τ)
)
= U0(τ, τ∗)
(
v(τ∗)
∂τv(τ∗)
)
+
∫ τ
τ∗
U0(τ, σ)
(
0(
9
4 − κ
)
v(σ)
)
dσ
and this equation can be easily solved by the Picard iterates,(
v(τ)
∂τv(τ)
)
=
∞∑
n=0
(
vn(τ)
v′n(τ)
)
where(
v0(τ)
v′0(τ)
)
:= U0(τ, τ∗)
(
v(τ∗)
∂τv(τ∗)
)
,
(
vn(τ)
v′n(τ)
)
:=
∫ τ
τ∗
U0(τ, σ)
(
0(
9
4 − κ
)
vn−1(σ)
)
dσ, 1 ≤ n,
because we can show by recurrence that for τ ∈ [τ∗, T ], we have withM := supτ∈[τ∗,T ] ‖U0(τ, τ∗)‖L(Hs×Hs−1)∥∥∥∥( vn(τ)v′n(τ)
)∥∥∥∥
Hs×Hs−1
≤
(
M | 94 − κ || τ − τ∗ |
)n
n!
M
∥∥∥∥( v(τ∗)v′(τ∗)
)∥∥∥∥
Hs×Hs−1
.
If we assume that vn−1(σ, .) is supported in | x |≤ R+e−τ∗−e−σ, the previous result for U0 assures
that vn(τ, .) is supported in | x |≤ R+ e−τ∗ − e−τ and the proof is complete.
To prove the existence of the asymptotic profile φ and the results of decay, we estimate the
Fourier multipliers as τ →∞, τ∗ and ξ being fixed :
e−
3
2
τA(τ∗, τ, ξ) =

O
(
τe−
3
2
τ
)
if ν = 0,
O
(
e(ℜν−
3
2)τ
)
if 0 ≤ ℜν < 32 , ν 6= 0,√
π
2 e
−τ∗J ′3
2
(e−τ∗ | ξ |) | ξ |− 12 +o(1), ν = 32 ,
e−
3
2
τB(τ∗, τ, ξ) =

O
(
τe−
3
2
τ
)
if ν = 0,
O
(
e(ℜν−
3
2)τ
)
if 0 ≤ ℜν < 32 , ν 6= 0,√
π
2J 3
2
(e−τ∗ | ξ |) | ξ |− 32 +o(1), ν = 32 ,
e−
3
2
τ∂τA(τ∗, τ, ξ) =
 O
(
e(ℜν−
3
2)τ
)
if 0 ≤ ℜν < 32 ,
3
2
√
π
2 e
−τ∗J ′3
2
(e−τ∗ | ξ |) | ξ |− 12 +o(1), ν = 32 ,
e−
3
2
τ∂τB(τ∗, τ, ξ) =
 O
(
e(ℜν−
3
2)τ
)
if 0 ≤ ℜν < 32 ,
3
2
√
π
2J 3
2
(e−τ∗ | ξ |) | ξ |− 32 +o(1), ν = 32 ,
Since C′3
2
(z) + 32zC 3
2
(z) = C 1
2
(z), C = J, Y , we also have when ν = 32 :
∂τA− 3
2
A = −π
2
| ξ |2 e−τ−τ∗
[
Y ′3
2
(| ξ | e−τ∗)J 1
2
(| ξ | e−τ )− J ′3
2
(| ξ | e−τ∗)Y 1
2
(| ξ | e−τ )
]
,
∂τB − 3
2
B = −π
2
| ξ | e−τ
[
Y 3
2
(| ξ | e−τ∗)J 1
2
(| ξ | e−τ )− J 3
2
(| ξ | e−τ∗)Y 1
2
(| ξ | e−τ )
]
,
and we get in this case :
e
1
2
τ (∂τA− 3
2
A) = −
√
π
2
| ξ | 32 e−τ∗J ′3
2
(e−τ∗ | ξ |) +O(e−τ ),
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e
1
2
τ (∂τB − 3
2
B) = −
√
π
2
| ξ | 12 J 3
2
(e−τ∗ | ξ |) +O(e−τ ).
We deduce that, as τ → +∞, for almost all ξ , uˆ(τ,ξ) tends to φˆ(ξ) given by (III.10) when
κ = 0, uˆ(τ,ξ) and ∂τ uˆ(τ,ξ) are o(1) when κ > 0, and e
2τ∂τ uˆ(τ,ξ)+ | ξ |2 φˆ(ξ) = o(1) when
κ = 0. Moreover, since J 3
2
(e−τ∗ | ξ |) and J ′3
2
(e−τ∗ | ξ |) are O
(
| ξ |− 12
)
as | ξ |→ ∞, we get that
φ ∈ Hs+1. To obtain the asymptotic behaviours (III.9) of u(τ, .), e2τ∂τu(τ, .) when κ = 0 in the
Sobolev spaces, it is sufficient to prove that τ∗ being fixed, we have
(III.29) sup
τ∈[τ∗,∞[
sup
ξ∈R3
e−
3
2
τ
(
| A | +(1+ | ξ |)−1 | ∂τA | +(1+ | ξ |) | B | + | ∂τB |
)
<∞, ν = 3
2
,
(III.30) sup
τ∈[τ∗,∞[
sup
ξ∈R3
e
1
2
τ
(
(1+ | ξ |)−1 | ∂τA− 3
2
A | + | ∂τB − 3
2
B |
)
<∞, ν = 3
2
,
and we achieve with the dominated convergence theorem. (III.29) is a direct consequence of the
estimates (III.25), (III.26), (III.28) when ν = 3/2. To get (III.30), we estimate ∂τA − 32A and
∂τB − 32B in the three zones (I), (II ′), (III) as following :
in zone (I) :
{
(1+ | ξ |)−1 | ∂τA− 32A |≤ Ce−
τ+τ∗
2 ,
| ∂τB − 32B |≤ Ce−
τ−τ∗
2 ,
in zone (II ′) :
{
(1+ | ξ |)−1 | ∂τA− 32A |≤ Ce−
τ+τ∗
2 ,
| ∂τB − 32B |≤ Ce−
τ−τ∗
2 ,
in zone (III) :
{
| ∂τA− 32A |, | ∂τB − 32B |≤ Ce−
τ−τ∗
2 .
To establish the decay results (III.11), (III.12), (III.13), we remark that the estimates (III.25),
(III.26), (III.27), (III.28) assure that given τ∗ there exists C > 0 such that for any τ ≥ τ∗ we have
for all ξ ∈ R3 :
when ℜν ≥ 0, and ν 6= 0 :
(1+ | ξ |)− 12 | A |, (1+ | ξ |)− 32 | ∂τA |, (1+ | ξ |) 12 | B |, (1+ | ξ |)− 12 | ∂τB |≤ Ceℜντ ,
| A |, (1+ | ξ |)−1 | ∂τA |, (1+ | ξ |) | B |, | ∂τB |≤ Cemax( 12 ,ℜν)τ ,
when ν = 0 :
(1+ | ξ |)− 12 | A |, (1+ | ξ |)− 32 | ∂τA |, (1+ | ξ |) 12 | B |, (1+ | ξ |)− 12 | ∂τB |≤ C(1+ | τ |),
| A |, (1+ | ξ |)−1 | ∂τA |, (1+ | ξ |) | B |, | ∂τB |≤ Ce τ2 (1+ | τ |),
and we conclude with the formula uˆ(τ) = e−
3
2
(τ−τ∗)
(
Auˆ0 +B(uˆ1 +
3
2 uˆ0)
)
.
Finally to prove the blow-up when κ < 0, we choose u0 = 0 and uˆ1 ∈ C∞0 (R3) \ {0}, and we
deduce from (III.16) and (III.17) that
sup
ξ
∣∣∣∣uˆ(τ,ξ)− 12ν e(ν− 32)τ uˆ1(ξ)
∣∣∣∣ = o (e(ν− 32)τ) ,
and this estimate assures (III.14).
Q.E.D.
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IV. The Kaluza-Klein Tower
In this section we show that any finite energy solution of (I.3) and (I.4) can be expressed as a
superposition of Klein-Gordon fields propagating in the Steady State universe, called Kaluza-Klein
tower. The key of the proof is a complete spectral analysis of the operator Lc that we perform now.
In the sequel P−µν and Q
µ
ν are the associated Legendre functions of first and second kind (see e.g
[17]).
Proposition IV.1. For all c ∈ R ∪ {∞} the spectrum of the self-adjoint operator Lc has the
following from :
σac(Lc) = [9/4,∞[, σsc(Lc) = ∅,
σp(Lc) is a finite subset included in ]−∞, 9/4[, and the eigenvalues are the solutions λ < 94 of the
transcendental equation
(IV.1)
(
c
√
1− α2 − 2 +
√
M2 + 4
)
P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1)
+α
(
−1
2
+
√
M2 + 4−
√
9
4
− λ
)
P
−
√
9
4
−λ
− 3
2
+
√
M2+4
(−α−1) = 0 when c ∈ R,
P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1) = 0 when c =∞,
and the corresponding eigenfunctions are given by :
(IV.2) w(ρ;λ) = γ(sinh ρ)−
3
2P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(cosh ρ), γ ∈ C.
For c =M = 0, we have
(IV.3) σp(L0) = {0}.
For c =∞, we have
∀α ∈]− 1, 0[, σp(L∞) ∩
]
−∞, 5
4
[
= ∅,
∀λ ∈
[
5
4
,
9
4
[
, ∀M ≥ 0, ∃! α ∈]− 1, 0[, λ ∈ σp(L∞).
Proof. It will be very convenient to use the Liouville normal form of operator L. We replace ρ
by a new space variable y defined by
y := log
(
eρ + 1
eρ − 1
)
, y0 := log
(
eρ0 + 1
eρ0 − 1
)
= log
(
1− α+√1− α2
1 + α+
√
1− α2
)
,
and we introduce a change of function :
F : u 7→ v˜, v˜(y) := (sinh ρ) 32 u(ρ), y ∈ [y0,∞[, ρ ∈]0, ρ0].
We easily check that the map F is an isometry from H onto L2(y0,∞), and an isomorphism from
H1 onto H
1(y0,∞), from H˙1 onto H10 (y0,∞), from Dmax onto H2(y0,∞). As a consequence of the
Sobolev embedding, we get asymptotics of u near ρ = 0:
(IV.4) u ∈ H1 ⇒ u(ρ) = o
(
(sinh ρ)−
3
2
)
, u ∈ Dmax ⇒ u′(ρ) = o
(
(sinh ρ)−
5
2
)
, ρ→ 0.
The main interest of this coordinate is that the self-adjoint operator Lc is unitarily equivalent
to a Schro¨dinger type operator L˜c ,
Lc = F
−1L˜cF, L˜c := − d
2
dy2
+
(
9
4
+
M2 + 154
sinh2 y
)
,
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endowed with the domain
c ∈ R, D˜c :=
{
v˜ ∈ H2(y0,∞); v˜′(y0) =
(
3
2α
− c
√
1− α2
α
)
v˜(y0)
}
, D˜∞ := H2 ∩H10 (y0,∞).
Hence the study of the spectral properties of Lc is reduced to the investigation of this Schro¨dinger
operator on the half-line with a positive short range potential, and this case is very well known. The
Weidmann theorem (see e.g. [21], Theorem 9.38) assures that σac(L˜c) = [9/4,∞[, σsc(L˜c) = ∅, and
σpp(L˜c) is a finite subset included in ]−∞, 9/4]. To determine the point spectrum, we introduce a
new coordinate x. Given a function u defined on J , we put
x := cosh ρ ∈]1,− 1
α
], v(x) := (sinh ρ)
3
2 u(ρ), ρ ∈]0, ρ0],
and we can easily check that for any λ ∈ C :
Lu = λu, ρ ∈ J ⇔ (1− x2)v′′ − 2xv′ +
(
M2 +
15
4
−
9
4 − λ
1− x2
)
v = 0, x ∈ J ′ :=]1,−α−1[,
u ∈ H ⇔ v ∈ L2
(
J ′,
1
x2 − 1dx
)
,
(IV.5)
du
dρ
(ρ0) + cu(ρ0) = 0⇔ dv
dx
(
−α−1
)
=
α√
1− α2
(
c− 3
2
√
1− α2
)
v
(
−α−1
)
.
We recognize the associated Legendre equation, hence we introduce complex parameters µ and ν
such that
(IV.6) ν(ν + 1) =M2 +
15
4
, ℜν ≥ 3
2
, µ2 =
9
4
− λ, ℜµ ≥ 0.
We know that for ℜµ ≥ 0, ℜν ≥ −12 , two independent solutions, which are real valued when µ
and ν are real, are the first kind and second kind Legendre functions P−µν and Qµν . Hence we can
calculate the expression of v, given v(x∗) and v′(x∗) for some x∗ ∈]1,−α−1], by using the Wronskian
formula (14.2.8) of [17] :
v(x) = Γ(µ+ ν + 1)(x2∗ − 1)
{[
Qµν (x∗)v
′(x∗)− (Qµν )′ (x∗)v(x∗)
]
P−µν (x)
+
[(
P−µν
)′
(x∗)v(x∗)− P−µν (x∗)v′(x∗)
]
Qµν (x)
}
.
(IV.7)
We recall that, for ℜµ ≥ 0, ℜν ≥ 0, the asymptotic behaviours as x tends to 1 are given by (see
formula (14.3.9), (14.8.9), (14.8.11) and the formula of connection (14.9.15) in [17]) :
(IV.8) P−µν (x) =
(
x− 1
x+ 1
)µ
2
[
1
Γ(1 + µ)
+O(1− x)
]
,
(IV.9) Qµν (x) ∼
Γ(µ)
2Γ(µ+ ν + 1)
(
2
x− 1
)µ
2
, ℜµ > 0,
Qµν (x) =
π
2 sin(µπ)
[(
x− 1
x+ 1
)−µ
2 1
Γ(1− µ)Γ(ν + µ+ 1)
−
(
x− 1
x+ 1
)µ
2 1
Γ(1 + µ)Γ(ν − µ+ 1)
]
+O(x− 1), ℜµ = 0, µ 6= 0,
(IV.10)
Q0ν(x) = −
1
2Γ(ν + 1)
log(x− 1) +O(1).
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Hence we conclude that ϕ ∈ H if and only if ℜµ > 0 and{
v(x) = Γ(µ+ ν + 1)(x2∗ − 1)
[
Qµν (x∗)v′(x∗)− (Qµν )′ (x∗)v(x∗)
]
P−µν (x),
(P−µν )
′
(x∗)v(x∗) = P−µν (x∗)v′(x∗).
We deduce that λ ∈ R is an eigenvalue of Lc iff λ < 9/4 and, when c ∈ R,
(IV.11)
(
P
−
√
9
4
−λ
− 1
2
+
√
M2+4
)′
(−α−1) = α√
1− α2
(
c− 3
2
√
1− α2
)
P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1),
(IV.12) Q
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1) α√
1− α2
(
c− 3
2
√
1− α2
)
−
(
Q
√
9
4
−λ
− 1
2
+
√
M2+4
)′
(−α−1) 6= 0,
and when c =∞,
(IV.13) P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1) = 0,
(IV.14) Q
√
9
4
−λ
− 1
2
+
√
M2+4
(−α−1) 6= 0.
To end the proof of the characterization (IV.1), we remark that the Wronskian formula (14.2.8) of
[17] assures that (IV.11) implies (IV.12) and (IV.13) implies (IV.14), and we transform expression
(IV.11) using the recurrence relation ((14.10.5) in [17]),
(
P−µν (cosh ρ)
)′
= − 1
sinh2 ρ
(
(ν − µ)P−µν−1(cosh ρ)− ν cosh ρP−µν (cosh ρ)
)
.
Now when c =M = 0 the transcendent equation is simply (3/2−√9/4 − λ)P−√9/4−λ−7/2 (−α−1) = 0.
We know that the function x 7→ P−
√
9/4−λ
−7/2 (−α−1)(x) has no zero in (1,∞) when λ ∈ [0, 9/4[ since
−7/2 < −√9/4− λ < 0 (see 14.16 in [17]), thus we conclude that 0 is the unique eigenvalue of
L0. Finally for c =∞, L∞ is a non negative operator, hence we have to look for the eigenvalues in
[0, 9/4[. We recall that since −
√
9
4 − λ ≤ −12 +
√
M2 + 4 for all λ ∈ [0, 9/4[, M ≥ 0, the equation
P
−
√
9
4
−λ
− 1
2
+
√
M2+4
(x) = 0 has no zero in ]1,∞[ if the integer part of −
√
9
4 − λ is even, and a unique zero
when the integer part of −
√
9
4 − λ is odd. That achieves the proof.
Q.E.D.
We now construct the spectral representation of Lc. If its point spectrum is not empty, we
introduce the normalized eigenfunction w(ρ;λj) ∈ H associated with a eigenvalue λj ∈ σp(Lc),
satisfying Lw(.;λj) = λjw(.;λj), ∂ρw(ρ0) = cw(ρ0),
(IV.15) w(ρ;λj) :=
∥∥∥∥∥P−
√
9
4
−λj
− 1
2
+
√
M2+4
∥∥∥∥∥
−1
L2
(
J ′, dx
x2−1
) (sinh ρ)− 32P−√ 94−λj− 1
2
+
√
M2+4
(cosh ρ).
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For all m > 32 we introduce the following generalized eigenfunction, solution of Lw = m
2w,
∂ρw(ρ0) = cw(ρ0) when c ∈ R :
w(ρ;m2) :=
√
2m
π
(4m2 − 9) 14Γ
(
1
2
+
√
M2 + 4− i
√
m2 − 9
4
)
(sinh ρ)−
3
2
∣∣∣∣∣
(
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)
∣∣∣∣∣
−1
{[(
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)
]
Q
−i
√
m2− 9
4
− 1
2
+
√
M2+4
(cosh ρ)
−
[(
Q
−i
√
m2− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
Q
−i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)
]
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(cosh ρ)
}
,
(IV.16)
and when c =∞ :
w(ρ;m2) :=
√
2m
π
(
4m2 − 9
) 1
4 Γ
(
1
2
+
√
M2 + 4− i
√
m2 − 9
4
)
(sinh ρ)−
3
2
∣∣∣∣∣P i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)
∣∣∣∣∣
−1
{
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)Q−i
√
m2− 9
4
− 1
2
+
√
M2+4
(cosh ρ)−Q−i
√
m2− 9
4
− 1
2
+
√
M2+4
(−α−1)P i
√
m2− 9
4
− 1
2
+
√
M2+4
(cosh ρ)
}
.
(IV.17)
Proposition IV.2. For any u ∈ H, we put
(IV.18) Cj(u) := 〈u;w(.;λj)〉H , Πpu :=
∑
λj∈σp(Lc)
Cj(u)w(.;λj), Πacu := u−Πpu.
The functions w(ρ;m) are well defined continuous fonctions on ]0, ρ0]ρ×]32 ,∞[m and the following
limit exist,
(IV.19) u ∈ H, S (Πacu) (m) := lim
ǫ→0+
∫ ρ0
ǫ
Πacu(ρ)w(ρ;m
2) sinh2(ρ) dρ in L2
(
3
2
,∞
)
,
(IV.20) uˆ ∈ L2
(
3
2
,∞
)
, Suˆ(ρ) := lim
R→∞
∫ R
3
2
uˆ(m)w(ρ;m2)dm in H,
and we have :
(IV.21) u ∈ H, SSΠacu = Πacu.
Moreover, the map u 7−→ ((Cj(u))j , S (Πacu)), is an isomorphism from H onto C|σp(Lc)|×L2
(
3
2 ,∞
)
satisfying
(IV.22) u ∈ Dc ⇒ Cj(Lcu) = λjCj(u), S (ΠacLcu) = m2S (Πacu) ,
(IV.23) u(ρ) =
∑
λj∈σp(Lc)
Cj(u)w(ρ;λj) + lim
R→∞
∫ R
3
2
S (Πacu) (m)w(ρ;m
2)dm in H,
(IV.24)
∫ ρ0
0
| u(ρ) |2 sinh2(ρ)dρ =
∑
λj∈σp(Lc)
| Cj(u) |2 +
∫ ∞
3
2
| S (Πacu) (m) |2 dm.
22 Alain Bachelot
Proof. All the statements are well known. We only have to construct the spectral representation
of L˜c with the analytic form involving the special functions. We use the following way (see [19],
Theorem 7.4). We omit the details of the long computations, tedious but elementary. Given λ > 94 ,
we first determine a normalized upper solution ϕ(λ; y) of L˜ϕ = λϕ that is defined by
ϕ(λ; y) = limǫ→0+ϕ(λ+ iǫ; y) in L
2
loc(y0,∞),
where
∀ǫ > 0, ϕ(λ+ iǫ; .) ∈ L2(y0,∞), L˜ϕ(λ+ iǫ, .) = (λ+ iǫ)ϕ(λ + iǫ; .).
From the asymptotic behaviours of the Legendre functions, we find
ϕ(λ; y) = AP
i
√
λ− 9
4
− 1
2
+
√
M2+4
(coth y), A ∈ C.
Moreover ϕ(λ; .) has to satisfy
(IV.25) ϕ(λ; y)∂yϕ(λ; y)− ϕ(λ; y)∂yϕ(λ; y) = −i.
Since this wronskian does not depend on y, we make y →∞ and the asymptotics of the Legendre
functions at 1+ allow to determine the constant of normalization A. We get
A = (4λ − 9)− 14 .
We note that (IV.25) implies that the real part and the imaginay part of ϕ are linearly independent.
As a consequence these real solutions cannot satisfy together the boundary condition at y0 = 0.
We deduce that for all m > 32 , c ∈ R, we have
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(
− 1
α
)
6= 0,
(
P
i
√
m2− 9
4
− 1
2
+
√
M2+4
)′ (
− 1
α
)
+
(
3
2
√
1− α2 − c
)
α√
1− α2P
i
√
m2− 9
4
− 1
2
+
√
M2+4
(
− 1
α
)
6= 0,
hence w(ρ;m2) is well defined as a continuous function on ]3/2,∞[m×]0, ρ0[ρ.
Now we compute the real valued solution v˜(λ; y) of L˜v˜ = λv˜ satisfying the boundary condition
v˜′(λ; y0) =
(
3
2α − c
√
1−α2
α
)
v˜(λ; y0) and normalized to have the spectral amplitude 2 |v˜∂yϕ− ϕ∂y v˜| =
1. Since v˜(λ; y) = v(λ;x), we use expression (IV.7) with x∗ = −α−1 to get v˜ when c ∈ R :
v(λ;x) =
1
2
(4λ− 9) 14Γ
(
1
2
+
√
M2 + 4− i
√
λ− 9
4
)
∣∣∣∣∣
(
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)
∣∣∣∣∣
−1
{[(
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)
]
Q
−i
√
λ− 9
4
− 1
2
+
√
M2+4
(x)
−
[(
Q
−i
√
λ− 9
4
− 1
2
+
√
M2+4
)′
(−α−1)− α√
1− α2
(
c− 3
2
√
1− α2
)
Q
−i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)
]
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
(x)
}
,
and when c =∞ :
v(λ;x) =
1
2
(4λ− 9) 14Γ
(
1
2
+
√
M2 + 4− i
√
λ− 9
4
) ∣∣∣∣∣P i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)
∣∣∣∣∣
−1
{
P
i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)Q−i
√
λ− 9
4
− 1
2
+
√
M2+4
(x)−Q−i
√
λ− 9
4
− 1
2
+
√
M2+4
(−α−1)P i
√
λ− 9
4
− 1
2
+
√
M2+4
(x)
}
.
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If we define for f˜ ∈ L2(y0,∞), Cj(f˜) :=< f˜ ; u˜j >L2 , Πacf˜ := f −
∑
λj∈σ(Lc) Cj(f˜)u˜j with
u˜j(y) := w(ρ;λj) given by (IV.15), the spectral theorem assures that the following limit exists,
S
(
Πacf˜
)
(m) :=
√
2
π
lim
R→∞
∫ R
y0
Πacf˜(y)V˜ (m; y)dy in L
2
(
3
2
,∞
)
, V˜ (m; y) := 2
√
m
π
v˜(m2; y),
and we have
Πacf˜(y) =
√
2
π
lim
R→∞
∫ R
3
2
S
(
Πacf˜
)
(m)V˜ (m; y)dm in L2(y0,∞),
and the map f˜ 7−→
(
(Cj)j , S
(
Πacf˜
))
, is an isometry from L2(y0,∞) onto C|σp(Lc)| × L2
(
3
2 ,∞
)
.
Finally we put w(ρ;m2) :=
√
2/π (sinh ρ)−
3
2 V˜
(
m; y = log
(
eρ+1
eρ−1
))
, and we obtain formulas
(IV.16), (IV.17) and the spectral representation of Lc.
Q.E.D.
We deduce a useful estimate of the norm of the Hilbert space H1 defined by (II.11).
Corollary IV.3. If u ∈ H1 the limit (IV.23) holds in H1, moreover there exists A,C > 0, inde-
pendent of u, such that
(IV.26) C−1‖u‖2H1 ≤
∑
λj∈σp(Lc)
(A+ λj) | Cj(u) |2 +
∫ ∞
3
2
(A+m2) | S (Πacu) (m) |2 dm ≤ C‖u‖2H1 .
Proof. It is sufficient to establish (IV.26) for u ∈ Dc, and this formula follows from (II.19) and
(IV.24). Then the convergence of (IV.23) in H1 is a straight consequence since∥∥∥∥∥u−
∫ R
3
2
S (Πacu) (m)w(ρ;m
2)dm
∥∥∥∥∥
2
H1
≤ C
∫ ∞
R
(A+m2) | S (Πacu) (m) |2 dm −→
R→∞
0.
Q.E.D.
The main result of this section is the following theorem that states the existence of Kaluza-Klein
towers :
Theorem IV.4. For any c ∈ R ∪ {∞}, the finite energy solutions u of (I.3) and (I.4) can be
expressed as
(IV.27) u(τ,x, ρ) =
∑
λj∈σp(Lc)
uλj(τ,x)w(ρ;λj) + lim
R→∞
∫ R
3
2
um2(τ,x)w(ρ;m
2)dm in C0
(
Rτ ;X
1
)
,
(IV.28)
∂τu(τ,x, ρ) =
∑
λj∈σp(Lc)
∂τuλj (τ,x)w(ρ;λj) + lim
R→∞
∫ R
3
2
∂τum2(τ,x)w(ρ;m
2)dm in C0
(
Rτ ;X
0
)
,
where w is defined by (IV.16), (IV.17), uλj and um2 are given by (IV.34) below, and
(IV.29) uλj ∈ C0
(
Rτ ;H
1
(
R
3
x
))
∩C1
(
Rτ ;L
2
(
R
3
x
))
,
and for any T > 0
(IV.30) um2 ∈ L2
(]
3
2
,∞
[
m
;C0
(
[−T, T ]τ ;H1
(
R
3
x
))
∩C1
(
[−T, T ]τ ;L2
(
R
3
x
)))
,
(IV.31) mum2 ∈ L2
(]
3
2
,∞
[
m
;C0
(
[−T, T ]τ ;L2
(
R
3
x
)))
.
Moreover, uλj (τ,x)w(ρ;λj) and for almost all m, um2(τ,x)w(ρ;m
2) are solutions of (I.3) and (I.4),
and uκ is solution of the Klein-Gordon equation (III.1) in the Steady State space-time dS
4
1
2
.
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We have
(IV.32)∫ ∞
3
2
∫
R3
| ∂τum2(τ,x) |2 + | ∇xum2(τ,x) |2 +m2 | um2(τ,x) |2 dxdm . ‖u(τ)‖2X1 + ‖∂τu(τ)‖2X0 ,
and the energy (II.3) of u is the sum of the energy (III.5) of modes uκ :
(IV.33) E(u, τ) =
∑
λj∈σp(Lc)
Eλj(uλj , τ) +
∫ ∞
3
2
Em2(um2 , τ)dm.
Proof. Given a finite energy solution u, for all τ ∈ R, and almost all x ∈ R3, the map ρ 7→
u(τ,x, ρ) belongs to H1, and the map ρ 7→ ∂τu(τ,x, ρ) belongs to H. Hence with the notations of
(IV.18), (IV.19), (IV.20), we introduce
(IV.34) uλj (τ,x) := Cj(u(τ,x, .)), um2(τ,x) := S (Πacu(τ,x, .)) (m).
It is clear by (IV.24) and (IV.26) that u 7→ (uλj , um2) is continuous from C0
(
Rτ ;X
1
)∩C1 (Rτ ;X0)
to C0(Rτ ;H
1(R3
x
)) ∩ C1(Rτ ;L2(R3x))×Θ where
Θ :=
{
v; v, ∂τv, ∇xv, mv ∈ C0
(
Rτ ;L
2
(
]3/2,∞[m×R3x
))}
.
Hence Corollary IV.3 and (IV.23) assure that for all fixed τ the limits (IV.27) and (IV.28) hold
respectively in X1 and in X0. Moreover (IV.24) and (IV.26) imply that
‖
∫ M
3
2
(um2(τ)− um2(σ))w(m2)dm‖X1 + ‖
∫ M
3
2
(∂τum2(τ)− ∂τum2(σ))w(m2)dm‖X0
≤ C (‖u(τ)− u(σ)‖X1 + ‖∂τu(τ)− ∂τu(σ)‖X0)
therefore
∫R
3
2
um2(τ,x)w(ρ;m
2)dm and
∫R
3
2
∂τum2(τ,x)w(ρ;m
2)dm are equicontinuous families of
functions in C0
(
Rτ ;X
1
)
and C0
(
Rτ ;X
0
)
respectively. We conclude that they are converging in
these spaces.
The estimate (IV.32) follows from (IV.24) and (IV.26). Now it is sufficient to prove (IV.33) for
the dense subset of the strong solutions that are in C0(Rτ ;X
2
c ). Since X
2
c ⊂ L2(R3x;Dc) we can
write
E(u, τ) =
∫
R3
‖∂τu(τ,x, .)‖2H + e−2τ‖∇xu(τ,x, .)‖2H + 〈Lcu(τ,x, .);u(τ,x, .)〉H dx
and (IV.33) follows from (IV.22) and (IV.24). By the same argument of density, it is sufficient
to prove that uλj is solution of the Klein-Gordon equation in the steady state universes in the
case of a strong solution u. We take a test function Φ ∈ C∞0 (Rτ × R3x) and we choose a sequence
wn(ρ;λj) ∈ C∞0 (]0, ρ0[) that tends to w(ρ;λj) in H as n → ∞. Denoting <;>x the bracket of
distributions with respect to the x-variable, we write〈
(∂2τ + 3∂τ − e−2τ∆x)uλj ; Φ
〉
τ,x
=
〈
uλj ; (∂
2
τ − 3∂τ − e−2τ∆x)Φ
〉
τ,x
=
∫
u(τ,x, ρ)w(ρ;λj )(∂
2
τ − 3∂τ − e−2τ∆x)Φ(τ,x) sinh2(ρ)dτdxdρ
= lim
n
〈
(∂2τ + 3∂τ − e−2τ∆x)u; Φ⊗ wn
〉
τ,x,ρ
= lim
n
〈−Lu; Φ⊗ wn〉τ,x,ρ
=
∫
〈−Lcu(τ,x, .);w(.;λj )〉H Φ(τ,x)dτdx
= −λj
〈
uλj ; Φ
〉
τ,x
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hence we deduce that (r∂2τ +3∂τ − e−2τ∆x + λj)uλj = 0. Now we prove that um2 is solution of the
equation
(IV.35) (∂2τ + 3∂τ − e−2τ∆x +m2)ϕ = 0 in D′(Rτ × R3x×]3/2,∞[m).
We take Ψ ∈ C∞0 (Rτ × R3x×]3/2,∞[m), and we compute〈
(∂2τ + 3∂τ − e−2τ∆x)um2 ; Ψ
〉
τ,x,m
=
〈
um2 ; (∂
2
τ − 3∂τ − e−2τ∆x)Ψ
〉
τ,x,m
=
∫ [∫ ρ0
0
Πacu(τ,x, ρ)(∂
2
τ − 3∂τ − e−2τ∆x)SΨ(τ,x, ρ) sinh2(ρ)dρ
]
dτdx
=
∫ ρ0
0
[∫
Πac(∂
2
τ + 3∂τ − e−2τ∆x)u(τ,x, ρ)SΨ(τ,x, ρ)dτdx
]
dρ
= −
∫ [∫ ρ0
0
Πacu(τ,x, ρ)LcSΨ(τ,x, ρ) sinh
2(ρ)dρ
]
dτdx
= −
∫
m2um2(τ,x)Ψ(τ,x,m)dτdxdm,
thus (IV.35) is established. Now the Cauchy problem for this equation is well posed in Θ. The
uniqueness follows from the energy estimate
(IV.36)∫ ∞
3
2
Em2(ϕ(.,m), τ)dm =
∫ ∞
3
2
Em2(ϕ(.,m), τ∗)dm− 2
∫ τ
τ∗
∫
R3
∫ ∞
3
2
3 | ∂τϕ |2 +e−2τ | ∇xϕ |2 dxdmdσ
that is easily get by integration by parts when
(IV.37)

ϕ ∈ C1
(
Rτ ;L
2
(
]3/2,∞[m;H1(R3x)
))
∩ C2
(
Rτ ;L
2
(
]3/2,∞[m;L2(R3x)
))
,
mϕ ∈ C1
(
Rτ ;L
2
(
]3/2,∞[m;L2(R3x)
))
.
In the general case where ϕ ∈ Θ, we introduce ϕǫ,M(τ,x,m)) = 1[ 3
2
,M ](m)
∫
θǫ(x− y)ϕ(τ,y,m)dy
where θǫ is a mollifiers sequence in R
3. It is clear that ϕǫ,M (τ,x,m)) is a solution of (IV.35) that
tends to ϕ in Θ as ǫ→ 0,M →∞, and satisfies (IV.37). Therefore we get (IV.36) and the Gronwall
lemma shows that ϕ = 0 if ϕ(τ∗, .) = ∂τϕ(τ∗, .) = 0. Now given τ∗, for all almost m ≥ 3/2, we
have um2(τ∗, .) ∈ H1(R3), ∂τum2(τ∗, .) ∈ L2(R3), hence we can apply the Theorem III.1 and we get
vm2 ∈ C0(Rτ ;H1(R3))∩C1(Rτ ;L2(R3)) solution of (III.1), (III.3) with κ = m2, vm2(τ∗) = um2(τ∗),
∂τvm2(τ∗) = ∂τum2(τ∗). The energy estimate (III.5) implies that
mvm2 ∈ L2
(
]3/2,∞[m;C0(Rτ ;L2(R3))
)
,
vm2 ∈ L2
(
]3/2,∞[m;C0(Rτ ;H1(R3)) ∩ C1(Rτ ;L2(R3))
)
and since this space is included in Θ, the uniqueness assures that um2 = vm2 , hence (IV.30) and
(IV.31) are proved.
Q.E.D.
V. Gravitational Waves
In this section we consider the very important case of the gravitational waves that are described
by equation (I.1) with M = 0 and the boundary condition on the De Sitter brane is of Neumann
type, i.e. (I.2) with c = 0. The crucial point is the existence of the sector of the massless graviton
that is just the set of the solutions
uϕ(t,x, z) := ϕ
(
−1
2
log
(
t2 − z2
)
,x
)
,
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where ϕ = ϕ(τ,x) is any solution of the massless wave equation in the Steady State space-time
dS41
2
, (
∂2τ + 3∂τ − e−2τ∆x
)
ϕ = 0, τ ∈ R, x ∈ R3.
The graviton uϕ is solution of the massless wave equation on AdS
5,
(
∂2t −∆x − ∂2z + 3z∂z
)
uϕ = 0
in O = Ω×R3
x
, Ω := {(t, z); t < −z < 0}, and satisfies the Neumann condition α∂tuϕ+∂zuϕ = 0 on
z = αt, t < 0, for any α ∈]− 1, 0[. In the τ, ρ coordinates, it is just a solution independent of ρ, i.e.
uϕ(τ,x, ρ) = ϕ(τ,x) (by abuse of notation we write uϕ(τ,x, ρ) := uϕ(t,x, z)). When ϕ is a finite
energy solution, i.e. ϕ ∈ C0 (Rτ ;H1(R3x))∩C1 (Rτ ;L2(R3x)), then uϕ ∈ C0 (Rτ ;X1)∩C1(Rτ ;X0)∩
D′ (Rτ × R3x;Dc). Moreover, we have uϕ ∈ C0 (Ω;H1(R3x)), ∇t,x,zuϕ ∈ C0 (Ω;L2(R3x)). It is
interesting to investigate the behaviour of this graviton along the De Sitter brane B as t → 0− ,
and when we approach its Cauchy horizon N . We introduce
γ :=
√
2
sinh ρ0 cosh ρ0 − ρ0 .
Proposition V.1. For any finite energy massless graviton uϕ, there exists φ ∈ H2(R3x) such that
when e−2τ = t2 − z2 → 0 with t < −z < 0, we have :
γ‖uϕ(τ, .) − φ(.)‖X1 = ‖uϕ(t, ., z) − φ‖H1(R3
x
) → 0,
γ
∥∥∥e2τ∂τuϕ(τ, .) −∆φ∥∥∥
X0
=
∥∥∥∥1t ∂tuϕ(t, ., z) + ∆φ
∥∥∥∥
L2(R3
x
)
=
∥∥∥∥1z ∂zuϕ(t, ., z) −∆φ
∥∥∥∥
L2(R3
x
)
→ 0,∥∥∥∥ 1z − t (∂t + ∂z)uϕ(t, ., z) −∆φ
∥∥∥∥
L2(R3
x
)
→ 0,∥∥∥∥ 1z + t (∂t − ∂z)uϕ(t, ., z) + ∆φ
∥∥∥∥
L2(R3
x
)
→ 0,
and the Fourier transform of φ is given by
(V.1) φˆ(ξ) =
√
π
2
| ξ |− 12
{
J 1
2
(| ξ |)ϕˆ(0, ξ) + J 3
2
(| ξ |) | ξ |−1 ∂τ ϕˆ(0, ξ)
}
.
Proof. It is a direct application of the theorem III.1 and the formula (III.10). Since uϕ(t,x, z) =
uϕ(τ,x, ρ) = ϕ(τ,x) with τ = −12 ln(t2 − z2), we have
1
z
∂zuϕ(t,x, z) = −1
t
∂tuϕ(t,x, z) = e
2τ∂τϕ(τ,x),
and the asymptotics follow from (III.9). The expression of φˆ is given by the formula (III.10) with
τ∗ = 0.
Q.E.D.
The main result of this part states that the usual De Sitter gravity is recovered on the brane : the
leading term of any gravitational fluctuation in the AdS bulkM is a massless graviton propagating
on the brane. In this sense, we may conclude that a De Sitter brane in an Anti-de Sitter bulk is
linearly stable.
Theorem V.2. We assume M = 0, c = 0. Then given u0 ∈ X1, u1 ∈ X0, there exists a solution
ϕ ∈ C0 (Rτ ;H1(R3x)) ∩ C1 (Rτ ;L2(R3x)) of the massless wave equation (I.5) in the Steady State
Universe dS41
2
such that the solution u ∈ C1 (Rτ ;X0) ∩ C0 (Rτ ;X1) ∩ D′ (Rτ × R3x;Dc) of (I.3),
(I.4) and (II.1), satisfies
(V.2) ‖(u− uϕ)(τ)‖X1 + ‖∂τu(τ)‖X0 −→ 0, τ → +∞,
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(V.3)
∥∥∥∥(∂τ + 32
)
(u− uϕ)(τ)
∥∥∥∥
X0
= O(e−
3
2
τ ).
The initial data of ϕ are given by
(V.4)
ϕ(τ∗,x) = γ2
∫ ρ0
0
u0(x, ρ) sinh
2 ρdρ ∈ H1(R3
x
), ∂τϕ(τ∗,x) = γ2
∫ ρ0
0
u1(x, ρ) sinh
2 ρdρ ∈ L2(R3
x
).
Proof of Theorem V.2.
By (IV.2) and (IV.3) we know that the point spectrum of L0 is {0} and a normalized eigenfunction
is the constant function w(ρ; 0) = γ. Theorem IV.4 assures that
u(τ,x, ρ) = uϕ(τ,x, ρ) + lim
R→∞
∫ R
3
2
um2(τ,x)w(ρ;m
2)dm in C0
(
Rτ ;X
1
)
∩ C1
(
Rτ ;X
0
)
,
where uϕ(τ,x, ρ) = ϕ(τ,x) solution of (I.5) with the initial data (V.4). We also have
‖(u− uϕ)(τ,x, .)‖2H =
∫ ∞
3
2
| um2(τ,x) |2 dm, ‖∇τ,x(u− uϕ)(τ,x, .)‖2H =
∫ ∞
3
2
| ∇τ,xum2(τ,x) |2 dm,
and by (IV.26) we also have
‖(u− uϕ)(τ,x, .)‖2H1 ≤ C
∫ ∞
3
2
m2 | um2(τ,x) |2 dm.
Then we deduce from the Fubini theorem that
‖(u− uϕ)(τ)‖2X1 +‖∂τ (u− uϕ)(τ)‖2X0 ≤ C
∫ ∞
3
2
‖∂τum2(τ)‖2L2 +‖∇xum2(τ)‖2L2 +m2‖um2(τ)‖2L2dm.
From the Theorem III.1 we know that for any m > 32 , the integrand of this integral tends to zero
as τ →∞ and is bounded uniformly with respect to τ > τ∗ by
e3|τ∗|
(
‖∂τum2(τ∗)‖2L2 + ‖∇xum2(τ∗)‖2L2 +m2‖um2(τ∗)‖2L2
)
which belongs to L1(3/2,∞) by (IV.32). We conclude by the dominated convergence theorem that
‖(u− uϕ)(τ)‖X1 + ‖∂τ (u− uϕ)(τ)‖X0 tends to 0 as τ → +∞. Since ‖∂τuϕ(τ)‖X0 = O(e−2τ ) by
(III.9), (V.2) is satisfied. Finally (V.3) is a direct consequence of (III.6) and (IV.32).
Q.E.D.
We end this work by investigating the gravitational fluctuations beyond the Cauchy horizon N .
We obviously have to add some constraint when z > −t. Roughly speaking, we suppose that there
is no field incoming from the past null infinity, i.e. u(t,x, z) → 0 as t → −∞, z + t = Cst. > 0.
More precisely we consider initial data u0, u1 ∈ C∞0
(
R
3
x
× (ǫ, ρ0)ρ
)
, 0 < ǫ < ρ0 and u(τ,x, ρ) the
solution of (I.3), (I.4) and (II.1) in M with M = c = 0. We define a Cauchy hypersurface Σ∗ in a
domain M˜ larger than M (see Figure 3) :
M˜ :=
{
(t,x, z) ∈ R× R3×]0,∞[; max(αt, t) < z
}
,
Σ∗ :=
(
{τ∗} ×R3x × [ǫ, ρ0[ρ
)
∪
({
t = −cosh ǫ
sinh ǫ
e−τ∗
}
× R3
x
× [ 1
sinh ǫ
e−τ∗ ,∞[z
)
,
It is clear that Σ∗ is a Cauchy hypersurface of M˜ that is globally hyperbolic and its timelike
boundary is the De Sitter brane B. We define u˜j = uj on {τ∗} × R3x × [ǫ, ρ0[ρ and u˜j = 0 on{
t = − cosh ǫsinh ǫ e−τ∗
}
×R3
x
× [ 1sinh ǫe−τ∗ ,∞[z. By the standard results on the hyperbolic mixed problem
(see e.g. [24]), there exists u˜ ∈ C∞(M˜∪B) solution of
(
∂2t −∆x − ∂2z + 3z∂z
)
u˜ = 0 in M˜, satisfying
the Neumann condition α∂tu˜ + ∂zu˜ = 0 on B, and the Cauchy condition u˜ = u˜0 on Σ∗, ∂τ u˜ = u˜1
on {τ∗} × R3x × [ǫ, ρ0[ρ and ∂tu˜ = 0 on
{
t = − cosh ǫsinh ǫ e−τ∗
}
× R3
x
× [ 1sinh ǫe−τ∗ ,∞[z . u˜ is supported
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z
t
t = z = 0
t =
z
N
Σ∗
Oτ
Sτ
B
Γ
τ
Figure 3. The solution is supported in the grey zone.
in
{
(t,x, z) ∈ R× R3×]0,∞[; max(αt, t) ≤ z ≤ 1sinh ǫe−τ∗ +
∣∣∣t+ cosh ǫsinh ǫ e−τ∗ ∣∣∣} and we obviously have
u˜(t,x, z) = u(τ,x, ρ) in M. We study the energy on the hypersurface t = Cst.
Theorem V.3. We assume that φ defined by (V.1) and (V.4) is non zero. Then we have∫ ∞
αt
∫
R3
| ∇t,x,zu˜(t,x, z) |2 z−3dxdz & 1
t2
, t→ 0−.
Proof of Theorem V.3. Since
(
∂2t −∆x − ∂2z + 3z∂z
)
u˜ = 0 in M˜, we have
∇t,x,z.
(
z−3 | ∇t,x,zu˜ |2,−2z−3∂tu˜∇x,zu˜
)
= 0 in M˜.
We integrate this divergence in the domain
Oτ :=
{
(t,x, z) ∈ R− × R3 ×
[
− α√
1− α2 e
−τ ,∞
[
; −
√
e−2τ + z2 < t < − e
−τ
√
1− α2
}
.
of which the boundary is Γτ ∪ Sτ defined by :
Γτ := {τ} × R3x×]0, ρ0[=
{
(t,x, z) ∈ R− × R3
x
×
[
− α√
1− α2 e
−τ ,∞
[
; t2 − z2 = e−2τ
}
,
Sτ :=
{
t = − e
−τ
√
1− α2
}
×R3
x
×
[
− α√
1− α2 e
−τ ,∞
[
z
.
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We get by the Ostrogradski theorem :
E
(
u˜, t = − e
−τ
√
1− α2
)
:=
∫ ∞
αt
∫
R3
| ∇t,x,zu˜(t,x, z) |2 z−3dxdz
=−
∫
Γτ
(
t | ∇t,x,zu |2 +2∂tu∂zu
) z−3√
t2 + z2
dΓτ
≥
∫
Γτ
| t || ∇xu |2 z
−3
√
t2 + z2
dΓτ =: Ep(u, τ),
then we return to the τ, ρ coordinates :
Ep(u, τ) =
∫ ∞
αe−τ√
1−α2
∫
R3
∣∣∣∇xu (t = −√z2 + e−2τ ,x, z)∣∣∣2 z−3dxdz
= e2τ
∫ ρ0
0
∫
R3
| ∇xu(τ,x, ρ) |2 sinh ρ cosh ρdxdρ
≥ e2τ‖∇xu(τ, .)‖2X0 .
We deduce from Proposition V.1 and Theorem V.2 that
e2τ‖∇xu(τ, .)‖2X0 & e2τ‖∇xuϕ(τ, .)‖2X0
& e2τ‖∇xφ‖2X0
& t−2‖∇xφ‖2L2(R3).
That achieves the proof of the Theorem.
Q.E.D.
We conclude that the energy of u˜(t = 0, .) is infinite, hence the finite energy spaces used in [3]
cannot be used if we want to continue the solution in [0,∞[t×R3x×]0,∞[z . Beyond the Cauchy
horizon
{
(t,x, z) ∈ R+ × R3 × R+, t = z}, it would be natural to consider a boundary constraint
on the time-like conformal infinity z = 0 in the new functional frameworks introduced in [4] or [26].
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