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Abstract
When waves propagate through a medium with small irregularities of the size of the
order of many wavelengths, a number of interesting phenomena may happen such as
wave localization and large sensitivity of the wave field behavior with respect to the
medium irregularity variation. These phenomena occur due to the interaction of the
incident wave field with the medium small irregularities, and open the possibility of
designing the system irregularity to achieve a desired vibratory response. This has a
variety of engineering applications, such as the the design of the sea bottom of coastal
areas to provide protection against the incoming swells, or the design of the material
and geometrical properties of the cross section of pipelines, risers and mooring lines
such that vibration transmission is minimized.
The objective of this thesis is to understand how to tune the medium small irregu-
larity such that the interaction of the incident wave field with the medium irregularity
generates a desired reflected wave field. A particular design problem of interest is the
prediction of the minimum amount of changes in the medium irregularity needed
to minimize wave transmission to a desired level for a given range of frequencies of
interest.
As a model problem, we considered disordered chains of repetitive systems with the
size of the order of many wavelengths of the incident wave. We applied an asymptotic
theory for wave propagation along the non-uniform chain. For weak coupling between
subsystems, the asymptotic theory predicted new results, such as exponential small
transmission due to wave tunneling and explained localization phenomena as a turning
point problem. For strong coupling, the asymptotic theory provided fundamental
understanding of the effects of the irregularity on wave propagation.
Pipelines and risers can be modeled as slender beams under tensile force. To
describe well the effects of small irregularity in beams vibration, we derived asymp-
totically a simpler governing equation for the vibration problem. This new equation is
asymptotic with respect to the beam irregularity steepness, but under the restriction
of constant product of the flexural rigidity by the mass per unit length and constant
tensile force, this new equation is an exact equation for the beam vibration and has
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A -w ,
a Helmholtz-like form. Inverse scattering methods for the Helmholtz-like equations
can be applied to design the beam non-uniformity such that desired wave scattering
properties are achieved. We also constructed a high order asymptotic solution for
the scattering of mono-chromatic waves by the irregularity in slender beams. The
asymptotic method used is the WKB method, which is basically a wave refraction
theory, but we improved it such that wave reflection and wave mode conversion were
captured.
The asymptotic approach developed in the previous problems is extended and
applied to the interaction of linear surface gravity waves with a bottom topography
which varies slowly with respect to the length scale of the incident wave field. The
asymptotic theory captured wave reflection and transmission and wave mode con-
version, which leads to a more complete asymptotic representation of the wave field.
This asymptotic theory also reveals the dependence of the scattering coefficients with
respect to the bottom geometry, which is a fundamental step in the design of bottom
topographies in coastal areas to provide protection against the incoming swells.
Thesis Supervisor: Dick K. P. Yue
Title: Professor of Hydrodynamics and Ocean Engineering
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Chapter 1
Introduction
Waves generated by storms causing property damage in coastal areas is common.
Harbours also suffer with incoming waves, specially when they are an open body of
water linked to the ocean by a channel. In this case, one of the vibratory modes of
the surface of the harbor water body can resonate with the incident wave, resulting in
large wave motion inside the harbor. Rivers flowing to the sea also provide harbours
that are subjected to wave effects. Incident waves can propagate upstream through
the river, jeopardizing the harbor operation. Therefore, ways of minimizing the ac-
tion of ocean waves on coastal areas and harbours is a subject of primary societally
importance. Usual ways to protect coastal areas are very expensive and sometimes
with non-desirable collateral effects, such as negative environment impact and erosion
of adjacent areas. So, other means of coastal protection are on demand.
For coastal areas with gradually increasing water depth and channels, the bottom
may be designed to work as a wave filter, minimizing wave transmission for a desired
range of wave frequencies. This can be accomplished by tuning the bottom non-
uniformity to maximize the wave localization phenomenon effects in the interaction
of water waves with variable bottom topographies.
Localization phenomenon was initially discovered in the study of electric conduc-
tivity of disordered solids. Anderson [2] explained many of the transport properties
of disordered solids. The theory of localization deals with linear waves, described by
a Schrddinger equation, a Helmholtz equation or a similar wave equation, propagat-
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ing in a static disordered medium. The wave undergo many partial reflections and
transmissions from the scattering centers in the disordered medium and the various
transmitted and reflected waves, which have a random de-phasing, interfere with each
other. The theory of localization predicts the resulting behavior from all these inter-
ferences. The basic result is that, if the disorder is strong enough, the incident wave
will be completely reflected as it tries to propagate through the medium. The ampli-
tude of the wave disturbance along the medium shows an exponential decay, and the
rate of decay is defined as the length scale of the localization phenomenon. Since the
localization phenomenon is not specific to electrons but is a genuine wave interference
effect, several applications of localization ideas have been proposed for classical waves
propagating in one-dimensional disordered media: structural vibration (Hodges [29]
and Hodges & Woodhouse [30]), electromagnetic waves in plasma (Escande & Souil-
lard (1984)), light waves (Bouchaud & Daoud (1986) and Flesia, Johnston & Kunz
(1984)), electrical waves in a chain of random impedances (Akkermans & Maynard
(1984)).
In the context of water waves, localization phenomenon has been observed experi-
mentally by Belzons et all [3]. They considered the interaction of linear gravity waves
with a static one-dimensional random bottom. Parallel to their work, Devillard et
all [19] performed theoretical calculations for the same kind of bottom used in the
experiments in order to enable comparison between measured and predicted localiza-
tion lengths (the exponential decay rate of the wave disturbance amplitude). The two
principal experimental limitations for the observation of the localization phenomenon
were the dissipation and finite size effects which were outside the scope of the the-
oretical calculations. The localization length depends on the wave frequency and
disorder; localization could be unobservable if the localization length is too large, e.
g. much larger than the exponential decay rate due to dissipation (length scale of the
dissipation) or much larger than the size of the disordered bottom. Besides these limi-
tation, theoretical calculations in Devillard et all (1987) for the random bottoms used
in the experiment predicted a range of wave frequencies where the localization length
should be smaller than the estimated dissipation and random bottom lengths and ob-
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servable experimentally. For this range of wave frequencies, good agreement between
the experiments and the theoretical prediction was observed. In these experiments,
its size was of the same order as the localization length in the range of frequencies
were localization were observable. This resulted in fluctuations in the transmission
(reflection) coefficient which are not present in very large systems. These fluctuations
are due to the occurrence of resonances. For very large systems (order of many wave
lengths) the eigenmodes are localized, but for a finite system they are turned into
resonances. Since these resonant modes are trapped along the non-uniform medium,
the incident wave could pass by tunneling and thus transmission is enhanced for the
corresponding resonant frequency. This implies a sample-to-sample dependence of
the transmission (reflection). In other words, the system vibratory response shows a
large sensitivity with respect to the non-uniformity variation, which opens the pos-
sibility of designing the non-uniformity to achieve a desired vibratory response, like
minimizing wave transmission.
The objective of this thesis is to predict how to tune the medium non-uniformity
such that the interaction of a given incident wave field with the medium non-uniformity
generates a desired scattered wave field. A particular design problem of interest would
be to predict the minimum amount possible of changes to the non-uniformity of the
medium needed to minimize wave transmission to a desired level for a given range
of wave frequencies. We have special interest in this design problem for water waves
interacting with a variable bottom, as mentioned in the beginning of the introduction.
The key issue for the design problem related to localization phenomenon is the
system vibratory response sensitivity to disorder variation. To discuss this issue we
consider repetitive systems, which are chains of systems coupled with each other.
A simple example is a chain of pendulums. Each pendulum is coupled through a
spring with the pendulums after and before it in the chain. Thus, a chain of identical
pendulums, one of which is forced to move, will respond with vibration extending
to the whole chain. A repetitive system whose parameters deviate from a reference
value randomly or in some prescribed manner is called a disordered repetitive system.
Under certain conditions, such a disordered repetitive system exhibits localization of
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the response, i.e., the forced response decays exponentially away from the driving
point. In this situation, the normal modes are localized, i.e., the vibration is confined
to a portion of the overall system, in contrast with the modes of a perfectly uniform
system, which are extended, i.e., all parts of the system participate in the vibratory
response.
Triantafyllou and Triantafyllou [65] showed that localization in disordered repeti-
tive systems is associated with large sensitivity of both natural frequencies and natural
modes with respect to small parametric change (disorder change). By allowing the
disorder parameter to become complex, the eigenvalue equation for the system can
be seen as a complex mapping from the complex parameter space to the complex
frequency plane. They showed that frequency veering phenomena and high modal
sensitivity, which characterize localization, is in fact caused by the presence of a
branch point of this mapping in the complex parameter space. At the image of a
branch point in the complex frequency plane, a saddle point, two or more natural
frequencies coalesce. A real system, with parameters close to a branch point of the
eigenvalue equation, should have to a large or small degree a large modal sensitivity.
The closer the branch point lies to the real axis, the larger is the sensitivity of the
vibratory response of the real system. We are going to illustrate these facts through
a simple example, a two degree of freedom chain of coupled pendulums.
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Figure 1-1: A two degree of freedom chain of coupled pendulums.
Both pendulums in figure 1-1 have the same mass m and the spring has stiffness
k. g illustrated in figure 1-1 is the acceleration of gravity. The disorder in the system
is characterized by the difference in length of the pendulums. u s the length of the
first pendulum, and the length of the second pendulum is 12 = 3,where S is the
disorder parameter. Qy is the angular displacement of the j-th pendulum. We consider
the case of free vibration. The non-dimensional equations of motion in matrix form
are
(1 +ft- w 2 ) -ftz[ -ft (1 6ft~w=]{z, (1.1)
where ft = -g is denoted as the coupling parameter, z 1 = 01 and z2 = +02. The
non-dimensional frequency w is the ratio of the system vibration frequency and the
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frequency of oscillation ( g/l) for a single pendulum with length 1. The natural
frequencies are solutions of the eigenvalue equation for this system, given by the
determinant of the system matrix (equation (1.1)). The natural frequencies are
W2 = 1+ R + j i 12 62 + 4R(21/2.(1.2)
2 2
The mapping between the disorder parameter 6 and the non-dimensional frequency
given by equation (1.2) has branch points in the complex parameter space at 6 =
i2R. At these values of 6 the square root in equation (1.2) vanishes and we have a
single value for the square of the natural frequency. This means that at 6 = i2R
the natural frequencies coalesce. The sensitivity S, of the natural frequencies with
respect to disorder is
S-d I . (1.3)d6 2 2 V/624+4R2
For values of the disorder parameter close to the branch points i2R, we can write
6 = i2R + A, and the natural frequency sensitivity is
1 1 i2R + A A 1/ 2  (1.4)
22 2 /i4R + A
From equation (1.4) we already see large sensitivity of the natural frequency with
respect to the disorder variation characterized now by the parameter A. As A -+0,
the natural frequency sensitivity becomes infinite. If R < 1 the coupling is week, and
the branch points +i2R are close to the real axis in the 6 complex plane. For this case
the sensitivity of real systems (real disorder) is large since for real disorder we need
Al > 12R1, but it is still Al < 1. As the coupling increases the branch points ti2R
move away from the real axis and the minimum value of A which gives a real disorder
increases. This implies in a decrease in the natural frequency sensitivity. The large
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sensitivity with respect to disorder is not restricted to the natural frequencies. The
natural modes
1(1
{VlV 2 }={ -2+ 4R2) _+ 624R2) (1.5)
expressions have the same square root branch points at J = +i2R, as illustrated by
equation (1.5). Notice that close to the branch points i2R, we see a large variation
in the amplitudes of the normal modes along the system. For the uniform system
(6 = 0), the normal modes are
IV1 V21{V1 V2}={ (1.6)
At the first mode ({v 1 }), the two pendulums oscillate at the larger natural frequency
with the same amplitude but out of phase, and at the second mode ({v2 }) the two
pendulums oscillate at the smaller natural frequency with the same amplitude and in
phase. Now, when 6 - +i2R the amplitudes of each mode changes drastically. Form
the equation (1.5) we see that for each mode, one of its amplitude becomes much
smaller than the other, so the normal modes are localized. In this condition, if we
excite, for example, the first pendulum, we observe the first pendulum oscillating at a
larger amplitude than the second pendulum. So the system vibration stays localized
in the first pendulum.
For more general systems, described by autonomous linear ordinary differential
equations, or a set of linear partial differential equations with space-dependent coef-
ficients subjected to a number of boundary conditions, the same qualitative results
shown above apply, as discussed in Triantafyllou & Triantafyllou [65]. The natural fre-
quencies of vibration (complex for damped or unstable systems) can be determined by
the eigenvalue problem A(w, 6j) = 0, where w is the frequency and 6, j = 1, 2, .. . , N
are N parameters of the system. Solving this relation for w yields the natural fre-
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quencies w, of the system as a function of the parameters 6. If we allow one of the
parameters 6j, let say 6, to become complex, the eigenvalue equation can be seen as
a mapping between the complex 6 plane and the complex w frequency plane. This
mapping has branch points Jo with saddle points wo as images. For two natural fre-
quencies to coalesce to wo as we approach JO in the complex 6 plane, the points Wo
and 60 have to satisfy the equations
A(wo, Jo) = 0 and (o 0, 6o) = 0. (1.7)
By virtue of equation (1.7), near the point wo, 6 o, the eigenvalue equation can be
expanded to lowest order as
A (w, 6) ~ A(w - wo) 2 + B(J - 6o) = 0, (1.8)
where A and B are complex constants. It is clear from equation (1.8) that the points
wo is a saddle point in the complex w plane, and the point 60 is a branch point in
the complex 6 plane. The presence of a branch point requires the definition of a
branch cut, the choice of which can be arbitrary, provided that the 6-real axis lies
in the same Riemann sheet; otherwise we would have discontinuous variations of
the natural frequencies with respect to the parameters. The approximate eigenvalue
equation (1.8) can be written in the explicit form
W- w=a/j-6;, (1.9)
where a is a complex constant. Hence the frequency variation is of order V6 - J
for a variation in the governing equation of order 6 - Jo: i. e., it is infinitely more
sensitive as 6 - 6J.
Coalescence of more than two natural frequencies is possible. For an m-th order
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frequency coalescence, the point (Wo, JO) is defined as the solution of the simultaneous
equations
A(wo, 6o) = 0 and aw(wo, 6o) = 0,n = 1,2,... ,m - 1. (1.10)
In the vicinity of the point (Wo, oO) where the m-th order frequency coalescence hap-
pens, the eigenvalue equation A(w, 6) = 0 has the form
A(w - wo)' + B(6 - 6o) = 0, (1.11)
where A and B are complex constants, provided B is non-zero. It follows that we
obtain an m-th order saddle point in the w plane and an associated branch point in
the 6 plane. Consequently, close to wo, 60 we have
w - wo -a{6-6o}', (1.12)
demonstrating, again, infinite sensitivity to small parametric changes: i.e., as 6 -4 60.
In fact, the higher the order of the frequency coalescence, the higher the sensitivity.
If the branch point 60 is close enough to the 6-real axis, the vibratory response of the
real systems with 6 - {o} is also large.
If we allow a larger number of parameters to vary, the number of branch points of
the system eigenvalue equation A (w,6) = 0 (now 6 is a vector of parameters which
are allowed to be complex numbers) increases. For system with equations of motion
given as a set of ordinary differential equations, the number of natural frequencies
is equal to the number of degrees of freedom of the system. If the system equations
of motion are linear partial differential equations, we have an infinite set of natural
frequencies, enumerable or may be even continuous. The higher the number of natural
frequencies, the higher the possibility of branch points where a large number of natural
33
frequencies coalesce, which implies in a larger system response sensitivity to variations
in the system parameters. The number of normal modes that localized as we approach
a branch point in the parameters space of the natural frequency eigenvalue equation
is equal to the number of natural frequencies that coalesce.
From the design point of view of minimizing wave transmission to a desired degree
(vibration propagation) for a given range of vibration frequencies, we would like
to have the larger number possible of normal modes localized, and the localized
modes should correspond to the natural frequencies laying inside the desired range
of frequencies for which we want to minimize wave transmission. To succeed in
this design problem we need to look for the branch point of the natural frequency
eigenvalue equation A(w, 6) = 0 closest to the real part of the system parameters
complex space (6 is a complex vector) where the larger number possible of natural
frequencies coalesce. It is important also that the coalescing frequencies corresponds
to the natural frequencies lying in the desired range of vibration frequencies. Once
we find this branch point we project it into the real part of the system complex
parameter space, and this should give the system with real parameters, or at least
it should be close to the system with real parameter which gives the best vibration
isolation possible.
As mentioned in the beginning of this section, we would like to be able to design
the minimum amount of changes in a given sea bottom topography to minimize wave
transmission to a desired range of wave frequencies. For finite size systems described
by a set of differential equations or a set of linear partial differential equation under
various boundary conditions, this design problem can be achieved by analyzing the
system eigenvalue equation A(w, 6) = 0 as described above, but for water waves
interacting with a non-uniform bottom we have a semi-infinite (a beach) or infinite
domain (a channel, for example), and instead of only boundary conditions we have
also radiation conditions. We have a more complex eigenvalue spectrum. For this
class of problems (infinite and semi-infinite domains), the eigenvalue spectrum is a
continuum and may have also a discrete set, which corresponds to trapped modes
(localized standing wave) due to the bottom non-uniformity in the case of water
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waves. So, the methodology previously described to handle the design problem of
tuning the system parameters non-uniformity to minimizing wave transmission is
very complex to use in the problem of surface waves propagating over non-uniform
bottoms. Another approach for this design problem is welcome.
In chapter 2 we considered chains of repetitive systems with size of the order of
many wavelengths of the incident wave. We applied an asymptotic theory for wave
propagation along the non-uniform chain. For weak coupling between subsystems, the
asymptotic theory predicted exponential small transmission due to wave tunneling
and explained localization phenomena as a turning point problem. For not weak
coupling, the asymptotic theory provided qualitative understanding of the effects of
non-uniformity on wave propagation.
In chapter 3 we considered the vibration problem for a non-uniform beam under
tensile force. To describe well the effects of the non-uniformity in the beam vibration,
we derived asymptotically a simpler governing equation for the vibration problem.
This equation is asymptotic with respect to the beam non-uniformity steepness. As
the non-uniformity steepness decreases, this simple equation recovers the behavior
of the original governing equation. Under the restriction of constant product of the
flexural rigidity by the mass per unit length and constant tensile force, the simple
equation is an exact governing equation for the beam vibration and has a Helmholtz-
like form. These beams are not usually met in practice, but they can be designed
and built. Inverse scattering method for the Helmholtz-like equation can be applied
to design the beam non-uniformity such that desired wave scattering properties are
achieved.
In chapter 4 we assume that the bottom varies slowly with respect to the wave
disturbance length scale. We develop an asymptotic theory in the slowness of the
bottom variation to predict the scattering coefficients for the wave interaction with a
non-uniform bottom. This asymptotic theory reveals the dependence of the scattering
coefficient with respect to the bottom geometry, what is a useful tool for the design
problem in mind.
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1.1 Background
The objective of this section is to outline the previous work done in wave propagation
along non-uniform media, with special emphasis to wave localization phenomenon.
The range of fields where wave localization has been studied is broad. We restrict
the outline of the previous work on wave localization and wave propagation in non-
uniform media to fields related to this thesis, namely, structural vibration and water
waves. We also give a short account on the work related to wave localization done in
solid state physics where this phenomenon was first discovered.
The phenomenon of localization has been known in the context of solid state
physics for more than forty years. Anderson [2] explained many of the transport
properties of disorder solids. The motion of electron in solids are governed by the
Scrddinger wave equation. In the context of solid state physics, there is a large
literature on the subject. Just to mention a few, we have Herbert & Jones (1971)
who obtained improved conditions for localization in the Anderson's model, Thouless
(1973) who related localization to backscattering on a continuously disordered one
dimensional continuum, and the review by Erdos & Herdon (1982).
1.1.1 Structural Dynamics.
In the context of structural dynamics only recently localization phenomena had re-
ceived attention. Hodges [29] was the first to recognize the relevance of localization
theory to the context of structural dynamics, and in Hodges & Woodhouse [30] nu-
merical and experimental evidence of localization were provided. Pierre [54] used an
statistical approach to evaluate the localization factor. Kissel [34] used the transfer
matrix method. The transfer matrices are considered random quantities with uniform
distribution. He applied Furstenberg's theorem on the limiting behavior of products
of random matrices to evaluate the localization factor. Castanier & Pierre [14] used
perturbation technique to evaluate the Lyapunov exponent (localization factor) of the
wave transfer matrix for multi-coupled disordered periodic linear systems. Bouzit &
Pierre [8] used a wave transfer matrix approach and statistical perturbation methods
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to evaluate the localization factor for a multi-span beam with slight randomness in
spacing between supports.
Pierre [52] and [53] used an eigenvalue/mode perturbation approach to investi-
gate normal mode localization for disordered structural systems consisting of weakly
coupled subsystems. Triantafyllou & Triantafyllou [65] provide a geometric theory to
explain frequency coalescence and mode localization. They consider the system eigen-
value problem as a complex mapping between the complex frequency plane and the
complex parameter space. They showed that high modal sensitivity, which charac-
terizes localization, is in fact caused by the presence of branch points of the mapping
mentioned above in the complex parameter space near the real axis. Therefore, if
we want to maximize the localization for a given system, we need to search for the
branch points of the mapping mentioned where all natural frequencies coalesce. The
projection of the branch point with smaller imaginary part on the real axis should
give the parameter configuration for which all normal modes show some degree of
localization. This configuration of non-uniformity should minimize transmission for
the whole system passband. Therefore, Triantafyllou & Triantafyllou [65] geometric
theory provides an approach to the design problem for minimum transmission for
systems of small/medium size. For larger systems, order of hundreds of elements,
the search for the branch points where all natural frequencies coalesce became too
complex, so another approach is welcome. Results from the WKB method for second
order difference equations, as discussed in chapter 2 of this work, may be suitable.
1.1.2 Water Waves.
The study of wave scattering by a variable bottom topography dates back to Kreisel
[35] who proved the uniqueness of the two-dimensional problem in the presence of
small bottom non-uniformity. For a general rough bottom, the uniqueness is still
an open problem. For three-dimensional topographies, trapped modes are know to
exist in general (Chamberlain & Porter [15]). When the trapped modes are excited
by incident surface waves, large wave motions can be developed over the topography.
The prediction of this general bottom topography is not available yet.
37
For wave scattering over a periodic bottom topography, much is understood,
among which the most prominent phenomenon is the Bragg wave resonance due to
sinusoidal bottom ripples. When the incident wave and bottom ripple wave numbers
satisfy so-called Bragg conditions, the scattered wave becomes resonant and is greatly
amplified. This was first predicted by a direct perturbation analysis which shows a
singularity in the reflection coefficient when the periodic bottom undulation has a
wavelength half that of the incident wave (Davies [18]). This has been confirmed in
laboratory experiments (Davies & Heathershaw [18]). For mild incident wave and
bottom slopes, reflection at or near this Bragg condition is well predicted by pertur-
bation theory based on multiple scales and the assumption of linearized surface waves
(Mei [43]). For larger waves and/or bottom steepness, higher-order Bragg resonances
due to nonlinear interactions among the surface wave components are also expected.
Guazzeli et all [25] showed experiments which demonstrate higher-order Bragg reso-
nant interaction of linear surface gravity waves with doubly sinusoidal beds. Recently,
Liu & Yue [40] addressed the problem of arbitrary generalized Bragg scattering involv-
ing multiple free-surface and bottom wave components. they obtained a generalized
theory that places existing theoretical results in a systematic framework, explains
the experimental observations and measurements, and predicts new nonlinear Bragg
mechanisms which should have leading-order effects on near shore wave propagation.
When the bottom topography has a random variation, the phenomenon of wave
localization was observed in experiments (Belzons et all. [3]). For monochromatic
waves, Devilard et all. [19] developed a stochastic theory for wave localization using
a step approximation for the bottom variation and obtained an estimate of the lo-
calization length. Nachbin & Papanicolaou [49] and Nachbin [48] considered a more
general case involving multiple waves and random bottom profiles of large amplitude
and developed an asymptotic theory, based on stochastic differential equations, for
wave localization. For localization involving three-dimensional bottom topography,
no theory is yet available. Furthermore, because of the requirement of extremely
long bottom topography (relative to wavelength), the practical applicability of such
stochastic approaches may be limited. In many cases, a deterministic prediction given
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a (local) wave-bottom environment may be of much interest. In chapter 4 of this the-
sis we provide a deterministic, but asymptotic prediction of the wave scattering by a
variable bottoms.
1.1.3 Design Problem.
The problem of designing the system disorder to minimize wave transmission for a
given range of vibration frequencies was seldom addressed in the literature. The pre-
vious works that exists, to our knowledge, are Keane & Manohar [32], Gopalkrishna
[56] and Langley [36]. Keane & Manohar [32] considered the optimum design, from
an energy flow point of view, of two axially vibrating rods which are each composed
of 20 piecewise uniform sections. Gopalkrishna [56] minimized wave transmission for
system with a small number of degrees of freedom and weak coupling. He optimized
(maximized) the exponential decay constants of the system normal modes in terms
of the system parameters to achieve his design objectives. Langley [36] considered
non-uniform one-dimensional repetitive systems embedded in infinite uniform sys-
tems. He provided tools to design structural filters which might block or allow wave
transmission.
In the context of water waves, the design of the bottom non-uniformity to minimize
wave transmission was never addressed in the literature.
1.2 Thesis Outline.
In this section we give an outline of the work done in the chapters of the thesis.
In chapter 2 we consider monochromatic wave propagation along finite, one-
dimensional, slightly non-uniform repetitive system, whose ends are connected to
uniform semi-infinite repetitive systems. A one-dimensional repetitive system is a
chain of interconnected subsystems. An example is a chain of coupled pendulums.
Each pendulum is coupled through springs to the pendulums before and after it in
the chain. Each pendulum itself is a subsystem.
The non-uniformity in the system parameters, which is assumed slowly varying
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and deterministic, can be tuned to produce desired scattered wave fields. With this
objective in mind, we obtain an analytic solution for wave propagation along repetitive
systems, asymptotic in the slowness of the variation of the system parameters. We
consider systems governed by a second order finite difference equation and apply the
WKB method allowing the index variable to be complex. This allows complex turning
points to be considered. The coefficients of the difference equation are represented
by their discrete Fourier modes. For complex turning points we obtain exponentially
small reflection, a new result in the context of difference equations.
The asymptotic solution, besides revealing how the non-uniformity in the pa-
rameters affects wave propagation, furnishes an analytic expression for the system
scattering matrix as a function of the system parameters. It also sheds light on
the mechanism of localization phenomena for this class of repetitive systems. We
also compare the asymptotic results with numerical experiments for large finite one-
dimensional non-uniform chains of coupled pendulums.
In chapter 3 we consider the effects of geometrical and material non-uniformity
on wave propagation along slender beams. Non-uniformity in beams arises either
from manufacturing imperfections or by design, and can have a singular impact on
the qualitative properties of the vibratory response of the beam. To describe the
mechanism causing such large changes on the dynamics of the beam, we derived
asymptotically in the first part of chapter 3 a simpler equation, in the form:
Xss + Q(s)x(s) = 0.
The coefficient function Q(s) is given by equation (3.52) herein in terms of the beam
flexural rigidity, the mass per unit length and the tensile force applied to the beam.
The equation is asymptotic to the non-uniformity of the beam, but under certain
restrictions, viz. of having constant tension and a constant product of the beam
mass per unit length and flexural rigidity, it is an exact governing equation for wave
propagation along Bernoulli-Euler beams and it has a Helmholtz-like form. Then,
inverse scattering methods for the Helmholtz equation can be used to design the
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beam non-uniformity such that the scattered wave field has desired properties, like
small or no wave transmission for a desired range of wave frequencies. The behavior
of the equation is systematically explored and illustrated through numerical results.
An example of a design problem is given. We design the beam non-uniformity such
that functional relation between the reflection coefficient and the wave length of the
incident wave is prescribed.
In the second part of chapter 3 we consider slender beams with slowly varying
non-uniformity with respect to the length scale of the incident wave disturbance. We
construct a high order asymptotic solution for the scattering of mono-chromatic waves
by the beam non-uniformity. The asymptotic method used is the WKB method, which
is basically a wave refraction theory, but wave reflection and wave mode conversion
were captured by taking into account the effects of the turning points and singular-
ities, like poles. At the turning points and singularities, the WKB solutions are not
valid and a local analysis is needed to continue the asymptotic solution through the
turning points, which are the branch points of the uniform system dispersion relation
1, assumed locally valid in the presence of slowly varying non-uniformity. At the
branch points of the dispersion relation two or more wave numbers coalesce. The
continuation of the asymptotic solutions through a turning point or singularity is
called the connection problem.
The main objective of this part of chapter 3 was to understand the ideas proposed
in Fuchs, Ko & Bers [22] and in Fuch, Bers & Harten [21] to perform the connection
problem for high order differential equations using a local analysis, based on an ap-
proximate form of the original differential equation with order reduced to the number
of wave numbers coalescing at the considered turning point. We apply these ideas
to the asymptotic analysis performed of pseudo-differential equations in chapter 4.
We did a local analysis based on second order differential equations at each turning
points, but it did not provide a complete picture regarding wave mode conversion at
some turning points. At these turning points we observed coalescence of four wave
'The uniform system dispersion relation is now seen as a mapping between the space coordinate,
now assumed complex, and the complex wavenumber space
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numbers. So to handle this problem we decided to study first the connection problem
for a Bernoulli-Euler beam with non-uniformity only in the flexural rigidity.
The Bernoulli-Euler beam model for monochromatic wave propagation is governed
by a fourth order differential equation, what allowed us to obtain analytical expres-
sions for the WKB waves and to perform the connection problem without using the
ideas proposed in Fuchs, Ko & Bers [22] and in Fuch, Bers & Harten [21]. The expe-
rience obtained with this problem could be useful to extend the analysis performed
in chapter 4, but we did not go further in this direction. We left it as future work.
In chapter 4 we consider the interaction of water waves with a slowly varying
bottom topography with respect to the surface waves. We use the method of ordered
operators to obtain pseudo-differential equations governing linear surface wave inter-
action with a slowly varying bottom. We consider one dimensional bottom topogra-
phies. We solve asymptotically the pseudo-differential equations. The asymptotic
solution fails at points in complex coordinate variable plane. We take the effect of
this points into account and obtain wave mode conversion (wave reflection is a par-
ticular case). We use the ideas proposed in Fuchs, Ko & Bers [22] and in Fuch, Bers
& Harten [21] to perform the connection problem for the relevant turning points.
Each turning point problem is modeled as a transfer matrix, relating the amplitude
of the wave modes "before" and "after" the considered turning point. As a result, the
wave interaction with the bottom non-uniform topography is modeled as a product
of transfer matrices, and their product gives the whole system transfer matrix. We
apply the asymptotic theory to analytic topographies and compare the asymptotic
results for the scattering coefficients with results from direct numerical simulations.
1.3 Thesis contributions.
In this section we give an outline of the thesis contributions.
In chapter 2, we considered wave propagation along a non-uniform chain of repet-
itive systems of the size of many wavelengths of the incident wave, whose governing
equation is a second order difference equation with variable coefficients. We used the
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WKB method for second order difference equations to obtain an asymptotic solution
for the wave propagation problem. We improved the WKB method for second order
difference equations. Before this work, a procedure to continue (connection formula)
the asymptotic solutions through complex turning points of the difference equation
was not available. We derived connection formulas for pairs of complex conjugate
first order turning points, for a cluster of a pair of complex or real first order turning
points and for a complex or real second order turning point.
We also gave a systematic procedure to construct an asymptotic solution for a sec-
ond order difference equation with a large number of turning points. This procedure
is a blend between the WKB method and the method of transfer matrices.
For slowly varying non-uniformities relative to the wave, we were able to capture
exponentially small reflection, a new result in the context of difference equations.
We also provided a qualitative understanding of localization phenomenon. For
a uniform repetitive system, the dispersion relation provides the system passband.
The larger the coupling, the larger the passband. Wave propagation happens only
for frequencies inside the system passband. In the context of the WKB method, the
uniform system dispersion relation is locally valid. Due to the non-uniformity along
the chain, the size of the passband given by the uniform system dispersion relation
varies along the chain. This leads to an effective passband for the whole chain.
Waves with frequency outside the effective passband but inside the uniform system
passband have exponentially small transmission and are strongly localized. Therefore,
for whatever small disorder in the system, there will always exist a boundary layer
close to both edges of the uniform system passband, and waves with frequency in
these layers are strongly localized. For weak coupling, the effective passband may be
very small or even cease to exist for a given disorder, and the strong wave localization
observed can be explained by the WKB theory, which is a new result.
In chapter 3 we considered the effects of non-uniformity in the vibratory response
of beams under tensile force. The contribution in this chapter is the derivation of a
simple equation governing the beam vibratory response. This equation is asymptotic
to the non-uniformity of the beam. As the steepness of the non-uniformity decreases,
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the simple equation recovers the vibratory behavior predicted by the full governing
equation. Under certain restrictions, viz. of having the constant tension and a con-
stant product of the mass per unit length and flexural rigidity, the simple equation
has a Helmholtz-like form and is an exact governing equation for the beam vibra-
tion response. These restrictions are not commonly met in practice, but such beams
can be designed and built. Under these restrictions, inverse scattering methods for
Helmholtz-like equations can be applied to design the beam non-uniformity such that
wave transmission for a desired range of wave frequencies is minimized to a desired
degree.
We also applied, in chapter 3, the WKB method to obtain an asymptotic so-
lution of the vibration response on slender non-uniform beams. We consider non-
uniformities with complex first turning points and poles. We obtained connection
formulas for these turning points and poles. We use the standard technique (match
near field solution with far field solution), but we obtained high order asymptotic ap-
proximations for all the scattering coefficients, which is the contribution of the second
part of chapter 3.
In chapter 4 we applied a high order WKB for linear surface wave propagation
over a non-uniform topography. The WKB method is a wave refraction theory and
do not predict wave reflection or wave mode conversion, unless the effects of turning
points are taking into account. We took the presence of turning points into account
and obtained wave mode conversion. Wave reflection is a particular case of wave mode
conversion. Wave reflection for surface waves in the context of the WKB method is
not a new result in the literature (Meyer [46]), but wave mode conversion between the
propagating modes and the evanescent modes, as we obtained in chapter 4, is a new
result. The contribution of chapter 4 is a more complete asymptotic representation
of the wave field for linear surface waves interacting with a non-uniform bottom
topography.
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Chapter 2
Asymptotic Analysis of Wave
Propagation along Weakly
Non-uniform Repetitive Systems.
A one-dimensional repetitive system is a chain of interconnected subsystems. The
subsystems can be identical to each other (uniform repetitive system) or they may
vary among each other (non-uniform repetitive system). Our aim is to study wave
propagation along repetitive systems consisting of single degree of freedom subsys-
tems, each interacting with its two nearest neighbors only. The systems are assumed
to have a finite non-uniform part embedded in an infinite uniform part. The non-
uniformity, i.e. disorder, is assumed slowly varying and deterministic. An example of
this kind of repetitive system is a one-dimensional chain of coupled pendulums. The
subsystem is a pendulum coupled with its two nearest neighbors through springs.
Wave propagation along uniform repetitive systems is possible only for continu-
ous ranges of frequencies called passbands. For wave frequencies in the passband,
energy can be transmitted through the system without attenuation, while no energy
is transmitted at frequencies that lie outside the system passband. Therefore, we just
consider wave frequencies in the system passband. We consider one-degree of freedom
subsystems, and hence the system dispersion relation relates the wave frequency with
two wave numbers of equal magnitude and opposite sign, which means a left and a
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right propagating wave mode. A comprehensive discussion on wave propagation on
more complex uniform repetitive systems is given in Brillouin [11].
When non-uniformity, i.e. deterministic disorder, is present along a repetitive sys-
tem, the passband may become narrow, discrete or even disappear. If non-uniformity
is present in a long enough part of a repetitive system and distributed in a random
fashion, localization phenomena may show up as mentioned in chapter 1. We de-
scribe localization effects as follows. For wave frequencies inside the uniform system
passband, the wave disturbance may show an exponential decay as it travels along
the system. As a result, we have strong, or even complete reflection of the wave
disturbance incident in the non-uniform part of the system, and the wave distur-
bance stays localized in space close to the beginning of the non-uniform part of the
system. Another feature of the system behavior when localization phenomena are
present, is the disproportionately large sensitivity of the system response (shape of
natural modes and distribution of natural frequencies) with respect to small variation
in the disorder of the system parameters, as pointed out by Pierre [53], Triantalyllou
& Triantafyllou [65] and others. This large sensitivity with respect to the system
parameters opens the possibility for the design of the non-uniformity of the system
parameters to minimize wave transmission, or to allow perfect transmission at desired
frequencies, depending upon the intended application. These design problems are one
of the motivations for the work in this chapter, since an analytical expression for the
system scattering matrix, even in an asymptotic sense, is a powerful tool to handle
those design problems.
Slowly varying non-uniformity allows us to use the WKB method for second order
finite difference equations. We focus on very large one-dimensional systems, consisting
of hundreds of subsystems. Second order difference equations can be reduced to
canonical forms. We chose the canonical form
z3+1- 2z, + zj 1 + Qz = 0, (2.1)
where j is the independent variable and Q3 is a non-uniform sequence that varies
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slowly with j. Since Q, is finite, we assume that we can write it as a finite Fourier
series. This allow us to extend Q for non-integer values of j. We allow j to be
a complex variable, which opens the possibility to consider complex turning points,
which, to the author's knowledge, were not considered in the literature before. We
assume that the sequence Q does not have poles or any essential singularity, except
at infinity. The WKB method for difference equations is applied similarly as for
differential equations. The difference lays in the fact that for difference equations there
are two turning point conditions, instead of only one, for differential equations. For
pairs of complex conjugate turning points, the WKB method predicts an exponentially
small reflection, which was known for differential equations, but is a new result for
difference equations.
In the next section we give an outline of previous work on the WKB method for
difference equations. Previous work on localization phenomena and on the design
problems mentioned above was given, respectively, in the sections 1.1.1 and 1.1.3 of
chapter 1. In section three, we consider an example of a repetitive system, namely
a chain of coupled pendulums. The non-uniformity appears in the pendulums length
and it is restricted to a finite part of the chain. We give the governing equation for
wave propagation and reduce it to the canonical form (2.1). In section four, we dis-
cuss the WKB method for second order difference equations and give an asymptotic
approximation for the system transfer matrix, that relates the amplitude of the inci-
dent and reflected waves with the amplitude of the transmitted wave for the whole
non-uniform part of the system. We also discuss localization phenomena through
the optics of the WKB method. In section five, we apply our asymptotic theory to
simple non-uniformity configurations. We compare the asymptotic results with direct
numeric simulation to access the performance of the asymptotic theory.
2.1 PREVIOUS WORK.
Previous work on the localization phenomena and on the design of the system disorder
to minimize wave transmission were described, respectively, in sections 1.1.1 and 1.1.3
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of chapter 1.
The application of the WKB method to second order finite difference equations
dates back as early as 1949, according to [9], which gives an account of the liter-
ature about WKB method for difference equations before 1977. Early applications
were usually in quantum mechanics. Braun [9] proposed a new method to obtain the
Liouville-Green formulas and analyzed the matching condition at both simple and
singular real turning points. Wilmott [67] considered also matching conditions for
simple real turning points. Error bounds for the Liouville-Green formula for the dis-
crete WKB method are discussed in [61] and [62]. The most recent applications of the
discrete WKB method are asymptotic for orthogonal polynomials with slowly varying
coefficients ([61] and [23]). Costin & Costin [17] considered recurrence relations of
large finite-order. They use a matrix formulation and develop connection formulas
for simple turning points. Instead of solving an approximate difference equation in
the neighborhood of a turning point, they approximate the recurrence relation by a
differential equation and obtained connection formulas using this approach.
2.2 ONE-DIMENSIONAL CHAIN OF COUPLED
PENDULA.
We consider a one-dimensional chain of coupled pendulums where each pendulum is
coupled to its two nearest neighbors by linear springs of constant k. We assume that
the length of the pendulums is non-uniform for a finite part of the chain. The mass of
the j-th pendulum m and its length is given as (1+E)l, where 1 is a reference length.
The mass m and the spring constant k do not vary along the chain. The governing
equation for the j-th pendulum is a result of the balance of the inertia force with
gravity force and the forces applied by the two nearest neighbors. In non-dimensional
form we obtain
1i9 + 1 6z - R [z+ 1 -z.] +R [z - zpi_] = 0 (2.2)
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where R = 1 is the coupling parameter and g is the acceleration of gravity. The firstMg
term in (2.2) corresponds to the inertia force, the second corresponds to the gravity
force, the third term is the force applied by pendulum j+1, and the last term is the
force applied by pendulum j-1. We consider a monochromatic wave of frequency W
incident on the non-uniform part of the chain. In this case the time dependence is
given by
exp(iw t) (2.3)
and the governing equation (2.2) assume the form
1
-R z+, + (I +2R -- w2 ) z - R z-i = 0 (2.4)1 + cj
which is the governing equation for mono-chromatic wave propagation along the chain
of pendulums. Next, we illustrate how to reduce a general second order difference
equation to the canonical form (2.1). We consider a general equation, as follows
ay(x, y)zj+1i+ by(x, y)zj + c(x, y)zpi1= 0, for Jo <I3 < Jo + M, (2.5)
and for J < Jo and for J > Jo + M, the coefficients in (2.5) are constants. For
Jo J Jo+M, as (x, y), b (x, y) and c (x, y) are the non-constant coefficients, which
depend on the parameters x and y, and do not have any singularity, besides at infinity.
The sequences in (2.5) have size M. To reduce equation (2.5) to the desired canonical
form, we consider the change of variable
zi =(JJ/3ayi, for Jo - 1 < J< Jo + M, (2.6)
(1=jO -1)
where y is the new dependent variable. The sequences #3 and a are defined in such
a way that the general recurrence relation (2.5) is reduced to the desired canonical
form. The elements of the sequences #3 and ao are given in terms of the sequences ag
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and c0 as follows.
1
aj =1, fordj'>jo-1 (2.7)
01 1
/3 = 1, for jo--1<j< jo
1
+1 = , for j Jo (2.8)
After we apply the change of variable (2.6) to equation (2.5), we obtain the desired
canonical form (2.1), where the sequence Q1 is defined in terms of the sequences a, b
and cj, as given below.
Qj = + 2, for j = Jo
01 1
= + 2, forjo 1 + < j < jo + M (2.9)
aj-1
For the chain of coupled disordered pendulums the terms of the sequences a1 , b and
cj are given as
a1 = -R
1
b = + 2R - w 2  (2.10)1 + E
c =-fR
In the canonical form (2.1), the term Q1 assumes the form
=I-( +2R-w2) +2, for J Jo
-R 1+Ej
(2.11)
- +2R-W2 +2, forj;>jo+1
-R( I+j
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Equation (2.11) is derived directly and simply from equations (2.1) and (2.4).
The general analysis contained in equations (2.5) to (2.9) was carried out because
the asymptotic theory below was designed to handle general second order difference
equations.
In the next section we give an outline of the WKB method for second order
difference equations.
2.3 THE WKB METHOD FOR SECOND OR-
DER DIFFERENCE EQUATIONS.
We give an outline of the WKB method for second order difference equations applied
to our canonical form (2.1). As mentioned before, the WKB method for 2nd order
difference and differential equations have many features in common, but the main
difference lies in the fact that for difference equations we have two turning point
conditions, instead of only one as in the case of differential equations. The first step
is to obtain the Liouville-Green formulae. The asymptotic solution of (2.1) is a linear
combination of the Liouville-Green functions.
2.3.1 LIOUVILLE-GREEN FUNCTIONS.
To obtain the Liouville-Green functions we proceed in a way similar to [9]. Through a
change of variable, we transform the canonical form (2.1) into a non-linear difference
equation. We solve it approximately through an iterative process. The solution of the
first iteration gives the Liouville-Green functions. The change of variable to consider
is
z 1= ui, (2.12)
1=10
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and if we substitute (2.12) in the canonical form (2.1), we obtain a discrete version
of the Riccati equation for u1, as follows
U 1 )+ (Qi - 2)u + 1= 0 (2.13)
We can solve (2.13) as a quadratic equation, and the natural logarithm of 'at follows
1Inu, = -2 A 1nu + In (-DIE, [(DE,) 2 _ 1]1/2) (2.14)2
where the quantities D, and El are defined as
D = ( )1/2(2.15)
U1+1
E2 (Q - 2 )2
4E(2.16)
and A is the forward difference operator. The last term in (2.14) is the logarithm of
a complex number with unitary modulus and phase 0, which can be written as
0e=arccos{-Elexp - A Inu) for |DEdJ < 1 (2.17)
0, = -i cosh- -Ei exp (- A n for |DEJ1 > 1 (2.18)
and equation (2.14) assume the form
1Inu= -I A In u, + i 0(l), (2.19)2
From (2.19) we develop an iterative scheme to compute approximations for ul. We
assume that the departure of from unity is small, so equation (2.19) simplifies
by eliminating the forward difference of the logarithmic term. The expressions for
01, equations (2.17) and (2.18), also simplify by setting the forward difference of the
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logarithmic term equal to zero. Then, the zero-th order approximation follows
lnu() = Z0 (2.20)
and here we redefine 01, as follows
cos(0 1) = E for E real and E < 1
cosh(i1) E for E real and Ej > 1 (2.21)
0 = -iln(-E, + E7 - 1) for El complex
(2.22)
where the last expression in (2.21) is the extension of the arccos function to the
whole complex j plane, compatible with the second expression in (2.21). Higher order
approximation of ln t are obtained by iterating equation (2.19), then ln u+ 1 is given
by
n U1 A= 1 ln i i Z 1(2.23)
where O0n) is the Taylor series expansion of equation (2.17), if E7, < 1, or (2.18) if
E1 | > 1, with respect to the forward difference of the logarithm of ut, truncated at
the n-th order term. To obtain the Liouville-Green functions, we need only to iterate
(1)to first order. To obtain ln iut we need first to obtain 0'), which follows
00= 0 1 cot 01 A 01 for | E|< 1 (2.24)1 2
1
= 0,10 - coth(i 0) A 0, for E, > 1 (2.25)
Next, we substitute (2.24) and (2.25) with the zero-th order approximation (2.20) in
the (2.23), and we obtain the first order approximation for ln zu(), as follows
ln U1t=Tj-AOu i{01 A icot i} for IE7,< 1 (2.26)
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and
inuV = -F A O1 i{i+ i A i0coth(i 0) for IEJ > 1 (2.27)
Finally, to obtain the first order approximation for z, we substitute (2.26) and (2.27)
in the change of variable (2.12), and we use the Euler-Maclaurin summation formula.
We disregard terms of 0(A) and higher. The final result is
Z11 = D(sinO ) 1 /2 exp { i (1)dl} for IEJ < 1 (2.28)
and
z1 = D(sinh(i O))- 1 /2 exp { i /f (l)dl} for E11 > 1 (2.29)
{ jo
which are the Liouville-Green functions for the canonical equation (2.1). The quantity
0(l) in equations (2.27) and (2.28) is defined by (2.21). Notice that 0(l) given by
(2.21) is the local wavenumber. In the context of the assumptions of the WKB
method, the uniform system dispersion relation, actually given by (2.21), is locally
valid. This implies that the passband given by the uniform system dispersion relation
varies as we go along the chain. As a result, in the context of the WKB assumptions
energy cannot propagate without attenuation along the chain for every wave frequency
inside the uniform system passband. Now, energy can propagate without attenuation
only for a subset of the uniform system passband, so we have an effective passband,
which maybe an interval or/and some discrete frequencies, the frequencies of perfect
transmission. To illustrate the concept of the effective passband, we assume that
the non-uniformity varies along the chain in the interval (-c, E). In the figure (2-1)
below, we plot the two edges of the uniform system passband (wavenumber 0 equals
0 and 7r) against values of the non-uniformity (variation of the pendulum length) for
the chain of coupled pendulums. When these lines cross the line of a constant value
of the non-uniformity, the interval so defined is the system passband for that specific
value of non-uniformity. The intersection of the pass bands for non-uniformities IE
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defines the effective passband.
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Figure 2-1: Examples of effective pass band for some values of the coupling parameter
R and for some values of the range of the variation of the length of the pendula (%)
along the chain.
For wave frequencies outside the effective passband, but inside the uniform system
passband, the wave disturbance has an exponential decay along the chain length. The
width of the effective passband depends on the strength of the coupling parameter
and on the amplitude E of the non-uniformity variation, but for any value of coupling,
and no matter how small the non-uniformity is, there is always a boundary layer at
both edges of the passband. For wave frequencies inside these boundary layers, the
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asymptotic theory predicts that the wave disturbance always shows an exponential
decay along the length of the chain, staying localized in space. Then for frequencies
inside these boundary layers, we have strong localization. For frequencies inside the
effective passband, we may have weak localization due to the multiple backscattering
which takes place along the system. For long (many wavelengths), slowly varying
non-uniform waveguides, the multiple backscattering along the many turning points
of the system may be a good description for the multiple backscattering phenomenon
which takes place along the system. Therefore, when this approximation is valid, the
WKB approach described below should be able to predict weak localization effects.
As El - +1(-I), the wave number O1 approaches +0( ir) and the Liouville-Green
functions become unbounded, according to (2.28) and (2.29), and are no longer valid.
Points in the complex j plane where E- = 1 are called turning points.
2.3.2 TURNING POINT CONDITIONS.
As pointed out in the last section, the first (second) turning point condition is E1 =
-1(E-= 1). In terms of the sequence Qg of the canonical equation (2.1), the turning
point conditions are given as:
2 Q = 0 first conditionQ-- 2= {2 - (2.30)Qj = 4 second condition
For a given sequence Q, we describe in the Appendix B a procedure on how to
obtain the turning points in the complex j plane. Let us denote a turning point that
satisfies the first (second) turning point condition (given in (2.30)) as j*1(J2). In the
following, the index k tagged to any constant or as a superscript denotes the kind of
turning point, i.e. whether it satisfies the first (k=1) or second (k=2) turning point
condition (2.30). We consider real and complex first order turning points and second
order turning points, which result from the coalescence of a pair of real or complex
first order turning points. Higher order and singular turning points may occur, but
for the applications of the WKB method we have in mind, they seldom appear. We
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impose some restrictions on the sequence Qj, which follows:
" Q is real for real values of j.
* Q, is a finite sequence.
* The extension of sequence Q to the complex j plane has no singularity besides
at infinity, so for almost the whole complex j plane, the extension of Q is an
analytic function.
As for differential equations, we can define the Stokes lines. For second order difference
equations they are defined as the contours C in the complex j plane such that
f{i o()dl} =0 with] 'c C, (2.31)
and where R is a turning point that satisfies the first or second turning point condition.
The Stokes lines given by (2.31) define regions in the complex j plane (see figure (2-2)).
The asymptotic solution of (2.1) given by the WKB method is a linear combi-
nation of the Liouville-Green functions. As we cross a Stokes line, the appropriate
linear combination of the Liouville-Green functions changes, what is called in the
literature the Stokes phenomena. Boundary conditions define the appropriate lin-
ear combination of the Liouville-Green functions in a region of the complex j plane
bounded by Stokes lines, and if we want to know the asymptotic solution in another
region of the complex j plane, we have to figure out how the linear combination of
the Liouville-Green function changes as we cross Stokes lines.
To solve this question we develop connection formulae. If we want to connect the
solution in two different regions, separated by a Stokes line, we need, first, to see which
turning point is common to these two regions, and the necessary connection formula
is obtained by solving an approximate form of (2.1), valid in the neighborhood of the
turning point in question. Examples of the turning points configurations we are going
to deal with are given in figure 2-2.
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Figure 2-2: Examples of turning point problems (TPPj, j=1,. . .,5) indicated by Stokes
lines (- - -- ) and boundary points a,. TPP1: at < j < a,+ 1 (pair of complex
conjugate turning points j,, and J, see details in box (A)). TPP2: al-2 <j < al-
(pair of real turning points J*1,l-2 and J*1,l-2, details box (B)). TPP3: al+ < j < a1+2
(pair of almost coalescent complex conjugate turning points J*2,l+1 and i*2,i+1). TPP4
a,+1 < j < a1+2 (pair of almost coalescent real turning points j*1,l+2 and 3*1,1+2).
TPP5: a- 1 <j <a, (second order turning point J2,1-1, details box (C)).
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2.3.3 APPROXIMATE EQUATIONS.
In this section we give the approximate form of (2.1) in the neighborhood of a real
or complex first order turning point, and in the neighborhood of a a pair of almost
coalescing real or complex first order turning points. The case of a second order
turning point is the limiting case for almost coalescing turning points.
2.3.3.1 Approximate Equation for First Order Turning Points.
First, let us discuss the case of real or complex first order turning points. Let us
consider jk a first order turning point. The approximate equation is obtained by a
Taylor series expansion of Q, in (2.1) with respect to Jk to first order. Then (2.1)
assumes the form
Zj+1 + (-l)k2zj + zj-_ + ak(i - J~k)zJ = 0 (2.32)
where the value of k (1 or 2) is related to which turning point condition Jk satisfies,
as discussed above. The constant a1 is defined as
_dQ( j
, 
)
ah = c(2.33)
The solution of the approximate equation (2.32) is given in terms of a contour integral,
what is discussed in Appendix C.1.
2.3.3.2 Approximate Equation for Almost Coalescing Pairs of Turning
Points.
Next, let us consider the case of a pair of almost coalescing real or complex turning
points. Let us label this pair of complex conjugate (real) turning points as ],k and
Jk (]*k and 3k). For a pair of almost coalescing complex conjugate (real) turning
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points, we can assume that their real part is the same, so we can write
J*k -ak + jbk (j*k = a/k -- bk)
and (2.34)
3*k =ak - ibk (J*k = ak + bk)
and we assume that bk << 1. For real turning points ak = AJJk + j*k/ 2 and bk =
J*k -J*k1/2. To obtain the approximate equation in this case, we expand Q1 in Taylor
series with respect to J*k and J~k (jAk and 3*k) and disregard terms of O((j - Ak) and
higher. The terms that were not disregarded are now expanded with respect to
+i bk( bk). We keep only quadratic terms, and then we sum both expansions and
divide by two. The approximate equation for this case follows
z+1 + (l-)k 2z + Z- + 4kEj - ak)2  (bk) 2 ]zj = 0 (2.35)
with the constant 4 k given as
1 d2 Q(ak)
2 dj2  (.6
and the + (-) sign in the bracketed term of (2.35) is for the case of a pair of almost
coalescing complex conjugate (real) turning points. The approximate difference equa-
tion (2.35) appears in a modified form as the recurrence relation of coefficients of the
trigonometric series expansion of the solution of the Mathieu equation. This does not
help us in finding a suitable closed form solution for these difference equations. If we
try contour integral solutions, we end up trying to solve a second order differential
equation that can be transformed to a Mathieu equation, which does not help us
either.
We use a different approach. We approximate (2.35) by a second order differential
equation. The second order finite difference operator can be approximated by the
second order differential operator in the context of the WKB method assumptions.
For the first turning point condition (k=1) the approximate differential equation of
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(2.35) follows:
d 2Y j) + 1i[(i - ai)2 + (bi)2 ]y(j) = 0 (2.37)dj2 33
For the second turning point condition, we make the change of the dependent variable
yj = exp(i7r j)wj. For the dependent variable wj the approximate differential equation
of (2.35) with the minus sign is
d2w(j) + 102[(j - a2)2 (b2)2 ]w(j) 0 (2.38)dj2 3
Let us consider the change of the independent variable
exp(-ij)(4| )'/4(a - ak) = x (2.39)
which allows us to write equations (2.37) and (2.38), respectively, as
d2y
dx2(x) =(di - X2)y(X) (2.40)
d2w 1
dx 2 (x) =(d 2 - X 2)w(X) (2.41)
with dk = tivmi(Q) (plus sign for complex conjugate turning points and the minus
sign for pairs of real turning points), and we define pk = 4bkI. Both equations are
related to the parabolic cylinder equation. The functions D,(x) and D,(-x) give a
satisfactory solution for the parabolic cylinder equation, when v N, in the form
given in pages 531 and 532 of Bender & Orszag [4]. The solution of equations (2.37)
and (2.38) in terms of parabolic cylinder functions are
y(j) =A 1 D .vwr(61)2_ 1 (( 1)/ 4 e-ir/ 4  - a,)) (2.42)
+BDv ()2_ ((p1)l/ 4e7/ 4(- ai))
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w(j) =A 2 Dvi (b2 )2__((/1 2 )l/- 4 j - a2 )
+ B2 4 
21/4e -ir/4U - 2))(2.43) + B2 D 49(6)2_--- )e ( - 2
For the case of a second order turning point, we proceed the same way as we did
for almost coalescing pairs of first order turning points. We obtain an approximate
difference equation of the form (2.35), but with bk = 0 and ak as the second order
turning point. We again approximate the second order difference operator in our
approximate difference equation by a second order differential operator, which leads
to differential equations of the form (2.40) and (2.41), but with dk = 0. Therefore,
for a second order turning point, the solution of the approximate equation is given
by (2.42) or (2.43) with bk set to zero. In Appendix C.2 we give the asymptotic
expansions of the solutions of the approximate equations for pairs of almost coalescing
real or complex turning points. These asymptotic expansions are used to obtain the
connection formulae for these turning point problems.
2.3.4 CONNECTION FORMULAE.
Our objective is to study wave propagation along a repetitive system with slowly
varying non-uniformity. Waves propagate only on the real axis of the j complex
plane. Therefore, our concern is to see how a given combination of the Liouville-
Green functions valid in an interval of the real axis changes as we cross a Stokes line
or a real turning point. With this point in mind, we consider the following turning
points problems
* Pair of complex conjugate first order turning points (TPP1).
* Pair of real first order turning points (TPP2).
* Pair of almost coalescing complex conjugate first order turning points (TPP3).
* Pair of almost coalescing real first order turning points (TPP4).
* Second order real turning point (TPP5), which is a particular case of the two
cases above.
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Our strategy is the following. First, we solve each of these turning point problems
alone. We obtain connection formulas for each of them. Second, we use these connec-
tion formulas to built the asymptotic solution for repetitive systems with the turning
point problems listed above. This will be postponed to the section where we dis-
cuss on how to built the asymptotic approximation of whole system transfer matrix.
An example picture of a sequence of turning point problems with the turning point
problems listed above is given in figure 2-2. In the following, if we refer to a specific
turning point problem contained in the list of turning points problems above, we use
the symbol TTPj (j = 1.. , 5).
Here, let us concentrate in obtaining the connection formulae for the turning point
problems listed above. We consider two boundary conditions. The first one is a wave
incident from left of the the turning point. Let us consider points a < a 11 along the
real axis of the j plane. At points a1 and a 1 the boundary conditions are applied.
We consider also the reference points r1,1 and r2 ,1, such that a < r1 , < r2 , < a+ 1
(see boxes A, B and C on figure 2-2). The index 1 used below specifies that we are
dealing with the 1-th turning point problem in a sequence of turning point problems,
as illustrated by an example in figure 2-2. The other boundary condition to consider is
an incident wave from the right of the turning point. Let us formulate these boundary
conditions in terms of the Liouville-Green functions. For left incidence, we have
* For a1 < J < r,, we have and incident plus a reflected wave.
sin(0g)zj ~ A exp(-iI(a, r1,i) - if O(n)dn) + R-A exp(iI(al, ri,) + i j (n)dn)
T1 fTi g
(2.44)
* For r2 ,1 <j < a 1 , we have a transmitted wave.
sin(Oj)z,~ T-A exp(--i f 6(n)dn) (2.45)
T2,
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where I(a,b) is defined as
b
I(a, b) = f (n)dn, (2.46)
and the coefficients R and T- are, respectively, the reflection and transmission
coefficients for left incidence.
For right incidence we have
* For a, <j <ri, 1 , we have a transmitted wave.
sin%()z-~ T+A exp(i j O(n)dn) (2.47)
'r2,2
" For r2 ,1 <j <at+,, we have an incident plus a reflected wave.
sin(01 )z1 ~ A exp(iI(al+1, r2+) + if (n)dn) + R+A exp(-iI(ag, T2,1 ) - i f (n)dn)
(2.48)
where the coefficients R+ and T+ are, respectively, the reflection and transmission
coefficients for right incidence. For each of the turning point problems, the connection
formulae are the expressions for the coefficients R* and T'. In Appendix C.1, we
obtain the expressions for the coefficients R' and T' for TPP1, and in Appendix C.2
we obtain the expressions for the coefficients R' and T for cases TPP3, TPP4 and
TPP5. For TPP2, we just refer the reader to the literature ([9] and [67]). In what
follows, we just list and discuss the results obtained in Appendices C.1 and C.2.
2.3.4.1 Pair of Complex Conjugate First Order Turning Points.
For TPP1 (see box A in figure 2-2) and the boundary conditions given above, we
describe the connection problem in Appendix C.1. Let us define the constant -Y =
1)ki . For this case we have that the reference points ri1, and r2,1 are such that&k,4
ri
,1 = r 2 ,1 = T1= R{j*k,l} (real part of the pair of complex conjugate turning points).
The connection formula follows.
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* TPP1 with turning points that satisfies the first turning point condition.
- Left incidence boundary condition.
-= - exp(-i21(r1 , J,) - i21(a,, r,) - i), for - < arg{y} <-
2 2 2
(2.49)
7r 7T- =exp(-iI(ai,'ri)), for - - <arg{y} < - (2.50)2 2
where I(a,b) is defined by (2.46). The integral I(r, J,,) is imaginary and
negative, which implies that the reflection coefficient R- is exponentially
small. The integral I(a, ri) is real, so it gives a phase change for the
reflection and transmission coefficients. The transmission coefficient has
modulus equal unity. The incident wave suffers an exponentially small
reflection, and the transmitted wave has a phase shift with respect to the
incident wave.
- Right incidence boundary condition.
R= - exp(i2I(r, j,,1,) - i21(rj, aj+1) + i h), for - r <arg{7} <2 2
Ir
and - < arg{y} <w rF(2.51)2
T+ exp(-iI(r, a,+,)), for - ?r < arg{yl,l} < - and - < arg{7} _< r2 2
(2.52)
The reflection coefficient is exponentially small due to the integral I(r,, j,eI)
which is imaginary and positive.
* TPP1 with turning points that satisfy the second turning point condition.
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- Left incidence boundary condition.
R= - exp(-i2I(ri, j, 2 ,) - i21(al, rj) + i27r J*2, + i-), for 2 arg{y} <2 2 2
(2.53)
T- =exp(--iI(a, r)), for 2 < arg{7} < 1 (2.54)2 2
The coefficient R- is again exponentially small due to the difference be-
tween the integral I(r1 , J*2,l) (imaginary and positive) and the term 27rj' 2,1
(imaginary part positive). The transmission coefficient T- has modulus
equal unity.
- Right incidence boundary condition.
R+ = exp(212(rl, J*2, ) - i21(rl, a,+,) - i2,r-i), for - 7r < argfy} < -
7r l<7F(55
and - < arg{y} w (2.55)2
7r 7r
T+ = exp(-iI(rj, a,+ 1 )), for - 7r < arg{-y} <-- and - <arg{y} <w72 2
(2.56)
2.3.4.2 Pair of Real First Order Turning Points.
For TPP2 with the pair of real turning points denoted as j,, and J~k,l (see box (B)
of figure 2-2) and the boundary conditions given above, we just list results presented
in the literature using our notation. The connection formula follows.
* Left incidence boundary condition.
R- = exp(-i2I(a,j,, ) + (-I)ki1 f+-i27r j*k,, 62,k) (2.57)
2
T-= exp(-iIT(aI, j*k,l) - iI(J*k~lj*k,l)) (2.58)
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9 Right incidence boundary condition.
R+ = exp(--i2I(jk,l,, a+) - (-1)kij - i27r J*k,1 6 2,k) (2.59)
T+= exp(-i(3.k,l, a+,) - iI(jk,l, J*k,)) (2.60)
2.3.4.3 Pair of Almost Coalescing First Order Complex Conjugate or
Real Turning Points.
In this section we give the connection formula for the cases TPP3 and TPP4. For
TPP3 the reference points r1,1 and r2,1 are such that ri,1 = r2 , = R{J*k,l}, and for
TPP4 we have r1,1 = J*k,l < r2,1 = J}k,l, with jk, and j*k,l representing the pair
of real turning points. The quantities bk and Yk were defined in section 4.3.2, and
here we relabel them, respectively, as bk,1 and pI,. The connection formulas for a
given boundary condition does not change if the turning points satisfies the first or
the second turning point condition. Therefore, we distinguish the connection formula
with respect to the boundary condition used. In Appendix C.2, we discuss in detail
how these connection formulae were derived. In the expressions below, the upper
(lower) sign refers TPP3 (TPP4). The connection formula follows
e Left incidence boundary condition.
p 1 -z I-kl bk )2 + 1)
4 2 ~ iI7(bkl)2 bkFk2v111-k(bk,l)'
exp(- gp--,(bk,)2 +i - i21(a,, r1 ,1 ) + i27r r1,k,2) (2.61)8 2
f(T /1,(bk,I) +kl 8 ) iF~
2 exp( v /pk, (bk 1)2 - iI(aj, r,))
(2.62)
For the case TPP3 (TPP4) the reflection (transmission) coefficient is an expo-
nentially small quantity which has 1/V/ as its maximum value. The transmis-
sion (reflection) coefficient varies from 1/v/s to one. These formulas are useful
only for small values of the parameters bk,l and [tk,l. Small values of bk,l implies
that the turning points are very close to each other, almost coalescing, and
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small values of Pk, implies that the sequence Qj varies very slowly.
* Right incidence boundary condition.
- PQV-i Ilkl(bk,I)' + 2 p- ) FLr9- ,
R +2 tL /7fl(b,i)2  8jjj(bk~)
exp(F gkl(bk,l)2 + - i21(ri,, a+,) - i27r r2,lJk,2) (2.63)
8 8- pFgkl k) 2 + 1)+ ep+ Iklbk)-iIriai)
+ 42 Z /k(bk)2 jFS 1f(bk)
(2.64)
The expressions for the reflection and transmission coefficients are almost the
same as in the previous case. We have just a change in the phase of the reflection
and transmission coefficients.
For TPP5, we need to set bk,l equal to zero in the expressions for TPP3 or TPP4,
and the desired reflection and transmission coefficients follows.
2.3.4.4 Improvement of the Asymptotic Results for Reflection and Trans-
mission Coefficients.
For TPP1, the WKB method gave the transmission coefficient of modulus equal to
unity and an exponentially small reflection coefficient. For the case TPP2, we have the
opposite situation, i.e. exponentially small transmission and reflection coefficient of
modulus equal to unity. We can improve the estimate for the transmission coefficient
in the case of TPP1, and for the reflection coefficient in the case of TPP2, by making
use of some quantity that depends on the solutions of (2.1) and is constant (does not
depend on the independent variable j). If the reflection (transmission) coefficient is
exponentially small, we can use the quantity mentioned above to estimate the modulus
of the transmission (reflection) coefficient. An example of this quantity follows.
,zf+1 - zy22+1 = constant with z solution of (2.1) (2.65)
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where ff- is the complex conjugate of zj. We want to use (2.65) to obtain a relation
between the reflection and transmission coefficients. We consider the boundary con-
dition of left incidence given by (2.44) and (2.45). If we substitute (2.44) into (2.65),
we have
* For j real anda < j <r,
2 A2
sO)- sin(I(j, j + 1)) + IR-I sin(I(J, j + 1))} = constant
Vsin(Oj) sin(Oj+1)
(2.66)
* For j real and r2 ,1 <j < a,+1,
2A2 IT-12
s{-sin(I(j,j + 1))} = constant (2.67)
V sm() sin(Oj+1)
We can subtract these two relations, but first we set j + 1= r1,1 in (2.66) and we set
j = r 2,1 in (2.67). We obtain
IR-12 + IT 12 _sin(O_ 1 )sin( 1 ) sin(I(r2,1, r2,1 + 1) (2.68)
sin(Or2,) sin(O 2,+1) sin(I(ri,1 - 1, ri ,1))
We have that sin(O(ri,)) = sin(O(r2 ,j)) and we can assume that sin(O(r17 , - 1)) =
sin(O(r2,1 + 1)) and sin(I(ri,j - 1, ri , ,)) = sin(I(r2 ,1, r 2,1 + 1)). As a result we can
rewrite (2.68) as
R-12 + IT- 2 = 1 (2.69)
For the boundary condition of right incidence we can proceed in the same way as we
did for the left incidence case and obtain, basically, the same result, as follows:
|R+12 +T+1 2 = 1 (2.70)
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Finally, we use (2.69) and (2.70) to improve the WKB predictions for the reflection
and transmission coefficient, as described bellow.
* Exponentially small reflection. For this case we improve the estimate for the
transmission coefficient. From (2.69) and (2.70) the modulus of the transmission
coefficient is now given by
|T1|1= V1--jfR 2  (2.71)
and we keep the phase given by the WKB method.
* Exponentially small transmission coefficient. For this case we improve the esti-
mate for the reflection coefficient. From (2.69) and (2.70) the modulus of the
reflection coefficient is now given by
R:'I= V/I-T*2(2.72)
and we keep the phase given by the WKB method.
2.3.5 ASYMPTOTIC FORM OF THE SYSTEM TRANS-
FER MATRIX.
The objective of this section is to describe how to obtain the transfer matrix that
relates the wave disturbance amplitude at the ends of the non-uniform part of a
repetitive system. Wave scattering, in the context of the WKB method occurs at
the turning points. Therefore, first we describe how to obtain the transfer matrix for
the turning point problems listed in section 4.4, and then we give the whole system
transfer matrix as a product of the transfer matrices of the turning point problems
that may appear along the non-uniform part of the chain. Let us consider points
a, < r1 ,1 < r2 ,1 < a+, along the real axis of the j complex plane, as defined at the
beginning of section 4.4. For TPP1, TPP3 and TPP5 r 1,l = r2 ,1 (see boxes (A) and
(C) of figure 2-2). If we have TPP2 or TPP4, r1,1 < r2,1 and they actually are the
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turning points (see box (B) of figure 2-2). In terms of the Liouville-Green functions,
the wave disturbance can be written as follows:
* For a] < j < r1,1 we have
sin(O )zy ~ Cexp(-ij O'dn) + Deexp(ij 9Idn) (2.73)
* For r2 ,1 < j <at i we have
sin(O)zj ~-C11 exp(-i] Odn) + D1+1 exp(i] f Odn) (2.74)
sin(0j 'r2, T 2,
The transfer matrix for the 1-th turning point problem relates the wave amplitudes
(C, DI) at the boundary point a, to the wave amplitudes (C+,, D,+ 1) at the bound-
ary point a i. To obtain the desired transfer matrix, labeled MI, we consider the
boundary conditions of left and right incidence. For left incidence we have
(CI,DI) =(AR- A)
and (2.75)
(C,+, Dl 1+) =(T- A exp(-i(r2 ,1 , a+,)), 0),
and for right incidence we have
(ClJD ) =(0,T+ A)
and (2.76)
(Ci1, D1 1) =(R+ A exp(-iI(r2 ,, al+i)), A exp(iI(r2 ,, agii))),
The reflection and transmission coefficients for both boundary conditions were ob-
tained in sections 4.1, 4.2, 4.3 and 4.4 according to the turning point problem in
consideration. Therefore, we can assume the reflection and transmission coefficients
above as known. We apply the boundary conditions (2.75) and (2.76) to the matrix
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equation
C+1 M,11 M,12 C 2-71(2) (2.77)D+I 
_M,21 M,22 D
and obtain the matrix elements in terms of the reflection R and transmission T
coefficients. The elements of the matrix MI and its inverse Mr1 follows
/ (T R-R+\
M,11=T- - exp(-I(r2,I,,a+))))(2.78)
R+
M,T12-exp(-iI(r2 ,1 , a+)) (2.79)
T-
M,21 = R exp(iI(r 2,, a+1 )) (2.80)
fT+
M -,2 T- exp(-iI(r2 , 1, a+)) (2.81)
and for the inverse matrix
M1- exp(iI(r2 ,1 ,a+1 )) (2.82)
MCI -R+ ep( l(21,a+)
M'-2= T- x(i~2i l1)(2.83)
1,1 -T_ x ('Il(r2, , a+,)) (2.84)
M-1 = T+ - exp(-iI(r2 ,,a+,)) (2.85)
We have the transfer matrix for each of the turning point problems listed in section
4, since for each of these problems, we obtained the reflection and transmission coef-
ficients R-+ and T*. In the context of the WKB method the wave diffraction problem
due to the system non-uniformity is replaced by the wave diffraction problem due
to the presence of turning points in the complex j plane. For a large system we
have a sequence of turning point problems as we travel along the real axis of the
j plane. The transfer matrix that relates the wave amplitudes before and after the
non-uniform section of the system is given as the product of the transfer matrices
for each of the turning point problems encountered as we travel along the real axis
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of the j plane. Suppose we want to relate the wave amplitudes at the beginning of
the non-uniform section a0 to the wave amplitudes at the end of the non-uniform
section a,,. We assume that between ao and an we have n turning point problems.
The transfer matrix relating these two positions follows as the product of the transfer
matrices of the turning point problems found between these two pQsitions:
Cn nCo
(=)= [MI (;:)(2.86)
or
CO Cn (-7
=I[M 1 )(2.87)
The global transmission and reflection coefficients can be obtained from the product
of matrices in (2.86) and (2.87). For left incidence boundary condition on the non-
uniform part of the chain we use the product of matrices (2.86). The global reflection
and transmission coefficients Rj and TJ for left incidence follows
(li,-1 []V11 21
R- = =1 N jD1exp(-i20(ao) a) (2-88)
(il aMj])22
j =1 [ ji) 12 N j l[ j]21T= (& [Mj]) 1 exp(-iO(ao)aO) -N2 exp(zO(ao) ao) exp(iO(aN)aN)
kM1(i- 1 [Mj]) 22
(2.89)
For the boundary condition of right incidence, we derived expressions for the global
transmission and reflection coefficients RG and TG+ from (2.87), as follows
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R+ _ = exp(i20(aN)aN) (2.90)
Njj
N -N 21 N -1])12
S( 1) 2 2 - (H =I[Mh'D]1( t[Mf )exp(iO(aN)aN -- iO(ao)ao)
j=1(j=1 [m- )n
(2.91)
We use these expressions to evaluate the global transmission and reflection coefficients,
since they are more stable when these asymptotic results (reflection and transmission
coefficients) are evaluated numerically.
2.4 APPLICATION.
We compare the asymptotic results obtained in section 4 with numerical simulation.
The physical system used to illustrate the performance of the asymptotic theory is a
chain of coupled pendulums. We gave the governing equation for wave propagation
on a chain of coupled pendulums in section 3. We consider only the variation of
the pendulums length as the source of non-uniformity. At first, we give results for
systems with only one pair of turning points. Second, we give results for systems
with two pairs of turning points. We give asymptotic and numerical results for the
reflection and transmission coefficients as a function of the wave frequencies and size
of the non-uniform part of the system.
2.4.1 SYSTEM WITH ONE PAIR OF TURNING POINTS.
The shape of the non-uniformity is assumed to be a flat Gaussian curve, described by
Ec1 =+ A exp( (j-M12+jo)2), for jo < j <j o + M (2.92)2u 2
where M is the size of the non-uniform part of the chain and jo is where the non-
uniform part starts. The amplitude A is chosen such that we have a second order
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turning point for a specific wave frequency value that we chose. The value of a is
chosen such that we have a smooth transition to the uniform part of the chain. As
M increases, the Gaussian become flatter, so the matching between numerical and
asymptotic results increases. The + (-) sign in equation (2.92) gives turning points
that satisfy the first (second) turning point condition. For frequencies at the left
(right) side of the uniform system passband (see (2-1)), we have a pair of real turning
points (TPP2) that coalesce and become a pair of complex conjugate turning points
(TPP1). In the following figures we present the asymptotic and numerical results for
the modulus of the reflection and transmission coefficients as function of the incident
wave frequency and size of the non-uniform part of the system. The wave frequency
ranges over the uniform system passband.
In figures 2-3 and 2-4 we considered left incidence boundary condition. For right
incidence, we have the same results as for left incidence due to the symmetry of the
shape considered. According to the results in figures 2-3 and 2-4, as the steepness of
the non-uniform part decreases, the match between asymptotic and numerical results
increases, except for frequencies where the turning points are close to coalesce. This
fact lead us to use a different approach for almost coalescing turning points (TPP3
and TPP4), outlined in sections 4.4.3 and 4.4.4 and in Appendix C.2. We combined
the corrected WKB approximation (see section 4.4.5) with the results for two almost
coalescing turning points (TPP3 and TPP4) to obtain a better approximation for
the modulus of the reflection and transmission coefficients. In the figure 2-5 we illus-
trate the asymptotic results for a pair of almost coalescing real (TPP4) and complex
turning points (TPP3). We present results for the modulus of the reflection coeffi-
cient only for the left incidence boundary condition, as function of wave frequency
and steepness of the Gaussian shape. We consider that the pair of turning points
satisfies the first turning point condition only. We just show the part of the passband
where the modulus of the reflection/transmission coefficients goes from almost one to
exponentially small values.
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Figure 2-3: Modulus of the Reflection coefficient for left incidence. We have a second
order turning point at 30% of the uniform system passband. The turning points
satisfy the first turning point condition. Amplitude A = 0.012. Coupling parameter
is R = 0.01. The full line denotes the numerical results. The . .. line denotes the
usual WKB approximation. The - - -- line denotes the reflection coefficient given
by (2.61) and (2.63).The - .-..- line denotes a composite approximation. For
frequencies close to the frequency for which we have a second order turning point,
the reflection coefficient is given by (2.61) and (2.63). Otherwise, it is given by (2.49)
and (2.57).
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Figure 2-4: Modulus of the transmission coefficient for left incidence. We have a
second order turning point at 70% of the uniform system passband. The turning
points satisfy the second turning point condition. Amplitude A = 0.012. Coupling
parameter is R = 0.01. The full line denotes the numerical results. The ..-. line
denotes the usual WKB approximation. The - - -- line denotes the transmission
coefficient given by (2.64).The - - - - - - line denotes a composite approximation.
For frequencies close to the frequency for which we have a second order turning point,
the transmission coefficient is given by (2.64). Otherwise, it is given by (2.52) and
(2.60).
77
F.| 
-. n=11
0.4-
0.2 
-
0.0 *.566 1.06070 .00570 1.00580 1.0585 1.00590 100595 1.00600 1.00505 1 00510 1005 1.00620
R 0 -- -n=23
0. - - -- --- .
0.4
0. .6 .00070 1.00575 5.00050 .00500 1,0050 1.00555 100500 .00005 1.01 1.00010 1. 2 fr q e c
tO| -f-0053
0.2 0
00200 .555 '.c7 55 165M IA .k os frequency
10 6 1.00570 1.00575 1.00550 1.00555 5.00500 1.00555 1.00000 5005605 1.00010 1.00055 1.050
RI -fl-n73
1 ,0050 100570 5.00075 1.00550 1.00505 5.00500 1.00505 1.0600 5.00005 1.05610 1.00510 500d600 fr quency
|n=151
0.6 -. ,
0.4 -- --
0.2
00 1.06 5 150570 500075 01.050 1000 1.00500 100505 1. 10605 10 10 1.0015 1.000 frequency
|R1 n=503
0.5
0.4
0.2
0.0 1.565 1.0570 01.0575 10050 1.0585 100500 1.00515 1.000 1.005 50610 500015 1.00000 frequency
Figure 2-5: Modulus of the Reflection coefficient for left incidence. We have a second
order turning point at 30% of the uniform system passband. The turning points
satisfy the first turning point condition. Amplitude A 0.012. Coupling parameter
is R = 0.01. The full line denotes the numerical results. The - - -- line denotes the
reflection coefficient given by (2.61) and (2.63).The - - -- line denotes given by (2.49)
and (2.57).
2.4.2 SYSTEMS WITH TWO PAIRS OF TURNING POINTS.
Again, we use a simple shape to illustrate the asymptotic form of the transfer matrix.
We consider a shape that has two TPPjs. One of the TPPj is related to the first
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turning point condition and the other is related to the second turning point condition.
The shape is a sum of two flat Gaussian curves with the same amplitude, described
by
(j - M/4+JO)20) Ax (J - 3M/4 +3O) 2Es = +A exp(- 2u.2 2) A exp( u2 ) for jo< j <A + M
(2.93)
where M is the size of the non-uniform part of the system and Jo is where the non-
uniform part starts. There is a maximum/minimum at M/4 and a minimum/maximum
at 3M/4. The amplitude A and a- are chosen as in the previous section. The plus
(minus) sign in equation (2.93) gives a shape that has a first TPPj associated with
the first (second) turning point condition and a second TPPj associated with the
second (first) turning point condition. In figures 2-6 and 2-7 we give the modulus
of the global reflection and transmission coefficients as function of wave frequency
and size of the non-uniform part of the system. The wave frequency ranges over the
uniform system passband. We show results for the left incidence boundary condition
only. The results for the right incidence boundary condition are similar to the left
incidence case due to the symmetry of the shapes considered. For shape (2.93) we
give results for the modulus of the global reflection and transmission in figures 2-6
and 2-7.
The asymptotic results given in figures 2-6 and 2-7 for the reflection and trans-
mission coefficients are given by expressions (2.88) to (2.91).
79
n=23
.000 10020 1.000 10040 1.00 .0080 .1.0070 1.0   1.0090 1.0100 1.0110 1.0120 1.0130 10140 1.0150 1.0160 1.0170 1.00 1.0190 frequency
JR1 -'Dn=470.0
0.6-
0.2
10010 1.0020 1,0030 1.0040 1.0050 1.0060 1.0070 1.0080 1.000 10100 10110 1.0120 1.0130 1.0100 1.0100 1.0160 1.0170 1.0180 1,0100 frequency
1,0 n=730.8
0.6-
0,4A
0.0 - 1.0010 1.0020 10030 1.0040 10050 10060 10070 10080 1.0000 1,0100 1.0110 1.0120 1.0130 10140 10160 1010 .0170 1,0180 1.0190 frequency
1.0 n=1030.8
0.4
0.2
.0 1.0010 1.0020 1.0030 1.DG40 1,0050 1.006U 1.0070 1.0080 1.0090 1.0100 1.0110 1.0120O 1.0130 .0140 1.0180 1.0'166 i.0176 1.0'PB0 10190 fre uency
1.0 n=1 53
0.4
.0 1.0 ,DD1 -10020 1.0030 1.0040 1.OG50 1.0060 1.0070 1.OOBG 1.0090 .0 .100 1.0 110 1.0 .120 1.0 .130 1~0 1140 1.0,150 1.0 .160 1,0I 70 1.01 BO 1.0 190 f re u ncy
1.0 n=203
0.4
0.2
0..0
1.0010 1.0000 10100 1.0110 1.0120 10100 .0140 1.0150 1.0160 1.0170 1.0180 1.0190
Figure 2-6: Modulus of the Reflection coefficient for left incidence. We have a second
order turning point at 25% and 75% of the uniform system passband. Amplitude
A = 0.0098. Coupling parameter is R = 0.01. The full line denotes the numerical
results. The - --- line denotes the reflection coefficient given by the transfer matrix
method. We use the local reflection/transmission coefficients given by the usual WKB
approximation. For the ---- line we use the local reflection and transmission coefficients
corrected by the approximation for almost coalescing pairs of turning points problem.
We use this correction when the wave frequency is close to the frequency for which
the turning point problem is a second order real turning point.
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Figure 2-7: Modulus of the Transmission coefficient for left incidence. We have a sec-
ond order turning point at 25% and 75% of the uniform system passband. Amplitude
A = 0.0098. Coupling parameter is R = 0.01. The full line denotes the numerical
results. The -- - -- line denotes the transmission coefficient given by the transfer
matrix method. We use the local reflection /transmission coefficients given by the
usual WKB approximation. For the - - - line we use the local reflection and transmis-
sion coefficients corrected by the approximation for almost coalescing pairs of turning
points. We use this correction when the wave frequency is close to the frequency for
which the turning point problem is of second order.
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2.5 DISCUSSION AND CONCLUSIONS.
We outline how the asymptotic results can be used to design the slowly varying non-
uniformity in a very long chain of coupled pendulums to minimize transmission for
the whole system passband. We also comment on some possibilities for future work.
The asymptotic approximations for the reflection and transmission coefficients
obtained in section 4 are meaningful only for frequencies inside the uniform system
passband, since for other values of wave frequency there is no wave propagation.
These asymptotic approximations for the reflection and transmission coefficients are
not able to "see" both edges of the passband. Figure 2-3 [figure 2-4] illustrates this
fact for a non-uniform chain with only one turning point problem with turning points
that satisfy the first [second] turning point condition (2.30). As the wave frequency
approaches the upper [lower] edge of the uniform system passband, the modulus of
the reflection (transmission) coefficient goes to one (zero), but the asymptotic result
stays exponentially small (equal to one). In other words, the asymptotic approxi-
mation does not model the transition of the modulus of the reflection (transmission)
coefficient from exponentially small values to one (one to zero). An example of this
kind of non-uniformity is given by (2.92) in section 5.1. For a chain with many turn-
ing point problems, we find that some turning points satisfy the first turning point
condition (2.30), and other turning points satisfy the second turning point condition
(2.30). Therefore, for chains with many turning point problems, both uniform system
passband edges are modeled properly. The upper (lower) edge is taken into account
by turning points that satisfy the first (second) turning point condition (2.30). We
add that turning points that satisfy the first (second) turning point condition (2.30),
model correctly the behavior at the lower (upper) edge of the system effective pass-
band as illustrated in figures 2-3 and 2-4.
The asymptotic approximation for the reflection and transmission coefficients
given by the WKB method does not give good results when two turning points start
to coalesce. For this situation we considered in a neighborhood of the pair of turning
points an approximate form of equation (2.1) that takes both turning points into
82
account, as described in section 4.3.2 and in Appendix C.2. This approach seems
to be successful as shown in figure 2-5. We use these asymptotic results to obtain
a better asymptotic approximation for the reflection and transmission coefficients.
We combine the usual WKB approximation with the asymptotic results valid when
the turning points are almost coalescing, to obtain an asymptotic approximation
that gives better results for the whole system passband. Results for this combined
approximation are illustrated in figures 2-3 and 2-4.
Regarding localization phenomena, the asymptotic results obtained through the
WKB method give some qualitative understanding, as discussed in the end of section
4.1. If the non-uniformity is periodic in space, we have perfect transmission at a
discrete set of wave frequencies, with some of them even outside the effective passband.
If no periodicity is present in the non-uniformity, frequencies of perfect transmission
are not likely to occur, as pointed out in [36]. The problem of perfect transmission
was not addressed here. We could have used the asymptotic approximations for the
reflection and transmission coefficients to obtain estimates for frequencies of perfect
transmission, but due to the complexity of the expressions for the global transmission
and reflection coefficients we would have to use a numerical approach to search for
the desired frequencies.
Regarding the design problem for minimum transmission, we can use the asymp-
totic results to design a chain with slowly varying non-uniformity in space. For a
maximum allowed amount of non-uniformity at each element of the chain, the idea is
to search for the non-uniformity configuration which provides turning points as close
as possible to the real axis and has no periodicity. For the problem of a chain of cou-
pled pendulums, we have a simple dependence of the sequence Q3 with respect to the
wave frequency w, as illustrated by equation (2.11). Therefore, by minimizing trans-
mission for a single frequency, located in the middle of the effective passband, it may
be sufficient to obtain a non-uniformity configuration that minimizes transmission for
the whole effective passband.
We can extend this work in at least two directions. One direction is to extend
the WKB method to high order difference equations that arise in the modeling of
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repetitive system where the interaction of the subsystem is not restricted to the two
nearest neighbors. Some work have been done in this direction in [17] and in the
Appendix A. Another direction is to extend the analysis done here for second order
difference equations to two dimensional systems of first order difference equations.
More interesting systems can be modeled by two dimensional systems of first order
difference equations, like, for example, wave propagation along a one dimensional
channel with the bottom represented by shelves; or wave propagation along coupled
uniform beams with different cross section.
In the Appendix A we discuss how to apply the WKB method for system of first
order difference equations. We also outline how to obtain a high order asymptotic
solution for a n-th order difference equation, but we do not discuss how to con-
tinue the high order asymptotic solution through the turning points this difference
equation may have. In section A.4 of Appendix A we also illustrate how to write
a difference equation as a pseudo-differential equation. The asymptotic analysis of
pseudo-differential equations is very similar to the asymptotic analysis of differen-
tial equations, and all the machinery for differential equations can be applied to
pseudo-differential equations almost directly. This simplifies the asymptotic analysis
of difference equations, specially if high order approximations are desired.
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Chapter 3
Asymptotic Analysis and Design of
Wave Propagation Along a
Non-Uniform Euler-Bernoulli
Beam.
In this chapter we consider the vibratory response of a non-uniform Euler-Bernoulli
beam. Non-uniformity in beams arise either from manufacturing imperfections or by
design, and can have a singular importance on the qualitative properties of the beam
vibration response.
To describe the mechanism causing such a large changes in the dynamics of the
beam, in the first part of this chapter, we derived asymptotically a simple equa-
tion governing the beam motion. This simple equation is a second order differential
equation, asymptotic to the non-uniformity of the beam. Under certain restrictions,
viz. of having constant tension and a constant product of the beam mass per unit
length and flexural rigidity, it has a Helmholtz-like form and is an exact governing
equation. So, we can use this simple equation to design the non-uniformity of the
beam to minimize wave transmission for a desired range of wave frequencies. We can
use inverse-scattering methods for Helmholtz-like equations to accomplish the design
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problem mentioned above.
In the second part of chapter 3 we consider slender beams with slowly varying
non-uniformity with respect to the wave length of the incident wave. We construct a
high order asymptotic solution for the beam vibration. The asymptotic method used
is the WKB method, which is basically a wave refraction theory. To incorporate wave
reflection and wave mode conversion we take into account the effects of turning points
and singularities, like poles. At the turning points and singularities the asymptotic
theory breaks down, and a local analysis is needed to continue the asymptotic solution
through the turning points and singularities. The result of the local analysis are the
connection formulas. For second order differential equations, connection formulas
for turning points and singularities are well known, but for high order differential
equations not much is known, so further progress is needed. The objective of the
second part of this chapter was to understand the difficulties involving in obtaining
such connection formulas for turning point problems where four wave modes couple.
Coupling of four wave modes also appeared in the asymptotic analysis performed in
chapter 4 for pseudo-differential equations. The ideas proposed in Fuchs, Ko & Bers
(1981) and in Fuchs, Bers & Harte (1985) based on only second order differential
equations did not give a complete picture, so fourth order equations maybe necessary
to extend the results obtained in chapter 4, what is left as future work.
The Euler-Bernoulli beam model is governed by a fourth-order differential equa-
tion in the frequency domain, and non-uniformity in the flexural rigidity only leads to
turning point problems where four wave modes couple. We consider non-uniformity
in the flexural rigidity which gives only first order turning points to make possible
the approximate form of the governing equation, valid in a neighborhood of a turning
point, to have an analytic solution. This is fundamental for the connection problem
to be solved in closed form. The analysis is the second part of chapter 3 is a first
step towards the extension of the ideas discussed in Fuchs, Ko & Bers (1981) and in
Fuchs, Bers & Harte (1985) for the case where four wave modes couple at a turning
point or group of turning points.
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3.1 Asymptotic Governing Equation for Wave Prop-
agation along Weakly Non-uniform Euler-Bernoulli
Beams.
The vibration of non-uniform beams, whether smooth or stepped, has been studied
extensively, and is still receiving attention in the literature. The non-uniformity may
arise in the material properties and in the geometry of the beam. Usually, the effect
of the non-uniformity on the natural frequencies and natural modes of finite beams
is investigated, under various boundary conditions. Wave propagation along long
non-uniform beams has received less attention, especially in the case of non-periodic,
smooth and continuous non-uniformity.
For periodic non-uniformity, analytical techniques can be applied, such as Floquet
theory and perturbation methods, such as the method of multiple scales. Wave
interaction with periodic non-uniformity can give rise to strong resonance effects.
For incident waves with wavelength of the order of two times the wavelength scale of
the non-uniformity, the incident wave resonates with the non-uniformity, leading to
almost complete reflection if the non-uniform part of the beam is long enough. This
strong interaction is known as Bragg reflection (see Hawwa [27]).
The case of non-periodic non-uniformity is even more interesting. For beams with
a long enough non-uniform part, vibration with a fairly broad spectrum may stay
localized in a finite region close to its source. The normal modes are not extended
anymore, and they become localized in space. In terms of wave propagation, we
may have almost complete reflection and exponentially small transmission. These
are manifestations of localization phenomena in the vibration of mechanical systems.
Another feature of the behavior of such localized systems is the disproportionally
large sensitivity of the system response with respect to small variation in the non-
uniformity of the system parameters, as pointed out by Pierre [53] and Triantafyllou
and Tryantafyllou [65].
In summary, small non-uniformity in the material and geometrical properties in
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beams can have a singular importance, causing large effects on vibration propagation
relative to its own magnitude. To help describe these mechanisms well, and given
the significance these effects may have to a large number of applications, we derived
asymptotically a simpler equation, which captures the essence of the localization
phenomena.
We derived asymptotically a second order differential equation governing wave
propagation along non-uniform Bernoulli-Euler beams under the action of non-uniform
tensile force along their length. This second order governing equation is asymptotic
with respect to the steepness of the non-uniformity. In other words, as the non-
uniformity steepness decreases, the agreement between the behavior predicted by the
second order governing equation and the full governing equation increases.
When the tensile force and the product of the beam flexural rigidity by its mass
per unit length are constants, the second order governing equation is an exact govern-
ing equation for wave propagation along non-uniform Bernoulli-Euler beams. These
restrictions are not commonly met in practice, but such beams can be designed and
built.
The second order governing equation under the restrictions mentioned above can
be used to design the beam non-uniformity to achieve, for example, passive vibra-
tion isolation. This can be done in two ways. The first approach consists of using
a second order differential equation with non-constant coefficient which has a closed
form solution and models well the wave propagation problem. The analytical solu-
tion furnishes a functional relation between the wave frequency and the scattering
coefficients, such as the reflection coefficient, using the non-uniformity in the coeffi-
cient function as a parameter. Then, if we specify the form of the functional relation
between the reflection coefficient and the wave frequency, we end up designing the
non-uniformity in the coefficient function of the second order differential equation.
Once the non-uniformity in the coefficient function is specified, the non-uniformity in
the beam flexural rigidity and mass per unit length is also determined. We give an
example of this approach in section 3.1.5.
The second approach consists of using inverse scattering techniques for Helmholtz-
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like equations, since the second order governing equation under the restrictions men-
tioned above has a Helmholtz-like form.
In the next section, we give an outline of previous work on wave propagation
along smooth non-uniform beams, on analytical solutions of second order differential
equations and on inverse-scattering techniques for the Helmholtz equation. In section
3.1.2, we give the governing equation for the Bernoulli-Euler beam in terms of the cho-
sen non-dimensional variables. In section 3.1.3, we derive asymptotically the second
order differential equation governing wave propagation along non-uniform Bernoulli-
Euler beams. We also discuss the qualitative behavior predicted by this governing
equation for general non-uniformities, and we describe under which restriction over
the non-uniformity this equation is an exact governing equation. In section 3.1.4,
we use the second order governing equation to predict wave reflection by the beam
non-uniformity. We compare results for the modulus of the reflection coefficient from
the numerical simulation of both governing equations. In section 3.1.5, we illustrate
the first approach for the design problem mentioned above.
3.1.1 Previous Work.
Wave propagation along smooth non-uniform periodic Bernoulli-Euler beams can be
studied through analytical techniques and perturbation methods. Lee & Ke [37] ap-
plied Floquet theory to study flexural wave propagation along Bernoulli-Euler beams
with periodic non-uniformity. They show that flexural waves in a periodic beam can
be interpreted as a superposition of two pairs of waves propagating in opposite di-
rections, of which one pair behaves as an attenuated wave. Hawwa [27] considered
beams with a periodically varying cross section, and used a straightforward asymp-
totic expansion to show that resonance between the beam periodicity and the wave
field occur when the wavenumber of the flexural wave is half the wavenumber of
that of the beam periodicity. A uniform expansion near the resonance condition was
obtained through the method of multiple scales. An account of the literature regard-
ing wave propagation along periodic beams is given in the two references mentioned
above.
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To study vibration of non-periodic non-uniform Bernoulli-Euler beams, numerical
methods, like the finite element method, the finite difference method and the trans-
fer matrix method are usually applied. The exception are geometrical and material
non-uniformities which are polynomial functions of the space parameterization. Nag-
uleswaran [50] considered Bernoulli-Euler beams with a variation in breadth propor-
tional to x8 (s < 0, and x is the distance from the "sharp" end). Abrate [1] considered
beams with cross-sectional area and its second moment as arbitrary polynomial func-
tions of the space parameterization. Approximations for the natural frequencies were
obtained using the Rayleigh-Ritz method.
Heading [28] gives a list of indices of refraction such that the resulting one-
dimensional Helmholtz equation has closed form solutions in terms of transcendental
functions. He also discusses how to generate more complex indices of refraction
from simple ones. He also gives an account of the literature about one-dimensional
Helmholtz and Schr6dinger like equations with non-constant coefficient functions,
which have a closed form solution.
An account of the literature about inverse scattering methods for the one-dimensional
Helmholtz-like equations up to 1987, with emphasis in the context of seismology, is
given in Merab [45]. An exact inverse method for the one-dimensional Helmholtz
equation in the half line is described in Sylvester et all [64] and Sylvester & Wine-
brenner [63]. They developed a new layer stripping technique for the inverse scat-
tering problem of the Helmholtz equation on the half line. In Sylvester et all [64],
they proved convergence of the algorithm and wellposedness of the forward and in-
verse scattering problems, and in Sylvester & Winebrenner [63], they constructed a
numerical inverse algorithm based on the non-linear Riesz transform.
3.1.2 Bernoulli-Euler Beam Governing Equation.
Here we describe the choice of non-dimensional variables and we give the non-dimensional
form of the Bernoulli-Euler beam governing equation.
We consider a one-dimensional continuous model for an elastic beam under small
transverse motions, which are represented by the transversal displacement r(x, t) of
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the neutral line of the beam cross section. The variables x and I represent, respec-
tively, the space and time coordinates. The Bernoulli-Euler beam model assigns only
transverse inertia (i.e., ignores rotational inertia) and bending elasticity (i.e., ignores
shear deformation) to the continuum. We also consider the elastic restoring force
due to the tensile force applied to the beam. For the beam model considered, the
governing equation for the transversal displacement results from the balance between
the cross-sectional inertia force and the gradient of the shear force due to the bending
moment and tensile force, as follows:
(-I(x)E(x)nx)xx- (P(x)r/) + p(x)A(x)rtt = 0. (3.1)
A(x) and I(x) are, respectively, the cross-sectional area and its second moment.
E(x) and p(x) are, respectively, the modulus of elasticity and density of the material.
P(x) represents the tensile load applied to the beam. The Bernoulli-Euler beam is
considered non-uniform for 0 K x K L. For x < 0 and x > L, the beam is uniform,
but not necessarily with the same geometrical and material properties. We consider
the following set of non-dimensional variables:
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X
A'
7 =fot with fo = OA 4po Ao A
W =fOQ,
y 7(3.2)
-L=- )A'
Eolo
P(s) = A,
Mn(s) =p (x) A(x)
poAo
i (s)=I(x)E(x)
where A is the wavelength of the wave disturbance on the uniform part of the beam
at x < 0. The quantities poAo and Eob1 are, respectively, the reference values for
the mass per unit length and for the flexural rigidity. The quantity ho is the half
beam-cross section reference height, and fo is the time non-dimensionalization factor.
All reference quantities are taken from the uniform part located at x < 0. In terms
of the non-dimensional variables, the governing equation (3.1) assumes the form:
(ez(s)y.') " - (P(s)yS) + m(s)yr, = 0. (3.3)
The non-dimensional mass per unit length m(s) and the non-dimensional flexural
rigidity ei(s) are defined as follows:
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1 for s < 0
Mr(s) pA(A for 0 < s < L
po Ao
P ' for s> L
po Ao
and (3.4)
1 for s < 0
ei(s)- EIA s) for 0 < s < LE0 10
El1' for s> L
Since we are interested in the interaction of mono-chromatic waves with the beam
non-uniformity, we assume the time dependence:
exp(-iwT), (3.5)
with w as the non-dimensional wave frequency. The non-dimensional governing equa-
tion (3.3) assumes the form
(ei(s)yss),s - (P(s)y)8 - w2 m(s)y(s) = 0, (3.6)
which is a fourth order differential equation with variable coefficients.
3.1.3 Second Order Governing Equation for the Bernoulli-
Euler Beam.
In this section we derive asymptotically a second order differential equation governing
wave propagation along a non-uniform Bernoulli-Euler beam.
First, we consider a change of the dependent variable to transform the governing
equation (3.6) into a four-dimensional system of first order differential equations.
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Second, we discuss the restrictions on the beam non-uniformity which allows wave
propagation to be governed by a two-dimensional system of first order differential
equations, and from this system of equations we obtain a second order differential
equation through a sequence of changes of the dependent variable. We also discuss
the qualitative insight on the effects of the non-uniformity on wave propagation given
by the second order governing equation. Third, we pay special attention to beams
where the tensile force and the product of the beam flexural rigidity by its mass per
unit length are constants. When these restrictions are satisfied, the second order
governing equation is an exact governing equation, and has a Helmholtz-like form.
3.1.3.1 Governing Equation for the Wave Modes Amplitude.
Here we consider a change of the dependent variable which transforms equation (3.6)
in a four-dimensional system of first order differential equations.
Along the uniform part of the beam, the general solution of the governing equation
(3.6) is given as a superposition of four wave modes, as follows:
y(s) = A exp(i kis) + B exp(-i kis) + C exp(k2 s) + D exp(--k2 s) (3.7)
In the equation (3.7), the first two wave modes are propagating modes, and the
last two are evanescent modes. Each wave mode has an associated wavenumber. For
the propagating modes, the wave numbers are pure imaginary numbers with the same
modulus, but opposite phase. For the evanescent modes, the wave numbers are real
numbers with the same modulus, but opposite sign. The wave numbers i ki and k2
are solutions of the dispersion relation
ei k-4 - Pk2 _ W 2 m = 0. (3.8)
The wave mode amplitudes A, B, C and D are specified by boundary conditions
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(finite beam) or by radiation conditions.
The rotation of the beam cross-section, the bending moment and the shear force
can also be written in terms of the wave modes.
We assume that the transverse displacement along the non-uniform part of the
beam can be written in the same form as in the case of the uniform beam, but
now with the wave mode amplitudes and wave numbers as functions of the space
coordinate, as follows:
y(s) =A(s) exp(i ki(s)s) + B(s) exp(-i ki(s)s) +C(s) exp(k2 (s)s)
A(s) Bs) C(s) (3.9)
+ D(s) exp(-k2(s)s)
>(s)
The new dependent variables are defined by incorporating the phase factor to the
wave modes amplitude. These new dependent variables are denoted as A(s), B(s),
C(s) and D(s), according to equation (3.9). The wave numbers are still given by
the uniform system dispersion relation (3.8), now assumed locally valid and with the
non-dimensional flexural rigidity ei, the non-dimensional mass per unit length m and
the non-dimensional tensile force P as functions of the space coordinate. The wave
numbers are now given by the equations
i ki(s) = / {-P(s) + /P2(s) + 4w2 ei(s)m(s) ,1 (3.10)
k2 (s) = P(s) y/P2(s) + 4w2ei(s)m(s)}. (3.11)
V2e6(s)
For the non-uniform beam, we assume that the rotation of the beam cross-section,
the bending moment and the shear force along the non-uniform beam are given in the
same form as in the case of the uniform beam, but now with wave modes amplitudes
and wave numbers as functions of the space coordinate. The functions A(s), B(s),
C(s) and D(s) will be sought such that:
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dy =i ki(s) (A(s) - B(s)) + k2 (s) (C(s) - D(s)) (3.12)
ei(s)dY = - k(s)(A(s) + b(s)) + k(s) (C(s) + b(s)) (3.13)
ye (s) d2 - (S) = - iki(s) (k2(s) + ei(s) [k(s) - k(s)]) (A(s) - B(s))
k2(s)(k2(s) - ei(s) [k(s) - kf(s)]) (b(s) - b(s))
(3.14)
These representation for the rotation of the beam cross-section, for the bending
moment and for the shear force can be justified if and only if equations (D.2), (D.3)
and (D.4) are satisfied (see Appendix D). This set of equations furnishes the three
first order differential equations for the quantities A(s), B(s), b(s) and D(s). If
we substitute the equations for the transverse displacement (3.9), for the bending
moment (3.13) and for the shear stress (3.14) on the governing equation (3.6), we
obtain one more equation involving the quantities A(s), B(s), b(s) and b(s) and
their first order derivatives, which is equation (D.5) in Appendix D.
The equation (D.5) plus the equations (D.2), (D.3) and (D.4) furnish a four di-
mensional system of first order differential equations for the new dependent variables
A(s), B(s), b(s) and b(s), as follows:
dA~) As
ds (3.15)
dO(s() b(s)do
dD(s) DB(s)
ds
The equations describing the elements of the system matrix, denoted M(s), in
terms of the system parameters are given in Appendix D.
The linear combination of the quantities A(s) and B(s) accounts for the propagat-
ing component of the wave disturbance along the non-uniform beam, and the linear
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combination of the quantities C(s) and b(s) accounts for the evanescent component
of the wave field along the non-uniform beam. Radiation conditions for left or right
incidence can be written entirely in terms of the quantities A(s) and A(s). Therefore,
under conditions of weak or no coupling between the quantities A(s) and A(s) and
the quantities C(s) and b(s), wave propagation along the non-uniform beam should
be entirely described by the evolution of the quantities A(s) and A(s), as is shown in
the next section.
3.1.3.2 Asymptotic Second Order Governing Equation.
We define quantities that are useful in discussing the restrictions necessary for the evo-
lution of the quantities A(s) and A(s) to decouple asymptotically from the evolution
of the quantities C(s) and A(s).
The ratio v(s) between the inertia force per unit length and the flexural rigidity
and the ratio 0(s) between the tensile load and the flexural rigidity are defined,
respectively, as:
V(s) c=i(s)(3.16)
ez (s)
P(s)0(s) =P.)(3.17)
ei(s)
We can express the wave numbers ki(s) and k2 (s) and their derivative in terms
of the quantities defined above, according to equations (E.1) to (E.4) of Appendix E.
The derivatives of the quantities v(s) and 0(s), present in equations (E.3) and (E.4)
for the derivatives of the wave numbers, are given in terms of the beam parameters,
as follows:
dvuv(s) dm v(s) d ei
ds m(s) ds ei(s) ds '(318)
dO 1 dP -0 (s) d ei
ds ei(s) ds ei(s) ds
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The equations for elements of matrix M(s) are given in Appendix D in terms of the
beam parameters, their derivatives, and in terms of the wave numbers ki(s) and k2 (s)
and their derivatives. Therefore, we need to estimate the order of magnitude of these
quantities to be able to study the order of magnitude of the matrix elements Mjk.
The non-dimensional mass per unit length and the non-dimensional flexural rigidity
are considered as quantities of order 0(1). To estimate the order of magnitude of the
derivatives of these quantities, we define the ratio between the length scale A of the
incident wave and the length scale A' of the non-uniformity variation as:
A = . (3.20)A'
The magnitude of the non-uniformity in the non-dimensional flexural rigidity, in
the non-dimensional mass per unit length and in the non-dimensional tensile force
per one wavelength of the incident wave are defined as:
max {ei(s + 1) - ei(s)} O(C'), (3.21)
O<s<L
max{ { m(s + 1) - m(s) } ~ O(E'), (3.22)
o<s<L
max_ { P(s + 1) - P(s)0} 0(6). (3.23)
O<s<L
Now, we can write the magnitude of the derivatives of the non-dimensional tensile
force, of the non-dimensional mass per unit length and of the non-dimensional flexural
rigidity in terms of the quantities defined above, as follows:
d ~Ci - O(E'A), (3.24)
ds
dim
~n O(EA), (3.25)
ds
dP~0(JA). (3.26)
ds
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The ratio between the non-dimensional inertia force per unit length and the non-
dimensional flexural rigidity is a quantity of order 0(1) for large values of the fre-
quency of the wave disturbance. The exception is the long wave limit, where V(s) is
a quantity of order of magnitude larger than one. In general, we can say that
V(s) ~,0(1) (3.27)
Based on the estimates above for the order of magnitude of the non-dimensional
mass per unit length, non-dimensional flexural rigidity, non-dimensional tensile force
and their derivatives, we are ready to estimate the order of magnitude of the elements
of matrix M(s). Since they can all be expressed, basically, in terms of the elements
M (s), M2 1 (s), M3 1 (s), M1 3 (s), M3 3 (s), M4 3 (s) and M4 4 , these are the only ones which
need to be analyzed. We denote them as the basic elements of matrix M(s).
We consider two regimes. First, the non-dimensional tensile force is very small
compared to the non-dimensional flexural rigidity (6 - 0). Second, the non-dimensional
tensile force is of the same or larger order than the order of magnitude of the non-
dimensional flexural rigidity (0 > 1).
For each of the two regimes considered, we express in the appendix E the order
of magnitude of the wave numbers and their derivatives. We also describe in detail
the order of magnitude of the basic elements of the matrix M(s).
3.1.3.2.1 Regime 0 -+ 0.
The order of magnitude of the basic elements of the matrix M(s) is given in the
Appendix E.1 in terms of the order of magnitude of the beam parameters and their
derivatives, according to the equations (E.10) to (E.16). We define E" as
E" = max{E, 5', 6}. (3.28)
Now, the order of magnitude of the basic elements of matrix M(s) is given as:
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Mu (s) ~-O(vl/4 ), (3.29)
M1(s) ~O(e"A), (3.30)
M31(s) ~O(E"A), (3.31)
M13 (s) ~ O(E"A), (3.32)
M3 3 (s) ~-0(v/ 4), (3.33)
M4 3 (s) ~ O(E"A), (3.34)
M4 4 (s)~ O(e"A). (3.35)
We assume the non-uniformity steepness of the beam parameters to be small. In
other words,
e"A < 1. (3.36)
According to equations (3.29) to (3.35) and under the restriction given by equation
(3.36), the evolution described by the four-dimensional system of first order differen-
tial equations (3.15) can be asymptotically described by the evolution of a diagonal
system of first order differential equations with an error of O(e"A), which is small.
This diagonal matrix is just the main diagonal of matrix M(s). Therefore, under this
regime and the restriction given above, the evolution of the components describing the
propagating and evanescent parts of the solution can be considered decoupled with
an error of the order of O(-"A). Since, we want to study resonance effects between
the non-uniformity and the wave field, we keep the coupling between the components
describing the propagating part of the wave field. Therefore, the propagating part
of the solution is described with an error of order of O(e"A) by a two dimensional
system of first order differential equations with matrix given by the 2 x 2 upper left
block of matrix M(s).
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3.1.3.2.2 Regime 0 > 1.
The order of magnitude of the basic elements of the matrix M(s) is given in the
Appendix E.2 in terms of the order of magnitude of the beam parameters and their
derivatives according to the equations (E.22) to (E.28).
We consider the same assumption as in the previous regime regarding the order
of magnitude of the steepness of the non-uniformity. We give the order of magnitude
of the basic elements of the matrix M(s), as follows:
Mn (s) O(V1/4) (3.37)
M21(s) ~-0(/- 1/ 20E"A) (3.38)
M3 1(s) ~-0(e"A) (3.39)
Mi3(s) ~ O(v 1/401/2EF"A) (3.40)
M3 3(s) ~_0(01/2) (3.41)
M4 3(s) ~ O(E"A) (3.42)
M4 4 (s) ~_0(01/2) (3.43)
According to equations (3.37) to (3.43), even with the assumption of small steep-
ness, the coupling between the propagation part and the evanescent part of the solu-
tion is not necessarily small. For the propagating part of the solution to be described
by a two dimensional system of first order differential equations, we need little energy
to be transfered from the propagating part of the solution to its evanescent part. The
transfer of energy from the propagating modes to the evanescent modes is governed by
the elements M3 1 (s), M3 2 (s), M4 1(s) and M4 2 (s), which have an order of magnitude
of the order of 0(E"A). Therefore, under the restriction given by equation (3.36), the
transfer of energy between the propagating and evanescent components of the wave
field is small, and the evolution of the propagating part of the wave field can be de-
scribed by the two-dimensional system of first order differential equation with matrix
given by the 2 x 2 upper left block of matrix M(s). The error in this approximation
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is of the order of O(e"A), which is small.
In both regimes, if the restriction of small steepness in the non-uniformity is
satisfied, the propagating part of the wave field can be described asymptotically by a
two dimensional system of first order differential equations with matrix given by the
2 x 2 upper left block of matrix M(s), as follows:
dA(s) Af(s) M1 2 (s) A(s)
da M 1 M 2 A(3.44)
dB(s) M2 1 (s) M2 2 (s) _ B5(s)
This two-dimensional system of equations can be reduced through a change of the
dependent variables to a second order differential equation, as discussed in the next
section.
3.1.3.2.3 Second order differential equation.
We describe the change of the dependent variables used to obtain the second order
governing equation from the system of equation (3.44), which governs the evolution
of the propagating part of the wave field.
The new dependent variables are 'i(s), the transverse displacement, and O(s), the
rotation of the beam cross-section due to the propagating component of the wave field,
normalized by -ki(s). These new dependent variables are related to the quantities
A(s) and B(s) through the matrix equation:
A(s)}(3.45)
#(s) Z -Z' f3(s)
We substitute the matrix equation (3.45) into the system of equations (3.44). This
leads to a new system of equations in terms of the new dependents variables '0 and
The first equation of the system of equations for the dependent variables 0 and
q allow us to write the variable # in terms of the transverse displacement 0 and its
102
derivative L. If we substitute this expression for q into the second equation of the
system of equations for the dependent variables 4 and 0, we obtain the second order
differential equation
ips + p(s)Q8 q(s)V(s) = 0. (3.46)
The quantities p(s) and q(s) are defined in terms of the beam parameters and in
terms of the wavenumber ki(s) and k2 (s) as:
I det (S) 1 d28)p(s) 1 +F (kr(s) + kj(s))
ci(s) ds k(s) + k2(s) ds
q(s) =
2 2 dei s)) d ki P dei- 2
'(ei(s) ds[k() + k2i(s) ds- 2(ei(s))2 ds
dsL dk k(s) dei
k 2(s) + k 2(S) ds_2is ds ei,(s) ds_+k(s.
Let us write this second order equation in a more standard form through a change
of the dependent variable, which is given below by the equation
(s) = (s) exp(- p(t)dt) = X(s) {P2 (s) + 4w2m(s)ei(s)}/ (3.49)
Equation (3.46) reduces to the form
Xss + Q(s)X(s) =0. (3.50)
The coefficient function Q(s) is given in terms of p(s) and q(s) by the equation
Q(S) I ldp 1
2 ds -4(p(s)) 2 + q(s). (3.51)
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(3.47)
(3.48)
In terms of the beam non-dimensional flexural rigidity, non-dimensional tensile
force and non-dimensional mass per unit length, the coefficient function Q(s) assumes
the form:
Q(s)=-4F(s)1/2t 4+Q)I 1;) 2 4IF(s)c-3/s2 s + kf(s), (3.52)
2 ds2 4F(s)( ds 4 ds ds
with
F(s) =(s)s) 2 + 4w2m(s)ei(s). (3.53)
Before discussing the aspects of the qualitative behavior of the second order dif-
ferential equation (3.49), we discuss the radiation conditions for left and right wave
incidence. The radiation conditions are imposed on the uniform parts of the beam
(s - oo). In terms of the variable O(s), the radiation conditions for left and right
wave incidence follows:
" For left wave incidence we have the radiation conditions:
(S f A exp(i ki-s) + R-Aexp(-i kis) as s -+ -- c, (4)
ThAexp(i kts) as s - +oo.
" For right wave incidence we have the radiation conditions:
(S f T+Aexp(-i kis) as s - ,00, (5)
SA exp(-i k4s) + R+A exp(i kts) as s - +oo.
A is the amplitude of the incident wave, and R- and T- (R+ and T+) are the
reflection and transmission coefficients for left (right) wave incidence radiation condi-
tion. The wave numbers k- and kt are the value of the wavenumber ki(s) for s < 0
and s > L respectively.
Along the uniform part of the beam x(s) is proportional to O(s). Therefore, the
radiation conditions in terms of the dependent variable x(s) has the same form as
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the radiation condition in terms of the dependent variable b(s). If the parameters of
the beam are the same at both semi-infinite uniform parts, the radiation conditions
in terms of the variables 0 and X are exactly the same. The radiation condition in
terms of the variable X(s) follows:
* For left wave incidence we have the radiation conditions:
A exp(i kis) + [-A exp(-i k,-s) as s o 3.5,
XT-Aexp(i k s) as s -4 +00.
* For right wave incidence we have the radiation conditions:
x+ATexp(-i k,-s) as s -(-oo
A exp(-i ks) +R+A exp(i k< s) as s -+ 00.
[- and t- (I+ and T+) are the reflection and transmission coefficients for left
(right) wave incidence in terms of the variable X(s). Between the coefficients T* and
we have the following relation:
~ (Po) 2 + 4w 2 mo e0  1/4T~ -= T- (3.58)
4 2 1  1/4T+.(3.59)
(PO) 2 + 4w2 mO Teo
In the equations (3.58) and (3.59), the index 0 and 1 in the beam parameters refer,
respectively, to the parameter values for s < 0 and s > L. The reflection coefficients
RI are equal to the reflection coefficients *I.
In the next section, we discuss the qualitative behavior of the second order differ-
ential equation in terms of the Bernoulli-Euler beam parameters.
3.1.3.2.4 Properties of the second order differential equation.
The second order differential equation (3.49) in terms of the variable X(s) satisfies
energy flux conservation. In other words:
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(3.60)
This is not true for the second order differential equation (3.46). Its reflection and
and transmission coefficients satisfy the following relation:
i2k1A2 ( ITT2 + RTf2 -F 1) = exp(- jp(t)dt). (3.61)
The coefficient function Q(s) can be simplified if we make assumptions regarding
the Bernoulli-Euler beam parameters. If these parameters are constants, the coeffi-
cient function Q(s) is a constant, which is equal to the square of the wavenumber k1.
The second order equation (3.50) in this case is a one-dimensional Helmholtz equation
with constant wavenumber ki, which is the wavenumber associated with the propa-
gating modes for the Bernoulli-Euler beam with constant material and geometrical
properties. Therefore, along the uniform part of the beam, the coefficient function
Q(s) gives the right wavenumber for the propagating modes.
If we assume only the tensile force to be a constant, equation (3.52) simplifies to
Q(s) = k (s). (3.62)
The second order differential equation under the restriction of constant tensile
force looks like a Helmholtz equation. This is not true, since we can not write the
coefficient function Q(s) as a "wave frequency" times an index of refraction. The
dependence on the frequency for the coefficient function Q(s) in the form above is
more complicated than the dependence encountered in Helmholtz-like equations, as
revealed by equation (3.10). If we impose special restrictions on the non-dimensional
mass per unit length and on the non-dimensional flexural rigidity, we end up with a
Helmholtz-like equation, which is discussed in the next section.
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Since the asymptotic governing equation is a second order differential equation, its
qualitative behavior with respect to the non-dimensional tensile force, non-dimensional
mass per unit length and non-dimensional flexural rigidity is revealed through the
study of the sign of the coefficient function Q(s). When the non-dimensional tensile
force is a constant, the coefficient function Q(s) is always positive, and the governing
equation predicts propagating wave-like solutions. If the tensile force is not a con-
stant, the coefficient function Q(s) (see equation (3.52)) may assume negative values,
which implies exponentially decaying or growing solutions. If this happens for some
interval of s along the beam, we have exponentially small wave transmission and al-
most complete wave reflection. If Q(s) happens to be negative for a range of wave
frequencies at disjoint intervals of the space coordinate s, trapped modes for some
wave frequency values may exist.
The coefficient function Q(s) may be negative for some range of s, according to
equation (3.52), if and only if
d2p
> 0, (3.63)
ds2
dFdP(s) <0. (3.64)
ds ds
The full governing equation should behave in the way predicted by the second order
governing equation (3.49), specially if the restriction of small non-uniformity steepness
is satisfied. Therefore, a Bernoulli-Euler beam under variable tensile force satisfying
the equations (3.63) and (3.64) may have trapped modes, and allow only exponentially
small transmission. In section 3.1.4, we give an example of a non-uniformity which
satisfies equations (3.63) and (3.64) for intervals of the space coordinate s.
3.1.3.3 Second Order Governing Equations as an Exact Governing Equa-
tion.
According to the system of equations (3.15), the coupling between the propagat-
ing and evanescent part of the wave field is governed by the elements Mjk(s) and
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Mkg(s) (j=1,2 and k=3,4). If the non-dimensional tensile force and the product of
the non-dimensional mass per unit length by the non-dimensional flexural rigidity
are constants, we show in Appendix F that the matrix elements Mk(s) and Mkj(s)
are zero, which implies that the second order differential equation (3.49) is an exact
equation governing mono-chromatic wave propagation along the non-uniform beam,
and assumes the Helmholtz-like form
Xs + Q2(w, P, C)h2(s)X(s) = 0. (3.65)
u(s) is the index of refraction, which is given in terms of the non-dimensional
flexural rigidity or non-dimensional mass per unit length, according to the equation
(s) 1r(3.66)
/i(s) - C
The "wave frequency" Q(w, P, C) is defined by the equation
f P 1 1/2
Q(W, P, C)= -- Vp2 + 4w2 C . (3.67)
2 2
We define the dimensional counter-part of x(s) as w(x). The relation between
these two dependent variables is given by the equation
w(x) = A X(s). (3.68)
The square of the variable w(x) has the dimension of force times length squared.
The dimensional form of the second order governing equation (3.65) follows:
w22 + Q 2 (P, Q, C')n(x)2w(x) = 0, (3.69)
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where the index of refraction n(x) is given by the equation
n(x)= 1pA(x) (3.70)
E I(x) C'
The "wave frequency" Q(P, Q, C') has the dimension of force and its expression
in terms of the constant tensile force P and the constant C' is given by the equation
Q(P, Q, C')_= + - P2()+4QC'}. (3.71)
2 2
The constant C' has the dimension of mass times energy, and it is the value of the
product of the mass per unit length by the flexural rigidity along the entire beam.
3.1.4 Applications - The Analysis Problem.
In this section, we consider wave interaction with five examples of non-uniformities.
For the first three examples, the beam material properties are assumed to be constant.
We allow variations only in the cross-sectional geometry and in the tensile force. For
the last two examples, we prescribe the flexural rigidity and the mass per unit length
such that their product is a constant. The tensile force is assumed constant.
For each example of non-uniformity, we give results for the modulus of the re-
flection coefficient for both governing equations. Results from the second and full
governing equations are obtained through numerical simulation. The exception is the
last example of non-uniformity, where the second order governing equation has an
analytic solution.
We use the finite difference method to simulate numerically the governing equa-
tions. The radiation conditions are incorporated in the finite difference method.
A detailed description of each example considered is given in table 3.1.
3.1.4.1 Non-uniform Geometry.
For the first three examples, we considered a beam with rectangular cross-section.
The only non-uniformity is in the changing dimensions of the cross-section. The
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material properties are considered constant along the entire beam, which is assumed
to be made of aluminum with density po = 2.7 x lO 3kg/m 3 and with modulus of
elasticity EO = 7.1 x 10 10N/m 2. Along the non-uniform part of the beam, the height
of the cross-section varies in a prescribed way. The height below and above the mean
line are prescribed by different given functions. Along the uniform parts of the beam
(s < 0 and s > L), the height ho of the cross-section is constant and its value is
0.01 m. The width of the cross-section is constant along the entire beam, and it is
denoted as b. The value of the width b is 0.05 m.
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Table 3.1: Description of the Examples.
Example First Second Third Fourth Fifth
Associated figure Figure 3-1 Figure 3-2 Figure 3-3 Figure 3-4 Figure 3-5
Non-dimensional Equation (3.73) Eq. (3.77) Eq. (3.78)
Flexural rigidity
Non-dim. mass Equation (3.72) m(s)ei(s) = C
per unit length
Non-dimensional constant Eq. (3.76) constant
Tensile force
Function f(s) Equation (3.74) Eq. (3.75)
Function g(s) = f(s) = - f(s) = - f(s)
Constant C. 1 1
Non-uniformity A/ho A/ho A A), k9 A, kg, so, 7 S, N, M
parameters. h&Ad kp. and rK. and so
Parameter 0.2, 0.1 0.1 0.05 0.05 and
A/ho and 0.05 and 0.01 0.01
Parameter 0.2, 0.1
A. and 0.05
Parameter ON and
Ap 10000N
For other Caption of Caption of Table 3.3
Parameters Figure 3-3 Figure 3-4
Function Q(s) Equation (3.62) Eq. (3.52) Q 2 (W p C) 'h2 (s) and
eqs. (3.66) and (3.67)
Purpose Asymptotic behavior Both gov. eqs. 2-nd order equation
of 2-nd order with same as an exact governing
governing qualitative equation.
equation. behavior
The non-dimensionalization constants for the mass per unit length and flexural
rigidity in the first three examples are poAo = pobho and E010 = EO 0 1, and the non-12
dimensional expressions for the mass per unit length and flexural rigidity in terms of
the functions f(s) and g(s), describing the height non-uniformity, are
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(Sfor s < 0 ands>L 7(372)
1 + (f (S) - g(s)) for 0 < s < L7,
for s<0and s>L,
ei(s) { (1+ (f (s) - g(s))) 3 +3(1+ fs gS))) ( (f (S) + g())) (3.73)
for 0 < s <L.
A is the amplitude of the height non-uniformity.
3.1.4.1.1 Constant Tensile Force.
For the first two examples the tensile force is assumed constant. If we substitute
the equations (3.72) and (3.73) into equation (3.62) for the coefficient function Q(s),
we obtain its expression in terms of the functions f(s) and g(s).
The function f(s) for the first two examples is
f (s) = cos(k9 As + -Y). (3.74)
The parameter kgA is the non-dimensional wavenumber of the non-uniformity and
here 7 is a phase factor. We consider that k9 = 27r, which implies a non-uniformity
with wavelength equal to im. The size of the non-uniformity is equal to 22 times its
wavelength. The function g(s) is specified in terms of the function f(s) according to
table 3.1.
For the first example, the non-uniformity comes from the flexural rigidity, and
in its expression we have the square of the parameter A/ho. Therefore, the actual
non-uniformity magnitude is (A/ho) 2. The actual wavelength of the non-uniformity
is equal to half the wavelength of the function f(s).
For the second example, the non-dimensional mass per unit length is a linear
function of f(s), and the magnitude of the uniformity is given by the parameter
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A/ho. For the non-dimensional flexural rigidity, the magnitude in the non-uniformity
is now given by the cube of the parameter A/h0 . The non-dimensional mass per
unit length and the non-dimensional flexural rigidity have the same periodicity as the
function f(s). Values of the non-uniformity parameter A/ho are given in table 3.1.
Results regarding the first and second examples are illustrated, respectively, in
figures 3-1 and 3-2. A detailed description of figures 3-1 and 3-2 is given in the sec-
ond and third column of table 3.2. According to parts (b) and (d) of figure 3-1 and
3-2, the agreement between the results for the modulus of the reflection coefficient
from the numerical simulation of both governing equations increases as the magni-
tude (parameter A/ho) of the geometry non-uniformity decreases. This illustrates
the asymptotic nature of the second order governing equation with respect to the
steepness in the beam non-uniformity.
The peak in the reflection coefficient in part (a) of figure 3-1 and in parts (a) and
(c) of figure 3-2 is due to Bragg scattering phenomenom. Bragg scattering peaks in
the reflection coefficient happens when the ratio between the wavenumber of the inci-
dent wave multiplied by 2 and the non-uniformity wavenumber is a natural number.
The Bragg scattering peak (arrow) illustrated in figures 3-1 and 3-2 are first Bragg
scattering peaks.
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Table 3.2: Description of the Figures.
Figure f 3-1 3-2 3-3 3-4 3-5
Results Modulus of the reflection coefficient for left wave incidence as a function
of the wave frequency.
Part (a) Modulus of the reflection Modulus of Modulus of Modulus of
description coeff. from the numerical the reflection the reflection the reflection
simulation of equations coeff. from coeff. from coeff. from
(3.6) and (3.50) for 3 the numerical the numerical the numerical
values of A/ho and with simulation of simulation of simulation of
P O=N. eqs. (3.6) and eqs. (3.6) and eq. (3.6) and
3.50) with 3.50) with from eq.
A/ho 0.05 and = 0.2, 0.1 (3.79) with
0.01,Ap = ON, and 0.05 and kg=10
kp - 0 and P = ON. and 5.
kg= 2 .
Part (b) Difference between the Same as Part Same as Part Same as
description modulus of the reflection (a), but with (a), but with part (a).
coeff. from the numerical AP = 1000N, P = lOO1ON.
simulation of eq. (3.6) kP = 10 and
and eq. (3.50) for 3 kg= 2.
values of A/ho with
P = ON.
Part (c) Same as part (a), but Intervals of s Same as
description with P = 10000N. where Q(s) < 0 part (a).
as a function of
wave frequency.
Part (d) Same as part (b), but Same as
description with P =100 N. part (a).
Part (e) Non-dim.
description Flexural
rigidity
distributions.
Resonance 1st Bragg 1st Bragg 1st and 2nd
scattering scattering Bragg
peak in peak in parts scattering
part (a) (a) and (c). peaks in parts
(a) and 1st
peak in
part_(b).
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wave.iJRJ: modulus of the reflection coefficient. AIRI: difference between modulus
of the reflection coefficient. Vertical arrows: Bragg scattering peaks. In parts (a) and
(c), lines , -- - -- - and - -- - - : numerical simulation of the full governing
equation (3.6), respectively, for A/ho = 0.1, 0.05 and 0.01, and lines-------,-----
and------ : numerical simulation of the second order governing equation (3.49),
respectively, for A/ho = 0.1, 0.05 and 0.01. In parts (b) and (d), lines , - -- -
- - and - - - - : difference between modulus of the reflection coefficient, respectively,
for A/ho = 0.1, 0.05 and 0.01.
3.1.4.1.2 Variable Tensile Force.
Results in figure 3-3 for the third example illustrate the fact that the qualitative
behavior predicted by the second order governing equation is in agreement with the
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results obtained using the full governing equation. Results presented in figure 3-3 are
described in the fourth column of table 3.2.
For the third example, the function f(s) is
f(s) =-sech(kgA(s - so)). (3.75)
The product A k 9A/h0 gives the magnitude of this non-uniformity steepness.
The function g(s) is related to the function f(s) according to table 3.1. The non-
dimensional tensile force is given as:
P(s) = -Apsech(kpA(s - so)), (3.76)
where Ap gives the magnitude of the non-dimensional non-uniformity in the tensile
load, and the product AkA gives its steepness.
The non-dimensional mass per unit length and the non-dimensional flexural rigid-
ity reaches a maximum or minimum at s = so, and the non-dimensional tensile force
reaches a maximum negative value at s = so. We may choose the values of the non-
uniformity parameters A/ho, A, kg and k such that the coefficient function Q(s)
reaches negative values for intervals of the space coordinate. When this happens, the
second order equation (3.50) predicts exponentially small transmission and almost
completer reflection.
For part (b) of figure 3-3, we chose the parameters A/ho, A, k and k, such that
the coefficient function Q(s) assumes negative values for two intervals of the space
coordinate. In this case, large wave reflection is observed. The size of the intervals
where Q(s) is negative is illustrated in part (c) of figure 3-3 as a function of the
frequency of the incident wave.
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Figure 3-3: Modulus of the reflection coefficient as a function of wave frequency of
the incident wave. In parts (a) and (b), lines and - - - - - - : numerical
simulation of the full governing equation (3.6) with A/ho, respectively, 0.05 and 0.01,
and lines.......and ----- : numerical simulation of the second order governing
equation (3.49) with A/ho, respectively, 0,05 and 0.01. Part (c) displays contour plots
for Q(s) = 0. The letters P and N in part (c) stands for positive and negative values
of Q(s). Line - - - - - - : Ap = 10000N, kp = 10, k 9 = 2 and A/ho = 0.05, and line
: A = 10000N, kp=10,k 9 = 2 and A/ho = 0.01.
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3.1.4.2 Tensile force and the mass per unit length times flexural rigidity
are constant.
For the fourth and fifth examples, the tensile force and the product of the flexural
rigidity by the mass per unit length are constants. Under such conditions, the results
predicted by both governing equations are the same, as illustrated in figures 3-4 and
3-5. These figures are described, respectively, in the fifth and sixth columns of table
3.2.
The fourth example is described by the fifth column of table 3.1. The non-
dimensional flexural rigidity for this example is prescribed according to the equation
A
ei(s) = 1 + - cos(k9 As + y)(tanh(,(s + so)) + tanh(p(s - so))), (3.77)2
which is a periodic function along a finite part of the beam and otherwise zero.
The fifth example is described in the sixth column of table 3.1. The non-dimensional
flexural rigidity for this example is
ei(s) =S - N exp(kgA(s + so)) 4M exp(k9 A (s + so))1+ exp(kgA (s + so)) (1 +exp(kA(s+ so)))2
For N = 0, equation (3.78) is basically the square of the hyperbolic secant func-
tion, and for M = 0, equation (3.78) gives basically the hyperbolic tangent function.
The second order equation for this non-uniformity has an analytic solution is terms
of Hyper-geometric functions, as discussed in Appendix G. The reflection and trans-
mission coefficients are given in terms of Gamma functions by the equations
_- - P)(1 -y)F(y - 6) ,(3.79)
r(# -- Y +1)F([y - 1)1(1 - 6)'
T- -= -6)IFY-) (3.80)
T t y - 6 + t)F( tp-- 1)
The quantities # and J are given in terms of the parameters Q(w, P, C), kg, A, S, N
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and M according to the equations
=1+i P, C)
& 1 16QPC)2M] i(tPC)
2+ 2 (kgA)2 + kgs v/ |S N
1 1 16(2(i, p , C)2M Q( , pC)
2+ 2 (kg /) 2 +z |kgAl vS+.,S N
(3.81)
(3.82)
(3.83)
as suggested by Brekhovskikh [10], page 55. The parameter Q(w, P, C) is defined by
equation (3.67).
According to figure 3-5, the modulus of the reflection coefficient from the numer-
ical simulation of the full governing equation (3.6) agrees with the modulus of the
reflection coefficient given by equation (3.79). The non-uniformity parameters used in
parts (a), (b), (c) and (d) of figure 3-5 are displayed in table 3.3. Part (e) of figure 3-5
illustrates the distributions of the non-dimensional flexural rigidity along the beam
used to generate the results in parts (a), (b), (c) and (d) of figure 3-5.
Table 3.3: Parameters for the non-dimensional flexural rigidity and tensile force val-
ues.
Figure Parameter Parameter Parameter Parameter Tensile force
S N M 80 P
3-5 (a) 1.0 0.5 0.0 0.0 0 N
3-5 (b) 1.0 0.5 0.0 0.0 10000 N
3-5 (c) 1.0 0.0 -0.5 0.0 0 N
3-5 (d) 1.0 0.0 -0.5 0.0 10000 N
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Figure 3-4: Modulus of the reflection coefficient as a function of wave frequency of
the incident wave. Non-dimensional flexural rigidity and mass per unit length defined
by equations (3.77) and (F.3), with C = 1, rK= 20, k 9 =27r, so = 10.25 and y = 0.
Vertical arrow: Bragg scattering peak. Lines ,- - - - - - and - - - -
numerical simulation of the full governing equation (3.6) with A, respectively, equals
to 0.2, 0.1 and 0.05. Lines........ , - ---- and ----- : numerical simulation
of the second order governing equation (3.49) with A, respectively, equals to 0.2, 0.1
and 0.05.
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Figure 3-5: Modulus of the reflection coefficient as a function of wave frequency of
the incident wave. Non-dimensional flexural rigidity and mass per unit length defined
by equations (3.78) and (F.3) with C = 1. Lines - - - - - - and....... : numerical
simulation of the full governing equation (3.6). Symbols E and A: Closed form
solution given by equations (3.78) and (3.81). Line ------- and symbol l: k = 10.
Line ....... and symbol A: k9 = 5. Values of the parameters S, N, M and so and
the tensile force P for parts (a), (b), (c) and (d) are listed in table 3.3. In part (e),
lines and - - - - - - --: non-dimensional flexural rigidity distribution used in
parts (a) and (b) with kg, respectively, equals to 10 and 5 , and lines --- -- and
.
-a .- :non-dimensional flexural rigidity distribution used in parts (c) and (d) with
k., respectively, equals to 10 and 5.
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3.1.5 Applications - The Design Problem.
We are going to design the non-uniformity in the mass per unit length and in the
flexural rigidity of a Bernoulli-Euler beam such that the relationship between the
reflection coefficient and the wavelength of the incident wave has a prescribed form.
We assume the tensile force applied along the beam and the product of the mass
per unit length by the flexural rigidity of the beam to be constants. Under these
restrictions, the second order governing equation is an exact governing equation for
wave propagation along the non-uniform Bernoulli-Euler beam. We consider a non-
uniformity shape such that the second order governing equation for the Bernoulli-
Euler beam has a known analytical solution. In this situation, the relation between
the reflection coefficient and the wavelength of the incident wave can be derived in
closed form. The parameters describing the non-uniformity shape, i.e. its steepness,
size and amplitude, are also the parameters of the relation between the reflection
coefficient and the wavelength of the incident wave. Therefore, if we prescribe the
form of the relationship between the reflection coefficient and the wavelength of the
incident wave, we can determine the desired shape of the non-uniformity in the mass
per unit length and in the flexural rigidity.
We consider a Bernoulli-Euler beam consisting of three uniform pieces with a
constant tensile force P applied to it. The distribution of mass per unit length and
flexural rigidity for each piece is defined by the equations
pA (x) -=fpAo for x < 0 and x > L, (3.84)
ppA1 for 0 < x < L,
EI(x) = El0  for x < 0 and x > L, (3.85)
ElI for 0 < x < L.
The restriction that the product of the mass per unit length by the flexural rigidity
is a constant is expressed by the equation
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pAoElo = pA 1EI1 =C". (3.86)
The value of the constant C" is fixed by the equation (3.86), since the quantities
pAo and Elo are assumed known.
The second order governing equation for the Euler-Bernoulli beam under such
restrictions assumes the form (3.69), and its coefficient function in terms of the beam
parameters is
k 2= 1 { + !4/P2 + 4Q2C"} for x < 0 and x > L,
f 2 (Q, P, C n (X) 2 0 EIo 2 2
k2= 1l{-f+ +1 P2 442C"} for0< x <L.
(3.87)
The quantity Q is the dimensional frequency of the incident wave. ko and k, are
wave numbers.
According to equation (3.87), the wavenumber k1 can be written in terms of the
wavelength A of the incident wave, as follows:
ki = -. (3.88)
EI A
Equation (3.69) has an analytical solution for the function f22(Q, P, C")n(X) 2 de-
fined by equation (3.87). We consider the radiation condition of left wave incidence
given by equation (3.56) with k4 = ko.
The reflection coefficient for left wave incidence can be written in terms of the
wave numbers ko and ki and in terms of the size L of the part of the beam with
unknown properties, according to the equation
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R -- = , )(3.89)
1 + a2f
where the quantities ov,#/ and IF are defined according to the equations
k2 - k 2 El - Elo
a = 0 = -(3.90)ko + ki E11 + Elo'
1 =4kiL - 8 E L, (3.91)
A EI1
/ =exp(if), (3.92)
The modulus of the reflection coefficient R~ is
a (I - cos(1)) (1- a2 cos(F)) a3 (sin(T)) 2{ (1 - a2 cos(r))2 + 4 (sin(lF))2 (1 - a2 cos(f))2 + a4 (sin(P))2)
(+a sin() (1 - a2 cos(1)) + a3 (1 - cos(F)) sin() \2)1/2
(1 - a 2 cos(f))2 + a 4 (sin(f))2 (1 - a2 cos(r,))2 + a4 (sin(F))2 })
(3.93)
The reflection coefficient R- is an oscillatory function of the wavelength A of
the incident wave, according to equations (3.91) and (3.89). According to equation
(3.89), the reflection coefficient attains zero value at a discrete set of wavelengths of
the incident wave. These are the wavelengths for perfect wave transmission. They
satisfy the condition for perfect transmission
1 - exp(iF) = 0. (3.94)
We design the quantities pA1, EI1 and L to have perfect transmission at chosen
wavelengths A, and A, (A, > A ). We also prescribe the maximum value that the
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modulus of the reflection coefficient assumes for wavelengths between Aa and A 6 .
Once we prescribe a wavelength of perfect transmission, i.e. Aa, the next wavelength
of perfect transmission, i.e. A, could not be prescribed in an arbitrary way.
First, we chose two desired wavelengths of perfect transmission, i.e. Aa and A 6, but
with A as a function of Aa such that the condition for perfect transmission, as given
in the third line of table 3.4, is satisfied. Second, we chose the maximum value of
the modulus of the reflection coefficient for Aa < A < A6. With these three quantities
chosen, we follow the steps given in table 3.4.
Table 3.4: Design Problem Steps.
Step Description
Constant C" Given by eq. (3.86) in terms of the known quantities pAo and El0 .
Chose Aa We chose a desired wavelength of perfect transmission. No
restriction posed on this choice.
Chose A6  Next wavelength of perfect transmission. It has to satisfy the
condition of perfect transmission (3.94), which can be written as
Ab=n A a for n a natural number. This relation fixes the value
of n.
Chose IRmax We chose the maximum value of the modulus of reflection
coefficient for Aa < A < A 6. According to eqs. (3.92) and (3.93),
dfRt = 0 -> I R I = 0 implies F = mr with m an integer number.
2oF = -r + 2mr, with m integer, gives [Rmax2= 2
Obtain a This quantity is defined by eq. (3.90). In terms of fRmax2, we
chose a = 1 (1 - 1-Rmax 2 ).
Obtain El 1  Given in terms of a as El 1 = 'iEl 0 .
Obtain L The size of the part of the beam to be designed, denoted as L,
is given by the equation L = nAE = #na  14E10  4 1-a
Obtain pA 1  The mass per unit length of the part to be designed is given by
the equation pAi = 4
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In figure 3-6, we present plots of equation (3.93) as a function of the wavelength of
the incident wave, and we compare them with the values of the reflection coefficient
obtained from the exact solution of the full governing equation. These values of the
modulus of the reflection coefficient have been obtained in the Appendix H.
We also present table 3.5 with the values of the designed mass per unit length pA 1
and flexural rigidity El 1 , respectively, as a fraction of the known values of the mass
per unit length pAO and flexural rigidity E10 . We also give the chosen wavelengths of
perfect transmission A4 and A, the size L and the maximum value of the modulus of
the reflection coefficient A . These values presented in table 3.5 are associated
with figures 3-6 (a), 3-6 (b), 3-6 (c) and 3-6 (d).
Table 3.5: Parameters of the designed Bernoulli-Euler beam.
Figure Ratio pAi Ratio E Al A,, Rflmax Length LpAO RIO
3-6 (a) 0.11 9.0 1.0 m 2.0 m 0.8 2.736 m
3-6 (b) 0.33 3.0 1.0 m 2.0 m 0.5 1.914 m
3-6 (c) 0.33 3.0 0.75 m 1.5 m 0.5 1.436 m
3-6 (d) 0.0526315789 19.0 0.75 m 1.5 m 0.9 2.747 m
3.1.6 Discussion and Conclusions.
In the previous section, we illustrated how to use a Helmholtz-like second order dif-
ferential equation with known solution to design a non-uniform Bernoulli-Euler beam
with constants tensile force and product of the flexural rigidity by the mass per unit
length such that the functional relation between the reflection coefficient and the
wavelength of the incident wave had a prescribed form. This approach to the de-
sign problem is limited, since there are few Helmholtz-like second order differential
equations with variable coefficient that have analytical solutions. To handle general
design problems, a more general approach is necessary.
We discuss how to apply inverse scattering techniques for the one-dimensional
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Figure 3-6: Modulus of the reflection and transmission coefficients as a function of
wave length of the incident wave for the designed Euler-Bernoulli beam. |R-1 from
equation (3.93): -------. I'-I = 1 - l-12:-.......... Numerical simulation for
the reflection coefficient (H.13): E. Numerical results for the transmission coefficient
(H.13): A Properties of the designed beams for (a), (b), (c) and (d) are given in
table (3.5).
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Helmholtz equation in the half line to the design problem of a Bernoulli-Euler beam
under constant tensile force and with the product of the mass per unit length by the
flexural rigidity being a constant.
Under the restriction mentioned above, wave propagation along a non-uniform
Bernoulli-Euler beam is governed by the second order differential equation (3.69). The
relationship between the frequency of the incident wave Q and the "wave frequency"
Q is given by the equation (3.71). The constant tensile force P enters as a parameter
in the equation (3.71) and the constant C' is the value of the product of the mass per
unit length times the flexural rigidity along the entire beam.
Once the value of the tensile force is prescribed, the relationship between Q and Q
is one-to-one onto for Q2> 0. Then, the knowledge of the functional relation between
the reflection coefficient and frequency of the incident wave Q implies that we know
the functional relation between the reflection coefficient and the "wave frequency" Q.
Therefore, we can apply inverse scattering techniques developed for the Helmholtz
equation on the half line to design the index of refraction n(x) of equation (3.69)
for x > 0, given a prescribed functional relation between the reflection coefficient
at x = 0 and the "wave frequency" . Designing the index of refraction of equation
(3.69) implies designing the inverse of the flexural rigidity of the Bernoulli-Euler beam.
Once the flexural rigidity is obtained from the design of the index of refraction n(x),
the mass per unit length follows from the restriction given by the equation (3.70).
Regarding techniques to solve the inverse problem for the Helmholtz equation on
the half line, we can mention the nonlinear approximate method described in Jaggard
& Kim [31] and the exact method based on layer stripping technique described in
Silvester, Winebrenner & Gylys-Colwell [64] and in Silvester & Winebrenner [63].
These techniques to handle the inverse scattering problem can be applied to design
the non-uniformity in a Bernoulli-Euler beam under the restrictions of the tensile force
and the product of the mass per unit length by the flexural rigidity being constants,
as discussed above. Bernoulli-Euler beams satisfying the restrictions described above
can be built, and they could be useful in engineering applications, where passive
vibration isolation is desired.
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According to the numerical results displayed in section 3.1.4, the second order
governing equation (3.49) recovers the behavior predicted by the full governing equa-
tion (3.6) for general non-uniformities when its steepness is small. The second order
governing equation (3.49) is useful in studying wave scattering phenomenon along
weakly non-uniform Bernoulli-Euler beams of many wavelengths. Under the restric-
tion of the tensile force and the product of the mass per unit length by the flexural
rigidity being constants, the second order governing equation (3.49) is able to pre-
dict wave propagation along the Bernoulli-Euler beam even for large deviation from
uniformity, since it is an exact governing equation.
Higher order WKB or phase integral methods can be applied to the new govern-
ing equation to obtain analytic approximations for the beam scattering quantities,
since for second order equations these methods are nowadays well developed. For an
account on the WKB method and phase integral methods see Frdman and Frdman
[20].
3.2 High Order WKB Method for the Euler-Bernoulli
Beam.
We consider an Euler-Bernoulli beam of infinite length with a finite non-uniform part
under tensile force. The cross-sectional geometry of the non-uniform part of the beam
is assumed to vary slowly along its length.
One objective of this work is to construct a high order asymptotic solution for the
scattering problem of monochromatic waves incident in the non-uniform part of the
beam. We obtain high order asymptotic expressions for the reflection, transmission
and mode conversion coefficients due to the interaction of the monochromatic incident
wave with the beam non-uniformity.
The asymptotic method considered is the WKB method. Scattering in the context
of the WKB method happens due to the presence of turning points and singularities
like poles. Connection formulae for the WKB waves across turning points, singular-
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ities and regions in the complex plane of the independent variable bounded by the
analogous of the Stokes lines for second order differential equations are necessary to
capture wave reflection and wave mode conversion in the context of the WKB method.
The main objective of this work is to study the connection problem for turning
points or group of turning point where four wave mode couple. We chose the Euler-
Bernoulli beam model since its governing equation in the frequency domain 1 is a
fourth order differential equation, so coupling of four wave modes at a turning point
is possible, and we can still obtain analytical expressions for the WKB waves.
In the context of the WKB method, the dispersion relation for the uniform system
is locally valid. For a given wave frequency, the locally valid dispersion relation gives
the wave numbers as a function of the system parameters, which are now functions
of the space coordinate. So the wave numbers are functions of the space coordinate.
We now assume that the space coordinate and the wavenumber are complex variable,
so the locally valid uniform system dispersion relation can be considered as a map-
ping from the complex space coordinate plane into the wavenumber complex plane.
This mapping has branch points in the space coordinate plane, and their images in
the wavenumber plane are the saddle points. When we approach a branch point in
the space coordinate plane, two or more wave numbers coalesce to a saddle point,
which implies that we have wave mode conversion. If at a branch point we have the
coalescence of two wave numbers, and they are the wave numbers associated with
the right and left propagating waves, the wave mode conversion that happens at this
branch point is wave reflection. The main reason to chose to study wave propagation
along a non-uniform beam, besides its simplicity, is the way, in the context of the
WKB method, the wave modes couple at some turning points, which are the branch
points of the dispersion relation. There are two possibilities for wave mode coupling
at turning points. In the first possibility, the two propagating modes couple and
in the second possibility, each propagating mode couples with one evanescent mode.
These two forms of mode coupling are observed in the WKB analysis of the problem
of linear surface waves interacting with a one-dimensional channel with non-uniform
Time dependence of the form exp(-iwt), where t is the time coordinate.
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bottom. This problem is discussed in chapter 4. Therefore, the WKB analysis of the
Euler-Bernoulli beam is a model problem for the WKB analysis of linear surface wave
scattering by a one-dimensional non-uniform bottom.
The approach adopted is to match the WKB waves (far field asymptotic solution)
with the asymptotic expansion of the solution of the approximate form of the Euler-
Bernoulli beam model governing equation valid in a neighborhood of the considered
turning point. This gives the stokes constants necessary to obtain an asymptotic
approximation for the scattering coefficients. We basically consider the connection
problem for first order turning points only.
The outline of this work follows. The Euler-Bernoulli beam governing equation
is given in section 3.1.2. In the next section we perform a rescaling of the indepen-
dent variable, since now the coefficients of the governing equation are slowly varying
functions. In section 3.2.2 we obtain the high order form of the Liouville-Green func-
tions (WKB waves). We assume a suitable form for the WKB expansion. We use
the ideas of the calculus of non-commutative operators, discussed in Maslov [42], to
derive the transport equation for the WKB wave amplitude. The space derivative of
the phase of the WKB waves is a solution of the principal part of the symbol of the
Euler-Bernoulli beam non-dimensional rescaled governing equation. The final result
of this section is a recurrence relation for the terms of the series expansion assumed
for the amplitude of the WKB waves. In section 3.2.3 we analyze the locally valid
uniform system dispersion relation, which is the principal part of the symbol of the
beam governing equation. We obtain the branch points of the dispersion relation and
we describe how the wave numbers coalesce. The branch points of the locally valid
uniform system dispersion relation are the turning points. We also consider simple
analytical forms of non-uniformity. We obtain the turning points configuration for
these non-uniformities as functions of the system parameters. We give emphasis for
non-uniformity in the beam flexural rigidity only. We carry out the connection prob-
lem for this particular non-uniformity. In section 3.2.4 we consider non-uniformity in
the flexural rigidity only. This non-uniformity gives first order poles close to first or-
der turning points. We obtain the approximate form of the governing equation, valid
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in a neighborhood of a turning point plus pole. We solve this approximate equation
in terms of contour integrals and we obtain a high order asymptotic expansion of this
closed form solutions for a wide range of the argument of the independent variable.
We use the steepest descent method method to extract the asymptotic expansion of
the contour integral solutions. In section 3.2.5 we consider the matching of the WKB
waves with the asymptotic expansion of the contour integral solutions to high order.
The matching gives the connection formulae for the WKB waves for a first order
turning point plus pole. As a result, reflection, transmission and mode conversion
coefficients are obtained.
3.2.1 Euler-Bernoulli Beam Governing Equation Revisited.
The governing equation for mono-chromatic wave propagation along a non-uniform
Euler-Bernoulli beam under tensile force, in terms of non-dimensional variables, is
given in section 3.1.2 by equation (3.6). Here we consider a rescale of the independent
variable since the coefficient functions of the governing equation are assumed slowly
varying functions of the space coordinate.
In section 3.1.2, the space coordinate x was non-dimensionalized by the wave
length of the incident wave, so in terms of the non-dimensional space coordinate s, the
non-uniformity always "sees" an incident wave of unitary wave length. As mentioned
before, the coefficient functions of equation (3.6) are slowly varying functions of the
independent variable s. Let us consider a small parameter e, which is the ratio
between the incident wavelength and the length scale of the non-uniformity variation.
To stress the fact that the coefficient functions are slowly varying quantities, we write
equation (3.6) in the form
(ei(Es)y 8 )38 - (P(Cs)y), - W 2 m(Es)y = 0 (3.95)
We consider the rescaled independent variable z, related to s through the trans-
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formation
z = es. (3.96)
In terms of the space coordinate z, the non-uniformity "sees" an incident wave with
wavelength E. Now equation (3.95) can be written as
C4 eiz~zzzz- (P(z)y ,)z - WT(z)y(z) 0. (3.97)
Equation (3.97) is the rescaled equation used to derive the asymptotic results that
are described in the next sections.
3.2.2 High Order Liouville-Green Functions.
In this section we derive the first step necessary to built an asymptotic solutions for
equation (3.97) along the real axis of the z complex plane. We obtain the Liouville-
Green functions for equation (3.97), which are valid asymptotic solutions around
the complex z plane, besides at the turning points, where they break down (became
unbounded).
The WKB waves (Liouville-Green functions) are constructed in this section ac-
cording to the steps outlined as follows. We consider ideas from the calculus of
non-commutative operators described in Maslov [42]. First, we write equation (3.97)
in terms of the operator L as
1
Lazf)y(z) = 0. (3.98)
dz
Second, we assume a specific form for the WKB waves, which is a phase function
times an amplitude, as follows:
y(z) = exp(-S(z))w (z). (3.99)
We also assume that the amplitude function w(z) is given as a series in the parameter
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i. We substitute the functional form (3.99) in equation (3.98). This furnish an
equation for the phase function S(z) in terms of the symbol of the operator L1, and
a transport equation for the amplitude function w(z). Since we assumed that the
amplitude function w(z) can be written as a series in the parameter e, the transport
equation reduces to a sequence of first order ordinary differential equations for the
terms in the series in E representing the amplitude function.
Third, we solve the equation for the phase function S(z). We obtain four phase
functions, each representing the phase of a wave like solution. For each phase, we
have an amplitude function w(z), solution of the transport equation. Since each
of these four amplitude functions, as mentioned above, are given as series in e, the
transport equations for each amplitude function reduces to a sequence of first order
in-homogeneous differential equations. The solution of these sequences of first order
differential equations gives a sequence of recurrence relations for the terms in the
series expansions of the amplitude functions. The recurrence relation for the n-th
term in the series for the amplitude function depends on the previous four terms and
their derivatives up to fourth order. We solve the recurrence relation up to first order
in e only. Higher order terms can be obtained numerically.
The symbol of the operator Li is
2 1 2 1 (2 1 ) 2, 1
L(z,P) = Ro(z,}P) +,5R(,}) + E2R 2 zk) 1(3.100)
2,1
where the symbol RD(zP) is the principal part of operator L. The expression for the
2 1
symbols R(ZP) is
Ro( ,k) =ei( )(k)4 - P(P)(k)2 - 2m( ), (3.101)
2 1 d 2 1 1 1
R1(z4P) =2+e(z)(p)3 + d--(z)P (3.102)
d z d z
21 2
R 2 (zp) =d 2 ei(z)( )2. (3.103)
Next, we substitute y(z) in equation (3.98) by the expression (3.99). This result in a
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equation for the phase function S(z) and amplitude function w(z), as follows:
1
2 d dS
L(z,5-+ dz)w(z) =0. (3.104)
If we collect terms of order 0(cF), we obtain for the phase function S(z) the equation
dS
Ro(z, d) = 0. (3.105)
In terms of the coefficient functions ei(z), P(z) and m(z), the equation (3.105) has
the form
ei(z)( dS)4 _P(Z)(dS)2 _W2 m(z) = 0. (3.106)dz \)d)
It can be solved, giving four phase functions
Si(z) = D(z) ) - i F(z),(3.107)
S1(Z f 2 ei (Z)
S2(z) = - S1(z), (3.108)
S3(z) = D(z) + 2e(z) ),(3.109)
S4(z) = - S3(z) (3.110)
where r is a reference point which can be arbitrarily chosen. The functional form of
D(z) and F(z) in terms of the coefficient functions ei(z), P(z) and m(z) follows:
D(z) =(Z) (3.111)
ei(z)
F(z) =P(z) 2 + 4w 2 m(z)ei(z). (3.112)
The transport equation for the amplitude function w(z) in terms of the symbols
R(zk) (see equations (3.101) to (3.103)) and their derivatives with respect to p has
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the form
{c[ [O 4'Ro(z dS d4  1O 3R1  dS d 102R2  dS d2-
2 4p , dz dZ4 + 6Op3 (z, dz dZ3 2 Op2  dz dZ2
FO[a3RO dS d3  1 a4 Ro dS d4 S 1O4 Ro dS d3S d
+6 p3z' dz 3 +24 p (z, dz dz +6 Op4  ' dz dz3dz
1 O4 Ro dS d2 S d2  1 O2R1  dS d2  IaR dS dS
4p (z dz dZ2 dZ2 2 (z dz dZ2 6 (z dz dZ3
103R 1  dS d2 S d OR2  dS d 1O2R2 dS d2 S]
S p3  dz dZ2 dz p (z, ddz 2 Op (z, dz dz2
s2 [12Ro( dS) d2 +1(i o (z, dS d3 S 1Ro (z, dS Yd2 2
+ a2 z dz ( 6 p3 (,dz dZ3 8 09p4 z dZ2
1O3Ro dS d2 S d OR 1  dS d 1 02R 1  dS d2 S dS
p3 (z, dzdz2dzz d)dz+ 2 2 (z, dZdz2 + 2Zdz
a dS d 1 02 dS d 2S dS
a [Ro(' dz dz 2 p2R( dz dZ +Ri(z'c7)]}w(z)=o
(3.113)
Notice that the coefficient of the transport equation (3.113) are functions of the
the wavenumber dS/dz. Since we have four wave numbers, solutions of equation
(3.105), we have a set of four transport equations. For each dS/dz, j = 1,... ,4 we
have a transport equation. Next, we obtain asymptotic solutions for the transport
equation (3.113).
As mentioned before, we assume that the amplitude function w(z) is given as
series expansion in the parameter e. The form of the series expansion in E is
w (z) = wo (z) {1Z Ecnw (z)} (3.114)
n=1
We substitute the expansion (3.114) for w(z) in the transport equation (3.113). We
collect terms of the same order in E. This gives a sequence of first order ordinary
differential equations for the terms wn(z) of the series expansion for the function
w(z). Below we list the sequence of first order differential equations for the amplitude
corrections wn ((z).
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. To first order in c we have
1 dwo() 1 1 d (ORo dS\(3.115)
wo(Z) dz (z) = 2- o (z, ) dz Op (z,
which has solution in the form
1
wo(z) = .(z,_ ) (3.116)
Since the derivative of the phase function appears in the expression for wo(z) and
we have a total of four phase functions S (z), we make explicit the dependence
of the function wo(z) with respect to the wave numbers dS/dz, j = 1,... , 4,
by appending to it an extra index. Now we write wo (z) to specify that its
functional form is given in terms of the wavenumber dSj /dz. The expressions
for the functions woy(z) in terms of the functions ei(z), D(z) and F(z) are
wI(z) = 1-(3.117)
-ZF(z) ( D(z) - 2ez F(z))
1
w2(z) = 1(3.118)
[F(z) ({D(z) 2ei(z)F)
mos~z)2 (3.(z9
W14(Z) = (3.120)
w- F(z) ( D(z) + 2ei(z) F(z))
The higher order wave amplitude corrections w (z) are also functions of the
phase functions Sj(z), according to the higher order transport equations given
below. So, for each phase function S(z) we have an nth order amplitude cor-
rection wj(z), and to make explicit the dependence of the amplitude correction
with respect to the phase S(z), we append the extra index j (j = 1,... , 4) to
them.
138
. To second order in E we have{ 1t'Ro dS d2 S OR (dS (d
wij (z) =(t,2 )' 2(td, )) wot)+dtwoi(t)
103Ro dS) d3S 1O4Ro(dS (d 2S 2 10a2R1 dS d2S
+ - 3 (t7 ) - - - 4 (t ) - - (t7 ) -6 dt dt3 8 Op4  'dt' dt2) Q2 ( dt dt2
dSj _2 1 021Ro dS d2wo d
-R2(t' dt } (Woj /} 2 Op 2  'di ( djt) d
(3.121)
. To third and higher order (N > 3) in parameter & we have
W(N-l)j (Z)
z N-1 min{l-1,M1} -1-n k minl-k-njjn+n-Ij}
fr l =2 n=0 k=O q=0 mn=0 jr+...+j1=l-k+m-n
L- m,...,j1;> 2
jZ [ 1rn)Rl(11- [-mn
1___-_-____ dimS dilS dk- wo d W(N-)j
(k - j)!Jj ! .. . i1! Opl-mn) (t, p dt |_x ... x di" ) dtk-q dtq
1 n -") n d-n-q)w qow
+6(-n),minfl-n,j,, n( )I} L-dl wjdW ->71 i- nm- q)!q! O'ap,(p) p= d t-n-) 0 ~dthq
q=0
min{N-1,M} N-1-n min{N-k-n jn+n-NI)
n=k= I m=0 (j1=N-km-n J)!jm!...
L- im ... 1j >2
o(N-m-n) Rn dimS dil S dkwo 6j(N-n),min{ N-n,jn}
OP(N-m-n) ( = 1 dtm X > dtj1 dik + (N - n)!
N-nR( dN-nw0 j N-2dS
diN-n = N-n /+ >3 RN-(I ) dt
(=max{N-n,1}J
(3.122)
where the value of M in the equation above is the maximum order of the parameter E
(M = 2) in the expansion for the symbol of the operator 11, given by equation (3.100).
The index j,, gives the maximum power of the variable p appearing in the expression
for the symbol Rn(x,p), given by equations (3.101) to (3.103). The symbol 6 with
two indexes represents the Kronecker delta function, which assumes value one when
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the indexes are equal and zero otherwise.
The procedure to derive the equation (3.122) is outlined in the Appendix L. We
also provide the script of a Maple procedure which computes the integrand of equation
(3.100). This script is listed in Appendix L. Below we give the transport equation for
the amplitude corrections W2J and W3J, which where computed with the script given
in Appendix L.
. Transport equation for the amplitude correction w2j(z).
S1a 2R0 dS
W2j (z) = f 2 9 p2 (t, ) wi(t)
(9R2(tdS- ( 2 fR
p 'dt a2
1O2R1
- (t'I
0 dS) dwlj
dt dt
IS 104R0  dS d2 S
dt 4 (p4 t dt dt2 )
1I4 R dS d3S
- d) (t, d- )
Ia3 Ro ,dS)d 2
2 Op3 (t9dtd
I1a'Ro dS+ (K(---R3 (t 7ciS
6 Op3  'cdt
dS \
-R 2(t' d)) wig(t) +
1O2 Ro dS d2 w
- d) 2 (t7 -) lj
- Op2 ci' dt dt2
1 04Ro dS d 4 5
24 ap4 t dt dt4 )
R(t dS\
Op t i) 1()
dQS 1 4Ro( dS /
dt3  8 Opj4 'dt (
(10 3R o  dS d2S
2 op3 (t dt dt2
103(R dS dS
6 ip 'dt dt3
1 3R1  dS d 2 S
- 3 (t, t 2 }
dt2 )
OR1
- (Op
1O2 R2  dS d2S
2 ap2 O dt dt2
(wo (t)) 2 -1 O3Ro dS d3 wo (6 op3  ' dt dt3 Awo(t) ct
(3.123)
o Transport equation for the amplitude correction w3j (z).
Jz Op3 R )dSW)Z) = ,. cit)=I
(1 2R2  dS
- - ( 't-) +2 0p2 (t' )-d
183 Ro dS dw1.
2 8p O'dt dt
1 83Ro dS
6 ap3' dt wg()
104Ro dS d2S
4 0 cip dt dt2
w - (t3
1920R dS \
2 9p2 (t' d-) W jj(t)
1O 2 Ro dS d 2.
- 12 ' (t' )w2i(t)) woj(t) dt2
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woj(t) dt2
wo (t) dWQ
cit
102 R1  dS d2 S
2 cp2 t dt dt2
tdS dw 1 .
t' d) dt
1+aRo (t S ,d S R1 tt dSQ\ 19Ro( dS) 2wli
+ 29 p3 (t idt2  Op 'cdit } w2 (t) 2 p3  (t, dt dt2
/ 2R1 idS 1f4Ro (,dS d dwi1 O2Ro dS dW2
+\j- 2k dt Op4  , dt dt2) dt 92 'ct cidt
(OR2 jdS) 103 R1 tdS d2S 104 Ro (7dS) d \3\ dwo-
+ -a dt 2 Cop3 'dt dt2 6 a4 'd dt W ) i(t w t(( 1ta3Ro S dS 01 dd 2 2 1dS\ dw2j +  a3Ro cS d3S
2Op 3 (t ---9 t~ij i +(ti ct
+ 2 p ' dt dt2 c, p 'dt dt 6 19p3 d dt3
1aRo ,dS (c2S\ 2  192R,1 cdS d2 S dS\
8 Op4  dt) t2 ) 2P2 (t, dtct2 - R2(t, w(
/ (I 4 Ro dS d S I1a2 R1dS wa R2 jdS)
+ -9p4 (t, dt dt2 12(p2tidt dt2 +)dt
1O3R1 idS cd2 S 1?4R dSd3S dwi1 I93 Ro( dSdwl
2- 93 (t, dt dt2 6ap4 (t, dtdt} dt 6Op3  dt ct3
+ 1 a3R, dS d _4Ro dS d4S 10212 R dS&S7 3 ~- -94(t, -) - -2 tdt)d2}wij(t)
6 (p3 dt W 3 24 ap4 'dt dW 2 ap2 0dt dt2 %
1O2Ro dS 2  w (t))2  1 or (tRo dS )c 4 wo
2 Op2  ' dt dt2 / 24 Op4  ' ci dt 4V 0 (t) ct
(3.124)
The functions wng (z) with n ;> 4 are given by equation (3.122) in terms of the
functions W(n-1)j, W(n-2)j and w(n-3)j only. Therefore, what equation (3.122) gives
is a recurrence relation, which gives wa (z) in terms of the functions W(n-1)j, W(n-2)
and W(n-3)j for n > 4. Since wi (z) is a function of S (z), wo and their first and
second order derivatives, it is easy to see through equation (3.123) that w2J(z) is
also a function of Sj (z), woj and their first, second and third order derivatives. If we
continue to iterate the recurrence relation, we conclude that the function w (z) is
a function of Sj (z), woj and their derivatives up to n + 1-th order. Therefore, to be
able to obtain the n-th order term in the series expansion for the amplitude we need
the coefficients of the governing equation to be continuous functions up to n + 2-th
order. Otherwise, we can go only to an order equal to n - 2, where n is the degree of
smoothness of the coefficient functions of the of the governing equation (3.97).
From equation (3.123), (3.124) and (3.122), we notice that the amplitude correc-
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tions wa, (z) for n> 2 have a term proportional to (wi (z))n. Therefore, the transport
equation equation (3.122) can be written in the form
W(1j()- 1 dS.(N-1)(Z)= I(N - 1)! (w1 (z))N-1 + G(wj,N-2 . ..- )Wj,O dx , X). (3.125)
The amplitude correction wi (z) is actually a phase correction, since the first term
in the right side of equation (3.125) corresponds to the (n - 1) th term of the series
expansion of
exp(Ew1 (z))
with respect to E. We can write the wave amplitude expansion (3.114) in terms of
the parameter E in the form
wj (z) = wo {1 cwig(z) + E" (w1 (z)) + Dni(z))}
= wo (z) exp(ewi(z)) + Z:ini7-(z)} (3.126)
To second order in E the Liouville-Green functions have actually the form
y(z) = woj (z) exp(-Sj(z) + cw1ij(z)) + 0(E2) (3.127)
We could have assumed another form for the solution of equation (3.98). Instead
of the form (3.99), we could have chosen the form
1y)(
y(z) = exp(-S (z) + E nV()V()(3.128)
n=1
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where we have phase corrections (the terms v,(z)) instead of amplitude corrections.
The phase function S(z) in the form (3.128) also satisfies the Eikonal equation (3.105).
If we expand the exponential of the sum in the equation (3.128) in terms of the
parameter e and compare with equation (3.114), we realize the relations
vo(z) = wo (z),
vig(z) = wi (z),
v2 (z) = W2j (Z) -V1(Z),2
V3j(Z) = -W3j(Zv (z) - V1j(Z)V2j(Z),
n
Vn (Z) = W3j (Z) - 6 Y1 (11! . .. j!)Vj 1 (z) ... viiz))(3.129)
v=2 z j+...+ji=n
According to the intended use, the solution form (3.128) may be more convenient than
the the form (3.99), but once we have computed the amplitude corrections wj(z) by
solving its transport equation (3.122), we can compute the phase corrections v using
the relation (3.129). The solution form given by equation (3.99) is convenient when we
perform the matching of the Liouville-Green functions with the asymptotic expansion
of the solution of the approximate form of the governing equation (3.97) at a turning
point of the operator L, as we are going to see in section 3.2.5.
If the wave numbers dSj/dz are different from each other we have four Liouville-
Green functions, which can be seen as a base to represent any asymptotic solution
for the governing equation (3.97). If at some point in the complex z plane two or
more wave numbers dS/dz turn out to be equal, we do not have four independent
Liouville-Green functions to represent our asymptotic solution at this particular point,
so our asymptotic solution is not valid at those particular points, which are called
the turning points of the operator L. They are studied in the next section.
In summary, in this section we constructed recurrence relations for the WKB
waves (Liouville-Green functions) up to any order. To first order we were able to
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solve the recurrence relation in closed from (functions wo (z)), but for high orders,
the recurrence relations have to be solved numerically. At first, we assumed that the
solution of the governing equation (3.97) has the form of an amplitude times the ex-
ponential of a phase, functions of the space coordinate z (see equation (3.99)). Then,
we substituted equation (3.99) into the governing equation (3.97) and obtained an
equation for the phase Sj (z) and a transport equation for for the wave amplitudes
wj(z). The equation for the wave numbers L (equation (3.105)) is the uniform sys-
tem dispersion relation, assumed locally valid in the context of the WKB method.
Second, we assumed an expansion in s for the wave amplitude w (z), and substituted
this expansion in the transport equation, which furnished a set of first order differen-
tial equations for the wave amplitude corrections wrtj (z). We were able to solve only
to first order, which gave wog (z). The high order amplitude corrections are solutions
of the recurrence relation (3.122). We also realized that the wave amplitude correc-
tion Wig is actually a phase correction (see equation (3.125)). We proposed another
form for the solution of equation (3.98), where we have phase corrections instead of
amplitude corrections. At the end we show how to compute the phase corrections
in the solution form given by (3.128) from the amplitude corrections solutions of the
transport equation (3.122).
3.2.3 Turning Points of the Operator L.
The asymptotic solution for the governing equation (3.97) is given as a linear combi-
nation of four WKB waves (Liouville-Green functions). Each Liouville-Green function
(WKB wave) is a function of one of the wave numbers ds Four different wave num-
bers dSJ give four linearly independent Liouville-Green functions. If at some pointdz
of the complex z plane one or more of the wave numbers dS coalesce, two or moredz esetwor r
Liouville-Green functions became linearly dependent and we do not have an appropri-
ate base to represent the asymptotic solutions. Points in the complex z plane where
this happens are called turning points.
In this section we discuss how to obtain the turning points of the operator L for a
given beam non-uniformity. We also discuss which wave numbers & coalesce at thedz
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various types of turning points we may have. We consider the case of non-uniformity
in the beam flexural rigidity only. We chose such uniformity such that we have first
order turning points and simples poles as singularities. We discuss in detail how the
wavenumber couple at the first order turning points and poles.
3.2.3.1 Dispersion Relation Analysis.
As mentioned before, the wave numbers dS/dz are solutions of equation (3.106).
2 1So, the symbol Re(z,p) of the operator ft is basically the uniform system dispersion
relation
Ro (z, p) = ei(z)p4 - P(z)p2 + 4w 2 m(z) = 0 (3.130)
assumed locally valid. For a given wave frequency w, the dispersion relation, given
by equation (3.130), relates the space coordinate z with the local wave number p
through the non-dimensional beam flexural rigidity ei(z), the non-dimensional tensile
force P(z) and non-dimensional mass per unit length m(z). If we assume z and the
wavenumber p as complex variables, we can see this dispersion relation as an implicit
mapping from the z complex plane into the complex wavenumber p plane.
z F-p
(z,p) - Ro(z,p) = 0 (3.131)
This mapping has branch points in the complex z plane, and their images in the
complex wavenumber p plane are called the saddle points. The branch points of the
implicit mapping (3.131) are solutions of the set of equations
Ro(z,p) = 0 (3.132)
RO(zp) = 0 for n = 1, 3. (3.133)OPfn
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At the branch points of the dispersion relation, given by equation (3.130), we have
that two or more wave numbers coalesce. So, at the branch points of the dispersion
relation two or more Liouville-Green functions are linearly dependent. Then, the
branch points of the dispersion relation, given by equation (3.130), are the turning
points of the governing equation (3.97). The solutions of the equations (3.132)-(3.133)
give rise to three turning point conditions, which follows
F(z) =0, (3.134)
m(z) =0, (3.135)
ei(z) =0. (3.136)
The function F(z) is given in terms of the function ei(z), P(z) and m(z) through
equation (3.112). The solutions of the turning point condition (3.136) are actually
poles of the governing equation (3.97).
We denoted the solutions of the locally valid uniform system dispersion relation
(see equation (3.130) or (3.106)) as the wave numbers dS/dz. Next, we are going to
study how the wave numbers dS/dz coalesce as we approach a turning point in the
z complex plane. First, we consider a turning point solution of the equation (3.134).
According to expressions (3.107) to (3.110), the wave numbers at a turning point
solution of equation (3.134) assume the form
dS1  1
= -D(z), (3.137)
dz 2
dS2  1d-- = - -D(z), (3.138)dz 2
dS3  1dz = -D(z), (3.139)
dz2
dS4  1
= - -D(z). (3.140)
dz 2
According to equations (3.137) to (3.140), we realize that the wave numbers coalesce in
pairs at turning points solution of equation (3.134). More specifically, wave numbers
dSI/dz and dS3 /dz coalesce to VD(z)/2 and wave numbers dS2 /dz and dS4 /dz
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coalesce to - D(z)/2. Second, we look at what happens with the wave numbers
dS/dz when we approach a turning point solution of the equation (3.135). The
function F(z) at this type of turning point is just given as
F(z) = P(z)2 . (3.141)
This implies, according to expressions (3.107) to (3.110), that the wave numbers at
a this type of turning point assume the form
dS1 =0, (3.142)
dz
dS2 =0, (3.143)
dz
dS3
= VD(z), (3.144)
dz
= - VD(z), (3.145)
dz
According to equations (3.142) to (3.145), we have only one pairwise coalescence of
wave numbers. The wave numbers dSi/dz and dS2 /dz coalesce to 0, but the wave
numbers dS3/dz and dS4 /dz do not coalesce, they approach, respectively, VD(z)
and - D(z). Third, we discuss what happens with the wave numbers dSj/dz when
we approach a point in the complex Z plane that satisfies equation (3.136). These
points are actually poles of the governing equation (3.97), but also branch points of
the locally valid uniform system dispersion relation, given by equation (3.130). As we
approach these points in the complex z plane, the wave numbers dS/dz may assume
any complex value, it is just a matter of how the function ei(z) -+ 0. So, to make a
proper discussion on how the wave numbers coalesce at the turning points solutions
of equation (3.136), we need first to specify the expression for the non-dimensional
flexural rigidity ei(z). We assume that for a neighborhood close to the turning point
the flexural rigidity has the form
147
ei(z) ~3(z - z*)a with a;> 1, 3
where z* is a turning point given by equation (3.136) and 3 is a complex constant.
To simplify our analysis, we assume that the non-dimensional tensile force and the
non-dimensional mass per unit length are constants. Under such conditions, the wave
numbers dSj/dz have the form
dS1 ,P I 4w2 m -(3.147)
dz 20(z- z*)a 1  1 p2
dS 2 + p O -_ _( 1
dz 20(z - z*)a 1  +p 2  (3.148)
dS3  P472M a
dz 20(z - z*)ay + 2  3(Z-Z*
dS1  P_ 4w2 m*)
dz 20(z - z*)ap 1+ 1 + 2 (ZZ*)a. (3.150)
Now, we assume that (z - z*)O&I< 2. Under such assumption, we can write
42m)a 42w 2 MO1 + 4w (Z - z* 1 + 2 (z - z*)Q + O((z - z*) 2&) (3.151)P2 e P 2
and equations (3.147) to (3.150) simplifies to
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( .146)
dS~ /NJW m (3.152)
dz VP
d S2 mp
- ~ m- ,(3.153)
dz P
dS3  P 2w2 m/
dz 2(zz*)& 2+ P2  (z -z*) , (3.154)
dS4  P2 2w2m
- ~ 0( --- ) 2 + _- (Z - Z*)a. (3.155)
dz 2(z- z* )a p2
From the equations (3.152) and (3.153) we realize that the wave numbers dSi/dz
and dS2 /dz do not coalesce at the turning points given by the equation (3.136). From
equations (3.154) and (3.155), as we approach the turning point z*, the wave number
dS3/dz -+00 exp(% arg{(z-z*)}) and the wave number dS4/dz -+ -00 exp%! arg{(z-
z*)}). Therefore, the wave numbers dS3/dz and dS4 /dz coalesce to the infinite as we
approach a turning point z*, solution of equation (3.136).
In this section we obtained the equations whose solutions are the turning points
of the governing equation (3.97). These equations are written in terms of the beam
non-dimensional mass per unit length and non-dimensional flexural rigidity, and in
terms of the non-dimensional tensile force. We also discussed how the wave numbers
dS/dz coalesce as we approach the different types of turning points discussed above.
So far, we did not specify the functional form of the non-dimensional mass per unite
length m(z), of the non-dimensional flexural rigidity ei(z) and of the non-dimensional
tensile force P(z). We are going to do this in the next section. After we specify the
functional form of the parameters m(z), ei(z) and P(z), we give the new form of the
turning point conditions (3.134) to (3.136).
3.2.3.2 Example of Non-uniformities and Their Turning Points.
The non-uniformity in the non-dimensional mass per unit length and in the non-
dimensional flexural rigidity have a finite support. We assume that the uniform part
of the beam before and after the non-uniform section have the same flexural rigidity
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and mass per unit length. So we can write
m(z) =1 + F1(z), (3.156)
ei(z) =1 + F2 (z). (3.157)
The non-dimensional tensile force P(z) is assumed to be non-uniform only along a
finite part of the beam. We write it as a superposition of a constant tensile load plus
a localized variation
P(z) = P + F3 (z). (3.158)
The support of the function F3 (z) is the interval -eL < z < eL. The functions F1 (z)
and F2 (z) are assumed to be non-zero in the interval -eL <z < eL. Next, we write
the turning point conditions (3.134) to (3.136) in terms of the functions F(z). The
first turning point condition, given by equation (3.134), assumes the form
2PF3 (z) + (F3 (z)) 2 + 4w2 [F1(z) + F2 (z) + F1(z)F2 (z)] -(P2 + 4W 2 ). (3.159)
The second and third turning point conditions, given, respectively, by equations
(3.135) and (3.136), assume, respectively, the forms
F1(z) = -1, (3.160)
F2 (z) = -1. (3.161)
According to the definition of functions m(z) and ei(z), for real values of z we have
that
F,(z)I < 1 for z real, (3.162)
F2 (z)I < 1 for z real. (3.163)
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Restrictions (3.162) and (3.163) imply that the turning points, solutions of equations
(3.135) and (3.136), could not assume real values for the kind of beam considered.
These turning point conditions give real turning points at points where the cross
sectional area of the beam goes to zero. If turning points, solutions of equations
(3.135) and (3.136), exist for a given functions Fi(z) and F2 (z), they are complex
numbers. For the first turning point condition (3.159), the question regarding if the
turning points given by this condition are real or not has not an so easy answer. If
there is no tensile force applied to the waveguide, then the turning points solutions
of equation (3.159) are complex numbers due to restrictions (3.162) and (3.163). If
the tensile force assume negative values along the real axis, then we may have real
turning points.
The first turning point condition (3.159) is not an easy to solve equation, since in
general the functions F(z) differs from each other. We consider some simplifications.
In the following we assume that only one of the functions Fj (z) is non-constant.
* Non-constant non-dimensional mass per unit length.
The function F1 (z) is considered not constant. The non-dimensional flexural
rigidity and non-dimensional tensile force are assumed constants. Then
Fi(z) =Ait(z), (3.164)
F2 (z) =0, (3.165)
F3 (z) =0. (3.166)
The first turning point condition, given by equation (3.159), assumes the form
(P2 + 4w 2 )t(Z) 4W 2  (3.167)
4W2A1
and the second turning point condition, given by equation (3.160), assumes the
form
1
t(z) = (3.168)
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The third turning point condition does not apply for this configuration of the
parameters of the Euler-Bernoulli beam.
* Non-constant non-dimensional flexural rigidity.
The function F2 (z) is considered non-constant. The non-dimensional mass per
unit length and the non-dimensional tensile load are assumed constants. Then
Fi(z) =0 (3.169)
F2(z) =A2 t(z) (3.170)
F3(z) =0 (3.171)
The first turning point condition, given by equation (3.159), assumes the form
(P2 + 4W2)t(z) = 4- A2 (3.172)4w2A2'
and the third turning point condition, given by equation (3.161), assumes the
form
1
t(z) = (3.173)
The second turning point condition does not apply for this case since the func-
tion m(z) is assumed constant.
* Non-constant non-dimensional tensile load. The function F3 (z) is as-
sumed non-constant. The non-dimensional mass per unit length and the non-
dimensional flexural rigidity are assumed constants. Then
Fi(z) =0, (3.174)
F2(z) =0, (3.175)
F3 (z) =A3t(z). (3.176)
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The first turning point condition, given by equation (3.159), assumes the form
t (Z)= A3 A3 (3.177)
The second and third turning point conditions do not apply for this case since
the functions m(z) and ei(z) are assumed constant.
Next, we consider a simple analytical function to represent the function t(z), which
is free of poles. We consider
t(z) = exp(-z2 ). (3.178)
We assume that the turning point conditions, represented by equations (3.159),
(3.160) and (3.161), give turning points which satisfy the equation t(z) = ti. The
index I assumes values 1, 2 and 3. 1 = 1 refers to the first turning point condition
given by equation (3.159). 1 = 2 and 3 refers, respectively, to the turning point con-
dition given by equations (3.160) and (3.161). Next, we find the turning points in
the z plane that corresponds to the quantity ti. Examples of the quantity t1 are given
by the right side of equations (3.167), (3.168), (3.172), (3.173) and (3.177). Now we
have to solve the equation
t = exp(-z2 ). (3.179)
If we write tj in the form
t= pi exp(i20), (3.180)
where pi is the modulus of tj and 01 is the phase of t. The solution of equation (3.179)
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gives the following set of turning points:
2 21/4 z ( 0+ 2n7rZ2n- {ln(p) + ( + 2rw)2} exp arctan n(p) with n as an integer
(3.181)
Z2nI = - ln2 (P2) + (0 + 2nr)2/4 exp arctan 01+ with n as an integer2i(ln(p)
(3.182)
We have an infinite set of turning points, but only four pairs of complex conjugate
turning points are relevant. The four pairs closest to the real axis.
For the study of the WKB method we have in mind in this work we consider non-
uniformity in the flexural rigidity given by the function (3.178). The other coefficient
functions m(z) and P(z) are assumed constants. Figures (3-7) and (3-8) illustrate
the topology of the turning points closest to the real axis for the non-uniformity in
the flexural rigidity given by the function (3.178). In these figures, for each set of
eight turning points, the four turning points closest to the real axis are given by the
third turning point condition (3.173). The other four turning points are given by the
turning point condition (3.172).
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Figure 3-7: Turning points for non-uniformity in the flexural rigidity. Tensile load
equals to 1000 N. Wave frequency: (a) - 2 Hz, (b) - 10 Hz, (c) - 20 Hz and (d) - 30
Hz. The symbols representing the position of the turning points are associated with
the non-uniformity non-dimensional amplitude. Symbols: E - A = 0.01, A - A = 0.1,
v - A = 0.2.
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Figure 3-8: Turning points for non-uniformity in the flexural rigidity. Tensile load
equals to 10,000 N. Wave frequency: (a) - 2 Hz, (b) -. 10 Hz, (c) - 50 Hz and (d) - 90
Hz. The symbols representing the position of the turning points are associated with
the non-uniformity non-dimensional amplitude. Symbols: H - A = 0.01, A - A = 0.1,
a -A=0.2.
In the next section we discuss the evolution of the wave numbers dSg /dz as we
deform the real axis to encircle chosen turning points or groups of turning points.
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The equations (3.107) to (3.110) that define the wave numbers dS/dz have branch
points at the turning points of the governing equation (3.97). Then, for the wave
numbers dS/dz to be well defined, we need to prescribe branch cuts in the complex
z plane. We avoided to do so until now, because the topology of the branch points
(turning points) depends on the form of the non-uniformity in the coefficient functions
m(z), ei(z) and P(z). For the chosen non-uniformity in the flexural rigidity, we have
an infinite set of branch points. We have a set of four pairs of branch points closest to
the real axis. From these eight branch points, four of them lay in the upper complex
plane and the other fours are their complex conjugates. So, we define four branch
cuts, each of them connecting one of the four branch points in the upper complex
plane to its complex conjugate pair in the lower complex plane. For the rest of the
branch points in the upper complex plane, we define the branch cuts connecting each
branch point to infinity, without crossing the real axis. We do the same for the rest of
the branch points laying in the lower complex plane. Each branch point has a branch
cut connecting it to infinity, without crossing the real axis.
We consider radiation or boundary conditions before and after the non-uniform
part of the beam imposed at a specific Riemann sheet. So, we need to deform the
real axis to a contour that do not cross the branch cuts that cross the real axis. If
we cross one of the branch cuts, we end up in another Riemann sheet where we do
not have radiation or boundary conditions imposed. Candidates for the deformed
contours are illustrated in figure 3-9.
As a result of the deformation of the real axis into a contour around the branch
cuts, we need to follow along this contour what happens with the wave numbers
dS/dz. As we go around a branch cut and return to the real axis, the numerical
values of the wave numbers dS/dz change. For example, we consider the contour
illustrated in the top part of figure 3-9. The wavenumber dS3 1/dz assumes a positive
real number along the real axis before we reach the first branch cut that crosses the
real axis. As we go around this branch cut (first detour from the real axis, as we travel
from left to right in the top of figure 3-9), the wavenumber dS3 /dz assumes negative
real values (dash dotted line of part (a) of figure 3-10), and as we go around the
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second branch cut (second detour from the real axis, as we travel from left to right in
the top of figure 3-9), the wavenumber dS3 /dz assumes pure imaginary values (dash
dotted line in part (b) of figure 3-10).
3.2.3.3 Evolution of The Wave numbers dS/dz.
In this section, we study how the numerical value of the wave numbers dS/dz vary
as we follow the contours illustrated in figure 3-9. This procedure allow us to verify
which wave modes couple (which wave numbers coalesce) at chosen turning points.
To illustrate how encircling a chosen turning point reveals how the wave numbers
coalesce at this turning point, we first remind that a turning point is a branch point
of the dispersion relation. So, close to a turning point z*, the locally valid uniform
system dispersion relation can be represented as
(k - k*)fl~ A(z - z*), (3.183)
where k* is the saddle point in the complex wavenumber plane, image of the branch
point z* through the complex mapping given by the locally valid uniform system
dispersion relation. We assume coalescence of only two wave numbers (n = 2 in
equation (3.183)), which are denoted kl. They are solutions of the approximate
dispersion relation (3.183), and are given by the equation
k - k*+ tV/A(z - z*). (3.184)
In polar coordinates, we can write A(z - z*) = pexp(iO), such that
Li - k* ~ p/ 2 exp(i-. (3.185)2
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Before encircling the turning point z*, we assume that 6 = 6o and the wave numbers
are given by the equation
k' - k* ~ p1 /2 exp(i0). (3.186)
2
As we vary the argument of z - z* by 27r, 0 assume the value 0 + 27w. So the wave
numbers are now given by the equation
k' -. k*~P1/20exp( Z).(3.187)
'2
So, as we encircle the turning point z* in the complex z plane, the wave numbers
describe a half circle in the wavenumber plane, and the wave numbers k' exchange
their numerical values (k+(0o + 27) = k-(0) and k--(9 0 + 27r) = k+(0)).
If a wavenumber do not coalesce to another wavenumber as we approach a chosen
turning point in the complex z plane, it just perform a closed contour in the complex
wavenumber plane as we encircle the chosen turning point, but if the wave numbers
coalesce at a chosen turning point, they perform arcs in the complex wavenumber
plane as the example above illustrates. If n wavenumbers coalesce at a chosen turning
point, as we encircle the chosen turning point, each of the coalescing wavenumbers
perform an arc in the complex wavenumber plane with a total argument variation of
2r/n, and the sum of these arcs perform a closed contour. For the example above,
n = 2 and the total argument variation of the arc is 7 (half circle).
Next, we illustrate the continuum of numerical values the wave numbers dS/dz
assume as we travel along a contour in the complex z plane. This contour is basically
the real axis plus deformations in the complex z plane to avoid crossing branch cuts
and changes of Riemann sheets, and to encircle chosen turning points. The topology
of the turning points is illustrated in Figures (3-7) and (3-8). We consider basically
two types of contours. The first type circles each turning point separately and return
to the real axis before encircling the next chosen turning point. The second type
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treats the turning points as groups. It goes around two turning points at once. In
Figures (3-7) and (3-8), we see that as the values of the wave frequency increases,
there are pairs of turning points that became closer and closer. They became identical
only if the tensile force goes to zero, otherwise, they may be very close, but are not
the same. The group of turning points to be encircled by the contours in the z plane
are two of the four pairs of merging turning points closest to the real axis.
For real values of the z independent variable before the beam non-uniform part,
dSi/dz and dS2/dz are pure imaginary numbers with opposite sign, and dS3/dz and
dS4 /dz are real numbers with opposite sign. As we go in the complex z plane around
the turning points and branch cuts, some or all of the wave numbers dS /dz exchange
their numerical values among themselves. How they exchange, and if they exchange,
their numerical value depends on which turning point condition the encircled turning
point satisfies, or if the contour encircles a pair of turning points.
Next, we illustrate the two shapes of contours considered in the complex z plane.
We also give the images of these two contours in the complex wavenumber plane.
These images are the continuum of numerical values that the wave numbers dSj/dz
assume along these contours. An example of the two types of contours considered in
the z plane is given in Figure 3-9.
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Figure 3-9: Examples of the two types of contours in the z plane. Arrows indicates in
which sense we travel along the contours. (a) - contour of the first type. (b) - contour
of the second kind. Tensile load P = 10,000 N. The wave frequency for (a) is 2 Hz,
which gives turning points further apart of each other. In (b) the wave frequency is
10 Hz.
As we travel along the real axis in the z plane, the contour encircles turning
points or group in turning points in an alternate fashion. If the contour encircled
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a turning point (group of turning points) in the the upper plane, the next encircled
turning point (group of turning points) is in the lower plane and vice-versa. For this
particular non-uniformity in the flexural rigidity, this way of encircling turning points
or groups of turning points allows the wave numbers dS/dz to return to the same
numerical values they had at the starting point (before the non-uniform part of the
beam). Therefore, they are associated with the same kind of wave mode at both ends
of the non-uniform part of the waveguide. This fact makes more easy to write the
radiation conditions for the wave scattering problem due to the non-uniformity along
a finite part of the beam.
Other ways to deform the real axis to avoid crossing branch cuts and to encircle
turning points are fine, but we need to keep track of the change in the numerical
value of the wavenumbers, since the same wavenumber in different parts of the real
axis is associated with different wave modes (evanescent or propagating wave mode).
In figures 3-10 and 3-12, we illustrate the evolution of the wave numbers as we
travel along the contour illustrated in part (a) of Figure 3-9. We illustrate only the
sequence of numerical values that the wave numbers assume as we encircle the chosen
turning points. As we encircle the turning point, we start and return to the real axis.
The first encircled turning point satisfies the third turning point condition, given
by equation (3.136). According to part (a) of Figure 3-10, we see that dS3 /dz and
dS4 /dz exchange numerical values. The other two wavenumbers keep their values, as
is illustrated in parts (a) and (b) of figure 3-12. This means that the two evanescent
modes interact with each other. The second encircled turning is given by the first
turning point condition (equation (3.134)). According to part (b) of Figure 3-10, the
wave numbers dSi/dz and dS4 /dz (dS2 /dz and dS3 /dz) exchange numerical values.
This implies that a right (left) propagating wave mode interacts with a left (right)
evanescent wave mode. The next encircled turning point satisfies the same turning
point condition as the previous turning point. According to part (c) of Figure (3-10),
the evolution of the wave numbers for this case is exactly the opposite of the previous
case. The last encircled turning point satisfies the third turning point condition.
According to part (d) of figure 3-10, wave numbers dS3 /dz and dS4 /dz exchange
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numerical values. The wave numbers dS1/dz and dS2/dz perform a closed contour in
the wavenumber plane, similar to figure 3-12.
In figure 3-11, we illustrate the evolution of the wave numbers dSj/dz as we
encircle pairs of coalescing turning points according to the contour illustrated in
part (b) of Figure 3-9. According to part (a) of Figure 3-11, as we encircle the
first pair of turning points, all the wave numbers dSj/dz exchange numerical values
among themselves. Before encircling the first pair of turning points, the wavenumber
dS1/dz(dS2 /dz) is a positive (negative) imaginary number, and dS3 /dz(dS4 /dz) is a
positive (negative) real number, but after we encircle the first pair of turning points,
the wavenumber dSi/dz(dS2/dz) becomes a negative (positive) real number and the
wavenumber dS3 /dz(dS4 /dz) becomes a positive (negative) imaginary number. In
part (b) of Figure 3-11, the exchange of numerical values among the wave numbers
dSj/dz is the opposite of what was verified in part (a).
As we encircled a pair of merging turning points, all four wave modes interact
among themselves. This suggests that we need at least a fourth order differential
equation to describe the wave mode coupling at a pair of almost coalescing turning
points. This situation is similar to what happens in the WKB analysis of the problem
of linear surface gravity waves interacting with a one-dimensional channel with non-
uniform bottom, where we can have coalescence of four wavenumbers at the turning
points. The analysis performed in the second part of this chapter can be seen as an
assessment of the challenges we need to face to perform the study of the coupling of
four wave modes in the context of the WKB method.
163
(a)
(D
X 150
00
00
E 50
0
-50
-100
-150
(c)
301
00
C 20
E 10
0
-10
-20
-30
(b)
(f)
30
00
.C 20
0
cu
0
-10
-20
-30
-100 0 100
real axis
(d)
X 150
00
0
1'
'V
-50
-50
-100
-150
0 50
Ii
Ii
~--, /
.50 0
-100
50
0 100
real axis
Figure 3-10: Continuum of numerical values that the wave numbers dSj/dz assume as
the contour in part (a) of Figure (3-9) encircles chosen turning points. Arrows indicate
in which sense the wave numbers evolve as we encircle a turning point. Tensile load
P = 10,000 N and wave frequency is 2 Hz. (a) - 1 st chosen turning point . (b) - 2
nd chosen turning point. (c) - 3 rd chosen turning point. (d) - 4 th chosen turning
point. Line - numerical value of dSi/dz. Line ------ - numerical value of
dS2 /dz. Line --------- - numerical value of dS3/dz. Line....... - numerical value of
dS4 /dz.
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Figure 3-11: Continuum of numerical values the wave numbers dSg/dz assume as the
contour in part (b) of Figure (3-9) encircles chosen pairs of turning points. Arrows
indicates in which sense the wave numbers evolve as we encircle a pair of turning
points. Tensile load P = 10,000 N and wave frequency is 10 Hz. (a) - 1 st chosen pair
of turning points . (b) - 2 nd chosen pair of turning points.Line - numerical
value of dSi/dz. Line---------numerical value of dS2 /dz. Line --- - numerical
value of dS3 /dz. Line-....... - numerical value of dS4 /dz.
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Figure 3-12: Continuum of numerical values assumed by the wave numbers dSI/dz
(part (a)) and dS2 /dz (part (b)). Tensile load P = 10,000 N and wave frequency is 2
Hz.
In section 3.2.3 we obtained the equations whose solutions are the turning points of
the governing equation (3.97), we also discussed and illustrated how the wave numbers
dSj /dz coalesce as we approach turning points in the complex z plane (section 3.2.3.1).
We also considered an example of non-uniformity (section 3.2.2). We consider the
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(a)
case of non-uniformity in the flexural rigidity only. We obtained the turning points
for this non-uniformity and we defined the necessary branch cuts in the complex z
plane, so that the equations for the wave numbers dS/dz became well defined (section
3.2.3.3). We gave two possible contours, deformations of the real axis, to continue the
wave numbers around the branch cuts, such that we always stay in the same Riemann
sheet, where the boundary or radiation conditions are given (section 3.2.3.3).
To perform the connection problem (to continue the asymptotic solution across
turning points and Stokes-line) we need to solve in closed form an approximate form
of the governing equation (3.97), valid in a neighborhood of a chosen turning point
or pair of turning points. This analysis is discussed in the next section.
3.2.4 Approximate form of the Beam Equation for a Neigh-
borhood of a First Order Turning Point.
We consider the non-uniformity in the flexural rigidity only, as in the example in the
previous section. The functions m(z) and P(z) are assumed constants. We consider
the function t(z) given by equation (3.179). There are two types of first order turning
points for this particular non-uniformity. One type satisfies the first turning point
condition and the other type satisfies the third turning point condition. This last
type of turning points are actually a first order pole of the governing equation (3.97)
for the type of non-uniformity chosen.
For the non-uniformity in the flexural rigidity, the topology of the turning points
and poles in the complex plane is illustrated by figures 3-9 and 3-10.
Through the figures 3-9 and 3-10, we see that we have a pole and a turning point
close together. Therefore, we need to consider a turning point and its neighbor pole
together regarding the connection problem. We obtain an approximate form of the
governing equation valid in a neighborhood of a turning point plus its neighbor pole.
We expand the flexural rigidity in Taylor series with respect to one of its pole z* and
keep the first non-zero term in the expansion. We consider the change of variable
z = (z - z*), so we end up with an approximate equation of the form:
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E 4 +2 dZ- d3 2 Py(Z)=0 (3.188)
It has a singular point at z = 0 and a turning point at z =P. The point z =0
corresponds to the zeros of the non-dimensional flexural rigidity. Close to each zero
of the flexural rigidity we have a turning point, and this turning point corresponds to
one of the turning points of the full governing equation. The solution of this equation
is given in terms of contour integrals, as follows:
y(z) =f/1exp (f(t, 6,e, a) dt, (3.189)
with
A = , (3.190)W2
= arg{x}, (3.191)
a = 2, (3.192)
= (3.193)
and
a)e Z +E2f (t,6,cE) =exp(-im) 3t2 + + /E46t (3.194)
The end points of the integration contour C has to satisfy the restriction
E4xt2 exp(}f (t, , E, a))Ic = 0. (3.195)
To define well solutions of the differential equation (3.188) given by the contour
integral (3.189), we need to specify the integration contour C. The end points of each
possible contour C has to satisfy the condition given by equation (3.195). We need
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at least four linearly independent solutions, since equation (3.188) is a fourth order
differential equation. So we need to specify at least four contours C such that we
obtain four linearly independent solutions. In the limit [tJ -+ 0, equation (3.193) is
satisfied along the rays
arg~t}=7 = +- 2mwwith n an integer. (3.196)
3 3 3
This gives three rays emanating from the origin. Their direction depends on the
parameter 0, which has its value restricted to the range -7r < / < 7r. We give the
argument of these rays modulo 27r, as follows:
arg{t} = -(3.197)
3 3
arg{t} = - 7r + 2, (3.198)
3 3 3
arg7't-=, (3.199)3 3 3
We label the rays given by equations (3.197), (3.198) and (3.199), respectively, as r 3,
r 1 and r2 . So, for integration contours C which approach the origin along one of these
three rays, the contour end point condition (3.193) is satisfied. We can define three
integration contours by connecting two consecutive rays (we do not encircle the origin
of the t complex plane) by a loop contour. Each of these contours gives a linearly
independent solution of equation (3.188). We label each of these three contour as
A 1 , A2 and A 3 . They are specified as follows:
* Contour A 1 approaches the origin along the rays r and r3. This integration
contour do not cross the ray r2.
* Contour A2 approaches the origin along the rays r1 and r2. This integration
contour do not cross the ray r3
* Contour A3 approaches the origin along the rays r2 and r3. This integration
contour do not cross the ray r 1 .
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These contours are illustrated in the figure 3-13 below.
The contour integral solutions defined by the contours A illustrated in figure 3-13
define three solutions, denoted as A (6, A, E, a) and given by the equation
A (6,A,Fa)= / exp f(t,6, Ea) dt with j 1,2,3. (3.200)
We need one more linearly independent solution. We may consider a closed con-
tour which encircles the origin, but the contour integral solution given by this contour
can be written as a linear combination of the contour integrals based on the contours
Aj, so we do not obtain one more linearly independent solution. We may consider
contours emanating from the rays r towards the infinite in the complex t plane. For
the contour end point condition to be satisfied for Itl - + , we need that
cos(arg{t} + y) < 0, (3.201)
where y = arg{z}. The restriction on the arg{t} can be rewritten as
V 3
- - -Y+ 2n7r < arg{t}<---Y + 2n7r. (3.202)
2 2
This restriction implies that the end point condition (3.189) cannot be satisfied by
any ray going to infinity in the t complex plane for all possible values of -Y = arg{z}.
Our strategy to define contour integrals solutions with one contour end point at the
infinite and the other at the origin is outlined below.
* First, we define rays going towards to the infinite in the complex i plane. These
rays are labeled R1, R 2 and R3 , and their arguments are given as follows:
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Figure 3-13: A sketch in the complex t plane of the integration contours A, j=
1,... , 3 and the rays r>, r 2 and r 3 specified, respectively, by equations (3.198), (3.199)
and (3.197). The arrows in the integration contours Aj indicate the way we travel
along the contours as the integration is performed.
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A 3
arg{R1} ,(3.203)3
arg{R2 } = -+ , (3.204)3 3
p27r
arg{R3 } -=. (3.205)3 3
The end point contour condition is satisfied along each ray R for different
ranges of y = arg{z}. We define sectors in the z complex plane where the
contour end point condition is satisfied as It - -oo along the rays R. To each
ray R1 we associate the sector SRI, which are given below:
SR 1 :2 +-1+ 2n7r < 7 < + - + 2nr, with n an integer, (3.206)3 2 2 3
SR2 : + 2nr <y < - + + 2n7r, with n an integer, (3.207)
3 6 6 3
SR 3 : + 2n7r <y < - + - + 2nmr, with n an integer. (3.208)3 6 6 3
The layout of the regions SR is illustrated in the figure 3-14 given below.
* Second, we consider the contours Al,, with j = 4, 5, 6 and 1 = 1, 2, 3 illustrated
in figure 3-15 below, connecting the origin and the infinite of the complex t
plane. The position of the shadow with respect to the line crossing the origin
in the t complex plane in figure 3-15 indicates in which half plane the contour
end point condition is satisfied as t -+ oc. If the shadow is above (below)
the line crossing the origin, the mentioned half plane is above (below) this line.
The argument of the line crossing the origin is a function of the parameter
/3 and of the argument of the independent z variable. As we travel in the z
complex plane, the half plane where the contour end point condition is satisfied
for Iti - +c rotates around the origin of the complex t plane.
* Third, we define contour integrals in terms of the contours Ajk, j = 4,5, 6 and
172
imal
SI
SR only
SR3
SR3 and SR 1
SRI
SR3 only
ginary axis
R
,2
SR
SR1 and SR 2
SR2 on y
real
axis-P/3
SR 3
SR2 and SR 3
SR2
Figure 3-14: Sketch of the sectors SR in the complex z plane. The range of arg{z}
for these sectors is given by equations (3.206) to (3.208) with n = 0.
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Figure 3-15: A sketch in the complex I plane of the integration contours Aj1, j = 4, 5, 6
and l = 1, 2,3, of the rays r1 , r2 and r3 and of the rays R1, R 2 and R3 specified, re-
spectively, by equations (3.203), (3.204) and (3.205). The arrows in the integration
contours Ai1 indicate the way we travel along the contours as the integration is per-
formed. The half plane where the contour end point condition is satisfied as tl - cx
is given by the position of the shadow with respect to the line crossing the origin. If
the shadow is above (below) the line, the contour end point condition is satisfied for
tl < 1 with argument above (below) this line.
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k = 2,3, which are denoted, respectively, as Aj- 3 ,a(6,#A,e, a), j = 4,5,6. The
index n is related with the definition of the sectors SRI, 1 = 1, 2, 3. The value
of n defines the range of -y = arg{z} in the sectors SRI. For # in the range
-r <3 < 0, the functions Aj- 3,(6, A,E, a) are given by the equation
A--3,n(6, A, E, a) = exp ((t,6,c, a) di with j= 4,5,6 and z C SR2 -
(3.209)
As an example, the functions A- 3,0 (6, A, E, a) are defined according to the equa-
tions (3.209) for -7r < 0 < 0 and //3 - 7r/6 < y < 57r/6 + //3. For the
parameter 0 in the range 0 < 0 < r, the functions Aj-3,n(6, A, E, a) are given
by the equation
Aj- 3,n(6, A,cE, a) = exp f(t7,,,a) d with j = 4,5,6 and z c SR3 -
(3.210)
These contour integrals are well defined only for arg{z} given by equation
(3.207) (for -7r < / < 0) and by equation (3.208) (for 0 < / < 7r) with
the appropriate value of n. As we vary the value of n we define new functions.
This will be clear when we discuss how to continue the contour integral solu-
tions Aj- 3 ,n(6, A, E, a) to a wider range of the arg{z}. This continuation process
is necessary since we are going to use the solutions of the equation (3.188) to
continue the Liouville-Green functions through the turning points.
* Fourth, we continue the solutions defined by the contour integrals along the
contours AJk, k = 2, 3 to other ranges of the arg{z} besides the sectors SR2
and SR3 with the appropriate value of n. Here we discuss the continuation of
the contour integrals defining the functions A--3,,(, A, E, a),j = 4, 5, 6 for the
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parameter 3 in the range -ir </3 < 0. The continuation of the contour integral
solutions Aj- 3,n(J, A, c, a) for 0 < # < ir is postponed to the next item.
The sectors SRj overlap, and on these overlapping sectors the contour end
point condition is satisfied along two rays R and Rt as It| -+ oc. So, on these
overlapping sectors we can define contour integral solutions of equation (3.188)
using the rays Rj and R1. We first continue these contour integral solutions
into the anti-clockwise sense. To continue the solutions Aj- 3,n(, A, u, a) to the
sector SR1 , we deform the integration contour. For the overlapping region of
the sectors SR2 and SR 1 in the complex z plane, we apply Cauchy's integral
theorem to the closed contour in the complex t plane defined by the union of
the contours Aj 2, C21 and Aji. This contour encircles the origin of the complex t
plane (figure 3-16 illustrates the case for j = 4), which is an essential singularity
of the integrand, as we can see by looking at the equation (3.194). So, this
contour integral is equal to the residue of the singularity of the integrand at the
origin of the complex t plane. We avoid dealing with it. We consider a modified
closed contour. We add the contours A 1 , A 2 and A 3 illustrated in the figure
3-13 to the previous contour. We end up with a closed contour that does not
encircle the origin and does not contain any singularity of the integrand. Since
the integral along the contour C21 vanishes we obtain that
Aj- 3,n(6, A,uE,7a) = exp (f (t, 6,ea) dt
+ /fexp f(t, 6, e, a)dt with j = 4, 5, 6 and z c SR 1 .AUA2UA3tA
(3.211)
When we continued the solutions Aj- 3,n(J, A, c, a) from the sector SR2 to the
sector SR1 , we moved in the complex z plane in the anti-clockwise sense. To
continue the solutions A--3,,(6, A, E, a) from the sector SR 1 to the sector SR3 ,
we keep moving in the complex z plane in the anti clockwise sense. The so-
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Figure 3-16: A sketch in the complex t plane of the closed integration contours used
to continue the solution A 1 ,, defined in the sector SR2 (SR 3) for -- r < 0 < 0
(0 < /3 < r) by the integration contour A4 22 (A 43 ) to the sectors SR3 (SR2) and SR1 .
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lutions Aj- 3,n(8, A, e, a) in the sector SR 1 are given as contour integrals along
the contours Aji, so to continue these solutions we need to deform the contours
Aj 1 in terms of the contours A 3 . In the sector where SR 1 and SR 3 overlap, we
define a closed contour in the complex t plane given by the union of the contours
Aji, A13 and C13 (see figure 3-16for the case j = 4). Since this closed contour
does not contain any singularity of the integrand, the integral over this closed
contour is zero according to Cauchy's integral theorem. The integral over the
contour C13 vanishes, so we end up with
S- JA) exp f(t, 8,E, a) dt = 0,
which implies that
Aj-3,n(J, A, E, a) = exp f (t, J, e, a) d
+exp -f(t, 8,)e, a) it with j 4,5,6 and z C SR3 ,
(3.212)
where the argument of z is given by equation (3.208) with n + 1 instead of just
n.
Next, we continue from the sector SR 3 to the sector SR2 . We consider the
closed contour in the complex t plane defined by the union of the contours
A 13 , C32 and A12 (the case for j = 4 is illustrated in figure 3-16). There are no
singularities inside this closed contour in the complex t plane and the contour
integral along the contour C32 vanishes, so the final results is
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Aj- 3 ,n(6, A, E, a) = exp (f (t 6, , a)) it
+ifexp -f (t, 6,E, a) dt with j = 4,5,6 and z ESR 2 .
fAUA2UA3t2 (
(3.213)
Notice that the argument of z in the region SR2 now differs from the previous
range. To obtain the argument of z now in the region SR2 , we need to add 1
to the value of n used to define the solution Aj-3,n(6, A, E, a). The expression of
the solutions Aj-3,n(6, A, e, a) is also different, as we can see by comparing the
equations (3.213) and (3.210). This suggests that the solutions Aj-3,n(6, A, e, a)
are multivalued functions of the complex z variable. To make these functions
well defined we need to define a branch cut connecting the origin to the infinite in
the complex z plane. We postpone the branch cut definition to the next section,
where we give the asymptotic expansions of the solutions Aj-3,n(6, A, c, a) for
IL < 1.
We can keep continuing the solutions Aj-3,(6, A,c6, a) along the complex z plane
in the anti-clockwise sense. If we continue from the sector SR2 to the sector
SRI, we end up encircling the origin one more time. As a result we obtain
Aj-3,n(6, A, e, a) = / %exp ({f(t, 6, E, a) dt
+ jIexp f (t 6, e, a)) dt with j = 4, 5, 6 and z c SR,
f2(A1UA2UA3) t
(3.214)
where the argument of z is now given by equation (3.206) with n + 1 instead
of n. Every time we continue the functions Aj-3,n(6, A, e, a) from the region
SR2 to the region SR 1 of the complex z plane, the integration contour in the
complex t plane end up encircling the origin of the complex t plane one more
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time. As a result we can write
Aj- 3,n(6, A, e, ) = / exp f (t, 6,e, a) dt
+jf exp}f(t, 6,?&,7a) dt with j = 4, 5, 6 and z E SR,,
(3.215)
where k is the number of times the origin of the complex t plane is encircled as
we travel along the complex z plane. The argument of z for z c SR2 is given
by equation (3.207) with n + k instead of n. The argument of z for z c SR, is
given by equation (3.206) with n + k - 1 instead of n, and the argument of z
for z c SR3 is given by equation (3.208) with n + k instead of n.
We can also continue the contour integral solutions Aj- 3 ,n(6, A, E, a) along the
complex z plane in the clockwise sense. We continue from the sector SR 2 to the
sector SR3 . In the region where the sectors SR2 and SR3 overlap, we consider
the closed contour in the complex t plane given by the union of the contours
Aj 3 , C23 and Aj 2 . This contour do not encircle any singularity of the integrand,
so according to Cauchy's theorem we have that
(1k -~f Aexp (If (t, 6, E7 a)) dt =0,
which implies that
Ap-,n(6, A, e, a) =j exp (f(t, &,, a) dt with j =4,5,6 and z E SR 3.
(3.216)
If we keep moving in the clockwise sense in the complex z plane, we need to
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continue the contour integral solutions Aj-3,n(6, A, e, a) from the sector SR3
to the sector SR 1. In the region where the sectors SR3 and SR 1 overlap, we
consider the closed contour in the complex t plane given by the union of the
contours Aj3, C31 and A 1. This contour do not encircle any singularity of the
integrand and the integral around C31 vanishes, so the final result is
Aj - 3,n (,AEa) = / exp ( f(t, 6, 6ea) dt with j = 4,5,6 and z c SR 1 ,
(3.217)
The argument of z in the region SR 1 is now given by the equation (3.206) with
n - 1 instead of n. Next we continue from the region SR 1 to the region SR2
in the clockwise sense. In the overlapping between the regions SR 1 and SR2 ,
we consider a closed integration contour in the complex t plane given by the
union of the contours Aji, C21 and A2. This contour encircles the origin of the
complex t plane. To avoid dealing with the integrand singularity, we add the
contour A 1, A 2 and A 3 .illustrated in figure 3-13.
Aj- 3 ,n(6, A, e,a) =j Jjexp (Af(t,&6, E, a)) dt
JA uA2 uA 3 2 exP (-f (t, 6,cE, a) dt with j = 4,5,6 and z E SR2 .
(3.218)
The argument of z in SR2 is given by equation (3.207), but with n -1 instead of
n. So, the argument of z in the region SR 2 changed, and the expression for the
solution Aj-3,n(J, A, E, a) also changed, as we can see by comparing equations
(3.218) and (3.209). We can keep continuing the solutions Aj- 3, (6, A, C, a) along
the complex z plane in the clockwise sense. If we continue from the sector SR2
to the sector SR3 , and we end up with
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Aj-3,n(6, A, -E, a) -- exp I f (t,7 6,,F , a) dt
2  exp Qf(t, 6,6,ca) dt with j = 4,5,6 and z E SR 3 .fA1UA2UA3t2 A
(3.219)
The argument of z in the region SR3 is now given by equation (3.208), but with
n - 1 instead of n. If we continue from the region SR3 to the region SR 1, we
obtain the same expression for the solutions Aj- 3,n(6, A, E, a) as the one given
by equation (3.219), but with the first integral along the contour AgI instead of
the contour Aj 3 and with the argument of z in region SR1 given by equation
(3.206) but with n - 2 instead of n. If we continue from region SR1 to the
region SR2, the integration contour in the complex t plane end up encircling
the origin of the complex t plane one more time. As a result we obtain
Aj- 3,n(6,A,cE,a) =122exp (}f(t61,ea)) )dt
(A 1uA 2UA3) exp (f(t 7,67 ,7,a) dt with j = 4,5,6 and z c SR2 ,
(3.220)
where the argument of z in SR2 is given by equation (3.207) with n - 2 instead
of n. Every time we continue the functions Aj-3(, A, c, a) from the region SR1
to the region SR2 (clockwise sense), the integration contour in the complex t
plane encircles the origin of the complex t plane one more time. As a result we
can write
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Aj_ 3,n(6A,E, a) = exp (f(t, 6,)E, a) dt
I2 exp f (t, J, E, a) dt with j=4,5, 6 and zE SR .
Jk(A1UA2i AU )t2 (A
(3.221)
The argument of z for z C SR2 is given by equation (3.207) with n - k instead
of n. The argument of z for z C SR 1 is given by equation (3.206) with n - k -1
instead of n, and the argument of z for z E SR3 is given by equation (3.208)
with n - k instead of n.
e Fifth, we continue the functions Aj- 3 ,n(6, A, c, a), j 4, 5, 6 defined by contour
integrals along the contours Aj 3 to other ranges of the arg z. Here we discuss
the continuation of the contour integrals defining the function Aj- 3 ,,(6, A, E, a)
for the parameter # in the range 0 < 03 <7r.
We continue from the sector SR3 to the sector SR2 in the anti-clockwise sense.
In the overlapping region between these two sectors we deform the integration
contour in the complex t plane in the same way we did in the previous item.
We consider a closed contour given as the union of the contours A 3 , Aj 2 and
C32. This contour do not encircle any singularity of the integrand and the
integral along C32 vanishes, so the final result is that we can write the functions
Aj-3,n (, A, E, a) given by equation (3.210) in the form
Aj -3,n (6,AEa)1= / exp (}f(t,6,ca) dt with j = 4,5,6 and z c SR 2 ,
(3.222)
and the argument of z is given by equation (3.207).
Next, we continue from the sector SR2 to the sector SR 1 in the anti-clockwise
sense. In the overlapping region between these two sectors we deform the in-
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tegration contour. The deformed contour given as the union of the contours
Aj 2 , Aji and C21 encloses the origin. So, we add the contours A 1 , A 2 and A3 to
obtain a closed contour that does not encircle the origin. We apply Cauchy's
integral theorem to the resulting contour integral and we end up with
Aj- 3 ,n(6, A,, a) = exp (f (t,6o) a) dt
+ jjexp (f (t6,E, a))dt with j = 4,5,6 and zcE SR 1.
fA1UA2UA3t2 (
(3.223)
Next, we continue from the sector SR 1 to the sector SR3 (anti-clockwise sense).
We proceed in the same way as before. In the overlapping region between sectors
SR 1 and SR 3 we define a closed contour as the union of the contours Aji, A 3
and C13. After applying Cauchy's contour integral theorem, we end up with
Aj- 3,n(6, A, e, a) / JIexp ({f(t, 6,, a) dt
+ exp (4f(t, J, e, a) dt with j 4,5,6 and z E SR3,
fA1UA2UA3P A
(3.224)
but now the argument of z is given by equation (3.208) with n + 1 instead of
n. Notice that the functions Aj-3,n(6, A, e, a) in region SR3 is now different, as
we can see by comparing equations (3.210) and (3.224).
We continue the contour integrals one more time. We continue from the sector
SR3 to the sector SR2 . In the overlapping region of sectors SR3 and SR2 we
define a closed contour given as the union of the contours A 3 , Aj 2 and C32.
After applying Cauchy's contour integral theorem, we obtain
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Aj-3,n(6,A,ca) = exp (f(t,6e, a)) dt
+f Pexp (}f(t, e, a)) di with j = 4,5,6 and z CESR2 ,
(3.225)
but now with the argument of z given by the equation (3.207) with n + 1
instead of n. Next, we continue from the sector SR2 to the sector SR 1. In the
overlapping regions between these two sectors, we define a closed contour in
the complex t plane given as the union of the contours Aj 2 , A1 1 and C21. This
contour encloses the origin of the complex t plane one more time. As a result
we obtain
A- 3,n(6,A,,a) /exp (}f(tc6,te6,a) dt
+ exp (f(t, 6, e, a) dt with j = 4, 5, 6 and z E SR1,
f2(A1UA2UJA3) t
(3.226)
where the argument of z is now given by equation (3.207) with n+2 instead of
n. every time we continue the functions Aj- 3 ,n(6, A, E, a) from the region SR2 to
the region SR 1 of the complex z plane, the integration contour in the complex
t plane end up encircling the origin of the complex t plane one more time. As
a result, we can write
Aj- 3 ,n(6, A, e, a) = exp f(t, 6,E, a) dt
+ jPexp f (t, 6, , a)) di with j = 4,5,6 and z E Sr.
(3.227)
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The argument of z for z c SR 1 is given by the equation (3.206) with n + k - 1
instead of n. The argument of z for z e SR2 is given by the equation (3.207)
with n + k instead of n, and the argument of z for z C SR3 is given by the
equation (3.208) with n + k instead of n.
Next, we can continue the functions Aj- 3 ,n(6, A, E, a) in the clockwise sense in
the complex z plane. We continue from the sector SR3 to the sector SR 1. As
before, in the overlapping region between sectors SR 3 and SR 1, we define a
closed integration contour given as the union of contours Aj 3 , AjI and C31 (see
figure 3-16). Then, we apply Cauchy's contour integral theorem to the resulting
contour integral to obtain that
Aj-3,n(6,AEa) = / exp f (t, 6, E, a) dt with j 4,5,6 and z c SR1,
(3.228)
but with the argument of z given by equation (3.206) with n - 1 instead on
n. Next, we continue the functions Aj- 3 ,n(6, A, c, a) to the sector SR2 . In the
overlapping region between sectors SR 1 and SR2 , we define a closed integration
contour as the union of the contours Aj 1 , Aj 2 , C21, A 1, A 2 and A3 . We use con-
tours A 1 , A2 and A3 to avoid encircling the origin of the complex t plane. We
apply Cauchy's integral theorem to the resulting contour integral to obtain
Aj- 3,n(6, A,, a) = exp f (t, 6, e, a) dt
- L 1UA2UA3 Iexp (f(t, 6,E, a) dt with j = 4, 5,6 and z E SR2 ,
fA1UA2UA3 t
(3.229)
but with the argument of z given by equation (3.207) with n - 1 instead of n.
Next, we continue the functions Aj-3,n(6, A, E, a) from the sector SR 2 to the
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sector SR3 (clockwise sense). In the overlapping region between these two
sectors we consider a closed contour given as the union of the contours Aji, Aj 3
and C1 3 . After applying Cauchy's contour integral theorem to the resulting
contour integral, we obtain
Aj- 3,n(6, A,c, a) = / ;1exp f (t,6,ca) di
/ exp -f (t, 6, E, a) dt with j = 4,5,6 and z c SR3 ,fA1uA2uA3 P (
(3.230)
but with the argument of z given by equation (3.208) with n - 1 instead of n.
Notice that the functions Aj- 3 ,n(6, A, E, a) are given now by a different contour
integral in the sector SR3 , as we can see from the equations (3.230) and (3.210).
We can keep continuing the functions Aj-3,n(6, A, E, a) along the complex z
plane. If we continue in the clockwise sense from the sector SR3 to the sector
SR 1, we obtain an expression for the functions Aj-3,n(6, A, c, a) similar to the
one given by equation (3.230), but with the contour Aji instead of the contour
Aj 3 , and the argument of z is given by the equation (3.206), but with n - 2
instead of n. To continue from the sector SR 1 to the sector SR2 , we deform the
integration contour in the complex t plane and we end up encircling the origin
of the complex t plane one more time. So we obtain
Aj- 3 ,n(6,A,e,a)-=/ Aexp (}f(561 a0)) d
J exp fA(tA6 & E, a) dt with j = 4,5,6 and z E SR2,f2(AjUA2UA3)P17
(3.231)
and the argument of z is given by the equation (3.207), but with n - 2 instead
of n. Every time we continue from the sector SR 1 to the sector SR2 in the
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clockwise sense the integration contour in the complex t plane end up encircling
the origin of the complex t plane. As a result we can write
Aj- 3 ,n(6,A,, a) = /IPexp ({f(t,6,c, a) dt
J exp -f (t, 6, e, a) dt with j 4,5,6 and z E SRI.
fk(A1uA2uA3)P A
(3.232)
The argument of z for z E SR 1 is given by equation (3.206), but with n - k - 1
instead of n. The argument of z for z c SR2 is given by equation (3.207), but
with n - k instead of n, and the argument of z for z E SR3 is given by equation
(3.208), but with n - k instead of n.
For our intended application, the connection of the Liouville-Green functions
across a combination of a turning point and pole and related Stokes-lines, we need so-
lutions of the equation (3.188) defined for ranges of the argument of the independent
z variable of at least 27. Once the necessary range of the argument of the z variable
is given, we choose the appropriate contour integral solutions Aj- 3 ,n(6,Aea),j=
4,... ,6 defined above in the sector SR2 (-wr <3 <0) or in the sector SR3 (0 < 43w).
Then, we analytically continue the solutions Aj- 3 ,(6, A,E, a),j=4,... ,6 to the over-
lap of the given range of the argument of the z variable with the appropriate sectors
SR, SR2 and SR3 by using the deformation contour procedures outlined above.
3.2.4.1 Asymptotic Expansion.
Here we obtain the asymptotic expansion of the contour integral solutions At (6, A, c, a)
and A,,(6, A, E, a), I = 1, 2, 3 of the approximate equation (3.188). We use the steepest
descent method to obtain the asymptotic expansion of the contour integrals defining
the solutions A(6, A, e, a) and A,,,(6, A,E, a) when A < 1. The application of the
steepest descent method to the contour integrals A,(6, A, E, a) and A,,(6, A,E, a) is
discussed in detail in the Appendix I. Here give the results of the application of the
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steepest descent method to the contour integrals A(6, A, E, a) and A 1,,(6, A, e, a). The
first step in applying the steepest descent method is to deform the integration contours
in terms of the steepest descent paths, along which 2{f(t, 6, E, a)}= 0. Therefore,
the original contour integrals are written as a linear combination of contour integrals
along the steepest descent paths, denoted as C, j = 1,... , 4. Each of the paths C
in the complex t plane cross a saddle point of the function f (t, 6, c, a). The saddle
points t5 are given by the equations
11p" 1/2 7
ti1exp(-j - -0 + --)(3.233)
SP 2 2 2
2= - tI, (3.234)
1 (p"\ 1/2
t3 = v1) exp(-j-O + j1'), (3.235)E P 2 2
t4 = - t 3, (3.236)
where the polar coordinate systems (p, 6), (p', 0'), (p', 0") and (p"', 0"') are given in
terms of 6 according to
6 =pexp(i0), (3.237)
(a)2 + 6 =p'exp(i0'), (3.238)
- exp(j0') + a =p"exp(i0"), (3.239)2 2
p9exp( 1 0') + - =p'exp(iO'). (3.240)2 2
The existence of four saddle points implies that we have four steepest descent
paths Cj over the complex t plane. We define four contour integrals over the steepest
descent paths C, which are denoted as
H (6,A,E, a) = exp f (t,6e ,a) dt with j = 1,.. . ,4 (3.241)
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So the contour integrals A(6, A, E, a) and A1 ,(6, A, e, a) are expressed as linear combi-
nations of the contour integrals H3 (6, A, e, a) over the steepest descent paths. There-
fore, to obtain the asymptotic expansion of the contour integrals A(6, A, E, a) and
A1 ,n(6, A, E, a), we need first to obtain the deformation of their integration contour in
terms of the steepest descent paths (their linear combination in terms of the contour
integrals Hj (6, A, a, a)), and then to obtain the asymptotic expansion of the contour
integrals Hj (6, A, E, a). The analysis outlined above is performed in the appendix 1.
The asymptotic expansion of the contour integrals Hj (6, A, e, a) is also given in the
appendix I, and are proportional to the exponential
exp f (tj, ,"F, a) ,
with the functions f (tj, 6,8, a) given by the equations
f4(t1 , 6,P, a) 43 ( 3/2 +f (t2, 6, 6,=a) exp(- i / -) (.exp(-3 PC2)
2 3 ) 1/22 r pz ((3 .24-)
+ -a xp( -(0 ")) (3.244)
f (t4 ,6,a,a) = - f(ti, 6,E, a). (3.245)
For a given contour integral solution A1 (6, A, a, a) or A1,a(6, A, a, a), its linear com-
bination in terms of the contour integrals H(6, A,a, a) along the steepest descent
paths changes as we cross the Stokes lines defined by the differences
{f(t,,Ea)-f(t ,,E,a)} = forj<k=1,...,4. (3.246)
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For the asymptotic analysis of the contour integral solutions, it really matters
only the Stokes lines generated by the cases (j, k) = (1,3), (1,4). These lines are
labeled DSjk. For the asymptotic expansions to be properly constructed we need to
define Riemann sheets labeled RS, since the functions f (t,6,e, a) are multivalued
functions over the 6 complex plane. We define four Riemann sheets RS according to
the equations
RS1 - 1st Riemann Sheet:
RS2 - 2nd Riemann Sheet:
RS3 - 3rd Riemann Sheet:
RS4 - 4th Riemann Sheet:
IP <L-%< 7r72n 2-r< 0 -# < 37r22 7
77< 0 -#< g
3< o #< 77r
7
5<7 i- <9K
22
for - 7r < <0
for 0 </# <z7r
(3.247)
7r <Q'-p< 7r
37 < o'- < 7-7
for - 7r < <0
for 0 K / <IF
(3.248)
5 < o'-< 97 for - 7r < / < 0
for 0 <3<wr
(3.249)
<7K- 3 g2<'<1 for -gr<K022
<1-F 157r< LI2 < u < 5 for 0 < K IF
(3.250)
These four Riemann sheets define a Riemann surface. Over this Riemann surface,
the variables 0" and 0"' assume, respectively, values in the range 0 < 0" < 47r and
-F < 0"' < 37r. We give now which functions A ( A, E, a) are going to be considered
(which are the values of n). Below we give two tables (the first for -F <3 < 0, which
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- <7r - < Lg
is table 3.6, and the second for 0 </3 < r, which is table 3.7) stating which functions
Aj,,(J, A, E, a) we are going to consider over each Riemann sheet RS. We also give
the integration contours used to define the considered functions A, A, c, a).
The Stokes lines over the four Riemann sheets are given in figures 3-17, 3-18,
3-19 and 3-20, respectively, for values of the parameter 2, = - , -' w' and 2.3' 3)3 3
The Riemann surface over the complex 3 plane is divided in regions labeled SI, 1 =
0,... , 11. At each region SI, we have a different asymptotic expansion of the contour
integral solutions.
Next, we provide the representation of the contour integrals Aj (6, A, E, a) and
Ajn(6, A, E, a), j = 1,2,3 (see tables 3.6 and 3.7) in terms of the steepest descent
paths integrals H(3, A, a , 1= 1,... , 4 over the Riemann surface defined above.
The asymptotic expansion of the contour integrals Aj (6, A, E, a) and A , A, E, a)
is given in terms of the asymptotic expansion of the functions H, (6, A,E, a). The
representation of the functions A/(6, A, E, a) and A ( A, c, a) changes as we move
in the complex z (or 3) plane from one region S, to Sn+1 or to Sn-1 (see figures 3-16
to 3-20). Since we are going to use the solutions Aj (J, A, e, a) and A, A, c, a) to
continue the Liouville-Green functions specified by the boundary conditions across
the Stokes lines in the complex z plane, we give the representation of these functions
only in the regions S, which are used in the continuation process. For -r < # < 0
we consider the regions So,8S3, S6 and S, and for 0 </3 <-r we consider the regions
S2, S5, S8 and S1.
First we consider -7r </ < 0.
. For region So we have:
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Table 3.6: Functions A,,(6, A, c, QF)(-7r < < 0) to be considered over the Riemann
sheets RS. The contour A 1 2 3 stands for the contour A 1 U A 2 U A 3. The index j
assume values from 4 to 6.
Riemann RS1
sheet
Sector SR2  SR1  SR3  SR2
Function Integration Contour
Aj-3,A 5 2  T Aj1 U A 12 3  A53 U A 123  Aj 2 U A 123
Aj_ 3,0  A 2 U -A 123  Aj 1  A5 3  A5 2
A_ 3,1  Aj 2 U -2A 123  Aj 1 U -A 1 2 3  AJ 3 U -A 1 2 3  A5 2 U -A 1 2 3
Aj- 3,2 Aj 2 U -3A 123 Aj U -2A 1 23 A. 3 U -2A 123 Aj 2 U -2A 123
Riemann RS2
sheet
Sector SR2  SR1  J SR 3  [ SR2
Function Integration Contour
Aj-3,0 A j 2  Aj1 U A 12 3  Aj3 U A 123  Aj 2 U A 123
Aj- 3,1  Aj 2 U -A 123  A5 1  A5 3  Aj2
Aj- 3,2  Aj 2 U -2A 123  Aji U -A 123  A5 3 U -A 123  A5 2 U -A 123
A 5- 3,3  Aj 2 U -3A 123  Aj U -2A 123  Aj 3 U -2A 123  Aj 2 U -2A 1 2 3
Riemann RS3
sheet
Sector SR2  SR1  SR3  f SR2
Function Integration Contour
Aj-3,1 Aj2 Aji U A 12 3  Aj U A 123  Aj 2 U A 12 3
Aj- 3,2  Aj2 U-A 123  Aj 1  A 33 A5 2
Aj_ 3 ,3  A5 2 U -2A 1 23  Aj 1 U -A 123  A5 3 U -A 123  A5 2 U -A 123
Aj- 3 ,4 Aj 2 U -3A 123 Aj 1 U -2A 1 23 A5 3 U -2A 1 2 3 Aj 2 U -2A 123
Riemann RS4
sheet
Sector SR2  SR1  SR 3  SR2
Function Integration Contour
Aj-3,2 A j 2 A5 1 U A 123  Aj3U A 123  Aj2U A 123
Aj- 3,3  Aj 2 U -A 123  Aji A5 3  Aj2
Aj_ 3,4  Aj 2 U -2A 1 23  Aj U -A 1 2 3  A5 3 U -A 1 2 3  Aj 2 U -A 1 2 3
Aj- 3,5 Aj 2 U -3A 1 23 Aj 1 U -2A 123 Aj U -2A 123 Aj 2 U -2A 1 23
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Table 3.7: Functions Aj,,(6, A, e, a)(0 < # < r) to be considered over the Riemann
sheets RSI. The contour A 123 stands for the contour A1 U A2 U A 3. The index j
assume values from 4 to 6.
Riemann RS1
sheet
Sector SR3  SR2  SR1  SR3
Function Integration Contour
Aj- 3 ,-1  Aj U A 123  Aj 2 U A 123  A 1 U 2A 123  Aj, U 2A123
Aj- 3,0Aj 3  Aj 2  Aj 1 U A 123  Aj 3 U A 123
Aj- 3,1  A 13 U -A 12 3  Aj 2 U -A 123  Aji Aj
A>- 3,2  A13 U -2A 1 23  Aj 2 U -2A 123  Aj 1 U -A 12 3  A, 3 U -A 123
Riemann RS2
sheet
Sector SR3  [ SR2  J SR1  _ISR3
Function Integration Contour
Aj_3,O Aj3 U A 123  Aj 2 U A 123  A 1 U 2A1 23  Aj3 U 2A123
Aj-3,1A 13  A1 2  Aj1 U A 123  Aj3 U A 123
Aj- 3,2  Aj 3 U -A 123  Aj 2 U -A 123  Aji Aj 3
Aj- 3, 3  A13 U -2A 123  Aj 2 U -2A 1 23  Aj 1 U -A 1 2 3  Aj 3 U -A 1 2 3
Riemann RS3
sheet
Sector SR3  [ SR2  J SR1  SR 3
Function Integration Contour
Aj-31 Aj 3 U A 12 3  Aj 2 U A 123 1 Aj U 2A 123  Aj 3 U 2A123
Aj-3,2 A1 3  A1 2  Aj1 U A 12 3  Aj 3 U A 12 3
Aj- 3,3  A13 U -A 123  Aj 2 U -A 123  Aji A13
Aj- 3 ,4  A13 U -2A 123  Aj 2 U -2A 123  Aji U -A 123  Aj 3 U -A 123
Riemann RS4
sheet
Sector SR3  SR2  j SR1  r SR3
Function Integration Contour
Aj-32 Aj 3 U A 123  Aj 2 U A 123 , Aji U 2A123  Aj3 U 2A 1 23
Aj-3,3 A1 3  Aj 2  Aji U A 123  Aj 3 U A 123
Aj- 3,4  A1 3 U -A 12 3  Aj 2 U -A 12 3  Aj A1 3
Aj- 3,5 A1 3 U -2A 1 2 3 Aj 2 U -2A 12 3 Aj 1 U -A 123 Aj 3 U -A 123
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Figure 3-17: Stokes lines for the approximate equation (3.188) with # = -'. These
lines are defined according to equation (3.246). At the 1st (3rd) Riemann sheet (top
(bottom) left figure): Region So (S6) - 1st quadrant (bounded by branch-cut and right
line DS13), region 811 (S) - 4th quadrant (bounded by the bottom and right going
lines DS13), region S10 (S4) - 3rd quadrant (bounded by the bottom and left going
lines DS13) and region S9 (S3) - 2nd quadrant (bounded by the left going line DS13
and the branch-cut). At the 2nd (4th) Riemann sheet (top (bottom) right figure):
Region S3 (89) - 1st quadrant, region 82 (S8) - 4th quadrant, region S (S7) - 3rd
quadrant and region So (S6) - 2nd quadrant. Notice that for this Riemann sheet,
regions are bounded by lines DS14 (DS14) and branch-cuts.
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Figure 3-18: Stokes lines for the approximate equation (3.188) with = - j. These
lines are defined according to equation (3.246). At the 1st (3rd) Riemann sheet (top
(bottom) left figure): Region So (S6) - 1st quadrant (bounded by branch-cut and right
line DS13), region Si1 (S5) - 4th quadrant (bounded by the bottom and right going
lines DS 13), region Sio (S4) - 3rd quadrant (bounded by the bottom and left going
lines DS13) and region S9 (S3) - 2nd quadrant (bounded by the left going line DS 13
and the branch-cut). At the 2nd (4th) Riemann sheet (top (bottom) right figure):
Region 53 (Se) - 1st quadrant, region S2 (S8) - 4th quadrant, region Si (S7) - 3rd
quadrant and region So (Se) - 2nd quadrant. Notice that for this Riemann sheet,
regions are bounded by lines DS14 (DS14) and branch-cuts.
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Figure 3-19: Stokes lines for the approximate equation (3.188) with = i. These
lines are defined according to equation (3.246). At the 1st (3rd) Riemann sheet (top
(bottom) left figure): Region So (Se) - 1st quadrant (bounded by the top and right
going lines DS14), region SI (S5) - 4th quadrant (bounded by the branch-cut and
the right going line DS 14), region S2 (S8) - 3rd quadrant (bounded by the branch-cut
and the left going lines DS14) and region Si (S7) - 2nd quadrant (bounded by the
left and top going lines DS 14). At the 2nd (4th) Riemann sheet (top (bottom) right
figure): Region S3 (89) - 1st quadrant, region S2 (S8) - 4th quadrant, region S5 (S11)
- 3rd quadrant and region S4 (S1o) - 2nd quadrant. Notice that for this Riemann
sheet, regions are bounded by lines DS13 (DS 13) and branch-cuts.
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Figure 3-20: Stokes lines for the approximate equation (3.188) with # = . These
lines are defined according to equation (3.246). At the 1st (3rd) Riemann sheet (top
(bottom) left figure): Region So (S6) - 1st quadrant (bounded by the top and right
going lines DS13 ), region S11 (S5) - 4th quadrant (bounded by the branch-cut and
the right going line DS13 ), region S2 (S8) - 3rd quadrant (bounded by the branch-cut
and the left going lines DS13) and region Si (S7 ) - 2nd quadrant (bounded by the
left and top going lines DS1 3). At the 2nd (4th) Riemann sheet (top (bottom) right
figure): Region S3 (89) - 1st quadrant, region S2 (S8) - 4th quadrant, region S (S11)
- 3rd quadrant and region S4 (So) - 2nd quadrant. Notice that for this Riemann
sheet, regions are bounded by lines DS14 (DS14) and branch-cuts.
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A 1 (6, A, E, a) =H3 (6, A, e, a)
A2 (6, A, e, a) =H4 (6, A, e, a) + H,(6,7A,E, a)
A3 (,A,E,a) =
3
A4 (, AcEla)
j=1
A 1, 1 (8, A,E, a):
A2,-1(6, A, c, a):
A3 ,-1 (, A, E, a):
A 1, o(8, A, E, a):
A 2,0 (6, A, E, a):
A 3,0(6, A, E, a)
A 1,1 (6, A, E, a):
A 2,1 (8, A, c, a):
A 3,1 (0, A, e, a):
A 1,2 (8, A, e, a):
A 2 ,2 (6, A, E, a):
A 3 ,2 (8, A, e, a)
(3.251)
(3.252)
(3.253)
(3.254)
=H1 (8, A, E, a) - 2H2(6, A, e, a) + 2H3(8, A, E, a) (3.255)
=H1 (J, A,sF, a) - H2(6, A,e, a) + H3(6, A,E, a) + H4 (, Au , a)
(3.256)
=Hl(8, A, e, a) - 2H2(, A,cE, a) + H3 (6, A,E, a) (3.257)
= - H2 (6, A, E, a) + H3(6, A, E, a) (3.258)
=H4(8, A, E, a) (3.259)
= - H2 (8, A, E, a) (3.260)
= - H(8,A,E,a) (3.261)
=-H(JA,7e,a) + H2(J, A,e, a)-H3 (, AE, a) + H4(J, A,cE, a)
(3.262)
= - H1 (J, A,, a) - H3 (6, A,e, a) (3.263)
2H1(6,A,E, a) +H 2(8, A, e, a) - H3 (8, A,cE, a) (3.264)
= - 2H1 (6, A, E, a) + 2H2(8, A, E, a) - 2H3(, A,e, a) + H4(j, A,E, a)
(3.265)
= - 2H1 (6, A, E, a) + H3 (8, A, E, a) - 2H3(J, A, e, a) (3.266)
o For the region S3 we have:
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- H2 (6,7AcEla) - H4 (, A,sE, a)
A,(6,A,uE, a) = - H,(6, A,cE,a) (3.267)
A2(6,A,cE, a) =H2(6, A,E,a) + H4(6A,sE, a) (3.268)
A3(61,A,cE, a) = - H 2(6A,cE, a) +H 3(6,A,E,a) (3.269)
3
Z AjG(6,Ac , a) = - H,(6, A,e, a) + H3(6, A,c, a) + H4 (6A,E, a) (3.270)
3=1
A1,o(6,&A,e,a) = - 2H(67,A,cE,7a) + 2H3 (6A,e, a) +H 4(6,A,E, a) (3.271)
A2 ,o(6,A,E,)a) -H(67Ac) H2(67Aa) + H3(6, A,E, a) +H 4(6, A,c6, a)
(3.272)
A 3,o(,A,E, a) = - H1(6,A,E,a) + 2H3(6A,E, a) + H4(6, A,E, a) (3.273)
A1 ,1 (6, A, e, a) = - H1 (6, A,E, a) + H3(6, A,e, a) (3.274)
A 2 ,1 (6, A, E, a) =-H2(6, A, E, a) (3.275)
A3, 1 (6, A, E, a) =H3 (6, A, E, a) (3.276)
A1 ,2(6, A, E, a) = - H4(6, A,a, a) (3.277)
A2 ,2(6, A, E, a) =H1 (6, A, E, a) + H2 (6, A, E, a) - H3 (6, A, a, a) - H4(6, A, E, a)
(3.278)
A 3,2 (6, A, E, a) =Hl (6, A, a, a) - H4 (6, A, a, a) (3.279)
A1 ,3 (6, A, E, a) =H1 (6, A, a, a) - H3(6, A, E, a) - 2H4(6, A, E, a) (3.280)
A 2,3 (6, A, a, a) =2H,(6, A, E, a) + H2(6, A, a, a) - 2H3(6, A, E, a) - 2H4(6, A, E, a)
(3.281)
A373 (6, A, E, a) =2H1 (6, A, E, a) - H3(6, A, a, a) - 2H4(6, A, E, a) (3.282)
* For the region Sr we have:
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A 1 (6, A, e, a)
A 2 (6, A, e, a)
A 3 (6, A, E, a)
3
Z Aj(6,7A,E, a)
3=1
A 1, 1 (6, A, E, a)
A 2 ,1 (6, A, E, a)
A3 ,1 (6, A, E, a)
A 1 ,2(6, A, e, a)
A 2 ,2 (6, A, e, a)
A 372.(6, A, E, a)
A 173 (6, A, E, a)
A 2 ,3 (6, A, E, a)
A 3,3(6, A, E, a)
A 1,4 (6, A, E, a).
A 274(6, A, E, a):
A3 4 (6, A, c, a):
= - H4(6, A, E, a)
H3 (6,7A,E, a) + H2 (6,A,E,a)
=H1 (6, A, E, a) + H3 (6, A, E, a)
=Hi(6, A,cE,7a) + H2 (6,A,cEla) - H4 (6,A,c-,a)
(3.283)
(3.284)
(3.285)
(3.286)
=2H1 (6, A,Ela) + H2 (6,A,E,a) - 2H4 (6, A,uE, a) (3.287)
=Hi(6,1A,cE,7a)+ H2 (6,A,cE,a) -H 3 (6, A,E, a) - H4 (6,A,E,a)
(3.288)
=2H1(6, A,cE,a) +H 2(6,A,E, a) - H4 (6,A,E, a) (3.289)
=H1 (6, A, E, a) - H4 (6, A, E, a) (3.290)
- H3(6, A, e, a) (3.291)
=H1 (6, A,E, a) (3.292)
= - H2(6, A, c, a) (3.293)
=- H(6, A,s,a) - H2 (6A,E,a) -- H3(6, A, c, a) - H4 (6A,Ela)
(3.294)
= - H2 (6, A, E, a) + H4 (6, A, E, a) (3.295)
= - H1(6,A,cE, a) - 2H2(6, A,,a) + H4 (6,A,E, a) (3.296)
=- 2H(J,A,E,a) - 2H2(6, A,E,a) - H3(6,7A,c, a) + 2H4 (6,A, e,a)
(3.297)
- Hi(67,A,cE,a) - 2H2(6,A,cE, a) +H4 (6, A,E, a) (3.298)
e For the sector S9 we have:
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A1(6, A,E,a) = - H2(6,A,e,a) (3.299)
A 2 (6, A,E, a) = - Hi(6, A,E, a) - H3(&,A,E,a) (3.300)
A 3(6, A,E,a) =Hl(6;,A,cE, a) +H4(6,A,cE, a) (3.301)
3
A(6,A,e, a) H2(Q, A,cEla) - H3 (6,A,e, a) + H4 (61,A,e, a) (3.302)
j=1
(3.303)
Regarding the considered functions A ( A, E, a) we to consider the Riemann
sheets SR1 and SR 4 separately. For S9 n RS1 we have:
A1,_ 1(6, A,Ela) = - H2 (6,A,e,a) + H4 (6, A,cE, a) (3.304)
A 2 ,-1 (6, A,E, a) = -- H1 (, A,e, a) (3.305)
A 3,-1 (6, A, E, a) =H4 (6, A, E, a) (3.306)
A 1,0 (6, A, c, a) =H3 (6, A, c, a) (3.307)
A 2,0  A,(6,,Aa) H(6A)Ela) + H2 (6, A,e, a) + H3 (6, A,E, a) - H4(6, A,uE, a)
(3.308)
A3,0(6, A, c, a) =H2 (6, A, E, a) + H3(6, A, E, a) (3.309)
A 1,1(6, A, E, a) =H2 (6, A, E, a) + 2H3(6, A, E, a) - H4(6, A, E, a) (3.310)
A2,1(6, A, e, a) = - H1 (6, A, E, a) + 2H2(6, A, e, a) + 2H3(6, A, e, a) - 2H4(6, A, e, a)
(3.311)
A3, 1(6,A,sE,)a) =2H2 (6, A,E, a) +2H 3(6, A,E, a) - H4 (6,A,E,a) (3.312)
A 1,2(6, A, E, a) = - 2H1(6, A, E, a) + H2 (6, A, E, a) - H3(6, A, E, a) (3.313)
A2 ,2(6, A, e, a) =-2H,(6, A,cE, a) +2H 2(6, A,e,a) - 2H3 (6, A,E, a) + H4(6, A,cE, a)
(3.314)
A 3 ,2 (6, A,e,a) = - 2H1 (6,A,e, a) +H 2 (6,A,E,a) - 2H3(6, A,E, a) (3.315)
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For s n RS4 we have:
A1,2 (, A, E, a):
A2,2 (6, A, E, a):
A3 2 (6, A, E, a)
AI,3(6, A, E, a)
A2 3 (6, A, E, a)
A33 (6, A, E, a)
A1 ,4(6, A, E, a)
A2,4 (6, A, E, a)
A3 4( , A, E, a)
=2H2 (6,A,E, a) - H 3(6, A,E,a) + 2H4(6, A,cE, a) (3.316)
= - H1(6,A,e,a) - H2(6,A,Ela) - H 3(6, A,c, a) +H 4(6, A,c, a)
(3.317)
= - H2(6,A,Ela) - H3(6,A,Ela) + 2H4 (6, A,cE, a) (3.318)
- H2(6, A, E, a) - H4(6, A, c, a) (3.319)
= - H1(6, AE, a) (3.320)
= - H4(6, A, E, a) (3.321)
=H3(6, A, E, a) (3.322)
=-H(6,A,E,a)A+ H2(6,A,E, a)+ H 3(6, A,E,a) - H4(6, A,6, a)
(3.323)
=H2(6,A,E, a) + H3(6, A,E,a) (3.324)
Next, we consider the regions S, for the range 0 < # <w.
. For the region S2 we have:
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A1 (6, A, E, a)
A 2(6, A, E, a)
A 3 (, A, e, a)
3
>Ay (6, A, e,a)
3=1
=- H2 (Q, A, c,a) - H4 (6),A,E, a)
=H3(6, A, s, a)
=HI(6, A, E, a) + H4 (6, A, E, a)
A1, 1 (6, A, c, a) =2H(6, A, e, a) - 3H2(6, A, E, a) + 2H3 (6, A, E, a) (3.329)
A2 ,-1(6, A, E, a) =H1 (6, A, E, a) - 2H2(6, A, E, a) + H3 (6, A, E, a) (3.330)
A 3,-1(6, A, e, a) =2H1 (6, A, c, a) - 2H2 (6, A, c, a) + 2H3(6, A, E, a) + H4 (, A, e, a)
(3.331)
A 1,o(6, A, e, a) =H1 (6, A, E, a) - 2H2 (6, A, E, a) + H3 (6, A, e, a) (3.332)
A2 ,o(6,A,E, a) = - H2 (6,A,e, a) +H 3(6,A,E, a) (3.333)
A 3,0(6, A, E, a) =H1 (6, A, E, a) - H2 (6, A, E, a) + H3 (6, A, E, a) + H4(6, A, c, a)
(3.334)
A,1(6,A,E, a) = - H2 (6,A,cF, a) (3.335)
A 271(6,A,E, a) = - H1(6,A,e, a) (3.336)
A 3 ,1 (6, A, e, a) =H4 (6, A, e, a) (3.337)
A 1 ,2(6, A, c, a) = - HI(6, A, E, a) - H3 (6, A, E, a) (3.338)
A2,2 (6,A,c, a) = - 2H1 (6, A,cE, a) +H 2(6, A,E,a) - H3 (6, A,e, a) (3.339)
A3,2 (6, A, E, a) = - H1 (6, A, E, a) + H2(6, A, e, a) - H3(6, A, a, a) + H4 (6, A, E, a)
(3.340)
A1,3(6, A, E, a) = - 2H1 (6, A, E, a) + H2 (6, A, E, a) - 2H3 (6, A, E, a) (3.341)
A 2 ,3 (6, A, E, a) = - 3H1(6, A, a, a) + 2H2 (6, A, E, a) - 2H3(6, A, E, a) (3.342)
A 3,3 (6, A, E, a) = - 2H1,(6, A, E, a) + 2H2 (6, A,a , a) - 2H3(6, A,E, a) + H4 (6, A, E, a)
(3.343)
* For the region S5 we have:
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(3.325)
(3.326)
(3.327)
(3.328)
A1 (6, A, e, a)
A2(6, A, c, a)
A3(6, A, E, a)
3
A (6, A, E, a)
3=1
A 10 (6, A, c, a)
A2 ,0 (6, A, c, Ia)
A 3 ,0 (6, A, , a)
A 1, 1 (6, A, e, a)
A 2,1 (6, A, E, Ia)
A 3,1(6, A, E, a)
A, 72 (6, A, E, a)
A 2 ,2 (6, A, E, Ia)
A 3,2(6, A, e, a)
A173 (6, A, E, a)
A 273(6, A, e, a)
A 373(6, A, e, a)
A1,4(6, A, E, a)
A 2,4(6, A, E, a)
A3,4(6, A, E, a)
= - H2 (6,A,E,C) - H3(6,A,cca)
=Hl(6, A,E, a)
=H2(6, A, E, a) - H4 (6, A, E, a)
=Hl(6,1A,cE, a) - H3(6,Al, Ia) - H 4(67A, E, a)
=2H1 (6, A,Eca) - 3H2 (6, A,E, a) - 2H4(6, A,cEa) (3.348)
=2H1(6, AE,ca) - 2H3(6, A,c ,a) - H4 (6, A,ca) (3.349)
=Hi(6, A,c6, a) + H2(6, A, E, a) - H3(6,A,, a) - H4 (6,A,cca)
(3.350)
=Hl (6,A,E, a) - 2H3(6, A,, a) - H4 (6,A,e,ca) (3.351)
=H1 (6, A, E, a) - H3(6, A, E, a) (3.352)
=Hi(6,A,cEa)+ H2(6,A, E, a) - H3(6, A,cE, a) - H4(6, A,e,a)
(3.353)
- H3 (6,A,Ela) (3.354)
=H4(6, A, E, a) (3.355)
=H2(6, A, E, a) (3.356)
- H(6, A,cE,ca) + H4(6,A,c,a) (3.357)
- Hi(6, A,cE, a) + H3(6, A,s,a) + 2H4 (6, A,cE,ca) (3.358)
- H1(6,A,cE, a) + H2(6,Alca) +H3(6,7A,7,7a)+H4(6, A,cE, a)
(3.359)
- 2H1 (6,A,E,ca) + H3(6, A,u,a) + 2H4(6, A,e, a) (3.360)
- 2H1 (6, A,cE, a) + 2H3(6, A,C,)a) + 3H4 (6, A,E,a) (3.361)
- 2H1(6,A, e, a) + H2(6, A,7,)+ 2H3(6;AEE a) + 2H4(6, A,c)
(3.362)
* For the region S8 we have:
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(3.344)
(3.345)
(3.346)
(3.347)
A,(6, A,cE, a) =HQ(6, A,cE, a) - H3 (6, A,e,a) (3.363)
A 2 (, A, e, a) =H4 (6, A, e, a) (3.364)
A3(6, A,cE, a) =H2 (6, Ac,7a) + H3 (6, A,E, a) (3.365)
3
S:Aj(A,e,a) =H(6, A,C, a) + H2 (6, A,cE, a) + H4 (6, A,cE, a) (3.366)
j=1
A1,1(6, A,E, a) =3H1(6, A,Fe, a) + 2H2(6, A,e,a) + 2H4(6, A,E, a) (3.367)
A2,1(6, A, c, a) =2H1 (6, A, E, a) + H2(6, A, E, a) + 2H4 (6, A, E, a) (3.368)
A 3,1(6, A, c, a) =2H1(6, A, E, a) + 2H2(6, A, c, a) + H3(6, A, E, a) + 2H4 (6, A, e, a)
(3.369)
AI,2(6,A,E, a) =2H1(6,A,E, a) + H2(6,A,cE, a) + H 4 (6,A,e,a) (3.370)
A2,2(6, A,e, a) =H1(6,A,sE,a) + H4(6,A,E,a) (3.371)
A3,2 (6, A,E, a) =H 1(6, A,E, a) + H2(6, A,e, a) + H3(6, A, e, a) + H4(6, A, e, a)
(3.372)
A 1,3 (, A, e, a) -=H1(6, A, e, a) (3.373)
A 2,3 (6, A, e, a) = - H2(6, A, E, a) (3.374)
A 3, 3 (6,tA,e, a) =H3(6, A, e, a) (3.375)
A1,4(6, A,sE, a) = - H2(6,A,E, a) - H4(6,AcE, a) (3.376)
A2 ,4 (6, A, E, a) = - H 1(6, A, E, a) - 2H2(6, A, a, a) - H4 (6, A, E, a) (3.377)
A3 ,4(6, AE, a) =-- H 1(6, A,E, a) - H2 (6, A,E, a) + H3 (6, A, E, a) - H4 (6, AaE, a)
(3.378)
AI,5 (6,A,E,a) = - HI(6,A,E,a) - 2H2(6,A,E,a) - 2H4 (6,A,E,a) (3.379)
A 2,5 (6, A, E, a) = - 2H 1(6, A, E, a) - 3H2(6, A, E, a) - 2H4 (6, A, E, a) (3.380)
A 3,5(6, A, a, a) = - 2H 1(6, A, E, a) - 2H2(6, A, E, a) + H3(6, A, E, a) - 2H4(6, A, E, a)
(3.381)
. For the region S11 we have:
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A(6, A,cE, a) = - HI(,A,E, a) + H4 (6, A, e, a) (3.382)
A 2 (, A, E, a) =H2(6, A, c, a) (3.383)
A3 (6,A, , a) =H(6,A,E, a) - H3 (6, A,, a) (3.384)
3
S:A(6,A, e, a) =H2 (6,A,E, a) - H3 (,A,cE, a) +H 4 (6, A,c, a) (3.385)
j=1
For the functions Aj,,(J, A, e, a) we consider separately the intersection of the
region S1, with the Riemann sheets RS, and RS4 . For the region S% n RS 1 we
have:
A 1 ,_1 (6, A, E, a) =H2 (6, A, E, a) - H3 (, A, e, a) + 2H4 (6, A, E, a) (3.386)
A 2 ,-1 (6,A,e, a) =H2 (6, A, e, a) + H4 (, A,e,a) (3.387)
A3 ,-1(6, A,e, a) =Hi(6, A,, a)+ H2 (6,A,cE, a)-H3 (6,A,s, a) + H4 (&, A,e, a)
(3.388)
A 1,o(6, A, e, a) =H4 (6, A, E, a) (3.389)
A 2,oQ(, A,cE, a) =H3 (6,A,e,a) (3.390)
A3,0 (6, A, E, a) =H 1(6, A, E, a) (3.391)
A 1,1(6, A, e, a) = - H2 (6, A, e, a) + H3 (6, A,ca) (3.392)
A 2,1(6, A,E,a) = - H2 (6, A,sE, a) + 2H3 (6, A,,a) - H4 (6,A,E, a) (3.393)
A 3,1(6,A, e, a) =H1(6, A,sE, a) - H2 (6, A,E, a) + H3 (6, A,E, a) -H 4 (6, A,E, a)
(3.394)
Ai, 2 (6, AcE, a) = - 2H2 (&, A,E, a) +2H 3(6, A,ca) - H4 (6,A,e,a) (3.395)
A2 ,2 (6, A, E, a) = - 2H2(6, A, e, a) + 3H3(6, A, e, a) - 2H4(6, A, E, a) (3.396)
A3 ,2 (6, A, c, a) =H 1(6, A, E, a) - 2H2(6, A, E, a) + 2H3 (6, A, e, a) - 2H4(6, A, E, a)
(3.397)
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For the region S 1 fn RS4 we have:
A 1,2 (6, A, E, a)
A 2,2 (6, A, c, a)
A 3,2 (6, A, c, a)
A 1,3 (6, A, c, a)
A 2,3 (6, A, e, a)
A 3,3 (6, A, E, a)
A 1,4 (6, A, e, a)
A 2,4 (6, A, E, a)
A 3,4 (6, A, s, a)
A 1,5(6, A, e, a)
A2,5(6, A, c, a)
A3,5(6, A, E, a)
=2H2(6, A, E, a) - 2H3 (6, A, E, a) + 3H4 (6, A, e, a) (3.398)
=2H2(6, A,e,a) - H3(6, A,Ela) + 2H4(6, A,E, a) (3.399)
=H1 (6, A, E, a) + 2H2(6, A, E, a) - 2H3(6, A, E, a) + 2H4(6, A, E, a)
(3.400)
=H2(6, A,Ela) - H3(6,A,E, a) + 2H4(6, A,E,a) (3.401)
=H2(6,A, c, a) + H4 (6, A,c , a) (3.402)
=H1(6, A, E, a) + H2(6, AE, a) - H3(6, A, E, a) + H4(6, AE, a)
(3.403)
=H4(6, A, e, a) (3.404)
=H3(6, A, E, a) (3.405)
=H1 (6, A, E, a) (3.406)
= - H2 (6,A,E, a) + H3 (6, A,E,a) (3.407)
- H2(6,A,E, a) + 2H3 (6, A,E, a) - 2H4(6, A,cE,a) (3.408)
=H1 (6, A,e, a) - H2 (6, A,e, a) + H3 (6, Ac , a) - H4(6, AE, a)
(3.409)
The asymptotic expansions of the functions H, (6, A, E, a) (integrals along the steepest
descent paths) are given in the Appendix I. With these asymptotic expansions and
the deformation of the contour integrals Aj(6, A, E, a) and A ( A, c, a) in terms of
the functions H1(6, A, E, a) we can construct the asymptotic expansion of the func-
tions Aj (6, A, c, a) and Ajn(6, A, c, a), which are solutions of the approximate equa-
tion (3.188). The asymptotic expansion of these solutions are going to be used in the
next section to continue the Liouville-Green functions across the turning points and
Stokes-lines.
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3.2.5 Matching Process.
We discuss the matching of the Liouville-Green functions with the asymptotic ex-
pansion of the solution of the approximate equation for the particular case of non-
uniformity in the beam flexural rigidity only. This results in connection formulas
for first order turning point problems. We have to consider two turning point prob-
lems (pair of a first order turning point plus a pole). We first consider the boundary
conditions for each turning point problem. Second we obtain the form of the Liouville-
Green functions valid in a neighborhood of the turning point problems. Third, we
match the local form of the Liouville-Green functions with the asymptotic expansion
of the appropriate solution of the approximate equation (3.188). This gives the local
reflection, transmission and wave mode conversion coefficients. Fourth, we use these
local scattering coefficients to built a local transfer matrix which represents the wave
scattering at each turning point problem. The product of the local transfer matri-
ces gives the global transfer matrix, from which we obtain the global reflection and
transmission coefficients. Next, we discuss the boundary conditions for the turning
point problems.
3.2.5.1 Boundary Conditions for the Turning Point Problems.
We consider four boundary conditions for the turning point problems, namely, right
and left incidence of propagating and evanescent wave modes. We divide the real axis
of the complex z plane in intervals (An, A+1). We impose the boundary conditions
at the points An and A,+,. The points B, c (An, An+ 1) and C,, c (An, An+ 1) are
defined as the point where the branch cuts cross the real axis of the complex z plane.
A sketch of the complex z plane with the turning point problems is given in figure
3-21.
For non-uniformity in the flexural rigidity only specified by equation (3.178), we
have two turning point problems, each of which consists of a first order turning point
close to coalesce with a first order pole. Below we give the boundary conditions for
both turning point problems.
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imaginary axis
------- Branch cut
* Poles
o First order turning point
B:
IB Ci real
C axisA B C A A200 0 1
D :
Figure 3-21: Sketch of turning points problems and points A., B and C, in the
complex z plane for the non-uniformity in the flexural rigidity only, and specified by
equation (3.178).
210
* Case of left wave incidence.
- For AO < z < BO we have that (first turning point problem):
N
y(z) ~ Avoi(z) exp (Si(z, Ao) + Ze~hv1(zAo)
n=1
+ RJAvo2(z) exp S2(z, Ao) + ZOnV. 2 (zAo) (3.410)
n=1
N
+ C -Avo3(z) exp S3(z, Bo) + E nV 3(z, Bo))
n=1
where the points AO and BO appearing in the equation above are reference
points for the integrals giving the quantities Sy(z, r) and vnj(z, r) defined,
respectively, by equations (3.107)-(3.110) and (3.129). We make this de-
pendence on the reference point r explicit since it is necessary to define
with respect to which point we are obtaining the scattering coefficients.
In the summations appearing in the equation above and below, N is the
order of the approximation considered. The scattering coefficients RJ and
CJ are, respectively, the reflection coefficient at point AO and left wave
mode conversion coefficient at point BO.
- For Co < z < A 1 we have that (first turning point problem):
( 1 N
y(z) ~ T-Avo3(z) exp S3(z, Co) + 1 E' 3O(z, Co)
n =1 (3 .4 1 1)
+ Do-Avoi(z) exp ( Si(z, CO) Ze nV 1(z, Co))
n=1
The scattering coefficients T( and Do- are, respectively, the transmission
coefficient at point Co and the right wave mode conversion coefficient at
point Co. Next, we consider the second turning point problem (A 1 < z <
A 2).
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- For A 1 < z < B1 we have that (second turning point problem):
N
y(z) r~, Avoa(z) exp S3(zA,) zo+V 3 (z, A)
n=1
+ R7Avo 4 (z) exp S4(z, A 1 ) + Z Vn 4 (z, A 1) (3.412)
n=1
+ C-Avo 2 (z) exp S2(z, B1) + Z nv2 (z, BI))
n=1
The scattering coefficients R and C- are, respectively, the reflection co-
efficient at point A 1 and the left wave mode conversion coefficient at point
B1.
- For C1 < z < A 2 we have that (second turning point problem):
y(z) T--Avo1(z) exp S1(z, C1 ) + ncVn1(z, C()
n=1 (3.413)
+ Di-Avo4 (z) exp S4 (z, C1) + Z vn4(z, C1))
n=1
The scattering coefficients T- and D7 are, respectively, the transmission
coefficient at point C and the right wave mode conversion coefficient at
point C1. Next, we consider right wave incidence for the first turning point
problem.
* Case of right wave incidence.
- For AO < z < BO we have that (first turning point problem):
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y(z) ~ T5 Avo 2(z) exp S2(z, BO) + Zs:vfl2(z, Bo)
n=1 (3.414)
+ C5 Avo3 (z) exp (iS3(zBo) + EOVn3 (z, Bo))
n=1
The scattering coefficients T and C are, respectively, the transmission
coefficient at point BO and the left wave mode conversion coefficient at
point BO.
- For Co < z < A 1 we have that (first turning point problem):
N
y(z) ~ Avo4 (z) exp (S 4 (z, A,) +E Ovn 4 (z, A)
n=1
N
+ RtAvo3 (z) exp S3(z, A) Z n 3 (z, A 1) (3.415)
n=1
+ DAvo(z) exp S1(z, Co) +1E'Vn1(Z, CO)
( n=1
The scattering coefficients Rj and D+ are, respectively, the reflection coef-
ficient at point A 1 and the right wave mode conversion coefficient at point
Co. Next, we consider right wave incidence for the second turning point
problem.
- For A 1 < z < B 1 we have that (second turning point problem):
y(z) ~ T+Avo4 (z) exp (IS 4(z, B 1) + ZYn, 4 (z, B1 )
n=1 (3.416)
+ C, Avo2(z) exp S2 (z, Bi) + E n 2 (zB1))
n=1
The scattering coefficients TI+ and C' are, respectively, the transmission
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coefficient at point B 1 and the left wave mode conversion coefficient at
point B1 .
- For C < z < A2 we have that (second turning point problem):
y(z) ~,Avo 2 (z) exp S2 (z,A 2 )+ nn2(zA)
n=1
+ RtAvoi(z) exp (!Si(z, A 2 ) + e:EnVnI(z, A 2) (3.417)
n=1
N
+ DtAvo4 (z) exp S4 (z, Ci) + E nV4 (z, Cl))
n=1
The scattering coefficients Rt and D+ are, respectively, the reflection coef-
ficient at point A2 and the right wave mode conversion coefficient at point
C1. Next, we consider left incidence of evanescent wave mode at the first
turning point problem.
e Case of left incidence of evanescent wave mode.
- For AO < z < Bo we have that (first turning point problem):
N
y(z) ~ Avo4(z) exp S4 (z A0) ZOO)+4(z Ao))
n=1
+ ROAvo2 (z) exp -S 2(z, Ao) + ZOn t 2 (z, Ao) (3.418)
n=1
N
+ CJAvo(z)exp (S 3 (z, Bo) + Ze'nv 3 (zBo))
n=1
The scattering coefficients RJ and C- are, respectively, the left propa-
gating wave mode conversion coefficient at point AO and the reflection
coefficient at point Co.
- For Co < z < A 1 we have that (first turning point problem):
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y(z) ~-T-Avo3 (z) exp (S 3(ZCO) + EOvn3 (z,CO)
/=1(3.419)
+ bAvoi(z) exp ( Si(z, CO) + E nvi(z, Co))
n=1
The scattering coefficients %C and Do- are, respectively, the right propa-
gating wave mode conversion coefficient at point Co and the transmission
coefficient at point Co. Next, we consider left incidence of evanescent wave
mode at the second turning point problem.
- For A1 < z < B 1 we have that (second turning point problem):
I N
y(z) ~ Avoi(z) exp (Si(z, A1) + 1: F'nl(Z, A,)
n=1
1 N
+ Ri-Av0 4 (z) exp -S4 (zA) + EEOVn4 (z, A) (3.420)
n=1
Nn
+ C-Avo2 (z) exp (iS 2 (z, B) + EE Vn 2 (z,BI)),
n=1
The scattering coefficients Ri and Op are, respectively, the reflection co-
efficient at point A 1 and the left wave mode coefficient at point B1.
- For C1 < z < A 2 we have that (second turning point problem):
N
y (z) TJAvo1 (z) exp (Sdz, Cl) + 1&nvn(z, C1))
n =1 (3.421)
+ bIAvo4 (z) exp (IS 4 (Z, C1) + ZOnV 4(z, C1)
n=1
The scattering coefficients Ti- and Dip are, respectively, the right propa-
gating wave mode conversion coefficient at point C 1 and the transmission
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coefficient at point C1 . Next, we consider the case of right incidence of
evanescent wave mode at the second turning point problem.
* Case of right incidence of evanescent wave mode.
- For AO < z < BO we have that (first turning point problem):
I ~Nn
y(z) T+Avo2(z) exp ( S2(z, Bo) + ESVn2 (z, Bo))
n= (3.422)
1N
+OCtAvo 3 (z) exp S3 (z, Bo) +Zs nVi3(z, Bo))
n=1
The scattering coefficients T6+ and Cjj are, respectively, left propagating
wave mode conversion coefficient at point BO and the transmission coeffi-
cient at point B0 .
- For Co < z < A 1 we have that (first turning point problem):
N
y(z)-~ Avo2(z) exp S2(z, Ai) + ZO1nVn2(zA1))
n=1
N
4+Avo 3(z) exp -S 3(z, A,) + ZO 3 (z, A) (3.423)
n=1
+ D) Avoi(z) exp -Si(z, Co) + ZEOnVd(zCo).)
( n=1
The scattering coefficients 4 + and D+ are, respectively, the right propagat-
ing wave mode conversion coefficient at point A 1 and reflection coefficient
at point Co. Next, we consider right incidence of evanescent wave mode at
the second turning point problem.
- For A 1 < z < B1 we have that (second turning point problem):
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1 
n V4( jy(z) ~T +Avo4(z) exp S4(z, B1) Zc+v4z, Bi)
n=11/ (3.424)
1 N
+C+Avo 2(z) exp (S 2(z, B1) +Z On2(zB))
n=1
The scattering coefficients TI+ and 0j are, respectively, the left propa-
gating wave mode conversion coefficient at point B 1 and the transmission
coefficient at point B1 .
- For C 1 < z < A 2 we have that (second turning point problem):
I N
y(z) ~,Avo3(z) exp S3(z, A2 ) +ZtvOV 3(z, A 2 )
n=1
+ RtAvoi(z) exp (3Si(z,A2) +Z Ovn1(z, A2) (3.425)
n=1
+f9Avo4(z) exp ( S4 (z, C1) ZEvn 4(z, C1))
E S4(Z Cl) n=1 n(ZC)
The scattering coefficients Rt and b are, respectively, the right prop-
agating wave mode conversion coefficient at point A 2 and the reflection
coefficient at point C1 .
To be able to match the combinations of the Liouville-Green functions given by the
boundary conditions above with the asymptotic expansion of the solution of the
approximate equation (3.188) we need to continue the Liouville-Green functions up
to a neighborhood (points D,, and E of figure 3-21 of the chosen pair of first order
turning point plus pole. So, in a neighborhood of a chosen turning point plus pole
we can write the Liouville-Green functions in the form given below.
* For A. < z < B, and left incidence of a propagating wave mode or evanescent
wave mode we have that:
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N /
+ Zm vm(z, An) ~ vo (z) exp (S (B, An)
m=1I
NN N
+ Z vm(Bn, An) + -S(DnBn) + Zcm vmj (Dn, Bn)
m=1 m=1
exp S(>(z, D,) + E m (Z, Dn)
m=1
or j = 3, 4 if n = 1,
with J = 1,2 ifrn = 0
(3.426)
A,) + >3 emy (Z, An)) ~ voj (z) exp (S (D,, B)
M=l
N
+ E e"t Vm (Dn, B))
m=1
exp S(z, Dn)
with] = 3,4 if n= 0 or j = 1,2 if n= 1.
N
ZEmvmj (z, Dn)
m=1
(3.427)
* For C, < z < A,+, and left incidence of a propagating wave mode or evanescent
wave mode we have that:
N
m=
N
+ M" E m (En, Cn) e xp
1 ~ NN
Sj (z, E,) + ZE'mmj(z,En)
m=1
for] == 1,2,3,4 (3.428)
* For A, < z < B, and right incidence of a propagating wave mode or evanescent
wave mode we have that:
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voj (z) exp Sj (z, A,,)
voj (z) exp Sj (z,
voj (z) exp Sj (z, C,) voj (z) exp Sj (En, Cn)
voj (z) exp S (z, B,)
N
>3& V= j (Z, 3)
M=1
N
CE Vmj (Dn, Bn)
for j = 1, 21,314
)vo (z) exp S (D,, B()
exp S zi , ) + M E"vmj (z,.D )
(3.429)
* For C, < z <A. +, and right incidence of a propagating wave mode or evanes-
cent wave mode we have that:
N
+ E"vmj (Z, An+1)J
rr=1/
N
+ E m vm(C, An+1)
m=1
~ vo (z) exp Sj (CnAn+')
1 N
S (E,Cl) + SEmvmj(En, Cn)
m=1
//i N
exp -Sj(z, E,) +5IEvm. (z,En))
m=1
withj = 3,4 if n= 0
or j = 1, 2 if n = 1.
(3.430)
N
+ E mVmj(z, C,) J vo(z) exp Sj (E,, Cn)
m=1
N
+ 5 "cm7.(En, CU)J
m 1I
exp Si (zEn
withj = 1,2 if n = 0 or j = 3,4 if n = 1.
(3.431)
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N
+ S"tmvmj(z, En)
m=1I
voj (z) exp Sj (z, A,,+,)
voj (z) exp Sj (z, C,)
3.2.5.2 Liouville-Green Functions in Terms of the Inner Variables
To be able to match the Liouville-Green functions with the asymptotic expansion
of the appropriate solution of the approximate equation (3.188), we need to write
expressions for the phase Sj(z), the wave amplitude vo and the exponential of the
phase correction >'1 emvmj (z) in terms of the inner variables. This is the objective
of this section. For the non-uniformity considered we have
m(z) =1, (3.432)
ei(z) =X(z - z*), (3.433)
P(z) =P, (3.434)
where z* represents the first order pole of the turning point problem considered and
X = dt(Z*) (3.435)
dz
with t(z) given by the equation (3.178). The independent inner variable 6 is related
to the far field variable z according to the equation
(42
z = Z* +--- (3.436)
If we substitute equations (3.432)-(3.434) into the equations (3.107)-(3.110) for the
phases Sj(z) and if we consider the change of variable given by equation (3.436), we
obtain the expressions for the phases Sj(z) in terms of the inner variable 6 as given
by the equation
S s 1(6, r) =I{f (tj, 6, E, a) - f (t,r,co,ca)} for] = 1,... ,4, (3.437)
I A=
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where r is one of the points D, or Es. The functions f (tj, 6, E, a) are given by
the equations (3.242)-(3.245). To obtain the wave amplitude vo(z) in terms of the
inner variable 6, we substitute equations (3.432)-(3.434) into the transport equation
(3.115), and we also use the change of variable given by equation (3.436). We solve
the resulting transport equation in terms of the inner variable 6. We obtain:
1 x/4 (. .110"10' 3\
wo(6) = 2 (4 exp 4- -4 2 ,(3.438)
1 (, p\)1/4 10 0" .0' .wr .
wo 2 (6) = exp Qt-- - i- 2y+ ) (3.439)
1F / ) 1/4 /-0 0"O' .0' ir 3 (3440)w0 3 (6) = 2 I exp Z-z---- +i+ i ,(.1
P 1/4 (.0 .0"'1 .0'.
W04z()z }exp ( -4 (3.441)
To obtain the high order phase corrections vay (z), we first substitute equations (3.432)-
(3.434) into the transport equation (3.121) and (3.122) and use the change of variable
given by equation (3.436). We solve the resulting transport equations to obtain the
amplitude corrections wa (z), and from them and relations given by equation (3.129)
we obtain the phase corrections v (z). After that we expand the exponential of the
phase correction ZEN_ C mVmj(z) up to the Nth order in E, we realize that
N N N
exp Emvmj(6,r)) ~exp (1 Ambm (r) {I+1:AmDm(6) forj1,... ,4,
m=(m=l M=I
(3.442)
where the functions Dmi(6) are given in the Appendix I by equations (I.5)-(I.12) up
to m = 4. The parameter A is the small parameter in terms of the inner variable
and it is defined by equation (3.190) and r is one of the reference points D or E.
The quantities D)i (r) are given in terms of the functions Dy (6) according to the
relations
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Dij (r) =Dij (r),
D2 (r) =D2 3 (r) -2 '
2
D3i(r) =D33 (r) -6-D 1j(r) -
.. . ... (3.443)
]nj(r) =Dnj3 (r) - j(i!1 !).ilh.. . D,j ). (3.444)
1=2 jl+...+jl=n
From the results of this section, we can write
N
vo (z) exp (S2(z ,r) +SEnvonj(z, r)) C exp [f (tiJ&,Eca) - f (tj, r,c6,a)]
n=1 
(A
N N
+ S A'Dmj(r) vo(6) 1+ A"Dm(J)
m=1 M=1
for j=1,...,4 and N=4,
(3.445)
where C is a constant. If we compare this expression with the asymptotic expansion
for the functions H, (6, A, c, a), we realize that they match perfectly for N = 4. We
evaluated the functions Day(6) up to n = 4, but we conjecture that we could go to
higher orders and the matching would still be perfect.
3.2.5.3 Solutions of the Approximate Equation.
Here we give the solutions of the approximate equation (3.188), valid in a neigh-
borhood of a turning point plus pole, for the various boundary conditions consid-
ered in section 3.2.5.1. We use these solutions to continue the linear combination
of Liouville-Green functions (far field asymptotic solution) across the turning points
and Stokes-lines. These solutions of the approximate equation (3.188) are going to be
matched with the local form of the Liouville-Green functions valid in a neighborhood
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of the pairs of turning points plus poles. This matching process gives the scatter-
ing coefficients at the turning point problems. For the non-uniformity considered we
have only two turning point problems. Below we are going to list the solutions of the
approximate equation (3.188) for each turning point problem and for each boundary
conditions considered for the turning point problems.
* Solutions of the approximate equation (3.188) for the first turning point problem
(Ao < R{z} < A 1).
- Boundary condition of left wave incidence. We consider regions 81 and
S8 illustrated in figure 3-20.
y(6) = B {A 1,3(6, A, e, a) - 2A3,3 (6, A, E, a)}, (3.446)
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of linear combination
of Liouville-Green functions specified by the boundary condition given by
equations (3.410) and (3.411). In the regions S11 and S of the com-
plex 6 plane, the solution above can be written in terms of the functions
H,(6, A, -, a), as follows:
y(5) =B{2H1 (6, A, e,ca) - H2 (6, A,se, a) + H3(6, A,cE,oa)} for 6 ES1
(3.447)
y(6) =B{14(6, A,E, a) - 2H3 (6, A, e,ca)} for JE S8 (3.448)
- Boundary condition of right wave incidence. We consider regions Ss and
S5 illustrated in figure 3-20.
223
y(6) = B {A 2 ,3(6, A, e, a)} ,
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of the linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.414) and (3.415). In the regions S8 and S5 of the com-
plex 6 plane, the solution above can be written in terms of the functions
H(5,A,co,ca), as follows:
y(6) =B {H 2(6, A, E, a)} for SC S8 (3.450)
y(S) =B {-2H4 (6, A,cE, a) + H(6, A,E,a) - H3(6,A, E, a)} ford JEGS 5
(3.451)
- Boundary condition of left incidence of evanescent wave mode. We consider
regions S1 and S8 illustrated in figure 3-20.
y() = B {A1(6,A,cE, a) +A 3,3(, A,cE,a)}, (3.452)
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of linear combination
of Liouville-Green functions specified by the boundary condition given by
equations (3.418) and (3.419). In the regions S11 and S8 of the com-
plex J plane, the solution above can be written in terms of the functions
H(6, A, c, a), as follows:
224
(3.449)
y() =B {2H 4 (6, A,sE, a) + H2 (6,A,E, a) - H3 (, A,c6,a)} forJ E Sii
(3.453)
y(6) =B {H(6, A, e, a)} for c ECS8 (3.454)
- Boundary condition of right incidence of evanescent wave mode. We con-
sider regions Ss and S5 illustrated in figure 3-20.
y(6) = B {A 2 ,3(6, A, E, a) - 2A 3,3(6, A, E, a)}, (3.455)
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of the linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.422) and (3.423). In the regions S8 and S5 of the com-
plex J plane, the solution above can be written in terms of the functions
Hj(6, A, e, a), as follows:
y(6) =B {-H2(6, A,E,oa) - 2H3(6,A,E,a)} for E S8
y(6) =B {H(, A,ceoa) - 2H2(6,A,E,a) -- H3(S, A,c , a)}
* Solutions of the approximate equation (3.188) for the second
problem (A 1 <JR{z} <A 2 ).
(3.456)
for J C S5
(3.457)
turning point
- Boundary condition of left wave incidence. We consider regions So and S9
illustrated in figure 3-18.
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y(6) = B {A 250(6, A, E, a) - A 2 (6, A, &, o)},
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.412) and (3.413). In the regions So and S9 of the com-
plex J plane, the solution above can be written in terms of the functions
H,(J, A,e, a), as follows:
y(6) =B {-H1 (6, A,E, a)} for Jc So (3.459)
y(6) =B {H2 (6,A,e, a)+ 2H3(6,A, e, a) - H4 (6, A,c6, a)} for 6 cS3
(3.460)
Boundary condition of right wave incidence. We consider regions So and
S3 illustrated in figure 3-18.
y(6) = B{A 3,o(6, A, e, a) - 2A 3(6, A, , a)}, (3.461)
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of the linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.416) and (3.417). In the regions So and S3 of the com-
plex 6 plane, the solution above can be written in terms of the functions
H1(6, A, c, a), as follows:
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(3.458)
y(6) =B {H 2(6, A,cE,a) + 2H4(6,A,E,cx)} for S c S9  (3.462)
y(6) =B {-H(6,A,cE, a) + 2H2(6,A,cc a) + H4(6, A,c, a)} for S ESo
(3.463)
- Boundary condition of left incidence of evanescent wave mode. We consider
regions So and S9 illustrated in figure 3-18.
y(6) = B {A 2 (6, A,e, a) + A 2,(6, A,co)}, (3.464)
where B is a constant to be obtained through the matching of the asymp-
totic expansion of this solution with the local form of linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.420) and (3.421). In the regions So and S of the com-
plex 6 plane, the solution above can be written in terms of the functions
H1 (6, A, e, a), as follows:
y(6) =B {H 1(6, A,E, a) + 2H4 (6, A,E,oa)} for S E-So (3.465)
y(6) =B{-2H1 (6, A,c, a) + H2(6,A,E, a) - H4 (6,A,E,a)} for ScE S9
(3.466)
- Boundary condition of right incidence of evanescent wave mode. We con-
sider regions So and S3 illustrated in figure 3-17.
y(6) = B {A 1,o(6, A,cla) - A 1(6, A,e, a)}, (3.467)
where B is a constant to be obtained through the matching of the asymp-
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totic expansion of this solution with the local form of the linear combina-
tion of Liouville-Green functions specified by the boundary condition given
by equations (3.424) and (3.425). In the regions So and S3 of the com-
plex J plane, the solution above can be written in terms of the functions
H,(J, A,e,ca), as follows:
y(6) =B{-H 2(6,A,6, cv)} for 6 cSo (3.468)
y() =B{-H(6, A,c6, a) + 2H3(&, A,E, a) +H 4(J, A,E, a)} for J EcS3
(3.469)
Now we can use the solutions of the approximate equation (3.188) given above to con-
tinue the combinations of Liouville-Green functions specified by the various boundary
conditions across the turning points and Stokes-lines. To do so, we match the local
form of the Liouville-Green functions with the asymptotic expansion of the appro-
priate solution of the approximate equation (3.188). This matching process gives the
scattering coefficients at each turning point problem. In the next section we illustrate
the matching process and we give the scattering coefficients at each turning point
problem for the various boundary conditions.
3.2.5.4 Local Reflection, Transmission and Wave Mode Conversion Co-
efficients
We illustrate the matching process only for the case of left wave incidence at the first
turning point problem (Ao < R{z} < A 1 ). For the other boundary conditions speci-
fied for this and the other turning point problem, the matching process is basically the
same. For the problem of left wave incidence at the first turning point problem, we
first match the local form of the linear combination of the Liouville-Green functions
specified by the boundary conditions with the solution of the approximate equation
(3.188) in the region S1 illustrated in figure 3-20. If we match equation (3.447) with
equations (3.426) and (3.427), we obtain that
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N 1IN
2B =Aexp Si(Bo,Ao) + evon1(Bo, AO) + S1 (Do, B0 ) + ZOnvi(Do, Bo)
n=1 n=1
1 N
Af(tiIDoeEa) - NA"bmi(Do) (3.470)
M=1
N 1nN
-B =RO- A exp S2(BO, AO)) + ZFvn2(BoAo) + S2 (Do, B0) + 1evn 2 (Do, BO)
n=1 n=1
}fA(t 2 ,mDo, e,) - jAbm2(Do) (3.471)
m=1
B =C-Aexp S3(Do, Bo) +ftvon3(Do,7Bo) - f (ta, DO, E, a) - N "mfm3(Do)
n=1 m=1
(3.472)
If we solve the system of equations above, we obtain the reflection and left evanescent
wave mode conversion coefficient.
+ 1 B0 -1S( 0 B0 N
Ro-= 2 exp S,(BoAo)- S2v(Bo, A(B) + )v [v,1((BO, Ao ) - n2(Bo AO)
n=1
-[(iD0 , e, a) -- f (t2 , D0 , &, > 3 t"[Dmi (D0 ) - hm(o] (3.473)
NN
2o =exe Sn(B1 >3 + e~vni(Bo, A0) + -S 1(D 0, B0) - S3(D 0, B0)
N1
+ > o [n(Do,Bo) - O 3 (Do,Bo)] - j[f(t,Doea) - f(t3, DOE, a)
n=1
N
> A"[bmi(D) - (O(3.474)
m=1
Second, we match the local form of the linear combination of the Liouville-Green
functions specified by the boundary conditions with the solution of the approximate
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equation (3.188) in the region Ss illustrated in figure 3-20. If we match equation
(3.448) with equations (3.428), we obtain that
1N N
B =Do-A exp Sii(Eoco) +&Ev.1(Eo, Co) - Af (tEE, a) - jAmbm(E)
n=1 m=1
(3.475)
N N
-2B =T-A exp S3(EOCo) +Z OVn3(Eo, Co) -- Af(t, Eo,cE, a) -- Ambm3(Eo)
n=1 m=1
(3.476)
These two equations gives the transmission and right evanescent wave mode conver-
sion coefficients, which are given below.
-= exp SZ(BOevnBoAo) + S1 (DOIBO) - I-S3(EO, CO)
n=1
N
- S AE mn[Dl (DO, Bo) - (334(E77CO) [f (ti, DO, EIa) f (6, EO, E, a)]
m=1
N
- bi(DO) - {fm3(Eo)f E(3.477)
M=1
N
-- n1 (EO, CO)- [f (ti, Do, E, a) - f (ti, EO, E, a)]
n=1
-
tA m[mi(Do) - bm,(E)] (3.478)
m=1
Now we need to write properly the integrals in the expressions above for the scattering
coefficients Ry--, T-, C and DO. For the integrals along the branch cuts appearing in
the expression for R-- and C- we consider the contour 1 o illustrated in figure 3-22.
We propagate the point Do until the other side of the branch cuts, as illustrated in
figure 3-22. We also make EO to coincide with Do. Note that point Do lies close to
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the branch points such that the local approximation is still valid. For the integrals
appearing in the scattering coefficients T& and D- we use also the contours Foi and
F 02 illustrated in figure 3-22 below.
Now we give the expression of the scattering coefficients R-, T-, C6- and D+in
terms of contour integrals 1 o, Po and P02, as follows:
-exp yS(BoAo) + 2Z Evni(Bo, Ao) +2S 1(Fo)
n=1 m=1
C ( = exp ZvG Ao) + E"v.1(Bo,Ao) + ES1(Fo) - ES3(Fo)
n1
>1 [~1Fo -v~(F)]- [f (ti 7Do ca) - f(t3, Do,-, a)]
+ E V 1 IO n ( E -
n=1
N
-E A m[bm 1 (DO) - bm3(Do)] (3.480)
M=I
N
T- - exp S, (BoAO) + E E'nI(Bo, Ao) + -S 1(Fo) - -S 3 (F0 1 )
n=1 E C
m=1
N
1 Am[bmi(Do) - fm3(Do)] (3.481)
m=1
N N
Do = exp E(Si(Bo, AO) + Z:v (Bo,7Ao) + -S 1(F02) + ZOn1(Fo2)
n=1 n=1
(3.482)
For the other boundary conditions specified for the first turning point problem,
we just give the final result from the matching process, which are the scattering
coefficients. We use the contours ]o, rai and I02 illustrated in figure 3-22.
e Right wave incidence for the first turning point problem (Ao < !R{z} < A 1).
The matching process is done in regions Ss and S.
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Complex z plane
contour F02
contour F0
contour
F01
A 0 B0 CO
- Branch cut
Poles
. First order turning point
P
B1 C 1
A1  A 2
contour
F1I
D contour F1
contour F12
real
axis
Figure 3-22: Sketch of the integration contours Fo, Foi, F02, F1, F11 and F 12 in the
complex z plane for the non-uniformity in the flexural rigidity only, and specified by
equation (3.178).
232
imaginary axis
I
1 N 2N
R' =j exp 2 S4(Co, A 1 ) + 2 E Onv 4(Co, A 1 ) + 4( ) + 25 v 4 (no1)0,24k0E n=1 - (n=1
- (t 4 , Do, c, a) - 2 A'fn4(DO)
n=1
(3.483)
1 ( 1 ES(CA,N
Df e2xp 1 S4 (Co, A)S(o , A-1) 5oe [vn4 (Co, A 1) - vn1(Co,AD)]
n=1
1 1
+ -S4(Bl1) - -S 1 (F 01) +f n [vn4(Foi) -vn 1 (T'o1)] - 9[f (t4, Do,c6, a)
n=1
N
-f(ti,Do,cE,a)] - 5A[n 4 (Do) - 1i(Do)])
n=1
(3.484)
TO+ exp S4(Co, A ) + EN4 (Co, A,) + S4 (FC1)-S2 ( )
\ n 1l
+ n[vn4(I01) 
- vn2(Fo)] 
- 5f(t 4 , Do, ,e a)
n=1
N
- 5[b n4(Do) - fn2(Do)]
n=1/
Co+ =o0
(t2 , Docca)]
(3.485)
(3.486)
* Left incidence of evanescent wave mode for the first turning point problem
(AO < Rf{z} < A1 ). The matching process is done in regions S1, and S8 .
A0- = exp S4(BoAO ) -S 2 (Bo,AO) +1 E'5[vn4 (BoIA 0)- n=1
' 4 (o)-1 N
+ S4 (FO) 1 S 2(F0 ) + E [vn 4 (Fo) - Vn 2(Fo)] -
n=1
N(t2 D) ) )]- An f~4(o)-D-b2(Do)1)
n=1
Ao) - vn 2(Bo, Ao)]
[f (t4, Do, 6, a)
(3.487)
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N 2NS4(BoAO) + 2 Ovn4 (Bo,Ao) + -S 4 (Fo) + 2 En n4(Fo)
k , n=1 +n=
-2 (t4,DO, E, a)
'Z'C =0
~1Do =exp
N
-2n=1 fn(o (3.488)
(3.489)
S4(Bo, AO) +S Ovn4 (Bo,Ao) +21S4 (FO) - S(Fo1)
& n=1 CE
- [n4 oV- vn I(Fo)] I5f(t 4,Do,e, a)
N
- E[bn4(Do) - fai(Do)]
n=1/
f(t1 , Do, E, a)]
(3.490)
* Right incidence of evanescent wave mode for the first turning point problem
(Ao <3R{z} < A1). The matching process is done in regions S8 and S5 .
0f = exp ( 1 A 1 S3 (C0 ,AA)+NS2(CoA1) S(Co, 1 O [vn2(Co, A1) -von3(C0 , A 1 )]n=1l
1 1 N1
+ S2 (F 01 ) - -S3 (F01 ) + S [vn2(Fo 1) - vn3(F0 1)] - [f(t 2 , D
n=1
N
-f(t3 , Do, a, a)] -> An[Dn 2(Do) - Dn3(Do)]
n=1
S=,o 2 (cn0 , A1 ) + -52(01)- (
N1
>-ce[vn2 (Foi) -v- oi)]0 -- j~ 2 ,Do, ca) - f(t, Do,e, a)]
n=1
N
- >1[bn2 (Do) - bn3(Do)]
n=1
'o, 6, a)
(3.491)
)
(3.492)
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= - exp
6
T+ =exp S2(Co, A1 ) + En2K(Co, A) - 1 52 (P0 2 ) - n2(r02)
1 N1n1
exn 1 _S2(Co, A 1) + EOnv 2(Co, A) -- S2(rol) - -S3 (F 0)0 E\& 'I
nN1
+ E Vn2 1) - Vn3 ro -- A[f(t 2 ,Do,e,a) - f(t3 ,Do,e,o)]
n=1
N
-5 An[D 2 (Do) - & (Do) (3.494)
n=1
Next, we consider the second turning point problem (A 1  R{z} < A2 ) under
various boundary conditions. We use the contours F1 , Fn and F12 illustrated in
figure 3-22. We give only the final result of the matching process for this turning
point problem, which is the scattering coefficients.
* Left wave incidence for the second turning point problem (A 1 < R{z} <A 2 ).
The matching process is done in regions Sg and So illustrated in figure 3-17.
R-=- exp S3(B, A) 3 (BA+) + S(F)
n=1&
N N
+25OVn3(JF') - Af(t 3 ,D 1 , ci) - 2 E A n3(D1 ) (3.495)
n=1 n=1
C =exp 53(B0,IAl)v+ n Vn3(Bi, A,) +-S3(Fr) - 2(r)
n=1
N
+ j:n [n3 1rl1) - Vn2 (IFI1) 3, ( 7Di, e, a) - f (t2, Di, s, )
n=1
- : n[fn3(D1) - bn2(D1)' (3.496)
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D- =0
1 (iN~
T- = Iexp S3(C1A,) + e'vn3 (ClA,)+ 2c+S3 (F1 )
(3.497)
- -Si(F11)
N1
n [vn3(Th) - Vn 1 (F 1 )] -- I[f(t 3 , D 1 , c, a) - f (ti, D 1 , e, a)]
n=1 A
- Am [b 3 (D1) - D. 1 (D1 ) (3.498)
* Right wave incidence for the second turning point problem (A 1 <3Ri{z} < A 2 ).
The matching process is done in regions S9 and So illustrated in figure 3-17.
N= - exp (-S2(CA2) +2Zvn 2 (Cl,
n=1
-f (t2 , Ei,e, a) - 2 Ab2E)
n=1
D+ = exp ( n=1
N
+ [vn2a(Pi) - Vn4(17 1 )] - 1j[f(t2, E 1 , c, a) - f(t4 , E1 , e, a)]
n=( ) 4
N
ZAkn [bn2qzI) -b4(l
n=1
2 N
A 2 ) + S 2(u1 ) N+ 2 n V,2(r1)
n=1
(3.499)
(3.500)
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&2(1, A 2) + E"vn2(C1,7A 2) + S2(FI) - S4(II)
1] )
C+ = exp S2(CiA 2 )+
N N
E nVn2(C1,I A2) - S 2 (P12 ) - ZEnVn2 (F12)
n=1 n=1
(3.501)
1 N
T/ = exp -S2 (C1 , A2 ) + en v2(C 1, A2)
n=1
-S 2 (IF1) - -S4(F11)
N
> [n2(] 1F) - vn4 (Fii)] - {[f(t 2 ,Ei1c,,a) - f(14 ,Elcca)]
n=1
N
n=1
- n4 (E1)]) (3.502)
* Left incidence of evanescent wave mode for the second turning point problem
(A 1 < R{z} < A 2 ). The matching process is done in regions S3 and So illus-
trated in figure 3-17.
~ 1
R1 = exp
(1 1
-Si(B1,iA,)-S4(B1,IAA)
N
+ E' "Vnl(Bi, A,) - on4(B1, A,)]
n=1
1 1 N
+Si (Fil) - -S4(Fr) + En" [nv 1 (JN) - vn 4(F11 )] -[f(ti, DiIE, a)
n=1{ D
(3.503)f (t4, D, e)] - A n1(D1)
C-- = - exp
N
2 S (B 1,A ) + 2 E~n 1n(B 1,A )1
( n=1
2 (ti, Di, E, o) - 2Z An n1(D1))
n=1
2 N
Si(F,) + 2 OVn(Iin)
n=1
(3.504)
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Dn4(D1)]
exp(S,(Bi7A,) N ++ I(nT -vni(Bi,A) + -S 1 (P12 ) +( n1(F12)
n=(3n=0
(3.505)
- exp (IS1(B1, A 1)
N11
+ E-VZni(B,7Ai) + -S1 (P 1 ) -1-S 4 (F1 )
n=1 C E
nc [vnl(IFll) - vn4 (]F1)]- IfV(t, DI,c, a)f-t4,D1, E, a)]
N
- l A n [bn,(D ) - bn4(D )
(3.506)
* Right incidence of evanescent wave mode for the second turning point prob-
lem (A1 < R{z} '< A 2). The matching process is done in regions S3 and So
illustrated in figure 3-17.
At = - exp iS3 (Cl A2 ) -1-Si(CX,7A 2 ) ZOE[vn3(Ci,7A 2 ) - vn1 (Cl, A2 )]IC &=:
1 1 N
+ - 3+71) - 1( ) " n3(IF)
n=1
N
-f(ti,El,E, a)] -Z
n=1
Dit exp ( S3(cl) A 2)
A" [-b 3 (E 1 ) - bn(E1)1)
N
Evn3(C,A 2 ) +
n=1
(3.507)
-53 (F'1)
E
(3.508)
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vn 1 (]17)] - [f (t3, El, E,
+2 Ec'v3(F1) - f ,(t3,El,,a) - 2Z A n 3(E1))
n=1 n=1
~
D- =
'I =u (3.509)
( 1 1 N
C1 2 exp 3(C,( A2) + E c3, A2) -ES 3(F 1) -E 2(11)
2 yyS 3 Ci~A2 )n=1&
N
+1E' [vn3( 1) -- vn2(F] - -[f( 3 , F1 , E, a) - f(t2, B1, E, a)]
n=1
- A"nm 33(E1) - Dn 2(E)]) (3.510)
n=1-
Here we obtained the scattering coefficients at each turning point problem for
various boundary conditions. The scattering coefficients obtained for the turning
point problems are going to be used to built a transfer matrix which models the wave
scattering at the considered turning point problem. The interaction of the incident
wave with the beam non-uniformity is modeled as a product of the local transfer
matrices, which gives the system global transfer matrix. The global reflection and
transmission coefficients are obtained from the global transfer matrix. In the next
section we built the local transfer matrix for each turning point problem.
3.2.5.5 Local Transfer Matrices
Along the real axis of the z complex plane we can represent the wave field as in
asymptotic form as a superposition of the Liouville-Green functions according to the
equations below
* For An <z < Bn we have
Y (W = F,nUOj (z) exp S (z, An) + 1:"Uy(, s 351
y Mz) ( SZ7 An)(3511)
j=1 M=1
* For C, < z < An+ 1 we have
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4 N
y(z) = ZFj,n+1voj(z) exp Si(z, An) + Eemvmj(z,7An) (3.512)
j=1 M=1
We can connect the wave modes amplitude at An with the wave modes amplitude at
An+ 1 through a transfer matrix. So, the wave scattering at a turning point problem
located at A < 3R{z} < An+1 can be represented by a transfer matrix. In other
words, we can write
F1,n+1 F1,n
F2,n+ = [Mn] F2,n for n = 0,1 (3.513)
F3,n+1 F3,n
F4,n+1 F4,n
The elements of the matrix [Mn] can be obtained from the scattering coefficients at the
nth turning point problem for the boundary conditions of left and right wave incidence
and the boundary condition of left and right evanescent wave mode incidence. These
scattering coefficients for the two turning points problems (n = 0,1) are given in
the previous section. If we apply the four boundary conditions mentioned above, the
matrix equation (3.513) for n = 0 assumes the form
(D-)* (DW+) (f9-)* (D)+)* 1 0 0 0
0 0 0 1 RU (To+)* ftO (to+)*
(T-)* R (f* M0+] (Co-)* (C)* (C-)* (Cl*
0 1 0 0 0 0 1 0
(3.514)
The first column in the first and last matrices of the equation (3.514) has the scattering
coefficients for the boundary condition of left wave incidence for the first turning point
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problem. The second column in the first and last matrices of the equation (3.514)
has the scattering coefficients for the boundary condition of right wave incidence for
the first turning point problem. The third column in the first and last matrices of the
equation (3.514) has the scattering coefficients for the boundary condition of incidence
of left evanescent wave mode at the first turning point, and the fourth column of the
first and last matrices has the scattering coefficients for the boundary condition of
incidence of right evanescent wave mode.
The elements of the matrix [Mo] are obtained by solving the equation (3.514).
All the scattering coefficients in the first (last) matrix of the equation (3.514) are
obtained at the point Ao (A 1 ), but the coefficients Dt, fi, TO'' and TJl are obtained
with respect to the points BO or Co (see figure 3-21). So, we define the equivalent
to these scattering coefficients, but now with respect to the points AO or A 1. These
new scattering coefficients are denoted as (Dt)*, (f)l*, (Tt)* and (Tf)* and they are
related to the scattering coefficients D', t, Tt and o according to the equations
N
(Ct)*[(Ct)*] =Ct[Ct] exp -S 3(Ao, Bo) + >E'vn3(Ao, BO) (3.515)
n==1
N
(Dt)*[(Do)*] =Dt[DJ] exp -S(A, CO) + On1(A, O)(3.516)
n=1
1 N
(T-)*[(T -)*] =T-[L7] exp (S3(A1, CO) + / n3(A1,)CO) (3.517)
n=1
(To+)*[(T+)*] =To+[T+] exp (iS2 (Ao, Bo) + E/n2(, BO) (3.518)
n=1
Next, we apply the boundary conditions of left and right wave incidence and left and
right incidence of evanescent mode to the second turning point problem (n = 1), so
we can write the matrix equation (3.513) in the form
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(T * t (Tt* S 0 0 1 0
0 1 0 0 (C) * (C+)* (Q-)* (C+l*
(D+)= [Ml(DJ)* (Dt)* (JX)* (Dt )* 1 0 0 0
0 0 0 1 R? (Tt)* ff (i+)*
(3.519)
We solve this matrix equation to obtain the elements of the matrix [M1]. All the
scattering coefficients in the first (last) matrix of the equation (3.519) are obtained
at the point A 1 (A 2 ), but the coefficients Dt, t, Tt and T 1 are obtained with
respect to the points B 1 or C1 (see figure 3-21). So, we define the equivalent to
these scattering coefficients, but now with respect to the points A 1 or A2 . These new
scattering coefficients are denoted as (DP)*, (f)*, (Tt)* and (t)* and they are
related to the scattering coefficients Dt, l, T,- and t according to the equations
N
(Tf)*[Tf)*] Tf [i  exp 4(A1,B1) + > cv,4 (A1,B)(.2)
n=1
(Dt)*[(DI)*] =D [DI  S(A 2, C 1) + E Env 1( 2 , CI) (3.521)
(T+)*(Tfl*] -Tl[T+ exp (Is4(Al Bj) + Zc Evn4 (Ai,B)(352
n=1
TJ[(Q]=T; [T,71 exp S,(A 21 CO1) ovn 1 (A2 , C))(3.523)
In this section we obtained the local transfer matrix related to each turning point
problem. The wave scattering by the beam non-uniformity can be modeled as the
product of the local transfer matrices, which are matrices [Mo] and [M1 ]. The product
of the local transfer matrices gives the system global transfer matrix. It relates the
Liouville-Green functions amplitude at point AO (see figure 3-21) with the amplitude
of the Liouville-Green functions at point A 2 for the particular non-uniformity consid-
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ered. From the global transfer matrix we can extract the global wave reflection and
wave transmission coefficients. This is addressed in the next section.
3.2.6 Global Reflection and Transmission Coefficients
We define the system global transfer matrix [M] as the product of the local transfer
matrices. For the particular beam non-uniformity, we have only two local transfer
matrices, each of which is related to a turning point problem. The global transfer
matrix is given in terms of the local transfer matrices according to the equation
2
[M] = H[M1] (3.524)
1=1
Next, we discuss how to use the system global transfer matrix [M] to obtain the global
wave reflection and transmission coefficients for the boundary conditions of left and
right wave incidence on the non-uniform part of the beam. The global transfer matrix
relates the Liouville-Green functions amplitude at the point AO to the Liouville-Green
functions amplitude at the point A2 (see figure 3-21). In other words, we have that
F1 ,2  F1,o
F2 ,2  = [M] F2 ,0  , (3.525)
F3,2  F3,0
F4 ,2  F4 ,0
where Fj,2 and F, 0 are the Liouville Green functions amplitudes, respectively, at
points A 2 and A0 . For the boundary condition of left wave incidence the equation
(3.525) assumes the form
243
TG
0 R
= [M] , (3.526)
D -
C 0
DG 0
where R5, Tj, C and D- are, respectively, the wave reflection coefficient, the wave
transmission coefficient, the left evanescent wave mode conversion coefficient and the
right evanescent wave mode conversion coefficient. Their expression in terms of the
elements of the global transfer matrix [M] is given by the equations
_G M33M21 - M31M23(357RG =(3.527)M32M23 -- M 3 3M 22
TG -M 11 + M 1 2 (M33 M2 1 - M3 1 M2 3 ) + M1 3(M2 2 M3 1 - M2 1 M3 2 ) (35)
M32M23 - M33M22
__1M2 2 M 3 1 - M 2 1 M 32  (3.529)
M 32M 2 3 - M 33M 22
D3 =M4 1 + M4 2 (M3 3 M2 1 - M31 M2 3 ) + M4 3(M22 M31 - M2 1 M3 2 ) (3.530)M3 2 M23 - M 33M 22
For the boundary condition of right wave incidence the equation (3.525) assumes
the form
Rt 0
1 T
= [M] , (3.531)
0 CG+
D+ 0
where R, TG+,CG+ and D+ are, respectively, the wave reflection coefficient, the wave
transmission coefficient, the left evanescent wave mode conversion coefficient and the
right evanescent wave mode conversion coefficient. Their expression in terms of the
elements of the global transfer matrix [M] is given by the equations
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R+ M33M12 - M13M32(352C = (3.532)G M22MW33 
- M32M23
M33
T+ = (3.533)TG M22M33 - M32M23(35)
=MA 32C+ =3(3.534)
SM32M23 - M33M22
D+ M4 2 M 3 3 - 43M323535)
G M22 M33 
- M32 M23
Comparison between the asymptotic results for the scattering coefficients R$, Tj, C
and Dt and the results from direct numerical simulation of equation (3.97) are left
as future work.
3.2.7 Discussions and Conclusions
In chapter 4 we develop an asymptotic theory to study the interaction of linear surface
gravity waves with a non-uniform bottom topography. In the context of this asymp-
totic theory, the asymptotic solution is given as a superposition of plane waves with
variable amplitude and phase and the uniform bottom dispersion relation is assumed
locally valid. The superposition of plane waves is composed by two propagating plane
waves and an enumerable set of evanescent plane waves. This is basically a refrac-
tion theory, no wave scattering is predicted, unless we take into account the effect of
the points where this asymptotic representation for the solution breaks down. These
points are the branch points of the uniform bottom dispersion relation. At these
points two or more wave modes couple (their associated wavenumbers coalesce). To
be able to describe this wave mode coupling, we obtained from the uniform system
dispersion relation an ordinary differential equation of the order equal to the number
of interacting wave modes. For the water waves problem, we have two types of branch
points. For the first type, we observe coupling of the two propagating wave modes,
and for the second type of branch points we observe coupling of each propagating wave
mode with an evanescent wave mode, which gives a coupling of four wave modes. For
the first type of branch point, a second order equation describes well the wave mode
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coupling, as is shown in chapter 4, but for the second type of branch points we need
a fourth order differential equation to describe well the coupling among four wave
modes.
In the second part of 3 we applied the asymptotic ideas used in chapter 4 to the
fourth order governing equation for the transversal vibration of the Euler-Bernoulli
beam model. For this governing equation, the asymptotic representation of the solu-
tion is given as a superposition of two propagating plane waves and two evanescent
plane waves with variable phase and amplitude. Due to the non-uniformity, these
wave modes couple at the the branch points of the uniform system dispersion relation
for the Euler-Bernoulli beam model. For the non-uniformity in the beam flexural
rigidity only we have coupling among the four wave modes at the branch points of
the uniform system dispersion relation, similar to the wave mode coupling observed at
the second type of branch point for the problem of interaction of linear surface gravity
waves with a non-uniform bottom topography. We use the governing equation for the
Euler-Bernoulli beam model with non-uniformity in the beam flexural rigidity only as
a model problem to understand how to extend the ideas used to describe the coupling
of two wave modes to the case of coupling among four wave modes.
The asymptotic theory used in the second part of chapter 3 is the WKB method.
To take the effects of the turning points (branch points of the uniform system dis-
persion relation) into account, we consider an approximate form of the governing
equation (3.97) valid in a neighborhood of the turning points. For the type of non-
uniformity in the flexural rigidity only, the branch points are first order poles and
first order turning points (the variable coefficient function of the governing equation
is a linear function close to the branch point). For these type of turning points the
approximate equation can be solved in closed form. We match the asymptotic form
of the solution of the approximate equation with the WKB solution (WKB waves),
which gives the reflection and wave mode conversion coefficients due to the presence
of turning points. This approach is limited, since we need to be able to solve the
approximate form of the governing equation close to the turning points, and for high
order turning points this may not be possible. More general techniques are needed
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and an interesting technique is the Borel-Laplace transform.
Despite the lack of generality in the non-uniformity considered, many aspect of
the use of the asymptotic theory for high order ordinary differential equations became
evident. For second order differential equations, the form of the asymptotic expansion
changes (exponentially small terms appear) as we cross Stokes-lines emanating from
the turning points. For high order differential equations we have a set of Stokes-lines.
The number of Stokes-lines is equal to 2J 2 , where n is the number of branches of
dS,
the uniform system dispersion relation (for example, the functions L in this chapter).
For the problem in this chapter the Stokes-lines are solutions of
{Sj (z) - Sk(z)} = 0 for k > ] and] = 1,... ,4. (3.536)
If some symmetry is present (for example, for the functions Si(z) we have that
S= -S1+1,1 = 1, 3), the number of Stokes-lines to consider may be reduced. For
high order differential equations, not all Stokes-lines are important. The asymptotic
representation of the solution does not change as we cross some Stokes-lines, as is
illustrated in figures 3-17 to 3-20. The asymptotic representation of the solution of
the approximate equation (3.188) does not change as we cross the Stokes-lines labeled
DS12 and DS3 4 , and they do not define any boundary for the sectors S. Why this is
so? As we approach the turning points (branch points of the uniform system disper-
sion relation) from where the Stokes-lines emanate, we realize that the wavenumbers
dSj - dsj A
j = 1, 2 coalesce, respectively, with the wavenumbers z, j = 3, 4. As a results,
only as we cross the Stokes-lines labeled DS13 and DS2 4 = DS1 4 the asymptotic rep-
resentation of the solution changes. The wavenumbers -dSj, = 3, 4 coalesce to infinitedzI
as we approach the turning points (first order poles) given by equation (3.136), but
they approach the infinite in opposite directions, so the Stokes-line given by
2{S3 (z) - S4 (z)} = 0 (3.537)
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is not relevant. In summary, for Stokes-lines emanating from a given turning point
or cluster of turning points, only the Stokes-lines associated with wavenumbers coa-
lescing at this particular turning point or cluster of turning points are important for
the asymptotic analysis.
The scattering coefficients obtained from the asymptotic analysis of second order
differential equations are given in terms of integrals connecting the real axis to the
turning points of the equation that were taken into account. If high order expansion
are considered, we need to regularize those integrals. This is discussed in pages 85 to
90 of Slavyanov [59] or in Fr6man and Fr6man [20]. The wavenumbers coalescing at
the turning points of a second order equation have the form
+L/Q(z) (3.538)
where Q(z) is the coefficient function of a second order differential equation when it
is reduced to the form
d2Y
dz2 + Q(z)y(z) = 0.
To regularize those integrals we can substitute them by loop integrals around the con-
sidered turning points. The integration contour encloses only the considered turning
point. It may also enclose the complex conjugate of the considered turning point.
For high order differential equations, the solutions of the uniform system dispersion
relation do not have in general the form given by equation (3.538), so closed inte-
gration contours enclosing the considered turning points cannot, in general, be used
to regularize the phase integrals appearing in the scattering coefficients. In section
3.2.5.4, we proposed as integration contours the contours Fo, Oj, j = 1, 2 and the
contours Fi, r,3 j = 1, 2 to regularize the phase integrals appearing in the scattering
coefficients. We also added terms from the asymptotic expansion of the solution of
the approximate governing equation (3.188). This was done to eliminate the depen-
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dence of the phase integrals from the chosen end point when the contours Fo, i, F1
and F,, were used.
At last, for second order differential equations we always have the coalescence of
the wavenumbers given by equation (3.538) at the turning points of the equation.
For high order differential equations, more complex patterns of wave mode coupling
(wavenumbers coalescence) are possible, what makes the asymptotic analysis more
intricate, and a flavor of it was given in the second part of this chapter.
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Chapter 4
Interaction of Linear Surface
Gravity Waves with a Weakly
Non-uniform Bottom Topography.
The work on this chapter addresses the problem of wave propagation from deep ocean
towards the shore, with special focus on the interactions with non-uniform bottom
topographies. Non-uniform bottoms with a mild slope are a common topography
in near-shore areas of oceans and seas around the world (e.g. Gierloff-Emden [24];
Snead [60]; Wijnberg [66]). In these cases, the observed mean bottom slope typically
varies from 0.001 to 0.01 and a typical wavelength of the bottom variation range
from 0(1000) meters to 0(100) meters. The latter can be comparable to that of the
dominant ocean wave and strong interactions between the waves and bottom may
happen and extend to 0(10 - 100) wave lengths.
This work addresses such scenario and specifically considers wave and bottom
parameters given by: A/A < 0(1), kh 0=0(1), and Lb/A = 0(10 - 100). Here A and
A are the characteristics length scales, respectively, of the surface wave and of the
bottom variation, k = A/2wr is the wavenumber of the surface waves, h is the water
depth, and Lb is the dimension of the bottom topography.
For these range of physical parameters, stochastic theories (valid for much larger
Lb/A) are of limited applicability, while simulations based on direct discretization
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(such as boundary-integral or finite-difference methods) are practically prohibitive
for Lb/A >0(1). When the variation of the bottom is slow relative to surface waves
(A/A < 1), a number of powerful approximations are available. These include meth-
ods based on geometric optics, mild-slope equations and the parabolic approximation.
Methods based on geometrical optics are wave refraction theories and are not able
to predict wave reflection due to the bottom non-uniformity, unless a local analy-
sis is performed at the regions where the geometrical optics approximation breaks
down. For two dimensional bottom topographies, the regions where the geometrical
optics approximations breaks down are called caustics. Considerable wave reflection
is obtained through a local analysis of the wave propagation along the caustics. For
one-dimensional bottom topographies, the analogous to caustics would be points in
the space coordinate, denoted as real turning points, where the geometrical optics ap-
proximation breaks down, but this do not happens in the interaction of linear surface
waves with a one-dimensional bottom topography. If we consider the space coordinate
as a complex variable, for one-dimensional bottom topographies the points where the
geometrical optics approximation breaks down lay in the complex plane, away from
the real axis.
In this chapter we apply geometrical optics ideas to the interaction of linear surface
waves with a non-uniform bottom. We construct a high order asymptotic solution for
the wave interaction problem. This asymptotic theory breaks down at the turning
points in the complex plane. To continue the asymptotic solution through the turning
points, we perform a local analysis of the wave propagation problem. This allow us
to incorporate wave reflection and wave mode conversion to the refraction model. By
wave mode conversion, we meant the coupling between the propagating wave modes
and evanescent waves that appear due to the bottom variation.
We represent the wave scattering at each relevant turning point by a transfer ma-
trix, which results from the local analysis of the wave propagation problem performed
in a neighborhood of the considered turning point. The relevant turning points are
those closest to the real axis, where the wave propagates. This approach models the
interaction of linear surface gravity waves with a variable bottom as a product of
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transfer matrices. We expect that the blend of the high order asymptotic with the
transfer matrix method would result in an asymptotic theory capable to predict wave
interaction with a variable topography not only for A/A < 1, but also when A/A -+ 1.
The asymptotic theory developed in this chapter, besides predicting wave reflec-
tion and wave mode conversion when A/A < 1, also allow a qualitative understanding
on how the bottom non-uniformity variation affects wave reflection and wave mode
conversion when A/A ~-0(1). So the asymptotic theory developed in this chapter
is a very useful tool to access the minimum change in the bottom non-uniformity
such that wave transmission is minimized to a desired level for a given range of wave
frequencies of the incident wave.
4.1 Previous Work.
As mentioned before, the interest of linear water waves scattering by a variable bot-
tom dates back from the late forties. The earliest contribution was by Kreisel [35]
on the understanding of the uniqueness problem for the diffraction of linear surface
gravity waves by a one-dimensional non-uniform bottom. Kreisel proved uniqueness
of the reflection and transmission coefficients, but for the velocity potential he proved
uniqueness only when the non-uniformity is a small perturbation of the uniform bot-
tom. The uniqueness for the diffraction of linear surface waves by a general rough
bottom in a one-dimensional channel is still an open problem, and Simon & Ursell
[58] and Chamberlain & Porter [15] gave a review of the progress done so far.
A review of ocean waves in random media is given by Mysak [47]. In particular
Hasslemann [26] used the formalism of quantum field theory to describe the scatter-
ing of internal and surface gravity waves by topographic irregularities in a stratified
fluid. Both wave amplitudes and bottom displacement are considered small so that
perturbation techniques are applicable. Long [41] used Hasslemann's theory in homo-
geneous fluid case for surface waves alone and observed that the presence of a random
topography could be sufficient to account for swell decay.
Previous work on periodic bottom topographies and random topographies, specif-
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ically localization phenomenon, were outlined in the Introduction chapter of this
thesis.
For slow varying bottom topographies relative to the surface waves there are ap-
proximate theories, which are the geometrical optics approximation for progressive
waves over a gradually varying bottom, the mild slope equation and the parabolic ap-
proximations of the water waves equations. A derivation of the equations of geometric
optics for linear surface gravity waves through a perturbation analysis is given in Mei
[44]. The merit of the ray approximation (Geometrical optics) is to reduce a three
dimensional problem to a continuum of one-dimensional problems. Yet, near a caustic
(regions where the geometrical optics theory breaks down), effects need to be taken
into account transverse to a ray. Hence, the problem is locally two-dimensional. The
mild-slope equation is an approximation that accounts for slow depth variations and
allows rapid horizontal variations associated with diffraction, and was first obtained
by Berkhoff [5]. References about other derivations of the same result are given in
Mei [44]. Parabolic approximations were first used in the context of three dimensional
water waves by Liu & Mei [39] and Rader [55]. The effects of current and variable
bathymetry were explored by Booij [7], Liu [38] and Kirby [33]. Stochastic variations
in the ocean depth were considered by Reeve [57].
Regarding applications of the concept of pseudo-differential operators and the
method of ordered operators to water waves, there is an extensive literature. Do-
brokhotov (1983) applied the method of order operators (see Maslov [42] and Maslov
& Nazaikinskii (1988)) to find approximate (asymptotic) solutions of linear equations
describing the propagation of gravitational waves on the surface of an ideal fluid (ir-
rotational flow and incompressible inviscid fluid) in a basin with a variable, slowly
changing bottom. He considered the evolution of a wave fronts and provided con-
ditions ("quantization conditions") to determine trapped modes for two-dimensional
bottom topographies. Dobrokhotov & Zhevandrov (1985) is similar to Dobrokhotov
(1983), but surface tension effects are included in the linearized free surface boundary
conditions, and the Cherenkov radiation of gravity capillary waves is considered for
a non-uniform slowly varying basin. In Dobrokhotov (1987), the method of ordered
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operators is used to derive nonlocal analogous of the nonlinear Boussinesq equation
for surface waves with allowance of all dispersive terms when the pool is no longer
shallow, but the amplitudes of the wave field are still assumed small. Nonlocal pseudo-
differential equations are given for the surface waves, including quadratic and cubic
terms.
In this chapter we use the method of ordered operators to obtain pseudo-differential
equations governing the interaction of linear surface waves with a slowly varying bot-
tom. We consider one dimensional bottom topographies. We solve asymptotically the
pseudo-differential equations. The asymptotic solution fails at discrete points (turn-
ing points) in complex coordinate variable plane. We take the effect of this points
into account and obtain wave mode conversion (wave reflection is a particular case).
For wave reflection this is not a new result. Meyer [46] obtained wave reflection for
slowly varying one-dimensional analytical topographies by taking the effects of turn-
ing points of the governing equation into account. Our approach is different from his
approach, and we recover his results and obtained wave mode conversion between the
propagating wave modes and evanescent wave modes, which is a new result. So, we
obtain an improved asymptotic description of the wave field.
4.2 Chapter Overview.
In section 4.3 we formulate the general boundary value problem for surface gravity
waves interacting with a non-uniform bottom topography in the context of potential
theory, which implies an irrotational flow and an inviscid fluid. We present the
choice of the appropriate length and time scales to make the boundary value problem
non-dimensional. We assume the wave steepness small to be able to linearize the
boundary value problem, and we state our assumptions regarding the non-dimensional
parameters.
In section 4.4 we apply the concept of pseudo-differential operator and the operator
method approach (see Maslov [42] and Maslov and Nazaikinskii (1988)) to the non-
dimensional boundary value problem for linear surface gravity waves interacting with
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a variable bottom. In the first part of section 4.4 we follow closely the first section of
Dobrokhotov (1983) and the second section of Dobrokhotov & Zhevandrov (1985). We
assume the velocity field potential as the action of an unknown operator over the free
surface potential (function only of the horizontal coordinate and time). We substitute
this representation for the potential function into the boundary value problem for
the linear surface gravity waves to obtain a boundary value problem in the vertical
coordinate for the symbol of the unknown operator and a pseudo partial differential
equation for the free surface potential. The boundary value problem for the symbol of
the unknown operator is independent of the free surface potential, but the governing
equation for the later is a function of the unknown operator. So, we solve the depth
dependence (obtain the unknown operator) to obtain the governing equation for the
free surface potential, which is the variable of interest.
In section 4.5, we construct an asymptotic solution for the free surface potential.
We assume that the free surface potential is given as a modulated plane wave, with
variable phase and amplitude. We assume incidence of mono-chromatic waves and
one-dimensional bottom topographies (wave propagation only in the direction of the
bottom variation), such that the governing equation for the free surface potential
is an ordinary pseudo-differential equation in the space coordinate. We substitute
the assumed form of the solution into the ordinary pseudo-differential equation for
the free surface potential. This result in the Eikonal equation for the phase and in
the transport equation for the wave amplitude. To solve the transport equation, we
assume a series expansion in the parameter 3 for the wave amplitude, which result
in a sequence of first order non-homogeneous differential equations for the terms in
the series expansion of the wave amplitude. In section 4.5.1 we solve these equations
in closed form up to first order in #. Solutions of the equations for the high order
corrections of the wave amplitude can be obtained by numerical quadrature.
The Eikonal equation is actually the uniform bottom dispersion relation assumed
locally valid. This is an implicit equation for the wave numbers which has an infi-
nite enumerable set of solutions. The wave numbers are now functions of the space
coordinate. To each solution of the Eikonal equation we have a transport equation.
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Therefore, we have an enumerable base for the asymptotic solution. Which functions
of these enumerable base are used to represent the asymptotic solution depend on
the radiation conditions for the problem. We denote the functions of the enumerable
base of the asymptotic solution as the Liouville-Green functions. If we assume the
space coordinate and the wave numbers as complex variables, the dispersion relation
can be considered as a mapping from the space coordinate complex plane into the
wavenumber complex plane. This mapping has branch points in the space coordinate
complex plane, and their image in the wavenumber complex plane are the saddle
points. In section 4.5.3 we obtain the branch points of the uniform bottom dispersion
relation assumed locally valid. We also give the saddle points associated with these
branch points. We show that the set of branch points is infinite enumerable. We
actually evaluate a finite number of branch points. At the branch points, groups of
wavenumbers coalesce to one or more branch points (different groups of wave num-
bers coalesce to different saddle points). This is discussed in section 4.5.3.1. So, at
the branch points groups of Liouville-Green functions became linearly dependent and
we lose part of the base for our asymptotic solution. To continue the asymptotic
solution through the turning points (branch point of the dispersion relation), we need
to develop connection formulas, the same way we did in the second part of chapter 3.
For the linear surface waves interacting with a variable bottom, the wave numbers
coalesce in pairs at the branch points of the dispersion relation (see section 4.5.3.1),
so we use ideas similar to the ideas proposed in Fuchs, Ko & Bers [22] and in Fuchs,
Bers & Harten [21] to perform the connection problems we may have. This is dis-
cussed in sections 4.5.3 and 4.5.4. After we solved the connection problem for each
relevant turning point (the turning points closest to the real axis), we model the wave
mode conversion (wave reflection is a special case) as a transfer matrix, relating the
amplitude of the wave modes "before" and "after" the considered turning point.
The result of this asymptotic approach is a sequence of transfer matrices, relat-
ing the amplitude of the various wave modes participating in the wave interaction
problem. We give the global system transfer matrix, which is the product of the
local transfer matrices. We consider applications of the asymptotic theory to simple
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analytic one-dimensional bottom topographies. We compare the asymptotic results
with direct numerical simulations.
4.3 Linear Surface Gravity Waves Boundary Value
Problem.
We consider surface gravity waves propagating over a non-uniform bottom topog-
raphy. We assume the flow irrotational and the fluid incompressible and inviscid,
such that the velocity field can be described as the gradient of a potential function
q(x, y, t). In the vertical direction, the fluid domain is bounded by the free surface
which has its position given by the equation y = q(x, t), and by the bottom which
has its position given by the equation y = -h(x). In the horizontal direction the fluid
domain is of infinite size. The potential function r(x, y, t) satisfies Laplace equation
(4.1) in the fluid domain. At the free surface we have the kinematic boundary condi-
tion (4.2), which expresses the fact that the free surface is a material contour. A fluid
particle at the free surface can move only tangentially to it. On the free surface (air-
water interface), both y and q are unknown, and it is necessary to add a dynamical
boundary condition concerning forces, given by equation (4.3). The bottom is also a
material contour, so only tangential motion to it is allowed, which is expressed by the
boundary condition (4.4). The equations describing the boundary value problem are
V 2 (x, y, t) =0for - oo < x < oo and - h(x) < y < q(x, t), (4.1)
ky -r71t- qOrxy =0 at y = r7(x,t), (4.2)
q + 1(4<)2 + gr(x, t) =0 at y = q(x, t), (4.3)2
ky - H$#2 =0 at y = -ho + H(x), (4.4)
where ho is the average depth of the fluid domain and H(x) accounts for the depth
variation. We shall study surface waves with characteristic wavelength A and char-
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acteristic amplitude no at the free surface in a domain with characteristic horizontal
length scale A (wavelength of the bottom non-uniformity variation). The depth vari-
ation has a length scale A. All the length scales mentioned above are illustrated in
figure 4-1 below.
IA
h0
T A
Figure 4-1: Example of a one-dimensional non-uniform bottom topography.
The non-dimensional variables are:
X/7o
H' =H/A,
t' =t/(A/gA), C
$'$/( gA). (4,
(4.
The non-dimensional form of the boundary value problem (4.1)-(4.4) is given by
the set of equations below. For simplicity the symbol (') over the non-dimensional
variables was omitted.
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y- 0
2#2~ + q4 =0 for - oc <cx <cc and -y+-H(x) < y < 6y(x, t),
(4.12)
r, - 6/ x,77x =0 at y = SQ(x, t), (4.13)
1 21
#t + -#(92)2 -(x, t)=0 at y = (,t),
2H =
#y - c#Hx#x =0 at y = -7 + -H(x).
(4.14)
(4.15)
We define the non-dimensional parameters 3, 6, 6 and y according to the equations
A
# =-,A'
A
A'
ho
A'
(4.16)
(4.17)
(4.18)
(4.19)
The parameter # is the ratio between the length scale of the wave disturbance and
the length scale of the bottom variation. The parameter c gives the steepness of
the bottom topography, the parameter 6 gives the magnitude of the steepness of the
free surface and y is the ratio between the average depth and the length scale of the
surface waves. We assume that
6 «1,
6 <1,
/3 <1,
ry <1/2.
(4.20)
(4.21)
(4.22)
(4.23)
Assumption (4.23) (finite depth regime) implies that the surface wave feels the pres-
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ence of the bottom, and assumptions (4.21) and (4.22) implies that the surface waves
feels the bottom variation. We consider waves with small steepness (6 < 1), such
that we can linearize the free surface boundary conditions. We expand the quantity
#(x, y, t) at the free surface boundary conditions (4.13) and (4.14) with respect to
the y variable around y = 0 and we disregard terms of 0(62). The boundary value
problem (4.12)-(4.15) assumes the form
# 2 q42q+5#,=0for -o c <x<oo and -- y+y H(x) <y <0, (4.24)
4y - 3rnt =0 at y = 0, (4.25)
qt+ r =0 at y = 0, (4.26)
q$ - e/H2#b2 =0 at y = -- + -H(x). (4.27)
The boundary value problem (4.24)-(4.27) is composed of linear equations. The
difficulty in solving this boundary value problem lays in the boundary condition at the
bottom, which do not allow us to solve this boundary value problem in closed form
since the bottom geometry is a non-trivial known surface. To make further progress
we assume that the flow potential can be written as the action of an unknown operator
R over the free surface potential 4(x, t).
1
#(X, y, t) = R(x, y, -i 0 , /)Q(x, t), (4.28)
where R(X, y,%, ) is the assumed form for the symbol of the operator N? and p =
We substitute this representation for the potential function into the boundary
value problem (4.24)-(4.27). This leads to a boundary value problem in terms of the
vertical coordinate y only for the symbol of the unknown operator N. The horizontal
coordinate x and time I appear only as parameters. This boundary value problem for
the symbol of the unknown operator Nt is independent of the free surface potential
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1b (x, t), but the governing equation for the later is a function of the unknown oper-
ator. So, in the next section, we solve the depth dependence through an asymptotic
expansion of the symbol of the unknown operator R in terms of the parameter /
to obtain the governing equation of the free surface potential b(x, t), which is the
variable of interest.
4.4 Operator Method Approach for Linear Surface
Gravity Waves.
In this section we use the ordered operator method approach (see Maslov [42] and
Maslov and Nazaikinskii (1988)) to obtain pseudo-differential equations governing the
interaction of linear surface gravity waves with a variable bottom. We follow closely
the first section of Dobrokhotov (1983) and the second section of Dobrokhotov &
Zhevandrov (1985). We assume the velocity field potential in the form (4.28), and
we substitute this representation for the potential function into the boundary value
problem (4.24)-(4.27), which result, as mentioned before, in a boundary value problem
for the symbol of the unknown operator f and in a pseudo-partial differential equation
for the free surface potential. The boundary value problem (4.24)-(4.27) assumes the
form
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3 2
a 2 1 (92 (2 1 It
- ( 1- xa) R(9 Y A, ) 2 RXP, (,=0 for - oc < x < +oo
and -7+-H(X) <y< ,
(4.29)
o2 2 1 a2,0 M 2 7J132R(, y, ,7 /2(X t) + (2,yp, )\(x, t ) =0 at y = 0, (4.30)
3
19R(2y 2 1dH 1i a (2 (( ) ) (x, t) =0 at
(9y Adx Ox)R )M
1
(4.31)
We assume that the free surface potential %(x, t) satisfies a pseudo-partial differential
equation of the form
1 2
where L is an unknown operator with symbol L(tp, 0). We also assume that the
symbol of the operator L is related to the symbol of the operator R according to the
equation
L(4,jP,/3) = R(4,0,P,). (4.33)
Now we substitute equations (4.32) and (4.33) into the boundary value problem
(4.29)-(4.31) involving the symbol of the operator R and the free surface potential
(x, t). This results in a boundary value problem for the symbol of the operator R
in the vertical coordinate y. The boundary value problem has the form
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2 92 92RC
-P2R + '2#p --- R +#2 R +92 =0 for +-H(x) < y < 0, (4.34)
R =1 at y = 0, (4.35)
R - ie(H,.p)R - c/H.+R =0 at y = -y+ -H(x). (4.36)
This is a boundary value problem in the y variable with the variables x and t as
parameters. We assume a series expansion for the symbol of the operators L and R
in the parameter #. We have
00
2 1(2) J1 7R(, y,/p,) =Z z(-i)fRnXyP), (4.37)
n=O
00
L( , 1, #) = (-p)nL2 ,1).(4.38)
n=O
We also make the assumption that the bottom non-uniformity variation with respect
to the surface wave is of the same order of magnitude of the bottom steepness. In
other words, we assume that
(4.39)
We substitute the series expansion (4.37) of the symbol of the operator R in the
boundary value problem (4.34)-(4.36) with the assumption (4.39) in mind. This
2 1
results in a sequence of boundary value problems for the symbols R (X y,P.
e To order 0(1) in the parameter # we have the boundary value problem
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(Ro),, -p2Ro (x, y, p) = 0, (4.40)
RO =1 at y = 0, (4.41)
(Ro), = 0 at y = -Y + H(x). (4.42)
* To order 0(3) we have the boundary value problem
&
(R1)y, -p2R 1(x, y, p) = 2p aRo, (4.43)
Ri = 0 at y = 0, (4.44)
(R)= -Hx.pRo at y = -7 + H(x). (4.45)
* To order O( 4 "); n = 2,3,... we have the boundary value problem
(Rn) yy -Rn(XY,P)= 2 p 0 Rn- + O Rn-2 , (4.46)
Rn = 0 at y =0, (4.47)
(Rn)y = -HxpR_1 - Hx 19Rn- 2 at y = -y + H(x). (4.48)Ox
The boundary value problem of 0(1) in the parameter 0, given by equations
(4.40)-(4.42), has the solution
Ro(x, y,p) = Ag(x,p) cosh(p(y + h(x))), (4.49)
where
Ag(x p) = 1 4.0
' cosh(ph(x))" (4.50)
The boundary value problem for the symbol Rn(x, y,p) depends on the boundary
value problems for Rni(x, y,p) and Rn-2(X, y,p). We assume a solution for the
264
symbol R,(x, y, p) in the form
n
Rn (X, y,p) = > {An(XP)ym cosh(p(y + h(x))) + B(x,p)ym sinh(p(y + h(x)))},
m=O
(4.51)
where the recurrence relation for the symbols A and B with m = 0,... , n and their
expressions are given in the appendix J. We also give maple scripts in the Appendix J
to evaluate the expressions for the symbols An and B . The symbol of the operator
L is given in terms of the symbol of the operator N according to the equation (4.33).
This equation plus equation (4.51) implies that the symbols Ln (X,p) are given by the
equation
L71(xp) = aRn(xy, P)
= AJ(x,p)psinh(ph(x)) + Bn(x,p)pcosh(ph(x)) (4.52)
A(XIp) cosh(ph(x)) + Bi(xp) sinh(ph(x)).
The asymptotic expansion of the symbol L(x, p, 1) in terms of the parameter # is
now given in the form
00
L(x,p, #) =ptanh(ph(x)) + Z(-_i) {A"(x,p) cosh(ph(x)) + B(x,p) sinh(ph(x))
n=1
+ p [AJ (x, p) sinh(ph(x)) + Bn(X, p) cosh(ph(x))]}.
(4.53)
We assume time dependence of the form exp(-iZt), where a = wA3 and w is the
wave frequency in radians per second. The governing equation (4.32) for the free
surface potential z4x, t) now assumes the form
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{2 + L2t, -i#J ,s 'Q(x) = 0. (4.54)
This equation is an ordinary pseudo-differential equation for the free surface potential
%b(x). In the next section we construct an asymptotic solution for this equation.
4.5 Asymptotic Solution Through a High Order
WKB Approach.
We assume that the free surface potential Q(x, t) is given as a modulated plane wave,
with variable phase and amplitude. We substitute the assumed form of the solution
into the ordinary pseudo-differential equation for the free surface potential. This
result in the Eikonal equation for the phase and in the transport equation for the
wave amplitude. To solve the transport equation, we assume a series expansion in
the parameter # for the wave amplitude, which result in a sequence of first order non-
homogeneous differential equations for the terms in the series expansion of the wave
amplitude. In section 4.5.1 we solve these equations in closed form up to first order
in /. Solutions of the high order transport equations can be obtained by numerical
quadrature. The assumed form of the asymptotic solution for the pseudo-differential
equation (4.54) is
(x)== exp( S(x))w(x). (4.55)
If we substitute equation (4.55) into the pseudo-differential operator (4.54), we obtain
2 1
2 d d
-a + L(X, -S(x) /-3, ) = 0. (4.56)
dx dx
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The term L in the expression for the symbol of the operator 1 is due to the action
of the operator L over the exponential in the assumed form for the free surface
potential 4(x, t), given by equation (4.55). We expand equation (4.56) in terms of
the parameter /. Notice that the symbol of the operator L has a series expansion in
the parameter #, given by equation (4.53).
4.5.1 The Eikonal Equation and the Transport Equation.
The term of order 0(1) in the expansion mentioned above gives the Eikonal equation
for the phase S(x), which is given by the equation
-a2 Lo(X, &yS(x)) = 0, (4.57)
ax
or
9
-a2 + k(x) tanh(k(x)h(x)) = 0 with k(x) =-S(x). (4.58)
The transport equation for the wave amplitude w(x) is the sum of the terms of order
Q(/1) and higher in the expansion mentioned above. The transport equation has the
form
0 )0/-1 (l-n)-1 (l-k)-n
E ( _O n 1 : 1 : Ek !j'M ! ..- J i!m
1=1 n=O k=0 m jm+...+j=(k)-n+m
-+m-n- x)k(4.59)
Lpl~mnp |p=DsDIIS x ... x D31S x DP_- W d X
+ Ln(XiP)I=DSd w(x) + Ll(X,;DS)w(;) =0.
(I -- n)! p In = dx
The derivation of the transport equation for the amplitude w(x) is discussed in detail
in the Appendix L. We also provide a maple procedure to compute symbolically any
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term of the series in the parameter 3 of the operator L.
To solve the transport equation we assume a series expansion of the wave ampli-
tude w(x) in terms of the parameter /. We give the amplitude w(x) in the form
w(x) = wo(x) {1+ (-i)"wn(x)}. (4.60)
n=1
We substitute the expansion for the wave amplitude w(x) into the transport equa-
tion (4.59). This leads to a sequence of first order transport equations for the wave
amplitude corrections wn(x), n = 0,1,2,.... In the Appendix L we discuss in detail
how to derive the transport equations for the amplitude corrections wn (x). We also
provide a maple procedure to compute symbolically the transport equation for any
wn(x). Here we give only the final result. The transport equation for wo(x) is
a d I a2 2
Lo(x,p)PDs|wo(x) + (]Lo(xp)Ip=DsD2 + Ll(x, DS) wo(x) = 0.
ap dx 2! Op2
(4.61)
The transport equations of order O(0N) can be written as non-homogeneous first
order differential equations of the form
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WxWN_1(X)=
I N-1 -1 (-1-n k f-k--n
0P , p p=DS ( 1=2 n= k=O j=olm=l Ym+...+i1=l-k+m-n
- -m,..L >2
1i+m-n
(k-j)!j!j!...j1 !!Qpl+m- Ln(XP)p=DSDimS x ... x Di'S
dk-i d 1 - ' 1 al-n
k-j d(X) WJN-IJ X -- [pnLn(xP)p=DS
dl1n((N-i N-1-n N-k-n
dl-n-j N-l
- n=O k=O m=1 jm+...+l1=N-k+m-n
.. jm,... ,hj>2
1N+m-n 
. dk
kMjm!... fim! pN+m-n Ln(XIP) =DsD S x . . . x Dil S) dxk w W
+ 1 0 N-n L ) N-n \ 1
(N - n)! pN-nLn(xP)Lr=dxN-nwo0x + LN(xDS).
(4.62)
For this transport equation to be useful, we need the expression for the symbols
Ln (x, p). The expression for these symbols is given in the appendix K. The transport
equation (4.61) can be solved in closed form. The wave amplitude wo(x) is given by
the equation
where
wo (x) = {(Lo(xP) p=DS(Z) 
-/
(A L(>p=1 sinh(2h(x)DS) + 2DSh(x)
jp 2p=DS~r) cosh2 (h(x)DS)
(4.63)
(4.64)
Notice that the transport equation (4.63) is a function of the phase function S(x)
and their derivatives. The Eikonal equation (4.57), which gives the phase function
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S(x), has an enumerable set of solutions. So, we attach to the phase function an index
j to denote the different solutions Si (x) of the Eikonal equation. Once we obtain a
solutions Sj (x) of the Eikonal equation, we can compute its derivatives in an iterative
way, illustrated in the Appendix L. For each solution S (x), we have an amplitude
function w(x), now denoted w(x), and the amplitude corrections are now w,(x).
Therefore, the asymptotic solution of the equation (4.54) has an enumerable basis.
The boundary or radiation conditions imposed and the wave mode coupling which
occur along the medium are going to define which elements of this enumerable base
are going to form the asymptotic solution of the equation (4.54). The wave mode
coupling is due to the presence of turning points of the asymptotic solution in the
complex x plane. At these points two or more wave numbers dSl/dx assume the same
value, so we lose two or more elements from the base used to construct the asymptotic
expansion of the equation (4.54). The turning points of the asymptotic solution of
the equation (4.54) are located in the complex x plane, at some distance from the
real axis where the wave propagates. If we do not take these points into account,
the asymptotic expansion discussed in this section gives only wave refraction. To
incorporate wave reflection and wave mode conversion we need to take the effects of
the turning points into account. Since the asymptotic expansion breaks down at these
points, we find an approximate form for the symbol of the operator -L in equation
(4.54) valid in a neighborhood of the considered turning point. We reduce the symbol
of this operator to the symbol of an ordinary differential equation of the order equal
to the number of the wave modes that couple at the considered turning point. The
solution of this locally valid differential equation allow us to continue the asymptotic
solution through the considered turning point and to capture wave reflection and
wave mode conversion.
This approach is closely related to the ideas described in Fuchs, Ko & Bers [22]
and in Fuchs, Bers & Harten [21]. They extracted from the uniform system dispersion
relation (Eikonal equation, where dS/dx is the wavenumber), assumed locally valid
in the context of the WKB method, an ordinary differential equation describing the
wave mode interaction in a neighborhood of a turning point. Their local equation
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is basically the same local equation we obtained, since the symbol of a differential
operator is intimately related to the dispersion relation of the ordinary or partial
differential equation the operator is associated with. For example, the principal part
of the symbol of the operator L,, denoted as LO(x, p), plus -a is the uniform system
dispersion relation, and the way they approximate the dispersion relation close to
one of its branch points to extract the local equation is basically the same way we
approximate the symbol L(x, p, #) to obtain the local equation.
The first step in handling the turning points is to obtain them. The Eikonal
equation is basically the uniform bottom dispersion relation, assumed locally valid.
It relates the wavenumber dS/dx to the space coordinate x through the depth function
h(x), so we can see this dispersion relation as a mapping between the complex x plane
and the wavenumber complex plane. The turning points are the branch points of this
dispersion relation, and their image in the wavenumber complex plane are the saddle
points to which the wave numbers dS/dx coalesce as we approach a turning point.
We elaborate further this topic in the next section.
Similar to what we observed in chapter 3, the transport equation (4.62) for the
amplitude corrections w,n(x) for n > 2 can be written in the form
dwj,_- 
___ I__ )), dw- , 1  dS
d,- (N 1-2)! (+)(N- 2 (wj,n-2. ,wj,07 ,dx , x), (4.65)
which implies that the amplitude correction w,1(x) is actually a phase correction.
Instead of a solution of the form (4.55) for the equation (4.54), we may assume
another form, which may be more convenient according to the application in mind.
Instead of amplitude corrections, we consider phase corrections, so we have
00
y(x) = vo (X) exp 2JS(x) + Z(-)"n(X) . (4.66)
n=1
If we expand the expression
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00
exp (-M )"Vn W
(n=1
in Taylor series with respect to the parameter 3, and compare with equation (4.60)
we realize the relations
vo(X) = wO(x),
v1(X) = wi(X),
v2(X) = w2(X) 2(V1(X))2
2
(n-1vn (X) =wn (X) -n! :C 1 . 1 (1! ... l! k/i) }. (4.67)
1=2 1+...+j1=n
Therefore, if we obtain the amplitude corrections wjn(x) by integrating the transport
equation (4.62), we can use the relations (4.67) to compute the phase corrections
vo,n(x). The phase function S(x) in both representations is a solution of the Eikonal
equation (4.57).
4.5.2 Analysis of the Uniform Bottom Dispersion Relation.
As we mentioned before, the asymptotic expansion built in the previous section breaks
down at the turning points, which are important since we are able to capture wave
mode conversion in the context of the WKB method by taking these points into
account in our analysis. The first step in taking the effect of the turning points into
account is to find these points in the complex x plane. Then for each turning point we
analyze how the wave numbers dS/dx coalesce at the turning points. This analysis
tell us how the wave mode couple at the turning points, but it does not reveal how
the wave mode amplitudes change due to the wave mode coupling. To answer this
question we find an approximate form for the symbol of the operator Li, present in
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equation (4.54), which is valid in a neighborhood of the considered turning point. We
reduce the symbol of this operator to the symbol of an ordinary differential equation
of the order equal to the number of wave modes that couple at the considered turning
point. This ordinary differential equation describes the wave mode coupling in a
neighborhood of the considered turning. These points are addressed in this section.
Before starting our analysis, we consider a change of notation. We use just k
instead of dSl/dx to label the wave numbers of the uniform system dispersion relation,
now written in the form
-a 2 + Lo(X,k) = 0 or -a 2 + ktanh(kh(x)) = 0 (4.68)
We assume x and k as complex variables. The wave numbers k are implicit solutions
of the equation (4.68), and are functions of the x variable. So, the uniform system
dispersion relation can be seen as a mapping from the complex x plane into the
complex k plane, and the solutions k (x) are the many branches of this implicit
mapping. The branches k(x) may coalesce at the branch points of the implicit
mapping given by the uniform depth dispersion relation. Then the branch points of
the dispersion relation are the turning points of the asymptotic solution built in the
previous section, and they are solutions of the set of equations
-a 2 + Lo(x, k) = 0 or -a2 + k tanh(kh(x)) = 0,
Ok (x, k) = 0 or - tanh(kh(x)) - kh(x)(1 - tanh2 (kh(x))) = 0. (4.69)Ok
These two equations can be reduced to a single equation through the change of
variable
a2 =(4.70)
k
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If substitute (4.70) in equation (4.68), we obtain the identity
a- = tanh(kh(x)). (4.71)
With this identity we can write the equation (4.69) in the form
0-kh(x) = a2  (4.72)
Now, if we substitute (4.72) into the identity (4.71) we finally obtain a transcen-
dental equation for a, which is the equation
a+ tanh( 2  ) =0. (4.73)
The strategy to obtain the branch points in the x plane and their images, the
saddle points in the complex k plane, is described as follows: First, we solve equation
(4.73) in the complex a plane. Second, we use the change of variable (4.70) to obtain
the saddle points in the complex k plane. Third, with equations (4.70) and (4.72),
we obtain
1 a.2h(x) = 1a2 -1 a(4.74)
which give the branch point in the complex h plane. Once the depth function h(x)
is given, the branch points are given as the solutions in the complex x plane of the
implicit equation (4.74).
Equation (4.73) has an enumerable set of solutions in the complex a plane. This
translates into an enumerable set of saddle points in the complex k plane and an
enumerable set of branch points in the complex h plane. We use the depth h as an
intermediate variable, since the depth function is not yet chosen. The most simple
solution of equation (4.73) is a = 0. This solution corresponds to a branch point at
the origin of the complex h plane, and its image in the complex k plane lies in the
infinite. In figure 4-2 we display part of the branch points of the locally valid uniform
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depth dispersion relation (4.68). The branch points are pairs of complex conjugate
numbers. We numerate the branch points by their closeness to the real axis and the
sign of their imaginary part. For positive (negative) imaginary part, we assign an
odd (even) integer. This results in the enumeration displayed in figure 4-2.
(w2/g)h complex plane
n 100 parameter w2/g=1
CUU
p B-E
.E 50 -
21."
17"
13 m19
7 "'15
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2 ".10
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16 m2220 N M
-50 2OE
%.
-100"
0 1 2 3 real axis
Figure 4-2: Enumerated branch points in the complex h plane. Branch point at the
origin not displayed.
The image of the branch points through (4.68) in the complex k plane are the
saddle points displayed in figure 4-3. The saddle points carry the number of the
branch points they are image of. We see that to each branch point corresponds a pair
of saddle points, as shown in figure 4-3.
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Figure 4-3: Saddle points in the complex wavenumber k plane, which are images of
the enumerated branch points in the complex h plane.
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4.5.2.1 Wave Mode Interaction Pattern.
Here we discuss how to obtain the interaction pattern of the wave modes which couple
at each branch point of the dispersion relation. First, we see how many wave modes
couple at a given branch point. We take a look on the higher order derivatives of
(4.68) with respect to the wavenumber k. We have
a2 Lo
L(X, k) =-2(1 - tanh2 (kh))h + 2ktanh(kh)(1 - tanh2(kh))h 2 , (4.75)
93 Lta 2( 2 +22(1'
3 (x, k) = 6 tanh(kh)(1 - tanh(kh))h + 2k(I - tanh 2(kh))2h3 (4.76)
- 4ktanh 2(kh)(1 - tanh2(kh))h 3,
(4L
a (x, k) = 8(1 - tanh 2(kh))2h3 - 16 tanh 2 (kh)(1 - tanh2(kh))h 3
- 16k tanh(kh) (1 - tanh2 (lkh))2 h4  (4.77)
+ 8ktanh3 (kh)(1 - tanh2(kh))h 4 ,
and if the pair (h, k) is a branch point in the complex h plane plus one of its image,
these equations assume the form:
12 Lo 2 o
2 (xb, k.)v 2 gu , (4.78)
p a2 0 2 _1
03 LO~ g a 22
93 (Xb, kv) =4a5 , 2 i , (4.79)8p3 oa2 -_
04 Lo 2 g1 25 
-]3
A4 (xbk)=--8(2r-1) __ s7,-(4.80)
where (k, hb) is a pair of a saddle and branch point of the uniform depth dispersion
relation. We denote o, as the solution of (4.73) which corresponds to the pair (k, h6 ).
High order derivatives of (4.68) with respect to the wavenumber k at a pair (k, hb)
are non-zero. Next, we check the derivatives of dispersion relation (4.68) with respect
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to x, as follows:
x dx(4.81)
O2 (x, k) =2k3 tanh(kh)(1 - tanh2 (kh)) dH\ + k2(1- tanh2(kh)) d2 . (4.82)0L0  dx) 2 1dx 2  (.2
At a pair (k,, xb) the equations above assume the form
tLo a2 1 2 dH
(k,x) = - (2 -1) x(xb),(483)
9X _g a,] dx
O2 Lo a 2 -21 ] (dH 2 [a2 -[2d 2 xb)(H4.
Ox 2 (k, x 6) -2 [a7f2dx (xb)}- -( I 2 (4.84)ox~ 1-9_ 9 d gas _d
As a consequence of equations (4.78) and (4.83), we can write the first terms of
the Taylor series expansion of the dispersion relation (4.68), valid in a neighborhood
of (k,, ht), as
1 02 L0  ~a2 + Lox, I) ~-2 ks)(k - ksO)2 + L(x, k)(x- xb)2 Ok2  Ox (4.85)
+ O[(x - x6)2, (x -- x)(k - k)2, (k - k,31.
Therefore, according to equation (4.85), as we approach a branch point x 6 in the
complex x plane, two wave numbers coalesce at a image k, (saddle point) of x6 .
We have assumed that the first derivative of the function H(x) (depth variation) is
non-zero at xb. Therefore, the wave modes interact in pairs. Since, for each branch
point we have as its image a pair of saddle points, we can say that four wave modes
interact as we approach a branch point. Next, we obtain the wavenumber coalescence
pattern. We work on the complex h plane instead of the complex x plane to simplify
our analysis.
To obtain the interaction pattern between wave numbers we use the procedure:
* First, we chose a branch point h6 in the complex h plane.
* Second, we evaluate the wave numbers for h = R h}.
* Third, we consider a contour in the complex h plane that goes from R {h} to
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h6 . The contour can be parameterized as follows:
[0, 2 {h6}] -4 C(h) (complex h plane)
tF-K R{h6 } + it (4.86)
e Fourth, as we go from the real axis of the complex h plane to the chosen branch
point hb, we trace the trajectory of each wavenumber in the complex k plane.
The second item gives the initial condition for the wave numbers. As we ap-
proach the branch point h6, two pairs of wave numbers should coalesce at the
two saddle points, which are images of the branch point h6 .
An illustration of the contours (4.86) in the complex h plane for some branch
points is given in the figure 4-4.
The result of this procedure is the following wavenumber coalescence pattern.
" For the odd branch points: At the (2n - 1)-th branch point, the wavenumber
+ko(-ko) coalesce with the wavenumber +k(-kn), n = 1,2,.... This implies
that at the (2n - 1)-th branch point, the propagating wave mode associated
with the wavenumber +ko(-ko) interact with the evanescent mode associated
with the wavenumber +k(-kn), n = 1, 2,....
" For the even branch points: At the 2n-th branch point, the wavenumber +ko(-ko)
coalesce with the wavenumber -ks(+ks), n = 1, 2,....This implies that at the
2n-th branch point, the propagating wave mode associated with the wavenum-
ber +ko(-ko) interact with the evanescent mode associated with the wavenum-
ber -kn (+k), n = 1, 2....
" At the branch point h = 0, the wave numbers kO coalesce. So, at the images of
this branch point in the complex x plane, the two propagating modes interact,
which implies in wave reflection.
We illustrate the coalescence pattern of the wave numbers. As we travel in the
complex h plane close to the 2m - 1-th or the 2m-th branch point, the wave numbers
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Figure 4-4: Some contour given by equation (4.86) in the complex h plane.
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tkO coalesce with the wave numbers km. Figures 4-5 to 4-10 show the wavenum-
ber coalescence pattern that happens as we approach each of the first six branch
points. In each of these figures, the large left picture illustrates the trajectory of the
coalescing wave numbers 1kO and km plus trajectories of wave numbers k", with
n = 1,... , m - 1. The right top picture shows the trajectory of the wave numbers
tkO, and the bottom right picture show the same for the wave numbers Ikm.
For the branch point at the origin, we perform a different exercise to study the
wavenumber coalescence. We travel around a path in the complex h which encircles
the origin as illustrated in figure 4-11 below. The image in the complex k plane for
the wave numbers 1ko is a half circle (see figure 4-13), which implies that this two
wave numbers coalesce to the infinite (saddle point, image of this branch points, lies
at the infinite of the complex k plane) as we approach the branch points in the x
complex plane solution of h(x) = 0. The other wave numbers perform a full circle as
we encircle the origin of the complex h plane, as illustrated in figure 4-13. So, the
other wave numbers do not coalesce at the branch point h = 0.
4.5.2.2 Wave Modes Boundary and Approximate Forms of the Dispersion
Relation.
The analysis of the dispersion relation (4.68) reveals how the wave modes couple
at the branch points of the dispersion relation, but this analysis does not tell us
anything about the amount of energy exchanged among the coupling wave modes.
To obtain this information we approximate the operator L in equation (4.54) such
that equation (4.54) for the free surface potential is approximated as a locally valid
ordinary differential equation, which describes the wave mode coupling that happens
at the considered branch point. According to the analysis performed in the previous
section, at each branch point we have two pairs of wave modes that couple, and a
second order differential equation seems enough to describe the coupling between two
wave modes.
The first step to obtain the second order differential equation describing the cou-
pling of two wave modes is to realize a suitable way to reduce the operator L in an
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Figure 4-5: Trajectory of the wave numbers that coalesce at the two saddles, image
of the first branch point, as we go along contour (4.86) with hb as the first branch
point (m = 1).
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Figure 4-6: Trajectory of the wave numbers that coalesce at the two saddles, image of
the second branch point, as we go along contour (4.86) with h6 as the second branch
point (m = 1).
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point (m = 2).
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Figure 4-8: Trajectory of the wave numbers that coalesce at the two saddles, image
of the fourth branch point, as we go along contour (4.86) with h6 as the fourth branch
point (m = 2).
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Figure 4-9: Trajectory of the wave numbers that coalesce at the two saddles, image
of the fifth branch point, as we go along contour (4.86) with h6 the fifth branch point
(m = 3).
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Figure 4-11: Contour in the complex h plane used to study the wavenumber coales-
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Figure 4-12: Trajectory of the wave numbers tkO in the complex k as we travel along
the contour in the complex h plane illustrated in figure 4-11.
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Figure 4-13: Trajectory of the wave numbers tk3 in the complex k as we travel along
the contour in the complex h plane illustrated in figure 4-11.
290
operator for a second order differential equation. The idea is to expand the symbol
of the operator Li to second order with respect to the variable p around what we will
define as a wavenumber boundary.
As we mentioned before, if we consider the space coordinate x and the wavenumber
k as complex variables, the dispersion relation (4.68) can be seen as an implicit
mapping between the complex x plane and the complex k plane. For each value
of x we have an enumerable set of wavenumbers k, and we can define the explicit
mappings
x kj
X- -a 2 + Lo (x, k (x)) = 0. (4.87)
We do not have explicit expression for the mappings (4.87), but we can try to
obtain approximate expressions for these mappings which are valid in a neighborhood
of a branch point where two or more of the k coalesce to a saddle point, image of
the considered branch point. For example, we would like to obtain an approximate
explicit expression for the mapping (4.87) for two of the k. We assume that these
two kj coalesce to the saddle point k, as we approach the branch point 3b. We expand
the dispersion relation (4.68) to second order (two coalescing wave numbers) in the
wavenumber around a contour k, in the complex k plane. We do not know k, now,
we only assume that the saddle point k, is one point of the contour k. We obtain
the approximation
2 2 9L )1(92 LO2
-a 2 + LO(X,k) r~- +-a2+Lo(xIkc)+ O(x,k.)(k - kc) + i2O (xkc)(k-kc) 2+O((k-kc)3)
(4.88)
Now we impose that the contour kc satisfies the implicit equation
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0 L0
Ok (x, k(x)) = 0, (4.89)Ok
and to specify which of the implicit solutions of the above equation we are talking
about, we have the condition
kc (x6) = ck. (4.90)
Notice that the pair (b, k,) satisfies equation (4.89). So, once the pair (k, cc) is
specified, the wave mode boundary kc(x) is well defined. Now, the approximation
(4.88) gives the approximate explicit dispersion relation
k = kc(x) + i/Q(x) (4.91)
with
-a 2 + LO(X, kcx)Q(c)1= 2Lo I(x)) (4.92)
2 k2 (X, Ic)
We can obtain a closed form expression for the approximate dispersion relation (4.91)
by constructing the appropriate explicit solution of equation (4.89). According to the
condition (4.90) and the relation (4.72), we realize an explicit expression for the wave
mode boundary
Ic~cc - 1 j-
k h)(x)= 1(4.93)
h(x) O2i _i t
where a-. is the solution of equation (4.73) which gives the saddle point k, and the
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branch point 34. If we substitute the expressions (4.93), (4.78) and (4.71) into equa-
tion (4.87), we obtain the approximate dispersion relation
1/2
1 o- i 2 h(x) -2 1/k = htx 0, Z --2 2(4.94)
4o),-2_ 2
-1 j
as an explicit expression of the x variable.
Since for each branch point we have two saddle points associated with it, we
have two wavenumber boundaries associated with each branch point. Examples of
wavenumber boundaries are given in figures 4-14 to 4-15. In these figures, we also
plot the wave numbers given by the approximate dispersion relation (equation (4.94)
against the actual wave numbers given by the full dispersion relation (4.68). The
agreement between the wave numbers and their approximations given by equation
(4.94) is usually good in a neighborhood of the saddle point where they coalesce.
Each of these figures contains four pictures. The largest one shows the evolution
of wavenumber boundaries, the evolution of the approximate wavenumbers and the
evolution of the actual wavenumbers in the complex k plane as we travel in the
complex h plane from R{hb} to h6 . The small figure at top right is a zoom of the
portion of the large figure close to the saddle points. The right middle figure illustrates
the difference between the actual and the approximate wave numbers as we travel in
the complex h plane towards the branch point h6. The bottom right figure shows
the coalescence of the wave numbers towards saddle points as we approach a branch
point.
The analysis above does not include the branch points in the complex x plane
solutions of the equation h(x) = 0. These branch points are associated to the solution
a = 0 of equation (4.73), which implies that at these branch points kh = 0. The wave
mode boundary in this case is k = 0. To obtain an approximate for of the dispersion
relation, we expand the full dispersion relation, given by equation (4.68), to second
order in kh with respect to kh = 0, which gives
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Figure 4-14: For this figure hb is the first branch point in the complex h plane.
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Figure 4-20 illustrates the performance of the approximate dispersion relation
(4.95) with respect to the full dispersion relation (4.68) as we encircle the branch
point h = 0. The path in the complex h plane is illustrated by figure 4-11.
4.5.3 Approximate Equations for the Free Surface Potential.
The analysis of the dispersion relation reveals which wave modes couple at the branch
points of the dispersion relation, but it does not tell how the amplitude of the wave
modes change. In this section we approximate the symbol L in a neighborhood of
a branch point. Since we have coalescence of two wave numbers at a saddle point,
image of the considered branch point, we approximate the symbol of the operator
L as a symbol of a second order differential equation. The resulting approximate
form of the governing equation (4.54) for the free-surface potential describes the wave
mode coupling in a neighborhood of the considered branch point. The approach to
approximate the operator L for branch points where a propagating wave mode couple
with an evanescent wave mode differs from the approach used for the branch points
where two propagating wave modes couple. We start with the approach for the branch
points where a propagating and an evanescent wave mode couple. We expand the
symbol of the operator L1 to second order in the p variable with respect to the wave
mode boundary, defined by the equation (4.93). We only need the symbol LO(x, p).
1The approximate form of the operator L(x, -i#A, #) in a neighborhood of (X 6 , k,) is
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Figure 4-20: For this figure hb = 0. The term positive (negative) branch is related to
the positive (negative) sign in the explicit form of the approximate dispersion relation,
given by equation (4.95).
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7/
/
7
--- 7
---- 7
7
1
-2 d 1 \/ d \2L(x, -i/3 ,3) Lo(x, c(x) + ( 2 L O(x,P)| ) (- -i - k(x)I
dx 2 pC/ dx/
2 2 d2d2
Lo(x, k(x) + 2(Op2 Lo( xp)-2dx 2 +i20kc(x)dx
+ /dkc(x) (k(x))2
dx
(4.96)
Now the equation (4.54) for the free surface potential O(x) assumes the form
22 '4 2
-a + LO(x, kc(x)) + -2 (9 2 Lo(x, p) lp --#2 + i23k,(x)
+i/-kc(x) + (k(x)) (x) 0.
(4.97)
Next, we consider the branch points cc that are solutions of the equation h(x) = 0.
1
We need only the principal part of the symbol of the operator L(S, -ir 3, 3), which is
the symbol LO(x, p). In an neighborhood of a branch point cc we expand the symbol
Lo(x,p) to first order in h(x) with respect to h(x) = 0. So, the approximate form of
2 1
the operator L(x, -ioi, ) is
1
L 2 d d (x)d\(.8L(X, I#dx 7)--1dx hx)dx ),(.8
and the approximate form for the governing equation (4.54) for the free surface po-
tential /(x) is
{a2 - 4 2 d (h(x)+ (X) = 0, (4.99)
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which is very similar to the shallow water equation for the free surface displacement
(see chapter 4 of [44]).
4.5.3.1 Liouville-Green functions for the Approximate Equations for the
Free Surface Potential.
In this section we obtain the Liouville-Green functions (WKB solution) for the ap-
proximate equations (4.97) and (4.99) for the free surface potential. We have two
reasons to do so. First, we want to show that the approximate form of the trans-
port equations (4.62), valid in a neighborhood of a branch point, coincide with the
transport equations derived from the equations (4.97) and (4.99). This will be im-
portant when we match the far field solution (4.55) written in terms of the inner
field variables (approximation valid in a neighborhood of a turning point) with the
asymptotic expansion of the solutions of the approximate equations (4.97) and (4.99),
to obtain the wave mode conversion coefficients due to the wave mode coupling at
the considered turning point. Second, we use the comparison equation technique to
obtain a uniformly valid asymptotic solution of the approximate equations (4.97) and
(4.99), and we will need to write these asymptotic solutions in terms of the Liouville-
Green functions of the approximate equations (4.97) and (4.99) to be able to do the
matching with the far field asymptotic solution.
We start with the approximate equation (4.97). We proceed as follows:
* Assume a solution for the free surface potential b(x) in the form:
O(x) = exp( S(x))zb(x), (4.100)
where
i-(x) = zbo(x) {1 + Z(i3)nhi n(x)}. (4.101)
n=1
" Approximate form of the wavenumbers DS.
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DS = kc(x)i ivQ(x),
where Q(x) was defined by the equation (4.92).
* The first order transport equation gives
(x) = exp(-Fi )Q(x)1/4. (4.103)
* Transport equation of order 0(2) is
d (I2 (x d 2 v(c)- (4.104)
* Transport equation of order Q(1 (n+1)) is
+(V)=(t)d2(t) 4 (t) + 2zfb(t)i (t)h (t)
22 +0( 4 .1 0 5 )
+((t)) 2 d 2I(t) dt for n > 1
where r is a reference point.
* Solutions of the transport equations (4.104) and (4.105). We first define
(x) = j /Q(t)dt, (4.106)
and now we write the expression for the amplitudes z64 (x) in terms of ((x) up
to n = 4, as follows:
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(4.102)
W+ x(3(d$-3 (d(t(x) = +zt i-II
J= (x8) dt) &dt2,
v(x ) 1 x k02 1 2 xdx}
1 6 ItS
-v ()1(9~l(x)) 3  -i-d6 ii3 \x) 6 2 dx)
1 ' 
2 -1
8 (dx ) dx 2 44x)24(x) (d((
2
)i-l
dx
1 
- (-2 dt4i KIthJ dt3 Jd
dx
1
dx)
< ( 1 d t,
dt \ dt ) dt,
(X)) 2 1
dx
(4.107)
(4.108)
dx2 dx
(4.109)
-d  2 d
u dx
dx)
d3t dit 3<
dx3 dx 8\dx)
(di 2dt.1 dt .
-2 d2
dx 2
d2g d2i7
dx 2 dx 2 8i
.3 (d -5(d
8 \dx) (d
( 3 d9
(dx) dx3
(4.110)
Next, we consider the approximate equation (4.99). We proceed as follows:
* Assume a solution for the free surface potential #(x) in the form given by equa-
tion (4.100) where the amplitude #(x) has a series expansion in the parameter
# given by equation (4.101).
* Approximate form of the wavenumbers DS is
DS = t (4.111)
where h(x) is the function defining the water depth with respect to the average
free surface located at y = 0.
* The first order transport equation gives
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2 2 dilit
I2) dx
8 (dx)
()= (4./112)14.
* Transport equation of order 0(2) is
d = 1 dh dtMfv() -io Qx)-
dx 2 dx (X) dx .
* Transport equation of order 0(3(n+1)) is
dz4 di= - I: 4 ddf$)
n+1* W =2(t) h (t )
d /dw \
+ (,t (t) )2- h (t ) dn dt for n ;> I.dtforn>1
(4.114)
* Solutions of the transport equations (4.113) and (4.114). We first define
(4.115)() = fX 1 dt,
Jr h1t
and now we write the expression for the amplitudes zbt(x) in terms of 4(x) up
to n = 4, as follows:
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(4.113)
(4.112)
w0 (x (4 dxi
S (x)
62 (x)
3 (x)
(4.116)
= (d\ --d dt,
= -(9 (x))2  y- (a)l2 2 kdx/ dx'
= (6 (x)) 3  -( a)-i1 (x) -- ( a)6 2 dxl)-dx(4\)dx]
- ( a)2 - 2 t1 - -(+aS' ( -1(di )dt
(4.117)
(4.118)
-3 d 2  divj
dx 2 dx
(4.119)
((x) = -(9(x)  !( a)-1 ( ( (X))2 ()-2 ( ay32d (x)dx
3di 1 dz x dxwix)1< 2 d 2,* jd(Ce < 2 ( - V+1- (a)(2 J'0(X) _
+P8 c 2dx) dx ) 4 dx)wdx 2
3 _ 3 d +-( d2  i d It 1 /(dQ-dk3 dt
8 dx))dx 2 / dx 8k -- dx3 dx
3-_4 * 2 2?D 1 .3 -
+ 3-(ta)-3 < d d1_ _ ,-3 d dw8 (dx) dX2 dx 2 8 (dx) dx3
1 _/ d\ 2 d 2
+ t ) KU 2- <dx ) (4.120)
4.5.3.2 Uniformly Valid Asymptotic Solution of the Approximate Equa-
tions.
In the previous section we obtained the Liouville-Green functions up to fourth order
for the approximate equations (4.97) and (4.99). We assumed an asymptotic solution
for the free surface potential 4(x) given by equations (4.100) and (4.101). We obtained
the Eikonal equation for the phase S(x) and the transport equation for the amplitude
corrections P4(x). These quantities will be important in the matching of the far
field asymptotic solution (4.55) with the uniformly valid asymptotic solution of the
approximate form of equation (4.54), valid in a neighborhood of a turning point.
Here we derived a uniformly valid asymptotic solution for the approximate equations
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(4.97) and (4.99). We are going to use the comparison equation technique. Through
a change of variables
(O ) = (W(A(x)),(4.121)
we reduce equations (4.97) and (4.99) to second order differential equations with
known solution. These equations are the comparison equations. For equation (4.97),
if we assume that the function Q(x) is linear in a neighborhood of a turning point,
the comparison equation is the Airy's equation. If Q(x) is quadratic, we have Weber's
equation as a comparison equation. We assume that Q(x) is linear in a neighborhood
of the turning point, so 4{p) is a linear combination of the solutions of the Airy's
equation. For equation (4.99), we can use one of the forms of the Bessel equation
as comparison equation, since we assume that h(x) is a linear function of x. In this
case 4<p) can be written in terms of Hankel's functions. If we substitute the change
of variables (4.121) in equations (4.97) and (4.99), we obtain that () is a solution
of a second order differential equation, as expected. We have some liberty to chose
the functional form of ((x). We chose ((x) given in terms of 'p(x) according to the
equations
i \-1/2((x) =32 exp( zkc(x)) f) 2for the equation (4.97), (4.122)(yvM) 1/2
(x) h ) for the equation (4.99). (4.123)
dx )
For the approximate equation (4.97) the differential equation for (p) is
d2  3 dp-< ( d2p\ 2 1dp 3 d 3y 1 (dy\l2
dp2 + 4 dx dX 2 d (yv) =0./ 2kdx} dx3( 2 4 dx
(4.124)
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Since we assumed that Q(x) is a linear function of x close to the turning point, the
comparison equation is Airy's equation. We impose that 4 (yv) should satisfy the
differential equation
d24 2
dso2 +32 -=0. (4.125)
If Q(x) were a quadratic function of x in a neighborhood of the turning point, we
would have 2 instead of p in the equation (4.125). If we compare equations (4.124)
and (4.125) we obtain for p(x) the differential equation
ds 4  d2Q(x) kd)
dx dx) { 3 d2 )2 d& } 03 .4( dx2 + 2 dx dx3 = .
For the approximate equation (4.99), the differential equation for (4) is
2d s+2 2dC
d~o2 dx2E 21  2C
dX
dW)
dx)
dW}dx )
-1
-2
d&'1 2 d2p+ 1 dh
dx) dx 2 +h(x)dx
#2 dhIdC( d2 )-2
h(x) dx ( dx(dx +
(dy<1 d'
Kdx) d
a2  d <-2
h(x) k dx 4KM =0,
(4.127)
and since we assumed h(x) a linear function in x in a neighborhood of the turning
point, the comparison equation which (<p) should satisfy is
2d2 F 2d'# d2 D +Q 2  + a2( =d p2 d W (4.128)
If we compare equation (4.127) with equation (4.128), we realized that 2(x) should
satisfy the differential equation
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(4.126)
/2 dp) 4 32 (d2p)2 22dd 2do 2[d(ldh)i d2h'
dx + d X 2 dx dX3~ dx dx h(x) dx h(x) dx2
4a 2d =4j2  /( d) 4
+4h(x) dx =4dpx
(4.129)
To find p(x) for the approximate equation (4.97) we have to solve the equation
(4.126), and for the approximate equation (4.99) we need to solve the equation (4.129).
Both equations (4.126) and (4.129) have the small parameter 0, so we can obtain an
asymptotic solution for p(x). We assume a series expansion for V(x) in terms of the
parameter 3 in the form
00
(x) = y'o(x) + ZE32,n(x)) . (4.130)
n=1
Next, we obtain the terms in the expansion for p(x) above for the approximate
equation (4.97). We substitute the expansion for p(x), given by equation (4.130)
into the differential equation (4.127). If we collect terms of the same order in the
parameter /, we obtain a sequence of first order equations, which gives recurrence
relations for the terms yn(x) in the expansion (4.130). The equation for p,(x) is a
function of Vyj(x),0 ; j < n. We solve these equations up to fourth order in the
parameter /.
* Solution of the equation of order Q(/3) is
2 (3 ) 2 /3 e~ix23 411
= e(i4(x) or y'(x) = - e )(4.131)32
where 4(x) is defined in terms of the function Q(x) according to equation (4.106).
* Solution of the equation of order Q(#2) is
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I ( 5 1 F3(d$( dkV1-3 2 (dd,2-2 d3 1(P)W =_e -2+1 -I Il - ' dt>
2 36 t(x) 4 dtl dt2  2 kdt dt3 j
5 1
36(- (x),
(4.132)
where zbt(x) is defined by equation (4.107).
* Solution of the equation of order 0(4) is
i ((X i(X))2 +F5 1oi(x) 1 (d( 2 -dp 1  fxr 5 1 dT
6 72 g(x)2  4 \dx/ dx2 +J 24 (x)2 dt
5 -1 2 1(d(-3' 3 dpi I1((-3 3 dkd 1]d2
2 x dt) 4 dx) dt dtt 4 dx) dt2 dt2 j
z i(ih (x)) 2  5 'ij(x) 10 i 1 (d -2 d2zt
6 ( 24 j(x)2  243 j(x)3  4 kdx] dx 2
)!( I (dk 1 d +t x (di>)-1 ( d, t\2]+ <d 
d 
it.dg d
4Kdx} Kdx2} dx 2 J, dt K dt ) dt.
(4.133)
Next, we do the same for the approximate equation (4.99). We substitute the expan-
sion for p(x), given by equation (4.130), into the equation (4.129). As in the previous
case, if we collect terms of the same order in the parameter 3, we obtain a sequence
of first order equations for the terms p(x) in the equation (4.130). These set of
equations are also recurrence relations, in the same way we had in the previous case.
We again solve the equations up to 0(#4).
* Solution of the equation of order Q(#0) is
_ 1 1 2(yO(x)) 1 /2 = +-(x) or p (x) = -((x)2, (4.134)2 4
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where (x) is defined in terms of the function h(x) according to equation (4.115).
* Solution of the equation of order Q(02) is
1 1 1 5 (cd (cI i2<1 dk d
8 a2 (X)'a2 J L 8 idt) dt2  + 4kdIt ) dt3
1(1
(4.135)
where w-it(x) is defined by equation (4.117).
* Solution of the equation of order Q(#4) is
7 1 1 ( t(x)) 2  1
96a 4 {{x)3 2a2 (x) +a3
I x <d d v 2
2 dtt \ i ( t
-Ir [Kct) Kct Jit
{ ( 2 d24 ! (d). 3 d2 dzgt4 kdx) dx2 4 2(cx} dx2 d
(4.136)
Next, we discuss the solution of the comparison equation for each of the approxi-
mate equations (4.97) and (4.99). We first consider the comparison equation for the
approximate (4.97). This comparison equation is given by equation (4.125). It can
be solved in terms of contour integrals of the form
DQp) = Icexp32t3 +pt)dtj = 1,2,3, (4.137)
and the integration contours Cj in the complex t plane are illustrated in the figure
4-21 below.
Once the integration contours C are well defined, the functions Dj (p) are well
defined, and the solution of the approximate equation (4.97) can be written in terms
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complex t plane
imaginary1
C 2
C3
xis
'Cl
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axis
Figure 4-21: Contours C3 in the complex t plane used to define the contour integrals
given by equation (4.137). The sets indicate the sense we travel along the contours
as the integration is performed.
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functions 4j (p) as linear combination of two of the functions
4' (x) = 2exp(zkc(x)) (7)-1/2(Po(x)), 1,2,3, (4.138)
where #(x) is given as the series expansion (4.130) in terms of the parameter /. We
evaluated this series until terms of order Q(#4). We are actually interested in the
asymptotic expansion of the solutions given by equation (4.138) as /3 - 0. These
asymptotic expansions are going to be matched with the far field asymptotic solu-
tion to continue them through the turning points. Before we obtain the asymptotic
expansion for the solutions Qpj(x), we need to obtain the asymptotic expansion of the
functions 4(r) as # -+ 0. To do so, we use the method of the steepest descent, as
discussed in the appendix I. Details are omitted. Here we give the uniformly valid
asymptotic expansion of the functions QO (x) in terms of the asymptotic expansion of
the functions % (p). We defined the sectors S,, in the complex x plane according to
the equation
w 2n 7 2nm
Sn : -- + -3<arg{(x)}< -+3 , withn=0,...,5.3 3 3 3 (4.139)
The asymptotic expansion of the functions ?$u (x) change as we change sectors, and
they can be written as a linear combination of the functions
exp(L 1/)32 7+X411Hi(x, /) =-/32 3/42 + Z + kC(x)) > (x)1/4
5-!)P(3n + 1/2) rn px)-3n/21
1+ 54)n!F(n + 1/2)(2
H2 (X, /) = 2  -exp( (X)3/2 _ - + kc(x)) &x)-i/4(dx () 3 ) /24
il 2)n~F(3nm 1/2) (3 nn 
-3/{1+ n~7 54nm!]F(m + 1/2) K2
4.140)
4.41
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The asymptotic expansion of the functions Oj(x) in terms of the functions H 1 (x,3)
and H2 (x, /) in the sectors S,, follows:
* In the sector So we have:
01 (x) ~--H1 (x, ) - H2(,), (4.142)
2 (X)~-HI1(X, 0),(4.143)
3(X) ~ H2 (x, 0). (4.144)
* In the sector S, we have:
1(x) ~--H2 (X,/#), (4.145)
02(X)~-H (X, 0), (4.146)
3(X) -H1(x,/3) +FH2 (x,/3). (4.147)
* In the sector S2 we have:
1 (x) ~ -H2 (X, ),(4.148)
2(X) ~ H1 (X,/3) - H2 (X,/#), (4.149)
V)3(x) ~-H1 (x,). (4.150)
* In the sector S3 we have:
1(x) ~-H(x,/3) - H2 (X,/3), (4.151)
02(X) - H2 (x,/3), (4.152)
0 3 (x) -HI1(x,/P). (4.153)
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* In the sector S4 we have:
1(x)~ H1(x, ), (4.154)
02 (X) ~ H2 (X, ),(4.155)
43(x) - -H,(x,/3) - H2(x,/3). (4.156)
e In the sector S5 we have:
01i(x) ~ H,(x,/3), (4.157)
b2(X) ~ -Hi(x,3)+H2(x,3), (4.158)
03 (X) ~- -H2 (X,),(4.159)
where the function p(x) is given by the series expansion in / given by the equation
(4.130). If we substitute this expansion for p(x) with po(x), p1(x) and s02(x) given,
respectively, by the equations (4.131), (4.132) and (4.133) into the equations (4.140)
and (4.141), and reexpand the resulting expressions with respect to /, we obtain for
the functions Hj (x, #) the equations
H1(, )|i~x =- GT()ep-F(z k(X))#3/27rl/2 I _VF()_ 2iV-FX
+1-F 4- _F 2
Hi(x, 3 | (p) = (zx) exp( j(x) + Z- + -kc(x))3r+/2 {1 - i 1 2(x) - 3 -- )4 /
+i/3zi9(x) + 1347T(x) (3),(4.160)
fl2 (x ,P) i@() =w0 '(x) ex(>x i- + - k,(x))13 3/%r1/2 {-iz14.D(x) - / 2C4(x)0 (X) + 4 312
+i/3Uit (X) + 1 4 zt(X) + O(15)}. (4.161)
In the solution for po(x), we obtained two branches (see equation (4.131). So, we
actually obtained two expansion for p (x), and by fixing which branch of Po we are
using, we specify which of the two expansions for y(x) we are using. This reflects
in the expansions for the functions H3 (X, /) above. We apended +iC(x) to these
functions to specify which branch of po(x) we are using.
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The expressions above for the functions Hj (X,#0) provide asymptotic expansions
for the solutions Oj (x), j = 1, 2, 3 of the approximate equation (4.97) in terms of the
amplitude corrections f',4(x), which will appear in the form of the far field expansion
valid close to a turning point. This will result in a nice matching between the asymp-
totic expansion of the solution of the approximate equation and the form of the far
field expansion valid in a neighborhood of a turning point up to fourth order in 3, and
will allow us to obtain the desired connection formulas for the far field asymptotic
solution.
Next, we do the same for the approximate equation (4.99). Its comparison equa-
tion (4.128) has solutions in terms of contour integrals
p) =] -exp(-- + t)dt, (4.162)
where the integration contour C can be one of the contours C1, C2 and C3j with
j = 1, 2, 3. These contours are illustrated, respectively, in the figures 4-22, 4-23 and
4-24.
We define the function D1(p) in terms of the contour C illustrated in figure 4-
22. We define also two other solutions. We define % (p) in terms of the contours
C1, j = 2, 3 and 1 = 1, 2, 3. The contours C, do not define a contour integral for
all values of the argument of p, but they can be used to define contour integrals
for specific ranges of the argument of p. Once we define a contour integral solution
using one of these contours (for example,use C21 in figure 4-23), we can continue this
contour integral solution for other ranges of the argument of p by using the other two
contour (for example, contours C22 and C23 in figure 4-23). The regions where these
contours can be used overlap, so in the overlapping sectors we use Cauchy's contour
integral theorem to deform one contour in terms of the other (for example, deform
contour C21 in terms of contour C22 or C23). At the end, we obtain to functions 4 (p)
defined for the necessary range of the argument of p. This way of defining the contour
integral solutions was used in the second part of chapter 3.
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complex t plane
imaginary axis
Cl
real
axis
Figure 4-22: Contour C, in the complex t plane used to define one of the contour
integrals given by equation (4.162). The sets indicate the sense we travel along the
contours as the integration is performed.
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complex t
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C 22
real
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C32
R3
Figure 4-23: Contours C2j, J = 1, 2, 3 in the complex t plane used to define one of
the contour integrals given by equation (4.162). The sets indicate the sense we travel
along the contours as the integration is performed.
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complex t
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C 32
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3
Figure 4-24: Contours C3j,j = 1, 2, 3 in the complex t plane used to define one of
the contour integrals given by equation (4.162). The sets indicate the sense we travel
along the contours as the integration is performed.
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C 31
In figures 4-23 and 4-24 we define the rays R, j = 1, 2, 3 in the complex t plane.
The ray R 1 coincides with the negative real axis, the ray R2 makes an angle of E with
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respect to the positive real axis and the ray R3 makes an angle of - with respect to
the positive real axis. We use these rays to define contour integrals. The argument of
the exponential in the contour integral given by equation (4.162) goes to -oo along
these rays for the sectors
SR1 : + 2r+ 2 2nr with n as an integer number, (4.163)2 2
wF77r
SR2 :- + 2nir < arg{p} < - + 2n-r with n as an integer number, (4.164)6 6
SR3: + 2nw < arg{4} < + 2nr with n as an integer number. (4.165)6 6
So, in the region SRj we use the ray R to define a contour that is used to continue
or define functions (). We define functions y(v), J = 2, 3 in the range -7r/2 <
arg{p} <7r/2 as the contour integrals
42= 1 exp(-Ea + 2t)dt, (4.166)
fcu t t 02
3 1 -}exP(-E? + 27Pt)dt. (4.167)
fC3 t p t 02
Now the functions D, (y), j = 2, 3 are well defined in the sector -7r/2 < arg{y} < wr/2.
To continue them to the sector < arg{yv} < l' (Region SR2 ), we deform the
contours Cj1 in terms of the contour C12 . For arg{} in the overlapping sector <6
arg{y} <w7r/2, we obtain in the complex t plane a closed contour using the contours
C1, C2 (j = 2, 3) and a contour at the infinite connecting these two contours. We
then we apply Cauchy's integral theorem to the contour integral. For the case j = 3,
the resulting closed contour contains the origin of the t complex plane. The integrand
of the contour integral has an essential singularity at the origin of the complex t plane.
To avoid dealing with it, we add to the closed contour the contour C illustrated in
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figure 4-22. The resulting contour is closed, but do not encircle the origin of the
complex it plane. For this range of arg{p} we have
'2) = exp(- a-+ -t)dt, (4.168)
'31P) aexp(-- +2 t)dt. (4.169)
C 3 2 e-C 1p 
2 t
The contour used for P3 (p) in the range 1 < arg{p} < lis composed of the contour
C31 and the contour C1, but traveled in the direction opposite to the one used in
its definition in figure 4-22 as the integration is performed. Next, we continue the
contour integrals defining the functions t(p) to the sector - < arg{p} < 1. We
deform the contours Cj2 in the contours Cj3 in the same way we did before. We then
obtain
= exp(-t)dt, (4.170)(D 2 Ma= C-3 tQtdt
=13 1 a 2  p
( = - exp(--- + t)dt. (4.171)
C33 u-C1 t2
Next, we continue the contour integrals defining the functions 4Pj(y) to the sector
S< arg{p} < g. We deform the contours C3 in the contours C1 as we did before.
Now, notice that when we define a closed contour using contour C23 and C21 we end
up encircling the origin of the complex it plane. To avoid that we use the contour C
defined in figure 4-22. The resulting contour is closed and has no singularities of the
integrand inside it, so we obtain
D2() = exp(- -+1t)dt, (4.172)
C21u-Ct 2
()= I-3 0,=Iexp(--- + 2Pt)dt. (4.173)
fCaiu-Ci t t2
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If we keep continuing the contour integrals in the anti-clockwise sense in the complex
p plane, we end up encircling the origin of the complex t plane and adding one more
time the contour -C, to the integration contour. If we continue the contour integrals
defining the functions 4 j (p) in the clockwise sense in the complex p plane, every time
we encircle the origin of the complex I plane, we add the contour C, to the integration
contour of the contour integrals. So, we can generalize the previous results as follows:
* The functions '(W p), j = 2, 3 in the sectors SR 1 (-E+2nr < arg{p} < E+2n7r)
are given by the contour integrals
42( =-exp (- a+ (t)dt, (4.174)
f21U-n(Cl) t 2
3(M)= (iexp(_5- + 2t)dt, (4.175)
fCKu-n(ci) t t #
where n assume integer values. The n in front of C, means how many time
we encircle the origin as we continue the contour integrals defined by equations
(4.166) and (4.167).
* The functions %j (p), j = 2, 3 in the sectors SR 2 ( + 2nr < arg{p} < j1+2nr)
are given by the contour integrals
2(P) = exp(-- + t)dt, (4.176)
fC22U-(n+1)(C1) t 2
D3(P)I =exp(- a + 2t)dt. (4.177)
fC32U-n(C1) t t 02
* The functions 'g (y), j = 2, 3 in the sectors SR3 (--' + 2nr > arg{p}> 7 +
2nr) are given by the contour integrals
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2 () = -exp(- a+ $t)dt, (4.178)
fC22U-(-+1)(01) t t 0
1D3(n)0= }Iexp(- $- + $ t) dt. (4.179)
fc32U-n( CI) t
Now that the functions DG (p), j = 1, 2, 3 are well defined for any range of the
arg{o}, we can write solutions for the approximate equation (4.99) in terms of these
functions, according to the equation
( h(x) dp\ N 1/
W=Kx) dx) 2g(p(x)) for j= 1, 2, 3, (4.180)
where y(x) is given by the series expansion (4.130) in terms of the parameter / and
evaluated until terms of order 0(0'). We are actually interested in the asymptotic
expansion of the functions 4' (x), given by equation (4.180), as #3 -+0. Before we
obtain the asymptotic expansion of these functions, we need to obtain the asymptotic
expansion of functions %j (o) as > 1. To do so, we use the method of the steepest
descent, as given in the appendix I. Details are omitted. Here we give the asymptotic
expansion of the functions Oj (x) in terms of the asymptotic expansion of the functions
S(y), j =1, 2, 3. We defined the regions S in terms of the complex x variable
according to the equation
Sn : -7r + 2nwr <arg{p(x)} <w7r + 2nar, with n integer. (4.181)
For example, the range of x in So is given by -7r < arg{p(x)} < r. We need the
asymptotic expansion for the functions Oj (x) only in the regions S-2, S-1, So, S and
S2 . We give the desired asymptotic expansion as a linear combination of the functions
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(h(x) dyp -1/2 .2a 1/ i.r r /3 )-1H1(x,/3) =-exp( (W) 2 +i-
so(x) dx,,'/34 a
1+ 22nk + 1/2) n -n/2 (4.182)
H2(h(x) cp=-1/2 (.2a(X)7/ + i ) <p(X)-1/4K2(Xp (x) iii) exp -z 0 p +x1 4 a
1 + 022 PIn +1/2)an"(X)-n/2.(4.183)
The asymptotic expansion of the functions oj(x) in the sectors S in terms of the
functions H(x, /) and H2 (x, 0) given above follows:
* In the sector S-2 we have
41 (X) ~-H(x,) -H 2(x,/3), (4.184)
Q2 (x) ~3H1(x,/3) - 2H2 (x,/3), (4.185)
0 3 (X) -2H 1(x,/3) - H2 (x,/3). (4.186)
* In the sector S-1 we have
,1(x) ~-H2(x,/3) - H1 (x,/3), (4.187)
0 2(X) -2H 2(x,/3) -H 1 (x,3), (4.188)
0 3 (x) ~ -H2(x,/3). (4.189)
* In the sector So we have
ft(x) ~H1 (x, /) - H2 (x, /), (4.190)
0 2 (X) -H1 (X,/3), (4.191)
V)3(x) ~-H2(X,/3). (4.192)
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. In the sector S1 we have
V'i(x) ~-H2 (x,/3) - H1(x,3), (4.193)
V)2(X) -~H1 (X, ),(4.194)
43(x) ~2H,(x,f3) - H2(x,/3). (4.195)
* In the sector S2 we have
i(x) -H1(x,/3) - H2 (x, ), (4.196)
b2 (x) ~2H2 (x,,3) - H1(x,/#), (4.197)
'3(x) ~ - 2H1(x, /) + 3H2(x, /). (4.198)
The function y(x) in equations (4.182) and (4.183) is given by a the series expansion
(4.130) with respect to the parameter 3. If we substitute the series expansion for
9p(x) with po(x), p 1(x) and p2 (x) given, respectively, by equations (4.134), (4.135)
and (4.136) into the equations (4.182) and (4.183), and if we expand the resulting
equations with respect to /, we realize that the functions H3 (x,/) are given by the
equations
Hi(x, #)|i(x) = - V7r/exp( -&x) i%)9t(x) {1 - ig3&i(x) - Z'2i04(x)
+i/3f3zt(x) + / 4t(x) + Q(/35)}, (4.199)
H , (= rexp(-(x) + i j+4(x) {1 -- i3f t(x) - /32z14(x)
+i3VJ(x) /34 TZ(x) + (/35)}. (4.200)
As in the previous case, in the solution for yo(x) (given by equation (4.134)), we
obtained two branches for 99o(x). So, we actually obtained two expansions for y(x).
Once we chose the branch of 99o(x), the expansion for y(x) being used is specified.
This reflects in the form of the expansions for the functions H(x, /) above. We
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append (x) to specify which branch of so(x) we are using.
As in the previous case, the expressions (4.199) and (4.200) provide asymptotic
expansions for the solutions 4j(x) of the approximate equation (4.99) in terms of
the amplitude corrections Cdv,,(x), which will appear in the form of the asymptotic
far field solution, valid close to a turning point. As a result, we will obtain a nice
matching between the appropriate form of the far field asymptotic solution, valid in
a neighborhood of a turning point, and the asymptotic expansion of the approximate
equation (4.99) up to fourth order in the parameter /.
Next, we discuss how to obtain the scattering coefficients due to the presence
of turning points. These quantities are obtained through the matching between the
asymptotic solutions of the approximate equations (4.97) and (4.99) and the appro-
priate form of the far field asymptotic solution, valid in a neighborhood of a turning
point.
4.5.4 Matching Process at a Turning Point.
Here we discuss the matching between the Liouville-Green functions (far field asymp-
totic solutions) representing the wave modes that couple at a particular branch point
with the asymptotic expansion of the solutions of the approximate equations (4.97)
and (4.99). If at the considered turning point we have the coupling between two
propagating wave modes, we use the asymptotic expansion of the solutions of the
approximate equation (4.99). If at the considered branch points the coupling is be-
tween a propagating wave mode and an evanescent wave mode, we use the asymptotic
expansions of the solutions of the approximate equation (4.97). We present here the
general results.
We consider the Liouville-Green functions written in the form given by equation
(4.66) instead of the form given by equation (4.55) with w(x) represented by the
equation (4.60). The approximate form of the Liouville-Green functions given by
equation (4.55), valid in a neighborhood of a turning point, is going to be used
when we perform the matching with the asymptotic expansion of the solution of the
approximate equations (4.97) and (4.99). The form given by equation (4.66) is going
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to be used to write the boundary conditions for the turning points and to write the
asymptotic solution of equation (4.54) far from the turning points.
In the complex h plane, the branch points of the dispersion relation for uniform
depth, assumed locally valid, appear as complex conjugate numbers (see figures 4-2).
The depth function h(x) gives real positive values for all real values of the variable
x. We assume that it is almost every where analytic, except for countable number
of singularities in the complex x plane (no singularities in the real axis). These
restrictions implies that the function h(x) is symmetric with respect to the real axis
of the complex x plane. So, the image of the complex conjugate branch points in
the complex h plane through the depth function are complex conjugate numbers in
the complex x plane. The branch point located at h = 0 has also complex conjugate
numbers as images in the complex x plane. So, the turning points appear in pairs,
and are complex numbers. We define each pair of complex conjugate turning points
as a turning point problem. For each turning point problem we have to solve a
connection problem associated with it. The solution of the connection problem gives
local wave reflection and wave mode conversion coefficients. These are used to built a
local transfer matrix, which connects the wave mode amplitudes before and after the
considered turning point problem, and the local transfer matrices are used to built a
global transfer matrix which relates the wave mode amplitudes at the beginning with
the amplitude of the wave modes at the end of the non-uniform part of the bottom.
To illustrate the turning point problems, we consider the depth function
h(x) = - - H(x) with H(x) = tanh(x). (4.201)
The branch points of the uniform system dispersion (assumed locally valid) in the
complex x plane for the depth function given by equation (4.201) is illustrated in
figure 4-25 below
According to the figure 4-25, we have an enumerable set of branch points. The
poles located at x = ti are the two acumulation points of the set of branch points.
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Figure 4-25: Image of the branch points in the complex h plane given in figure 4-2
through the depth function given by equation (4.201) in the complex x plane. The
numbering for the branch points above corresponds to the numbering in figure 4-2.
The branch points image of the branch point h = 0 is labeled h-1 (0). Parameters are
# = 0.1, y = 1.0 and E = 0.05.
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In our asymptotic analysis we consider only the branch points closer to the real axis
in the complex x plane and which are not too close one to the other. We consider
too close branch points these which are at a distance of less than one wave length of
the incident wave from the neighborring branch points. In the figure above, the wave
length of the incident wave corresponds in the complex x plane to a distance equal
to the value of the parameter 3. So the branch points we are going to consider in our
analysis are the branch points labeled 1, 2, 3, 4, 5, 6, 7 and 8, which are closer to the
real axis of the complex x plane, and the two branch points labeled h- 1 (0). Their
distance from the neighborring branch points is of the order of the the wave length of
the incident wave or more. To take into account the branch points close to the poles
+z fwe have to deal with a cluster of an enumerable set of branch points, which is
a very challenging problem, and we are going to avoid it. The finite set of branch
points mentioned above form pairs of complex conjugate numbers. These pairs are
the turning point problems we are going to deal with in our asymptotic analysis.
We define branch cuts in the complex x plane. For each pair of branch points
being considered in our analysis, we define the branch cut as the part of the Stokes
lines emanating from each branch point and reaching the real axis of the complex x
plane. Due to the symmetry of the topology of the branch points with respect to the
real axis, these two Stokes lines cross the real axis at the same point. So, this two
pieces of Stokes lines perform a contour connecting both branch points. For a branch
point, the Stokes-lines are defined as
!{ASk1} = 0, (4.202)
where
rxr d Sk d S
ASkI(X) L-b{d k-dl5 dt. (4.203)
The lower limit (Xb) in the integral above is the considered branch point. The
330
wavenumbers '- and 4 are given by the uniform depth dispersion relation given by
equation (4.57), and they are one of the two pairs of wavenumbers which coalesce at
the considered branch point. For example, for the even branch points, we have that
ito f dS+ idt, (4.204)
since the wavenumber LQ(-- ) coalesce with the wavenumber -( ). For the
odd branch points we have that
rX( d50 diS,
ASOi(xc) = I b ct- dSIJdt, (4.205)
since the wavenumber 4fS-0(- '-f) coalesce with the wavenumber dS,(-d-i). For thedx dxdx dx
pairs of branch points labeled h-1 (0) the Stokes lines are given by
{AS} = {2 I ctdt = 0. (4.206)
From branch points where we have coalescence of pairs of branch points, we have three
Stokes lines emanating from it. At this type of branch point, the dispersion relation
has a square root branch point. For the branch points h- 1 (x) we have only one
Stokes line emanating from it. At this type of branch point, the dispersion relation
coefficients have a simple pole.
For the branch points not considered in the asymptotic analysis, we consider
branch cuts joining these points to the infinite in the complex x plane without cross-
ing the real axis. Example of the branch cuts mentioned above are given in figure
4-26. We approximate the branch-cuts based on Stokes lines by straight lines con-
necting a considered branch point and its complex conjugate. This is usually a good
approximation. The exception are the branch points h-1(0). For the example con-
sidered, the branch cut associated with these branch points cannot be approximated
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by a straight line and it is illustrated in figure 4-26. We split the real axis in intervals
(An, An+1), as illustrated in figure 4-26. Each of these intervals contains the real part
of a pair of complex conjugate turning points, denoted Bn, as illustrated in the figure
4-26.
Next, we consider each turning point problem separately. At each turning point
we have the coupling of a propagating wave mode with an evanescent wave mode. The
exception are the turning points where the two propagating wave modes couple, which
are, for example, the turning points 8 and 9 in the figure 4-26. If at the turning points
enumerated 2n and 2n +1 we have coupling between evanescent and propagating wave
modes, we consider boundary conditions of left and right incidence of propagating
and evanescent wave modes at the points A and A,+. If at the turning points
enumerated 2n and 2n+ 1 we have coupling between the two propagating wave modes,
we consider only boundary conditions of left and right incidence of propagating wave
modes at the points A and A,+. These boundary conditions are given in the section
4.5.4.1.
4.5.4.1 Boundary Condition.
Here we consider the boundary conditions for a pair of complex conjugate branch
points. We write the boundary conditions in terms of the Liouville-Green functions
in the form given by the equation (4.66). We write the phase S(x), the amplitude
vo(x) and the phase corrections v, (x) also as functions of a reference point r and
the wavenumber they are associated with. The reference point r is important to
specify because these quantities are given by definite integrals where the reference
point is the lower limit of integration. For example, the Liouville-Green function up
to fourth order in / associated with the wavenumber +kO (right going wave mode) is
now written as
4
(x) ~ vo(+ko, r, x) exp(S(+ko, r, x) 1(-i$,vn( ko, r, )), (4.207)
n=1
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Figure 4-26: Sketch in the complex x plane of the branch points considered in the
asymptotic analysis for the depth function given by equation (4.201) and given pre-
viously in figure 4-25. The branch points considered in the asymptotic analysis are
numbered. Their enumeration is given according to the interval (A,, A,+) that con-
tains the crossing of the branch-cut (Stokes line) emanating from them and crossing
the real axis of the complex x plane. The - - - - - - lines represents the branch cuts.
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and the Liouville-Green function up to fourth order in # associated with the evanes-
cent wavenumber -k (left l-th evanescent wave mode) is now written as
4
(x) ~ vo(-lki, r, x) exp( S(--ki, r, x) + Z(-i)vn(--ki, r, x)). (4.208)
n=1
We first consider a pair of turning points enumerated as 2n and 2n+1 where we have
coupling between a propagating and an evanescent wave modes. We assume that at
the turning point 2n (2n +1) we have coalescence between the wavenumbers ko and
the wavenumbers 1Fk (Ak) (see section 4.5.2.1). The possible boundary conditions
for this case follows.
* Left incidence of a propagating mode.
- For An < x < Bn we have an incident left propagating wave mode
(wavenumber +ko), a right propagating wave mode (wavenumber -ko)
and a left evanescent wave mode (wavenumber -kI). We have
4
Q(x) ~Avo(+ko, As, c) exp(kS(+ko, A, X) + Z(-i)vn(+ko, An, X))
n=1
4
+ RjAvo(-ko, A, c) exp($S(-ko, A., x) + Z(-i'v)"n(-ko, A, X))
n=1
4
+ C;-Avo(-k1, Bs, x) exp(jS(-ki, B, x) + Z(-i3)%n(-ki, B, c)),
(4.209)
where A is the amplitude of the incident wave and R7 is the reflection
coefficient for left wave incidence at the point An. C; is the left evanescent
wave mode conversion coefficient at the point Bn due to left wave incidence.
- For Bn < x < An+ 1 we have a transmitted right going wave and a right
evanescent wave mode. We have
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4Q(x) r~-T,-Avo(+ko, B., x) exp(-S(+ko, Bn, X) + Z(-i )"vn(+ko, B., x))
n=1
4 4
+ D-Avo(+k, 3B, x) exp( S(+k, B, X) + (-i3p)vn(+ki, Bn, )),
n=1
(4.210)
where Tn- and D; are, respectively, the transmission and right evanes-
cent wave mode conversion coefficients at the point Bn due to left wave
incidence.
* Right incidence of a propagating mode.
- For An <cx < Bn we have a transmitted left going wave and a left evanes-
cent wave mode. We have
4
() r~T+Avo(-ko, B, x) exp( S(-ko, Bn, vX) + (-i)nVn(-ko,7Bn, X))
n=1
4
+ C+Avo(-ki, B, ) exp(JS(-k, B, n,) + Z(-i3)"n(--ki, Bn, x)),
n=1
(4.211)
where T+ and C+ are, respectively, the transmission and left evanescent
wave mode conversion coefficients at the point Bn due to right wave inci-
dence.
- For B, <cv < An+ 1 we have an incident right going wave mode (wavenum-
ber -ko), a left going wave mode (wavenumber +ko) and a right evanescent
wave mode (wavenumber k1 ). Then we can write
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4
4(x) ~Avo(-ko, x) exp(tS(-ko, A,,+, x) Z(-i)nv(-ko, An+1, X))
n=1
4
+ RjjAvo(+ko, x) exp(S(+ko, An+, cX) + Z(-i)nv(+ko, An+, ))
n=1
4
+ DZ Avo (k,, Bn, x) exp( S(k1 , B3, xc) +Z(-i3)"vn(ki, B3, cc)),
n=1
(4.212)
where A is the amplitude of the incident wave and R is the reflection
coefficient for right wave incidence at the point An+1. DZ is the right
evanescent wave mode conversion coefficient at the point Bn due to right
wave incidence.
* Left incidence of an evanescent mode.
- For An < x < Bn we have an incident right evanescent wave mode
(wavenumber +k), a left propagating wave mode (wavenumber -ko) and
a left evanescent wave mode (wavenumber -k). Then we can write
4
Q(x) ~Avo(+ki, A , x) exp(jS(+k, An, cc) + Z(-i%)vn(+ki, AA, cc))
n=1
4
+ RAvo(-ko, An, c) exp(jS(-ko, A, cc) + Z(-i)vn(-ko, A, X))
n=1
4
+ CJAvo(-ki, B, cc) exp(%S(-k, B , cc) Z(-i3)"vn(-ki, B, x)),
n=1
(4.213)
where A is the amplitude of the left incident evanescent wave mode and
R7 is the wave mode conversion coefficient due to the left incidence of an
evanescent wave mode at the point A. On- is the reflection coefficient at
the point Bn due to the left incidence of an evanescent wave mode.
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- For B, < x < An+ we have a transmitted right going wave and a right
evanescent wave mode. Then we can write
4
0b(x) ~-TAvo(+vko, Bn, x)exp(kS(+ko, Bn,x) + (-i )vn(+ko, Bn, X))
n=1
4
+DniAvo(+klBn,7x) exp(#S(+kI, Bn, x) +(-i)vn(+ke, Bnx)),
n=1
(4.214)
where Tn- and D7 are, respectively, the right wave mode conversion co-
efficient and the transmission coefficient at the point Bn due to the left
incidence of an evanescent wave mode.
9 Right incidence of an evanescent wave mode.
- For An <x <Bn we have a wave mode conversion into a left going wave
and the transmission of a left evanescent wave mode. We then write
4
b(x) ~T+TAvo(- ko, Bn, x) exp( S(-ko, B, x) + Z(-i3)vn(-ko, B, X))
n=1
4
+ CnAvo(-k, Bn, x) exp(JS(-ki, B7, X) + (-i#)"v(-k,, B7, X)),
n=1
(4.215)
where Tt and bn are, respectively, the left wave mode conversion coef-
ficient and the transmission coefficients at the point Bn due to the right
incidence of an evanescent wave mode.
- For B, < <x < An+1 we have the right incidence of an evanescent wave
mode (wavenumber -ki), a right going wave mode (wavenumber +ko) and
a reflected right evanescent wave mode (wavenumber kj). We then write
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4
?/)(x) ~Avo(-ki, x) exp(tS(-k , A+, x) + Z(-i3)"(-ki, A+, x))
n=1
4
+ R+Avo(+ko, x) exp(#S(+ko xAn+1,) + Z(-)vn(+ko, An+1,))
n=1
4
+D+Avo(ki, Bn,z) exp( S(ki,Bn,x)+ (-ipVn(k,Bni ))
n=1
(4.216)
where A is the amplitude of the right incident evanescent wave mode and
R+ is the wave mode conversion coefficient at the point An+ 1 due to the
right incidence of an evanescent wave mode. D4 is the right reflection
coefficient at the point Bn due to the right incidence of an evanescent
wave mode.
Next, we consider a pair of turning points enumerated as 2n and 2n + 1 where
we have coupling between the two propagating wave modes. The possible boundary
conditions for this case follows.
* Left incidence.
- For A < x < Bn we have an incident right propagating wave mode
(wavenumber +kO) and a right propagating wave mode (wavenumber -ko).
We have
4
b(x) -Avo(+ko,An,cx) exp( S(+ko ,Ancv) + (-i#"n(+ko, An, X))
n=1
4
+ Rn-Avo(-ko, An, c) exp(JS(-ko, An, X) + Z(-il)"vn(-ko, An, cX)),
n=1
(4.217)
where A is the amplitude of the incident wave and R; is the reflection
coefficient for left wave incidence at the point An.
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- For B, < x < A,+, we have a transmitted right going wave. We have
4
O(x) ~T,-Avo(+ko, Bn, x) exp($S(+ko, Bn, x) + Z (-i)"ov(+ko, Bn, x)),
n=1
(4.218)
where T- is the transmission coefficient at the point B, due to left wave
incidence.
Right incidence.
- For An < x <JB, we have a transmitted left going wave.
4
Q(x) ~TiAvo(-ko,Bn,,,x)exp(gS(-ko, B, x) +Z(-i3)avn(-ko, Bn, x)),
n=1
(4.219)
where T: is the transmission coefficient at the point B due to right wave
incidence.
- For B < x <A+1 we have an incident left going wave mode (wavenumber
- k o) and a reflected right going wave mode (wavenumber +kO).
4
4(x) ~Avo(-ko, x) exp( S(-ko, An+1, X) + Z(-i)vn(-ko, A+, v))
n=1
4
+ RZAvo (+ko, x) exp( 5S(+ko, A+ ) + E(-i)vn(+ko, n+1x)),
n=1
(4.220)
where A is the amplitude of the incident wave and R+ is the reflection
coefficient at the point A+ 1 for right wave incidence.
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4.5.4.2 Local Form of the Liouville-Green Functions.
Here we continue the Liouville-Green functions used to specify the boundary condi-
tions given in the section 4.5.4.1 along the contour that goes from the real axis (point
B,) to points neighbor to the turning point labeled 2n. This is necessary to perform
the matching between the Liouville-Green functions and the asymptotic solution of
the appropriate approximate form of the equation (4.54) for the free surface poten-
tial. This matching furnishes the reflection, transmission and wave mode conversion
coefficients due to the pair of turning points labeled 2n and 2n + 1.
For the matching purpose we could use the turning point 2n + 1 instead, but the
results are basically the same. So, to solve the connection problem for a turning point
problem, we consider the turning points in the upper part of the complex x plane. In
the figure 4-27 we illustrate the contour used to continue the Liouville-Green function
from the real axis to the neighbor points C,, and D of the turning point 2n with
n = 2 and n = 3.
In the way illustrated above to continue the Liouville-Green functions we do not
cross the branch cuts, so we stay in the same Riemann sheet all the time. We do
not continue the Liouville-Green functions around the branch cuts, so, for example,
the wavenumber +kO for x along the real axis is always associated with the right
propagating wave mode at both sides of the branch cuts. We just continue the
Liouville-Green functions to the points C, and D., so we can match these functions
with the asymptotic solution of the appropriate approximate form of the equation
(4.54) for the free surface potential.
In a neighborhood of the points C and D we need to obtain the approximate form
of the Liouville-Green functions, so we can match them with the asymptotic solution
of the approximate equations (4.97) and (4.99). This is done in the Appendix M. The
approximate form of the Liouville-Green function obtained in the Appendix M were
written in terms of the wave numbers given by the appropriate approximate form of
the uniform system dispersion relation, valid in a neighborhood of the turning point
2n. This approximate dispersion relation gives two wave numbers only. If the turning
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Figure 4-27: Sketch in the complex x plane of the contour used to continue the
Liouville-Green functions from the real axis (point B,) to point C, and D, neighbors
to the turning point 2n with n = 2 and n = 4. The - - - - - - lines represent the
branch cuts. The line represents a Stoke-line.
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point 2n is of the type where we have coalescence of propagating and evanescent wave
modes, we have to consider four wave modes according to the boundary conditions
given by equations (4.209) to (4.216). Each turning point of this type is associated
with two saddle points in the complex wave number plane, and with two wave mode
boundaries, each of them emanating from one of the two saddle points. The turning
point 2n has image in the lower part of the complex h plane according to figure 4-2,
and the branch points lying in this part of the complex plane h have saddle points in
the second and fourth quadrants of the complex k plane (see figure 4-3). Therefore,
the wave mode boundaries associated with the turning point 2n are in the second
and fourth quadrant (see figures 4-14 to 4-19). The turning point 2n + 1, complex
conjugate of turning point 2n, has saddle points associated to it in the complex k
plane which are complex conjugate numbers of the saddle points associated with the
turning point 2n. So, the wave mode boundaries associated with the turning point
2n + 1 are complex conjugates of the wave mode boundaries associated with the
turning point 2n (see figures 4-14 to 4-19). We define as kc(x)(-kc(x)) the wave
mode boundary lying in the first (third) quadrant of the complex k plane, and as
Ic(x)(-Ic(x)) as the mode boundaries lying in the fourth (second) quadrant.
The wave mode boundaries associated with turning point 2n are the wave mode
boundaries k(x) and -K(x) defined above. Now we can write the two approximate
forms of the dispersion relation, valid in a neighborhood of the turning point 2n. To
each of the wave mode boundaries K(x) and -Kc(x) we have an approximate equation
of the type given by equation (4.97). Now is clear that at the turning point 2n we have
the coalescent of two pairs of wave numbers. The wave number +ko(-ko) coalesce to
the wavenumber -k, (+kl) at the saddle point located in the fourth (second) quadrant
(see for example, figures 4-15 (1 = 1), 4-17 (1 = 2) and 4-19 (1 = 3)). Below follows
the correspondence between the wavenumbers given by the approximate dispersion
relation and the wavenumbers given by the full dispersion relation. For the cases of
left wave incidence we continue the local form of the Liouville-Green functions from
left to right (point C,, to point Dn)
* At left of the turning point 2n (point C) we have:
342
-I,(x) - iQ(x) -4 -Iko (4.221)
-Ik,(x) + i Q(x) - +ki (4.222)
k (x) - i (x) -k (4.223)
I,(x) + iQQ(x) ko (4.224)
e At right of the turning point 2n (point D) we have:
-Ik,(x) + iQ(x) - -Ik0  (4.225)
-k,(x) - iQ(x) -+k 1  (4.226)
k(x) + iQ(x) - -kI (4.227)
I,(x) - iQ 9(x) ko (4.228)
and the square root of the function Q(x) in the equation above is always the positive
branch. For the case of right incidence, we continue the local form of the Liouville-
Green functions from right to left (point Dn to point Ca).
* At left of the turning point 2n (point C) we have:
-k(x) + iQ 9(x) 4 -ko (4.229)
-kI(x) - iQ9(x) - +k (4.230)
I/4(x) + i 9(x) - -k (4.231)
I,4(x) - iQ() - ko (4.232)
* At right of the turning point 2n (point Dn) we have:
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-c(x) - iQ(x) - -ko (4.233)
-Kc(x) + iV/Q(x) -4 +ki (4.234)
Ikc(x) - 'V/Q(x) - -ki (4.235)
Kc(x) + iv/Q(x) - ko (4.236)
The objective is to continue the Liouville-Green functions describing the boundary
conditions specified in the previous section towards the points C', and D". Boundary
conditions specified at the left side of the turning point 2n are continued until the point
C, and the boundary conditions specified at the right side of 2n + 1 are continued
until the point D. For a neighborhood of the point C, we can approximate the
Liouville-Green functions in the forms
o At turning point 2n we have coupling of a propagating and an evanescent wave
mode.
4
o*4(+k0 , x) exp (S( Iko, As, Bs) + Z(-i)"v(+ko, An, B3n)%n=1
+ jS( kko, Bn, Cn) + ( -i3)"v4 kik, Bn, Cn) + Is~ jd
and
44
+j(-km, x) exp (JS(-km, B3, C) + Z(-i)n(-km, B3, C)
I I+fkjt)dt >((x, C) {1 + (-ix )%t( km, x, Cp) + Q(t
with m =O, l,
344
where ((x, r) is given by equation (4.106) with r = C.
* At turning point 2n we have coupling of the two propagating wave modes.
4
l+( ko,x) exp S(ko,AB + (-i)v(ko,AB)
+n) kknB1,()+ (-ip("kOkk ,B7,C)i 4
+-S( ko, Bn, Cn) + (_i/)n vn(+ko I Bn, Cn)
1=
and
4
zi9(-ko, x) exp (JS(-kol ] B C~ + ~(i/)n v(-koj BiC) = , Cn)
(C:,(-)Z1+ (- #)"' (- ko, x, Cn) + O(#5),n=11
where (x, r) in the expression above is given by equation (4.115) with r = Cn.
For a neighborhood of the point Dn we can approximate the Liouville-Green func-
tions in the forms
e At turning point 2n we have coupling of a propagating and an evanescent wave
mode.
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4zii(+ko, x) exp S(tko, A,+1, Bn) + z(-i3)vn(+ko, n Bn)0 ~ ~~~n=1 nkIA+,
+ jS( ko, B, Dn) + (-iz)vn( ko, Bn, D) + k IJ(t)dt
){ n=1Jy(Dn) Xc) { 1 -i) n( ko, cc li) + Q({ 5)
and
4
(i(km,x)exp S(kmBnDn)+ZQ4)vn(kmB n, AD +
n=1
44+ht(ko, D) xp (-i) ,tk i/B,vnB
n==1
4=
and
44
4(ko, ) exp $S(ko, B, lt) + Z(-s3)In(ko, Bn, D)
n=11
-(Dn, X) I + ( ko, X, D) + 0(p5),
where (x, r) in the expression above is given by equation (4.115) with r = Dt.
Notice that the formn given by the equation (4.100) appear in the expressions
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above. The final result is the exponential of the appropriate phase integral with end
point at C, or at D, times the appropriate form of equation (4.100). The local form
of the Liouville-Green function is then matched with the asymptotic expansion of the
solution of the approximate equations (4.97) and (4.99), which results in the reflection,
transmission and wave mode coupling coefficients for a turning point problem.
4.5.4.3 Matching Process at a Turning Point Problem.
In this section we are going to illustrate the matching process at the turning point
2n. We assume that at this turning point we have coupling between the propagating
wave mode and an evanescent wave mode. We consider just the case of left incidence
of a propagating wave mode. For the other boundary conditions we only give the final
result (the scattering coefficients) in the next section. Now we write the boundary
conditions given by equations (4.209) and (4.210) in the neighborhood of the points
C, and D,. We have
. For A,, < R{x} <1B, we can write
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4
+ -kb(x) rAQ(+koBC + -,)koxp Z(nIvn(koAn,Bn)
n=1
4 [x
+-S(+ko,xBnC) + Z((--k,BnkoDvni, C)"+ (,d
n=1
+f(cck7x))d{1 + (Ci, ) (kox (C-)" +0 k,C)+(
4
+R7n-Az4(- ki, x) exp S-l A7 B)+ V Ai7 n, Jn)
n=1
+ - , C )-n + Zklvvv( oBj C) k()d
Cn n=1
where A is the amplitude of the incident wave and Rn is the reflection coefficient
for left wave incidence at the point An. C;- is the left evanescent wave mode
conversion coefficient at the point B due to left wave incidence.
SFor Bn < Rf X} < An+1 we can write
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4() ~T-Az (+ko, x) exp S(+kO, B tD) + Z(-i3)vn(+ko, BI, D )
n=1
+ Dkcc(t)dt +>(Dn,) {1 (-i3)%t (+ko, x, Dn) + O(#5)
+D7-Azio(+k17, X) exp S(+k, Bn, Dn) + L(-i3)v(+k, B , Dn)
n=1
- D :Ic(t)dt + (D, ) {1 + Z(-i )"J (+k, x, Dn) +O(35)},
(4.237)
where T- and D; are, respectively, the transmission and right evanescent wave
mode conversion coefficients at the point B, due to left wave incidence.
Next, we are going to chose the appropriate solution of the approximate equation
(4.97). At the considered branch point we know that arg{'y} ~;r/2 (-y = dQ/dx at
X = x2n), so the matching between the asymptotic expansion of the local solution and
the WKB waves happens in the regions So and S2 defined by the equation (4.139).
The appropriate local solution is
O(x)~ BH(x), (4.238)
where the expression for the function H7 (x) is given by equation (4.141). The asymp-
totic expansion of this function in the regions So and S2 has the form
* In the region So we have
Hff7(x) -Wjc(x) exp (x, D) + 14)VH1/6 {1 + ( (x, Dn) + O(}5)
(4.239)
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. In the region S2 we have
H7 (x) ~i -4(x) exp 1(x,D.) + J'+ (--"z (x, D) Q(#5)
~ -W0-(x) exp - (x, Dn) + 2-I + (-i/3n(x, D,) + 0U(5)
(4.240)
Next, we are going to perform the matching between the asymptotic form of the
local solution and the WKB waves in the regions So and S2. The matching in the
region So gives the equation
4X
- B /6 exp(i) = T- A exp S(+ko, B , Dn) + (-i)vn(+ko, B, Ds) }
4 ~~~~~~n=1n)+fIk(t )7
(4.241)
with x c So, and the matching at the region S2 gives the equations
-BJ 1 / 6 exp(i) =C- A exp (-S(-k, Bn, Cn) + Z(-i3tn(-ki, Bn, C,) + Ic (t) dt ,
4 ~~n=10 r
(4.242)
4 i X T(
-B'W#31/ 6 exp(ii i) =A exp (0S(ko 7 B, Cn) + (-i)vn(ko, Bn, Cn) + Icc(t)dt ,
(4.243)
with c S2.
Now we solve the matching equations above to obtain the value of the constant
B and the expression for the coefficients T- and C;. We obtain
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B = -7r-"/2 1 /6 exp(-ii )A exp (JS(ko, BI, Cn) f (-ip)n(ko, B, Cn) + kc(t)dt)
(4.244)
and for the scattering coefficients Tn- and C- we obtain the expressions
4
+ -pZ(-ik,/BC ) v(ko, $jS Do)
- i )"nko B,+ E +I(_ d--pIe % t (.25
Tn =exp S(ko, An, BnZ) Vn(ko, An, Bn) + 3S(koBn, Cn)
n=1
4
+ Z(-i3)pvn(ko, Bn, Cn) - S(ko Bn, Dn)
n=1
- (-i)n(koB, I ) + f k(t)ddt-,tI(4.24)
n=1 Cm1-'J
4
C7=exps (korA Btr) efi/3enoTA-a n + fiS(k BtC=
We ~~ n ca hs ti o nath brnc ctbeoreAn ing th tuni n on ()a
4 4
+ Z(-i/t)an (ko B i ) -t S(kt), ]r Dns ) - Z(-itvn(-ki, Brhd )
n=1 n=1
+fdk-(t)-dt- Itk=(t)dt) = (4.246)
where x- c S2 and x+ c So. We need to regularize the integrals appearing in the
expressions for the scattering coefficients Tn- and 0,7. A first step is to set C., = D,,.
We can chose this point at the branch cut, before reaching the turning point (C,, at
left of the cut and D,, at right of the cut), or in some appropriate neighborhood of
the turning point. As a result, we can write
r:kc (t) dt jj k(t)dt - k(t) du. (4.247)
We can move the points x+ and x- close to the branch-cut, such that the contour
connecting these points is a circle enclosing the turning point. We call this contour
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Fni, and now we write
(t)Zdt- k(t)dt - kc(t)dt. (4.248)
We assumed C = D with these points laying at the branch cut. The contour
connecting the point B, to these points can be collapsed over the branch-cut. The
wavenumbers tkO is the same at both sides of the branch-cut. Therefore, the contour
integrals S( ko, B., C) should be equal to the phase integral S( ko, B, D), and
the phase integral v(+ko, B,, C,) is also equal to the phase integral vn( ko, B, Dn).
As a result, the expression for the scattering coefficient T- simplifies to
4
T- = exp S(kO, An, Bn) + A-=1 vn(ko, n, B) I(t) dt. (4.249)
As we continue the wavenumber ko around the turning point, it assumes values
equal to the continuation of the wavenumber -k 1 (ko coalesce to -kI at the considered
turning point) from the real axis (point Bn). The continuation of the wavenumber
ko at the other side of the branch-cut coincides with the wavenumber kI, so we can
write the phase integrals in the expression for the scattering coefficient Cn- as phase
integrals over a single contour Fn3 , which emanates from the left of point B, at the
real axis, encircles the turning point x2n and ends at the right side of point B at the
real axis. The expression for the scattering coefficient Cn- assume the form
4 4
Cn- = exp S(ko, A, Bn) + E(-io)" n(kO, An, Bn) + S (koI F3) + J(- k
n=1 n=1
(4.250)
The contour ]Fn and En3 are illustrated in figure 4-28 bellow.
The approximate form of the governing equation for the free-surface potential
valid in a neighborhood of the considered turning point and given as a second order
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Figure 4-28: Sketch in the complex x plane of the contour EF, (n = 2) used to
evaluate the contour integral in the expression for the scattering coefficients at the
second turning point problem. The direction of integration is indicated by the arrows.
The line - - - - - - represent branch cuts.
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differential equation was not able to connect the reflected wave and the right evanes-
cent wave with the incident wave. Therefore, according to this approximation we do
not have wave reflection and we do not have mode conversion to the right evanescent
wave mode. To capture wave reflection and wave conversion to the right evanescent
wave mode we need a higher order equation to approximate the free-surface potential.
We need a fourth order differential equation, since at the considered turning point
we have coalescence of two pairs of wavenumbers, which implies the coupling of four
wave modes.
4.5.4.4 Reflection, Transmission and Mode Conversion Coefficients for a
Turning Point Problem.
The product of the matching process at each turning point problem are the wave
reflection, transmission and wave mode conversion coefficients, which are given in their
final form in this section. We distinguish between turning points where propagating
modes coalesce with evanescent modes and turning points where the two propagating
modes coalesce. We first give the reflection, transmission and wave mode conversion
coefficients due to the boundary conditions given in section 4.5.4.1 for the first type
of turning point problem mentioned above.
* Case of left incidence of a propagating wave mode. No wave reflection is ob-
tained, just wave transmission and coupling with the left evanescent wave mode
only.
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T- =exp
C- = exp
$S(ko, An, Bn) + Z ifvn(ko, A, B,) - kc(t) dt
(4.251)
4
jS(ko, An, B) + (-i) vn(ko, Am, Bn)
'n-1I
i 4
-S(ko, Pn3) + Z(-i)vn(ko, Pn3)j
n=1
(4.252)
(4.253)
(4.254)
R- =0
D-- =0
where F, is the closed contour in the complex x plane which encircles the turning
point 2n and starts and ends up at point B., as illustrated in figure 4-28 below
for the case n = 2.
e Case of right incidence of a propagating wave mode. No wave reflection is
obtained, just wave transmission and coupling with the right evanescent wave
mode only.
4
T+ =exp S(-ko, A nBn) +Z(z-i#) vn(-ko, An+,Bn) 
Cz+ = 0
R+ =0
nfn
4
S= exp (S(-ko n+, Bn) + (-i)vn(--ko, An+, B )
- S(-ko, Fn3) - nl(- z )n"Vn(--ko,'n3)
Ic (t)j dt
(4.255)
(4.256)
(4.257)
(4.258)
* Case of left incidence of an evanescent wave mode. Wave reflection is obtained,
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Tt=i
but no wave transmission. The incident evanescent wave mode is transmitted,
but no left evanescent wave mode obtained.
Tn=0 (4.259)
Cn=0 (4.260)
4
- ex -k Ak , B7 ) -+ Lon( Ao, Bn)
n=1
4
- S(-koAnB) - (-i) vn(-ko73 A(4.2)
n=1
4
-S(-ko, ]7n3)-Z(i!)n vn(- ko 7]F3(4.261)
n=1
4
Dn =exp (jS(ki, An, Bn) + (-i vn(ki, An, Bn) + c(tdt
n=1 f
7
n
(4.262)
e Case of right incidence of an evanescent wave mode. Wave reflection is obtained,
but no wave transmission. The incident evanescent wave mode is transmitted,
but no right evanescent wave mode obtained.
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T+=0 (4.263)
-- exp (S(-k, An+, Bn) + Z(-i)Vn(-k , An+, B2 - Ik(tdt
n=1 r3n)
(4.264)
4
nt exp S(-k,BAn+1, Bn) + E(--vn(-k, An+ 1, Bn)
n=1
4
- S(ko, An+1, Bn) -E (--O)"Vn (--ko, An+1, Bn
4
+ S(ko, Fn) + Z(-3)n 7 (-k, F3) (4.265)
K n=1
DZ+ =o (4.266)
Next, we give the reflection and transmission coefficients for the boundary con-
ditions specified in section 4.5.4.1 due to a turning point problem where the two
propagating wave modes couple.
* Case of left wave incidence at the n-th turning point problem.
4
T-=- exp S(ko A, B ) + A, B , (4.267)
n=1
4
Rn = - 2 exp S(ko, An, Bn) + (-i) vn(ko, An, Bn)
n=1
- S(-koAn, 7Bn) - (-io)n(-kO, An, Bn)
n=1
4
+zS3( ) Z(-3tvn7 (ko, Fn),(4.268)
n=1
The integration ]n3 for this case is illustrated in figure 4-29 for the turning
point problem n = 4.
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Figure 4-29: Sketch in the complex x plane of the contour F3 (n = 4) used to
evaluate the contour integral in the expression for the scattering coefficients at the
fourth turning point problem. The direction of integration is indicated by the arrows.
The lines - - - - - - represent branch cuts.
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* Case of right wave incidence at the n-th turning point problem.
4
T+= - exp(JjS(-ko, A 1, B3) - f(-i% n(-koA, An+1 B)), (4.269)
n=1
4
R -2 exp (S(-ko, An+ IB) + Z(-i3)v(-ko, An+, B )
n=1
4
- S(ko, An+, B) - Z(-i)"n(ko, An+1, 3)
n=1
4
zS(-ko, F3) - Z(-i)"vn(-ko, 5 3) (4.270)
F' n=I
Next, we represent the scattering at a turning point problem through a transfer
matrix that relates the wave modes amplitude at An to the wave modes amplitude at
An+. We use the scattering coefficients obtained above to derive the expression for
the elements of the transfer matrix representing the scattering at a desired turning
point problem. This gives a local transfer matrix. The product of the local transfer
matrices furnishes the global transfer matrix, and the global scattering coefficients
can be obtained from the global transfer matrix. In the next section we are going to
obtain the local transfer matrix for the nth turning point problem.
4.5.5 Local Transfer Matrix.
We consider the nth turning point problem located at A, < R1{x} < An+1. The
asymptotic representation of the solution is given as a superposition of the WKB
waves, as given below.
* For An < R{x} < Bn we have
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4(x) ~ FO~nvo(ka, c) exp (kSco, AS cX) + (-/)nv(ko, Anc)
n=1
4
+ F&-vo(-ko, x) exp S(-ko, An, x) + Z(-i3)vn(-ko, An, )
M 4
+ Fttnvoi(km, c) exp S(km A , X) + n(i)v(km, An, c)
+Fm,nVo(-km, c) exp 7Skm, An, c) Z -i/) n(-km, An, X)=1n=1 cl
(4.271)
* For Bn <aR{cX} <An+I we have
4
V)(x) r---Ft+ijvo(ko, c) exp (JS(ko7An+17 X) + zsn=1 V(kO7 An+1 X))
+ FJn+1vo(-ko, c) exp S(-ko An+1, c) + Z(-)"vn(-ko, An+1,I))
n=1
M 4
+ {Ftn+lvo(km, cc) exp (S(km, 4+i, c) + (-i1)"Vn(km, An+, X)
M=1 n=1
4(1
+F; n+Ivo(-km, cc) exp S(-km An+1, ) S(-))+Vn(-km, An+ , )
n=1Xl
(4.272)
where M is the number of wave modes considered in the asymptotic represen-
tation for the free-surface potential.
The local transfer matrix relates the amplitude of the wave modes at An with the
amplitude of the wave modes at An+1. So, we can write
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Fo +1 FO+
Fo n+1 Fo-n
Fn+1F+
FF
<F- >= {Ma] <F;-n . (4.273)
Next, we would like to obtain the elements of the local transfer matrix [Mn]. At each
turning point problem there is always the coupling between a propagating mode and
an evanescent mode or the coupling between the two propagating modes. As a result,
the majority of the elements of the local transfer matrix are zero. The exception are
the diagonal elements and the non-diagonal elements which represents the coupling
among wave modes. The diagonal elements are derived below. For the wave modes
that do not couple we can write
4
F4,nvo( km, x) exp S( k, A, A,+ 1 ) + (A(, An+)
n=1
4
+-S( km, An+1 , x) ZQU$)Vm( km, , = (4.274)
n=1
4
Fm,n+ivo( km, x) exp S( km)ZAn+, ) + (-)rvn( km, An+i,x))
n=1
which implies a relation between the wave mode amplitudes before (An) and after
(An+1 ) the turning point problem, given by the equation
4
F+ = exp S(ikM, A, An+1 ) + (- n(ikm, An, An+1) F . (4.275)
nm1
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From this relation we obtain the diagonal terms of the local transfer matrices
that are not associated with wave modes that couple at the considered turning point
problem. The expression for these elements follows:
4
M2m+1,2m+i= exp (jjS(kmAn7,An+i) +F (-i!)"vu(km, An, An+1) , (4.276)
n=1 +)
4
M2m+2,2m+2 = exp S(--km, A, A ) + S (-)V(-km, A, An+1)/ (4.277)
For a turning point problem where only the two propagating wave modes couple,
we have only the boundary conditions of left and right wave incidence. This allow us
to obtain more four elements of the local transfer matrix. If we apply the boundary
conditions of left and right wave incidence to the matrix equation (4.273), we obtain
the system of equations
(T-)* R- 1 0
0 1 RK- (T+)*
F+ q F+ aF+ F+
F;-n 1  Fg- > = [Ma] F7-n 1  F17-, 1  , (4.278)
FS,, F4,-+1  F,,q F4, 1
FQ, n F 1  F2,n 1  F2,n i
which allow us to derive the expressions for the first two diagonal terms of matrix
[Mn] and other two non-diagonal elements which describe the coupling between the
two propagating wave modes. These elements are
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RI+R~
(Mn)II =(T;) 
-(Tn+)" 429
R-
(Mn)21n - ,,(4.280)
(Tn+)
R+(Mn)12 = n,(4.281)
(T+)*
1
(Mn)22 (= *,,(4.282)
where the expression for the scattering coefficients R. and R,+ are given, respectively,
by equations (4.268) and (4.270). The scattering coefficients (Tfl)* are given in terms
of the scattering coefficients Tt according to the equations
4
(T)* =T5 exP(kS(-ko, Bn, An) + Z(-i)"vn(-ko, B n, A )), (4.283)
4
(Tt)* =Tv exp(kS(ko, B , Aj 1 ) + Z(- )"vn(ko, Bn, An+1 )), (4.284)
n=1
where the coefficients T are given by equations (4.267) and (4.269). Next, we con-
sider a turning point problem where the propagating modes couple with an evanescent
mode (actually two modes, one that is evanescent to the right and the other evanes-
cent to the left, but the same wavenumber). For this case, we have to consider four
boundary conditions. They are the incidence of a left and right propagating wave and
the left and right incidence of the evanescent wave mode. For this case, we assume
that the lth evanescent wave mode couple with the propagating wave modes. After
we apply the boundary conditions, the matrix equation (4.273) assumes the form
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(T0-*
0
FMn+1
F1 ,n+1
(D-)*
0
F+ n~
M~jn+l
R-
1
F1+n+1
F1 ,n+1
(D+)*
0
F+ 1
Mj n+l
(Tn)*
0
F,+n+1
Fn+1
(D)n-) *
0
F+ n~M,n+1
F2,n+
(Tif)*
0
1
F+
M,n+1
F ,n+1
> = [Mn]
1
Rn
F1+n+1
F -n+1
0
(Cn)*
F+ n
FL n+l
0
(Tnf*
F,+n+1
F 1n+1
0
(C)*
F+ n~
Mj n+l
0
1-7
FFn+1
F+ n~
Mn+l
0
F,+n+1
F1 ,n+1
0
(Ce+
m4n+l
FEjn+l
(4.285)
This system of equations allow us to obtain the two first diagonal terms, the
21 + ith and the 21 + 2th diagonal terms, and the non-diagonal terms that describe
the coupling process among wave modes. The expressions for these matrix elements
are given below.
(TC+)*
(Mn)2+2,2 2 = ~" ~
= (C)*(T+) - R(Cn*
-R(C(T+)*(M)2+2,2 
= 
--- ~ 
" ~
(C*(Tj* -
= -- (DZ)*R (T )*
(Mn) 21+1,2121n ~ n n
R-(-)*()
(fi+)* + - (D+)* z(T)*(bz)*= C; (T -[I C)*t) - tc  I( +)* (ft)* l n(Mn)21+1 2 = ~+ + R C- T +(:
' n n nn) ( * 1Cf)
(4.286)
(4.287)
(4.288)
(4.289)
(4.290)
(4.291)
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R;(D+)*
(M4)2+ 1,21+1 =(]9)* 7(-DRIn
(Mn)21+ 1,l =(DJ*
P-(DL)*
n n
-
R R,(Cn )*
_ -(O*
Rt
-  k
An
-(C)*) [
(DZ)*RZ - (T )*(D)*
(C-)*(T+)* - R+(Cn)
(4.292)
(W~\ [(DZ)*R - (T f)*(D*]
(oj-* (Tt)* -R(C)
(4.293)
(Mn)2,21+2 =- (Of) *(Tn+)* -+N (C:)*
(o+)*(Mn)2,2= -
(Mn2, = 1 - (n*~+ (:*
(Ct)*(Tj* - R(C:)*
(Q,)*ft+ _ -(a
=(C+)*(Tj)* - N C)
( -*+ -R- (O+)*(O fM =n ""
(MW
(4.294)
(4.295)
(4.296)
(4.297)
(4.298)
(4.299)
(Mn+* (t)*RZ-) - n+(C:)*
(Of) *R + - (t+) * (C+)*(Mn) 14 = n
(C+*T+)*-fn(Cn+)*
S (+)* R r (CZ)*Rt - (Tt)*(C )*
-() 1,2[+2 (C+*(T)* Rt(t)(Of) * (on+)* OL *( * n J(C )
R ( +Cj
n (Of)*
R-
(C-)*(R+)*
(O) * ) [
(C-)*(T )* (C )*( R)* N
(o)* (Ct)* )
(C )*R+ - (Tf)*(Cn)
(Cj)*(Tj)* - RZ(C)*
(4.300)
(C)*RT- - ( 0)*(Cn)
(on+) *(Tn+)* - (C+)*
(4.301)
where the scattering coefficients without * in the equations above have their expres-
sions given in section 4.5.4.4. The scattering coefficients with the symbol * are given
below according to the equations
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I
(Mn)1,21+1 =(T)* -
(M)ll =(T)* -
4(TJ)*[(T )*] =T-[TI] exP(#S(-ko, Bn, A) + Z(-i)vn(-ko, Bs, An)),
n=1
(4.302)
4
(TZ)*[(t)*] -T[iT] exp(jS(ko, B3, An+ 1) + Z(-i)vn(ko, B, A+1)),
n=1
(4.303)
(C;)*[(CJ)*][f C-00-] e S
exp(f(S(-FkD]A B Z) + (-i)vAn(ki, B, An)),
(Dn)*[(Dn)*] (Dn-[Df-] n_1
(4.304)
(CZ)*[(CZ)*] C f [OZ [140 1
exp('S(-ki, B9 , An+ 1) + Z(-i)vn( ki, B9 , A+ 1)),(D)*[(D+)*](D D]
(4.305)
and the expression for the scattering coefficients appearing on the right of the equa-
tions above are given in section 4.5.4.4.
4.6 Global Transfer Matrix.
The global transfer matrix is just the product of the local transfer matrices describing
the wave mode coupling along the bottom due to its variation. If we assume that we
have N turning point problems for a variable bottom, the global transfer matrix [M]
is given by the equation
N
[M] = fJ[M]. (4.306)
n=1
The global transfer matrix relates the wave mode amplitudes at the beginning of the
variable bottom with the wave mode amplitudes at the end of the variable bottom. If
A 1 and AN+l are, respectively, the initial and final positions of the variable bottom,
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we can relate the wave mode amplitudes according to the equation
F+0,N+l
FtFjN+1
F+N
Ft-
MN+1
F2 ,Ntl
F+t
A0,1
F 1
F+M,1
F+M,1
SF -,
(4.307)
This equation can be used to obtain the global scattering coefficients at the positions
A1 and A,+ 1. For the condition of left wave incidence (wave incidence at A 1 ), we
have the equation
T--
0
G
0
D-,o
0
1
R-
CiG0
0
(4-308)
and for the condition of right wave incidence (wave incidence at AN+i), we have the
equation
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Rt 0RG
1 T
D(GDSG 0
o0 =IM] C+t .(4.309)
D+ 0
CMG0 ,
The coefficients R', T&, C, and D:: with m = 1, . .. , M are the global scattering
coefficients.
4.7 Discussion and Conclusions.
In this chapter we extended the wave refraction model for linear surface gravity waves
propagating over an one-dimensional non-uniform bottom topography to incorporate
wave reflection and wave mode conversion due to the bottom non-uniformity. The
wave reflection is exponentially small, as suggests the asymptotic approximations
for the wave scattering coefficients given in section 4.5.4.4. We were able to obtain
asymptotic expressions for the reflection coefficient' and to obtain asymptotic esti-
mates for the coefficients related to the coupling of the propagating wave field with
the evanescent wave field.
The asymptotic expansion given by equation (4.55) breaks down at the branch
points of the uniform bottom dispersion relation, which gives the phase S(x). If
we take the effects of the branch points into account, we obtain wave reflection and
wave mode conversion. To do so, we consider the branch points closer to the real
axis, and we approximate the governing equation (4.54) in a neighborhood of the
considered branch points. We approximate it as a second order differential equation
since at the branch points the wave numbers associated with the coupling wave modes
coalesce in pairs. So, it seems reasonable to use a second order differential equation to
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describe the wave mode coupling. For the branch points where the two propagating
wave modes coalesce, the approximation of the governing equation (4.54) by a second
order equation is enough to describe the wave mode coupling (wave reflection) which
happens at this branch points. The other possibility of wave mode coupling at the
branch points is the coupling of each propagating wave mode with an evanescent
wave mode (evanescent wave modes with wavenumber of the same modulus, but
out of phase). For this case, the approximation of the governing equation (4.55)
by a second order differential equation was not enough to describe the wave mode
coupling which happens at this type of branch point, according to the results for the
scattering coefficients at this type of branch points given in section 4.5.4.4. For this
type of branch points we have coalescence of actually four wavenumbers, coalescence
of two pairs of wavenumbers. Therefore, a fourth order differential equation seems
more addequate to describe the wave mode coupling which happens at this type of
turning point. This is not an easy task and was left as future work.
In the second part of chapter 3 we considered the wave interaction with a non-
uniform Euler-Bernoulli beam. We applied the same asymptotic technique developed
in this chapter to obtain asymptotic expressions for the scattering coefficients. At the
branch points of the uniform beam dispersion relation we observed the coupling of
four wave modes, similar to what happened at the second type of branch points ap-
pearing in the linear surface gravity waves problem. We approximated the governing
equation for this problem in a neighborhood of its branch points by a fourth order
differential equation. We were able to solve the approximate equation for the case of
non-uniformity in the beam flexural rigidity which is linear in a neighborhood of the
branch points. We chose this problem to get a feeling of the difficulties involved in this
kind of analysis. Numerical evaluation of the asymptotic expressions for the reflec-
tion and wave mode conversion coefficients was left as future work. The asymptotic
expressions for the scattering coefficients are exponential of phase integrals, which are
contour integrals of the wavenumber in the complex x plane. So, to evaluate numer-
ically the scattering coeficients we need a numerical quadrature method to compute
contour integrals. These asymptotic expressions allow us to obtain the scattering
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coefficients for slowly varying topography of the order of many wavelengths of the
incident wave, which is not easy to obtain with standard numerical methods due to
the size of the discretization of the physical domain.
A proposed numerical method to generate results to compare with the numerical
evaluation of the asymptotic approximations is based on the bottom discretization by
steps. So, the bottom is represented by a sequence of small (size much smaller than
the wavelength of the incident wave) shelves. The boundary value problem for linear
surface gravity waves potential function over each shelve has a closed form solution.
The solution over the whole discretized bottom is obtained by matching the velocity
field and the potential function at the edges of each shelve. This continuity condition
at each step result in a set of equations for the scattering coefficients at this step.
If we consider all equations obtained through the continuity conditions at each step,
we obtain a linear system of equations which represents the wave scattering along
the variable bottom, and the solution of this system of equations gives the scattering
coefficients along the discretized bottom. We are interested in the reflection and
transmission coefficients at the first and last steps of the bottom discretization. These
are the global reflection and transmission coefficients we can use to compare with the
numerical evaluation of the asymptotic expressions for the scattering coefficient.
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Chapter 5
Summary and Future Work.
As discussed in the thesis introduction, waves trying to propagate through a non-
uniform medium undergo many partial reflections and transmission from the scat-
tering centers in the non-uniform medium and the various transmitted and reflected
waves, which have a random de-phasing, interfere with each other.If the non-uniformity
is strong enough, the incident wave will be completely reflected as it tries to propa-
gate through the medium. The amplitude of the wave disturbance along the medium
shows an exponential decay, and the rate of decay is defined as the length scale of
this wave interference effect, which is denominated localization phenomenon in the
literature.
In the context of water waves, localization phenomenon has been observed experi-
mentally by Belzons et all [3]. They considered the interaction of linear gravity waves
with a static one-dimensional random bottom. Devillard et all [19] performed theo-
retical calculations for the same kind of bottom used in the experiments to provide
comparison between measured and predicted localization lengths. There were two
limitations for the observation of the localization phenomenon. The length scale of
the dissipation could be smaller than the localization length and the bottom length
can be larger than the localization length, so in both situations localization is not
observable. Besides these limitations, theoretical calculations in Devillard et all [19]
for random bottoms used in the experiment predicted a range of wave frequencies
where the localization length should be observable for the given experiment set up.
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For this range of wave frequencies, good agreement between the experiments and the
theoretical prediction was observed. Since the localization length for this range of
wave frequencies was of the order of the bottom length, fluctuations in the transmis-
sion (reflection) coefficient were observed. For very large systems these fluctuations
are not present. The eigenmodes for very large systems are localized, but for a fi-
nite system they are turned into resonances. Since these resonant modes are trapped
along the non-uniform medium, the incident wave could pass by tunneling for the
corresponding resonant frequency. This implies a sample-to-sample dependence of
the transmission (reflection). In other words, the system vibratory response shows a
large sensitivity with respect to the non-uniformity variation, which opens the pos-
sibility of designing the non-uniformity to achieve a desired vibratory response, like
minimizing wave transmission.
The main objective of this thesis was to predict how to tune the medium non-
uniformity (bottom non-uniformity in the case of surface gravity waves) such that
the interaction of the incident wave field with the medium non-uniformity generates
a desired scattered wave field. In other words, we would like to be able to design the
system non-uniformity such that a desired vibratory response is achieved. A particular
design problem of interest would be to predict the minimum amount possible of
changes to the non-uniformity of the medium needed to minimize wave transmission
to a desired level for a given range of wave frequencies.
Triantafyllou and Triantafyllou [65] provided ideas on how to succeed in the design
problem mentioned above. They showed that localization in disordered repetitive
systems is associated with large sensitivity of both natural frequency and natural
modes with respect to small disorder change. By allowing the disorder parameters to
become complex, the system eigenvalue equation can be seen as a complex mapping
from the complex parameter space to the complex frequency plane. They showed that
the high modal sensitivity is caused by the presence of branch points of this complex
mapping. At the image of a branch point in the complex fequency plane, a saddle
point, two or more natural frequencies coalesce. A real system, with parameters
close to a branch point of the eigenvalue equation, should have to a large or small
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degree a large modal sensitivity. The closer the branch points lay to the real axis,
the larger is the sensitivity of the vibratory response of the real system. The higher
the number of frequencies coalescing as we approach a branch point, the higher the
system sensitivity for disorder configurations close to this branch point. So, under
the design perspective, we should look for the disorder configuration which gives the
higher number of branch points with higher number of frequency coalescence and
which are closer to the real part of the parameter space. Then, we project this
disorder configuration in the real part of the parameter space, and we search in its
vicinity for the real disorder which minimizes wave transmission, for example.
The ideas mentioned in the previous paragraph should work for finite systems
described by a set of differential equations or a set of partial differential equations
under various boundary conditions. For the interaction of linear surface gravity waves
with a non-uniform bottom we have a semi-infinite or infinite domain, and instead of
only boundary conditions we have also radiation conditions. For this class of problem
the eigenvalue spectrum is a continuum with the possibility of having also a discrete
part, associated with trapped modes due to the bottom non-uniformity in the case
of linear surface gravity waves. So, the methodology previously described to handle
the design problem mentioned above is very complex to use in the problem of the
interaction of surface gravity waves with a non-uniform bottom.
We consider a different strategy to face the design problem mentioned above. We
use an asymptotic approach. We obtained asymptotic expressions for the scattering
coefficients. These asymptotic expressions revealed the functional dependence of the
scattering coefficients with respect to the variation of the medium non-uniformity.
This knowledge can be used to tune the medium non-uniformity, for example, to
minimize wave transmission to a desired level for a given range of wave frequencies.
Before applying this asymptotic approach to the interaction problem of linear surface
gravity waves with a non-uniform bottom, we consider two different physical prob-
lems, namely, a chain of non-uniform coupled pendulums and the vibration problem
of a beam under tensile force. These problems are simpler than the water waves
problem and they can be seen as steps towards solving the difficulties which we have
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to face in the water waves problem.
In chapter 2 we consider one-dimensional chains of repetitive systems of the size
of the order of many wavelengths. An one-dimensional chain of coupled pendulums
is an example of such type of systems. This type of systems support only two wave
modes, a right and a left propagating wave. So, the coupling between the wave modes
due to the medium non-uniformity give rise only to wave reflection, which is a much
simpler problem than the water waves problem where we have an enumerable set of
wave modes and coupling among them. Besides the simplicity of this type of systems,
they already have key features appearing in the water wave problem like wave mode
conversion.
We applied an asymtotic theory for wave propagation along non-uniform chains
of repetitive systems with respect to the slowness of the variation of the system
parameters. This type of systems are governed by second order difference equations,
and the asymptotic method used was the WKB method. The contributions made in
chapter 2 are:
" Improvement of the WKB method for second order difference equations. Before
the work presented in chapter 2, a procedure to continue (connection formula)
the asymptotic solutions through complex turning points of difference equations
was not available. We derived connection formulas for pairs of complex conju-
gate first order turning points, for a cluster of a pair of complex or real first
order turning points and for a complex or real second order turning point.
" A systematic procedure to construct asymptotic solution for second order dif-
ference equations with a large number of turning points. This procedure is a
blend of the WKB method and the method of transfer matrices.
" Qualitative understanding of the localization phenomenon. For a one-dimensional
chain of uniform repetitive systems, the dispersion relation provides the system
passband. The larger the coupling, the larger the passband. Wave propaga-
tion happens only for frequencies inside the system passband. In the context of
the WKB method, the uniform system dispersion relation is locally valid. Due
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to the non-uniformity along the chain, the size of the passband given by the
uniform system dispersion relation varies along the chain. This leads to an ef-
fective passband for the whole chain. Waves with frequency outside the effective
passband but inside the the uniform system passband have exponentially small
transmission and are strongly localized. Therefore, for whatever small disorder
in the system, there will always exist a boundary layer close to both edges of the
uniform system passband, and waves with frequency in these layers are strongly
localized. For weak coupling, the effective passband may be very small or even
cease to exist for a given disorder, and the strong wave localization observed
can be explained by the WKB theory, which is a new result.
The work presented in chapter 2 is published in reference Burr et all [12]. This
work can be extended in different ways:
* Extension of the WKB method for second order difference equations to high
order. Difference equations can be represented as pseudo-differential equations.
The asymptotic analysis of a pseudo-differential equation is very similar to the
asymptotic analysis of differential equations, and all the machinery for differen-
tial equations can be applied to pseudo-differential equations almost directly.
" Extension of the WKB method to higher order difference equations or system
of difference equations. These equations represents chains of repetitive systems
where the interaction of the subsystems is not restricted to the two nearest
neighbors.
" Design problem. With the development of higher order asymptotic approxi-
mations for the local reflection and transmission coefficients along the system,
we may be able to predict more accurately the global scattering coefficients for
more faster variations of the parameters along the chain of repetitive systems.
This allow us to predict more accurately the wave interaction with more fast
varying non-uniformities in the system, where strong localization may occur
even in the present of relatively strong coupling. This high order asymptotic
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approximation could be an important tool to succeed in the design problem,
since it reveals the dependence of the scattering coefficients with respect to the
non-uniformity variation.
In chapter 3 we consider the effects of the non-uniformity in the vibration response
of beams under tensile force. We consider the Euler-Bernoulli beam model to study
the effects of non-uniformity on beam vibration. This chapter has two parts. In
the first part, we derived a simpler equation governing the beam vibratory response.
This equation is asymptotic to the non-uniformity of the beam. As the steepness
of the non-uniformity decreases, the simple equation recovers the vibratory behavior
predicted by the full governing equation. Under certain restrictions, viz. of having
the constant tension and a constant product of the mass per unit length and flexural
rigidity, the simple equation has a Helmholtz-like form and is an exact governing
equation for the beam vibration response. In summary, the contributions of the first
part of chapter 3 are:
e A simpler equation (second order differential equation) governing the vibration
response of non-uniform beams. For general non-uniformity, this simple equa-
tion is asymptotic with respect to the steepness of the non-uniformity, but under
special conditions mentioned above, it is an exact governing equation.
e Design problem. Under the restrictions of having constant tension and a con-
stant product of the mass per unit length and flexural rigidity, the simpler equa-
tion is exact and has a Helmholtz-like form, and inverse scattering methods for
the Helmholtz-like equations can be applied to design the beam non-uniformity
such that desired scattering properties, like minimizing the wave transmission
to a desired degree for a given range of wave frequencies, are achieved. The re-
strictions mentioned above are not commonly met in practice, but such beams
can be designed and built.
The work presented in the first part of chapter 3 is published in reference Burr et
all [13].
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In the second part of chapter 3, we applied an asymptotic theory to study wave
propagation along a non-uniform Euler-Bernoulli beam under tension. The governing
equation for this wave propagation problem in the frequency domain is a fourth order
differential equation. Therefore, this medium support four wave modes. There is
a left and a right propagating wave mode and a right and a left evanescent wave
mode. The evanescent wave modes have only a local character and they couple with
the propagating modes due to the non-uniformity in the beam. We have energy
transfer from the propagating to the evanescent wave modes due to the presence of
non-uniformity along the beam. The asymptotic theory used was the WKB method
and we consider non-uniformity with only first order turning points and simple poles.
We studied for the given type of non-uniformity how the wave modes couple at the
turning points and singularities. The contributions of the second part of chapter 3
are:
9 High order asymptotic approximations for the scattering coefficients. In the
context of the WKB method, wave reflection and wave mode conversion happens
due to the presence of turning points and singularities like poles. We obtained
an asymptotic approximation for the local reflection, transmission and wave
mode conversion coefficients due to the presence of first order turning points
and poles, which is a new result. We model each turning point problem as a
transfer matrix, such that the wave interaction problem with the non-uniformity
in the beam is represented by a transfer matrix, product of all local transfer
matrices. From the global transfer matrix we obtained the global scattering
coefficient.
* Asymptotic estimates of the energy transfer between the propagating and evanes-
cent wave modes. At the turning point and singularities, coupling between prop-
agating and evanescent wave modes was observed, and we obtained asymptotic
estimates for the amplitudes of the excited evanescent modes (wave mode con-
version coefficients). This is a new result in the context of wave propagation
along non-uniform beams.
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Regarding future work, the second part of chapter 3 can be extended in different
ways.
" Comparison between the asymptotic results and full numerical simulation. We
built in the second part of chapter 3 the asymptotic theory for wave propagation
along non-uniform beams with first order turning points and poles, but we
did not provide comparison between the asymptotic results and full numerical
simulations, what was left as future work.
* More general turning points and singularities. We consider only first order
turning point and poles. To consider the effect of high order turning points
and other types of singularities, we need a different approach than the one used
in the second part of chapter 3, since the local form of the governing equation
(3.95) has no closed form solution, at least in terms of contour integrals, and
matching of the local solution with the local form of the WKB waves is not
possible.
The good results obtained through the asymptotic approach in chapter 2 stimu-
lated us to extend the asymptotic approach to the interaction of surface gravity waves
with a non-uniform bottom topography. This is done in chapter 4. The asymptotic
method used (the WKB method) is a refraction theory and do not predict wave re-
flection or wave mode conversion, unless the effects of the turning points are taken
into account, as we did, and we obtained asymptotic estimates for the wave mode
conversion coefficients (wave reflection is a particular case of wave mode conversion).
Wave reflection for surface gravity waves in the context of the WKB method is not
a new result in the literature (Meyer [46]), but wave mode conversion between the
propagating modes and the evanescent modes, as we obtained in chapter 4 is a new
result. The contributions of chapter 4 are:
9 The interaction pattern between wave modes. In the context of the asymp-
totic theory, the solution is represented as a superposition of plane waves with
variable phase and amplitude. We have two propagating wave modes and an
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enumerable set of evanescent wave modes, which couple with the two propagat-
ing wave modes due to the presence of non-uniformity. The coupling between
wave modes happens at the turning points, which are the branch points of the
uniform depth dispersion relation. We obtained the turning points and we stud-
ied how the wave modes couple at each turning point. Results of the wave mode
interaction pattern are given in section 4.5.2.1.
* Wave mode conversion coefficients. At the turning points we have coupling
between a propagating wave mode and an evanescent wave mode. We obtained
asymptotic estimates for the transfer of energy between the propagating wave
mode and the evanescent wave mode, which are the wave mode conversion
coefficients. Wave reflection is a particular case, and it happens at the turning
points where the two propagating modes couple. The asymptotic estimates for
the wave mode conversion coefficients are a new result and they are given in
section 4.5.4.4.
* A more complete asymptotic representation of the wave field. We represented
the free surface potential as a superposition of plane waves with variable phase
and amplitude. We were able to describe the coupling among the wave modes
due to the presence of non-uniformity. At each relevant turning point (closer to
the real axis), we have coupling between the wave modes. The coupling between
wave modes at a relevant turning point is modeled by a transfer matrix, so the
wave interaction with the non-uniform bottom is given as a sequence of transfer
matrices, and the global effect of this interaction is given by the product of all
local transfer matrices.
Regarding future work, what was done in chapter 4 need and can be extended as
outlined below:
* Comparison of the asymptotic results with results from the full numerical sim-
ulation. The asymptotic expressions for the wave mode conversion coefficients
are given in terms of exponentials of phase integrals. These integrals, in general,
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do not have closed form solution, and they need to be evaluated numerically.
To access the effectiveness of the asymptotic approximations for the wave mode
conversion coefficients, we need to evaluate numerically the phase integrals and
compare the values of the asymptotic approximation of the wave mode con-
version coefficients with the values of the wave mode conversion coefficients
obtained through direct numerical simulation of the wave interaction with a
variable bottom.
* More complex turning point configurations. The turning points appear as com-
plex conjugate numbers in the complex space parameterization plane. In chap-
ter 4 we considered the case where the turning points are far from the real axis,
so they can be considered individually. In the case where the pairs of com-
plex turning points approach the real axis, we have to consider both turning
points together. This leads to more complicated connection formulas and more
complicated expressions for the wave mode conversion coefficients.
e Fourth order differential equation describing wave mode conversion. To describe
the wave interaction in a neighborhood of a turning point, we used second
order differential equations. This approach was okay for the case where the two
propagating modes couple, but it was not satisfactory for the case where we have
coupling between a propagating mode and an evanescent mode. Actually, for
the turning point problems where coupling between propagating and evanescent
modes happens, we have the interaction of four wave modes. Each propagating
wave mode couple with an evanescent wave mode (evanescent wave modes with
wavenumber with the same absolute value). So, a fourth order differential
equation is necessary to describe the wave mode interaction in a neighborhood
of this type of branch point.
e Extension of the asymptotic approach to two dimensional bottoms. In chap-
ter 4 we just considered one dimensional bottoms. A natural extension of this
work would be to consider two dimensional bottoms. The asymptotic solution
for the free surface potential given in section 4.5 can be easily extended to
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two-dimensional bottoms. The uniform bottom dispersion relation in the case
of two-dimensional bottoms gives the wavenumbers as vectors, defining a vec-
tor field. The lines tangent to the vector field are called rays, over which the
wave disturbance propagates. Along a ray, the wave propagation problem is
again one-dimensional. So, we can apply the machinery developed in chapter
4 to consider the coupling between the propagating part of the wave field and
the evanescent part of the wave field and also exponentially small wave reflec-
tion. The turning points in the one-dimensional case form complex caustics in
the two-dimensional case. At these caustics we would have generation of local
evanescent wave fields or exponentially small wave reflection, leading to a more
complete picture of the wave interaction with the bottom topography.
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Appendix A
HIGH ORDER WKB METHOD
FOR SYSTEMS OF FIRST
ORDER DIFFERENCE
EQUATIONS.
In this appendix we discuss how to derive the Liouville-Green functions for a system
of first order difference equations. The first step is to reduce the given system of
difference equations to a high order difference equation. The order of this difference
equation is equal to the dimension of the system of first order difference equations.
Then, we describe a procedure to obtain the Liouville-Green functions for a high
order difference equation. For a difference equation of order n we have n linearly
independent Liouville-Green functions, which form an asymptotic base for the solution
of the high order difference equation. The asymptotic solution is not valid at the
turning points. At these points in the index variable complex plane the Liouville-
Green functions are not linearly independent and do not form an asymptotic base for
the solution.
In terms of wave propagation, the WKB asymptotic solution gives only wave re-
fraction. To incorporate wave reflection and wave mode conversion in the asymptotic
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theory, we have to take the effects of the turning points. We do that by continu-
ing the asymptotic solution through the turning points. This continuation process
yields what is called connection formulas in the literature. Example of connection
formulas for second order difference equations were given in chapter 2. Regarding
turning points for high order difference equations, we do not discuss how to continue
an asymptotic solution through turning points here, we just describe how to obtain
the equation whose solutions are the turning points of a given high order difference
equations. We also point out another way to obtain asymptotic solutions for differ-
ence equations. We show that difference equations are pseudo-differential operators.
Asymptotics for pseudo-differential operators are discussed in chapter 4 of this thesis
and also in Maslov & Nazaikinskii (1988) and in Maslov & Fedoriuk (1981).
A.1 Reduction of first order difference equations
to a recurrence relation.
We consider a system of first order difference equations in the form
Xij + 1) a,,(j) al,2 (j) ... ai,n(j) xi(j)
X2(j + 1) a2 ,1(j) a2 ,2 (j) . .. a2,) X2(j)(A.1)
n,(J + 1) an,i(j) an,2(U) ... an(j) Xn(J)
We describe the procedure to reduce the system of n difference equations (A.1) to
a difference equation of n-th order. This is a recurrence algorithm with n - 1 steps.
We describe the two first steps and the k-th step where 2 < k < n. At the n - 1-th
step we obtain a difference equation of n-th order.
* First step. We assume that at least one a,(j) 0 for all j of interest. For I = 11
our assumption is satisfied. We write the first line of the system of difference
equations (A.1) in the form
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x1
m=1,moli)
Next, we rewrite lines 2 to n, except the 11-th line, of the system of difference
equations (A.1) (rewrite xn(J+ 1)) using equation (A.2) for x1 (j). We obtain
xm (j + 1) = fn(j)x1(j + 1) + > g q(j)xq(j)
q=1,q:Al
where we define
f ()=an' U
ftr,q(i) =am,q(j) - am, (I) ai,q(j)
a1,11 (J)
(A.3)
(A.4)
(A.5)
Now, we substitute equation (A.2) into the 11-th line of the system of difference
equations (A.1) to obtain
n
xi(j + 2) -ai,M(j + 1)XM(.
m=1 ,mfli
+ a1,i(j+1)a,,,(j) {xi(i + 1) -
l16 (J)
n
j + 1) =
rn-i,m $Ii
f-t-,n 1
aiW,m(j)ai,i(j + 1)Xm(j)
ai,mn(j)xrm(j)}
(A.6)
We substitute equation (A.3) in the equation (A.6) to obtain the identity
x(j+ 2) +c(j)1(j +1) -
n t b,(j)xm(j) =
in=1 ,mfli
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(A.7)
(A.2)
and we define
1~ 1 a,,,,(j+l) all,1i(J (.8ci(J) = - ai,(j+1)f(j) - ai, ,(j)(A8)
m=1 ,m$li al,1(U)
bX(j) =a 1 (j 1)all(j) - a1,(j)a, 1j 1(j + 1)a 1,, 1(j) + > ai,(j)g(j)
(A.9)
The first step is finalized.
* Second step. From equation (A.9), we chose 12 such that bt(') # 0 for all j of
interest. Now we write equation (A.9) in the form
2 (j) =b() xi(j+1)+ c(j+1)xi(j+ 1)-
m=1,m#Ii,l2
b (j)xm(j)
(A.10)
We update the equation for x11 (j). We substitute equation (A.10) into equation
(A.2) to obtain
S(J) = ai, ll(j) > 3e' (j)x1 ( + q)
I q=1i
n
d",12( ')Xzn(j) ( .
m=1,:ll ,A l
and we define
(A.12)
(A.13)
(A.14)
Next, we update the expressions for xm(j), m $ 1,11, 12 using equations (A.11)
and (A.10). We obtain
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a,112(j)
bL2(j)e~~1l2 = 1al2Q (.
d5'/=aim(j) - a1, 2 ( M) b'(.)b2 i)
2Xm(J + 1) = fqxi(j + q)
q=1
nf g2,qxq(j),m$ 1,11,12
q=1,q$l 1,2
and we define
f22Q) am,ii(j) i, + am, (j) (A.16)
ai,,i(j)e2 + b[1)
am,e(j) 'i,12 + amj) c1 (j) (A.17)
31ai,(j) bj2 (j)
g2q(j) =an,q(j) an,(i)Wd1 2 (j) - am 12(j)ib(j) (A.18)
a,j(j) qjb(j) q
Next, we substitute equations (A.11) and (A.10) into the 12-th line of the system
of difference equations (A.1) to obtain
xi(j + 3) + cl(j+ 1)x(j+ 2)- f b(j+ 1)Xm(j + 1)
m=1,m#li '2
a12,rn()b(j-F)xm(j) + a152 ( j){zll12 (j + q)-
m=1,m#L1 2 a, 1
n n
d2 (J)Xm(J) + a2<j} x1(+ 2) +cl(j)xl(j + 1) - mb'ij)m()
mn=1,Ali,12 12 r=1,Molli,1
(A.19)
Next, we substitute equation (A.15) into the equation (A.19) to obtain the
equality
2
xi(j +3) Zc (j)X(i q) -
q=1
nft b2(j)Xm (j) =
m=1,mOli,2
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(A.15)
(A.20)
and we define
c2(j) = ci(j+1) - bX(j+1)fk,2 (i) -- a2U)(j) 2 a,(J)
a1 ,11 (j) b (J)
(A.21)
cf(j) = -- > b(j + 1 r)f,1 -- a,(J (SUJ)()a Q )
m ,12 1, 1 () b 2 (j)
(A.22)
bj) = bX(j + 1) - ai,m(j)bt(J + 1) a211(J)dh'12() + a(2)12)bl
(A.23)
and the second step is finished.
* Third step. Now we chose 13 such that the element b (j) in equation (A.20) is
non-zero for the interval of J of interest. After this choice is made, we have
xj (j) = ) {x(j + 3) + c2(j)Xi(J+q) -
X3 2q13 0 q=1
n
Sb,2 (j) Xm~
m=l,m#1i ,12A3
(A.24)
Next, we update the expressions for x1, (J) (equation (A.11)) and x,2 (j) (equa-
tion (A.10) using equation (A.24). We obtain
XI (j) = 1 el'(j)X,(j + q) -
a 1 ,e1 ( 3 
q=1i
X1 (j) = bi(12 (){ q x(& q) -
S3q=1
n
m=1,iM lil12,13
n
m=1,mAli11243
(A.25)
d"4/; (j)xQj) } (A.26)
and we define
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0''() Xmnj)
, = _1 d ()(A.27)
e3'U(j) = e 'b)2(j) (A.28)
()= e'(j) -d5() ()A.2
11,1 - P 11,21j) (A.28)
63e 2(j) = bL-Q 
(A.30)
e,3(j) = 1 -- b(i)(A.2)
el3(j) = ci( ) -- .jc(j) (A.32)
deA()= de - b?%jJ) (A.33)Sm b (j)
12,13 )= 13 b (3 b2(A.3)
Next, we update the expression for XmQI + 1), m $ 11, 12, 13. We substitute the
expressions for xg (j), x 2 (j) and x (J) (respectively, equations (A.25), (A.26)
and (A.24)) into equation (A.15). We obtain
3 13
Xm ~ 2 + 1) = f3i,q(j)1(J q) gq(j)Xq(i) 
(A.35)
q=1 q=1,q-liU 
,(3
and we define
f 3 Q amli (hj 64~3j m,2l,3 + am1 (A.36)
e, U()) C1 1(( 3 ( b
fA,q1i) - am, , (+a(j) +a1,14i '142l(j) + j)2(j) (A.37)
bt2(jj ) _bm 6 - 3(j) 2(j A.8
194-q(J) = am ,(() - a 13i(j) q bb( ) - b4j))
We substitute equation (A.24) into the We-th equation of the 
system of difference
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equations (A.1). We also use equations (A.25) and (A.26). The final result is
2
xi(j 4) + c2(y 1
q=1
m1 n
Ta-1l,41,223
n
)xi(j + q + 1)-
+ m=1,m3,1,,l
a 13 M ( ) x m U 3
a, m (j)xm (j) + a3b=1 (j)
b2,n(i + 1)Xm Qj 1) =
"3
e,,, (j) x~ + m)-
.m-1
n
d(i)Xm(j)
m=1,4li1,2,13
(A.39)
and we define
- 1
em1-'3 1 ) = ,,
b' (j)= b(j)
1{ (j) = a~s()
(A.40)
(A.41)
(A.42)
(A.43)
We substitute equation (A.35) into the equation (A.39) to obtain the equality
3
xi(j + 4) + c(j)xi(j q) -
q=1
n
b3j)Xm(j) =0
m=1,mfli 12,l
and we define
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(A.44)
b (+ 1)f ,() +f a 3q(j) q j)
q=1 ,qJ 12,3 q -=1 q G m (
(A.45)
3
i(J) b (j + 1)al3 ,n(j) -13 b' ) +q
q=1 bi) q=l,q l122,4
(A.46)
* The k-th step. Now we generalize the third step. We consider 3 < k < n - 1.
As in the previous step, at the equation that is the end result of the k - 1-th
step, we chose a 1k such that bk-1(j) $ 0 for the interval of j we are interested
in. Now we write
k-1
xi( j +k Ck-I( j)1l + q)
q=1 T1=1,Tfli1,12,... 1&k
bk-1(j x
We rewrite x1,1 (j) to Xl_,(j) using equation (A.47). The result is
Xiq(j) = I(e i()x1(@ + m) -
b l- ' (J ) m 1 ) 3m # 1 l ,. . t d$'h (s)x(i)} with q=1,... ,k-1
(A.48)
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( k
:m(j)
(A.47)
and we define
~lqlkj)=4d-l1CU)
bI )--) with q= 1,... ,k-2k~b k-1
e(*- = - -b(j)
bk-(j)
ek () - 4ff' ) -- with m = 1,... , - 2d 1-1 ()bk-
d )= dik(j) - <lk(Jbij with m=1,... k-2b k- (j)b -2()bk-
d l_- (j) - 1 - _t i) k Iw
- bt(j)C kjb 
k- 2 k-1 () b= c k-2 (j) b ) c (1rn b
bk 2d -1 b(j) = bk-2(j) - )bk 1-(j)
b? (j) = , I(')
(A.49)
(A.50)
(A.51)
(A.52)
(A.53)
(A.54)
(A.55)
(A.56)
Next, we update the expression for xm( j +1) given by the system of difference
equations (A.1) using equation (A.48). We obtain
k
Xrn(j+f1) = fq (j)Xi(j+ q)
q=1
gk(j)xq(j) with q # 11,... , l
q=1,- 4 1,12,.-A ,7
(A.57)
and we define
fm ,k(j) 
= 
bk \JJ
k-i a~qj ~kj
q=1 b1(j
fAq (j) = arI c (j) + +_ e (j)14 1 (j) Cq (.) U)
gZ~q(i) = arn,q(j) - am1 q
bll
-1 k- 1i hU ) d
Ni) -q
s=1 isU
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(A.58)
(A.59)
(A.60)
Next, we rewrite the lk-th line of the system of difference equations (A.1) using
equations (A.57) and (A.48). The result of these substitutions is
k
xi(j+ k + +1)+ ck()x1(j+ q) -
q=1
ft bk(j)Xm(j)
m=1,m$1,... ,bc
(A.61)
and we define
b k-1 k b>(j + 1)al10S j) e1,51
--fq()) + b (+1)
s=l,s#li,...,IU s=1)
bX ) = b -- ( 1)aimj) 
-+
q=1,q~l1,...,'Ic
e ( -) =w mk
ek A j) - a ()with m =1,.. k -1
bo (J) = al,l1(U)
dn ) -- bm 0j)
(A.62)
k- -+ 1)gk (j) b- 1 (j )a10,q(j
+ q0rnbq-m
q=l b(m
(A.63)
(A.64)
(A.65)
(A.66)
(A.67)
This finalizes the k-th step. If k = n - 1, equation (A.61) can be written as
n-1
xi(j + n) + Zc -1(j)xi(j + q) - b-1(j)x1(j) 0.
q=1
(A.68)
This is the desired n-th order difference equation. Suppose we have the solution for
the difference equation (A.68). We would like to obtain the solution for the system of
difference equations (A.1) from the solution of the difference equation (A.68). This
can be accomplished by taking a look at the final n - 1-th step of the procedure
described above. At the beginning of the n - 1-th step we write the last equation in
the n - 2-th step in the form
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()=Cka-l(j+ )-
n-2
X1,_ 1 (j) = b xi(J n -+1)+ Zc-x( i+ - bn2 (A.69)
,_1(j) LM=1 )
Notice that this equation is a function of xi(j + q), q = 0, 1,... ,n - 1. So, if the
solution of the difference equation (A.68) is known, we can obtain, through equation
(A.69), the solution for the l_1 -th dependent variable in the system of difference
equations (A.1). To obtain the solution of the other dependent variables, we need to
write xIM(j),... x 3 (j) and xl,_-(j) in terms of xi(j). To accomplish that, we use
equation (A.69) to update the equations for x 1 (j),I... , x- 2 (j) in the n - 1-th step.
This gives
Xiq j) = (_ {Z e" ln'i 1(J + m) - dit-(J)xix)} with q = 1,... ,ni- 2
(A.70)
where the expression for the coefficients that appear in this equation is given in the
k-step of the procedure to reduce a n-dimensional system of first order difference
equations to a n-th order difference equation. Equation (A.70) gives the dependent
variable xiq(j), q = 1,.... , n - 1 in terms of the dependent variable x, 1 (j), solution of
the high order difference equation (A.69).
A.2 High order Liouville-Green functions for a high
order difference equation.
The objective of this section is to obtain asymptotic solutions (Liouville-Green func-
tions) of a high order difference equation. First, we write our n-th order difference
equation (A.69) in the form
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n-1
x(j+ n) +Ec(j+ m)x(j+ m) = 0 (A.71)
M=0
Second, we consider a change of the dependent variable. From the new form of the
equation (A.71) we obtain an iterative scheme to obtain the high order approximations
for the new dependent variable. The first approximation for the new dependent
variable are the roots of the polynomial obtained from the difference equation (A.71)
by making the substitution x(j + n) = z". We consider the change of the dependent
variable
x(j) = ]7u(l) (A.72)
l=jo
Now we substitute the change of variable (A.72) into the equation (A.71). The result
is
n-1 m
u(j + n) . . .u(j + 1) + S cm()fl u(j + 1) + co(j) = 0 (A.73)
m=1 1=1
We write this equation in a more appropriate form, which is
U(j + n) u(d + n - 1) 2 (u(]'+ n - 2) ( I+ )n-I +In+
u(j+ n - 1) u(jI + n - 2) u(j+ n - 3) u(j + 1)}
n-i U(j + M) u(j + - 1) 2 (u(j + 2) )M-i
Ema u(j+ m - 1) u(j + m - 2) u(j + 1)
M=1M
(A.74)
Each product in the equation (A.74) can be written as the exponential of a sum
logarithms of the functions u(j+ m). So, we have
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n-1
cm(j)exp
m=1
m-1
Z kAInu(j + m - k)) u(j+1)m + co(j) =0
(A.75)
We expand the exponentials in the equation (A.75). This results in the equation
+0:mAlnu(J + n - m) mi u(j + 1)n +
k=1 M=1 (A.76)
n-(A. 1 (0)
n1C (j) I1+ 00m L nu(J + 1 - Tm) UOj + 1), + COW(j = 0
1=1 k=1 (M=1
We assume that the coefficients of the difference equation (A.71) varies slowly with
respect to the index variable j such that we have
u~i+m) 1 form= 1,... ,nt> AlInu(j +m-1)I <1 form= 1.
u(j + m -1)
(A.77)
So, we can solve equation (A.76) in an iterative way. The 0-th order approximation
for u(j + 1), denoted u(0)(i + 1), is just the solution of the polynomial
n-1
u(j + i)n+ c m (j)u(j+ 1)m +co(j) =0
m=1
(A.78)
For each j, the polynomial equation (A.78) in u(j+1) has n roots, denoted 4) (j+
1), 1 = 1,1. .. , n. High order approximations can be obtained from equation (A.76) by
iteration. The first order approximation u4i (1+1) is the solution of the first iteration
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n-3
exp Llnuj+ n- 1) +2A Inu(j + n- 2)+ mAln u(3'+ m) U( + 1)"+
of equation (A.76), given by
i+ fmAln 0)(c+n - m))u(i+1)n(+
n_1 (M=1 q_1 (A.79)
cq(J){1+ ( mAlnuU+)(i+q-m))u(i+i)q+ co(J) = 0
q=1 \M=1
This is a polynomial for u(j + 1) since u')(j + m),m = 1,... ,n is known. This
polynomial has n roots. As the first order approximation for u1 (j + 1), we chose the
root of the polynomial equation (A.79) which is closer to U (j+ 1). Here we assume
that the roots of the zero-th order approximation are not to close, so we can trace
them as the independent variable j varies or as we iterate equation (A.76) to obtain
higher order approximations for solutions u1 (j + 1) of the difference equation (A.73).
If (A.71) is a difference equation of fourth order or lower order, analytic solutions for
the roots of the polynomial equations (A.78) and (A.79) are known. In this case, we
have analytic approximations for the solutions of the difference equation (A.71). For
higher orders, the roots of the polynomial equations (A.78) and (A.79) have to be
obtained numerically. We can generalize equation (A.79). The polynomial equation
given the k-th order approximation for ua(j + 1) is
S I { n-1m ( n n >+(k-q) q + }U )8+ + j)+f q=1 q M=
n-1 k 1 -1 InUkq +1_ n qU(+l+CO 0
1:cl(j) I+1-1:+ Tn Lf- - - - 0+co)=0
8=1 q=1 q(M=1
(A.80)
From the k-th order approximation for ua (j+ 1) we can obtain the k-th approximation
for the solutions of the difference equation (A.71) using the change of variable (A.72).
The approximate solution for x(j) is a linear combination of
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JU(k)(q); n= 17... ,rt. (A.81)
q=jo
In other words, the k-th order approximation x(j) has the form
n i
x() = Aexp Ln u ') (q) (A.82)
1=1 q=jo
where the constants A1 are determined by imposing initial or boundary conditions.
A.3 Turning Points.
Here we discuss how to obtain the turning points of a high order difference equation.
From the previous section, the zero-th order approximations u() were roots of the
polynomial equation (A.78). If two or more of the roots of the polynomial equation
(A.78) coalesce, we lose one or more of the zero-th order approximations uO) (ji+1).
Therefore, at the values of index variable j where we have coalescence of the roots of
the polynomial equation (A.8), the asymptotic solution built in the previous section
is not valid. Let us substitute u(3 + 1) in equation (A.78) by the variable z. We
obtain the polynomial
p(z,Ej) = Zcn-m(j)zm (A.83)
m=0
where c,(3j) = 1. Coalescence of two roots of the polynomial equation p(z, j) = 0
happens at the solutions of the polynomial equations
opp(z, j) = 0 and O-(z 7 1j) = 0 (A.84)
Oz
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which have as solutions the value of the variable z for which the roots coalesce and
points in the complex j plane where the two roots coalesce. The polynomial equation
p(z, j) = 0 can be seen as a mapping from the complex j plane into the complex z
plane. This mapping may have branch points in the complex j plane and their images,
called saddle points, in the complex z plane. The solutions of equations (A.84) are
the branch points of p(z, j) = 0 in the j complex plane and the respective saddle
points in the complex z plane. As the index variable j approaches a branch point
(which are the desired turning point), two or more roots of the polynomial equation
(A.83) approach a saddle point. The coalescence of a larger number of roots, let say,
coalescence of k roots happens at the solutions of the system of equations
&tmP
p(z, j) =0 and zm(Z,) =Oform= 1,... ,k (A.85)
The solutions of the set of equations (A.85) are also solutions of the set of equations
(A.84), which is the condition for coalescence of two roots. So, to obtain the turn-
ing points of the difference equation we basically need to solve only the system of
equations (A.84).
Two polynomials p(z, j) and q(z, J) are relatively prime polynomials when they
have no common factors except constants. This is the case between p(z, j) and
-(z, j). Form the theory of algebraic functions (see Alfors (1978)) , we know that
if polynomials p(z, j) and q(z, j) are relatively prime polynomials, there is only a
finite number of values jo for which the equations p(z, j) = 0 and q(z, j) = 0 have a
common root. This fact implies that we have a finite number of turning points for
the difference equation (A.71). From equations (A.84) we can obtain a single equa-
tion whose solutions are the turning points. This equation can be obtained by the
following division algorithm.
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p(z,j) =qo(zj)-(z,j) + R(z,j)
op
-z (zj) = q1(z,j)R 1 (z, j) + R2 (z,j)Oz
Ri(z,j) = q2(z,j)R 2 (z,j) + R3(z,j)
Rn- 3 (z,j) = q- 2 (j)Rn- 2 (z,j) + Rn 1(j)
where n is the degree of the polynomial p(z, j) and the desired equation is the term
R,_1(j) obtained at the end of the division algorithm. This term is called the resultant
from the polynomials p(z, j) and LP(z,j). Next, we apply this algorithm to the n-th
order polynomial
n
p(z, j) = Cn-m(j)zn-n (A.86)
m=O
and its derivative 22(z, j). The first step of the algorithm gives
Ri(z,Mj) = cJ-m( ) -(n - rn 1) an-I(J)an-m+I(i) zn-rn (A.87)
n=2 n2  an(j) z
Now we define
bCn-m()- (n 1) ani(j)anrn+i(j) . (A.88)bnm =jynr ) n2 an~j
The second step of the division algorithm gives
n
R2 (z, j) = > Zn-m, (A.89)
m=3
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and we define
nan(j)b'-m(j)
bm(i) = (n - m + 1)Cn-m+i(J) - I ) b
1
-M() e )j)- a(j)b -3
b- 2 (j) .( )2
(A.90)
The third step of the division algorithm gives
and we define
3 1 ( n-2 2-m -30)bn_- n=b -m b(J))b 
_ m(J) b -( n 3
bln ( j ) n - A29
(A.92)
Now we can generalize. The k-th (3 < k <n - 2) step of the division algorithm gives
n
Rk (z,nj) = b$-m(j)Znm
m=k+1
(A.93)
and we define
b (k bk-2 -k+lj)b11  bk-i n-m ( k-2bn-mjb) n-m-i ) b --_j) UbQk(
b-k+)1 )k-
bk-2(b) n
1
(A.94)
The last step (the n - 1-th step) gives the resultant between the polynomials p(z, j)
and LP (zj), which has the expression
b 1 (j
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n
R3 (z, j) = b _m(j)Zn-m,
m=4
(A.91)
bn- 2 (j) b2 bbW 1 (j)0
-1(A)) (A.95)
Equation (A.95) is only a function of the index variable j, and from it we can obtain
the turning points of the difference equation (A.71).
A.4 Difference Equations as Pseudo Differential
Equations.
Differential equations can be written as pseudo-differential equations, according to
Maslov & Nazaikinskii (1988). For example, we can write the second order difference
equation (2.1) as a pseudo-differential operator. To start, we expand the second order
difference operator in equation (2.1) in Taylor series.
00 1 iim\00 1d'
z7+1 - 2z, +z >3 ( () -- 2zj+ (-1)" (Z)
m=O (!dj )M=O m! djm 1
oo 2n
00 d 2mII(2m)! dj
=2 cosh(+)z(j) - 2z(j) (A.96)
dj
This implies that the second order difference equation (A.96) is given as the pseudo-
differential operator
cosh(--)z(j) - (1Q(j) - 1)z(j) = 0 (A.97)
dj2
High order difference equations can also be written as pseudo-differential equations.
This simplifies the asymptotic analysis for difference equations, since the asymptotic
methods for differential equations can be applied to pseudo-differential equations.
In chapter 4 we apply the concept of pseudo-differential operators to develop an
asymptotic theory for water waves interacting with a non-uniform bottom topography.
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Appendix B
PROCEDURE TO OBTAIN THE
TURNING POINTS OF Q1.
For a given sequence Qj, we describe a procedure on how to obtain the turning points
in the complex j plane. We consider real and complex first order turning points and
second order turning points, which result from the coalescence of a pair of real or
complex first order turning points. We impose the restrictions on the sequence Q
given in section 3.2. The procedure to obtain the turning points follows.
* We assume Q to be a bounded sequence that oscillates around a fixed value
Qo, so we can write
Q = Qo+Xj, forj=jotojo+M+1 (B.1)
with X given by some functional form for complex values of j. If Xy is known
only at the integer values of j from Jo to Jo + M + 1, we can represented it by
a discrete Fourier series
M-
X1 = sin[(J MJK , forj=djotojo+M+1 (B.2)
where %j is the discrete Fourier transform of the sequence Xy. This is the natural
way to extend Xj to the whole complex j plane.
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* Maxima and minima of the extension of sequence Q, to the complex j plane for
real j. These points are solutions of the equation
dQ, = 0, for j Real (B.3)
dj
Let us label the solutions of (B.3) as J*. We have to check if the points J* are
maxima or minima. With this point in mind we need to evaluate . If we
obtain that
d2Q j*) > 0 -4 * is a minimumdj2
d 2Qj*) <0 j is a maximum
dj2
Let us call the points j that are maxima as J*+ and those that are minima as
1*-.
" Search for the real turning points first. To see if there is any real turning point,
we just need to check if any of the maxima or minima j* satisfies
Q(J*-) < 0 (B.4)
or
QQ*+) >4 (B.5)
If the inequality (B.4) is satisfied for some J*-, we have real turning points
that satisfy the first turning point condition. If the inequality (B.5) is satisfied
for some j*+, we have real turning points that satisfy the second turning point
condition. These turning points are solutions of
Qo - 2(1 + (-1)k) + X O = 0, for J < J<Jo + M + 1 (B.6)
We have that k=1 refers to the first turning point condition, and k=2 refers to
the second turning point condition. If at each of the maxima J*+ or minima j*-
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one of the inequalities (B.4) or (B.5) is satisfied, then all the turning points are
real. If for some J* an equality of the type (B.4) or (B.5) is verified, instead
of inequality, we have a real second order turning point which coincides with
this particular j**. If for some f*, none of the inequalities (B.4) or (B.5) is
verified, then we have a pair of complex conjugate turning points.
* Search for complex turning points. All the points of the form j* that do not
satisfy (B.4) or (B.5) have a pair of complex conjugate turning points associated
with it, and we use this fact to obtain the pairs of complex conjugate turning
points. Since we are dealing with complex turning points, let us write j = x +
i y. A complex turning point satisfies the system of equations
Qo - 2(1 + (-~ 1)) + R{y} =0, with k=1 and k=2 (B.7)
2 {Xi} =0 (B.8)
To obtain the turning points solutions of the systems of equations (B.7)-(B.8),
we consider the maximum (minimum) j*+(j*-) associated with the turning
point we want to obtain. We use the maximum (minimum) j* Qj*) as a start-
ing value and follow the path described implicitly by (B.8) for y > 0, until
(B.7) is satisfied. This gives one of the desired complex turning point related
to the maximum (minimum) j*). The other desired turning point is just
the complex conjugate of the previous turning point. Complex turning points
come as pairs of complex conjugate numbers in the j plane.
The procedure described above can be implemented in a code to find all turning
points.
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Appendix C
CONNECTION FORMULAS.
In this appendix we discuss in more detail the connection formulas for the considered
turning point problems, which are:
* A pair of complex first order turning points.
* A cluster of two almost coalescing real and complex first order turning points.
C.1 CONNECTION FORMULAE FOR A PAIR
OF COMPLEX FIRST ORDER TURNING
POINTS.
In this section we derive the connection formulae for TPP1. The solution of the
approximate form of equation (2.1), valid in a neighborhood of a first order real
or complex turning point, is given just below. The leading term of its asymptotic
expansion for arbitrary v and 1y >> 1 with -- r < arg{y} < ?r is given in the next
section. The results given in the next section can be applied directly for the case
k = 1. The solutions Hj(, v) for the case k=1 are defined in terms of contour
integrals, as follows.
Hg%(, v) = j exp(-2y[-z + sin z] +ivz)dz, forj = 1, 2, 3 (C.1)
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where v = (j - j*k). The contours C are given in terms of the arg{y}, as follows.
" For arg(y)e I quadrant we have C and C3 asymptotic to -7r- + i oc, C and
C2 asymptotic to 0- - ioo and C2 and C3 asymptotic to -r- + ioo.
* For arg(y)c II quadrant we have C and C3 asymptotic to -7r+ + ioo, C, and
C2 asymptotic to 0+ - ioc and C2 and C3 asymptotic to 7r++ i.
" For arg(y)e III quadrant we have C and C3 asymptotic to -7r+ - icc, C and
C2 asymptotic to 0- + ioo and C2 and C3 asymptotic to 7r+- _-oo.
* For arg(y)c IV quadrant we have C and C3 asymptotic to -ir - icc, C and
C2 asymptotic to 0++ioo and C2 and C3 asymptotic to r- - iOO.
To deal with the case k=2, we consider the change of variable
Wj = z exp( i7r j) (C.2)
which factors out the highest wavenumber wave component and reduces equation
(2.32) for k=2 to the form
wj+i - 2wj + wy_1 - a2( - J*2) = 0 (C.3)
The solution of equation (C.3) in terms of contour integrals is the same as in the case
k = 1, but with Y t= . Therefore, we only need to study the solution of (2.32) with
k = 1 and then use the change of variable (C.2) to deal with the case k = 2.
The solutions H (y, v) of the approximate equation (2.1) will be used in section
C.1.2 to connect a given linear combination of Liouville-Green functions through turn-
ing points and Stokes lines. The connection formulae are obtained by matching the
asymptotic form of the appropriate function Hj(y, v) for large 17y with the expansion
of the Liouville-Green function in terms of the local variable v.
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C.1.1 Leading Term of the Asymptotic Expansion of the
Functions H (y, v).
Here we present the leading term of the asymptotic expanssios of the functions
H(y, v),j = 1,2,3 for large 1y, vj <[1yj and with -?r < arg{'y} < r. The functions
Hj(y, v) were defined in the previous section in terms of contour integrals. To obtain
the asymptotic expansion of these functions, we deformed the integration contour C
in terms of the steepest descent paths of the function
p(z; -y, v) = 2eiar1{1[-z + sin(z)] - i U z. (C.4)
Then, we applied Watson's Lemma (Olver 1997) to the integrals along the steepest
descent paths, which resulted in the desired asymptotic expansion. Here we only give
the leading term of the asymptotic expansions of the functions H(Y, v).
C.1.1.1 Leading term of the asymptotic expansion of HJ(7, v) for -- r <
arg{y} <0.
Now we consider -7r < arg{-y} < 0. For this range of arg{y} we give the leading
term of the asymptotic expansion of the functions H(, y,v). First, we define some
quantities of interest. Instead of giving the leading term of the asymptotic expansions
as we vary arg{v}, we use the variable /, defined by:
1# = arg{v} - -Iarg{y} (C.5)3
The branch cut in the v complex plane is a line ranging from 0 to 00, with argument
given as a function of arg{'y}, as follows
arg{v} = arg{-y} + (C.6)2
For -7r < arg{-y} < 0 we have that the branch cut lies in the first and fourth
quadrants, and for 0 < arg{'y} <wr we have that the branch cut lies in the second and
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third quadrants. Next, we consider the leading terms of the asymptotic expansions
of the function H, (-, v).
C.1.1.1.1 Leading term of the asymptotic expansions of H(m, -v) when
-7r < arg{-y} <0.
Here we give the leading term of the asymptotic expansion of the function H 1,(Y, v)
as # varies in the range 2 + arg{y} </3 < : + arg{y}.
* Case -7r < arg{7} <--7 and i </c< L+ 2arg{y} follows:
H(7 Fexp(-2171e"f71[an(a + v/a2 -1)- a 2 -1] -ij - arg{y})
2 H YN)(,2 _ 1)1/4
(C.7)
This leading term dominant for this range of /.
* Case -r <arg{7} < -E and 3+ Jarg{7 2<<Efollows:
HI ) 1 7 exp(i2|yleiar-7[aln(a +v/a2 -1)- /2 -1] + i 2- arg{y})
H ,v 1 -2 71j2_1)1/4
(C.8)
This leading term is recessive for the range E + arg{'y} < / < and it is
dominant for the range </3 <
* Case --E < arg{y} <0 and 1 </3< + 2arg{y} follows:
H1(r, v) 1 exp( i2||eif-1[Celn(a + a2 - 1) - v/a2 - 1] - arg{y})
(C.9)
This leading term is dominant for the range ' < 13, , and it is recessive
for the range L3' </3< H + arg{}.
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. Case -E < arg{y} < 0 and +arg{} </3 < follows:
1 ir exp(i2171ei7ar{}[ailn(a+ +\a 2 -1) - /a2 -1] i - arg{})
H1(7, V 2 )}j (a2 _1)1/4
(C.10)
This leading term is recessive for this range of #.
* Case E </3 < L- follows:
1 7r exp(i2l|eiarg{7}[aln(a + v/a2 -1)- a2 -1] +-7j - arg{})
H2(H, v) ~ -- - (a 2_1)1/4
(C.11)
This leading term recessive for </#3< and it is dominant for - </#<L.
* CaseL- <# < IE follows:
H 7r exp(i2eir7[an(a + v/a2 -1)- /a 2 -1] + i- arg{y})
Hi(7, V) ~ H a (a2 1)1/4
1 r exp(-i2Vfleiar {[a In(a + v/a2 - 1) -/2 _ 1 _ - ' arg{7})
2 'xl (a2 - 1)1/4
(C.12)
The first part of this leading term is dominant for the range J </3 < L, and
it is recessive for the range L- < < 1. The opposite is true for the second
term of this leading term.
C.1.1.1.2 Leading term of the asymptotic expansions of H2 (y, v) when
-7r < arg{-y} <0.
Here we give the leading term of the asymptotic expansion of the function H2 (7, v)
as # varies in the range 7 + 2 arg{7} </3 < 1 + arg{7}.
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* Case -7r < arg{y} < -2 and iL<3< ZE+ arg{y} follows:2 6 23
1 Ir exp(i2| yeiar "8{W[a In(a + v2 - 1) - /a2 - 1] + iQ - arg{y})
2 |W ( -_.1)1/4
(C.13)
This leading term recessive for this range of /.
" Case -7r < arg{-y} < - and 2+ arg{y} <#< 21follows:
) 1 I exp(-i2ryjeirf7}[aIn(a + a2 - 1) - a2 - 1] - - i arg{y})
(C.14)
This leading term is dominant for the range E + 2 arg{-y} < < 2 and it is
recessive for the range E < <3 <
* Case - < arg{y} <0 and i < #< +2arg{} follows:
1 r exp(i2yleiar [a In(a + a2 - 1) - a2 - 1] + i-j - ' arg{y})
H2(-, ) 2 |7F Y2W 1)1/44 2
(C.15)
This leading term is recessive for the range i </< 1, and it is dominant
for the range 1 </3 < + arg{y}.
* Case -E <arg{y} < 0 and + 2arg{y} </3< follows:
1 r exp(-21[n a 2 -1)- a2  1] -i4 - arg{y})
2 | |( 2 _ 1)1/4
(C.16)
This leading term is recessive for this range of /.
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* Case E </3 < !L follows:2 6
I 7r exp (-iZ2 1 y Ie ar901 [a In (a +V/a-2 _ 1) -_ra-2 __ i _ ar ag f
H2(7,-v) ~)-/- 4 2
2 71 ( a2 - 1) -4
1 Fr exp(i2[yjei"7[a In(a + v/a2 -1)- 2 
-1] i - arg{})
2 V 4 (a2 - 1)1/4
(C.17)
The first (second) part of this leading term dominant (recessive) for 1 </3 < ",
and it is recessive (dominant) for $ < 7< J.
* Case </3 < 1 follows:6 6
1 Ir exp(i2jeir"17}[aln(a + /a 2 -- 1) - / 2 -1]+ - arg{-y})
2 Hv7; (a 2 _1)1/4
(C.18)
This leading term is dominant for the range </3< f, and it is recessive for
the range 3 </#<17.
C.1.1.1.3 Leading term of the asymptotic expansions of H3 (y, v) when
-7r < arg{y} <0.
Here we give the leading term of the asymptotic expansion of the function H3 (Y, V)
as # varies in the range ' + arg{y} </3 < 2 + arg{y}.
* Case -7r < arg{y} < --E and "z </3< 'r+2 arg{y} follows:2 6 2 3 1flos
H1 ' r exp(-12j-e"17}[aln(a + v/a2 -1)- /2 -_1]- Z - arg{-y})
3(-, 2 y71 (a2 - 1)1/4
1 I7 exp(i2-yIeia{17[a In(a + a 2 _-1) _ /a 2 -1] +i -- iarg{y})
2 [y| (a2 - 1)1/4
(C.19)
The first part of this leading term is dominant for this range of 0, and the
second term is recessive for this range of 0.
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* Case -7r < arg{y} < -E and E + i arg{-y}</3< E!follows:2 2 32
1 ir exp(Z21-IeirM Y} [a n( a+ /2 -1- I a2 - 1] + z : - iarg{'-})
H 3 (7,v)~ v{W(a2 1)1/ 4
1 r exp(-2[aIn(a + a 2 - 1) - a2 _-1 -'-arg{})
2 
- r7 ( 2 1)1/42 +2V1Kj(
(C.20)
The first part of this leading term is dominant for the range + arg{y} <
# < E and it is recessive for the range 2 </3 < E. For the second part of this662
leading term the opposite is true.
* Case -E < arg{} < 0 and 1 </3 < - +-+argj{yy follows:26 2 3
1 I7r exp(-i2171ei arg{7}[a In(a+ a2 -1) - a2 --1] -i - arg{-y
H3 (2, v) 2 K (a2 1)1/4
1 r exp(i2 Ieiargfy}[a In(a + a2 _ 1) _ / 2 - 1] + i - -'arg{y})
+2 DIYI(W 2-1)1/4
(C.21)
The first part of this leading term is recessive for the range 1 </3 < 1, and
it is dominant for the range 1< </3<'- + 2 arg{'y}. The opposite is true for
the second part of this leading term.
* Case -E < arg{y} < 0 and E + arg{y} </3 < follows:
1 ir exp(i21 ei"f7}[a ln(a + a2 - 1) /a2 - 1] + iE - arg{7})
Hs~ (Vv)~ W -( _1)1/4
1 ir exp(-i2|_Ieiar{7}[aIln(a + a 2 - 1) - a 2 - 1] - - arg{7})
+2 71(2 ._1)1/44 2
(C.22)
The first part of this leading term is recessive for this range of #, and the second
part of this leading term is dominant for this range of /.
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. Case L << <L yfollows:
1 ir exp(-j2171eiarg{7[aln(a + v/a2 - 1)- va2 -1]- - arg{-y})
H3 ('-,iV) ^~ I - ( 2 _ 1)1/42 17H(
(C.23)
This leading term dominant for E </3< %L, and it is recessive for J </3<J.
* Case L </ < L follows:
1 ir exp(-i2'y eiarg{-}[a ln(a + /a2 - 1) - /a 2 _ 1] _ arg{y})
H3 , ) 2 ( 1)1/4
(C.24)
This leading term is recessive for the range 7 </3 < 1, and it is dominant for
the range 2 </3 < 1.
C.1.1.2 Leading term of the asymptotic expansion of Hff(, v) for -r >
arg{7} > 0.
Now we consider -F > arg{y} > 0. For this range of arg{7} we give the leading term of
the asymptotic expansion of the functions H, (7, v). For this range of arg{y} we have
that the branch cut in the v complex plane lies in the second and third quadrants.
The argument of the line that represents the branch cut is given by (C.6). For this
range of arg{7} we have that I + arg{y} > arg{v} > - + arg{7}. This range of
arg{v} translates in terms of the # variable as E + 2 arg{y} > /3> - + arg{}.
We start with the function H1 (7, v), and then we consider functions H2 (y, v) and
H3 (7, ().
C.1.1.2.1 Leading term of the asymptotic expansions of H(7y, v) when 7r >
arg{-y} > 0.
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* Case - </ < j follows:
HI(y, v) ~ r exp(i2[y7ei ar{Y} [aln(a a2 _ 1) 4-a2 - 1] +i - argfy})H, -yV)2 '4-1)/
1 ir exp(-i2-yeiar71[aIln(a + a2 _ 1) _ a2 _ ] - -_ arg{Y})
2V 7| (02W_1)1/4
(C.25)
The first (second) part of this leading term is dominant (recessive) for -- <
/< , and it is recessive (dominant) for j </3< .
* Case 0 <arg{y} < with - </3 < -- rf+ arg{-y} follows:
1 7r exp(i2-Ieiarg{}[aIn(a + a2 -_ 1) - & - 1] + i4 -- arg{'y})
,(-y,) 2 'y (a2 - 1)1/4
(C.26)
For this range of # we have that this leading term is recessive.
S0< arg{'y}< E!with -- + qarg{y} </3 < - follows:
1 r exp(-i2|ryleiar67[a In(a + a 2 - 1) - a2 - 1] -- - arg{y})
<7, V) 2 Ky(2 _ 1)1/4
(C.27)
This leading term is recessive for - 1+ 2arg{y} </3< - 7 and it is dominant
for - ZE<# < -7.
* Case z < arg{y } <ivrwith -L </3< - +2arg{7} follows:
1H ~ exp(i21-yei"9{1[aln(a+ a2 -1) - va 2 - 1] + i - arg{y})
l ] 2 '4 (a2  )/
(C.28)
This leading term is recessive for -2 </ < - and it is dominant for
- <6
6 2 3
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" Case < arg{-y7} <r with -1 + arg{'y} </ < - follows:
1 r exp(-i21yjeiar7[an(a + &- -1)- - a2 -1] -iL - arg{y})
H2(, v) ~ (a2 - 1)1/4
(C.29)
This leading term is dominant for this range of #.
* Case -y </3 < - follows:
1 r exp(- 2 |ei rf7)[a In(a + va2 - 1) - a2 - 1] - i - arg{y})
H 1( 2 ~, (a2 -1)1/4
(C.30)
This leading term is dominant for </3<-i and it is recessive for - E<
< 7r
C.1.1.2.2 Leading term of the asymptotic expansions of H2 (-y, v) when 7r >
arg{y} > 0.
* Case -E </3 < E follows:
1 2r ex( I i 817}[a n (a + v/a2 -1)- a2 -1] -i j - arg{y})
H2 (2,vW) (a2 - 1)1/4
(C.31)
This leading term is recessive for -E </ < !, and it is dominant for W < < E
* Case 0 < arg{y} < E with - </3 < - + arg{y} follows:
1 ir exp(-i2ry|ei argQY}[aIln(a + az 2 - 1) - a2 - 1] - - j arg-y}
H 2 ( 7Y, v ~ 2 |( 2 1)1/42
(C.32)
For this range of P we have that this leading term is dominant.
415
SO< arg{7} < with -j+Zarg{ry}<4# < - follows:
1 7 r exp(i27yjeiarg{y}[a In(a+ + a 2 -_1)-- a2 - 1] +i - arg{y7})
H2(7, I) 2 (a21)1/4
2 ||(a2 )/
(C.33)
This leading term is dominant for - + + arg{ry} <4#< - and it is recessive
for -L- < <-r
* Case ! < arg{y} <w7rwith - <43< - + arg{y} follows:
1 7r exp(-i2ji|evagW[a ln(a + va 2 - 1) - a2 - 1] - '-- ( arg{'y})
H2 (7, v)r-s~H2 2 |F-(2 _1)1/44 2
(C.34)
This leading term is dominant for - <43< - and it is recessive for
-7r <#/-3 + 2 arg{y}.
* Case E < arg{-y} <ivrwith -3 + arg{ } <4< -s follows:22 3 2
1 7 exp(i2-yeiarg{}([a ln(a+ + a2 -1) - a2 -1] +i - argfy})H2(-y, v) ~ -
2 [ |( 2 - 1)1/4
(C.35)
This leading term is recessive for this range of 4.
* Case -- <4 < -j follows:
H2(7,1 )~2 y(a 2exp(j27eiarg{}[aln(a +a   1- a2 -__1] ij - 4arg{ )
1 Hrxp(-i2 n +za 2 -- 1) -- 4a2 -] _ jarg{ )
2 y (a2 -1)1 /4
(C.36)
The first (second) part of this leading term is recessive (dominant) for - 5' <
-- and it is dominant (recessive) for -i <43 <( c e <2r
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C.1.1.2.3 Leading term of the asymptotic expansions of H3 (-y, v) when ?r >
arg{y} > 0.
* Case - </3 < 2 follows:
1 wr exp(i2jyjei"17[aln(a+ -Va2_1)- _/a 2 -1] + i - 4arg{-y})
H 3( 7 , ) ~ - - 2 1)1/44 2
(C.37)
This leading term is dominant for -2 < # < E, and it is recessive for 6<#<E
* Case 0 < arg{-y} < E with - </3 < -L + 2 arg{'y} follows:
1 67r exp(Z21-Iei arM[, In(a + Va2 -1)- _Va2 -1] +Zii - arg{y})
1 Ir ex(i||i"11a~ & -/2_1)- _/a2 -1 i _4arg{y})
+ 23j (a2 _ 1)1/4
(C.38)
For this range of # we have that the first (second) part of this leading term is
recessive (dominant).
* 0 < arg{y} <jwith - + jarg{y} </3 < - follows:
1 IFr exp(-i 2jyeiarg7}[a In(a + Va2 - 1) - /a2 - 1] - i - j arg{y})
H 3H(, 2)(~a2 _1)1/4
1 r exp(i2Vjeiar7}[aln(a +/a 2 - 1)- _a 2 _1] +ij - arg{y})
2 Y (a2 - 1)1/4
(C.39)
The first (second) part of this leading term is recessive (dominant) for - %- +
arg{'y} </3< -y and it is dominant (recessive) for -
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* Case E < arg{7} < 7r with-11 <$#<A-f1+ q arg{y} follows:
1 7r exp(i21yIeiar-y7}[a In(a +/ 2 -_1)- _/ 2 -1] + i j - arg{7})
2H3 ( 2 _1)1/44 2
2 11
-F rexp(-Zi2 7e"8[a In(a + v0 _ /aVa2 7_r jarg{7})
+ 2 | |( 2 _1)1/44 2
(C.40)
The first part of this leading term is recessive (dominant) for - <3< -7,
and it is dominant (recessive) for - <3 < - + 2 arg{y}.
* Case 2 < arg{7} <-r with -! + a arg{y} < < - follows:
1 r exp(-i2 y|eia1[a ln(a + a2 _ 1) - /a2 _ 1 _ _ arg{y})
H 3 (V) 221 /4 (a2) 1/4
1 -r exp(Z2 [an( a 2 _-1)-- /a 2 -1] i+ - arg{y7})
2 171 (a2  1)1/ 4
(C.41)
The first part of this leading term is dominant, and the second part of it is
recessive for this range of #.
* Case - < # < -1 follows:
1H ) exp(i2[4eiarg{Y}[an(a + Va2 -. -) - a2 - 1] - Z7- arg{y})
H3 r%%j --(-2-1)1/44 2
(C.42)
This leading term is recessive for-v </3<-i and it is dominant for - <
/< 7
6
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C.1.2 LOCAL APPROXIMATION OF THE LIOUVILLE-
GREEN FORMULA.
The second step in obtaining the connection formula is to write the Liouville-Green
functions in terms of the local variable, namely a, defined as
=1+ i (C.43)
We consider the boundary conditions of left and right incidence discussed in section
4.4. We write them in terms of the local variable a. The form of the Liouville-Green
function in terms of the local variable a changes with respect to which condition
(2.30) the turning points of the turning point problem are considered to satisfy.
C.1.2.1 Pair of Complex Conjugate First Order Turning Points.
In this section we consider two boundary conditions for TPP1, namely left and right
wave incidence. We give these boundary conditions as a linear combination of the
Liouville-Green functions written in terms of the local variable a. First, we consider
TPP1 with turning points (see box (A) in figure 2-2) that satisfy the first turning
point condition. We use the same notation as in section 4.4.1, namely, we have
a, < ai as boundary points, j,, and j, 1 as the pair of complex conjugate turning
points and r, = !Rf{j,1,i}(ai < r < aj+,) as a reference point in the real axis. For left
incidence we have
* For a, < j <ri we have an incident plus a reflected wave
Zy~ 2 1 1/ {Aexp(-i2-y[ a2 - 1 - a ln(a + a2 - 1)] + - - I(a, r1 ) -
(a - 1) 144
44
R-A exp(i2-[ a 2 - 1- a ln(a a/2 _-1)] + K iI(aj, r1 ) iI(r1 , ,))}
(C.44)
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. For r, < j < a,+, we have a transmitted wave
T T-A
a2 - 1)1/4 exp(-i2y[Va2 _- 1 - a ln(a a 2 - 1)] + -- i(a, rj) - iI(ri,j41,i))
(a -1)4
(C.45)
For the case of left incidence we approximate the Liouville-Green functions with
respect to the complex turning point J*,1i, since the transmitted wave is exponentially
small in the region bounded by the real axis, by the Stokes line that connects both
turning points and crosses the real axis and by the Stokes line that emanates from
J,1, and goes to infinity for j > R{j, 1 }. Since the transmitted wave is exponentially
small in the region described above and specified by the boundary conditions, it is
uniquely defined in this region. This fact allow us to continue it to other regions with a
common turning point (5.,1, in this case) by using the asymptotic form of the solution
of the approximate form of (2.1), valid in a neighborhood of ],, (see figure 2-2). If
the transmitted wave was exponentially large, it would not be defined uniquely by the
boundary conditions, since we always can add the other exponentially small Liouville-
Green function and the boundary condition is still satisfied. This is actually true for
most of the complex j plane. The exceptions are the real axis and the Anti-Stokes
lines (Lines that emanate from the turning points defined by R{f Odn} = 0, with
r as a turning point), where the Liouville-Green functions are of the same order of
magnitude. Along these lines, boundary conditions specify uniquely the appropriate
linear combination of Liouville-Green functions. Next, we consider the boundary
condition of right incidence.
* For a, <j Kr we have a transmitted wave
zJ (a 2 -_ 1 /4 exp(i2-y[ a 2 _ 1 - a ln(a + a2 - 1)] + + iI(ri, j,,))
(C.46)
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* For r1 < j < al, we have an incident plus a reflected wave
z (2 1/ {Aexp(i2y[ a2 - 1- a ln(a + a2 -1)] +i+ +iI(al+,, r) + iI(ri,,j,))
+R+A exp(-i2y[ a2 - 1 - a ln(a + a 2 - 1)] + i- - iI(a,+1, rj) -- iI(ri,1*1,}))4
(C.47)
and here we chose to expand the Liouville-Green functions with respect to J,1, for
the same reasons mentioned in the case of left incidence. The transmitted wave is
exponentially small in the region bounded by the real axis, by the Stokes line that
connects both turning points and cross the real axis and by the Stokes line that
emanates from 1,i and goes to infinity for j <
For TPP1 with turning points that satisfy the second turning point condition, we
have that the phase term in the Liouville-Green functions is written in terms of the
variable a as
J iirv + i2y[a ln(a + a2 -1) a 2 -1] for {a} > 0
exp ( i2 O ,,dn)
-irv -- i2y[aln(a + a2-_ 1) - a 2 - 1] for 2{a} < 0
(C.48)
The term +irv(+iir(j - 1*2,)) represents the wave with the highest possible wave
number. This is due to the fact that in a neighborhood of a turning point that
satisfies the second turning point condition, the wave number 6, is in a neighborhood
of the upper edge of the uniform system passband. If we take into account the
change of dependent variable (C.2), we can factor out the term irj. For waves
that propagate to the left we chose the plus sign in (C.2), and for waves propagating
to right we chose the minus sign in (C.2). In terms of the dependent variable w,
the boundary conditions for left incidence are similar to (C.44) and (C.45). The
difference lies in that we consider the turning point 1'2,1, instead of 532,1. The reason
is that in the appropriate neighborhood of J*2,1, the transmitted wave is exponentially
small. In the following four expressions, r1 = R{j, 2 ,e}. The boundary condition for
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left incidence, in terms of wj, follows bellow.
* For a1 < j <ri we have an incident plus a reflected wave
W ~ (2 __1)1/4 A exp(-i2y[v/a2 - 1 - ln(a+ a 2 - 1)] +i - iI(a1 , r,) - iI(r,J2,)
+ i7r J*2,1) + R-A exp(i2'y[/a 2 - 1 - a ln(a + v/a2 - 1)] + + iI(al, r1) + iI(r1 , J2,1)4
-i7r 1,2,i)
(C.49)
* For r, < < a 1 we have a transmitted wave
T-A ni
ig ~ 21)1/4 exp(-i2zy[ a2 -1- a l a + v/a 2 - i) + _-- (T,*2,)
(a - 1)1/44
- flr j*2,1)
(C.50)
The right incidence boundary condition is similar to (C.46) and (C.47). The
difference lies that in this case we consider the turning point J*2,l instead of 1*2,1.
The reason is the same as the one mentioned above, i.e. the transmitted wave is
exponentially small in the neighborhood of .*2,1. The boundary condition follows.
* For a, <j <r we have a transmitted wave
T+A(a 2 -1/4 exp(i27y[va2 - 1 - a ln(a + /a-2 - 1)] + i- + iI(r,, *2,1) - i r*2,)
(C.51)
* For r1 <1 <a,+1 we have an incident plus a reflected wave
Wy ~( 2  1)1/4 Aexp(i2y[v/a2 - 1 - a ln(a + v/a2 - 1)] + 'Z + iI(al+1 , re) + iI(ri, j 2 ,1)
- 1) 4
- iwj 2,e) + R+A exp(-i2-y[Va2 - 1 - a In(a + v/a2 - 1)] + 4 - iI(a+1 , r1 ) - iI(ri, J* 2,)4
(C.52)
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The next step is to define the appropriate solution to the locally valid equations
(2.32) (k equal to 1) and (C.48). We consider (2.32) as the locally valid equation
when turning points of TPP1 satisfy the first turning point condition (2.30). When
turning points of TPP1 satisfy the second turning point condition, we consider the
locally valid equation (C.48). After we obtain the appropriate solutions of the locally
valid equation in terms of the function Hj ('y, v), we match these solutions with the
expansion of the Liouville-Green formulae given in the sections above. The result of
the matching process are the reflection/transmission coefficients given by (2.49) to
(2.64). The steps mentioned in this paragraph are given in the next section.
C.1.3 MATCHING PROCESS.
First we give the leading term of the asymptotic expansion of the solution of the locally
valid equations (2.32) and (C.48), appropriate for the matching with the Liouville-
Green formulae for complex first order turning point. For second order turning points,
we already gave the solution of the appropriate locally valid equation in section 4.3.1,
so here we only give the asymptotic expansion of this solution.
C.1.3.1 Leading Term of The Asymptotic Expansion of The Solution of
The Approximate Equation in a Neighborhood of a Complex
First Order Turning Point.
The complex first order turning point satisfies the first or the second turning point
condition (2.30). If it satisfies the first turning point condition, the leading term
of the asymptotic expansion of the appropriate solution of (2.32) with k=1 is given
below in terms of the functions
1 7 exp(-i2y[aln(a + Va2 - 1) -- 1]a2- i_--i arg{fy})A(-y, v) =-2W 1)/ 4 2 (C53)2 |7 (a2  _ 1)1/4-
1 wr exp(i2y[aIln(a + a 2 -- 1) - a2- 1]+ iz! -- 'arg{})
B(-yP)=-221W4(C54)
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The leading term of the asymptotic expansion for the appropriate solution of (2.32)
with k=1 for -l >> 1 and vl <l1 follows.
e For left incidence boundary condition (Turning point 5,1).
w r 7r
z~- C B(7, v), for 0 < arg{y}< - and < < - (C.55)2 6 2
C (A(7, v) -B(y, v)), for 0 < arg{-7}< -and -</#<-
2 2 6
C B7,P) fr 0< rr7F 7r 7r
z~-lC>B(,-v) forO ar{ }> and - < < - (C.56)2 6 2
gr gr57rC (A(7,v) -B(7,v)), for0 < arg{r7}>-iandZ</3<
2 2 6
where # is defined by
1
# arg{v} - -Iarg{7} (C.57)3
in terms of arg{v} and arg{7}.
* For right incidence boundary condition (Turning point j,,.
7r57 7w
zi ~ -C A(7, v), for - < arg{y} 7and - < < (C.58)2 6 6
w 77 3w
-C (A(7, v) + B(7, v)), for - K arg{7} wrand </3 <
2 6 2
grF 7r-r
z~-C A(7, v), for -w7r < arg{y} <--and 1< 3< - (C.59)2 2 6
7r 7r 7
C (A(7, v) + B(7, v)), for--wr< arg{}<-and- 1 </3<1
2 6 6
If the first order complex turning point satisfies the second turning point condition,
then the appropriate solution of (C.48) follows.
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. For left incidence boundary condition (Turning point J12,I).
wy~C4(--A(y, v) + B(-y,v)), for -i7r < arg{y} - 1< and- <#<
2 2 6
(C.60)
ir ir ir
- C A(y, v), for - 7r < arg{'y} < and-7< < -2 6 6
iv 5w 7w
wj ~C (A(y, v) - B(y, v)), for - arg{y} <; <r and - < # < -- (0.61)
2 6 6
C A(7,v), for -Farg{y} <; wrand7 < <3U
2 6 2
* For right incidence boundary condition (Turning point J*2,).
w, =C (A(y, v) + B(y, v)), for 0> arg{y} > 1 and - </ < -- (C.62)
2 6 2
7r 7r 57rC B(y, v), for0;> arg{} > - and - </<--
2 6 6
7r r 7r
wj =C (A(y, v) + B(7, v)), for 0 > arg{y} > -- and -- < < - (C.63)
2 6 2
ir ir 57rC B(y, v), for 0 > arg{} > and - </#< -
2 2 6
The next step is to match the asymptotic expansions, for - %00, of the appropriate
solutions of the locally valid equations (2.32) and (C.48) with the linear combination
of expansions of the Liouville-Green functions in terms of the local variable a. The
matching process is described in the next section.
C.1.3.2 Matching Process for Complex First Order Turning Points.
Here we describe how to match the expansion of the Liouville-Green functions in terms
of the local variable a with the asymptotic expansion of the appropriate solution of
the locally valid equations (2.32) and (C.48), which were given in the previous section.
First, we consider TPP1 (see box (A) of figure 2-2 with turning points that satisfy
the first turning point condition (2.30). The boundary conditions to consider follow
bellow.
e Matching for the left incidence boundary condition. We have to match (C.44),
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section B.1.1, with (C.55) if 0 < arg{y} < 2 with K </3< L or with (C.56) if
0> arg{} > -2 with 2 </3< , given in section B.2. This matching gives2 26
1 WC =A exp(iii - iI(aj, rj) - iI(rij],)) (C.64)2<>4
1 C =R-A exp(iji + iI(aj, r) + iI(r1 , Jl)) (C.65)2 704
We have two equations and two unknowns, so we have the constants C and R-.
To obtain the transmission coefficient we need to match (C.45) with (C.55)
or (C.56), according to the value of arg{-y} and ! < ! < '. This gives the
transmission coefficient T- in terms of the constant C given by (C.64). The
output of the matching process are the coefficients T- and R- given by (2.49)
and (2.50).
Matching for right incidence boundary condition. We have to match (C.47),
section B.1.1, with (C.58) with - < # <L- or (C.59) with -z < L <
according with the value of arg{7}. This matching gives the coefficients C and
R+. To obtain the transmission coefficient we have to match (C.46), section
B.1.1, with (C.58) with </3 <17 or (C.59) with -T </3 < -z, according
with the value of arg{-y}. This gives the transmission coefficient T+. The final
result of this matching are the reflection R+ and transmission T+ coefficients
given by (2.51) and (2.52).
Next we consider the right and left incidence boundary conditions for TPP1 with
turning points that satisfies the second turning point condition (2.30).
* Matching for left incidence boundary condition. We match (C.49), section B.1.1,
with (C.60) with -- </ < -j or (C.61) with </3 < 7, according to the
value of arg{y}. This matching gives the reflection coefficient R- and the
coefficient C. To obtain the transmission coefficient T, we match (C.50) with
(C.60) with -2 </3 < E or (C.61) with 4 </3 < 2-, according to the value
of arg{y}. The final result are the coefficients R- and T-, given by (2.53) and
(2.54).
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* Matching for right incidence boundary condition. We match (C.52), section
B.1.1, with (C.62) with < 3 <E or (C.63) with 2 < /3 < , according to
the value of arg{'y}. This matching gives the reflection coefficient R+ and the
coefficient C. To obtain the transmission coefficient T+, we match (C.51) with
(C.62) with E < < or (C.63) with E <#< , according to the value of
arg{'y}. The final result are the coefficients R+ and T+, given by (2.55) and
(2.56).
C.2 CONNECTION FORMULAE FOR A PAIR
OF ALMOST COALESCING REAL AND COM-
PLEX FIRST ORDER TURNING POINTS.
In this appendix we describe how to obtain the connection formulae for TPP3 and
TPP4. We also consider TPP5, which is the limiting case of TPP3 or TPP4. Results
for TPP5 follows from the results for TPP3 or TPP4 by putting bk,l = 0. First, we
give the Liouville-Green functions in terms of the local variable a, defined for this
case as
a = -(-1)k + 4k,(ji - ak,1) 2 - b2,] (C.66)
where ak,1 and bk,j for TPP3 are, respectively, the real and imaginary part of a complex
turning point that satisfies the k-th turning point condition. In the case of TPP4,
ak, 1 is the average of the two turning points and b/, 1 is half of the modulus of the
difference between turning points.
C.2.1 APPROXIMATE FORM OF THE LIOUVILLE-GREEN
FUNCTIONS.
For TPP3 and TPP4 (see boxes (A) and (B) in figure 2-2) we consider the boundary
condition of left and right incidence. Here we give the appropriate linear combination
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of Liouville-Green functions in terms of the local variable a, given by (C.66), that
satisfy the boundary conditions mentioned above. We use the same notation as in
section 4.4 regarding the reference points r 1,1 and r 2 ,1 . For TPP3, we have ri1, = r2 , =
r, (r, is the real part of the pair of complex conjugate turning points). For TPP4, we
have r1,1 = j*k,l < r 2 , =Jkl (j*,l and Jkl, are the pair of real turning points). We
define f = r1 (ft = i*k+J*k,') when we consider TPP3 (TPP4).
e Left incidence boundary condition. We use the same notation as in section 4.4.
The boundary points are a, < a1 +1.
- For a, < j < ri, we have an incident plus a reflected wave.
z. ,A 2i ~zibL 2 4 814vK(b,,,) 2 m sig'rk,(bk l 2 j-11 b12
exp(-ig% iki- ft|2 - iI(ai, fi) + Pr flok,2)R Aki ~fy~~) ~) ~(k)2 1 jVZ~k 2 AJ-f TT(bk 92--k
exp(4 Jtk,j - ff2  iI(a, f) - +Zr ffk,2), as j -+ r- and b ->0
(C.67)
- For r 2 ,1 <j <a,+ 1 we have a transmitted wave.
~ TA 2~V~hi(bk ~)2! 1 /WiJ-k 1)21 ft-g'Vtk7(bkl)7 ~~/kib,)
1
exp(-i- kFk -- f 2 + r f16k,2), as j - r+ and bk,I -+0
(C.68)
* Right incidence boundary condition. We use the same notation as for the left
incidence boundary condition.
- For a1 < J < r1,1 we have a transmitted wave.
.3 T A 2ix/t 1(k) 2 - -'VAk(- bk -1V LI-b~ fl I ,bk,)2j
exp(i- mh11 - fj 2 - Pr fk,2), as j r- r-and bkt - 0
(C.69)
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- For r2, < < a 1 we have an incident and a reflected wave.
A 2 iVf7(bk 1)2+ 1 l-i1IKbk)2,IVP(bktV~li4 f - VL-
1
exp(i tkij - f,|2 + iI(a1+1, fi) - Z7r ftJk,2)
+ RA i~vj1(bk l)2 I 8(l~ktT(b k)2t\fIK bk) I-
exp(-i -kIj f2 - iI(al+1, fl) + ir fik,2), as j -4 r+ and bkl -40
(C.70)
For TPP5 (see box (C) of figure 2-2), we just need to make bk,i = 0 in the expressions
above to obtain the linear combination of the Liouville-Green formulae in terms of
the local variable a for the boundary conditions of left and right incidence.
C.2.2 ASYMPTOTIC EXPANSION OF THE SOLUTION
OF THE APPROXIMATE EQUATION.
The approximate equation for TPP3 or TPP4 is given by (2.35). This equation
is related to the solutions of the Mathieu equation, so closed form solution is not
available. We proceed to approximate (2.35) by a second order differential equation,
as discussed in section 4.3.2. We obtain a differential equation which has solution in
terms of the parabolic cylinder functions. As a result, an approximate solution of the
difference equation (2.35) is given by (2.42) and (2.43). In this section, we give the
asymptotic expansion of the approximate solutions (2.42) and (2.43) for j - r>> 1
(case TPP3, r, = Ri{j*k,}) or Ij*- '' *k'l >> 1 (case TPP4). The term j -
appears in the asymptotic expansion of (2.42) and (2.43) when we have TPP3, and
the term lj - 3*k*' *' appears in the asymptotic expansion of (2.42) and (2.43) when
we have TPP4. We define f = r, (ft = 3*kIl*'*) if we consider TPP3 (TPP4). For2
TPP3 (TPP4), we have the asymptotic expansion for (2.42) and (2.43) that follows.
In the expressions above, the upper (lower) sign is for the case TPP3 (TPP4).
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C.2.3 MATCHING PROCESS FOR A PAIR OF ALMOST
COALESCING COMPLEX CONJUGATE FIRST OR-
DER TURNING POINTS.
In this section we describe the matching process which leads to the connection for-
mulae for TPP3 (see figure 2-2). We consider right and left incidence boundary
conditions. We do not distinguish the connection formulae with respect to which
conditions (2.30) the turning points satisfy. The connection formulae we discuss here
are valid for turning points that satisfy the first or second turning point condition.
* Left incidence boundary condition. At first, we match the appropriate linear
combination of the expansion of the Liouville-Green functions in terms of the
local variable oi, given by (C.67) with the asymptotic expansion of the approx-
imate solution of the locally valid difference equation, given by (C.71). This
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matching results in two equations with three unknowns, namely, the reflection
coefficient R- and the coefficients A 1 and B1 . To obtain equations in terms
of the coefficients A 1, B 1 and T- (transmission coefficient), we match (C.68)
(expansion of the "transmitted wave" in terms of the local variable a) with
(C.72). Therefore, we have four equations and four unknowns. This system of
equations leads to the reflection and transmission coefficients R- and T-, given
by (2.61) and (2.62).
9 Right incidence boundary condition. At first, we step match (C.69) with the
asymptotic expansion of the approximate solution of the locally valid difference
equation, given by (C.71). This matching results in two equations with three
unknowns, namely, the transmission coefficient T+ and the coefficients A 1 and
B1 . To obtain equations in terms of the coefficients A 1 , B1 and R+ (reflection
coefficient), we match (C.70) with (C.72). Therefore, we have four equations and
four unknowns. This system of equations leads to the reflection and transmission
coefficients R+ and T+, given by (2.63) and (2.64).
C.2.4 MATCHING PROCESS FOR A PAIR OF ALMOST
COALESCING REAL FIRST ORDER TURNING POINTS.
We consider TPP4 (see figure 2-2), with the turning points satisfying the first or
second turning point condition (2.30). Besides this, we proceed the same way as in
the previous section.
" Left incidence boundary condition. At first, we match (C.67) with (C.71). The
matching results in two equations with three unknowns, namely, the reflection
coefficient R- and the coefficients A 1 and B1 . To obtain equations in terms of
the coefficients A1 , B 1 and T-, we match (C.68) with (C.72). Therefore, we
have four equations and four unknowns. This system of equations leads to the
reflection and transmission coefficients R- and T-, given by (2.61) and (2.62).
* Right incidence boundary condition. At first, we match (C.69) with (C.71).
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The matching results in two equations with three unknowns, namely, the trans-
mission coefficient T+ and the coefficients A 1 and B1. Second, we match (C.70)
with (C.72) and obtain two equations in terms of the coefficients A 1 , B1 and
T+. Therefore, we have four equations and four unknowns. This system of
equations leads to the reflection and transmission coefficients R+ and T+, given
by (2.63) and (2.64).
432
Appendix D
Governing Equation for Quantities
A(s), t(s) ,C(s) and b(s) and
Elements of the matrix M(s).
Here, we present the governing equations for the dependent variables A(s), B(s), C(s)
and f(s) derived in section 3.1.3.1. This set of equations follows.
A+ + + - i ki(s)Z(s) + i ki(s)B(s)
+ - k2(s)s) k s
-k 2(s)C(s) + k2(s)D(s) = 0,
(D.1)
(D.2)
i k(s)c -2A
+ k (s
+ k2
c/s
c/B /C+k c( )k1 (s)c/+ k2 (,s) dsk2(s9)c
A(s) + ' k + k(s))B(s)
dck2
~ds - k2(s)) D(s) 0,
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- k2(s) C(s) (D.3)
[-k (s) - ik1(s) (k'(s) - k d(s))] + i[-k(s) + iki(s) (k(s) - k (s))f
+[k2()- k2(s)(k2(s) - k(s))]d + [k(s) + k2(s)(k(s) - k2(s)) D) e(s)
- ei(s) 2 ki(s) + i(k(s) - k(s))k, - i s()] + k s (s)
dk1  2(q) dk de
- ei(s) 2 ki(s) ds- i(k(s) - k(s)) + i k3(s)] + k(s)f (s)
+ (ez(s) 2 k2(s) - (k(s) - k(s))%+ - 0(s) + k (s) C(s)
+ (s(s) [2 k2(s)d 2 1 + ((s) - 4(s)) 4(s)] + k(s) (s) 0.
(D.4)
(-i ki(s) (k(s) + ei(s)[k(s) - k(s)])) (A(s) - B(s))
+d (k 2 (s)(k2(s) - ei(s) [k2(s) - k(s)])) (O(s) - b(s))
+ (- ki(s) (k 2(S) + ei(s) [k2(s) - k2(s)])) dA-
2 11 (ds ds )
+ (k2()(k2(S) - ei(s)[k2(S) - k (s)])) ds ds
(D.5)
These set of equations can be written in matrix form, according to equation (3.15).
The elements of the matrix, denoted as M(s), of this system of equations are given in
terms of the non-dimensional flexural rigidity ei(s), non-dimensional tensile force P(s)
and in terms of the wavenumbers ki(s) and k 2 (s), which are given, respectively, by
equations (3.10) and (3.11). The equations for the elements of matrix M(s) follows:
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mil~) I dk-+z ki(s)2 kvi(s) ds kds
ei(s)[k2(s) +k 2(s)] (e(s)ks) 2 ds (D.6)
1 dk 1  1 dp(
M21(s) =2 ki(s) ds 2 ei(s)[k,(s) + k2(s)] ds (D.7)
- ki (s) 5dk 1
M31( 8 ) = 2ei k2(s)[k?(s) + k4(s)] 2 ei(s) (k 2 (s) + iki(s))
2ei 2(S)[k 2S) dei2(d] d
+k1(s)(k2(s)+i ki(s))d + ,d (D.8)
M41 (s) =M31(s), (D.9)
M1 2(s) =M21 (s), (D.10)
M22 (s) = M*j(s), (D. 11)
M32(s) =M41 (s), (D.12)
M42(s) =M31 (s), (D.13)
M (S) =2 ei(s)ki(s(s) + (s)] j2 ei(s)(ki(s) - i k2 (s)) ds
dei dl?'
+k2(s)(ki(s) - ik2(s)) + d (D.14)
M 23(s) =M1*3(s), (D.15)
M 33 (s) - 1 dk 2  k2(s)2 k2 (s) ds
ei(s)[k(s) + k2(s)] ds(e(s)2k()) 2ds (D.16)
1 d3k2  1 dP
M43(s) =2 k 2(s) ds 2 ei(s)[k + k ] , (D.17)
M14(s) =Mi*3(s), (D.18)
M24 (S) =M13 (s), (D. 19)
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M34(s) =M43(s), (D.20)
M4 4 (s) =2 k(s - k2 (s)2 k 2(s) d
1 d 1  s )1k2 ()) 1IdP (D.21)
ei(s)[k (s) + k2(s)] dsi('s)k 3s)) -2 ds
The symbol MTk(s) stands for the complex conjugate of the matrix element M (s).
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Appendix E
Order of Magnitude of the
Elements of Matrix M(s).
Here, we discuss in detail the order of magnitude of the elements of matrix M(s)
in the system of equations (3.15), which governs the evolution of the wave modes
amplitudes along the non-uniform beam. As mentioned in section 3.1.3.2, we consider
two regimes. In the first regime, we consider the limit 9 - 0, where 0 is defined in
section 3.1.3.2 as the ratio between the restoring force due to the tensile load and the
bending moment. In the second regime, we consider the order of magnitude of the
restoring force due to the tensile force to be of the same or larger order of magnitude
than the order of magnitude of the bending moment ( ;> 1). The order of magnitude
of the terms that compose the elements of matrix M(s) are given in terms of the
non-dimensional quantities v, 9,0e,s',6' and A, which were defined in the first part of
section 3.1.3.2.
E.1 Regime 0 -+ 0.
First, we need to estimate the order of magnitude of the wavenumbers ki(s) and k2(s)
and their derivatives, and in terms of the quantities v(s) and 0(s), they are given by
the equations
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k0(s))= + 02(s) + 4v(s), (E.1)ki(s)=y 2 2
k 10(s) 1 /0-2(8k 2 (s) 1 2 02(s)+4v(s), (E.2)
e22
cl/c1  1 '1 d0 10(s)dO+ 4clv] }(E-3)
d i() 2 c/s 4V02 (s) 4u(s) [c s cS]
c/k2  1 3'ldO 1 F dO dul- = -I- + 20(s) + 4 dv(E.4)
ds k2 (s){ 2ds 4/2((s ) [. 4 JjE4 ds ds '
Then, we discuss the order of magnitude of the elements of the matrix M(s). As
noted in section 3.1.3.2, we need only to discuss the order of magnitude of the basic
elements of the matrix M(s). The equations for these seven elements is given in
Appendix D.
In this regime, according to equations (E.1) and (E.2), the order of magnitude of
the wavenumbers are given as:
ki (s)r~-,k2 (s) ~O(V 1/4) (E.5)
and
k2(s) + k2(s) ~(V1/2). (E.6)
To estimate the order of magnitude of the derivatives of the wavenumbers, we need
the order of magnitude of the derivative of the quantities P(s) and 0(s). According
to equations (3.18) and (3.19), we have:
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dv
- ~ .
ds
dO
- ~ j
ds
v 
-(s) d -
- ~(s) di O(max{veA, vE'A})
m(s) ds ei(s) ds
O(veA) O(vE'A)
I dP.
ei(s) ds
O(A)
(E.7)
(E.8)S0(s) d i O(max{SA, 0E'A}).
ei(s) ds
O(Oe'A)
According to equations (E.3), (E.4) and the estimates above, the estimates for the
order of magnitude of the derivatives of the wavenumbers are given by the equation
dkq dk2  /' -/
-- i ~ ~O(max{v1/4EA, v1/4E'A, VJ46A}).
ds ds (E.9)
The analysis of the order of magnitude of the basic elements of matrix M(s)
follows:
1 dki
2 ki(s) ds
O(max{eA,e'A,v-1/ 2 6A})
2 ki(s) dki+i ki 2s) ) - [k(s)+ k2(s)] ds
O(V 11 4)
O(max{eA,'A,v- 1/2 6A})
2k
O(max{E
1 dk1  1 dP
i(s) ds 2 ei(s)[k?(s) + k4(s)] ds
A,E'A)V- 1/ 23A}) O(v- 1/ 2 6A)
M31(s ki (s) (k2(s) + i ki (s)) dkik2[k7(s)+k2(s)] ds
0(max{E'A,eA,v-1/26A})
i
ki(s)(ki(s)k 2 (s) + i k7(s)) dci
2ei(s)k2[k2+k2] ds
O(w- 1 /4 c!A)
dP
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Mi(s) = -
k2(s) dei 1 dP
ei(s)[k (s) + k2(s)] ds 2ei(s)[kI(s) + k2(s)] ds
O(e'A) O(V- 1/ 2 6A)
M21(s) =
(E.1O)
(E1i)
2 ei(s)k2 (s)[k2(s) + k2(s)] ds
O(v-1/ 23A)
(E.12)k1 (s)
M13( k2(s)(ki(s) - i k2(s)) dk2  k2(s)(ki(s)k 2(s) - i k(s)) deiM 1 3 (2s)2()]+ki(s) [k+(s) k(s)] ds ei(s)ki(s)[k,(s) + k (s)] ds
O(max{c'A,EA,v- 1/4SA}) O(e'A)
i k2 (s) dP
2 ei(s)ki(s) [k2(s) + k2(s)] ds
-1/21A)
M33 -1 dk2M33(s) = 2 2 s /
2 k2(s) dsA
O(maxf E'A,eA,v- 1/2A})
+ k2 (s) - k2(s) 2 /k2y [k(s)+k(s)] ds
O(v1/4)
O(max{e'A,cA,v- 1 / 2 6A})
k2(s) dei 1 dP
ei(s) [k?(s) + k3(s)] ds 2ei(s) [k(s) + k(s)] ds
O(e'A) O(V-1/26A)
1 dk2M43(s) = 2 2 s /2 k2(s) ds
O(max{E'A,eA,v- 1 /2 6A})
-1 dk2M44(s) = 2 2 s /2 k2(s) ds
0(maxf E'A,eA,v- 1/26A})
1 dP
2 ei(s)[k2(s) + k(s)] ds'
O(v-1/25A)
k2(8) k2(s) dk2- k2(s) -- Ov'
2 6) ck
- [k2(s) + k2(s)] ds
O(v 11 4 ) %-* .'
O(max{e'A,eA,v-1/ 26A})
(E.15)
(E.16)k(s) dei 1 dPei(s) [k2(s) + k(s)] cds 2ei(s) [k2(s) + k2(s)] cds
O('A) O(V- 1 / 26A)
The order of magnitude of one element MJk(s) above is given by the order of
magnitude of the term with largest order of magnitude among the components of the
element in question, which result in equations (3.29) to (3.35).
E.2 Regime 8 > 1.
We proceed in the same way as in the section above. First, we estimate the order
of magnitude of the wavenumbers k1 (s) and k 2 (s) and their derivatives. Then, we
analyze the order of magnitude of the basic elements of matrix M(s).
In this regime, according to equations (E.1) and (E.2), the order of magnitude of
the wavenumbers is given by:
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(E-13)
(E.14)
ki(s) ~0(v 1/4),
k2 (s) ~ O(01/2),
k2(s) + k2(s) 0(0).
and
(E.17)
(E.18)
(E.19)
To estimate the order of magnitude of the derivatives of the wavenumbers, we
need the order of magnitude of the derivative of the quantities v(s) and 0(s). The
order of magnitude of these quantities are exactly the same obtained in the previous
section, and given by equations (E.7) and (E.8).
According to equations (E.3), (E.4) and the estimates for the derivative of the
quantities u(s) and O(s), the estimates for the order of magnitude of the derivatives
of the wavenumbers are given by the equations:
dkc
ds 0(max{v-1/ 46A, V-11 40c'A, r--IV3/ 4EA}),ds
dk2 O(max{t 1 /23A, 01 1 eA, 0-3/2vcA}).ds
(E.20)
(E.21)
The analysis of the order of magnitude of the seven elements Mil (s),M21 (s),
M 31(s), A 3(s), M33(s), M43(s) and M44 (s) follows:
Ml(s) =
1 dk1  2 ki(s) dki
2 k1 (s) ds 2 [k2(s)+k2(s)] ds
CO(V1/4)Wp
O(max{v-1/ 2 6A,v-1/ 2 0EA,- 1v/ 2 A}) 0(max{6-- 16A,e'A,- 2 vcA})
k2(s) dei 1 dP1 - -- +(E
ei(s)[k2(s) + k (s)] ds 2ei(s)[k4 (s) + k2(s)] ds (
O(Ov'/ 2E'A) OV('lA)
.22)
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1 dkv1
M21(5) I2 ki(s) ds
0(max{v-1/ 2 6A,v-1/20e'A,9-'v 1/2 eA})
1 dp
2 ei(s)[k2(s) + ky(s)] ds
o(9- 16A)
ki(s)(k 2 (s) + i ki(s)) dki ki(s)(ki(s)k 2 (s) + i k2(s)) deiM31 (s) =-- k2 (s)[k2(s) + k2(s)] ds ,2 ei(s)k2(s) [k2(s) kg(s)] ds
0(max{96-lA,e'A,0- 2 veA}) 0(9- 1 v 1/4 e'A)
i 2 2 ()
2 2 ei(s)k2 (s)[k,(s) + k2(s)] ds
O(v1/4 6AO- 3 / 2)
k2 (s)(ki(s) -- i k2 (s)) dk2
M(S) ki(s) [k(s) + k(s)] ds
O(max{-1/ 49- 1 /2 6A,v-1/ 4 91 /2 e'A,v 3 /4 9-3 /2eA})
k2(s) dP
2 ei(s)ki(s)[kl(s) + k (s)] ds'
O(9-1/2v 1/ 4 6A)
M33 (S-1 dk2M33(s) = 2 v()d
2 k2(s) ds
O(max{8- 15A,EIA,0-2veA})
+ k2(s) -
0(01/2)
(E.24)
k2(s)(ki(s)k2 (s) -- i k(s)) dei
+ ei(s)ki(s) [k,(s) + k2(s)] ds
0(01 /2 v- 1 /4 e'A)
(E.25)
k2 (s) dk2
[k (s) + k2(s)] ds
0(max{9 - 1 A,e'A,0- 2 vcA})
ki (s) dP
1 dk2
2 k2 (s) ds
O(max{0- 1 A,'A,- 2 veA})
-1 dk2
2 k 2(s) ds
O(max{9-1cA,e'A,0- 2 veA})
k2(s) dei 1 dP
ci(s)[kI(s) + k(s)] ds + 2 ei(s) [k4(s) + k(s)] ds
O(e'A) O(O- 16A)
I dP
2 ei(s)[k2(s) + k2(s)] ds'
O(9- 16A)
-ik2(s)-
0(01/2)
(E.26)
(E-27)
(E.28)
The order of magnitude of the elements MJk(s) above is given by the order of
magnitude of the component with largest order of magnitude among the components
of the element in question, which result in equations (3.37) to (3.43).
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k 2 (s) dk2
[k 2(s) + k(s)] ds
0(max{9 -'A,e'A,9- 2 veA})
(E.23)
k2(s) dei 1 dP
ei(s) [k2(s) + k2(s)] ds 2 ei(s) [k2(s) + k2(s)] ds
O(e'A) 0(0- 1JA)
Appendix F
Decoupling of the Propagating and
Evanescent Part of the Wavefield.
Here, we show that under the restriction of the tensile force and the product of the
mass per unit length by the flexural rigidity being constants, the matrix elements
MJ k(s) and Mk (s)(j = 1, 2 and k = 3, 4) are zero.
Under the restrictions mentioned above, the wavenumbers ki,(s) and k2(s) are
given by the equations
ki(s) =ei(1)1/2 -2+2 P2+4w2C0, (F.1)
I P 11/
k2 (s) =i(-1/2 { - P2+42C0 . (F.2)
The derivatives of the wavenumbers can be obtained from equations (F.1) and
(F.2).
C is the value of m(s)ei(s) when this product is restricted to a constant value. In
other words,
M(s) ei(s) = C. (F.3)
443
Based on the expressions above for the wavenumbers ki(s) and k2 (s), we realize
that
dk dei2 ei(s) (k2 (s) + i ki(s)) d + (ki(s)k 2 (s) + i k2(s)) d=, (F.4)d s d s
2 ei(s)(k2 (s) - i ki(s)) d (k2(s))1 . (F.5)ds+ (ki(s) k2 (S) ))-- 0.ds ds
Equations (F.4) and (F.5) plus the restriction of constant non-dimensional tensile
force imply that the elements MJk(s) and Mkj (s)(j = 1, 2 and k = 3, 4) are zero, as
we can see through their expressions in appendix E.
In this case, the second order governing equation (3.49) assumes the Helmholtz-
like form (3.65).
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Appendix G
Second Order Equation with
Analytic Solution.
The second order governing equation assumes the form given by equation (3.65). The
index of refraction i(s) is given by
it(s) = S - N exp(kgA(,s + so)) - 4M exp(k1A(s + so)) 1/2. (G
1 + exp(kg A (s + so)) (1 + exp(kgA(s + so)))2(G
The solution of the second order governing equation (3.65) for this index of re-
fraction is given in terms of hyper-geometric functions in the form
1
X(s) = 1((1 + exp(k9 A(s - so)))+"-1+12(D F5 + B Fe),
Vkg A exp(kg A (s - so))'
(G.2)
with F5 and F6 as the hyper-geometric functions:
F5 =z-6 F(6, 6 - 7 + 1,3 J-l+1; 1/z), (G.3)
F6 =Z-'F(#,-+ 1,-6+ 1; 1/z). (G.4)
The constants 6,#/ and y are given in terms of the constants Q(w, I',1), k9A, S, N and
M according to the equations (3.81), (3.82) and (3.83).
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The hyper-geometric functions F5(s) and F6(s) (see Brekhovskikh [10], pages 54
and 55) were used in the solution (G.2) due to the chosen radiation conditions of left
wave incidence and due to the sign of the parameter kg, which is positive according
to the caption of figure 3-5. The reflection and transmission coefficients are given in
terms of Gamma functions, according to equations (3.79) and (3.80).
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Appendix H
Reflection and Transmission
Coefficients for The
Bernoulli-Euler Beam.
We consider an Euler-Bernoulli beam of three pieces. At each piece, the material and
geometrical properties are constants. There is a finite piece bounded by two semi-
infinite pieces with the same material and geometrical properties. The material and
geometrical properties for the finite piece differs from the two semi-infinite pieces.
The governing equation for wave propagation along the beam is given by equation
(3.6). The non-dimensional functions representing the mass per unit length and the
flexural rigidity are, respectively, the functions m(s) and ei(s), given in this case by
1=for s < 0 and s > L,
fors)s =L (H.1)
e(S) =fors< ands>L (H.2)
et1 for 0 < s < L.
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The general solution for the governing equation (3.6) is given by
Aieikis + Bie- kis + Ciek2S + Die-k2s for s < 0,
y(s) = A 2 eik3s + B2 e-ik3S + C2 ek48 + D2 e-k4S for 0 < s > L,
A 3e i - 3 + B a -ikl( ) + c36k2( -) D3e -k2( L ) for s > L . (11.3)
The wave numbers ki and k3 are given by equation (3.10), and the wave numbers
k2 and k4 are given by the equation (3.11). ei(s) and m(s) in the equations (3.10)
and (3.11) are substituted by their values given, respectively, by equations (H.1) and
(H.2). At the discontinuity of the coefficients of the governing equation (3.6), we have
the matching conditions
yWj+) =y(Q--), (H.4)
yQ(,1+) =YS(r-), (H.5)
-Py6 (r') + ei(n+)ySSs(+) =-Py(rj) + eiF) y ( (H.7)
where i = 0 and r = L. If we substitute the general solution given by equation (H.3)
in the matching conditions (H.4)-(H.7) for rj= 0 and r = L, we obtain the following
set of systems of equations for the wave modes amplitudes along the beam:
A1  A 2
B, B2
[M(k1, /2, ei(0)] = [M(k3, k4, ei(0+))][R(k, k4, 0)] at r = 0,
C1 C2
D1D2
(H.8)
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A 2  A 3
kl)] B2  [~q cB 3[M(k 3 , k 4, ei(Lf))][R(k3 ,, ]= (ki, ()) at = L
C2 C3
D2 D3
(H.9)
The matrices M(ka, kb, ei) and R(ka, kb, s) are given by the equations
[M(ka, k4,ei(s))] =
1 1 1
ika 
-ika kb
ei(s) (ika)2  ei(s)(-ika)2  ei(s)(kb) 2
-iPka+ ei(s)(ika)3 iPka + ei(s)(-ika)3 -Pkb+ ei(s)(kb)3
1
-kb
ei(s)(-kb)2
Pkb + ei(s)(-kb)'
(H.10)
[R(ka, kb, s)] =
exp(ika s)
0
0
0
0
exp(-ika s)
0
0
Next, let us consider the radiation condition of left incidence, which is given by
A 1  1 A3  T-
B1 R- B3  0
and =
C0 C- C3 0
D, k 0 D3 D-
(H.12)
If we impose the radiation conditions (H.12) to the system of equations (H.8) and
(H.9), we obtain the reflection coefficient R- and the transmission coefficient T- by
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0
0
exp(k s)
0
0
0
0
exp(kb s)
(H.11)
solving numerically the resulting system of equations, which follows:
1
R- =[M(ki, k2, ei(0-))]-[M(k3, k4, ei(0+)][R(ks, k4, 0)]
C-
0
T -
[R(k3 , k4, I]-'[M(k3, k4, e(I-))]-'[M(ki, k2, ez (I ))] 00
0
D-
(H.13)
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Appendix I
Outline of the Steepest Descent
Method.
To apply the steepest descent method we deform the integration contours in terms
of the steepest descent paths. We close a contour which is the union of the original
integration contour with the appropriate steepest descent paths and apply Cauchy's
integral theorem, and if there are no singularities inside the closed contour, we obtain
the original contour integral as a linear combination of integrals over the steepest
descent paths. If there is any singularity inside the closed contour, the original contour
integral is given as a linear combination of integrals over the steepest descent paths
plus 27ri times the sum of the residue of the singularities inside the closed contour. We
then apply Watson's Lemma to the integrals over the steepest descent paths to obtain
the asymptotic expansion of these integrals. As a result, the asymptotic expansion
of the original contour integral is given as a linear combination of the asymptotic
expansion of the integrals over the steepest descent paths plus 27ri times the sum of
the residue of the singularities inside the closed contour mentioned above.
Details on how to perform the asymptotic expansion of the integrals over the
steepest descent paths using Watson's Lemma are discussed in the references Olver
[51], Bleistein & Handelsman [6] and Copson [16].
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1.1 Asymptotic Expansion of the Functions H1(6, A, E, a).
In this section we give the asymptotic expansion of the functions H, (6, A, s, a). They
are defined as integrals over the steepest descent paths of the function f(t, 6, E, a) on
the complex t plane. The function f (t, 6,, a) is given by equation (3.194).
We applied Watson's Lemma to the integrals over the steepest descent paths to
obtain the asymptotic expansion of the functions H, (6, A, E, a), which are given below.
H1 (6, A, c, a) ~- exp ( f(t, 6,6e a) - i .0 .0+A/
2 L A ( 1
1 ZDnZ(6)A} (1.)H2 (6, A, E, a) e - exp f (t2, lE, a) - 4 4+ 4+ 2 2
{1 + ZDn(6)A"} (1.3)
9 0*1 Dn/\()A"n(
n=1
H4 (6, A,ea) -exp f (t4 --- + -z--+
1 + ZD4(6)An} (1.4)
S n=1
where t0 is a saddle point of the function f(t, 6, e, a) and the polar coordinate systems
(p, 0), (p', theta'), (p", theta") and (p"', 0'") were defined in the second part of chapter
3. The coefficients Da up to fourth order are given below.
SCoefficients DE,,(6) follows:
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Dij (6) = ( 96 e3
for] = 1,2
Di (J) =96
for] = 3,4
{ Nfa - /32 + 46 (526Va2+46 + 2a3 +8a6 - 7 2  2 +46)V'(a2 + 46)2J
(1.5)
a + Va2 +46a1
(-5265/a2 +46+2 3 +8a6 + 7 2 2 +46)\/J(a2 + 46)2
(I.6)
e Coeffcients D2j(6) follows:
D2j(6) = -
5 e 2 p -11664a6 2 + 353662 a2 + 46 + 2120a36 + 27a5
9216 E6 j6(a6 + 12a46+ 48a 262 + 64 3 )
-19126a 2 a2 +46-27a 4 a2+46 for 12
6(a 6 + 12a4 + 48a26 2 + 6463) f
D2j (6) = - 5 e 
2p
9216 E6 { -11664a6 2 - 353662 a2 + 46 + 2120&6 + 27a56(a6 + 12a46 + 48a262 + 6463)
19126a 2 /a2 + 46 + 27a4v/a2+46) forj3,4
6(a 6 + 12a46 + 48a2 62 + 6463) j
e Coeffcients D 3j (6) follows:
D3j(6) - (l)i35 sv/e i
3p
2654208 E9
+
{ a - a 2 + 46 (-243a7 /a 2 + 46 + 39355526 3a/a2 + 46)63/2 (a2 + 46)2 (a6 + 12a4 + 48a262 + 6463)
(-1477264a 36 2 a 2 + 46 + 6076a5 6a 2 + 46 + 45376a 462 - 728a6 6 + 243a5 )
(a6 + 12a46 + 48a 26 2 + 6463)
(-16563264 + 167296a 26 3 )
(a6+ 12a4 6 + 48a26 2 + 6463) for 1 =1,2 (I.9)
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(I.7)
(I.8)
D3 (6) = (l)i35 V2e 3  f/a + a2 + 46 (243ci a 2 + 46 - 39355526 3aV/a 2 + 46)2654208 c9 63/2(a2 + 46)2 (a6 + 12a46 + 48a26 2 + 6463)
(+1477264a362  & 46 - 6076a56/a2 + 46 + 45376a462 - 728a6 6 + 243a 8)
(a6 + 12a46 48a2J 2 + 6463)
(-16563264 + 167296a 263) f4
(aW 12a46 +48a 26 2 + 6463) for] = 3,4 (I.10)
* Coefficients D4j (6) follows:
(6) 35 eA 14
254803968 c12 F14(6) }F24(6) F34 (6) a2 +
35 e"' 1
D 4 (6) = -254803968 12 F14 (6) jF24(6) - F3 4 (6) /a2 + 46 for j = 3,4
(1.12)
where
F1 4 (6) =62(oi12 + 24a106 + 240a 86 2 + 1280a 663 + 3840ac64 + 61442 5 + 409666)
(1.13)
F24(6) =485514a86 - 133189952a66 2 + 4587092928a46 3 - 135848808966 4a2
+ 32805a10 + 28960793606' (1.14)
F34(6) = - 419904a76 - 32805a9 + 4368436992a6 4 - 2916477440a3j3 + 131839456a562
(1.15)
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Appendix .J
Recurrence Relations for the
Symbols A%(x,p) and B'Jx,p).
Here we give the recurrence relation for the symbols An (x, p) and B (x,p) with
m = 0,... , n and for n = 1,2,....The boundary value problems for the sym-
bols Rn(X, y,p) with n ;> 1 are non-homogeneous. So, we assume that the symbols
Rn(x, y,p) can be represented in the form
Rn(x, y,p) = A(x, y, p) cosh(IpI(y + h(x))) + B(x, y, p) sinh(1pI(y + h(x))) + & (x, p)
(J.1)
where the symbol R(x, y, p) satisfies the non-homogeneous differential equation (4.46).
This symbol has the form
R (x, y, p) = {Amym cosh(jpI(y + h(x))) + B7my m sinh(1p I(y + h(x)))} (J.2)
mn=O
After we solve the non-homogeneous differential equation (4.46) in the y variable,
and obtain the symbol R(x, y,p), we substitute the equation (J.1) into the boundary
conditions (4.47) and (4.48). This gives the expression for the symbols A(x, y,p) and
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B(x, y, p). Next, we compare the resultant expression for the symbol Rn (x, y, p), given
by equation (J.1), with the equation (4.51). This comparison gives the expression for
the symbols A (x, p) and B (x,p) with m = 0,... , n. For n = 0 we have the symbol
A(x,p) given by equation (4.50) and the symbol Bg(x,p) = 0. For n = 1, the
particular solution of the non-homogeneous differential equation (4.43) gives
dH
A(x,p) = -p d A(x,p) (J.3)
dx 0
Bj(x, p) = (x, P) (J.4)
A(x, p) - 1 &A0 (X, A) (J.5)2p Ox
~ 1 d H
Bol(x, p) = HA' (x, p) (J.6)2 dx
The symbol V stands here for -2 . After we obtain the symbols A(x, y, p) and B(x, y, p)
for the case n = 1, the comparison of the expressions for the symbol R 1 (x, y, p) gives
Al(x,p) =4,(x, p) (J.7)
B(x, p) =Bi(x, p) (J.8)
A(x, p) = tanh(ph(x)A(, p) - h(x) tanh(ph(x))EB1(x, p) (J.9)
dH Jx{p) -
B'(x,p) = H Ag(x, p) + h(x) b'(x, p) - AjxJp) (.10)
0 d 00P |
For the case n > 1 we obtain the recurrence relation for symbols A" (x, p) and B (x, p)
with m = 0,... ,.
Bn(x, p) =B"(x,p), (J.12)
where:
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1. Symbols A"(x,p) and B"(x,p).
B- 1  dH
An(x,p)=-j 07-(xp) - dx Al _i(XP)Jnn(X p x
I(,)= )-pdH
Bn(x p)=-j 0 1(x-p) -X7 d
2. For 0 < k <n and both k and n - 1 even or both k and n - 1 odd.
A(,Kp)= ! 2n-kjpjn-k OA"z (x,p) - p BdHBn-(d, + Cg(,kp)
(J.iS)
x(n n--i)! 1 OB -dH
k! 2n-kpn-k Ox dX A-l(xP) + D"(x, p)
(J.16)
3. For 0 < k < n and k odd and n - I even or both k even and n - 1 odd.
(x, p) = (n)!-k-k
frtt() (n - 1)! 1
n, P) k! 2n-k pn-k
( n-ip)
O-1 X
dH A 
dx n
{9An- 1  dH
Bx dx -
(J.18)
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(J.13)
(J.14)
+ 'g(x,p)
(J.17)
+bL4"(x,p)
4. Symbols Q'O(x, p) and 5"(x, p).
1 An-2
+ p (xp)
l d2 HB
2 dx2 Bn2
dH OBn-2
WE Ox(x,dx ax
+ =k+1,k+3,...,
dH 1 t2Bn-2
p A n x,-I + I ,dx 2IpI Ox2
p dH dH ld2Hn-
+ B7-2 (x,p) -- 2 At2 dx dx 2 dx
dH 1 O2Bn-2
p A xOx 2  (xp)dx 2p x
p dH dH
+2g( dx dx )B-1 (XI)
0A-1  dH
,Ox (x p) PdxBi"-(x, P)
p dH dH n-P) + -( ddH)A- 2(xp)2 dx dx
1! 1 fBn-1
! 21-k+lp-k+1 Ox (Xp)
dH OA 2
O (x,p)dx} x
I B n-I
-2(X A + -1 x
dH OAn(p
dx Ox
1 d2H A 1j-
-
2 _(XP)J (J.19)
1=k+1,k+3,...,MB
1 1
I 2 -k 1 y l-k+1
1 OAn-2 d
2j4O2 (x, p) -6
21p| jqx2 d
ld2 H Bn-
2 dx2 lB x7p
|p| dH dH 2
2 dx dx
1
2 -- k+1pp -- k+1
OBx -1
Ox
dH 1 2Bn- 2  dHOAJ-
-pdA-(xP) + I O2 (xP)d(x, p)dx 21p| OX2 dx Ox
p dH dH)Bn2(
+ ( dx dxIlx-P- -
ld2H
2 dx2
-2(,) + j {OA(- p
Ox
H
-p PB_--(x~P)
p dHdH)An
+ dx dx k
1 O2 A -2
O2p 9x2 1
dH OBn-2
dx Ox
- (xp)d- BBxnp)l
-1(7p)- 2dx2 ' k-i XP
458
Cn(xp) = - I! M 21-k+1 pl-k+1
I=k,k+12,...,MA 1
D n~p
Ox ( ~ dHB-1(x, p)
HOB n 2
x Ox
!!
1=k~k+2,...,MA
(J.20)
with
O(n - 2)
MA={
E(n - 2)
E(n -- 2)
O(n - 2)
if k is odd
if k is even
if k is odd
if k is even
(J.21)
(J.22)
where O(n) means the largest odd number less than or equal to n and E(n)
means the largest even number less than or equal to n.
5. Symbols An (X, p) and BU (X, p).
AU(x,p) = tanh (ph(x)) m(-1)m--1(h(x)) m -1 Agjxp) }+ Z(-1)m(h(x))mA"(x,p)
P M=1 M=1
tanh(ph(x)) dHFd 
-A(
+i p dz-P ( 1)"(h(x))"mA",-1(zp)
+tanh (ph (x)) n-2-d H 9An-2 d H d H n-+ i(-1)m(h(x))m In (X, P) -- p(- )Bm -2(IP)p Mj-l- dx Ox dx dx
(J.23)
BU"(x,p) = - { m(-1)m-1(h(x))ml4-1A(x,p)} 
- (1)m(h(x))"m (x, p)
i 
-HJf 1) hx))A (xP)?
(- 1)"m (h(x))"m - "7n(X, p) - P( )B" -(X,7)PMOdx_ d(9dH (x)
(J.24)
Based on the recurrence relation for the symbols An (x, p) and Bn (X, p) we give the
Maple V routine GNSRN(n) that generates the expression for the symbol R (x, y, p).
The input for this routine in the parameter n, which is the order of the approximation
this symbol is associated with. The routine code follows:
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GNSRN:=proc(n) local u,v,ul,u2,vl,v2,w,t,q,il,i2,i3;
#This procedure generates the explicit equation for the symbol R (x, y, p)
if n =0 then
q:=cosh(p*(y+h(x)))/cosh(p*h(x));
else
ul[1]:=1/cosh(p*h(x));
vl[1]:=O;
for il from 1 to n do
w[il]:=GNESR N(il);
for i2 from 0Oto ii do
u[1+i2]:=co eff(coeff(w[il],cosh(p*(y+h(x))),1),y,i2);
v[1+i2]:=co eff(coeff(w[il],sinh(p*(y+h(x))),1),y,i2);
for i3 from 0 to il-i do
if i1 then
u[1+i2keval(subs(A_[i3,il-1] (x,p) =ul[i3+1],u[1+i2]));
u[1+i2]eval(subs(B_[i3,il-1] (x,p)=vl1[i3+ 1],u[1+i2]));
v[1+i2}=eval(subs(A_[i3,il-1] (x,p) =ul [i3+1],v[1+i2]));
v[1+i2]=eval(subs(B_[i3,il-1](x,p) =vl1[i3+1],v[1+i2]));
else
#from the prevbus sy mbol
u[1+i2keval(subs(A_[i3,il-1] (x,p) =ul[i3+1] ,u[1+i2]));
u[1+i2]=eval(subs(B_[i3,il-1] (x,p) =vl1[i3+ 1],u[1+i2]));
v[1+i2keval(subs(A_[i3,il-1] (x,p) =ul [i3+1],v[1 i2]));
v[1+i2]=eval(subs(B_[i3,il-1] (x,p) =vl [i3+1],v[1+i2]));
#from the secoxil prev ious s ymbol
if i3 < il-i then
u[1+i2]:=eval(subs(A[i3,il-2] (x,p) =u2[i3+1],u[1+i2]));
u[1 +i2]:=eval(subs (B_[i3,il-2](x,p) =v2 [i3+ 1],u[1 +i2]));
v[1+i2]:=eval(subs(A_[i3,il-2] (x,p) =u2[i3+1],v[1+i2]));
v[1+i2]:=eval(subs(B_[i3,il-2] (x,p) =v2 [i3+1],v[1+i2]));
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fi;
fi;
od;
u[1+i2]: =simplify (subs (diff(h(x),x$ 1) =-diff(H (x),x$ 1),
subs(diff(h(x),x$2) =-diff(H(x),x$2),u[1+i2])));
v[1+i2]:=simplify (subs (diff(h (x),x$ 1) =-diff(H (x),x$1),
subs (diff(h(x),x$2) =-diff(H(x),x$2),v[1+i2])));
u[1+i2]:=collect (collect (u[1+i2],cosh(p*h(x))),sinh(p*h(x)));
v[1+i2]:=collect (collect (v[1+i2],cosh(p*h(x))),sinh(p*h(x)));
od;
for i2 from 0 to il-1 do
u2[i2+1]:=ul[i2+1];
v2[i2+1]:=vl[i2+1];
od;
for i2 from 0 to il do
ul[i2+1]:=u[i2+1];
vl[i2+1]:=v[i2+1];
od;
od;
q:=0;
for il from 0 to n do
q:=q+u[il+1]*cosh(p*(y+h(x)))*(yi1)+v[il+1]*sinh(p*(y+h(x)))*(yil);
od;
fi;
end:
This procedure uses the Maple V procedure GNESRN(n) which solves the boundary
value problem for the symbols RA(x, y, p). The input parameter is the variable n. the
procedure code follows:
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GNESRN:=proc(n) local ii,i2,i3,u,v,w,t,q;
if n = 0 then
q:=A_[O,0](x,p)*cosh(p*(y+h(x)));
elif n = 1 then
v[1]:=A _[ 0,0 6q;4i(p*(y+h(x)));
v[2]:=2* p*subs(diff(h(x),x$1) =-diff(H(x),x$1),diff(v[1],x$1)/p);
u[1]:=int (v[2]*cosh(p*(y+h(x))),y);
u[2]:=int(-v[2]*sinh(p*(y+h(x))),y);
w[1]:=simplify(u[2]*cosh(p*(y+h(x)))+u[1]*sinh(p*(y+h(x)))
,{sinh(p*y)*cosh(p*h(x))+cosh(p*y)*sinh(p*h(x))=sinh(p*(y+h(x))),
cosh(p*y)*cosh(p*h(x))+sinh(p*y)*sinh(p*h(x))=cosh(p*(y+h(x)))});
w[1]:=subs(sinh(p*(y+h(x)))^ 2=-1+cosh(p*(y+h(x)))^ 2,w[1]);
for il from 1 to 3 do
w[1]:=collect (w[1],cosh (p*(y+h(x)))^ il);
od;
w[1]:=subs(cosh(p*(y+h(x)))^ 3=cosh(3*p*(y+h(x)))/4
+(3/4)*cosh(p*(y+h(x))),subs(cosh(p*(y+h(x)))*
sinh(p*(y+h(x)))^ 2=cosh(3*p*(y+h(x)))/4
-(1/4)*cosh(p*(y+h(x))),w[1]));
w[2]:=eval (subs (y=0,w[1]));
t[1]:=-diff(H(x),x$1)*A[,0] (x,p)-eval(subs(y=-h(x),diff(w[1],y$1) /p));
t[2]:=-t[1]*tanh(p*h(x))-w[2]/cosh(p*h(x));
t[3]:=t[2]*cosh(p*(y+h(x)))+t[1]*sinh(p*(y+h(x)))+w[1];
t [4]: =collect (collect (t [3],cosh(p*(y+h(x)))),sinh (p*(y+h (x))));
q:=0;
for il from 0 to 1 do
q:=q+simplify(coeff(coeff(t[4],cosh(p*(y+h(x))),1),y,il))*
(y^ il) *cosh (p*(y+h(x))) +simplify(coeff(coeff(t [4],
sinh(p*(y+h(x))),),y,il))*(y^;i1)*sinh(p*(y+h(x)));
od;
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elif n > 1 then
for ii from 1 to 2 do
v[il]:=A_[0,n-i1](x,p)*cosh(p*(y+h(x)))+B-[O,n-i1](x,p)*
sinh(p*(y+h(x)));
for i2 from 1 to n-il do
v[il]:=v[il]+A_[i2,n-il](x,p)*(y^ (i2))*cosh(p*(y+h(x)))+
B_[i2,n-il](x,p)*(y^ (i2))*sinh(p*(y+h(x)));
od;
od;
u[l]:-2*p*subs(diff(h(x),x$l)=-diff(H(x),x$l),diff(v[l],x$l))+
subs (diff(h (x),x$ 1) =-diff(H (x),x$1),subs (diff(h(x),x$2)=
-diff(H(x),x$2),diff(v[2],x$2)));
u[2]:=-diff(H(x),x$1)*p*v[l]-diff(H (x),x$ 1) *subs (diff(h(x),x$1)
diff(H(x),x$l),diff(v[2],x$1));
w[2]:=subs(cosh(p*y+p*h (x)) =cosh (p*(y+h(x))),sinh(p*y+p*h (x)) =
sinh(p*(y+h(x))),int (simplify(cosh (p*(y+h(x))) * (u[l] /p)) ,y));
w[1]:=subs (cosh(p*y+p*h(x)) =cosh(p* (y+h(x))),sinh(p*y+p*h(x))=
sinh(p*(y+h(x))),int (simplify (-sinh (p*(y+h (x))) *(u[1]/p)),y));
# particular solution
t[1]:=simplify(w[l]*cosh(p*(y+h(x)))+w[2]*sinh(p*(y+h(x))),
{sinh(p*y)*cosh(p*h(x)) +cosh(p*y)*sinh(p*h(x))=sinh(p*(y+h(x))),
cosh(p*y) *cosh(p*h(x)) +sinh(p*y) *sinh(p*h(x)) =cosh(p*(y+h(x)))});
t[1]:=subs(sinh(p*(y+h(x)))^ 2=-1+cosh(p*(y+h(x)))^ 2,t[]);
for il from 1 to 3 do
t [1]:=collect (t [1],cosh (p*(y+h(x)))11);
od;
t[1]:=subs(cosh (p*(y+h(x)))^ 3=cosh(3*p*(y+h(x)))/4
+(3/4)*cosh(p*(y+h(x))),subs(cosh(p*(y+h(x)))*
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sinh(p*(y+h(x)))^ 2=cosh(3*p*(y+h(x)))/4
-(1/4) *cosh(p*(y+h(x))),t[1]));
# particular solution at the y=O
t [2]:=eval(subs(y=O,t [1]));
# d/dy of the particular solution at y = -h(x)
t [3]:=eval(subs(y=-h(x),diff(t [1],y$1)));
# coefficient of sinh(p*(y+h(x)))
t [4]: =eval(subs (y=-h (x),u[2]));
t[5]:=simplify(-(t[3]-t[4])/p);
t[7]: =t[5]+coeff(coeff(t[1],sinh(p*(y+h(x))),1),y,O);
# coefficient of cosh(p*(y+h(x)))
t [6]: =simplify(-t [5] *sinh(p*h (x)) /cosh(p*h (x))-t [2] /cosh(p*h (x)));
t [6]: =collect (collect (t [6],cosh(p*h(x))),sinh(p*h (x)));
t[6]:=t[6]+coeff(coeff(t[1],cosh(p*(y+h(x))),1),y,O);
# built of symbol R_[n](x,y,p,beta)
q:=(t[6])*cosh(p*(y+h(x)))+(t[7])*sinh(p*(y+h(x)));
for il from 1 to n do
q:=q+simplify(coeff(coeff(t[1],cosh(p*(y+h(x))),1),y,il))*(ytil))*
cosh(p*(y+h(x))) +simplify(coeff(coeff(t[1],
sinh(p*(y+h(x))),1),y,il))*(y^ (il))*
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sinh(p*(y+h(x)));
od;
fi;
end:
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Appendix K
Expression for the Symbols L,(x, p).
Here we give the expression for the symbols L.,(x, p) for n > 1. We give explicit
expressions until n = 3, and for larger values we give just the general form of these
symbols. We have
LI(x,p) = - dH p 2 dHtanh5
dx cosh 2 q dx cosh2 0
L2 (x, p) = 3p2h(x) (dH 2
- h(x)2 2jjx]
1
cosh 2 +
-4P2 h(x)
1 [(h\ dH'< d2Hl tanhq$
+ -(p3h(X)2 + p) I+ h(x)p
coshq [ Xdx dx2 cosh 2q$
+ 3P33h(x)2 dH 21dx /
tanh#0
cosh 4 0
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(K.i)
dH 2
dx
d2H
+ h(x)2 dx2 I
(K.2)
L3(x,p) = 4P2h(x) + h(x)3p4 - ph(x)) x + 2h(x) - p2 dx)2 2
tanhq$ [2 
__S + I(-8p2h(x) -10h(x) 3p3 ) 3
cosh 2 dx
tanh5 (dH\ 3
cosh4 0# (dxl
19 2 2 dHd 2H
+-ph(x)22 dx dx2
tanh#0
cosh6 0#
+ (2p2 h(x)32 - Ah(x)2p _ (ii) 33 d (p3h(X)3+
3  dHd2H
5 ph(x)) dx dx2
-phX" d3 H1 1 F (dH> 3
6 dx3 J cosh 2 + (-3P2h(x)2 +)22h(x)2 P k
5 193 h(X)3)dHd2H
k2 PJ) + 2 dx dx 2
+ --19p3h(x)2 (dH )
Ldx
p 2d3H1 1
+2 h(x)d3 cosh4 q#
dHd2H 1
dx dx 2 cosh 6q$
-.-0. (K.3)
Ln(x, P)>={ #5(p, h(x), DH,... ,D hH) tanhq 1 (p, h(x), DH,... , D"H)
cosh 1 q$ cosh 21
(K.4)
where the # = ph(x) and D" = n. We also give a Maple V procedure to compute the
expression for the symbols Ln(x,p). It is called GNSLN(n) and it uses the procedure
GSRN(n) given in the appendix J. The parameter n is related to the index n in
Ln (x,p). The code of the procedure follows:
GNSLN:=proc(n) local q;
# This procedureevaluates the explicit form of the symbol Ln(x,p)
q:=diff(GNSRN(n),y$1);
q:=eval(subs(y=O,q));
q:=simplify(q);
q:=collect (collect (q,cosh(p*h (x))),sinh (p*h (x)));
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+-h(x) 3j J]6  dx3 
_
-P 2h (X) 3d3dx3 i
0
00
Appendix L
Derivation of the Transport
Equations.
In this appendix we discuss in detail the derivation of the transport equations for the
amplitude corrections w,(x) in chapter 4 and for the amplitude corrections wn(z) in
chapter 3. The transport equations required in chapter 4 are more general than the
transport equations that appear in chapter 3. We derive the transport equations for
the more general case, and then we particularize them for the needs of chapter 3.
We also give Maple V scripts to generate the transport equations for the amplitude
correction w, (x) (chapter 4) and wn(z) (chapter 3) up to any order needed (any
desired value of the index n of the amplitude correction).
The symbol of an ordinary differential operator of order N is a polynomial, as
illustrated by the equation below
Operator Operator symbol (L.1)
N N
an(x)d (an(X)P
n=O n=O
where p = -it. We can define operators based on more general symbols than
polynomials. These are denoted pseudo-differential operators and are defined in terms
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of a Fourier integral. The action of the operator li over a function #(x) is defined
through its symbol L(x,p) according to
4O(x) = (27)-'l/2 exp(ixp)L(x,p) (p)dp
where q(p) is the Fourier transform of the function #(x).
We are interested in differential operators and pseudo-differential operators which
have a small parameter associated with the D (differential) operator, like the operators
in chapters 3 and 4. The operator L9 of chapter 3 with symbol given by equation
(3.100) is an example of a differential operator with a small parameter c, and the
operators R and L of chapter 4 are examples of pseudo-differential operators with
a small parameter 0. The symbol of operator -h is given by equations (4.37) and
(4.51), and the symbol of operator L of chapter 4 is given by equation (4.53). These
operators are associated with ordinary differential (chapter 3) or pseudo-differential
equations (chapter 4) of the form
1
Lz, - + ,3)y(x) = 0 (L.2)(7_ dx7 W =0
For the function y(x) solution of the pseudo-differential equation (L.2) we assume the
form
y(x) = exp( S(x))w (x) (L.3)
where S(x) is the phase function and w(x) is the amplitude function. If we substitute
the equation (L.3) for y(x) into the equation (L.2), we obtain
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i2 dS d
exp(dSS(X) - i#j3 , )w(x) = 0 (L.4)
dx dx
If we expand this pseudo-differential equation in terms of the parameter /, the term of
order 0(30) gives the Eikonal equation for the function S(x), as discussed in chapters
3 and 4. What is left gives transport equation for the amplitude function w(x). Here
we derive the transport equation for the amplitude function w (x). Further, we assume
that we can write
w(X) = wo(X) {1 + ZWn(x)} ,(L.5)
n=1
and here we also derive the transport equation for the amplitude corrections w(x), n =
0, 1 ..... We assume that the symbol of the operator _L in the pseudo-differential equa-
tion (L.3) has a series expansion in the small parameter /, as follows
M
L(x, p, () = (-i/3)Ln(x, p) where M may be finite (chapter 3) or infinite (chapter 4)
n=O
(L.6)
The symbols L(X, p) are polynomials or more general analytic functions with respect
to the p variable. So, without loss of generality we can assume that the symbols
L (x, p) are represented by a Taylor series in the p variable, as follows:
00
Ln(x,p) = (i)man,m(x)pm. (L.7)
m=O
Next, we describe the steps necessary to obtain the transport equation for the ampli-
tude w(x).
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. First, we obtain the general for for the action of the operator -L- over the
function y(x) given by equation (L.3). We write
y(x) = u(x)w(x), where u(x) = exp( S(x)).
Then we can write
dxny _n n1. dn-qUdqw
dx q (n - q)!q! dxn-q dx'
where d is given in terms of the function S(x) by the equation
(n-q)
1=1 4(+...+ =(n- -q)J - D 
mS x ... x DIS
where the symbol D stands for T. Equations (L.9) and (L.10) allow us to write
exp(- S(x)) (-ip)n
={(-s#)r" h n1
q=O
> 1fr(i)$-'b,q w(x),
(L.11)
where bi,q is defined as
b5q n q DiS x ... x Di S
j ..... .
(L.12)
We rearrange equation (L.11) such that we can write it as a power series in the
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(L.8)
(L.9)
U(X),
(L.10)
parameter -i0.
exp(-_)( ) = { (-3)t (- _ )bd,
(L.13)
* Second, we assumed that the operators we are working with have symbols that
are analytic functions with respect to the p variable, so the symbol of these
operators admit a Taylor series expansion
L(x,p) = ()an(X)p
n=O
(L.14)
With the help of equation (L.13), the action of an operator with symbol given
by equation (L.14) over the function y(x) given by equation (L.3) can now be
written as
-2 d
exp(--S(x))L(L, -tL)y (x) =
Z-idz
(-i#)l ( (i) nan(X) I i)qbnu,q +(i)'ai(x)dw(n - 1)!q! dw (Ld15
(L. 15)
The term corresponding to 1 = 0 in the summation over the index I in the
equation (L.15) can be written as
00n
(i)an(x)I7JDS(x) +ao(x) = L(x, DS)
n=1 q=1
(L.16)
The term corresponding to I = 1 in the summation over the index I in the
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equation (L.15) can be written as
- {n2(r)"an(x) 2 1(DS) 2 D2 S + (TiDS(x)) d-+ iai(x)W
1i3{0 2fxL s+OL x)Ddw}
-- ( , P)|IP=DS + -(X7 p=DS
(L.17)
The term coresponding to 1 = 2 in the summation over the index 1 in the
equation (L.15) can be written as
- 00 ()a ) n(n - 1)(n -2) (DS)n-3D3S + n(n - 1)(n -2) (DS)n-3D2 sdw
- / (ir) [ 3!O! 2!1! 2dx
n=3
+ 2 (DS)n-2$] + >1:0!2!2!2(n - 4 )!(DS) (DS) - a2(x)<4
J1 3 LD3S +1 a3L 2Sdw I1 2L d2W
- l 3 ! Op3 &x PiPDs 2! Op3  dx 2! op2  P)PDsd2
1 04 L(2s)2
2!2!2! Op4  ,P PDS ){
(L.18)
Below we give a Maple V routine that generates the expression for the lth term
in the first summation present in the right hand side of equation (L. 15) in terms
of the derivatives of the symbol L(x,p) with respect to the p variable.
FEXPSA:= proc (F, G, y, n)
local k, m, u, v, p, q, t, check, ii, i2, i3, i4;
if n=O0then
u := subs (p = D(G)(x),F(x,p))*y(x);
else
u := D(@@n )[2](F) (x,D(G)(x))*diff(y(x),x$ n)/n!;
for k from0 to n-i do
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for m to n-k do
if m=1 then
V :=(DC@@(n+1)) [2](F)(x,D(G)(x))*
(DU@ (n-k+1I )) (G)( )(k! *(n-k+ 1)!)
else
il (n-k+1)fi-1;
for i2 from 0 to il do
i3 := i2;
for i4 to m do
p[i4] := modp(i3,n-k+1)+1;
i3 := round(i3/(n-k+1));
od;
check := 0;
for i4 to m do
if p[i4] = 1 then check := 1 fi;
od;
if check = 0 then
q =0;
for i4 to m do
q := q+p[i4];
od;
if q = n-k+m then
t := (D@@(n+m))[2](F)
(x,D(G) (x))/(k!*m!);
for i4 to m do
t := t*(D (p[i4]))
(G)(x)/p[i4]!
od;
v := v+t;
fi;
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fi;
od;
fi;
od;
if k = 0 then u := u+v*y(x) else u := u+v*diff(y(x),x$ k) fi;
od;
fi;
end:
In the procedure given above, F is the letter representing the symbol, L in our
case, G is the letter representing the phase function S and y is the amplitude
function w, and 1 is the index number. If we want the 3rd term in the first
summation in the right hand side of the equation (L.15), we just type in the
Maple V prompt FEXPSA(L,S,w,3);
We realize that we can write equation (L.15) in terms of the partial derivatives
of the symbol L(x,p) with respect to the variable p. So, equation (L.15) is
written in the form
1x (- S(X))Zi x i ) z
X dx~yx
L(x, DS) + (-S11 1k!jm!-kji!m!
E=1 k  m=1 +...i=(-k)+
01+mL d kW 1 O'L dw
ait (Xp)p=DS) k + 1 - (X, P) Ip=DSd%
(L.19)
The action of the operator L over the function y(x) given by the equation
above is for the case where the symbol L(x,p) has an infinite Taylor series
expansion with respect to the p variable. This is the case if L(x, p) is an analytic
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transcendental function, but when L(x, p) is just a polynomial in the p variable,
its Taylor series expansion with respect to the p variable has a finite number
of terms equal to the order of the operator L. If the Taylor expansion of the
symbol L(x,p) with respect to the p variable has N terms, equation (L.19)
assumes the form
1
dx
exP(-kS(x))L(t, d- x d-
Ni -z3 {:-1 minl-k,N-1fkj!
L(x, DS)+Z 
-i ) k!J
1=1 k=fl m=1 jm+.+j=(-k)+m
Jmr,-.,ji>2
y+mL dkw 1 L d'i
al (XI p) p=DS k -- (x, p) p=DS I
xIJ dxk p1! Opdx
(i)N GNL (dNW
+ N! QpN (, P P=DS dxN
(L.20)
We give also a Maple V procedure to generate the terms of the first summation
in the right hand side of equation (L.20). It follows below.
FEXPSB:=proc(F,G,y,n,l) local k,m,u,v,p,q,t,check,ii,i2,i3,i4;
# n - order of the term of the transport equation
# 1 - order of the symbol with respect to the variable p
if n = 0 then u:=subs(p=D(G)(x),F(x,p))*y(x);
elif 0 <n and n < 1+1then
u:=(1/!)*(DU@@n)[ 2](F)(x,D(G)(x))*diff(y(x),x$n);
for k from 0to n-ldo
for m from Ito n-k do
if m =1 then
if n < 1 then
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v:=(1/(k!*(n-k+1)!)) *(D@@((n+1)) [2(F) (x,D(G) (x))
*(D (n-k+1))(G) (x);
else
v:=0;
fi;
else
ii:=(n-k+1)*I*ml;
for i2 from 0 to il do
i3:=i2;
for i4 from 1 to m do
p[i4]:=modp(i3,(n-k+1))+1;
i3:=round (i3/ (n-k+ 1));
od;
check:=0;
for i4 from 1 to m do
q:=q+p[i4];
od;
if q = n-k+m then
if n+m i1+1 then
t:=(D@(n+m)) [2(F)
(x,D(G)(x))/(k!*m!);
for i4 from 1 to m do
t: =t *(D (Qp [i4]) (G) (x)/
(p[i4]!) od;
else
t:=0;
fi;
v:=v+t;
fi;
fi;
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od;
od;
ifk =
fi;
0 then
u:=u+ (v) *y(x);
else
u:=u+(v) *diff(y(x),x$k);
fi;
else
fi;
end:
* Now, we consider that the symbol L(x, p) is of the form given by equation (L.6).
We substitute the symbol L(x, p, 0) into the equation (L.19) and we rewrite it
such that we obtain a series in the parameter 3. The end result is given by the
equation
1
S(2 d
exp(-S (x)) L(x, -z# )y(x) = Lo(x, DS)+
# dx
00-d ((-n)-- 1 -k)-n
k!jm!I.
=1n=O k=0 m=1 jm+...+j1=(I-k)-n+m M .
L mj---,j1:2
al+m-n ~k
Lp~m n xP)lp=DSDI' S x. x DIS x DP_- w (x
+ (X)Ln(x|p=DSd w(x)s + L(xDS)w(x),
(1 - n)! p(L2dx
(L.21)
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jl!mn!
and for the case that M is finite in equation (L.6), we obtain a similar equation.
Below we give a Maple V procedure that evaluate the terms of the summation
with respect to the index I in the right hand side of equation (L.21).
GNTPEQ:=proc(G,y,n) local u,v,p,il;
for ii from 0 to n do
u := L_[il];
if il = Othen
if n =0 then
v:=FEXPSA(u,G,y,n);
else v:=(FEXPSA(u,G,y,n));
fi;
else
if ili jn then
p:=( FEXPSA(u,G,y,(n-il)));
else p:=FEXPSA(u,G,y,n-il);
fi;
v:=v+p;
fi;
od;
end:
Notice that the procedure given above uses the Maple V procedure FEXPSA
previously defined. In the procedure above, G is the letter representing the
phase function S, y represents the amplitude function w, and n stands for the
index 1. If we want, for example, the 3rd term in the first summation in the
right hand side of the equation (L.21), we just type in the Maple V prompt
GNTPEQ(S,w,3);
For the case that M is finite in equation (L.6), we give a Maple V procedure
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that evaluate the terms of order (-P#)" of the respective transport equation,
analogous to equation (L.21). This Maple V procedure follows below.
GNTPEQB:=proc(G,y,n,l) local u,v,p,il,i2;
# 1 - order of the symbol with respect to the variable p
# n - order of the term of the transport equation
if n > 2 then i2:= 2 else i2:= n fi;
for il from 0 to i2 do
u:=R_[il];
if il = 0 then
if n =0 then v:=FEXPSB(u,G,y,n,l)
else v:=(FEXPSB(u,G,yn,l)) fi;
else
if il < n then p:=(FEXPSB(u,G,y,(n-il),l-i1))
else p:=FEXPSB(u,G,yn-il,l-il) fi;
v:=v+p;
fi;
od;
end:
In this Maple V procedure the index n specifies the order of the tern in the
parameter # (term of order Q(3f)) and 1specify the order of the symbol LO(x, p)
in equation (L.6) with respect to the variable p. In the procedure GNTPEQB
it is assumed that the order of the symbols L (x,p) with respect to the p
variable is (1-n) (n is the index appearing in equation (L.6). G and y stands for,
respectively, the phase function S(x) and the amplitude w(x). This procedure
was used to provide the transport equation (3.113).
The resulting transport equation is a differential equation of infinite order when
the symbols L (x,p) are transcendental analytic functions. To make progress in
solving this transport equation, we consider the expansion
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00
w(x) = E (i#)4F (X) (L.22)
q=O
We substitute the expansion for the wave amplitude w(x) into the transport equa-
tion (L.21). This leads to a sequence of first order transport equations for the wave
amplitude corrections Fq (x), q = 0, 1, 2,. . .. The sequence of transport equations has
the form
-i) [q-1 q-1-n Jq-k-n
(- 1 E E )1 k!j,,! ... jj!m
1=1 q=1 n=0 k=O M=1 jm +..+jl =q-k+m-n
L I L jm,...,jl>2
q+Tm-n 1 F(L.23)
Ln(XP)|p=DSD-S x ... x D kSDFi-qq+m-nD j
+-! Ln(x,p)|p=DSD- Fiq(X)] + Li(x, DS)Fo(x) =0
(q - n)! apq--"I
If we collect terms of the same order in 0, we obtain a sequence of first order differen-
tial equations for the amplitude corrections Fq(x), but before doing that, we assume
that the wave amplitude corrections are given in the form
Fq(x) =wO(x)wn(x) for q _ 1, (L.24)
Fo(x) =wo(x), (L.25)
which implies now that the wave amplitude w(x) can be written as
w(x) = wO(X) {1 Z(-13)nwn(x)}. (L.26)
n=1
This form for the expansion of the wave amplitude w(x) in terms of the parameter#
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gives a transport equation of the form
Tz 1-1 q-1 q-1-n q-k-n
1=1 q=1 n=O k=O M=1 jm+..+j1=q-k+m-n
-
- am,...,j'>2
Qq+m-n ' k k dk-i dA
Ln(X, P)p=DSD'mS x ... x D >J S(k- dxk-wo(X) Wx)1
pq+m'( J\- (lq - jn)! d k--i d3 _
(q - n)!Opq-n L (XP)|K-DS _(qn Jq-n-i dx
1-1n1-1-n (-k-nq xl+m-n
+ k!jm!...jm!&pl+r-n4 (X, P)pDS
n=0 k=0 M=1 T-m+...+jl1=q-k+m-nk! jM (pm
. Jm,...,ji>2
DimS x... x Di1S dkWO(X) 3 Ln(XP)|p=DS W(X)dx( + -rn)! OpL- p) dxwO
+L,(x,DS)wo(x) =0
(L.27)
We collect terms of the same order in the parameter # in the transport equation (L.23).
This leads to a sequence of transport equations for the wave amplitude corrections
Wn(x), n = 0,1,).... The transport equation of order Q(#N) is given by the equation
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N-1 [--11-1-n
1=1 n=O (k=0
I-k--n al+m-n
k~j! .. .j1m oi~m-nLn (X, P)\p=DS
m=1~k I..+m= k---
..L im,--.. 1>2
k dkk-- )dx
DimS x ... x D S f (k - j)!j! dk-i _
+ 1 O Lk)= __ - -- !d -x-
n1-r)! Qpl-fl ( 1 n -)!j! dx 1 o()dxiW3
N-1 N-1-n N-k-n
n=o k=0 M=l jtm+...+j1=N-k+m-n
I . jm,... ,j1'>2
DirSx ... x D31S]
1 ! 0 N+m-n
k!m ! ... fm! QpNmn (xP)LrDs
Dkwo(x) + 1 N-n Ln(X Alp=DsDN-n (
LwoW +(N - n)!w ( y
+LN(x, DS)wo(x) + 25Lo(x, p)\p=DSD2W
apy- Lo(x, P)Ip=ns ((Dwo(x))wm-u(x) + wo(x)DwN-1(x)) + L1(x, D5)wo(x)wN-1()=
(L.28)
For N = 0, we have the transport equation for the main term of the wave amplitude.
The transport equation for wo(x) is
Lo(x,P)|p=DSdwo (X)
09P dx
(4< L(x,P)lp=DSD2S + L1(x, DS) wo(x) = 0
(L.29)
The transport equations of order O(1 N) can be written as non-homogeneous first
order differential equations of the form
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-Ax))
(x))}
d 1fW4=("vcN-1[-11-1-n k f-k-n
yW (P= 
- Lo(x,=p)=p=DSWO(X)[= {5k= L= m=1 m+...+1=l-k+m-n
- - in,...,ji;>2
jj !.jmt Ln(X, p)ip=DSD- S x ... x DJ1S"I(k - ')!j! .l+m-n
dk- d' 1 t--" i al-ndxk-WW) .WN-(X) + )1I.Ln (x, p)|p=DSdxk-j dx ' j _ [ n - 3)!y,! Qpln
d-- (X)d -WN +N-1N--1-n N-k-n
dx'- dxiN- X
- n=0 k=0 M=1 jm+...+j1=N-k+ma-n
L. j m,...,ji>2
1N+m-n idk
k!jm!... j1!m! QpN+m-n Ln(XP)p=DSD S x ... x DjlS)dxk wo(x)
1 0 N-n dN-n ' N1
+(N - n)! OpN-n LhxP )DsXN-nw(x)} + LN (x, DS)J
(L.30)
This transport equation is valid for the case where the symbols Ln (x, p) are tran-
scendental analytic functions of the variable p. When the symbol L(x, p, 0) is given by
a finite sum of symbols Ln(x, p) which are polynomials in the variable p (see chapter
3), the transport equation for the amplitude corrections wn(x) is of the form given
by equation (3.122) of chapter 3.
We also provide a Maple V procedure which gives the transport equation (L.30) for
the amplitude corrections wn(x), in = 0,1. This procedure is named GNTPEQ2,
and it follows below.
GNTPEQ2:=proc(G,y,nkey) local v,p,t,w,il;
# key = 0 - transport equation
# key = 1 - right side of the transport equation
if n= 0 then
il:= 1;
t:=y_[n0];
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v:=GNTPEQ(G,t,il);
if key = 0 then
diff(y_[n] (x),x$1)=solve(v,diff(y_[O](x),x$1));
else
solve (v,diff(y_[0](x),x$ 1));
fi;
else
for il from 1 to n+1 do
if n+1-il = 0 then
t:=y_[n+1-il];
elif il = 1 then
t:=y-[n+1-il];
else
t:=y_[O]* y_[n+1-il];
fi;
if il = 1 then
v:=diff(t(x),x$1)/yj[O](x);
else
if il < n+1 then p:=( GNTPEQ(G,til))
else p:=GNTPEQ(G,t,il) fi;
v:=v+p;
fi;
od;
if key = 0 then
diff(y_[n](x),x$1)=solve(v,diff(y_[n] (x) ,x$ 1));
else
solve (v,diff(y_[n] (x),x$1));
fi;
fi;
end:
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Notice that this procedure uses the previously defined Maple V procedure GNTPEQ.
If we want the transport equation, for example, for the amplitude correction W 3 (x),
we just need to type in the Maple V prompt GNTPEQ2(S,w,3,O);, and if we just want
the right hand side of equation (L.30) for, let us say, N - 1 =, we type at the Maple
V prompt GNTPEQ2(S,w,3,1);. When the symbol L(x,p,#3) is given by a finite sum
of symbols L(x, p) which are polynomials in the variable p, the transport equation
for the amplitude correction w,(x) can be computed symbolically by using the Maple
V procedure GNTPEQ2B, which follows.
GNTPEQ2B:=proc(G,y,n,l,key) local v,p,t,w,i1,i2;
# key = 0 - transport equation
# key = 1 - right side of the transport equation
if n = 0 then
il:=1;
t:=yj_[n];
v:=GN'PEQB(G,t,il, ,1);
if key = 0 then
D(y_[n]) (x)=solve(v,diff(y_[0](x),x$1));
else
solve(v,diff(y4[0](x),x$1));
fi;
else
for il from 1 to n+1 do
if n+1-il = 0 then
t:=y_[n+1-il];
elif ilI = 1 then
t:=y_[n+1-il];
else
t:=y_[0]*y_[n+1-il];
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fi;
if ilI = 1 then
v:=diff(t(x),x$1)/y_[] (x);
else
if il i n+I then p:=( GNTPEQB(G,t,il,l) )
else p:=GNTPEQB(G,t,il,l) fi;
v:=v+p;
fi;
od;
if key = 0 then
v: =convert (solve (v,diff(y_[n] (x),x$1)),D);
if n > 1 then
for il from 1 to n-i do
for i2 from 0 to min(n+1,1) do
v:=collect (v,(D @i2) (y_[il]) (x));
od;
od;
fi;
for il from 0 to n+1 do
v: =collect (v, (DA@il) (y_[]) (x));
od;
D(y_[n])(x)=v;
else
solve(v,diff(y[n] (x),x$1));
fi;
fi;
end:
This Maple V procedure generated the transport equations for the amplitude correc-
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tions w1i (z) and W2j (z) in chapter 3. The letters G and y in the procedure entry
stands for, respectively, the phase function S(x) and the wave amplitude w(x). The
index n specifies for which amplitude correction we want to obtain the transport equa-
tion. the index 1 specifies the order of the symbol LO(x, p) with respect to the variable
p. The same assumptions made in GNTPEQB regarding the symbols L, (x,p) are
also valid for this procedure.
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Appendix M
Local Form of the Liouville-Green
functions.
In this appendix we derived the approximate form of the Liouville-Green functions
of the form given by equation (4.55) with w(x) given as a series expansion in the
parameter 3 according to equation (4.60). This approximate for of the Liouville-Green
functions is valid in a neighborhood of the turning points. We differentiate between
the turning points where one propagating wave mode couple with one evanescent
wave mode and turning points where the two propagating modes coalesce, since the
approximate form of the Liouville-Green function is not the same for both cases.
The approach here is not to approximate the Liouville-Green functions themselves.
We first find the approximate form of the Eikonal equation (4.57) and the approximate
form of the transport equations (4.61) and (4.62) which are valid in a neighborhood
of a turning point. The Liouville-Green functions have a singularity at a turning
point (become unbounded at these points). therefore, the approximate form of the
transport equations (4.61) and (4.62) in a neighborhood of a turning point is just
the part of the transport equations which give the leading term of the Liouville-
Green functions at the turning point. Second, we obtain the approximate form of
the phase function. The wave numbers coalescing at the considered turning point
are solutions of the approximate dispersion relation given by equation (4.91) or given
by the equation (4.95), so the phase function follows directly from these equations.
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Third, we obtain the approximate form of the amplitude corrections w(x) from the
approximate transport equations. This procedure results in the approximate form of
the Liouville-Green functions, valid in a neighborhood of a turning point.
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M.1 Approximate Liouville-Green Functions for Turn-
ing Points where a Propagating and an Evanes-
cent Wave Modes Couple.
We start the procedure described above by approximating the Eikonal equation for
the wave numbers d.
" Approximate form of the phase function S(x). In section 4.5.2.2 the approxi-
mate dispersion relation is given by equation (4.91), so the approximate Eikonal
equation is
1 02 )Lo(x, k(x)) + 1 0--Lo(x,Ppk,(x)(DS - k,(x))2  0 (M.1)
The approximate form of the phase function S(x) follows as
S(x) : kc(t) + -2 -2Lo(t,1%(t))}1/2) dt (M.2)
* Approximate form of the high order symbols in a neighborhood of a branch
1
point. The idea is to reduce the symbol of the operator LX, --i/0 , ) to a
symbol of a second order equation, since in a neighborhood of a branch point
only two wave modes coalesce. The symbol of this operator is given as a series
expansion in the parameter / according to the equation (4.38). For (p, x) -
(k5, xb) (saddle point and its associated branch point), we have that
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ph(x) = 
0
(a)2_1
tanh(ph(x)) = a
1
cosh2 (ph(x)) 
-1-()
(M.3)
(M.4)
(M.5)
and from the general expression for the symbols L.,(x, p) given by equation
(4.52), we can see that
Lo(xb, k8s) = 0 and
Ln(x, k,) # 0 forn;>1 and
a
- Lo(b,p)Ik = 0
Op
(M.6)
(xb, p)|k=k,7# 0 for n<1
Op
(M.7)
We approximate the symbol Lo(x,p) in the same way we approximated it to
obtain the approximate equation (4.97) for the free surface potential Q(x). So
we have
Lo(x, p) r~ Lo(x, k,(x)) + 2 (x, kc(x))(p - kc(X)) 2 as X -+ x(p - k,)
(M.8)
where kc(x) is the wave mode boundary defined in section 4.5.2.2, and given by
the equation (4.93). The higher order symbols are approximated in the form
given by the equation
Ln(x, p) r~ L,(x, k,(x)) + OILn (x, kc(x))(p -- kc(x))
ap
(M.9)
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* For each of the transport equations, we are going to obtain its approximate form
as (x, p) --+ (xb, k,). To do so, we need the order of magnitude of the derivatives
of the wavenumber DS, and the order of magnitude of wo(x) and its derivatives
as (X, p) -4 (xb, k,). For the derivatives of the wavenumbers, the leading term
as (x, p) -4 (xb, k,) is:
) (n - 2 ) L((X 7-P1 = D
(2n - 5)! (LO(xP)|pDs Lo(xp)|p=DS)
2(n-3)(n - 3)! (-Lo(X7P) p=DS)(2n-3)
as X -+ Xb(p -+ k,)
(M.10)
For the derivatives of function w 0 (x), the leading term is:
dfWO(X) nt n!L(21z -1)!
dz=1 .. ! +...+n! 2
( p$Lo(x, p)p=DS) ('%Lo(x, P) p=DS)n(M)
(4LO(x, p)|p=DS (4n+1)/2
Now we can use the approximations given by equations (M.10) and (M.11) to
obtain the leading term of the transport equations (4.61) and (4.62) as (x, p) --
(cc,, k). The leading term of these transport equations follows below.
* Leading term of the transport equation of order 0(2) as (X,,p) - (xc, k).
dxW() Op2 L(x, p p=DS) w ) 2 w ) (M.12)
From this result we can say that:
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w1 (x) ~ Q
d
dsrW)rIr- Q
d 2W (X) 
0o
( Lo(x, p) p=DS
([ Lo(x ,P) p=DS] -5)
( P 
- )aLo (x, p) lp=DS
ap
as(x,p) -+ (Xb, k,). If we proceed in the same way with the transport equation
of order Q(i3) as we did with the transport equation of order Q(2), and if we
take into account equations (M.13) to (M.15), we realize that
wLo -6
W2 (X) ~ O (X, P) p=DS (M.16)
We can repeat this procedure again with the transport equation of 0(04) and
high order equations. This leads to the estimate
w~ x) r% Q [ LO( V 3Thw n ~z ~ 
s- O o(X P) lp=DS - .n (M.17)
e Leading term of the transport equation of order O(/(n+1)) as (x,p) -+ (Xb, kQ.
d 1(92 \ 9
dx 2 ( p2Lo(x,P)p=DS
4 2W d d
- (x 2 w,-n (- 2wo (x) wo(x) -,-,1x
d2
-wo dj 2wo0xn-1(x)} for i <; 2.
(M.18)
We are going to show below that the recurrence relation above is the same
recurrence relation we obtain when we apply the WKB scheme to a second
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(M.13)
(M.14)
(M.15)
order differential equation without first order derivatives. The first step is to
approximate wo(x) as (x,p) - (x,, k). According to equation (4.63), we know
that
wo(X) = LO(x, p)|p=DS -1/2
According to equation (M.8), wo(x) can be approximated as
2 - 1/2
wo(x) (] 2 Lo (x, p)r=kc(x)(DS - Ic(x))) . (M.19)
As (x,p) -+ (Xb, k,), the wavenumber DS, according to equation (4.91), is
approximated as
DS = kc(x) iQ(x)1/2
As a result, the expression for wo(x) reduces to
/ -2/2
WO() ~ LO (x, p) p=kcv(x) (+iQ(x) 1/2)) (M.20)
and
d w - (j) 1 2 ) -3/2 2
dz ) 2 - L o(x p ) |p= k t, LkO 1X2, P)2L o( v, p ) |
SQ((X)2-1/2
(M.21)
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d wo(x) ~92 -1/2 dQ1/2)-5/2-/2 -2
yOWO2WLo (x, p) Irkc(x)) Qx 12 5 2 Li~~/
(t iQ(x)1/2)-3/2 F Q(X)-3/2 (Q f
2 [4\dx,/
(M.22)
If we go back to the transports equations (M.12) and (M.18), and if we substitute
these expressions, we will see that we recover the leading term of the transport
equations for a second order differential equation. The form of the transport
equations (M.12) and (M.18) is
d -x) - ( iQ(x)1/2)- 1/ 2  {(Q(x)1/2)-5/2 [+Q(x)-1/2dQ- 2dx 2 4 2 dx_
1 ( 'Q(X)1/2)-3/2 -FQ(X)32dQ
.4 2dx3
(M.23)
1 1 d2  1 ( in\Xl/ 2 dQ d
2 iQ(x)1/ 2 dX2wn( + 2 (iQ(x))2 2k(x) dx] dx
1 2iQ(x)2 >-1/2 { ( iQ(x)1/2-5/2 Q(x)-1/2 dQ] 22 4 2 dx_
- (tQ(x)1/2 -3/2-F(Q(x)-3/2M.4
(M.24)
* Asymptotic solution for the approximate equation (4.97). In section 4.5.3.1, we
obtained the Liouville-Green functions (WKB approximation) for the approxi-
mate equation (4.97). The phase function obtained in section 4.5.3.1 is the same
phase function we obtained here. The leading term of the transport equations
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d
-wxdx
(4.104) and (4.105) for the amplitudes z'(x) are match with the equations
(M.23) and (M.24). This can be shown by calculating the leading term of the
first and second derivatives of z14 (x), which follows
-wo(x) ~_(+Q(x)1/ 2)- 3 /2  iQ(X)-/ 2  (M.25)dx (2d
d2 x ~ i ( iQ (x)1/2 -5/2Q x Y-1d x/
2zWO(X) r -s - ()
-F z(iiQ (X)1/2)-3/2 _I -3/2 2 , (M.26)3/2 (dQ\
and by substituting equations (M.25) and (M.26) into the transport equation
(4.105).
Therefore, close to a turning point where one propagating mode couple with a
evanescent wave mode, Liouville-Green functions for the free surface potential gov-
erning equation (4.54) assume the form of the Liouville-Green functions for the ap-
proximate equation (4.97). These Liouville-Green functions were obtained in section
4.5.3.1.
M.2 Approximate Liouville-Green Functions for Turn-
ing Points where the two a Propagating Wave
Modes Couple.
The procedure to approximate the Liouville-Green Function in a neighborhood of a
turning point where the two propagating wave modes couple follows the same steps as
in the case of turning points where propagating modes couple with evanescent wave
modes. In this case the symbol LO(x,p) is approximated according to the equation
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Lo (x, p) ~-j p(h(x)p),
and the uniform system dispersion relation is approximated according to equation
(4.95). For this case, we also need the approximate form of the symbol L1 (x,p),
which is given by the equation
L,(x, p) ~ -- p. (M.28)dx
Besides the necessity to include the symbol L1 (x, p) in the derivation of the local form
of the Liouville-Green function, the steps to perform this task are basically the same
steps followed in the previous section.
" Approximate form of the phase function S(x). The wavenumber DS(x) is the
solution of the local form of the dispersion relation, given by the equation
-c2 + (DS(x))2 h(x) = 0. (M.29)
This equation has two solutions, and they give two possible phase functions
S(x) = + ' dt (M.30)
Xf y/h(t)
where c* is the considered branch point of the uniform depth dispersion relation.
* We need the local form of the symbols LO(x, p) and L1 (x, p), which where given
above. The derivatives of the phase S(c) close to the considered branch point
have the order of magnitude
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(M.27)
D"S(x) ~ O(h(x)-(2n-1)/ 2 ) as x -4 x* which impliesh -0. (
The function w 0 (x) is approximated as according to the equation
wo (x) ~ a {2h(x)1/2}1 2 O(h-1/4) as h -+0. (M.32)
The order of magnitude of its high order derivative is given according to the
equation
d nw0 X)4n+1
da s (x) ~ O(h 4) as h -+ 0. (M.33)
* Based on the approximations above for the phase S(x), for its derivatives, for
the function w 0 (x) and for its derivatives, we give below the approximate form
of the transport equations for the amplitudes corresctions wn(x). The transport
equation of Q(32) is
dw d1x2LO d'wo (dwo OL1
d ~P - y 2 (XP)IP=DS} wOx) d 2  ~ (x (L(xP)=DS)
(M.34)
and the transport equation of order Q(#(n+1)) in a neighborhood of the consid-
ered branch point assume the form
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(M.31)
dw+1_ 2X[1 (0 2 Lo d2 w, (0L1  '\ dw,]
dx L2 kOp2 (X,P)p=DS dx 2  \Op ,,(dxJ
dw0 ' (0 2 L0  N dwn (0L1 N 1
- o Ic (x pIp=DSI I+ (XP)rp=DS Wn
dx [\p 2  ' )/dx Op ,
d2 I 2 LO
- wo (X) dx2 k 2 (X, P)IP=DS}WnX7  >2h
(M.35)
If we solve the transport equations above, we obtain the correction amplitudes
given by equations (4.116) to (4.120). So, close to a branch point where the two
propagating modes couple, the amplitude corrections wn(x) are approximated by the
amplitude corrections o(x).
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