1.Introduction
The pattern prediction from the variety of datasets is important in current scenario as it provides the meaningful insights and helpful in different sectors of data classification and categorization. Machine learning algorithms are useful in the pattern prediction from data more efficiently [1−5] .
It has been used in different areas including fraud detection, drug design, web search and recommender systems [3] . It is mainly used for classification [3−8] .
The machine learning methods are supervised or unsupervised also. The different in the mechanism that the class labels are not known in unsupervised learning. In case of supervised the class label is known. Then the recognition capability can be predicted and described through the algorithms.
The main objectives of this paper are as follows: 1. To explore the machine learning algorithms. 2. To explore the area of applicability. 3. To elaborate the methods in the direction of their use and performance analysis. 4. Highlights the gaps for the future research.
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2.Literature work
In 2018, Dhankhad et al. [9] discussed the goal of data analytics. They have discussed regarding the increasing fraud in credit card. They have applied different machine learning algorithms for the fraud detections. They have experimented on real-world dataset. Based on ensemble learning they have used a super classifier and discuss the effectiveness.
In 2018, Jeon et al. [10] discussed the impact of development of ICT and Big Data. They have proposed a fast reading algorithm based on machine learning algorithm. It is used for the identification of element of the important story. They have analyzed the depending factors through decision tree and conduct research using R language tree and caret package. They have suggested that the results of the approach may be helpful in the educational field for ICT based computing thinking.
In 2018, Kim et al. [11] discuss the security aspects in the frequent use of Wi-Fi and hotspots. They have suggested that the major security violation is possible in case of unauthorized access points. They have used round trip time value for the authorized and unauthorized detection of access points. They have used support vector machine (SVM), C4.5, K-nearest neighbors (KNN) and multilayer perceptron (MLP).
In 2018, Miao et al. [12] discussed the importance of text classification in the data mining and text information organization. They have designed Chinese news text classification system model. They have select and compared KNN, naïve Bayes and SVM in the training part. Their results obtained support the machine learning algorithm.
In 2018, Gürcan [13] discussed the problem of text classification. It is suggested that natural language processing methods can be helpful in text document categorization.
He analysed Turkish text classification based on supervised learning models with the parameters variations. He considered the classification based on economy, politics, sport, health, and technology. The algorithms used are multinomial naïve Bayes, Bernoulli naïve Bayes, SVM, KNN and decision tree. Naïve Bayes probability model found to be more effective.
In 2018, Dhulekaret al. [14] discussed the impact of bottle recycling machine (BRM) in the issue water and land pollution. They have applied BRM with a new design for the bottle collection and classification using machine learning algorithm. Their system also consist the raspberry-PI with camera and audio-visual interactive system. Reward coupon facility is also provided. They have used machine learning algorithm for the plastic bottle detection. The cost of recycling is also low.
In 2018, Kumar et al. [15] discussed the factors affecting the stock prediction. They have used machine learning techniques for this task. They have developed five models. These are based on SVM, random forest, KNN, naïve Bayes and Softmax. Their results indicate that the random forest algorithm and naïve Bayes is better in classification for large and small datasets respectively.
In 2018, Chiroma et al. [16] discussed the generation of raw data on the social media platforms. They have suggested that it is more useful if it is mined. Their study is on the suicide communication on the social media. They have used prism, decision tree, naive Bayes, random forest and SVM in the classification of suicide-related text from Twitter. The results indicate that the prism algorithm has outperformed.
In 2018, Khuriwaland and Mishra [17] discussed about the breast cancer impact worldwide. They have used adaptive ensemble voting method for diagnosed breast cancer using Wisconsin breast cancer database. They have compared artificial neural network and logistic algorithms.
In 2018, Hegde al. [18] discussed the use of machine learning algorithms in biomedical fields. They have suggested that less information is available for skin disease classification. They have collected Chronic Eczema, Lichenplanus and Plaque psoriasis images using a digital camera and extracted red, green and blue (RGB) color features and graylevel cooccurrence matrix (GLCM) texture features. Linear discriminant analysis (LDA) and SVM outperforms in comparison to other algorithms. Performance evaluation Figure 1 shows the procedure of machine learning algorithms. In which the first step is data preprocessing, then data training and data is tested on the desired sets. Then based on the result model may be predicted.
3.Problem statements
The study and analysis shows the following problem statements in the previous work: 1. In most of the cases SVM outperforms but the parameter optimization can improve the result. 2. Data grouping, classification and optimization variability combination is missing as it may helpful in better classification accuracy. 
4.Study analysis based on method results
The method analysis based on the methods published earlier is shown in the below Table 1 . Table 1 Comparative analysis based on the results
S.No Reference Methods
Results achieved 1 [19] Machine learning algorithms for cancer identification They have used the variant of AdaBoost, deepboost, xgboostand SVM. It is evaluated using area under curve. The dataset considered here are related to thyroid cancer, colon cancer and liver cancer. SVM outperforms among other machine learning algorithms.
[20−23] Clustering algorithms
They have used different algorithms for breast and lung cancer data.
[24]
Breast cancer data classification using machine learning methods They have used SVM, KNN, MLP, decision trees, random forest, logistic regression, Adaboost and gradient boosting machines. SVM outperforms among other machine learning algorithms.
4
[25] Gender recognition of names based on machine learning algorithm They have studied for the gender recognition of Chinese names.
5
[26] Analysis of machine learning algorithms for gender classification They have considered voice data for the gender classification. Their results indicate that SVM and artificial neural network provides better accuracy.
6
[27] Genetic algorithms and unsupervised machine learning for predicting robotic manipulation failures They have considered the force-torque samples from the UCI database. They have used unsupervised Machine Learning (ML)-based method with the parameter optimization via genetic algorithms. Their study supports the prediction of success for force-sensitive object placement.
5.Conclusion and future scope
This paper provides a methodological view and study on different machine learning algorithms. It provides the computation aspects along with the parametric explorations. This paper gives an idea and overview of the area where machine learning algorithms can be applied successfully. It also focuses on the insights and the gaps for the vacant research in the same area. 
