ABSTRACT Particle swarm optimization (PSO) is a population based meta-heuristic search technique that has been widely applied to deal with various optimization problems. However, like other stochastic methods, PSO also encounters the problems of entrapment into local optima and premature convergence in solving complex multimodal problems. To tackle these issues, a diversity-guided multi-mutation particle swarm optimizer (abbreviated as DMPSO) is presented in this paper. To start with, the chaos opposition-based learning (OBL) is employed to yield high-quality initial particles to accelerate the convergence speed of DMPSO. Followed by, the self-regulating inertia weight is leveraged to strike a balance between the exploration and exploitation in the search space. After that, three different kinds of mutation strategies (gaussian, cauchy and chaotic mutations) are used to maintain the potential diversity of the whole swarm based on an effective diversity-guided mechanism. In particular, an auxiliary velocity-position update mechanism is exclusively applied to the global best particle that can effectively guarantee the convergence of the DMPSO. Finally, extensive experiments on a set of well-known unimodal and multimodal benchmark functions demonstrate that DMPSO outperforms most of the other tested PSO variants in terms of both the solution quality and its efficiency.
I. INTRODUCTION
Inspired by social behavior observed in nature, such as schools of fish, flocks of birds, swarms of bees, and even human social behavior, particle swarm optimization was first introduced in the mid-1990s [25] , which has the characteristics of swarm intelligence, intrinsic parallelism, simple iteration format, negligible parameter settings and inexpensive computation. By virtue of these advantages, PSO has been extensively applied in many fields [8] , [14] , [15] , [28] , [38] , [41] , [49] , [57] , [65] , [66] , [71] , [72] since its introduction. Although PSO has shown good performance in solving most of the optimization problems, it still suffers from the issues of premature convergence and entrapment into local optima like
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other stochastic search techniques, especially in the context of the complex multimodal optimization problems. As a consequence, a large amount of research effort has been devoted to enhancing the performance of PSO. From the literature, these previous works can be roughly divided into the following categories: (i) swarm initialization, (ii) parameter selection, (iii) non-parametric update, (iv) multi-swarm scheme, and (v) hybrid mechanism. Note that in (i), some PSO variants are initialized with chaos sequence [60] , [61] , opposition-based learning [8] , [15] , and some other initialization strategies [17] , [72] instead of the purely random mechanism to improve PSO performance. In (ii), the parameters inertia weight [31] , [61] , acceleration coefficients [12] , [27] , and random numbers [8] , [51] attract much more attention and have become focus of research in the area of PSO in recent years. In (iii), there is no need to tune any algorithmic parameter in PSO by removing all the parameters from the standard particle swarm optimization [6] , [29] , [37] . In (iv), the whole swarm in PSO can be divided into several sub-swarms during the search process so as to explore different sub-regions of the solution space with different search strategies [11] , [20] , [35] , [70] . As for (v), different evolutionary algorithms (such as ABC [32] , DE [41] , CS [9] , GA [15] , SA [23] , FA [5] , SSO [24] , HS [81] and chaos search [66] ) and evolutionary operators (such as selection [1] , crossover [44] and mutation [68] ) are integrated together to improve the performance of PSO. As above-mentioned, all of them will be discussed in detail in the next section.
The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 introduces some theoretical basis, including the standard PSO, chaos theory and opposition-based learning respectively. In Section 4, the DMPSO is elaborated from four aspects of the swarm initialization, inertia weight, diversity measure and mutation strategies adopted in this work respectively. Experimental results on a set of well-known benchmark functions are reported in Section 5. At length, the concluding remarks and future work are provided in Section 6.
II. RELATED WORK
As discussed above, most of the current existing PSOs can be roughly grouped into the following categories: swarm initialization, parameter selection, non-parametric update, multi-swarm scheme and hybrid mechanism. This section will provide a succinct review on PSO from the above-mentioned aspects.
A. SWARM INITIALIZATION
Note that in the field of evolutionary computation, swarm initialization plays a crucial role in the swarm-based search methods since it undoubtedly affects the convergence speed and the quality of final solution for the problems to be solved [15] , [72] . Based on this recognition, different initialization strategies have been tested with PSO to improve its performance [8] , [15] , [17] , [60] - [62] , [72] . As a pioneer work on this topic, two kinds of chaotic maps are utilized to attempt to improve the quality of initial population for PSO with promising results [62] . Subsequent work [17] presents a similar chaotic opposition-based swarm initialization instead of the purely random strategy to improve the performance of PSO. In the meanwhile, the OBL is employed in the chaotic GA/PSO hybrid algorithm to initialize the population for the task of circle detection [15] . Simulation results validate the feasibility and effectiveness of the proposed method. In [8] , an opposition-based learning is used to start with a set of promising and well-diversified solutions. At the same time, the OBL is also exploited to generate opposite position of the global best particle to get rid of the stagnation in the swarm. More recent works [60] , [61] take advantage of the most commonly used chaotic systems, logistic map and tent map, to yield uniformly distributed particles to improve the quality of the initial population. Experimental evidence shows the superiority of the proposal over other PSO variants in terms of the stability, robustness and scalability. Besides, three new initialization strategies, including small initialization, large initialization and mixed initialization, are formulated in literature [72] in PSO for feature selection. To summarize, it is important to point out that the convergence speed and quality of final solution of the particle swarm heavily depends on the initial population in the context of PSO's applications. Thus how to generate high-quality initial particles for PSO is still an open issue, which has been already an active research topic in the field of swarm intelligence.
B. PARAMETER SELECTION
Proper selection of PSO parameters, such as the inertia weight [31] , [61] , acceleration coefficients [4] , [12] , [27] , [52] , [74] , [76] and random numbers [3] , [8] , [50] , [51] , can significantly affect the performance of PSO. As for inertia weight, a large value of w facilitates global exploration (searching new regions), whereas a small value allows a local exploitation (refining searched region). Thus it can be seen that an appropriate value of the inertia weight usually provides a good balance between the exploration and the exploitation and thus results in a better optimal solution. Note that due to the limited space, here is only a brief description of the inertia weight and for more details on different inertia weights please refer to reference [61] . Concerning acceleration coefficients used with the cognitive and the social components, a large value of the acceleration factor c 1 makes a particle to fly towards its own ever known best position (pbest) faster and a large value of the acceleration factor c 2 makes the particle to move towards the best particle (gbest) faster. In general, both of them are set equal to each other (c 1 = c 2 = 2). However, the unequal setting of the acceleration coefficients (c 1 = 3, c 2 = 1) is also leveraged only in the case of stagnation of the particles [8] , [65] , which is able to help the newly generated particles to avoid drifting towards the gbest and explore a new region in the search space. Note that various acceleration coefficients have been formulated in the literature and most of them can be classified as fixed [76] , linear [52] , nonlinear [12] , random [27] and adaptive formulations [4] , [74] . Different sets of c 1 and c 2 pay different attention to the local search and the global search. In sum, proper control of the acceleration factors is very important in finding optimal solution in an accurate and efficient manner. With regard to random numbers, the chaotic sequences generated by the lozi map, dissipative standard map and arnold's cat map are exploited to substitute the random numbers r 1 and r 2 in the velocity update equation [50] . Simulation results show that PSO based on the lozi map is suitable for solving low-dimensional problems with faster convergence speed, PSO based on the dissipative standard map has the ability to avoid premature convergence but with very slow convergence speed, and PSO based on the arnold's cat map has no significant effect on the performance of the PSO. Apart from the chaotic maps mentioned above, the other three chaotic maps, sinai map, burgers map and tinkerbell map, are employed as the pseudorandom number generators for PSO in [51] , which can be regarded as an extended work of literature [50] . In more recent work [8] , another chaotic sequence produced by the logistic map is used to replace the random numbers. For more details and a more complete explanation of the parameter selection for PSO, please refer to the corresponding literature.
C. NON-PARAMETRIC UPDATE
Non-parametric particle swarm optimization (NP-PSO) refers to PSO after removing all relevant parameters from the standard PSO. Compared with various parametric PSOs and their corresponding applications, there is almost no NP-PSO research and analysis in the related studies. As the classical work, a non-parametric PSO is constructed to enhance the global exploration and the local exploitation without tuning any algorithmic parameter [6] , which combines the local and global topologies with two quadratic interpolation operations to increase the search ability. Subsequently a hybrid non-parametric PSO [37] is presented by integrating a multicrossover, a vertical crossover and an exemplar-based learning strategy into PSO to enhance the global and the local exploration capabilities without tuning any of the parameters. Experiments indicate that the proposed NP-PSO yields better solution accuracy and convergence speed than the other PSO techniques. To circumvent the problem of premature convergence, another interesting NP-PSO [29] is developed by using a distribution-based update rule instead of the subtractionbased solution update mechanism for PSO algorithm. Specifically, the velocity update rule is removed whereas the position update rule is formulated based on the normal distribution in this proposal. In a word, the non-parametric PSO is highly desired to improve the search ability and the convergent efficiency of PSO, which is a promising research direction in the community of swarm intelligence in the future.
D. MULTI-SWARM SCHEME
Multi-swarm technique has attracted many attentions in the evolutionary computation community due to the diversity of the swarm can be well maintained through the information exchange among sub-swarms [10] , [11] , [20] , [35] , [46] , [70] , [73] , [77] , [79] . As the representative work on this topic, a dynamic multi-swarm PSO (DMS-PSO) is developed [35] . In DMS-PSO, the whole swarm is first divided into many small sub-swarms, followed by they are regrouped frequently by using a certain regrouping strategy, and thus the information can be naturally exchanged among the sub-swarms. Afterwards, DMS-PSO is improved into several new variants such as DMS-PSO with Quasi-Newton method [78] , DMS-PSO-HS [81] and DMS-PSO-SHS [80] , to further enhance the performance. Besides, it should be noted that subsequent works [20] , [46] present multi-swarm PSOs based on the master-slave modal and both of them can work cooperatively and concurrently during the evolutionary process. In [77] , MSCPSO is proposed based on four sub-swarms that exchange information among themselves to evaluate overall fitness as the basis of the fitness adaptive equation. In literature [79] , MCpPSO is formulated with multi-swarm information sharing mechanism and multistage global perturbation guiding strategy, in which the goal of the multi-swarm information sharing is to harmoniously improve the evolving efficiency via information communicating and sharing among different sub-swarms with different evolution mechanisms, whereas the multistage perturbation guiding strategy aims to slow down the learning speed, enlarge the exploration domain and diversify the flying tracks of particles. Recently, the work by Chang et al. [10] split the original single swarm into several sub-swarms so that the whole population is able to keep diversity without the dominant influence of the global best position on all particles. In [39] , the entire swarm is divided into an exploration-subpopulation and an exploitation-subpopulation. Note that during the search process, the exploration-subpopulation does not take advantage of information from the exploitation-subpopulation aiming to retain the diversity. On the contrary, the exploitationsubpopulation extracts much useful information from the exploration-subpopulation to enhance its exploitation. Ye et al. [73] put forward a PSO-DLS to improve the performance of the canonical PSO via dynamically strengthening the information exchange among sub-swarms. Xia et al. [70] develop a multi-swarm PSO based on the multiple swarm framework by means of cooperating with dynamic sub-swarm number strategy, sub-swarm regrouping strategy, and purposeful detecting strategy respectively. In more recent work [11] , DMSDL-PSO is proposed by merging the differential evolution operators into each sub-swarm of the algorithm. Particularly, DMSDL-PSO can capture the desired exploration-exploitation tradeoff by combining the exploration ability of the differential mutation and employing Quasi-Newton method as a local searcher to enhance the exploitation capability. In sum, it is clearly observed that different multi-swarm schemes aforementioned can not only assist the whole swarm to avoid the premature convergence but also keep the diversity of population through periodically exchanging useful information among the sub-swarms with each other in some way.
E. HYBRID MECHANISM
Since different evolutionary algorithms (EAs) and evolutionary operators have their own merits and demerits, it seems natural to integrate different algorithms/operators to complement each other. From the literature, it can be seen that a variety of hybridized PSO with different EAs have been proposed for this research. In the work of [57] , PSO-GA is proposed to deal with the closed-loop supply chain network optimization problem. In [23] , PSO-SA is constructed by integrating the merits of good exploration capability of PSO and good local search properties of simulated annealing (SA). A hybrid PSO with artificial bee colony (termed as PS-ABC) [32] is formulated for high-dimensional optimization problems. Likewise, hybrid PSO with differential evolution [41] , hybrid PSO with firefly algorithm [5] , hybrid PSO with cuckoo search [9] , hybrid PSO with swallow swarm optimization [24] , hybrid PSO with harmony search [81] and hybrid PSO with chaos searching technique [66] are presented in the literature respectively. All of them are able to achieve the desired results to some extent. With regard to hybrid PSO with evolutionary operators, such as selection [1] , crossover [44] and mutation [68] , they serve as very popular auxiliaries for balancing the exploration and exploitation. In general, the selection and crossover operators are adopted to enhance the exploitation capability while the mutation operator is utilized to inject diverse information into the population and then boost the exploration ability. In addition, hybrid PSO with some local search strategies [14] , [67] has also attracted much attention in recent years. To summarize, no matter which hybrid mechanism is adopted in these PSO variants, the main idea is to use different search behaviors of the cooperated algorithms to improve the exploration capability and share helpful information of the algorithms to enhance exploitation capability. This is a desirable strategy to achieve better tradeoff between exploration and exploitation as well as to prevent premature convergence of PSO by harnessing the merits of each other in the corresponding hybrid PSO algorithms.
As mentioned earlier, most of the PSO variants can achieve encouraging performance and motivate us to better explore new methods with the help of their excellent experiences and knowledge. From the literature, it can be clearly observed that swarm initialization has been paid less attention by researchers in the past decade even if it has a direct effect on the performance of PSO. Besides, an appropriate inertia weight is of great importance for the tradeoff between the exploration and exploitation. At the same time, it is generally believed that proper mutation operation can effectively increase the swarm diversity and make the PSO algorithm continue exploring optimal search spaces. To this end, a diversity-guided multi-mutation particle swarm optimizer is proposed in this paper. On the one hand, the chaos oppositionbased learning is utilized to generate high-quality initial particles. On the other hand, a self-regulating inertia weight is leveraged to keep a tradeoff between the exploration and exploitation in the search process. In addition, three different kinds of mutation strategies are applied to maintain the potential diversity of the whole swarm based on an effective diversity-guided mechanism, which can effectively prevent the DMPSO from plunging into local optima and make the particles proceed with searching in other regions of the solution space. Particularly, an auxiliary velocity-position update strategy is exclusively applied to the global best particle to effectively guarantee the convergence of the proposed PSO. Conducted experiments bear out the effectiveness and efficiency of the DMPSO.
III. THEORETICAL BACKGROUND A. STANDARD PSO
PSO is a population based meta-heuristic algorithm. The basic principle of PSO mimics the swarm social behavior such as bird flocking and fish schooling. In PSO, the population is called a swarm and each individual in the swarm is referred as a particle. Each particle in the swarm represents a potential solution to an optimization problem. Specifically, the position of the ith particle can be expressed
denotes the position of the jth dimension of the ith particle, and the corresponding velocity can be shown as
is used to reduce the likelihood of the particles flying out of the search space. The best previous position (the position giving the best fitness value) of the ith particle is denoted by pbest i = (pbest i1 , pbest i2 , . . . , pbest iD ), while the global best position of the whole swarm found so far is indicated as gbest = (gbest 1 , gbest 2 , . . . , gbest D ). To start with, the particles are randomly distributed over the search space with random velocity values. Followed by each particle's velocity is updated using its own previous best experience known as the personal best experience (pbest) and the whole swarm's best experience known as the global best experience (gbest) until a global optimal solution is found. In PSO, each particle is associated with two properties (velocity vector V and position vector X ) and it moves in the search space with a velocity that is dynamically adjusted according to pbest and gbest simultaneously. Mathematically, velocity and position of particles are updated according to the following formula:
(1)
where w is the inertia weight used for balancing the global and local search. In general, a large inertia weight facilitates the global exploration while a small inertia weight tends to facilitate the local exploitation. c 1 and c 2 are positive constants and called the acceleration coefficients reflecting the weight of the stochastic acceleration terms that pull each particle toward pbest i and gbest positions respectively. rand1 ij and rand2 ij denote two random numbers uniformly distributed in the interval [0, 1] . Note that the pseudocode of standard PSO can be shown as below.
B. CHAOS THEORY
Chaos is a bounded unstable dynamic behavior that exhibits sensitive dependence on initial conditions and includes infinite unstable periodic motions in nonlinear systems [61] . On the surface, chaos appears to be stochastic, but in actual fact it occurs in a deterministic nonlinear system under deterministic conditions. Due to the nature of ergodicity, mixing properties of chaos, and non-repetition nature, it potentially carries out overall search at higher speeds than the stochastic ergodic search that is probabilistic in nature. From the literature, it is clearly observed that many PSO studies have integrated various chaotic systems to enhance their search capability without being trapped into the local optima [3] , [16] , [49] , [50] , [51] , [66] . Without loss of generality, this work focuses on the most commonly used logistic map [42] for chaotic sequence generation, which can be described as follows:
where Ch i represents the ith chaotic variable in the interval (0,1) under the conditions that Ch 0 is generated randomly for each independent run without being equal to some periodic fixed points 0, 0.25, 0.5, 0.75 and 1. µ is a predetermined constant called bifurcation coefficient. When µ increases from zero, the dynamic system generated by Eq.(3) changes from one fixed-point to two, three, . . . , and until 2 i . During this process, a large number of multiple periodic components will locate in narrower and narrower intervals of µ as it increases. This phenomenon is obviously free from constraint. But µ has a limit value µ t = 3.569945672. Note that when µ approaches the µ t , the period will become infinite or even non-periodic. At this time, the whole system evolves into the chaotic state (behavior). On the other hand, when µ is greater than 4, the whole system becomes unstable. Hence the range [µ t ,4] is considered as the chaotic region of the whole system. Its bifurcation diagram is illustrated in Fig. 1 . As described above, the pseudocode of logistic map can be described as below, which is able to generate chaotic sequence and avoid plunging into the small periodic cycles effectively.
C. OPPOSITION-BASED LEARNING
In the past years, opposition-based learning (OBL) [63] has been an active topic of research in the field of evolutionary computation [2] , [17] , [22] , [69] . The fundamental concept of OBL considers the current estimate (guess) and its corresponding opposite simultaneously so as to find a solution efficiently. In general, metaheuristic algorithms start with some randomly generated initial solutions (initial population) and aim to improve the population toward the (near) global optimal solution(s). However, in absence of any information, the initial population is generated using the random guess. In the worst case, if the optimal solution is too far away from the random guess, it may not be reached in a reasonable time. However, the convergence rate can be improved by simultaneously considering the solution and its opposite solution [8] , [15] as the empirical study in work [64] indicates that 50% of the time a random guess is too far away from the optimal solution than its opposite guess. As a result, starting with the initial solutions that consist of the best of the two guesses (random and its opposite) is far better, which can greatly increase the possibility of the convergence rate. Specifically, the opposite number and opposite vector can be defined as:
Let x ∈ [a,b] be a real number. Its opposite number x is defined as below:
where a and b denote the lower and the upper boundaries of the problem. Let x(x 1 , . . . , x D ) be a point in D-dimensional space and Output: the selected N particles as the initial swarm.
defined by x(x 1 , . . . , x D ) as follows:
As for other related definitions and description of OBL, please refer to the classical works [40] , [54] for more details.
IV. PROPOSED DMPSO ALGORITHM A. SWARM INITIALIZATION
Swarm initialization is the first and a crucial step in any evolutionary algorithms since it affects the convergence speed and quality of the final solution. In general, random initialization is the most frequently used method to generate initial swarm in absence of any information about the solution.
From the literature, it can be seen that chaotic sequence instead of random sequence based initialization is a powerful strategy to diversify the particles of swarm and improve the performance of PSO by preventing the premature convergence [8] , [15] , [17] , [60] , [61] . Meanwhile, the stability of PSOs and the quality of final solution can also be improved to some extent [60] , [61] . Based on this recognition, the logistic map (As described in subsection 3.2) is first used to generate the initial position for swarm instead of using the uniform position. Subsequently, the OBL (As described in subsection 3.
3) is applied to improve the chaotic swarm via computing the opposite direction for each solution by Eq.(5). After that, according to the fitness function of the chaotic swarm and the opposite swarm, the best solutions (with size equal to the size of the chaotic swarm) are selected from both swarms, which serve as the initial particles of the swarm. The complete procedure of this initialization can be expressed by the following algorithm:
As one of the critical parameters in PSO, inertia weight is of utmost importance to keep balance between the exploration (to investigate new and unknown areas in the search space) and exploitation (to make use of knowledge acquired by exploration to reach better positions in the search space). Note that ever since the introduction of inertia weight, a large number of inertia weight strategies have been proposed for PSO in the past years and most of them can achieve state-ofthe-art performance [8] , [45] , [58] , [61] . As the representative work on this topic, an adaptive inertia weight is formulated by using the success rate of the swarm as its feedback parameter to ascertain the particles' situation in the search space [45] . Followed by this work is further extended based on both the success of particles in the last two iterations and the displacement of its best position [58] . Experiments demonstrate the proposal can greatly improve the PSO performance in terms of the solution quality as well as convergence speed in static and dynamic environments. In [59] , a self-regulating inertia weight is constructed whose basic idea is that the best particle (particle achieving the global best position) believes his direction and accelerates in that direction in search of global optimum, while the rest of particles follow the standard procedure of the linearly decreasing inertia weight to have a better balance between the exploration and exploitation. In addition, a fitness based dynamic inertia weight is introduced in [8] , and a sigmoid-like inertia weight is presented in more recent work [61] , etc. Considering the computational complexity and efficiency, the self-regulating inertia weight (defined by Eq. (6)) is applied in this study to well balance the exploration and exploitation.
where w i (t) denotes the current inertia weight, w = (w s − w f )/N Iter = 0.55/N Iter (N Iter is the number of iterations, w s and w f are the initial and final values of inertia weight respectively) and η is a constant to control the rate of acceleration (set 1 as default).
C. DIVERSITY MEASURE
As one of the inherent drawbacks of PSO, to suffer entrapment in local optima should be given priority to except for the premature convergence. Considering this, how to appropriately measure the swarm diversity or the aggregation degree of swarm plays a crucial role in balancing the exploration and exploitation for PSO. The early notable work is a diversity-guided PSO (ARPSO) [53] , which includes two phases -attraction and repulsion. To be specific, in the attraction phase, the swarm is attracting, and consequently the diversity decreases. When the diversity of swarm drops below a predefined constant number, ARPSO switches to the repulsion phase, in which particles repel each other and then the diversity increases. When the diversity reaches to a predefined upper bound, ARPSO switches back to the attraction phase. ARPSO alternates between phases of exploiting and exploring -attraction and repulsion -lower and higher diversities and thus improves the search ability. However, ARPSO does not change the search behavior when the diversity remains between the lower and higher bounds. Based on ARPSO, another diversity-guided PSO (ATRE-PSO) [48] is proposed that introduces a middle phase called VOLUME 7, 2019 positive conflict between attraction and repulsion. As a result, ATRE-PSO switches alternately between the three phases of attraction, repulsion and positive conflict. To overcome the diversity loss of PSO, the DNPSO [67] is presented by using a diversity enhancing mechanism to increase the swarm diversity through adjusting the dissimilarities among particles. A recent work of [55] exploits population density to estimate the particle's distribution in the search space by introducing the swarm size, the size of the solution space and a saturated population density respectively. Besides, in more recent work [61] , the maximal focus distance is formulated to reflect the particle's aggregation degree so as to judge whether PSO algorithm gets stuck in the local optima or not. In sum, all the above-mentioned diversity measure strategies can effectively reflect the particles distribution in the search space and consequently obtain a good performance to some extent. Different from the strategies discussed above, the following diversity measure of the swarm [47] is utilized in DMPSO, which is expected to well guide the search process of the particle swarm.
where N is the swarm size, D denotes the space dimension, x ij (t) is the jth value of ith particle in the tth iteration and x j (t) is the average value of the jth dimension over all the particles in the swarm.
D. MUTATION STRATEGY
As an effective strategy to maintain the diversity of a population, mutation operation is a widely acceptable mechanism and has been employed universally in the field of evolutionary computation, especially for particle swarm optimization. Note that various existed mutation strategies, such as gaussian [28] , cauchy [68] , levy [68] , chaos [18] , real-valued [38] and wavelet [36] , [61] , have been introduced into PSO to help trapped particles jump out of local optima. However, these mutation techniques are not suitable for all kinds of problems. In other words, most of them are problem-oriented. For instance, gaussian mutation is believed to be good at local search while cauchy and levy mutations are beneficial for global search [18] , [68] . For a given problem, it is difficult to determine which mutation is more suitable to be used during different evolutionary stages for PSO. In view of this, the frequently used three kinds of mutation operators are alternately employed in DMPSO based on a dynamic diversity index, which is expected to replenish the particles in time during the search process so as to sustain the diversity of the swarm. Specifically, to begin with, the absolute value of the diversity difference in two consecutive iterations is calculated. Afterwards a judgment needs to be made, that is, if the value is less than the predefined lower diversity bound, this indicates the similarity among particles becomes lower and the swarm has a tendency towards local optima. Thus the gaussian mutation is timely exploited to mutate the personal best position (pbest) and the global best position (gbest) respectively. On the contrary, if this value is greater than the predefined higher diversity bound, which shows that the similarity among particles becomes larger and as a result it will take more time on the convergence. Hence the cauchy mutation is leveraged to mutate the pbest and gbest respectively. Otherwise, the chaos mutation is employed to mutate them based on its fine-tuning ability in terms of the promising performance under the same settings compared to other mutation operators mentioned above. Gaussian mutation:
where gaussian j () is a random number generated by Gaussian distribution. Cauchy mutation:
where cauchy j () is a random number based on Cauchy distribution with a scale factor t = 1. Chaos mutation:
where chaos j () is a random number yielded by the logistic map with bifurcation coefficient µ = 4.
E. EXCLUSIVE UPDATE STRATEGY
To ensure convergence of the entire swarm, a constriction factor [13] is introduced into PSO, which is in essence identical to the parameter selection discussed in subsection 2.2. Different from the above method, in this paper, another set of velocity-position update strategy is exploited to keep the global best particle moving until it has reached an expected local minimum under the assumption of minimization problems [7] , which is able to guarantee the convergence of DMPSO algorithm. The corresponding update strategy is described as below:
where ξ is the index of the global best particle, −x ξ d (t) resets particle's position to the global best position p gd (t), wv ξ d (t) denotes the current search direction, ρ(t)(l − 2r 2d (t)) generates a random sample from a sample space with side lengths 2ρ(t). ρ is a scaling factor defined below that determines the size of an area surrounding the global best position to proceed with searching.
where # successes and # failures denote the numbers of consecutive successes and failures respectively. Here, a failure is defined as f (p g (t))= f (p g (t−1)) while a success is just the opposite. s c and f c denote the preset thresholds. In common cases, a default initial value ρ(0) = 1.0 has been found empirically to produce acceptable results. So far, the complete procedure of the DMPSO algorithm proposed in this paper can be succinctly described as follows.
V. EXPERIMENTAL RESULTS AND DISCUSSION
To validate the performance of the proposed DMPSO, extensive experiments will be conducted and compared in this section. Without loss of generality, apart from the commonly used best solution, average solution and standard deviation, the other two criteria are also applied here to verify the performance of different PSOs:
• Mean -the mean of the fitness error (defined as f (x) − f (x * ), where x is the solution yielded by the algorithm and x * is the real global minimum of the corresponding function).
• Std -the standard deviation of the fitness error.
A. EXPERIMENTS BASED ON BASIC BENCHMARK FUNCTIONS
To ascertain the performance of the proposed DMPSO, a series of experiments are first conducted on a set of well-known benchmark functions consisting of six global optimization problems. In particular, the performance of PSO with different swarm initialization and different inertia weights are completely compared and investigated respective ly. Note that all the test functions are to be minimized, they are numbered f 1 − f 6 given in Table 1 , including their expression, dimension, allowable search space, global optimum and property, respectively.
(1) Sphere function
where the global optimum x * = 0 and f (x * ) = 0 for −10 ≤
where the global optimum x * = 0 and f (x * ) = 0 for −100 ≤ x i ≤ 100.
where the global optimum x * = (1, 1, . . . , 1) and f (x * ) = 0 for −30 ≤ x i ≤ 30. 
where the global optimum x * = 0 and f (x * ) = 0 for −600 ≤ x i ≤ 600. To illustrate the effect of different swarm initialization methods and inertia weights mentioned above, different combinations of PSO with an initial swarm of random/OBLbased chaotic sequence and a constant/linearly decreasing /self-regulating inertia weight are tested respectively. For the purpose of readability, note that different PSO paradigms are specified in Table 2 by their acronyms, respectively. Consider the following given conditions: the swarm size N = 40, w max = 0.9, w min = 0.4, the acceleration coefficients c 1 = c 2 = 2 for all the PSO variants. The success and failure thresholds are set as s c = 15 and f c = 5 respectively which implies that the PSO algorithm is quicker to punish a poor ρ setting than it is to reward a successful ρ value to produce acceptable results. The lower and upper swarm diversities are predetermined to be Div low = 1.0e-015 and Div upper = 1.0e-005 by trial and error. For each test function, 30 independent runs are performed by each PSO, and each run is with 1000 iterations. The algorithm terminates when it reaches the maximum number of allowed iterations.
From Table 3 , it can be clearly observed that PSO-Obl-S consistently outperforms other PSO methods on all the tested functions. That is to say, PSO with the Obl-based chaos initialization and self-regulating inertia weight can achieve the best optimization performance. Specifically, the performance of PSO with the Obl-based chaos initialization is superior to that of the corresponding PSOs with random particles for most of the mentioned functions except for PSO-Obl-C and PSO-Rnd-C on f 1 as well as PSO-Obl-L and PSO-Rnd-L on f 2 respectively. In particular, the OBL-based PSOs with linearly decreasing/self-regulating inertia weights significantly outperform the random-based ones with several orders of magnitude on test function f 1 . Note that all the PSO variants (1)-(2). 9. Update velocity and position of the global best particle by Eqs. (15) 16 .
while maximum number of iterations(t ≤ t max
Update pbest and gbest by Eqs. (9)- (10); //Gaussian mutation 17.
Break; 18. Case > Div upper 19 .
Update pbest and gbest by Eqs. (11)- (12); //Cauchy mutation 20.
Break; 21. Default 22.
Update pbest and gbest by Eqs. (13)- (14) . //Chaos mutation 23.
Break; 24. } 25. end switch 26. end while Output: gbest particle as the final optimal solution.
whether with random or OBL-based chaos initialization as well as constant or linearly decreasing or self-regulating inertia weight can get the global optima on f 4 . Correspondingly, the standard deviation is smaller than the peer algorithms apart from PSO-Obl-C and PSO-Rnd-C as well as PSOObl-L and PSO-Rnd-L on f 3 . This implies that PSO with the OBL-based chaos initialization can alleviate its inherent defects of low stability. In other words, just as the conclusions drawn in references [60] , [61] , this fully validates the importance of the high-quality initial particles to the convergent performance of PSO and the self-regulating inertia weight to the tradeoff of the exploration and exploitation. On the other hand, note that the performance of PSO with self-regulating inertia weight surpasses the corresponding PSOs with the linearly decreasing and the constant inertia weight respectively with the exception of the same optimization results on f 4 and the significant performance gain on f 1 . Besides, it is worth noting that the multi-mutation strategies are adopted based on the swarm diversity, i.e., the gaussian mutation is exploited to mutate the personal best position and the global best position when local convergence occurs whereas the cauchy mutation is leveraged to mutate pbest and gbest when divergence appears, otherwise the chaos mutation is used to mutate the particles with its fine-tuning ability to guide the search process. By this way, the performance of PSO can be improved to a large extent. To summarize, the encouraging results obtained by these PSOs are largely ascribed to the OBL-based chaos initialization, self-regulating inertia weight and the newly update mechanism, especially the multi-mutation mechanism, all of these are complementary to each other and the appropriate combination makes them benefit from each other.
To illustrate the particles search process, Fig. 2 depicts the convergence curves of PSO with different swarm initialization methods and inertia weights for all the test functions, which clearly shows that PSO-Obl-S performs much better than the other PSO variants for the six test functions in almost all cases. To take Fig. 2(a) for example, the convergence curve of PSO-Obl-S consistently decreases with fast speed compared to that of PSO-Obl-L and PSO-Rnd-S. In contrast, the convergence rate of PSO-Obl-C and PSO-Rnd-C is not as fast as that of PSO-Rnd-L, both of them evolve very slowly as the search proceeds and they are markedly inferior to PSORnd-L. It is interesting to note that the convergence curves displayed in Fig. 2(b) show a similar situation as those in Fig. 2(a) except for their significant differences in optimization performance. As for the convergence curves illustrated in Fig. 2(c) , it should be noted that the former 200 iterations are specially scaled up to a certain extent so as to illustrate the variation trends of each curve more clearly. In actual fact, like other search processes, each PSO corresponding to each evolution curve is still run for 1000 iterations. From Fig.  2(c) , one can see that almost all the PSOs evolve fast at the early 100 iterations. After that their convergent performance exhibits very slowly and flatly. As to f 4 , it is clear to observe that the six different PSOs are able to achieve the global best solution without being trapped in local optima. On the surface, the convergence of PSO-Rnd-C and PSO-Obl-C is worse than that of others after 200 iterations, but they still keep evolving and finally reach the global optimum respectively. As regards the fifth test function, the performance is improved very slightly for all the PSOs after 200 iterations until the end of the search process. The results illustrated in Fig. 2 (f) also show that PSO-Obl-S yields the fastest convergence rate on the multimodal function. In sum, under the same experimental conditions, PSO with the OBL-based chaos initialization and the self-regulating inertia weight can get better performance in most cases.
To better understand the search process of different PSO variants, Fig. 3 illustrates the evolution curves of maximal swarm diversity for each PSO on the six test functions. As can be seen from Fig. 3 , at the points where the curves of different PSO variants encounter a sharp decline imply that particles tend to trap into the local optima. Subsequently the multi-mutation strategies are timely leveraged to help PSO escape from the local optima and make the particles proceed with searching in other regions of the solution space. In particular, the introduced velocity-position update mechanism for the global best particle, which is able to keep the search proceeding and effectively guarantee the convergence of DMPSO. For example, the swarm diversity of the PSO-Obl-S rapidly declines at the early 500 iterations in Fig. 3(c) . Afterwards, however, it almost keeps in a smooth state until the end of the search process, but it still achieves better optimization result than the other PSO variants on f 3 . In comparison, the swarm diversity curves of PSO-Rnd-C, PSO-Obl-C, PSO-Obl-L and PSO-Rnd-S decrease slowly as the search proceeds, especially the curves of the latter three methods interweave with each other. Likewise, it is clearly observed that PSO-Obl-S shows sharp declines on test functions f 4 , f 5 and f 6 compared with other PSO algorithms. On the other hand, it is worth noting that the swarm diversities of PSO-Rnd-L, PSO-Rnd-S, PSO-Obl-L and PSO-Obl-S show a sustained downward trend on functions f 1 and f 2 except for PSO-Rnd-C and PSO-Obl-C with a gradual decline during the course of the search process. On the whole, all the curves of the swarm diversity corresponding to different PSOs on the six different test functions show a downward trend, which further bears out the fact that particles of the swarm tends to trap into the local optima especially in the later stage of evolution. In the meanwhile, it also shows the necessity of adopting some effective mutation strategies to help the PSO trip out of the local optima and proceed with exploring in other potential areas of the solution space.
To further validate the effectiveness of the proposed algorithm, DMPSO is compared with the other six PSO variants in Table 4 , including CLPSO [33] , HPSO-TVAC [52] , FIPSO [43] , LPSO [26] , DMSPSO [35] and LFPSO [21] . Note that the dimension of all the test functions is set as 30. The average best solution (Avg.) and standard deviation (Std.) are employed to measure the performance. From the results reported in Table 4 , it can be clearly observed that our method achieves rank one three times, as for rank 2 on function f 3 , although the Avg. value of DMPSO is slightly worse than that of CLPSO, it still gets the better Std. value. This high stability of the proposed algorithm results from the good balance between the exploration and the exploitation through using the OBL-based chaos initialization, self-regulating inertia weight and the multi-mutation mechanism. In addition, note that according to the final rank, it can be also seen that DMPSO can achieve better performance than the others in terms of the average best solution and standard deviation.
B. EXPERIMENTS BASED ON CEC'13 TEST SUITE
As observed from the experimental results shown above, our method is remarkably superior to the others in most cases, which verifies the effectiveness and efficiency of it in the task of the basic function optimization. To investigate its performance in relatively complex multimodal problems, a series of experiments are conducted on CEC'13 test suite [34] in this subsection, which consists of 28 functions, including 5 unimodal, 15 multimodal and 8 composition functions respectively. Note that more than half of the CEC'13 functions are used to test and analyze here, including 5 unimodal functions, 5 multimodal functions and 5 composition functions, resulting in 15 benchmark functions described in Table 5 .
To make a fair comparison with several state-of-theart PSO variants, including GPSO [56] , OLPSO-L [75] , DMPPSO [30] , SRPSO [59] and IDE-PSO [19] , just as described at the beginning of the section 5, the fitness mean (Mean) and standard deviation (Std) of the fitness errors are utilized to estimate their performance. Likewise, each PSO variant is run 30 times on every test function with 1000 iterations for each run, and the stopping criterion is set as reaching the total number of iterations. It is worth noting that all the experimental parameters are the same as those in subsection 5.1 except for the function dimension with 10 and 30 as well as the failure threshold f c = 4. Besides, note that the bold font in Tables 6 and 7 indicates the PSO method that achieves the best performance on each function.
The comparison of optimization accuracy, including mean and standard deviation of the fitness errors, between the proposed DMPSO and the other six PSO methods is reported in Tables 6 and 7 . For 10-dimensional problems, DMPSO is better than the other methods on f 3 , f 4 , f 6 , f 7 , f 8 , f 11 , f 13 , f 14 and equal with OLPSO-L on f 1 , SRPSO and IDE-PSO on f 1 and f 9 as well as IDE-PSO on f 11 in terms of mean error. Obviously, although DMPSO is not the best strategy on f 10 , f 12 and f 15 , its standard deviation is sufficiently lower than the other methods on these functions for 10-dimensional problems, which indicates that PSO with the OBL-based chaos initialization can alleviate the inherent shortcomings of low stability. Thus future work will focus on investigating advanced strategies to make DMPSO more stable. As for f 2 and f 5 , the performance of the proposed DMPSO is worse than that of OLPSO-L, SRPSO, DMPPSO-L and GPSO according to the mean error. However, from the average rank and final rank listed in the bottom two rows of Table 6 , one can see that our method is markedly superior to the others. This phenomenon, just as the ''no free lunch theorem'' described, can be explained that one algorithm maintains an average performance on every aspect close to any other when considering a large number of test functions. In other words, an algorithm cannot offer better performance on all kind of problems. On the other hand, it is clearly observed that DMPSO gets better performance than the other PSOs on f 3 , f 4 , f 6 , f 8 , f 12 , f 13 , f 15 and equal with SRPSO and IDE-PSO on f 9 in terms of mean error and standard deviation for 30-dimensional problems. Note that an interesting observation comes from f 15 , DMPSO is not the best method on f 15 for 10-dimensional problem, but it is the best one on the same function for solving high-dimensional problem (30-dimensional), which indicates that DMPSO has the ability to address complex problems. Compared with IDE-PSO on f 11 and f 14 , the standard deviation of our method is smaller than that of IDE-PSO despite with the marginal difference. Likewise, DMPSO outperforms the other PSO variants according to the average rank and final rank listed in Table 7 . Finally, without exception, it is noticeable that the performance of each PSO mentioned above declines as the function's dimension scale increasing from 10 to 30. At the same time, there is no doubt that the computational time increases accordingly. To summarize, PSO with the OBL-based chaos initialization can yield high-quality initial particles and alleviate the shortcomings of low stability, the self-regulating inertia weight is capable to strike a balance between the exploration and exploitation, three different mutation strategies have the capacity to maintain the potential diversity of the whole swarm and the auxiliary velocity-position update mechanism is able to guarantee the convergence of DMPSO. All of these result in the better performance of the proposed algorithm.
In addition, to thoroughly and fairly compare DMPSO with other methods, we have validated it from the perspective of statistical analysis by trial and error. To be specific, the statistical t-tests are performed and the results are shown in Table 8 . The number of benchmark functions showing that DMPSO is significantly better than, almost the same as, and significantly worse than the other six algorithms is illustrated in this table. The level of significance is 0.05. Note that the ''Merit'' score is calculated by subtracting the ''worse'' score from the ''better'' score. The result shows the degree and difference by which DMPSO is better than the other PSO variants. In particular, some merit values such as GPSO and SRPSO increase from 10-dimensional problems to 30-dimensional problems on the same test function, which further validates that the proposed DMPSO algorithm has good scalability.
VI. CONCLUSION AND FUTURE WORK
A diversity-guided multi-mutation particle swarm optimizer has been proposed in this paper. To enhance its optimization performance, the chaos opposition-based learning is first applied to yield high-quality initial particles to accelerate its convergence speed, the self-regulating inertia weight is leveraged to strike a balance between the exploration and exploitation in the search space, afterwards three different mutation strategies (gaussian, cauchy and chaotic mutations) are used to maintain the potential diversity of the whole swarm, especially an auxiliary velocity-position update mechanism is exclusively employed to the global best particle to guarantee the convergence of the proposed PSO. An extensive set of experiments are conducted on the benchmark test suite, and its performance is also compared against a host of different PSO variants in terms of accuracy and stability, all of which validates its favorable performance.
For future work, DMPSO will be compared with more PSO variants in the task of complex multi-optima and multi-objective problems. More importantly, we intend to apply the OBL-based chaos initialization to the state-ofthe-art PSO variants in the future research. Besides, more real-world applications from other fields will help to further investigate the effectiveness of DMPSO. In the meanwhile, we also intend to delve deeper into the parallelization of DMPSO for large-scale optimization problems and exploring the use of different inertia weights in different scenarios simultaneously, especially for the adequate parameter tuning in a wide range of problems. Lastly, and arguably most importantly, the qualitative relationships between the OBL-based chaos initialization and the stability as well as the auxiliary velocity-position update mechanism and the convergence of PSO, from the viewpoint of mathematics, will be elaborated and proved comprehensively. 
