Multiple-input multiple-output (MIMO) radar takes the advantages of high degrees of freedom for beam pattern design and waveform optimization, because each antenna in centralized MIMO radar system can transmit different signal waveforms. When continuous band is divided into several pieces, sparse frequency radar waveforms play an important role due to the special pattern of the sparse spectrum. In this paper, we start from the covariance matrix of the transmitted waveform and extend the concept of sparse frequency design to the study of MIMO radar beam pattern. With this idea in mind, we first solve the problem of semidefinite constraint by optimization tools and get the desired covariance matrix of the ideal beam pattern. Then, we use the acquired covariance matrix and generalize the objective function by adding the constraint of both constant modulus of the signals and corresponding spectrum. Finally, we solve the objective function by the cyclic algorithm and obtain the sparse frequency MIMO radar waveforms with desired beam pattern. The simulation results verify the effectiveness of this method.
Introduction
Compared with traditional single-station radar and phased array radar, multiple-input multiple-output (MIMO) radar has many advantages: (1) higher resolution to targets; (2) easier detection of the properties of moving targets; (3) better ability to identify parameters; (4) higher degrees of freedom for waveform design. MIMO radar can be classified into two types according to the sparseness of antennas, distributed MIMO radar and centralized MIMO radar, where the main difference between them is as follows: the distributed MIMO radar has larger space between two transceiver antennas; it can provide space diversity gain to improve the detection of scintillating target; the centralized MIMO radar has smaller space between the two transceiver antennas, where each antenna can transmit a different signal waveform, so it has a good waveform diversity capability. The main work of this paper lies in the joint optimization problem of the beam pattern and the radar waveform design for centralized MIMO radar.
In the field of radar, beam pattern design is one of the hot topics in recent years [1, 2] . For the problem of beam pattern design of centralized MIMO radar, linear array model was built in [3] , where a method of designing beam pattern was proposed according to covariance matrix R of the transmitted signal by MIMO radar [3] . The method was further improved in [4] with gradient search algorithm. However, the objective function of this method is in the integral form such that the complexity of solving the problem is very high. In [5, 6] they proposed and obtained the semidefinite quadratic programming expression of the objective function through transforming the form of covariance matrix R of the transmitted waveforms. Then, MIMO radar beam pattern synthesis was implemented by semidefinite programming, where the SEDUMI [7] optimization tool was adopted. In [8] they studied when desired covariance matrix R is known how to 2 International Journal of Antennas and Propagation design radar signal waveforms such that the synthetic covariance matrix is as close as possible to the desired covariance matrix R. The idea in [8] was to change the constant modulus constraint of radar signals into the peak-to-average-power ratio (PAR) constraint [9, 10] . In this way, constant modulus radar waveforms can be obtained easily. Similarly, a direct method was proposed in [11] to get the constant modulus signals, where the quasi-Newton method was used to solve the optimization problem. Furthermore, in the in-depth investigations of beam pattern synthesis, more considerations should be counted, such as the power distribution in space following some certain constraints (e.g., beam pattern sidelobe suppression, etc.), and also the synthesis waveforms might meet some practical constraint limits (e.g., sidelobe of autocorrelation function and cross correlation function, etc.). Moreover, the beam pattern design of wideband MIMO radar was discussed in [12] .
The above researches had sufficient studies about the spatial distribution of MIMO radar beam pattern, where the constraints of the main lobe error, the sidelobe error, and the main lobe fluctuation were taken into account. But the spectrum of radar waveforms was not considered. In practical applications of radar and communication, the design of the spectrum of radar waveforms is important. For example, if the spectrum occupation was not considered, it might cause serious interference to civil radio frequency band, since the radar signal is not allowed in some bands (such as the bands for navigation). In this case, radar waveforms which occupy the whole continuous band are not permitted, so the sparse frequency waveforms with several stopbands should be incorporated necessarily [13] . Sparse frequency waveform is a kind of waveforms in which there are several separate stopbands embedded in a continuous band. In the crowded occupied frequency bands such as HF, VHF, and UHF, the application of sparse frequency waveforms has a significant practical importance. The design method of sparse frequency radar waveforms was studied in [13] [14] [15] [16] , where power spectra density matching method was proposed to design sparse frequency waveforms with constraint on the sidelobe of the autocorrelation function.
In this paper, we extend the application of sparse frequency waveform to beam pattern design of MIMO radar. First, we calculate the covariance matrix R with semidefinite constraint as in [5] . Then, we generalize the objective function of sparse frequency radar waveforms with the known covariance matrix R and solve the optimization problem by changing the constant modulus constraint into PAR constraint as in [8] . After that, we design the waveforms with sparse frequency spectrum by power spectra density matching method with the quasi-Newton method. At last, we use cyclic algorithm to obtain sparse frequency radar waveforms with desired beam pattern. In simulations, we compare the acquired beam pattern with the proposed method to the ideal beam pattern and the beam pattern with desired covariance matrix R, which show that they are very close to each other. Then we simulate the power spectra density and autocorrelation function of the acquired sparse frequency radar waveforms and give the corresponding analysis of the properties of spectrum and autocorrelation function. 
MIMO Radar Signal Model
Consider a centralized MIMO radar system with radar transmitters. The number of samples in a transmitted signal pulse repetition period is . Let ( ) be a discrete-time radar transmitted baseband signal. The transmitted signal of the th radar transmitter is
and a transmitted signal pulse of the MIMO radar system is
where the superscript symbol T denotes the transpose. The matrix X with size × represents MIMO radar waveforms matrix; that is,
. . .
According to (1)-(3), the relationship among X, x , and x( ) is
The wavelength of the signal transmitted in the MIMO radar system is , where the distance between each of the two radar transmitters is = /2. The linear array of radar transmitters is shown in Figure 1 .
As the uniform linear array (ULA) shown in Figure 1 , the distance between the two transmitters is a half wavelength.
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Let represent the angle parameter of the target of interest. Then the signal at the target can be expressed as
where 0 represents radar carrier frequency and ( ) denotes the time delay of the th antenna transmitted signal to the target. If there is no change of the relative location between the known target and MIMO radar array, the time delay ( ) is a constant. We introduce a symbol w( ) to represent both the radar carrier frequency and the time delay, which is
When the radar carrier frequency 0 is known, w( ) is dependent only on . Then from (5) and (6), the interested signal can be expressed as
where the superscript symbol H denotes the conjugate transpose. It can be seen from (7) that, without the attenuation caused by distance, the power radiated at the target by radar array in a pulse repetition period should be
where R is the covariance matrix of the transmitted signal x( ), which is
We can observe that ( ) is a function of from (8) , which means it actually reflects the radar transmitting energy distribution in space. Hence, it is called "transmitting beampattern. " According to (8) and (9) , the problem of how to design MIMO radar transmitting beam pattern can be converted to the problem of how to design the covariance matrix R.
The value of covariance matrix R has a direct connection to the performance of the radar system. For example, when the rank of R is "1, " the transmitted signals are perfectly correlated, which is equivalent to the case of conventional phased array radar; when R is a diagonal matrix, the transmitted signals are mutually orthogonal. In a practical MIMO radar system, the transmitted signals are usually not mutually orthogonal, but there is a certain correlation between them.
Through changing matrix R, we can design the beam pattern with different properties, depending on the requirements.
Given the ideal power distribution Γ( ), we can design the covariance matrix R such that the transmitting beam pattern is close to the ideal beam pattern. The optimization of this problem [5] is
where the optimization variable is a ratio which relates the magnitude of the beampattern. = 1 means the equal power constraint of each transmitter channel, and R ≥ 0 means the semidefinite constraint of covariance matrix. It can be seen that (10) is a problem of semidefinite quadratic programming. We can solve it by SEDUMI tool to get the covariance matrix R such that it can be close to the ideal beam pattern.
Since the covariance matrix R is assumed to be known, the beam pattern of the radar waveforms with constraints would not be closer to the ideal beam pattern than R. Thus, we call R the "optimal covariance matrix. "
The main topic of this paper is the codesign of beam pattern and sparse frequency waveforms for MIMO radar. We start from the optimal covariance matrix and then make the acquired beam pattern close to the desired beam pattern and get the radar waveforms with certain constraints (constant modulus constraint and sparse frequency constraint). The problem of how to get the waveforms with constant modulus constraint was discussed in [8] . We first introduce briefly the method of obtaining constant modulus signal and then propose the method of imposing sparse frequency constraint, that is, power spectra density matching.
Sparse Frequency Radar Waveforms Design

Constant Modulus Waveforms Design.
First we analyze the relationship between the covariance matrix R and the radar waveforms matrix X. From (9), we have
When the covariance matrix R is known and there is no constraint, R and X are one-to-many relationship. In general, the sample number of radar waveform pulse is greater than the number of radar transmitters; that is, > , so X is a tall matrix. The problem is how to calculate the tall matrix X from the square matrix R. We introduce an × matrix V, which satisfies V H V = I. Also, the covariance matrix R has the same dimension as the unit matrix. From R = RV H V and (11), we have
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Based on (12) we can observe that when the covariance matrix R is known we can find a way to calculate the radar waveforms matrix X through the converting matrix V. At the same time it is worth noting that the choice of matrix V will decide the properties of radar waveforms matrix X. In a practical radar system, the main concern is the constant modulus of radar waveform signals. Let represent the set of X that meet the constraint of constant modulus in practice. Then the optimization problem that calculates the radar waveforms matrix X through covariance matrix R should be
where V H V = I is the unit matrix constraint of matrix V and X ∈ is the constant modulus constraint of matrix X. Objective function (13) can be solved by cyclic algorithm. The basic idea is as follows.
(1) Fix the matrix X and minimize ‖X − √ VR 1/2 ‖ 2 in terms of the matrix V.
(2) Fix the matrix V and minimize ‖X − √ VR 1/2 ‖ 2 in terms of the matrix X.
These two steps should be implemented alternately. Stop criteria are as follows: check the Frobenius norm value ‖ΔV‖ which is the difference of matrix V in two adjacent iterations. When ‖ΔV‖ is smaller than the threshold, stop the iteration. The radar waveforms matrix X with constant modulus can be obtained. The specific steps will be discussed in Section 3.2.
Sparse Frequency Waveforms Design.
How to get a waveform sequence with sparse frequency spectrum from a constant modulus sequence? We can use a method of power spectra density matching to realize it. For the continuous signal process, we assume that ( ) represents a radar waveform, where the duration is . Given an ideal power spectra density with sparse frequency spectrum, expressed by opt ( ), the optimization problem of designing sparse frequency waveform through power spectra density matching can be expressed as
where | ( ( ))| is the Fourier transform operation of ( ) and | ( )| = 1 is the constant modulus constraint of signal. Note that it is the continuous form of signal waveform. In order to get the corresponding discrete representation, we use sequence y = [ (1) (2) ⋅ ⋅ ⋅ ( )]
T to represent a sparse frequency radar waveform. Each element in y could be written as
where the effect of 1/ √ is to normalize waveform energy and is the phase value of radar waveform at the th moment. We can use Θ to represent the phase vector composed by phase values; that is,
Since every element ( ) in y is only related to the phase in the current moment, the radar waveform y can be written as a function y(Θ) of Θ.
T be the discrete representation form of ideal power spectra density opt ( ). Then the objective function of solving sparse frequency waveform with known u can be expressed by
where the superscript symbol * is the conjugate operation, ⊙ means the Hadamard multiplication between two matrices, and A is the discrete Fourier transform matrix. Every element in A is defined as
Since the objective function in (17) is a quartic unconstrained nonconvex optimization problem, it will be difficult to get global optimal solution with general approach. Thus, we can get the local optimal solution by adopting the quasiNewton method. Compared with the Newton method, quasiNewton method has superlinear convergence rate with less computational complexity. Therefore, besides quadratic convex optimization problem, it is widely used for general optimization problem. Similar to steepest descent method, the quasi-Newton method is also required to calculate the gradient of the objective function in each iteration. In the following discussion, the objective function is transformed first, and then quasi-Newton method and BFGS correction will be used to solve the problem.
Let (Θ) represent the objective function and a = [ 1 , 2 , . . . , ] T , = 1, 2, . . . , . Equation (17) can be written as
Since a is known, we can combine a and a H . Letting A = a a H , then we have
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Then the gradient g of the objective function (Θ) on Θ can be calculated by
where the symbol diag means the operation of constructing a diagonal matrix and the symbol Im means the imaginary part of a complex number. We need the gradient value of the objective function at each iteration. Let subscript symbol = 0, 1, 2, . . . represent the index of each iteration. Then the steps for solving the objective function (Θ) are as follows.
Step A. Initialize Θ and a tolerance value . Set = 0 and S = I. Calculate g by (20).
Step B. Get the search direction d = −S g , calculate (Θ + d ), and use linear search method to find the step size which can minimize (Θ + d ). Let = d and Θ +1 = Θ + .
Step C. If ‖ ‖ ≤ , then stop the iteration, and output the result Θ opt = Θ +1 ; if ‖ ‖ > , then go to Step D.
Step D. Use (20) to calculate g +1 ; let = g +1 − g ; then calculate S +1 , which is
Step E. Let = + 1; go back to Step B.
During the process, is used for comparison to the Frobenius norm of = d , that is, the difference of matrix Θ in two adjacent iterations, which is used as the condition of the iteration termination; S is the approximation of the inverse of the Hessian matrix; the calculation of S is consistent with BFGS correction, and more issues in detail are referred to in [17, 18] . From the above steps, the main computation load of quasi-Newton method and BFGS correction lies in the computation of the objective function as well as the S . After iterative calculation of waveform y(Θ 0 ) with initial phase vector Θ 0 , we can get the radar waveform y(Θ opt ) with result phase vector Θ opt . y(Θ opt ) has the sparse frequency spectrum. Because the iteration process only changes the value of the phase vector Θ, there is no effect on the modulus value of the signal. Therefore, if the initialization sequence y(Θ 0 ) is constant modulus, then the acquired waveform y(Θ opt ) still keeps the constant modulus.
The number of transmitters of MIMO radar system is , so we should require that each transmitter has the same constraint of sparse frequency. Set the phase vector of waveform of the th radar transmitter to be Θ ( ) . We get the transmitted waveform as y (Θ ( ) ). We assume that radar transmitters have the same constraint of sparse frequency, meaning that the corresponding ideal power spectra density is
Then the objective function of sparse frequency waveforms design of MIMO radar system becomes min
where
. . , Θ ( ) mean that the optimization variables of the objective function (22) are the phase vectors of radar transmitted waveforms. After adding sparse frequency condition, let the th transmitted waveform of MIMO radar system transmitters be x = y (Θ ( ) ). The objective function of constant modulus waveforms with the sparse frequency spectrum obtained from the optimal covariance matrix R can be written as min X,V,Θ (1) ,Θ (2) ,...,Θ ( )
We deal with the objective function (23) with cyclic algorithm by introducing a value as the threshold of the iteration termination. Then the solving steps can be written as follows.
Step 1. Initialize matrix X and tolerance value .
Step 2. Fix X as known; calculate the matrix V to minimize ‖X − √ VR 1/2 ‖ 2 , where the constraint V H V = I is satisfied.
Step 3. Fix V as known; calculate the matrix X to minimize ‖X− √ VR 1/2 ‖ 2 , where the constant modulus constraint X ∈ is satisfied.
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Step 4. 
opt , . . . , Θ ( ) opt and update phase vectors and update X according to the formula x = y (Θ ( ) ).
Step 5. Check the Frobenius norm value ‖ΔV‖ of the difference of matrix V in two adjacent iterations. If ‖ΔV‖ ≤ , stop the iteration and output the result; if ‖ΔV‖ > , then go back to Step 2.
In the above steps, the main computation concentrates on Steps 2, 3, and 4. We will analyze them separately as follows.
(1) In Step 2, the purpose is to obtain the needed matrix V from matrix X. Let the estimated value of V beV. If the matrix X is given, we have
where is a constant, symbol tr denotes the trace of a matrix, and symbol Re means the real part of a complex number. Consider √ R 1/2 X H in (24) as a whole, and let
which means the singular value decomposition (SVD) of √ R 1/2 X H . We can have the special structure of this SVD decomposition, where Σ is a × diagonal matrix, V is the × matrix after SVD decomposition, andṼ is the × matrix after SVD decomposition (e.g., see [8] ). Then Re{tr[ √ R 1/2 X H V]} in (24) can be expressed in terms of Σ, V, andṼ; that is,
where Σ denotes the diagonal element of matrix Σ and [Ṽ H VV] means the diagonal element of (Ṽ H VV). Since (Ṽ H VV) has the inequality relation
From (24)- (27), we can get the results as follows:
For ‖X − √ VR 1/2 ‖ 2 , we have the inequality
Based on the upper bound of (29), the estimated value of V iŝ
During
Step 2, we can get the needed matrixV that holds the orthogonal constraint.
(2) In Step 3, the goal is to obtain the needed matrix X from matrix V. Let the estimated value of X beX = [x 1x2 ⋅ ⋅ ⋅x ]. Since the matrixV obtained from Step 2 is known, the matrix X is
For example,
does not meet the requirement of constant modulus. We could adjust its amplitude by the following definition:
where is a constraint with range [1, ], symbol arg means the angle of a vector, and is the weighted value which is expressed by
where Π is the set that represents least magnitude entry in x 1 , the number of elements in Π is − , is a variable which belongs to [0, ], and the value of is decided by 1 ( ) − √ / (e.g., see [10] for details).
From (33) and (34), we obtain the new waveformx 1 through adjusting the amplitude of waveform x 1 . Here, the idea is to convert the constant modulus constraint to the peak-to-average-power ratio (PAR) constraint, which is
If is a small value, the acquired waveform after the optimization is close to constant modulus. If = 1, the constraint PAR(x 1 ) ≤ is equivalent to the constant modulus constraint, in some modern radar systems (e.g., see [8] ). radar waveforms in MIMO radar system can be calculated, respectively, by the PAR constraint. Hence, the constant modulus International Journal of Antennas and Propagation 7 constraint of MIMO radar waveforms can be written as PAR constraints:
Similar to (32)- (34), we can obtain the radar signal waveformsX = [x 1x2 ⋅ ⋅ ⋅x ] with constant modulus.
(3) In Step 4, the purpose is to obtain a new waveform with sparse frequency spectrum from the acquired constant modulus waveforms matrix X. Let the estimated value of sparse frequency waveform beX . Consider the constant modulus waveforms matrixX obtained from Step 3 as known. Then we have the relationship
to obtain phase vectors Θ (1) , Θ (2) , . . . , Θ ( ) . We set the value Θ ( ) from formula (37) as the initial value Θ ( ) 0 and start from = 1. The algorithm is similar to the single sparse frequency waveform. The steps are as follows.
Step a. Initialize ( ) = 0 and tolerance value ( ) , set S ( ) = , and calculate g ( ) with (20).
Step b. Let the search direction d
, and use linear search method to find the step size which can minimize (
Step c. If
Step
with formula (20), let
and calculate S ( ) +1 :
Step e. Let ( ) = ( ) + 1 and go back to Step b.
Step f. If ≥ , then stop the iteration; if < , let = + 1; go back to Step a.
Compared with the process for the single sparse frequency waveform, solving MIMO radar waveforms takes the original iterative calculation as a submodule, which actually just adds the outer loop by increasing variable . This process is to get the optimal phase vectors Θ (1) opt , Θ (2) opt , . . . , Θ ( ) opt and the corresponding waveformŝ
Obviously, the steps written above are described in a sequential processing order. If multiple processors are allowed, then the optimization of radar waveforms can be performed in parallel. It is worth noting that in Step 4 we only change the value of waveforms matrixX through phase vector matrixes
. . , Θ ( ) , so the constant modulus property in Step 3 still holds.
After
Step 4, we obtain sparse frequency waveforms. Then, we can calculate the Frobenius norm value ‖ΔV‖ of the difference of matrix V in two adjacent iterations and use it as a termination condition.
If ‖ΔV‖ > , set the resultX as the updated value of matrix X and go back to Step 2; repeat Step 2 to Step 4.
If ‖ΔV‖ ≤ , outputX as the optimal result. Letting the covariance matrix ofX beR , we can get the sparse frequency radar waveformsX = [x 1x2 ⋅ ⋅ ⋅x ] with constant modulus.
In this way, the beam pattern of its covariance matrixR is very close to the beam pattern of the optimal covariance matrix R.
Chart of the Design Steps.
Here we use the chart to show the basic steps of codesign of the transmitted beam pattern and sparse frequency radar waveforms proposed in this paper.
As shown in Figure 2 , first we use the semidefinite quadratic programming tool SEDUMI to solve the optimal covariance matrix R. Then we start from optimal covariance matrix R and introduce matrix V and ideal power spectra density u to minimize the objective function. At last we solve the optimization problem by cyclic algorithm, which solves the unit matrix constraint of matrix V, constant modulus constraint of matrix X, and sparse frequency constraint. Sparse frequency constraint of waveform x = y (Θ ( ) ), = 1, 2, . . . , , can be solved by power spectra density matching with the quasi-Newton method, as shown in the dashed box of Figure 2 . In the step of sparse frequency constraint, the optimization of radar transmitted waveforms can be calculated, respectively. The iteration stops if termination condition is satisfied, and then output the waveform matrix X = [x 1x2 ⋅ ⋅ ⋅x ].
Simulation
In this section, we numerically verify the effectiveness for the proposed codesign method of MIMO radar beam pattern matching and sparse frequency radar waveforms. Above all, we find the optimal covariance matrix R by optimization tool according to the literature [5] . Second, we calculate the sparse frequency waveformsX from the optimal covariance matrix R with the method proposed in this paper. Finally, we compare the beam pattern of covariance matrixR of the calculation results to the one with optimal covariance matrix R.
Assume that the MIMO system has = 10 radar transmitters and the length of each transmitter transmit waveform sequence is = 256. We set the desired ideal beam pattern through angle function. The angle function is
wherêis the central position of the desired ideal beam pattern, here it is assumed to bê= 0 ∘ , meaning that the central position is 0 ∘ , and Δ is the half beam-width of the desired ideal beam pattern, here it is Δ = 30 ∘ , meaning that the beam-width is 2Δ = 60 ∘ . Substitute Γ( ) into formula (10) and solve the problem with the SEDUMI tool [7] . The optimal covariance matrix R can be obtained, and the corresponding beam pattern is shown in Figure 3 . ∘ . The beam pattern of the optimal covariance matrix R by semidefinite quadratic programming has a strong power distribution in space −30 ∘ ∼+30 ∘ section but little power in other sections. The power of its peak sidelobe is lower than −10 dB. The beam pattern of R has smooth main lobe, which shows good agreement with the desired ideal beam pattern.
The steps of solving sparse frequency waveforms from covariance matrix R are as follows.
(1) Set a tolerance value = 10 −4 and (1) = (2) = ⋅ ⋅ ⋅ = ( ) = 10 −3 ; (2) the power spectra density u of ideal sparse frequency is assumed to have 3 passbands and 2 stopbands. The gain in passband is 5 dB and in stopband is −20 dB; that is,
International Journal of Antennas and Propagation where symbol is the set of passbands. Because the number of waveform samples is = 256, we can set = [1, 50) ∪ [101, 150) ∪ [201, 256] . We have an ideal power spectra density of the narrowband radar waveform which is shown in Figure 4 . Figure 4 illustrates the desired ideal power spectra density set. We can observe that the spectrum of the radar waveform has 3 passbands and 2 stopbands, which is the goal of designing sparse frequency waveforms. The initial of X can be realized by random function. Through implementing the steps by (23) in Section 3.2, we can get the resultX = [x 1x2 ⋅ ⋅ ⋅x ]
T which represents the waveforms from = 10 radar transmitters. Figure 5 shows the power spectra density of the obtained radar waveforms in frequency domain. In Figure 5(a) , coordinate represents the index of the transmitters in MIMO radar system, where in this experiment there are 10 transmitters; coordinate represents the frequency with unit MHz; coordinate shows the amplitude of the power spectra density with logarithmic representation. In order to facilitate analysis, Figure 5 (b) combines these 10 curves of radar waveforms in projection form, so we could observe the common properties. It can be seen from the figure that the waveforms calculated by cyclic algorithm have the sparse frequency property. The spectrum has 3 passbands and 2 stopbands with good shape at the boundaries. Also, the 10 power spectra density curves have similar shapes. From the practical simulation data, we can calculate that the average value of the 10 power spectra density in the passbands is 5.84 dB, and the average value in the stopbands is −20.63 dB, which can meet the requirement. After obtaining sparse frequency waveforms, we obtain the covariance matrixR from waveforms matrixX . Figure 6 shows the comparison of beam pattern of resulting sparse frequency waveforms, ideal beam pattern, and beam pattern of optimal covariance matrix R, where the horizontal axis is the angle and the vertical axis is the normalized logarithm of the beam pattern power. It can be observed from Figure 6 that the resulting beam pattern is very close to the beam pattern with optimal covariance matrix R in the region of high power, where the peak sidelobe of the beam pattern with optimal covariance matrix R is −10.2 dB and the peak sidelobe of the beam pattern with sparse frequency waveforms by the proposed method is −9.3 dB. It can be concluded that MIMO radar transmitted waveforms with sparse frequency properties can be obtained successfully by the method proposed in this paper and the corresponding covariance matrixR is close to the optimal covariance matrix R.
Next, we analyze the autocorrelation function of the = 10 radar waveformsX = [x 1x2 ⋅ ⋅ ⋅x ]
T . Figure 7 shows autocorrelation function curves of sparse frequency waveformsX = [x 1x2 ⋅ ⋅ ⋅x ]
T . In Figure 7 (a), coordinate represents the index of the transmitters in MIMO radar system; coordinate denotes the time delay with normalized unit; coordinate means the magnitude of the autocorrelation function with logarithmic representation. In Figure 7 (b) we project these autocorrelation function curves on the plane such that we can observe the common properties. It can be seen from the figure that these autocorrelation function curves have the same trend. According to the practical simulation data, we calculate the average peak sidelobe of this autocorrelation function, which is −20.3 dB. It can be concluded that the resulting sparse ∘ , respectively, and with the same half beam-width Δ = 10 ∘ . We can perform the simulation and obtain results as shown in Figure 8 . Figure 8 shows, in the case of multibeam, the comparison of beam pattern with sparse frequency waveforms, ideal beam pattern, and the beam pattern with optimal covariance matrix R. It can be apparently seen that the resulting beam pattern is still close to the beam pattern of optimal covariance matrix R calculated by the SEDUMI tool. Therefore, the effectiveness of the method proposed for the multibeam case can be verified.
Conclusion
This paper studied the codesign of beam pattern and sparse frequency radar waveforms for centralized MIMO radar system. We started from the optimal covariance matrix R, introduced the constraint of sparse frequency, and considered the constant modulus constraint of practical radar waveforms. Then we minimized the objective function by cyclic algorithm. At last we got the sparse frequency radar waveforms with constant modulus. The beam pattern of covariance matrixR of the radar waveformsX is close to the optimal covariance matrix R. The spectrum of the radar waveforms with the proposed method has the sparse property, which can satisfy the specified requirement. Simulation results verify that the proposed method can provide good properties of beam pattern with good sparse spectrum property, where the acquired radar waveforms also show good autocorrelation property.
