Abstract. We show the existence of uniformly bounded sequences of increasing numbers of orthonormal sections of powers L k of a positive holomorphic line bundle L on a compact Kähler manifold M . In particular, we construct for each positive integer k, orthonormal sections s
Introduction
In [Bo] , Bourgain constructed a uniformly bounded orthonormal basis for the Hilbert space of holomorphic polynomials on the 3-sphere S 3 ⊂ C
2 . An open question is whether a bounded basis exists in higher dimensions, i.e., on S 2m+1 ⊂ C m+1 for m ≥ 2, or more generally on the boundary of a relatively compact strictly pseudoconvex domain D in a complex manifold Y . An important case, which in fact drives this research, is where Y is the dual bundle L −1 of a positive line bundle L over a compact Kähler manifold M, and D . → M is the circle bundle consisting of elements of L −1 of length 1; we then seek a bounded orthonormal basis for the space H 2 (D . ) of CR holomorphic funcions on D . . Specifically, we identify H 2 (D . ) with the direct sum ∞ k=0 H 0 (M, L k ) of holomorphic sections of powers of L (see Section 2), and we conjecture that there exists a uniformly bounded sequence of orthonormal bases for the spaces H 0 (M, L k ), k ∈ Z + . Indeed, if L → M = CP m is the hyperplane section bundle, then D . = S 2m+1 , and the Hilbert space H 2 (D . ) is the L 2 completion of the space of polynomials on C m+1 restricted to S 2m+1 . In this case, H 0 (CP m , L k ) is the space of homogeneous holomorphic polynomials of degree k on C m+1 . In this paper, we give a partial answer to the question of the existence of uniformly bounded orthonormal bases: 
such that s 
by the Riemann-Roch Theorem and Kodaira Vanishing Theorem, so n k grows at the rate k m .
To compare Theorem 1.1 with known results, we note that the author and Zelditch showed in [SZ2] 
norm satisfy a uniform L p bound independent of k except for rare events of probability < exp(−Ck 2m/p ). Thus randomly chosen sequences of orthonormal bases will almost surely have uniform
√ m log k with high probability [FZ] (see also [SZ2] ), so random sequences will almost surely not be uniformly bounded.
We shall also give explicit positive constants β m depending only on the dimension m of M such that Theorem 1.1 holds for all β < β m . (See Theorem 4.1.) For example, for dim M = 1, there exist uniformly bounded orthonormal sections s
Theorem 4.1 also gives upper bounds for lim sup k→∞ max 1≤j≤n k s k j ∞ . The following result is a consequence of Theorem 4.1: 
where κ m is a universal constant depending only on m = dim M. 
For a continuous section
The result of Bourgain [Bo] mentioned at the beginning of this paper gives uniformly bounded sequences of orthonormal bases for the spaces H 0 (CP 1 , L k ) (which we identify with the spaces of holomorphic homogeneous polynomials on C 2 ). These bases are of the form
where
, and σ q = ±1. (A deep part of the argument in [Bo] is to choose the signs of the σ q appropriately to obtain uniform bounds.) Our method is to begin with coherent states peaked at "lattice points" in the manifold M in place of the monomials χ k q which peak along circles in CP 1 . While the monomials are orthogonal, the coherent states are only approximately orthogonal. So we then modify the coherent states to make them orthogonal before constructing our orthonormal sections s k j as oscillating sums of the form (2) (but without the σ q ). Corollary 1.3 implies the following result on spherical harmonics: Corollary 1.4. Let m ≥ 1, and let ∆ denote the Laplacian on the round sphere S 2m+1 . Then there exists a sequence of (real) eigenfunctions f k such that ∆f k = λ k f k , where λ k = k(k + 2m) denotes the k-th eigenvalue of ∆, and
< +∞ .
Proof (assuming Corollary 1.3).
Let p k = u k + iv k be as in Corollary 1.3. Then u k and v k are (real) eigenfunctions of the Laplacian on the sphere with eigenvalue λ k . We can choose
There are related open problems concerning the growth of L ∞ norms of eigenfunctions on compact Riemannian manifolds. For example, as far as we are aware, it remains unknown if there are uniformly bounded sequences {f k } of eigenfunctions satisfying ∆f k = λ k f k with unit L 2 norms on even-dimensional round spheres. VanderKam [Va] showed that random sequences of eigenfunctions f k of unit L 2 norm on S 2 satisfy the growth condition
2 ). We note that Toth and Zelditch [TZ] observed that the only compact Riemannian manifolds with completely integrable geodesic flow and with eigenvalues of bounded multiplicity and which carry a uniformly bounded orthonormal basis of eigenfunctions are flat. A condition for manifolds to have less than maximal eigenfunction growth is given in [SoZ] .
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Background
We review in this section background on geometry and the Szegő kernel from [BSZ, SZ1, SZ3, SZZ] .
We let (L, h) be a positive Hermitian holomorphic line bundle over a compact complex manifold M of dimension m, as in Theorem 1.1. If we let e L denote a nonvanishing local holomorphic section over an open set Ω ⊂ M, then the curvature form of (L, h) is given locally over Ω by
Positivity of (L, h) means that the curvature Θ h is positive, so that ω :
The Hermitian metric h on L induces Hermitian metrics h k on the powers L k of the line bundle, and we give the space
induced by the metrics h, ω. As in [BSZ, SZ1, SZZ] , we lift sections
The sectionsŝ k span the space
, which is given by the Szegő kernel
. It was shown in [Ca, Ti, Ze] (see also [BBS] ) that the Szegő kernel on the diagonal has the asymptotics:
We write
We shall apply the following off-diagonal asymptotics of this normalized Szegő kernel:
The estimates in Proposition 2.1 follow from Propositions 2.6-2.8 of [SZ3] . (See also [BBS, MM] . In fact, one has the bound [Ch, De, Li] , which is sharper than the above when dist(z, w) > k −1/2+ε , and the first estimate of the proposition holds for dist(z, w) < k −1/3 [SZ1] , but the estimates of the proposition suffice for our purposes.) We shall apply Proposition 2.1 with q = m + 1.
proof of Theorem 1.1
The uniformly bounded sections we construct are the opposite of peak sections which maximize the sup norm. We can think of these bounded sections as "flat sections" since they lack large peaks. They will be constructed as linear combinations of peak sections centered at "lattice points" in the following steps:
(1) Construct peak sections at lattice-like points; these sections will be approximately orthonormal; (2) modify the sections to be orthonormal; (3) construct a family of linear combinations of these modified sections so they will be orthonormal and uniformly bounded.
3.1.
Step 1: approximately orthonormal peak sections. Here we follow the method in [SZZ] based on the Szegő kernel asymptotics of Proposition 2.1. We repeat the argument here, since we need slightly sharper estimates. Choose a point z 0 ∈ M and identify T z 0 M with R 2m . Let
denote the 2m-cube of width 2t centered at the origin. Let γ > 1 be arbitrary, and choose t sufficiently small so that
For each k > 0, we construct a lattice of points {z k ν } in M as follows: Let
where a is to be chosen later. The number n k of points in Γ k is given by
It follows from (8) and the Riemann-Roch theorem (1) that
We now begin our construction of
We choose points y k µ ∈ X with π(y µ ) = z µ , where we omit the superscript k to simplify notation. We consider the L 2 -normalized coherent states
at the lattice points z µ . These sections are "almost" orthonormal, since
and thus Φ
which decays rapidly for µ = ν, thanks to Proposition 2.1.
3.2.
Step 2: orthonormal peak sections. The next step is to modify the set {Φ k ν } of coherent states to obtain an orthonormal set {Ψ k ν }. As in [SZZ] , we consider the Hermitian n k × n k matrices
We note that by (11), the diagonal entries of ∆ k are 1. Since |∆ µν | = P k (z µ , z ν ), Proposition 2.1 (with q = m + 1) says that
where b = √ 4m + 3. It was shown in [SZZ, p. 1987 ] that for all η > 0, we can choose the constant a in (9) such that max
We give below a simplified proof of (15), which yields an estimate for a: Fix an element µ 0 ∈ Γ k . By (8) and (14), we have
Let ε > 0 be arbitrary. By (13),
Now let a ′ = a/γ, and letã = a
for k ≫ 0. Thus (15) holds whenever 1 +ã
Recall that the ℓ ∞ → ℓ ∞ mapping norm of a linear map A ∈ Hom(C n , C n ) is given by
where v ℓ ∞ = max 1≤µ≤n |v µ |. By (15)- (17), we have:
where γ satisfies the distortion bound (6). Then
In the following, we let 0 < η < 1, and we let a satisfy (18), so that A k ℓ ∞ →ℓ ∞ ≤ η < 1 for k ≫ 0. It follows that the eigenvalues of ∆ k are bounded below by 1 − η, and therefore ∆ k is invertible for k ≫ 0. From the Taylor series
it follows that the (positive definite Hermitian) square root of ∆ −1 k is given by
where the series converges in the ℓ ∞ → ℓ ∞ mapping norm, for k ≫ 0. Furthermore by (19),
We write ∆
Step 2, we define the "quasi-coherent states"
By definition,
and thus the Ψ k µ are orthonormal.
3.3.
Step 3: orthonormal flat sections. Our orthonormal uniformly bounded ("flat") sections {s k j } are easily constructed from our orthonormal peak sections Ψ k µ : Let ζ = e 2πi/n k be a primitive (n k )-th root of unity, and let τ 1 , τ 2 , . . . , τ n k be the lexicographic (or any other) ordering of the elements of Γ k . We let
Since the Ψ k τ q are orthonormal,
and thus {s k j } is an orthonormal family. To verify that the s k j are uniformly bounded, we consider the linear maps
Proof. Let x ∈ X be arbitrary, and let z = π(x) ∈ M. Then by (4),
We consider two cases:
and hence by (8) and (24)
, where p ∈ C 2t . As before, we suppose that ε > 0 and we let a ′ = a/γ,ã = a
As in the proof of (15),
Therefore
where the second inequality is by the Poisson summation formula applied to the function f (x) = e −ã 2 x 2 /2 . The estimate of the lemma then follows from (24).
Completion of the proof of Theorem 1.1. It remains to show that the s k j are uniformly bounded. Combining (22)- (23), we have
Fix j and let
By Lemma 3.1 and (21),
where η = (1 +ã
Thus by Lemma 3.2 and (25),
for k sufficiently large. By (8), n k ≥ β ′ k m for a positive constant β ′ , and therefore the s k j are uniformly bounded above.
Universal bounds
In this section, we modify the above argument to obtain a universal value (depending only on the dimension of M) of the fraction β in Theorem 1.1. We also give a universal bound for the asymptotic sup norms of the orthonormal sections: 
such that the family {s 
Proof. Let a m , β m ∈ R + be given by
Suppose that β < β m , and choose a > a m such that β < π m /a 2m . Then chooseã > a m and γ > 1 such that a m <ã < a/γ. We decompose M into a finite number of disjoint domains {U j } 1≤j≤q with piecewise smooth boundaries such that M = q j=1 U j and that there exist points p j ∈ U j and open sets
and writing exp * p j
where δ > 0 is to be chosen later. Choose smooth domains U
and therefore
For k ∈ Z + , we write
and we let
We thus obtain a collection of "lattice points" {z k µj : µ ∈ Γ kj , 1 ≤ j ≤ q} throughout M. As before, we choose points y k µj ∈ X with π(y k µj ) = z k µj , and we consider the family of coherent states
at these lattice points. It follows from (30) that the number n k of lattice points satisfies the inequality
To show that n k satisfies the lower bound of the theorem, we recall that the volume of M is given by
Let ε = π m /a 2m − β > 0. Then by (1) and (32),
2m c 1 (L) m ε, we obtain the desired bound
We now construct n k orthonormal sections of H 2 k (X) = H 0 (M, L k ) for k sufficiently large. Following the approach of Section 3.2, we define the Hermitian n k × n k matrices
Recalling thatã > a m , we let
Fix µ 0 , j 0 , with µ 0 ∈ Γ kj 0 . Sinceã < a/γ, we see by the argument in Section 3.2 that
Therefore, for k sufficiently large, ∆ k is invertible and we have
We can then construct as before the orthonormal family
We let τ 1 , τ 2 , . . . , τ n k be an (arbitrary) ordering of the indices (µj). As in Section 3.3, we define the orthonormal sections
and we consider the linear maps
By the proof of Lemma 3.2 (with C 2t replaced with U ′ j ), we conclude that 
Remark: The bound in (37) depends on the choice ofã < a/γ < a < π 1/2 /β 1/2m . However, if one chooses a sequenceã(ν) ր π 1/2 /β 1/2m , then from the resulting sequences {s k j (ν)} we can construct {s 
for µ = (µ 1 , . . . , µ 2m ) ∈ Z 2m (where we identify T p j M ≡ R 2m ≡ C m ), instead of the points of the lattice (31). In place of (32), we have
