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Abstract
Given γ  0, let us consider the following differential inclusion,
x¨(t)+ γ x˙(t)+ ∂Φ(x(t))  0, t ∈R+, (S)
where Φ :Rd → R ∪ {+∞} is a lower semicontinuous convex function such that int(domΦ) = ∅. The operator ∂Φ denotes the
subdifferential of Φ. When Φ = f + δK with f :Rd →R a smooth convex function and K ⊂Rd a closed convex set, inclusion (S)
describes the motion of a discrete mechanical system subjected to the perfect unilateral constraint x(t) ∈ K and submitted to the
conservative force −∇f (x) and the viscous friction force −γ x˙. We define the notion of dissipative solution to (S) and we prove
the existence of such solutions with conservation (resp. loss) of energy at impacts. If γ > 0 and Φ|domΦ is locally Lipschitz
continuous, any dissipative solution to (S) converges, as t → +∞, to a minimum point of Φ. When Φ is strongly convex, the speed
of convergence is exponential. Assuming as above that Φ = f + δK , suppose that the boundary of K is smooth enough and that the
normal component of the velocity is reversed and multiplied by a restitution coefficient r ∈ [0,1] while the tangential component
is conserved whenever x(t) ∈ bd(K). We prove that any dissipative solution to (S) satisfying the previous impact law with r < 1 is
contained in the boundary of K after a finite time. The case r = 1 is also addressed and leads to a qualitatively different behavior.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Etant donné γ  0, considérons l’inclusion différentielle suivante :
x¨(t)+ γ x˙(t)+ ∂Φ(x(t))  0, t ∈R+, (S)
où Φ :Rd →R∪ {+∞} est une fonction convexe semicontinue inférieurement telle que int(domΦ) = ∅. L’opérateur ∂Φ désigne
le sous-différentiel de Φ. Lorsque Φ = f + δK , avec f :Rd →R fonction convexe régulière et K ⊂Rd ensemble convexe fermé,
l’inclusion (S) décrit le mouvement d’un système mécanique discret assujetti à la contrainte unilatérale parfaite x(t) ∈ K et soumis
à la force conservative −∇f (x) ainsi qu’à la force de frottement visqueux −γ x˙. On définit la notion de solution dissipative de (S)
et on démontre l’existence de telles solutions avec conservation (resp. perte) d’énergie lors des impacts. Si γ > 0 et si Φ|domΦ
est localement lipschitzienne, toute solution dissipative de (S) converge quand t → +∞, vers un minimum de Φ. Quand Φ est
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292 A. Cabot, L. Paoli / J. Math. Pures Appl. 87 (2007) 291–323fortement convexe, la rapidité de convergence est exponentielle. Si Φ = f + δK comme ci-dessus, on suppose que le bord de K
est suffisamment régulier et que la composante normale de la vitesse est renversée et multipliée par un coefficient de restitution
r ∈ [0,1], tandis que la composante tangentielle est conservée lorsque x(t) ∈ bd(K). On démontre que toute solution dissipative
de (S) satisfaisant la loi d’impact précédente avec r < 1 est contenue dans le bord de K au bout d’un temps fini. Le cas r = 1 est
également traité et conduit à un comportement différent.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Throughout the paper, the space Rd is endowed with the Euclidean inner product (·,·) and the corresponding
norm | · |. Given γ  0, let us consider the second-order in time differential inclusion,
x¨(t)+ γ x˙(t)+ ∂Φ(x(t))  0, t ∈R+, (S)
where Φ :Rd →R ∪ {+∞} is a lower semicontinuous convex function such that int(domΦ) = ∅. The function Φ is
called the potential function and the operator ∂Φ stands for the subdifferential of Φ in the sense of convex analysis:
for every x ∈ domΦ ,
ξ ∈ ∂Φ(x) ⇐⇒ ∀y ∈Rd , Φ(y)Φ(x)+ (ξ, y − x).
The nonnegative parameter γ is called the friction parameter. When the function Φ is smooth, the subdifferential ∂Φ
coincides with the gradient ∇Φ and inclusion (S) becomes:
x¨(t)+ γ x˙(t)+ ∇Φ(x(t))= 0, t ∈R+, (HBF)
called the “Heavy Ball with Friction” dynamical system, see [1,3]. The (HBF) system is dissipative as soon as γ > 0,
and can be studied in the classical framework of the theory of dissipative dynamical systems (see for example Hale [9]
and Haraux [10]). The main interest of the (HBF) system in optimization is that it is not a descent method: it allows
to go up and down along the graph of Φ .
In view of application to constrained optimization problems, one has to be able to deal with a nonsmooth poten-
tial Φ . Indeed, the problem of minimizing a given function f :Rd →R over a set K ⊂Rd amounts to minimizing the
extended real-valued function Φ := f + δK over Rd (recall that the indicator function δK takes the value 0 over K
and +∞ elsewhere). This justifies the introduction of a nonsmooth term in the heavy ball equation. The general sys-
tem (S) associated with a nonsmooth convex function Φ has been studied in [2] under the terminology of “Generalized
Heavy Ball with Friction” system.
Let us now comment on the mechanical origin of the system (S). Let f :Rd → R be a smooth convex potential
and let K ⊂Rd be a closed convex set. Consider a discrete mechanical system with d degrees of freedom and a trivial
mass matrix, whose position and velocity are respectively denoted by x and x˙. We assume that the system is subjected
to the action of the conservative force −∇f (x) and the viscous friction force −γ x˙. An immediate application of the
Fundamental Principle of Dynamics shows that the unconstrained motion is described by the following ODE:
x¨ = −γ x˙ − ∇f (x).
We assume that the trajectory must remain in the set K , i.e. x(t) ∈ K for all t  0. This unilateral constraint may
lead to some discontinuities for the velocity. Indeed, let us assume for instance that x(t) ∈ int(K) for all t ∈ (t0, t1)∪
(t1, t2) ⊂R+ and x(t1) ∈ bd(K). Then the constraint implies that x˙−(t1) ∈ −TK(x(t1)) and x˙+(t1) ∈ TK(x(t1)), where
TK(ξ) denotes the tangent cone to K at ξ given by:
TK(ξ) =
⋃
λ>0
λ(K − ξ).
Hence, if x˙−(t1) /∈ TK(x(t1)), it is clear that x˙ is discontinuous at t = t1. It follows that the equation of the motion has
to be modified by adding a measure μ to the right-hand side, i.e.
x¨ = −γ x˙ − ∇f (x)+μ.
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Supp(μ) ⊂ {t  0, x(t) ∈ bd(K)}.
Assuming moreover that the constraint is perfect, we infer (see [13]) that −μ ∈ NK(x). Recall that the normal cone
NK(ξ) to K at ξ ∈Rd is defined by NK(ξ) = TK(ξ)⊥. It ensues that the motion is described by the following measure
differential inclusion,
x¨ + γ x˙ + ∇f (x)+NK(x)  0,
and we recover the dynamical system (S) associated with Φ := f + δK . The discontinuities of the velocity satisfy:
x˙+(t)− x˙−(t) = μ({t}) ∈ −NK(x(t)),
but this is not sufficient to define uniquely x˙+(t) as a function of x˙−(t). Thus, we should add an assumption on the
behavior of the energy at impacts. Since we have in mind the asymptotic study of (S) as t → +∞, we will assume
that the energy is dissipated at impacts, i.e. |x˙+(t)| |x˙−(t)| for every t  0, which yields the mechanical consistency
of the model when Φ = f + δK . This leads us to the notion of dissipative solution (see Definition 2.1 below). The
limit case corresponding to the conservation of energy, gives the so-called elastic shocks. The existence of dissipative
solutions conserving the energy at shocks can be easily derived from [20,28] or also [2]. In the first two references, the
energy conserving solution is obtained as a limit of Moreau–Yosida approximate solutions, while in the third one it is
obtained by using a general epiconvergent approximation of Φ . Section 5 is devoted to these questions of existence
of dissipative solutions with conservation of energy at shocks. A quite different situation corresponds to the so-called
inelastic shocks, for which the normal component of the velocity vanishes after each impact, i.e.
x˙+(t) = Proj(TK(x(t)), x˙−(t)), ∀t  0. (1.1)
The notion of standard inelastic shocks was introduced by Moreau [14,15,17] and the reader is referred to [24,25]
for a mathematical justification of this impact law by a penalty method. The existence of a solution satisfying the
inelastic bounce law (1.1) is an open problem in the case of a general convex set K . When the boundary of K is
smooth enough, the set K can be described at least locally by a single inequality, i.e. K = {ξ ∈Rd; ϕ(ξ) 0}. In this
single-constraint case, several existence results have been obtained. The corresponding proofs rely on the study of a
sequence of approximate solutions which are built either by means of a time-discretization of the differential inclusion
(see [12,19,11,26]) or by means of a penalization (see [19,23,29]). When K is described by several inequalities
(multi-constraint case), i.e.
K = {ξ ∈Rd; ϕα(ξ) 0, 1 α  ν}, ν  1,
Paoli [21] has recently brought to light a geometric condition on the active constraints, which ensures the existence
of a solution satisfying the inelastic bounce law (1.1). The proof is based on the use of a suitable time-discretization
scheme, already proposed in [19,26]. We cannot apply immediately the results of [21], but the same techniques allow
to prove the existence of a dissipative solution to (S) satisfying the inelastic bounce law (1.1) (see Section 6).
Once the existence of dissipative solutions to (S) is acquired, our main purpose is the asymptotic study of such
solutions as t → +∞. The assumption γ > 0 plays now a crucial role since it corresponds to the dissipative character
of the dynamical system (S). Assuming that the function Φ is bounded from below, we prove that the value of Φ tends
toward infΦ on each trajectory associated to (S) as t → +∞. If moreover argminΦ = ∅, any dissipative solution
x to (S) tends toward a minimum of Φ . These results are gathered in Theorem 3.4, which is a generalization of a
former result due to Attouch, Cabot and Redont [2]. In this paper, the authors deal with a nonsmooth potential Φ ,
but the study is restricted to the elastic shock solutions which are obtained as limits of approximate trajectories via
penalization techniques. If moreover the function Φ is minorized by some definite positive quadratic term (which is
the case if Φ is strongly convex), we prove that any trajectory x converges toward the unique minimum of Φ and the
speed of convergence is exponential (see Theorem 3.5).
Coming back to the mechanical interpretation of (S), let us assume that the function Φ can be decomposed as
Φ = f + δK , with f :Rd → R a smooth convex function and K ⊂Rd a closed convex set with smooth boundary.
As explained above, the assumption of perfect unilateral constraint shows that x˙+(t) − x˙−(t) ∈ −NK(x(t)) which
implies that the tangential component of the velocity is conserved. To complete the model, we choose a Newton’s
impact law, i.e. we assume that the normal velocity is reversed and multiplied by a restitution coefficient r ∈ [0,1]
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a finite time. Of course, in the particular case of a punctual particle submitted to gravity and bouncing on the floor
(supposed horizontal and plane), we recover that the dynamics stops after a finite time. On the other hand, when r = 1,
either the trajectory is contained in the boundary of K after a finite time, or there is a countable infinity of impacts.
Denoting by (tn)n∈N the instants of impact, we obtain in addition the estimate tn ∼ 3γ lnn as n → +∞. These results,
based on the linearization of the dynamics near the equilibrium, are stated in Theorem 4.3.
The article is organized as follows. In Section 2, we precisely state the notion of dissipative solution to (S). We
also define the mechanical energy E of the dynamical system (S). The decay properties of the function E are crucial
for the study of the asymptotic behavior of (S), which is analyzed in Section 3. The main results of this section are
the convergence of the trajectory as soon as argminΦ = ∅ (cf. Theorem 3.4) and the exponential decay of the energy
under some further assumption (cf. Theorem 3.5). In Section 4, we assume that the function Φ can be decomposed
as Φ = f + δK , where f :Rd → R is a smooth convex function and K ⊂ Rd is a closed convex set with smooth
boundary. We show that any dissipative solution to (S) satisfying the Newton’s law with restitution coefficient r ∈
[0,1) remains in the boundary of K after a finite time (cf. Theorem 4.3). For a matter of readability, the questions of
existence of dissipative solutions to (S) are postponed to Sections 5 and 6.
2. Notion of dissipative solution
Let us now recall the basic definitions of the functional spaces that will serve throughout the paper. The set
C0c (R+,Rd) is the space of continuous functions from R+ into Rd with compact support in R+. The set M(R+,Rd)
is the space of Radon measures on R+ with values in Rd , that is the dual space to C0c (R+,Rd) equipped with its usual
inductive limit topology; it may be identified with the space of regular Borel measures on R+ with values in Rd that
are of finite variation (Dinculeanu [8, §19], Moreau [16, Section 7]). The set BV loc(R+,Rd) is the space of functions
from R+ into Rd that are of locally bounded variation, see [8,16]. Every u ∈ BV loc(R+,Rd) has respectively left
and right limits, u−(t) and u+(t) at any point t  0 (with the convention u−(0) = u(0)). Recall also that the set of
discontinuities of every u ∈ BV loc(R+,Rd) is at most countable.
Given γ  0, let us consider the second-order in time differential inclusion:
x¨(t)+ γ x˙(t)+ ∂Φ(x(t))  0, t ∈R+, (S)
where Φ :Rd → R ∪ {+∞} is a lower semicontinuous convex function such that int(domΦ) = ∅. We supplement
system (S) with initial data satisfying (x0, x˙0) ∈ domΦ×TdomΦ(x0), i.e. admissible initial data. As we have observed,
for a nonsmooth potential Φ , we cannot expect the previous dynamical system to have a regular solution. We have to
accept, as possible solutions, functions whose second derivatives are measures defined on R+ with values in Rd . Let
us now specify the notion of dissipative solution to (S) associated with the initial data (x0, x˙0).
Definition 2.1. Let γ  0 and Φ :Rd → R ∪ {+∞} be a convex, lower semicontinuous function such that
int(domΦ) = ∅. A map x :R+ → Rd is called a dissipative solution to (S) for the initial data (x0, x˙0) ∈ domΦ ×
TdomΦ(x0) if and only if it satisfies:
(i) x is locally Lipschitz continuous on R+ and x(t) ∈ domΦ for every t ∈R+.
(ii) x˙ ∈ BV loc(R+;Rd); x¨ = dx˙ ∈M(R+;Rd).
(iii) For every (t1, t2) ∈R2+ such that t1 < t2 and x˙−(t2) = x˙(t2) = x˙+(t2) and x˙−(t1) = x˙(t1) = x˙+(t1) if t1 > 0, and
for every function y ∈ C0([t1, t2];Rd), we have,
t2∫
t1
(
Φ
(
y(t)
)−Φ(x(t)))dt −〈x¨ + γ x˙ dt, y − x〉M([t1,t2];Rd ),C0([t1,t2];Rd ),
with the convention x˙−(0) = x˙(0) = x˙0.
(iv) The initial conditions are fulfilled in the following sense:
x(0) = x0, x˙+(0) = x˙0.
(v) For every t ∈R∗+, we have |x˙+(t)| |x˙−(t)|.
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to (S) may already be found in [2,19–21,23,28]. Point (v) expresses that the solution x dissipates energy at shocks.
Let us state the first properties of dissipative solutions.
Proposition 2.2. Let γ  0 and Φ :Rd → R ∪ {+∞} be a convex, lower semicontinuous function such that
int(domΦ) = ∅. Let x be a dissipative solution to (S) and let x¨ = x¨a dt + x¨s be the decomposition of x¨ with respect to
the Lebesgue’s measure. Then, we have:
(i) x¨a(t)+ γ x˙(t)+ ∂Φ(x(t))  0 for almost every t ∈R+,
(ii) x˙+(t)− x˙−(t) ∈ −NdomΦ(x(t)) for all t ∈R+.
Proof. Let T > 0 be such that x˙−(T ) = x˙(T ) = x˙+(T ) and let us denote by μ the Stieltjes measure associated to
−x˙ − γ x on [0, T ]. Condition (iii) of Definition 2.1 implies that
T∫
0
Φ
(
y(t)
)−Φ(x(t))dt  〈μ,y − x〉M([0,T ];Rd ),C0([0,T ];Rd )
for every function y ∈ C0([0, T ];Rd). Therefore, the measure μ belongs to the subdifferential set ∂JΦ(x), where the
functional JΦ is defined by:
JΦ :
{
C0([0, T ];Rd) →R∪ {+∞},
y → ∫ T0 Φ(y(t))dt.
Let μ = g dt + μs be the decomposition of μ with respect to the Lebesgue’s measure on [0, T ], where
g ∈ L1([0, T ];Rd,dt) and μs is a singular measure with respect to the Lebesgue’s measure. From the Radon–
Nikodym theorem, we also have μs = hd|μs | with h ∈ L1([0, T ];Rd,d|μs |). Corollary 5.A of Rockafellar [27]
shows that
g(t) ∈ ∂Φ(x(t)) dt-almost everywhere on [0, T ], (2.1)
h(t) ∈ NdomΦ
(
x(t)
)
d|μs |-almost everywhere on [0, T ]. (2.2)
The definition of x¨a and g shows immediately that g = −x¨a −γ x˙ almost everywhere on [0, T ]. We deduce from (2.1)
that the inclusion of item (i) is satisfied for almost every t ∈ [0, T ]. Since T is arbitrary (up to the denumerable set of
the discontinuity points of x˙), this inclusion actually holds for almost every t ∈R+.
Let t ∈ [0, T ]. If x˙+(t) = x˙−(t), the inclusion of item (ii) is trivially satisfied since the cone NdomΦ(x(t)) contains
the origin. Now assume that x˙+(t) = x˙−(t). Notice that
x˙+(t)− x˙−(t) = −μ({t})= −μs({t})= −h(t)|μs |({t}). (2.3)
Since x˙+(t) = x˙−(t), we obtain |μs |({t}) > 0. Hence point t is not negligible for the measure |μs | and inclusion (2.2)
must hold. Recalling that the set NdomΦ(x(t)) is a cone, we derive from (2.3) that x˙+(t) − x˙−(t) ∈ −NdomΦ(x(t)).
Since T is arbitrary, this concludes the proof of item (ii). 
Point (i) of Proposition 2.2 establishes a consistent link between the notions of classical and dissipative solu-
tions. Point (ii) shows that a discontinuity of the velocity x˙ can only occur on the boundary of domΦ; indeed if
x ∈ int(domΦ) then NdomΦ(x) = {0}. Let us define the mechanical energy E of the dynamical system by:
E(t) = 1
2
∣∣x˙+(t)∣∣2 +Φ(x(t)) for every t ∈R+.
The energy E is a nonincreasing function and the following proposition describes its decay rate.
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int(domΦ) = ∅. Additionally assume that the function Φ|domΦ is locally Lipschitz continuous. Let x be a dissipative
solution to (S) and let E be the associate energy function. For every (t1, t2) ∈R2+ such that t1  t2, we have:
E(t2)−E(t1) = −γ
t2∫
t1
∣∣x˙(s)∣∣2 ds + 1
2
∑
t∈D
(∣∣x˙+(t)∣∣2 − ∣∣x˙−(t)∣∣2),
where D := {t ∈ (t1, t2], x˙ is discontinuous at t}. Hence, in view of Definition 2.1(v), the following inequality holds:
E(t2)−E(t1)−γ
t2∫
t1
∣∣x˙(s)∣∣2 ds. (2.4)
Proof. Let T > t2 be such that x˙−(T ) = x˙(T ) = x˙+(T ) and let us denote by μ the Stieltjes measure associated
to −x˙ − γ x on [0, T ]. Let us decompose the measure μ as in the proof of Proposition 2.2: μ = g dt + hd|μs |,
where μs is a singular measure with respect to the Lebesgue’s measure and the functions g, h satisfy respectively
g ∈ L1([0, T ];Rd,dt) and h ∈ L1([0, T ];Rd,d|μs |). The arguments of the proof are the same as those proposed
by Ballard [4, Proposition 7] and they rely on the differentiation formula of a bilinear expression (see Moreau [16,
pp. 38–43]). We have:
1
2
∣∣x˙+(t2)∣∣2 − 12 ∣∣x˙+(t1)∣∣2 =
∫
(t1,t2]
〈
x˙+(t)+ x˙−(t)
2
, x¨
〉
=
∫
(t1,t2]\D
〈
x˙(t), x¨
〉+ ∫
D
〈
x˙+(t)+ x˙−(t)
2
, x¨
〉
, (2.5)
where 〈.,.〉 denotes the duality bracket between the spaces C0([0, T ];Rd) and M([0, T ];Rd). It is immediate that∫
D
〈
x˙+(t)+ x˙−(t)
2
, x¨
〉
= 1
2
∑
t∈D
(∣∣x˙+(t)∣∣2 − ∣∣x˙−(t)∣∣2). (2.6)
On the other hand, recalling that x¨ = −γ x˙ dt − g dt − hd|μs | on [0, T ] and that the set D is negligible for the
Lebesgue’s measure, we obtain:∫
(t1,t2]\D
〈
x˙(t), x¨
〉= −γ t2∫
t1
∣∣x˙(s)∣∣2 ds − t2∫
t1
(
x˙(t), g(t)
)
dt −
∫
(t1,t2]\D
(
x˙(t), h(t)
)
d|μs |. (2.7)
Let us first compute the term
∫ t2
t1
(x˙(t), g(t))dt . Since the maps x and Φ|domΦ are locally Lipschitz continuous and
since x(R+) ⊂ domΦ , the composition Φ ◦ x is also locally Lipschitz continuous, hence locally absolutely continu-
ous. On the other hand, we know from (2.1) that g(t) ∈ ∂Φ(x(t)) for almost every t ∈ [0, T ] and we deduce from a
classical result (see for example Brezis [5, p. 60]) that
d
dt
Φ
(
x(t)
)= (x˙(t), g(t)) for almost every t ∈ [0, T ]. (2.8)
For the sake of completeness, we recall next the proof of this result (see Claim 2.4). Since Φ ◦ x is locally absolutely
continuous, we can integrate (2.8) on [t1, t2] to obtain:
Φ
(
x(t2)
)−Φ(x(t1))= t2∫
t1
(
x˙(t), g(t)
)
dt. (2.9)
Let us finally evaluate the term
∫
(t1,t2]\D(x˙(t), h(t))d|μs |. From (2.2), we have h(t) ∈ NdomΦ(x(t)) for d|μs |-almost
every t ∈ [0, T ]. On the other hand, for every t ∈ (t1, t2] \D, the following holds:
x˙(t) = x˙+(t) = x˙−(t) ∈ T (x(t))∩ (−T (x(t))).domΦ domΦ
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(t1,t2]\D
(
x˙(t), h(t)
)
d|μs | = 0. (2.10)
The conclusion results from the combination of (2.5), (2.6), (2.7), (2.9) and (2.10). 
Let us now prove the above-mentioned result.
Claim 2.4. Under the assumptions of Proposition 2.3, we have for almost every t ∈R+,
∀ξ ∈ ∂Φ(x(t)), d
dt
Φ
(
x(t)
)= (x˙(t), ξ).
Proof. Let E be the subset of R+ on which the maps t → x(t) and t → Φ(x(t)) are differentiable. Since x and Φ ◦ x
are locally Lipschitz continuous on R+, it is clear that R+ \ E is negligible for the Lebesgue’s measure. Fix t ∈ E .
We have, for every ε > 0,
Φ
(
x(t + ε))−Φ(x(t)) (x(t + ε)− x(t), ξ),
where ξ ∈ ∂Φ(x(t)). Dividing by ε and letting ε → 0, we obtain ddt Φ(x(t)) (x˙(t), ξ). Replacing ε by −ε yields the
converse inequality. 
3. Asymptotic behaviour of dissipative solutions
Throughout this section, we are interested in the asymptotic study of the dissipative solutions to (S). Since the
dissipative character of the dynamical system (S) is enforced by the positivity of γ , we now assume γ > 0.
3.1. Asymptotic estimates and convergence of the trajectory
Let us start by classical L2 and L∞ estimates of the velocity x˙.
Proposition 3.1. Let γ > 0 and let Φ :Rd → R ∪ {+∞} be a convex, lower semicontinuous function which is
bounded from below and such that int(domΦ) = ∅. Additionally, assume that the function Φ|domΦ is locally Lipschitz
continuous. Let x be a dissipative solution to (S). Then x˙ ∈ L∞(R+;Rd)∩L2(R+;Rd).
Proof. Setting t1 = 0 and t2 = t ∈R+ in the energy inequality (2.4), we obtain:
∀t ∈R+, 12
∣∣x˙+(t)∣∣2 +Φ(x(t))E(0)− γ t∫
0
∣∣x˙(s)∣∣2 ds. (3.1)
Since Φ is bounded from below, we immediately deduce that for every t  0, |x˙+(t)|2  2E(0) − 2 infΦ . Since
x˙(t) = x˙+(t) = x˙−(t) except for a countable set of values t ∈R+, it ensues that x˙ ∈ L∞(R+;Rd). In view of (3.1),
we have
∫ t
0 |x˙(s)|2 ds  (E(0) − infΦ)/γ for every t ∈R+. Taking the limit when t → +∞, we immediately obtain
that x˙ ∈ L2(R+;Rd). 
For any z ∈Rd , let us introduce the function k defined by:
∀t ∈R+, k(t) =
(
x˙+(t), x(t)− z)+ γ
2
∣∣x(t)− z∣∣2. (3.2)
This function can be decomposed as the sum of the function t → 12 |x(t) − z|2 (up to the constant γ ) and its right
derivative. The use of the auxiliary function k is classical in the asymptotic study of second-order dynamical systems
with linear damping (see for example [2,7]). Before stating the main theorem, we need the following lemma.
298 A. Cabot, L. Paoli / J. Math. Pures Appl. 87 (2007) 291–323Lemma 3.2. Under the assumptions of Proposition 3.1, let x be a dissipative solution to (S), let E be the associate
energy function and k be the function defined by (3.2). Let z ∈ domΦ . For any (t1, t2) ∈ R2+ such that t1 < t2 and
x˙−(ti) = x˙(ti ) = x˙+(ti) (i = 1,2), we have
k(t2)− k(t1)+
t2∫
t1
(
E(s)−Φ(z))ds  3
2
t2∫
t1
∣∣x˙(s)∣∣2 ds, (3.3)
with the convention x˙−(0) = x˙(0) = x˙0.
Proof. Let us decompose the function k as k = k1 + k2 where k1 and k2 are respectively defined by:
k1(t) = γ2
∣∣x(t)− z∣∣2 and k2(t) = (x˙+(t), x(t)− z),
for every t ∈R+. The function k1 is locally Lipschitz continuous on R+, hence differentiable a.e. on R+ and
k˙1(t) = γ
(
x˙(t), x(t)− z) a.e. on R+.
Since k1 is locally absolutely continuous on R+, we have:
k1(t2)− k1(t1) =
t2∫
t1
k˙1(t)dt =
t2∫
t1
γ
(
x˙(t), x(t)− z)dt. (3.4)
On the other hand, the function k2 belongs to BV loc(R+;Rd) and by applying the differentiation rules of bilinear
expressions (see Moreau [16, pp. 38–43]), we find:
dk2 = 〈dx˙, x − z〉 +
〈
x˙+,d(x − z)〉= 〈x¨, x − z〉 + 〈x˙+, x˙ dt〉.
By integrating the previous expression on [t1, t2], we derive:
k+2 (t2)− k−2 (t1) =
∫
[t1,t2]
〈x¨, x − z〉 +
∫
[t1,t2]
(x˙+, x˙)dt, (3.5)
under the convention k−2 (0) = k2(0). Since by assumption x˙+(ti) = x˙(ti ) = x˙−(ti) (i = 1,2), we have k−2 (t1) = k2(t1)
and k+2 (t2) = k2(t2). Recalling that x˙+(t) = x˙−(t) = x˙(t) almost everywhere on [t1, t2], we can rewrite (3.5) as
k2(t2)− k2(t1) =
∫
[t1,t2]
〈x¨, x − z〉 +
t2∫
t1
|x˙|2 dt.
By adding this last equality to (3.4), we finally obtain:
k(t2)− k(t1) =
∫
[t1,t2]
〈x¨ + γ x˙ dt, x − z〉 +
t2∫
t1
|x˙|2 dt. (3.6)
Defining the constant function y(t) = z for every t ∈ [t1, t2], property (iii) of the definition of dissipative solutions
gives: ∫
[t1,t2]
−〈x¨ + γ x˙ dt, z − x〉
t2∫
t1
(
Φ(z)−Φ(x(t)))dt. (3.7)
The conclusion follows from the combination of (3.6), (3.7) and the expression of the energy function E. 
We are now able to go further in the asymptotic analysis of the differential inclusion (S). As usual, the first step
consists in proving that the energy converges toward its minimum. This is possible owing to precise estimates based
on the functions E and k. The next step deals with the convergence of the trajectory toward some minimum of Φ .
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proof is classical and has been used in a series of recent papers [1–3,7] to prove the convergence of the “heavy ball”
trajectory. In Ref. [2] the authors deal with a nonsmooth potential Φ , but the study is restricted to the elastic shock
solutions which are obtained via penalization techniques using an epiconvergent approximation of Φ . The new point
here is that we treat the general case of dissipative solutions corresponding to Definition 2.1. For the convenience of
the reader, let us recall the Opial lemma [18].
Lemma 3.3 (Opial). Let H be a Hilbert space and x : [0,+∞) → H be a function such that there exists a nonvoid set
S ⊂ H which satisfies:
(i) ∀tn → +∞ with x(tn) → x∞ weakly in H , we have x∞ ∈ S .
(ii) ∀z ∈ S , limt→+∞ |x(t)− z| exists.
Then, x(t) weakly converges as t → +∞ to some element x∞ of S .
Let us now summarize the main asymptotic properties of the dynamical system (S).
Theorem 3.4. Let γ > 0 and let Φ :Rd → R ∪ {+∞} be a convex, lower semicontinuous function which is bounded
from below and such that int(domΦ) = ∅. Additionally assume that the function Φ|domΦ is locally Lipschitz
continuous. Let x be a dissipative solution to (S) and let E be the associate energy function. Then, we have:
(a) limt→+∞ E(t) = infΦ and as a consequence
lim
t→+∞Φ
(
x(t)
)= infΦ and lim
t→+∞ x˙
−(t) = lim
t→+∞ x˙
+(t) = 0.
(b) If moreover argminΦ = ∅,
(i) E − minΦ ∈ L1(R+;R) and Φ ◦ x − minΦ ∈ L1(R+;R).
(ii) limt→+∞ t (E(t)− minΦ) = 0, and as a consequence
lim
t→+∞ t
(
Φ
(
x(t)
)− minΦ)= 0 and lim
t→+∞ t
∣∣x˙+(t)∣∣2 = 0.
(c) If argminΦ = ∅, there exists x∞ ∈ argminΦ such that limt→+∞ x(t) = x∞.
Proof. (a) From (2.4) the energy function E is nonincreasing; on the other hand, it is clearly bounded from below
by infΦ , hence limt→+∞ E(t) exists. Let us now fix z ∈ domΦ . From Lemma 3.2 applied with t1 = 0, we have, for
almost every t  0,
k(t)+
t∫
0
(
E(τ)−Φ(z))dτ  k(0)+ 3
2
t∫
0
∣∣x˙(τ )∣∣2 dτ. (3.8)
On the other hand, from the Cauchy–Schwarz inequality and the fact that x˙ ∈ L∞(R+;Rd) we infer that
k(t)  −‖x˙‖L∞(R+;Rd )|x(t) − z| + γ2 |x(t) − z|2 for every t ∈R+. From a classical inequality, it ensues that for
every t ∈R+,
k(t)−
‖x˙‖2
L∞(R+;Rd )
γ
+ γ
4
∣∣x(t)− z∣∣2 (3.9)
−
‖x˙‖2
L∞(R+;Rd )
γ
. (3.10)
By combining (3.8), (3.10) and the fact that x˙ ∈ L2(R+;Rd) (Proposition 3.1), we obtain for almost every t  0,
t∫ (
E(τ)−Φ(z))dτ  k(0)+ ‖x˙‖2L∞(R+;Rd )
γ
+ 3
2
+∞∫ ∣∣x˙(τ )∣∣2 dτ. (3.11)
0 0
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We deduce from (3.11) that limt→+∞ E(t)  Φ(z). Indeed, let us argue by contradiction and assume that
limt→+∞ E(t) > Φ(z). Since the function E is nonincreasing (inequality (2.4)), we have
∫ t
0 (E(τ) − Φ(z))dτ 
t (limτ→+∞ E(τ) − Φ(z)). Taking the limit when t → +∞ we infer that
∫ +∞
0 (E(τ) − Φ(z))dτ = +∞, a con-
tradiction with (3.11). Hence we have limt→+∞ E(t)  Φ(z) and since this is true for any z ∈ domΦ , we
deduce that limt→+∞ E(t)  infΦ . Recalling the inequality E(t)  infΦ for all t ∈R+, we conclude that
limt→+∞ E(t) = infΦ . Using now E(t) − infΦ  Φ(x(t)) − infΦ  0 and E(t) − infΦ  12 |x˙+(t)|2  0, we
obtain limt→+∞ Φ(x(t)) = infΦ and limt→+∞ x˙+(t) = 0. Finally recalling that x˙− = (x˙+)− on R∗+, we also have
limt→+∞ x˙−(t) = 0.
(b)(i) From now on, let us take z ∈ argminΦ , so that Φ(z) = minΦ . Taking the limit when t → +∞ in
inequality (3.11), we observe that E−minΦ ∈ L1(R+;R). Since E(t)−minΦ Φ(x(t))−minΦ  0, we conclude
that Φ ◦ x − minΦ ∈ L1(R+;R).
(b)(ii) Since E is nonincreasing, we have for every t  0,
t∫
t/2
(
E(τ)− minΦ)dτ  t
2
(
E(t)− minΦ) 0.
Passing now to the limit when t → +∞, we obtain limt→+∞ t (E(t)−minΦ) = 0. The other two limits of item (b)(ii)
follow immediately.
(c) We are now going to apply the Opial lemma with S = argminΦ = ∅. We have to check points (i) and (ii) of
Lemma 3.3.
• Let (tn)n0 be a sequence tending toward +∞ such that limn→+∞ x(tn) = x∞. Then we have
lim inf
n→+∞Φ
(
x(tn)
)
Φ(x∞)
because Φ is lower semicontinuous. But, in view of (a), limn→+∞ Φ(x(tn)) = minΦ . Hence Φ(x∞)  minΦ and
therefore x∞ ∈ argminΦ .
• Given z ∈ argminΦ , let us prove that limt→+∞ |x(t) − z| exists. Since E(t)  minΦ = Φ(z) for all t ∈R+,
we deduce from inequality (3.3) that the map θ : t → k(t) − 32
∫ t
0 |x˙(s)|2 ds is essentially nonincreasing on R+. It
is clear, in view of (3.10) and the fact that ∫ +∞0 |x˙(s)|2 ds < +∞, that θ is bounded from below. We deduce that
ess- limt→+∞ θ(t) exists and is finite. Since limt→+∞
∫ t
0 |x˙(s)|2 ds =
∫ +∞
0 |x˙(s)|2 ds < +∞, it ensues that
ess-lim
t→+∞ k(t) = ess-limt→+∞
[(
x˙+(t), x(t)− z)+ γ
2
∣∣x(t)− z∣∣2] exists. (3.12)
It is then clear, with (3.9) that the map t → |x(t) − z| is bounded. On the other hand, we know by (a) that
limt→+∞ x˙+(t) = 0. Consequently limt→+∞(x˙+(t), x(t) − z) = 0 and hence, with (3.12), ess- limt→+∞ |x(t) − z|2
exists. But, t → |x(t)− z| is a continuous function and therefore limt→+∞ |x(t)− z| exists. 
3.2. Exponential decay of the energy
We are now going to show an exponential decay result when the function Φ admits a strong minimum
(see Definition (3.13)). This extends classical results of exponential convergence relative to the steepest descent dy-
namical system. To quote only one of them, the steepest descent trajectory is known to exponentially converge toward
its limit as soon as the potential Φ is strongly convex1 (see for example [5, Theorem 3.9]). Exponential decay results
have also been proved for the “heavy ball with friction” system when the potential Φ is smooth ([7]).
1 Recall that the strong convexity of Φ amounts to the strong monotonicity of ∂Φ , i.e. there exists α > 0 such that
∀(x1, x2) ∈Rd ×Rd , ∀(y1, y2) ∈ ∂Φ(x1)× ∂Φ(x2), (x2 − x1, y2 − y1) α|x2 − x1|2.
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int(domΦ) = ∅. Assume that the function Φ|domΦ is locally Lipschitz continuous and that there exist M > 0 and
a ∈Rd such that
∀x ∈ domΦ, Φ(x)−Φ(a) M
2
|x − a|2. (3.13)
Let x be a dissipative solution to the system (S) and let E be the associate energy function. Then, there exists some
C  0 such that for every t ∈R+,
+∞∫
t
(
E(s)− minΦ)ds  Ce−δt ,
with δ = 2γ (
√
γ 2+4M−γ )
γ+3
√
γ 2+4M . Moreover, the following estimates hold for every t ∈R+:
+∞∫
t
∣∣x˙(s)∣∣2 ds  2Ce−δt and +∞∫
t
∣∣x(s)− a∣∣2 ds  2C
M
e−δt .
Proof. Without any loss of generality, we may assume that minΦ = Φ(a) = 0. From Theorem 3.4(a), the energy
function E satisfies: limt→+∞ E(t) = minΦ = 0. Taking the limit when t2 → +∞ in the energy inequality (2.4), we
obtain that, for every t ∈R+:
−E(t)−γ
+∞∫
t
∣∣x˙(s)∣∣2 ds. (3.14)
Since argminΦ = {a}, it is immediate with Theorem 3.4(c) that limt→+∞ x(t) = a. We define as above the function
k by k(t) = (x˙+(t), x(t) − a) + γ2 |x(t) − a|2 for all t  0. Taking the limit when t2 → +∞ in inequality (3.3) of
Lemma 3.2, we find for almost every t ∈R+,
−k(t)+
+∞∫
t
E(s)ds  3
2
+∞∫
t
∣∣x˙(s)∣∣2 ds. (3.15)
The previous inequality makes sense since the function E belongs to L1(R+;R) in view of Theorem 3.4(b). Let us
multiply this last inequality by 2γ3 and add to (3.14); we obtain:
−E(t)− 2γ
3
k(t)+ 2γ
3
+∞∫
t
E(s)ds  0 a.e. on R+. (3.16)
Our purpose now is to deduce from (3.16) a differential equation involving a single function. This is made possible
owing to the following relations between the functions k and E,
∀t  0, k(t)−E(t)/γ and E(t) αk(t), (3.17)
where α is a positive real number that we are going to compute. We classically have, for all θ > 0,∣∣(x˙+(t), x(t)− a)∣∣ |x˙+(t)|2
2θ
+ θ
2
∣∣x(t)− a∣∣2,
and hence for every t  0,
−|x˙
+(t)|2
2θ
+ −θ + γ
2
∣∣x(t)− a∣∣2  k(t) |x˙+(t)|2
2θ
+ θ + γ
2
∣∣x(t)− a∣∣2. (3.18)
Taking θ = γ in the first inequality of (3.18), we obtain k(t)  −|x˙+(t)|2/(2γ )  −E(t)/γ , which is the first in-
equality of (3.17). On the other hand, in view of condition (3.13), we have:
E(t) 1
∣∣x˙+(t)∣∣2 + M ∣∣x(t)− a∣∣2. (3.19)2 2
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E(t) τ(θ)k(t). (3.20)
We let the reader check that the function τ :R+ → R achieves its maximum at α := (
√
γ 2 + 4M − γ )/2 and that
τ(α) = α. Taking θ = α in inequality (3.20), we obtain the second inequality of (3.17). Inequalities (3.17) imply
that |k(t)|  E(t)max(1/α,1/γ ), which combined with E ∈ L1(R+;R+) implies that k ∈ L1(R+;R). We deduce
from (3.16) and the second inequality of (3.17) that
−E(t)− 2γ
3
k(t)+ 2γ
3
α
+∞∫
t
k(s)ds  0 a.e. on R+. (3.21)
Let us multiply (3.16) by α and (3.21) by 2γ3 ; adding the two inequalities and setting G(t) := E(t) + 2γ3 k(t), this
yields:
−
(
2γ
3
+ α
)
G(t)+ 2γ
3
α
+∞∫
t
G(s)ds  0 a.e. on R+.
An elementary integration on [0,+∞) gives,
∀t  0,
+∞∫
t
G(s)ds 
( +∞∫
0
G(s)ds
)
e−δt , (3.22)
where the parameter δ is given by:
δ :=
2γ
3 α
2γ
3 + α
= 2γ (
√
γ 2 + 4M − γ )
γ + 3√γ 2 + 4M .
From the first inequality of (3.17), we have G(t)E(t)− 23E(t) = E(t)/3. Setting C := 3
∫ +∞
0 G(s)ds, we deduce
in view of (3.22) that
∀t  0,
+∞∫
t
E(s)ds  Ce−δt .
The other estimates are straightforward consequences of the previous inequality. 
4. Accumulation of impacts and boundary motion
Consider the dynamics of a punctual particle submitted to gravity and bouncing on the floor, supposed horizontal
and plane. The impacts are assumed to obey the Newton’s law, with a restitution coefficient r ∈ [0,1], whenever the
particle hits the floor. If r = 0 the dynamics immediately stops after the first impact. If r ∈ (0,1) the motion stabilizes
in a finite time with accumulation of impacts (see for example Ballard [4, §6.1]). In this section, we extend this kind of
result to the case of a discrete mechanical system moving in a convex set K with smooth boundary, under the action
of a smooth potential f . In presence of viscous friction, this motion can be simply modelized by the differential
inclusion (S), associated to the function Φ defined by Φ = f + δK . When r ∈ [0,1), we prove that the trajectory is
contained in the boundary of K after a finite time. The case r = 1 is also addressed and leads to a qualitatively different
behavior. Before stating precisely these results, we need preliminary lemmas. The first one asserts that, in absence of
constraints, the free motion associated to the dynamical system (S) obeys an ordinary differential equation.
Lemma 4.1. Let f :Rd → R be a convex function of class C1 such that the map ∇f is locally Lipschitz continuous.
Let K ⊂Rd be a closed convex set such that int(K) = ∅. Consider the differential inclusion (S) with Φ = f + δK and
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every t ∈ (t1, t2). Then the map x coincides on [t1, t2] with the unique solution to the following Cauchy problem:{
y¨(t)+ γ y˙(t)+ ∇f (y(t)) = 0,
y(t1) = x(t1), y˙(t1) = x˙+(t1).
Proof. Let us first remark that domΦ = K and that ∂Φ(x) = ∇f (x)+NK(x) if x ∈ K . Since x(t) ∈ int(K) for every
t ∈ (t1, t2), we infer from Proposition 2.2(i) that, for almost every t ∈ (t1, t2),
x¨a(t)+ γ x˙(t)+ ∇f
(
x(t)
)= 0, (4.1)
where x¨a is the density of x¨ with respect to the Lebesgue’s measure. Let T > t2 be such that x˙−(T ) = x˙(T ) = x˙+(T )
and let us denote by μ the Stieltjes measure associated to −x˙ − γ x on [0, T ]. Let us decompose the measure μ as
in the proof of Proposition 2.2: μ = g dt + hd|μs |, where μs is a singular measure with respect to the Lebesgue’s
measure and the functions g, h satisfy respectively g ∈ L1([0, T ];Rd,dt) and h ∈ L1([0, T ];Rd,d|μs |). Since x(t) ∈
int(K) for every t ∈ (t1, t2), we derive from (2.2) that h(t) = 0, for d|μs |-almost every t ∈ (t1, t2). Therefore, we
have μ = g dt on (t1, t2) and it ensues that the restriction of the measure x¨ to (t1, t2) is absolutely continuous with
respect to the Lebesgue’s measure. By identifying this measure with its density, we deduce from equality (4.1) that
x¨(t) + γ x˙(t) + ∇f (x(t)) = 0 for almost every t ∈ (t1, t2). The conclusion follows by use of classical results on
ordinary differential equations. 
From now on, we assume that the set K is given by K = {ξ ∈Rd, g(ξ) 0}, where the map g :Rd →R is smooth
and convex. Given a dissipative solution x to (S), let us define the function h :R+ → R by h := g ◦ x. Since the map
x takes its values in the set K = {ξ ∈Rd , g(ξ) 0}, it is clear that h(t) 0 for every t  0. It is immediate to check
that
∀t > 0, h˙−(t) = (∇g(x(t)), x˙−(t)) and h˙+(t) = (∇g(x(t)), x˙+(t)).
Notice that, if x(t) ∈ bd(K) for some t > 0, then
h˙−(t) = lim
t→t−
g(x(t))− g(x(t))
t − t  0.
In the same way, we have h˙+(t) 0 for every t  0 such that x(t) ∈ bd(K).
The next lemma gives the second-order Taylor expansion of the map h = g◦x in the right (resp. left) neighbourhood
of any instant t > 0 such that x(t) ∈ bd(K).
Lemma 4.2. Let f :Rd →R be a convex function of class C1 such that the map ∇f is locally Lipschitz continuous. Let
g :Rd →R be a convex function of class C2 such that2 infg < 0. Define the set K ⊂Rd by K = {ξ ∈Rd , g(ξ) 0}.
Assuming that Φ = f + δK and that γ  0, let x be a dissipative solution to (S). Suppose that there exist t ∈R+ and
ε > 0 such that x(t) ∈ bd(K) and x(t) ∈ int(K) for every t ∈ (t, t + ε). Then the following holds when t → t+,
g
(
x(t)
)= (t − t)(∇g(x(t)), x˙+(t))+ 1
2
(t − t)2[−γ (∇g(x(t)), x˙+(t))
− (∇g(x(t)),∇f (x(t)))+ (∇2g(x(t)).x˙+(t), x˙+(t))]+ o(t − t)2. (4.2)
If one assumes that t > 0 and x(t) ∈ int(K) for every t ∈ (t − ε, t), the same formula holds when t → t− by replacing
each term x˙+(t) by x˙−(t).
Proof. From Lemma 4.1, the map x coincides on [t, t +ε] with the unique solution x˜ : [t, t +ε] →Rd to the following
Cauchy problem: {
y¨(t)+ γ y˙(t)+ ∇f (y(t)) = 0,
y(t) = x(t), y˙(t) = x˙+(t).
2 Here and in the sequel, we adopt the convention infg = −∞ if g is not bounded from below.
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[t, t + ε]. The following second-order Taylor expansion holds when t tends to t+,
g
(
x˜(t)
)= g(x˜(t))+ (t − t) d
dt
(g ◦ x˜)(t)+ 1
2
(t − t)2 d
2
dt2
(g ◦ x˜)(t)+ o(t − t)2, (4.3)
and g(x˜(t)) = g(x(t)) = 0 since x(t) ∈ bd(K). An immediate computation shows that
d
dt
(g ◦ x˜)(t) = (∇g(x(t)), x˙+(t)),
d2
dt2
(g ◦ x˜)(t) = −γ (∇g(x(t)), x˙+(t))− (∇g(x(t)),∇f (x(t)))+ (∇2g(x(t)).x˙+(t), x˙+(t)).
Since x(t) = x˜(t) for all t ∈ [t, t + ε], we obtain the expected formula owing to equality (4.3). 
Let us recall that an impact obeys the Newton’s law when the normal component of the velocity is reversed and
multiplied by a restitution coefficient r ∈ [0,1] and the tangential component is transmitted. Using the function h
defined above, the Newton’s law shows that h˙+(t) = −rh˙−(t) for every t > 0 such that x(t) ∈ bd(K).
Theorem 4.3. Let f :Rd →R be a convex function of class C1 such that the map ∇f is locally Lipschitz continuous.
Let g :Rd →R be a convex function of class C2 such that infg < 0. Define the set K ⊂Rd by K = {ξ ∈Rd , g(ξ) 0}.
Suppose that argminK f = ∅ and that inff < infK f . Consider the differential inclusion (S) with Φ = f + δK and
γ > 0. Let x be a dissipative solution to (S) satisfying the Newton’s law at impacts, with a restitution coefficient
r ∈ [0,1]. There exist T ∈R+ and α > 0 such that (∇g(x(t)),∇f (x(t)))−α for all t  T . Assume that there exists
T ′  T such that x(T ′) ∈ int(K) and define the set E := {t > T ′, x(t) ∈ bd(K)}.
(i) If r = 0, there exists t0 > T ′ such that E = [t0,+∞).
(ii) If r ∈ (0,1), there exists an increasing sequence (tn)n0 tending toward t∗ ∈ R∗+ such that E =
⋃
n0{tn} ∪[t∗,+∞). Moreover, we have limn→+∞(tn+2 − tn+1)/(tn+1 − tn) = r .
(iii) If r = 1, additionally assume that the map f is of class C2 and that the map g is of class C3. Then the set E
equals
⋃
n0{tn} for some increasing sequence (tn)n0 such that limn→+∞ tn = +∞. Moreover the following
equivalences hold as n → +∞,(∇g(x(tn)), x˙+(tn))∼ 3(∇g(x∞),∇f (x∞))2γ 1n and tn ∼ 3γ lnn,
where we have set x∞ := limt→+∞ x(t).
Proof. From Theorem 3.4(c), there exists x∞ ∈ argminK f such that limt→+∞ x(t) = x∞. Since inff < infK f =
f (x∞), we infer that x∞ /∈ argminf and hence ∇f (x∞) = 0. The vector x∞ satisfies the optimality condition
−∇f (x∞) ∈ NK(x∞). We derive that NK(x∞) = {0} and hence x∞ ∈ bd(K), i.e. g(x∞) = 0. Since infg < 0, this
implies in turn that x∞ /∈ argming and hence ∇g(x∞) = 0. From a classical result, we have NK(x∞) =R+.∇g(x∞)
and therefore −∇f (x∞) ∈R+.∇g(x∞). From the continuity of the mappings ∇f and ∇g, we have:
lim
t→+∞
(∇g(x(t)),∇f (x(t)))= (∇g(x∞),∇f (x∞))< 0.
Hence we deduce the existence of T  0 and α > 0 such that
∀t  T , (∇g(x(t)),∇f (x(t)))−α. (4.4)
Assume that there exists T ′  T such that x(T ′) ∈ int(K). Let us first prove that there exists t > T ′ such that x(t) ∈
bd(K). Let us argue by contradiction and assume that for every t  T ′, we have x(t) ∈ int(K). From Lemma 4.1,
it ensues that the equation of the motion reduces to x¨(t) + γ x˙(t) + ∇f (x(t)) = 0. Since limt→+∞ x(t) = x∞ and
limt→+∞ x˙(t) = 0, we deduce that limt→+∞ x¨(t) = −∇f (x∞). Taking the scalar product with ∇f (x∞), we get
limt→+∞(x¨(t),∇f (x∞)) = −|∇f (x∞)|2 < 0. But this implies in turn that limt→+∞(x˙(t),∇f (x∞)) = −∞, a con-
tradiction. Let us set
t0 := inf
{
t > T ′, x(t) ∈ bd(K)}< +∞.
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distinguish the cases r = 0 and r ∈ (0,1]. As above, we introduce the function h :R+ →R defined by h := g ◦ x.
1. Case r = 0. We are going to prove that x(t) ∈ bd(K) for every t  t0. Let us argue by contradiction and assume
that there exists t1 > t0 such that x(t1) ∈ int(K). Let us set:
t := sup{t ∈ [t0, t1], x(t) ∈ bd(K)}.
From the continuity of the map x, we have x(t) ∈ bd(K) and since x(t1) ∈ int(K) we deduce that t < t1. The definition
of t then shows that x(t) ∈ int(K) for every t ∈ (t, t1]. On the other hand, the restitution law applied at t = t gives
h˙+(t) = 0. By applying Lemma 4.2 we find the following equality as t → t+
h(t) = 1
2
(t − t)2[−(∇g(x(t)),∇f (x(t)))+ (∇2g(x(t)).x˙+(t), x˙+(t))+ o(1)].
Recalling that t  T , we obtain in view of (4.4) that (∇g(x(t)),∇f (x(t)))  −α. From the convexity of the
function g, we have (∇2g(x(t)).x˙+(t), x˙+(t)) 0. Hence we infer from the above equality that h(t) > 0 in some right
neighbourhood of t . But this contradicts the fact that x(t) ∈ K . As a conclusion, we have shown that x(t) ∈ bd(K) for
every t  t0, and hence E = [t0,+∞).
2. Case r ∈ (0,1]. By construction of t0, we have x(t0) ∈ bd(K) and x(t) ∈ int(K) for every t ∈ [T ′, t0). It ensues
that h˙−(t0) 0. Let us prove that h˙−(t0) > 0. Let us argue by contradiction and assume that h˙−(t0) = 0. By applying
Lemma 4.2 we obtain the following equality when t → t−0 :
h(t) = 1
2
(t − t0)2
[−(∇g(x(t0)),∇f (x(t0)))+ (∇2g(x(t0)).x˙−(t0), x˙−(t0))+ o(1)].
Recalling that t0  T , we derive from (4.4) that (∇f (x(t0)),∇g(x(t0)))−α. From the convexity of the function g,
we have (∇2g(x(t0)).x˙−(t0), x˙−(t0)) 0. It ensues that h(t) > 0 in some left neighbourhood of t0, but this contradicts
the fact that x(t) ∈ K . Finally we conclude that h˙−(t0) > 0. Since r = 0, we deduce from the restitution law applied at
t = t0 that h˙+(t0) < 0. By arguing as above, it is immediate to check that the set {t > t0, x(t) ∈ bd(K)} is nonempty;
let us define:
t1 := inf
{
t > t0, x(t) ∈ bd(K)
}
< +∞.
Since h(t0) = 0 and h˙+(t0) < 0, the continuous map h is negative on some right neighbourhood of t0 and hence
t1 > t0. By using the same arguments as above, we obtain that h˙+(t1) < 0. By iterating this process, we build a
sequence (tn)n0 defined by:
∀n ∈N, tn+1 := inf
{
t > tn, x(t) ∈ bd(K)
}
and satisfying
∀n ∈N, tn < tn+1 and h˙+(tn+1) < 0.
Since the sequence (tn)n0 is increasing, it converges toward some t∗ ∈ R+ ∪ {+∞}. Let us remark that, if t∗ ∈ R+
then h˙−(t∗) = 0. Indeed, since the increasing sequence (tn)n0 converges to t∗ we have:
lim
n→+∞ h˙
−(tn) = lim
n→+∞ h˙
+(tn) = h˙−(t∗).
Recalling that h˙−(tn) > 0 (resp. h˙+(tn) < 0) for every n ∈N, we deduce that h˙−(t∗) 0 (resp. h˙−(t∗) 0). Therefore
we conclude that h˙−(t∗) = 0.
From Lemma 4.1, the map x satisfies the differential equation x¨ + γ x˙ + ∇f (x) = 0 on each interval (tn, tn+1).
Since the map f is of class C1, we deduce that the map x is of class C2 on D :=⋃n∈N(tn, tn+1). Since the map g is
of class C2, the composition h = g ◦ x is also of class C2 on D. Hence we have for every t ∈D,
h¨(t) = d
dt
(∇g(x(t)), x˙(t))
= (∇g(x(t)), x¨(t))+ (∇2g(x(t)).x˙(t), x˙(t))
= −γ (∇g(x(t)), x˙(t))− (∇g(x(t)),∇f (x(t)))+ (∇2g(x(t)).x˙(t), x˙(t)).
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t∈D
h¨(t) exists (in R) and we denote by λ this limit. We have:
λ = −(∇g(x∞),∇f (x∞)) if t∗ = +∞, (4.5)
since limt→+∞ x˙−(t) = limt→+∞ x˙+(t) = 0 (cf. Theorem 3.4). When t∗ is finite, we obtain:
λ = −(∇f (x(t∗)),∇g(x(t∗)))+ (∇2g(x(t∗)).x˙−(t∗), x˙−(t∗)) if t∗ < +∞,
since (∇g(x(t∗)), x˙−(t∗)) = h˙−(t∗) = 0. Recalling that the function g is convex, we derive that λ 
−(∇f (x(t∗)),∇g(x(t∗))). Finally, inequality (4.4) shows that the limit λ satisfies λ  α > 0, whether t∗ < +∞
or t∗ = +∞. Let us now write the following second-order Taylor formula:
h(tn+1) = h(tn)+ (tn+1 − tn)h˙+(tn)+
tn+1∫
tn
(tn+1 − s)h¨(s)ds.
Since h(tn) = h(tn+1) = 0 and since lim t→t−∗
t∈D
h¨(t) = λ, we infer that
h˙+(tn) =
(
−λ
2
+ o(1)
)
(tn+1 − tn), (4.6)
as n → +∞. By reversing the roles of tn and tn+1, we obtain in the same way,
h˙−(tn+1) =
(
λ
2
+ o(1)
)
(tn+1 − tn).
The restitution law applied at t = tn+1 yields h˙+(tn+1) = −rh˙−(tn+1), and we deduce that
h˙+(tn+1) =
(
−r λ
2
+ o(1)
)
(tn+1 − tn), (4.7)
as n → +∞. In view of (4.6) and (4.7), we have:
lim
n→+∞
tn+2 − tn+1
tn+1 − tn = r. (4.8)
Let us now distinguish the cases r ∈ (0,1) and r = 1.
2.a. Case r ∈ (0,1). From (4.8) we deduce that ∑+∞n=0(tn+1 − tn) < +∞ and hence we conclude that
t∗ := limn→+∞ tn < +∞. The next step consists in proving that x(t) ∈ bd(K) for every t  t∗. Let us argue by
contradiction and assume that there exists u¯  t∗ such that x(u¯) ∈ int(K). Since x(t∗) ∈ bd(K) we have u¯ > t∗ and
we set:
u0 := sup
{
t ∈ [t∗, u¯], x(t) ∈ bd(K)
}
.
From the continuity of the map x, we have x(u0) ∈ bd(K) and since x(u¯) ∈ int(K) we deduce that u0 < u¯. The
definition of u0 then shows that x(t) ∈ int(K) for every t ∈ (u0, u¯]. It ensues that h˙+(u0)  0. Let us prove that
h˙+(u0) < 0. Let us argue by contradiction and assume that h˙+(u0) = 0. By applying Lemma 4.2 we obtain the
following equality when t → u+0 :
h(t) = 1
2
(t − u0)2
[−(∇g(x(u0)),∇f (x(u0)))+ (∇2g(x(u0)).x˙+(u0), x˙+(u0))+ o(1)].
Recalling that u0  T , we obtain in view of (4.4) that (∇g(x(u0)),∇f (x(u0)))  −α. From the convexity of the
function g, we have (∇2g(x(u0)).x˙+(u0), x˙+(u0)) 0. Hence we infer from the above equality that h(t) > 0 in some
right neighbourhood of u0. But this contradicts the fact that x(t) ∈ K . Finally we conclude that h˙+(u0) < 0. The
restitution law applied at t = u0 shows that h˙−(u0) > 0. Recalling that h˙−(t∗) = 0, we deduce that u0 > t∗. Let us
now define:
u1 := sup
{
t ∈ [t∗, u0), x(t) ∈ bd(K)
}
.
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u1 < u0. By using the same arguments as above, we obtain that h˙+(u1) < 0 and that u1 > t∗. By iterating this process,
we build a sequence (un)n0 defined by:
∀n ∈N, un+1 := sup
{
t ∈ [t∗, un), x(t) ∈ bd(K)
}
.
We let the reader check that the sequence (un)n0 is decreasing and satisfies:
∀n ∈N, un > t∗ and h˙+(un) < 0.
Since the sequence (un)n0 is decreasing and bounded from below, it converges toward some u∗  t∗. The arguments
are now similar to the ones that were developed in the analysis of the sequence (tn)n0. Let us set:
λ′ = −(∇g(x(u∗)),∇f (x(u∗)))+ (∇2g(x(u∗)).x˙+(u∗), x˙+(u∗)).
It is immediate that λ′  α > 0 and we let the reader check the following estimates as n → +∞,
h˙+(un) =
(
−r λ
′
2
+ o(1)
)
(un − un+1),
h˙+(un+1) =
(
−λ
′
2
+ o(1)
)
(un − un+1).
This implies immediately that
lim
n→+∞
un+1 − un+2
un − un+1 =
1
r
.
Since 1/r > 1, we deduce that limn→+∞(un − un+1) = +∞, which contradicts the fact that (un)n0 is bounded.
As a conclusion, we have shown that x(t) ∈ bd(K) for every t  t∗, and hence E =⋃n0{tn} ∪ [t∗,+∞).
2.b. Case r = 1. Relation (4.8) does not allow us to conclude that limn→+∞ tn = +∞. From now on, we assume
that the map f is of class C2 and that the map g is of class C3. We are going to refine estimates (4.6) and (4.7) under
these additional hypotheses. From Lemma 4.1, the map x satisfies the differential equation x¨ + γ x˙ + ∇f (x) = 0 on
each interval (tn, tn+1). Since the map f is of class C2, we deduce that the map x is of class C3 onD :=⋃n∈N(tn, tn+1).
Since the map g is of class C3, the composition h = g ◦ x is also of class C3 on D. An elementary computation shows
that, for every t ∈D,
...
h(t) = γ (∇g(x(t)),∇f (x(t)))+ γ 2(∇g(x(t)), x˙(t))
− (∇g(x(t)),∇2f (x(t)).x˙(t))− 3(∇2g(x(t)).x˙(t),∇f (x(t)))
− 3γ (∇2g(x(t)).x˙(t), x˙(t))+ ((∇3g(x(t)).x˙(t)).x˙(t), x˙(t)).
As above, we deduce that lim t→t−∗
t∈D
...
h(t) exists (in R) and we denote by μ this limit. Remark that
μ = γ (∇g(x∞),∇f (x∞)) if t∗ = +∞, (4.9)
since limt→+∞ x˙−(t) = limt→+∞ x˙+(t) = 0. Let us now write the following third-order Taylor formula
h(tn+1) = h(tn)+ (tn+1 − tn)h˙+(tn)+ 12 (tn+1 − tn)
2h¨+(tn)+ 12
tn+1∫
tn
(tn+1 − s)2...h(s)ds.
Since h(tn) = h(tn+1) = 0 and since lim t→t−∗
t∈D
...
h(t) = μ, we deduce that
h˙+(tn) = −12 (tn+1 − tn)h¨
+(tn)−
(
μ
6
+ o(1)
)
(tn+1 − tn)2, (4.10)
as n → +∞. By reversing the roles of tn and tn+1, we obtain in the same way:
h˙−(tn+1) = 1 (tn+1 − tn)h¨−(tn+1)−
(
μ + o(1)
)
(tn+1 − tn)2. (4.11)2 6
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t∈D
...
h(t) = μ, we have:
h¨−(tn+1) = h¨+(tn)+
tn+1∫
tn
...
h(s)ds
= h¨+(tn)+
(
μ+ o(1))(tn+1 − tn),
as n → +∞. Coming back to equality (4.11), we obtain,
h˙−(tn+1) = 12 (tn+1 − tn)h¨
+(tn)+
(
μ
3
+ o(1)
)
(tn+1 − tn)2.
By applying the restitution law at t = tn+1, we deduce that
h˙+(tn+1) = −h˙−(tn+1)
= −1
2
(tn+1 − tn)h¨+(tn)−
(
μ
3
+ o(1)
)
(tn+1 − tn)2. (4.12)
Let us evaluate the quantity 1/h˙+(tn+1)− 1/h˙+(tn) by using the estimates (4.10)–(4.12) and (4.6), (4.7):
1
h˙+(tn+1)
− 1
h˙+(tn)
= h˙
+(tn)− h˙+(tn+1)
h˙+(tn)h˙+(tn+1)
= (
μ
6 + o(1))(tn+1 − tn)2
(−λ2 + o(1))2(tn+1 − tn)2
= 2μ
3λ2
+ o(1).
By summing these estimates, we deduce that
1
h˙+(tn)
= 2μ
3λ2
n+ o(n) as n → +∞. (4.13)
In particular, we obtain 1/h˙+(tn) = O(n) when n → +∞. Hence there exists C1 > 0 such that |h˙+(tn)| C1/n for
n large enough. Since h˙+(tn) ∼ −λ2 (tn+1 − tn) as n → +∞, this implies in turn that tn+1 − tn  C2/n, for some
C2 > 0. By summation, we derive the existence of C3 ∈R such that tn  C2 lnn+C3, for n large enough. This shows
that t∗ = limn→+∞ tn = +∞ and the set E equals ⋃n0{tn}. On the other hand, we deduce respectively from (4.5)
and (4.9) that λ = −(∇g(x∞),∇f (x∞)) and μ = γ (∇g(x∞),∇f (x∞)). In view of (4.13), we conclude that
h˙+(tn) ∼ 3(∇g(x∞),∇f (x∞))2γ
1
n
and tn+1 − tn ∼ 3
γ
1
n
as n → +∞.
An immediate summation then shows that tn ∼ 3γ lnn as n → +∞. 
When r ∈ [0,1), the previous theorem shows that any trajectory x of (S) reaches the boundary of K in finite
time and then converges toward x∞ by staying in the set bd(K). The convergence rate of |x(t) − x∞| toward 0
depends on the behaviour of Φ = f + δK . For example, if condition (3.13) holds, Theorem 3.5 shows that the speed
of convergence is exponential.
Remark 4.4. In his book [6], Brogliato discusses the question of the finite time stabilization of a mechanical system
on a surface. The phenomenon of infinite rebounds within a finite time is also evoked. For further details, we refer
to [6, pp. 425–428] and the references therein, where heuristic examples and applications to Mechanics and Robotics
are discussed.
The conclusions of Theorem 4.3 may be false if the condition inff < infK f is not satisfied, even in dimension
one. To illustrate it, let us take K =R+ and given some k > 0, let us define the function f :R→R by f (ξ) = k2ξ2 for
every ξ ∈R. In this example, we have inff = infR+ f = 0 and argminf = argminR+ f = {0}. The next result shows
that the structure of the set E := {t > 0, x(t) = 0} is different from the one described at Theorem 4.3.
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by Φ(ξ) = k2ξ2 + δR+(ξ) for every ξ ∈R. Let x be a dissipative solution to (S) satisfying the Newton’s law at impacts,
with a restitution coefficient r ∈ [0,1]. Assume that γ 2 − 4k < 0 and let us set ω := √4k − γ 2/2. Assume that the
initial conditions satisfy (x0, x˙0) ∈ (R∗+ ×R) ∪ ({0} ×R∗+). Let E := {t > 0, x(t) = 0} be the instants for which the
constraint is saturated.
(i) If r = 0, there exists t0 ∈ (0, πω ] such that E = [t0,+∞).(ii) If r ∈ (0,1], the set E equals ⋃n0{tn}, where t0 ∈ (0, πω ] and the sequence (tn)n1 is defined by tn = t0 + nπω ,
for every n 1. Moreover, we have x˙+(t0) > 0, and
∀n 1, x˙+(tn) =
(
re−
πγ
2ω
)n
x˙+(t0).
Proof. First notice that the set E is nonempty. Let us argue by contradiction and assume that x(t) > 0 for every t > 0.
From Lemma 4.1, it ensues that the equation of the motion reduces to x¨ + γ x˙ + kx = 0. Since γ 2 − 4k < 0, the
characteristic equation s2 + γ s + k = 0 has two conjugate roots − γ2 ± iω. The expression of x is classically given by:
x(t) = Ae− γ2 t sin(ωt + φ), (4.14)
where A ∈R and φ ∈ [0,π) are constants satisfying
x0 = A sinφ and x˙0 = A
(
−γ
2
sinφ +ω cosφ
)
. (4.15)
Since x(π
ω
) = −x0e− πγ2ω  0 we obtain a contradiction. Therefore the set E is nonempty and we set t0 = infE < +∞.
An immediate verification shows that t0 ∈ (0, πω ].(i) Case r = 0. The Newton’s law gives x˙+(t0) = 0. Recalling that the mechanical energy E is nonincreasing, we
find:
∀t  t0, 12 x˙
+(t)2 + k
2
x(t)2  1
2
x˙+(t0)2 + k2x(t0)
2 = 0,
and hence x(t) = 0 for every t  t0, or equivalently E = [t0,+∞).
(ii) Case r ∈ (0,1]. Let us prove that x˙+(t0) > 0. For every t ∈ (0, t0), we have x(t) > 0 and hence the
expression of x(t) is given by (4.14). By differentiating this equality and taking the limit when t → t−0 , we easily
find: x˙−(t0) = −Aωe− γ2 t0 . In view of (4.15), we have A > 0 and hence x˙−(t0) < 0. The restitution law applied at
t = t0 then gives x˙+(t0) = rAωe− γ2 t0 > 0. By the same arguments as above, it is immediate to check that the set
{t > t0, x(t) = 0} is not empty. Let us define t1 := inf{t > t0, x(t) = 0}. Since x˙+(t0) > 0, the continuous map x is
positive on some right neighbourhood of t0 and hence t1 > t0. We let the reader check that the expression of x(t) on
[t0, t1) is given by:
x(t) = x˙
+(t0)
ω
e−
γ
2 (t−t0) sin
(
ω(t − t0)
)
.
From the previous formula, it ensues that ω(t1 − t0) = π and hence t1 = t0 +π/ω. By differentiating the above formula
at t = t−1 , we find:
x˙−(t1) = −x˙+(t0)e−
πγ
2ω .
On the other hand, the Newton’s law applied at t = t1 yields,
x˙+(t1) = −rx˙−(t1) = re−
πγ
2ω x˙+(t0) > 0.
By iterating this process, we define the sequence (tn)n0 by:
∀n ∈N, tn+1 := inf
{
t > tn, x(t) = 0
}
.
By using the same arguments as above, it is immediate to check that
∀n ∈N, tn+1 = tn + π/ω and x˙+(tn+1) = re−
πγ
2ω x˙+(tn).
The assertions of (ii) are then immediate consequences. 
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there is at most one impact at 0 and after the trajectory stays in the interior of R+.
5. Existence of dissipative solutions. Case I: conservation of energy at shocks
In the paper [2], Attouch–Cabot–Redont have defined a notion of shock solution which is close to items (i)–(iv) of
the definition of dissipative solution. The reader is referred to [2, Definition 2.1] for further precisions. According to
the terminology of [2], the solution x of (S) is said to be an elastic shock solution if furthermore the following energy
equation is satisfied for almost every t ∈R+:
1
2
∣∣x˙(t)∣∣2 +Φ(x(t))= 1
2
|x˙0|2 +Φ(x0)− γ
t∫
0
∣∣x˙(s)∣∣2 ds. (5.1)
Attouch–Cabot–Redont have shown the existence of elastic shock solutions to (S), obtained as limits of the solutions of
a sequence of smooth problems, by using an epiconvergent approximation of Φ (see [2, Theorem 2.1]). We are going
to prove that every elastic shock solution of (S) in the sense of [2] is a dissipative solution such that |x˙+(t)| = |x˙−(t)|
for every t > 0.
Proposition 5.1. Let γ  0 and Φ :Rd → R ∪ {+∞} be a convex, lower semicontinuous function which is bounded
from below and such that int(domΦ) = ∅. Additionally assume that the function Φ|domΦ is continuous. Then, for
any initial data (x0, x˙0) ∈ domΦ × TdomΦ(x0), every elastic shock solution to (S) in the sense of [2, Definition 2.1]
satisfies items (i) to (v) of Definition 2.1. Moreover, we have |x˙+(t)| = |x˙−(t)| for every t > 0.
Proof. Items (i), (ii) are immediate consequences of the corresponding items (1.a)–(1.c) and (2.a) of
[2, Definition 2.1]. Let us prove that item (iii) is a consequence of (2.b). Our arguments are close to those of
[2, §2.3.6]. Let (t1, t2) ∈ R2+ such that t1 < t2 and x˙−(t2) = x˙(t2) = x˙+(t2) and x˙−(t1) = x˙(t1) = x˙+(t1) if t1 > 0,
with the convention x˙−(0) = x˙(0) = x˙0 if t1 = 0. Let y ∈ C0([t1, t2];Rd) and let (kn) be a sequence of functions in
C0c (R+;R+) such that kn(t) = 0 for every t ∈ R+ \ [t1, t2] and every n ∈N. Hence, by continuity of kn, we have
kn(t2) = 0 and kn(t1) = 0 if t1 > 0. From item (2.b) of [2, Definition 2.1] and the fact that supp(kn) ⊂ [t1, t2], we
obtain:
t2∫
t1
kn(t)
(
Φ
(
y(t)
)−Φ(x(t)))dt −〈x¨ + γ x˙, kn(y − x)〉M([t1,t2];Rd ),C0([t1,t2];Rd ). (5.2)
Now assume that the sequence (kn) converges pointwise toward 1 on (t1, t2) if t1 > 0 or on [t1, t2) if t1 = 0. Denoting
by μ the Stieltjes measure associated to −x˙ − γ x on [t1, t2], the sequence (kn) converges to 1 on [t1, t2] almost
everywhere with respect to μ. Indeed, we have μ({t2}) = −(x˙(t2) − x˙−(t2)) = 0 and in the same way μ({t1}) = 0 if
t1 > 0. From Lebesgue’s dominated convergence theorem, we infer that
lim
n→+∞
〈
μ,kn(y − x)
〉
M([t1,t2];Rd ),C0([t1,t2];Rd ) = 〈μ,y − x〉M([t1,t2];Rd ),C0([t1,t2];Rd ). (5.3)
Invoking again Lebesgue’s dominated convergence theorem, we have:
lim
n→+∞
t2∫
t1
kn(t)
(
Φ
(
y(t)
)−Φ(x(t)))dt = t2∫
t1
(
Φ
(
y(t)
)−Φ(x(t)))dt. (5.4)
Finally, in view of (5.2)–(5.4) we conclude that
t2∫
t1
(
Φ
(
y(t)
)−Φ(x(t)))dt  〈μ,y − x〉M([t1,t2];Rd ),C0([t1,t2];Rd ),
which is exactly item (iii) of Definition 2.1.
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that limt→0+ x(t) = x(0) = x0. From (3.b), we have x˙+(0) − x˙0 ∈ −NdomΦ(x0), i.e. (x˙+(0) − x˙0,w)  0 for every
w ∈ TdomΦ(x0). Let us choose successively w = x˙0 and w = x˙+(0) to obtain:
|x˙0|2 
(
x˙+(0), x˙0
)

∣∣x˙+(0)∣∣2. (5.5)
On the other hand, we have:
1
2
∣∣x˙+(0)∣∣2 +Φ(x0) = 12 |x˙0|2 +Φ(x0). (5.6)
Indeed, choose a sequence tn → 0 such that the energy equality (5.1) holds and take the limit when n → +∞.
From (5.5) and (5.6), we deduce that |x˙+(0)|2 = |x˙0|2 = (x˙+(0), x˙0) and hence x˙+(0) = x˙0.
Let us finally prove (v) by using the energy equality (5.1). Let t > 0 and let (t1n) and (t2n) be two sequences such
that t1n ↓ t , t2n ↑ t , and
∀n 0, ∀i ∈ {1,2}, 1
2
∣∣x˙(tin)∣∣2 +Φ ◦ x(tin) = 12 |x˙0|2 +Φ(x0)− γ
tin∫
0
∣∣x˙(s)∣∣2 ds.
Taking the limit when n → +∞, we infer that
1
2
∣∣x˙+(t)∣∣2 +Φ ◦ x+(t) = 1
2
∣∣x˙−(t)∣∣2 +Φ ◦ x−(t). (5.7)
Since the functions x :R+ → domΦ and Φ|domΦ are continuous, we deduce that the function Φ ◦ x is also
continuous. In view of (5.7) we conclude that |x˙+(t)|2 = |x˙−(t)|2. 
6. Existence of dissipative solutions. Case II: loss of energy at shocks
We consider a convex, closed subset K ⊂Rd with a nonempty interior, such that
K = {ξ ∈Rd ; ϕα(ξ) 0, 1 α  ν}, ν  1,
where ϕα ∈ C1(Rd) such that, for all α ∈ {1, . . . , ν}, ∇ϕα does not vanish in a neighbourhood of {ξ ∈Rd; ϕα(ξ) = 0}.
For all ξ ∈Rd we define the set of active constraints at ξ by:
J (ξ) = {α ∈ {1, . . . , ν}; ϕα(ξ) 0}.
As usually we assume that, for all ξ ∈ K , (∇ϕα(ξ))α∈J (ξ) is linearly independent. We extend the definition of the
tangent and normal cones to K by:
TK(ξ) =
{
w ∈Rd ; (∇ϕα(ξ),w) 0, ∀α ∈ J (ξ)},
NK(ξ) =
{
w ∈Rd; w =
∑
α∈J (ξ)
λα∇ϕα(ξ), λα  0
}
,
for all ξ ∈ Rd . Let f be a convex smooth function (at least C1) from Rd to R, bounded from below on K . Assuming
that Φ := f + δK , the differential inclusion (S) can be rewritten as
x¨ + γ x˙ + ∇f (x) ∈ −NK(x) (6.1)
with γ  0. Let (x0, x˙0) ∈ K×TK(x0) be admissible initial data. We are interested in existence of dissipative solutions
for the Cauchy problem associated with (6.1) and the initial data (x0, x˙0).
We propose the following time-stepping scheme: let h > 0, we define the first approximate positions U0 and U1
by
U0 = x0, U1 = Proj
(
K,x0 + hx˙0 + hz(h)
)
, with lim
h→0 z(h) = 0,
and, for all n 1
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with
Fn = −γ U
n+1 −Un−1
2h
− ∇f (Un+1).
Then we define approximate solutions of the Cauchy problem associated to (6.1) and the initial data (x0, x˙0) as
follows:
uh(t) = Un + (t − nh)U
n+1 −Un
h
if t ∈ [nh, (n+ 1)h),
for all n 0, for all h > 0. We will prove the following result:
Theorem 6.1. The sequence (uh)h>0 admits a subsequence (uhi )hi>0 which converges in the following sense:
(a) uhi → x strongly in C0([0, T ];Rd), for all T > 0,
(b) u˙hi → x˙ weakly∗ in L∞(0, T ;Rd) and a.e. in [0, T ], for all T > 0,
(c) u¨hi → x¨ weakly∗ in M([0,+∞);Rd),
and the limit x is a dissipative solution of (6.1).
Remark 6.2. The scheme proposed here is directly inspired by the one proposed in [21]. Let us recall that in [21]
we consider the differential inclusion,
x¨ +NK(x)  f˜ (t, x, x˙),
where f˜ is continuous from [0, T ]×Rd ×Rd to Rd and is Lipschitz continuous with respect to its last two arguments.
If we define f˜ (t, x, v) = −γ v − ∇f (x) for all (x, v) ∈ Rd × Rd , we can rewrite (6.1) in the previous form but we
should observe that f˜ is not necessarily Lipschitz continuous with respect to x and v and that we have to deal now
with a nonbounded time interval.
The proof is organized as follows. First we begin with a priori estimates of the discrete velocities in L∞(R+;Rd)
and BV loc(R+;Rd). Then, combining Helly’s theorem with a diagonal extraction argument, we infer that the an-
nounced convergences hold. Moreover we show that the limit x takes its values in K , which completes the proof
of properties (i) and (ii) of Definition 2.1. In the third part, we establish that x satisfies the last three properties of
Definition 2.1. Finally we study the transmission of the velocities at impacts: we prove that the limit x satisfies the
Newton’s law with a restitution coefficient r = 0, i.e.,
x˙+(t) = Proj(TK(x(t)), x˙−(t)),
whenever the following condition holds:(∇ϕα(x(t)),∇ϕβ(x(t))) 0 ∀(α,β) ∈ J (x(t))2, α = β. (6.2)
It should be noticed that continuity with respect to data does not hold in general when ν  2 and the geometrical
condition (6.2) has to be satisfied in order to prevent such difficulties (see [22]).
Remark 6.3. When ν = 1 (i.e. in the single-constraint case), the previous time-stepping scheme can be modified
in order to deal with a Newton’s law with a restitution coefficient r ∈ (0,1). If ∇f is locally Lipschitz continuous,
a global convergence result on [0,+∞) may be obtained by combining local convergence with the global energy
estimate given at Proposition 2.3 for the limit motion (see [19] or [26] for instance). When ν  2 (i.e. in the multi-
constraint case), the theoretical study performed by Ballard in [4] allows also to deal with a restitution coefficient
r ∈ (0,1): when all the data are analytical, the existence theorem proved by Ballard combined with our global energy
estimate yields once again a global existence result on [0,+∞). Nevertheless none of these outlines can be applied
here since we assume weaker regularity for the data.
A. Cabot, L. Paoli / J. Math. Pures Appl. 87 (2007) 291–323 3136.1. A priori estimates
Let us define the discrete velocities by:
V n = U
n+1 −Un
h
∀n 0, ∀h > 0.
First we begin with an a priori estimate of the discrete velocities in L∞(R+;Rd).
Proposition 6.4. There exist C > 0 and h∗ > 0 such that
|V n| C ∀n 0, ∀h ∈ (0, h∗].
Proof. Let h > 0 and n 1. By definition of the scheme, we have:
Un+1 = Proj(K,2Un −Un−1 + h2Fn),
with
Fn = −γ V
n + V n−1
2
− ∇f (Un+1).
The characterization of the projection on the convex set K implies that Un+1 ∈ K and(
2Un −Un−1 + h2Fn −Un+1, z −Un+1) 0 ∀z ∈ K.
Since U0 and U1 belong to K by construction, we infer that Uk ∈ K for all k  0, and(
V n−1 − V n + hFn, z −Un+1) 0 ∀z ∈ K.
With z = Un−1 we get: (
V n − V n−1 − hFn,V n + V n−1) 0,
and, using the convexity of f∣∣V n∣∣2 − ∣∣V n−1∣∣2 + γ h
2
∣∣V n + V n−1∣∣2 −h(∇f (Un+1),V n + V n−1)
 f
(
Un−1
)− f (Un+1).
It follows that ∣∣V n∣∣2  ∣∣V 0∣∣2 + f (U0)+ f (U1)− f (Un)− f (Un+1).
Furthermore, using the definition of U0 and U1 we get:∣∣V 0∣∣= ∣∣∣∣U1 −U0h
∣∣∣∣= 1h ∣∣Proj(K,x0 + hx˙0 + hz(h))− x0∣∣ |x˙0| + ∣∣z(h)∣∣
and, since limh→0 z(h) = 0, we infer that there exists h∗ > 0 such that∣∣V 0∣∣ |x˙0| + 1 ∀h ∈ (0, h∗].
Moreover, since f is continuous on Rd and bounded from below on K , we obtain:∣∣V n∣∣2 C2 = (|x˙0| + 1)2 + 2( sup
x∈B
f (x)− inf
x∈K f (x)
)
∀n 1, ∀h ∈ (0, h∗],
with B = B(x0, h∗(|x˙0| + 1)). 
Let us estimate now the discrete accelerations.
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TV
(
u˙h, [0, T ]
)= N∑
n=1
∣∣V n − V n−1∣∣ C′ ∀h ∈ (0, h′∗],
where N = T/h (the integer part of T/h) if T/h /∈N, N = T/h − 1 otherwise.
Proof. We just have to reproduce the proof of Proposition 2.4 in [21]. It should be noted that we can choose h′∗
independent of T if K is a bounded subset of Rd , otherwise C′ and h′∗ depend both on T . 
6.2. Passage to the limit
Let us consider now the sequence of time step (hk)k∈N∗ defined by hk = 1/2k and let k1 ∈N∗ be such that hk1  h∗.
For the sake of simplicity we will denote the approximate solutions uhk (with k  k1) simply by uk . From Proposi-
tion 6.4 we know that the sequence (uk)kk1 is C-Lipschitz continuous on R+. Moreover
Proposition 6.6. There exists a subsequence (uφ(k))kk1 such that the convergences (a)–(c) of Theorem 6.1 hold.
Proof. Let T ∈ R∗+ \ Q. First we observe that the sequence (u˙k)kk1 is bounded in BV([0, T ];Rd). Indeed, let
h′∗ ∈ (0, h∗] and C′ > 0 be given as in Proposition 6.5. We define k′1  k1 such that 1/2k
′
1  h′∗, and
C′T = max
k1kk′1
(
C′,TV
(
u˙k, [0, T ]
))
.
Then Proposition 6.5 implies that
sup
kk1
TV
(
u˙k, [0, T ]
)
 C′T .
Using Helly’s theorem, we infer that there exist vT ∈ BV([0, T ];Rd) and a subsequence (uφT (k))kk1 (depending
on T ) such that
u˙+
φT (k)
(t) → vT (t) ∀t ∈ [0, T ],
〈ψ, u¨φT (k)〉 → 〈ψ,dvT 〉C0([0,T ];Rd ),M([0,T ];Rd ) ∀ψ ∈ C0
([0, T ];Rd).
Then, considering T = jπ , j ∈ N∗, and using a diagonal extraction argument, we obtain that there exist
v ∈ BV loc(R+;Rd) and a subsequence (uφ(k))kk1 (independent on T ) such that
u˙+φ(k)(t) → v(t) ∀t ∈R+,
〈ψ, u¨φ(k)〉 → 〈ψ,dv〉C0c (R+;Rd ),M(R+;Rd ) ∀ψ ∈ C0c
(
R+;Rd
)
.
Furthermore, recalling that ∣∣u˙+k (t)∣∣= ∣∣u˙k(t)∣∣ C ∀k  k1, ∀t ∈R+ \Q,
we get also, ∣∣v(t)∣∣ C ∀t ∈R+ \Q,
and Lebesgue’s theorem implies that, for all T > 0,
u˙φ(k) → v weakly∗ in L∞
([0, T ];Rd) and
strongly in Lp
([0, T ];Rd), for all p  1.
Finally, we define:
x(t) = x0 +
t∫
v(s)ds ∀t ∈R+. (6.3)0
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continuous on R+, x˙ ∈ BV loc(R+;Rd) and dx˙ = dv in M(R+;Rd) if we choose x˙(0) = x˙−(0) = v(0). Moreover,
observing that for all t ∈R+ and for all k  k1,
uφ(k)(t) = x0 +
n∑
p=1
hV p + (t − nh)V n = x0 +
t∫
0
u˙φ(k)(s)ds,
with h = 1/2φ(k) and n = t/h, we get:
x(t)− uφ(k)(t) =
t∫
0
(
v(s)− u˙φ(k)(s)
)
ds ∀t ∈R+, ∀k  k1,
which yields the strong convergence of (uφ(k))kk1 to x in C0([0, T ];Rd) for all T > 0. 
Now we can prove that the limit function x takes its values in K .
Lemma 6.7. For all t ∈R+, we have x(t) ∈ K .
Proof. Let t  0 and let us use the same notations as in the previous proof. We have:
uφ(k)(t) = Un + (t − nh)U
n+1 −Un
h
, h = 1
2φ(k)
, n =
⌊
t
h
⌋
,
and Un,Un+1 ∈ K . From the convexity of K , we deduce that uφ(k)(t) ∈ K . Thus, if T > t we get:
dist
(
x(t),K
)

∣∣x(t)− uφ(k)(t)∣∣ ‖x − uφ(k)‖C0([0,T ];Rd ),
which enables us to conclude. 
6.3. Dissipativity properties
Let us prove now that the limit x satisfies property (2b) of Definition 2.1 in [2].
Proposition 6.8. Let y ∈ C0(R+;Rd) such that y(t) ∈ K for all t ∈R+. Let ψ ∈ C0c (R+;R+). Then we have:∫
R+
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt −〈dv + γ x˙,ψ(y − x)〉M(R+;Rd ),C0c (R+;Rd ).
Proof. Let y ∈ C0(R+;Rd) such that y(t) ∈ K for all t ∈ R+. Let ψ ∈ C0c (R+;R+) and let T ∈ R∗+ \ Q such that
Supp(ψ) ⊂ [0, T ). Then〈
dv + γ x˙,ψ(y − x)〉M(R+;Rd ),C0c (R+;Rd ) = 〈dv,ψ(y − x)〉M(R+;Rd ),C0c (R+;Rd )
+ γ
T∫
0
(
v(s),ψ(s)
(
y(s)− x(s)))ds.
Using the results of Proposition 6.6, we have:
〈
dv,ψ(y − x)〉M(R+;Rd ),C0c (R+;Rd ) = limk→+∞
N∑
n=1
(
V n − V n−1,ψ(nh)(y(nh)− x(nh)))
where h = 1/2φ(k) and N = T/h. Observing that
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∣∣Un −Un+1∣∣= h∣∣V n∣∣ Ch,
we have also, ∣∣∣∣∣
N∑
n=1
(
V n − V n−1,ψ(nh)(x(nh)−Un+1))∣∣∣∣∣

(
N∑
n=1
∣∣V n − V n−1∣∣)‖ψ‖C0([0,T ];R+)(‖x − uφ(k)‖C0([0,T ];Rd ) +Ch).
Thus
〈
dv,ψ(y − x)〉M(R+;Rd ),C0c (R+;Rd ) = limk→+∞
N∑
n=1
(
V n − V n−1,ψ(nh)(y(nh)−Un+1)).
Now let us prove the following lemma:
Lemma 6.9.
T∫
0
(
v(s),ψ(s)
(
y(s)− x(s)))ds = lim
k→+∞
N∑
n=1
h
(
V n + V n−1
2
,ψ(nh)
(
y(nh)−Un+1)).
Proof. Since (u˙φ(k))kk1 converges strongly to v in L1([0, T ];Rd), we have:
T∫
0
(
v(s),ψ(s)
(
y(s)− x(s)))ds = lim
k→+∞
T∫
0
(
u˙φ(k)(s),ψ(s)
(
y(s)− x(s)))ds. (6.4)
First we rewrite the integral term of the right member as follows:
T∫
0
(
u˙φ(k)(s),ψ(s)
(
y(s)− x(s)))ds
=
N∑
n=1
nh∫
(n−1)h
(
V n−1,ψ(s)
(
y(s)− x(s)))ds + T∫
Nh
(
V N,ψ(s)
(
y(s)− x(s)))ds
=
N∑
n=1
nh∫
(n−1)h
(
V n−1,ψ(s)
(
y(s)− x(s))−ψ(nh)(y(nh)−Un))ds
+
N∑
n=1
nh∫
(n−1)h
(
V n−1,ψ(nh)
(
y(nh)−Un))ds + T∫
Nh
(
V N,ψ(s)
(
y(s)− x(s)))ds. (6.5)
The last term of (6.5) can be estimated by:∣∣∣∣∣
T∫
Nh
(
V N,ψ(s)
(
y(s)− x(s)))ds∣∣∣∣∣ (T −Nh)∣∣V N ∣∣ maxs∈[Nh,T ]∣∣ψ(s)(y(s)− x(s))∣∣
 Ch‖ψ‖C0([0,T ];R+)‖y − x‖C0([0,T ];Rd ).
Moreover, for all n ∈ {1, . . . ,N} and for all s ∈ [(n− 1)h,nh], we have:
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
∣∣ψ(s)(y(s)− x(s))−ψ(nh)(y(nh)− x(nh))∣∣+ ∣∣ψ(nh)(x(nh)− uφ(k)(nh))∣∣
 ωψ(y−x)(h)+ ‖ψ‖C0([0,T ];R+)‖x − uφ(k)‖C0([0,T ];Rd ),
where ωψ(y−x) denotes the continuity modulus of the function ψ(y − x) on [0, T ]. Then we can estimate the first
term of the right-hand side of (6.5) by:∣∣∣∣∣
N∑
n=1
nh∫
(n−1)h
(
V n−1,ψ(s)
(
y(s)− x(s))−ψ(nh)(y(nh)−Un))ds∣∣∣∣∣
CT
(
ωψ(y−x)(h)+ ‖ψ‖C0([0,T ];R+)‖x − uφ(k)‖C0([0,T ];Rd
)
.
Recalling that (uφ(k))kk1 converges uniformly to x on every compact subset of R+, we get in view of (6.4):
T∫
0
(
v(s),ψ(s)
(
y(s)− x(s)))ds = lim
k→+∞
N∑
n=1
h
(
V n−1,ψ(nh)
(
y(nh)−Un)).
Hence, there remains only to prove that
lim
k→+∞
(
N∑
n=1
h
(
V n + V n−1
2
,ψ(nh)
(
y(nh)−Un+1))− N∑
n=1
h
(
V n−1,ψ(nh)
(
y(nh)−Un)))= 0.
But
N∑
n=1
h
(
V n + V n−1
2
,ψ(nh)
(
y(nh)−Un+1))− N∑
n=1
h
(
V n−1,ψ(nh)
(
y(nh)−Un))
=
N∑
n=1
h
(
V n − V n−1
2
,ψ(nh)
(
y(nh)−Un+1))+ N∑
n=1
h
(
V n−1,ψ(nh)
(
Un+1 −Un)).
The second term of the right-hand side can be estimated by:∣∣∣∣∣
N∑
n=1
h
(
V n−1,ψ(nh)
(
Un+1 −Un))∣∣∣∣∣
N∑
n=1
h2
∣∣V n−1∣∣∣∣V n∣∣∣∣ψ(nh)∣∣ C2T h‖ψ‖C0([0,T ];R+).
In order to estimate the first term, we may observe that
∣∣Un+1 − x0∣∣= ∣∣Un+1 −U0∣∣ n∑
p=0
h
∣∣V p∣∣C(T + h)
and h = 1/2φ(k) ∈ (0,1]. Hence∣∣∣∣∣
N∑
n=1
h
(
V n − V n−1
2
,ψ(nh)
(
y(nh)−Un+1))∣∣∣∣∣
 h
2
(
N∑
n=1
∣∣V n − V n−1∣∣)‖ψ‖C0([0,T ];R+)(‖y‖C0([0,T );Rd ) +M),
with M = |x0| +C(T + 1). Finally, using the results of Proposition 6.6, we obtain:∣∣∣∣∣
N∑
n=1
h
(
V n − V n−1
2
,ψ(nh)
(
y(nh)−Un+1))∣∣∣∣∣ h2C′T ‖ψ‖C0([0,T ];R+)(‖y‖C0([0,T );Rd ) +M),
which enables us to conclude. 
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lim
k→+∞
N∑
n=1
(
V n−1 − V n − γ hV
n + V n−1
2
,ψ(nh)
(
y(nh)−Un+1)) T∫
0
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt.
From the definition of the scheme, we know that(
V n−1 − V n + hFn, z −Un+1) 0 ∀z ∈ K, ∀n 1,
with
Fn = −γ V
n + V n−1
2
− ∇f (Un+1).
Thus, recalling that y(t) ∈ K for all t ∈R+, we infer that(
V n−1 − V n − γ hV
n + V n−1
2
, y(nh)−Un+1
)
 h
(∇f (Un+1), y(nh)−Un+1).
Moreover, ψ(nh) 0 for all n 1 and f is convex, thus
N∑
n=1
(
V n−1 − V n − γ hV
n + V n−1
2
,ψ(nh)
(
y(nh)−Un+1)) N∑
n=1
hψ(nh)
(
f
(
y(nh)
)− f (Un+1)).
But
lim
k→+∞
N∑
n=1
hψ(nh)
(
f
(
y(nh)
)− f (Un+1))= T∫
0
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt.
Indeed,
T∫
0
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt − N∑
n=1
hψ(nh)
(
f
(
y(nh)
)− f (Un+1))
=
N∑
n=1
nh∫
(n−1)h
(
ψ(t)f
(
y(t)
)−ψ(nh)f (y(nh)))dt
+
N∑
n=1
nh∫
(n−1)h
(
ψ(t)−ψ(nh))f (x(t))dt + N∑
n=1
nh∫
(n−1)h
ψ(nh)
(
f
(
x(t)
)− f (Un+1))dt
+
T∫
Nh
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt.
Arguing as in the previous lemma, we can estimate the first term of the right-hand side by T ωψ ·f ◦y(h), where
ωψ ·f ◦y is the continuity modulus of ψ · f ◦ y on [0, T ]. The second term of the right-hand side can be estimated
by T ‖f ◦ x‖C0([0,T ];R)ωψ(h), where ωψ is the continuity modulus of ψ on [0, T ] and the last term can be estimated
by h‖ψ‖C0([0,T ];R+)‖f ◦ y − f ◦ x‖C0([0,T ];R).
For the third term, we recall that Un+1 belongs to B(x0,C(T +1)) for all n ∈ {1, . . . ,N}, and since x is C-Lipschitz
continuous, we have also x(t) ∈ B(x0,C(T + 1)) for all t ∈ [0, T ]. Moreover f ∈ C1(Rd), thus f is Lipschitz contin-
uous on B(x0,C(T + 1)). Let us denote by Lf the Lipschitz constant of f on B(x0,C(T + 1)), we get:∣∣∣∣∣
N∑
n=1
nh∫
ψ(nh)
(
f
(
x(t)
)− f (Un+1))dt∣∣∣∣∣
N∑
n=1
nh∫
Lf
∣∣ψ(nh)∣∣∣∣x(t)−Un+1∣∣dt,
(n−1)h (n−1)h
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 ‖x − uφ(k)‖C0([0,T ];Rd ) + 3Ch.
Thus ∣∣∣∣∣
N∑
n=1
nh∫
(n−1)h
ψ(nh)
(
f
(
x(t)
)− f (Un+1))dt∣∣∣∣∣ Lf T ‖ψ‖C0([0,T ];R+)(‖x − uφ(k)‖C0([0,T ];Rd ) + 3Ch).
Finally we get:
lim
k→+∞
N∑
n=1
hψ(nh)
(
f
(
y(nh)
)− f (Un+1))= T∫
0
ψ(t)
(
f
(
y(t)
)− f (x(t)))dt
which enables us to conclude. 
Then we observe that
Lemma 6.10. We have v(0) = x˙0.
Proof. By definition of U1 we have,(
U0 + hx˙0 + hz(h)−U1, z −U1
)
 0 ∀z ∈ K, (6.6)
i.e. (
x˙0 + z(h)− V 0, z − x0
)
 h
(
x˙0 + z(h)− V 0,V 0
) ∀z ∈ K.
Since v(0) = limk→+∞ u˙+φ(k)(0) = limk→+∞ V 0, we can pass to the limit as k tends to +∞ and we obtain:(
x˙0 − v(0), z − x0
)
 0 ∀z ∈ K.
It follows that (
x˙0 − v(0),w
)
 0 ∀w ∈ TK(x0). (6.7)
Moreover V 0 = U1−U0
h
= U1−x0
h
and U1 ∈ K , so V 0 ∈ TK(x0) and v(0) = limk→+∞ V 0 ∈ TK(x0) = TK(x0).
By choosing successively w = x˙0 and w = v(0) in (6.7) we get:
|x˙0|2 
(
x˙0, v(0)
)

∣∣v(0)∣∣2.
But, with z = x0 in (6.6), we have also, (
V 0 − x˙0 − z(h),V 0
)
 0
and passing to the limit as k tends to +∞, we infer that∣∣v(0)∣∣2  (x˙0, v(0)) |x˙0|∣∣v(0)∣∣.
Finally, we have:
|x˙0|2 =
(
x˙0, v(0)
)= ∣∣v(0)∣∣2,
which yields v(0) = x˙0. 
Now starting from the results of Proposition 6.8 and using the same arguments as in Proposition 5.1, we may
conclude that the limit x satisfies property (iii) of Definition 2.1.
Let us establish that the limit x satisfies the initial data in the sense of property (iv) of Definition 2.1. More precisely,
let us prove that
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Proof. The first part of the result is a direct consequence of the definition of x (see (6.3)). Let us establish now that∣∣x˙+(0)∣∣ |x˙0|.
Let T > 0 and h = 1/2φ(k) with k  k1. From the definition of the scheme, we know that(
V n−1 − V n + hFn, z −Un+1) 0 ∀z ∈ K, ∀n 1,
thus, with z = Un, we get: ∣∣V n∣∣ ∣∣V n−1∣∣+ h∣∣Fn∣∣ ∀n 1.
It follows that ∣∣V n∣∣ ∣∣V 0∣∣+ h n∑
p=1
∣∣Fp∣∣ |x˙0| + ∣∣z(h)∣∣+ h n∑
p=1
∣∣Fp∣∣ ∀n 1.
Moreover, we know that
Up+1 ∈ B(x0,C(T + 1)) ∀p ∈ {0, . . . , T/h},
thus ∣∣Fp∣∣= ∣∣∣∣γ V p + V p−12 + ∇f (Up+1)
∣∣∣∣M1,
with
M1 = γC + sup
x∈B(x0,C(T+1))
∣∣∇f (x)∣∣.
Finally, recalling that, for all t ∈ [0, T ] \Q, we have,
u˙φ(k)(t) = V n with n = t/h,
we obtain: ∣∣u˙φ(k)(t)∣∣= ∣∣V n∣∣ |x˙0| + ∣∣z(h)∣∣+ tM1 ∀t ∈ [0, T ] \Q, ∀k  k1.
We can pass to the limit successively when k tends to +∞ then when t tends to 0 and we get:∣∣v+(0)∣∣= ∣∣x˙+(0)∣∣ |x˙0|.
Let us consider now T ∈ R∗+ such that x˙−(T ) = x˙(T ) = x˙+(T ). We recall that the restriction of the measure
μ = −dv − γ x˙ to [0, T ] belongs to the subdifferential of the functional JΦ :
JΦ :
{
C0([0, T ];Rd) →R∪ {+∞},
y → ∫ T0 Φ(y(t))dt,
where Φ is the convex function δK + f . With the results of [27] (Corollary 5.A) we infer that
μ
({0}) ∈ NdomΦ(x(0))= NK(x0).
But,
μ
({0})= −dv({0})= v(0)− v+(0) = x˙0 − x˙+(0).
Hence we get x˙0 − x˙+(0) ∈ NK(x0) which implies:(
x˙0 − x˙+(0),w
)
 0 ∀w ∈ TK(x0).
By choosing successively w = x˙+(0) and w = x˙0, we obtain:
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(
x˙+(0), x˙0
)

∣∣x˙+(0)∣∣2
which allows us to conclude. 
There remains now to prove that the limit x satisfies property (v) of Definition 2.1. More precisely, let us prove that
Lemma 6.12. For every t ∈R∗+, we have |x˙+(t)| |x˙−(t)|.
Proof. Let (t1, t2) ∈R∗+ \Q such that t1 < t2 and let T > t2. First we will prove that∣∣v(t2)∣∣ ∣∣v(t1)∣∣+ (t2 − t1)M1,
where M1 is the constant defined at the previous lemma. Let h = 1/2φ(k) (k  k1), be such that h ∈ (0, t2 − t1). We
have:
u˙φ(k)(ti) = V ni , with ni =
⌊
ti
h
⌋
, i = 1,2,
and ∣∣V n2 ∣∣ ∣∣V n1 ∣∣+ h n2∑
p=n1+1
∣∣Fp∣∣ ∣∣V n1 ∣∣+ (t2 − t1 + h)M1.
Thus, we get: ∣∣u˙φ(k)(t2)∣∣ ∣∣u˙φ(k)(t1)∣∣+ (t2 − t1 + h)M1.
We can pass to the limit when k tends to +∞ and we obtain:∣∣v(t2)∣∣ ∣∣v(t1)∣∣+ (t2 − t1)M1.
Let us consider now t ∈R∗+ and let T > t . There exist two sequences (t1n)n0 and (t2n)n0 which converge to t and
such that t1n /∈Q, t2n /∈Q and 0 < t1n < t < t2n < T for all n 0. With the previous inequality we get:∣∣v(t2n)∣∣ ∣∣v(t1n)∣∣+ (t2n − t1n)M1 ∀n 0.
Finally we pass to the limit when n tends to +∞ and we obtain:∣∣x˙+(t)∣∣= ∣∣v+(t)∣∣ ∣∣x˙−(t)∣∣= ∣∣v−(t)∣∣. 
6.4. Impact law
In this section we prove that the solution x obtained as the limit of the approximate solutions uφ(k) satisfies the
following Newton’s impact law,
x˙+(t) = Proj(TK(x(t)), x˙−(t)) ∀t > 0, (6.8)
whenever (∇ϕα(x(t)),∇ϕβ(x(t))) 0 ∀(α,β) ∈ J (x(t))2, α = β. (6.9)
It should be observed that the impact law (6.8) corresponds to inelastic shocks, cf. [15]. Indeed, if we decompose the
velocity in normal and tangential components, relation (6.8) means that the normal component of the velocity vanishes
at impact, while the tangential component is conserved. It follows that the solution is “really” dissipative since the
kinetic energy decreases strictly whenever an impact occurs with Proj(NK(x(t)), x˙−(t)) = x˙−N(t) = 0.
The condition (6.9) is directly related to the geometry of the active constraints at impact: it means that the active
constraints create acute or right angles. This condition is quite natural here since it is a necessary and sufficient
condition to ensure continuity on data for the Cauchy problem (see [22]).
Let us prove now that (6.8) holds whenever the condition (6.9) is satisfied. Let T > 0 and define f˜ : [0, T ] ×Rd ×
Rd →Rd by:
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Then we define F˜ : [0, T ] ×Rd ×Rd ×Rd × [0,1] →Rd by:
F˜ (t, x, x′, v,h) = −γ v − ∇f (x′ + 2hv) ∀(t, x, x′, v,h) ∈ [0, T ] ×Rd ×Rd ×Rd × [0,1].
Then, for all h ∈ (0,1] and for all n ∈ {1, . . . , T/h}, we have:
Un+1 = Proj(K,2Un −Un−1 + h2Fn),
with
Fn = F˜
(
nh,Un,Un−1, U
n+1 −Un−1
2h
,h
)
.
Observing that F˜ is consistent with respect to f˜ , i.e.,
F˜ (t, x, x, v,0) = f˜ (t, x, v) ∀(t, x, v) ∈ [0, T ] ×Rd ×Rd ,
the scheme proposed here corresponds to the time-discretization proposed in [21] for the measure differential inclusion
x¨ − f˜ (t, x, x˙) ∈ −NK(x).
Hence we can obtain (6.8) by the same proof as in [21] (Proposition 2.9).
Remark 6.13. Let us outline that we cannot prove the convergence of the approximate solutions (uh)h>0 by applying
directly the results of [21] since we deal here with the unbounded time interval [0,+∞) and that the functions f˜
and F˜ are not necessarily Lipschitz continuous with respect to the positions.
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