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On the numbers of 1-factors and 1-factorizations of
hypergraphs
A. A. Taranenko
Abstract
A 1-factor of a hypergraph G = (X,W ) is a set of hyperedges such that every vertex of
G is incident to exactly one hyperedge from the set. A 1-factorization is a partition of all
hyperedges of G into disjoint 1-factors. The adjacency matrix of a d-uniform hypergraph G
is the d-dimensional (0,1)-matrix of order |X| such that an element aα1,...,αd of A equals 1 if
and only if {α1, . . . , αd} is a hyperedge of G. Here we estimate the number of 1-factors of
uniform hypergraphs and the number of 1-factorizations of complete uniform hypergraphs by
means of permanents of their adjacency matrices.
1 Introduction
Let G = (V,E) be a graph on n vertices. The adjacency matrix M(G) of G is the (0,1)-matrix
of order n such that the entry mi,j equals one if and only if the vertices i and j are adjacent. A
1-factor (perfect matching) of the graph G is a 1-regular subgraph that has the same vertex set
as G. A 1-factorization of G is a partition of the edges of the graph into disjoint 1-factors.
It is well known that the number of 1-factors of a bipartite graph with equal parts coincides
with the permanent of its biadjacency matrix (rows of this matrix correspond to the first part,
and the columns, to the second). At the same time, this number is equal to the square root
of the permanent of the adjacency matrix. In [1], Alon and Friedland proved that the number
of 1-factors of any graph is not greater than the square root of the permanent of the adjacency
matrix. Also, this result was stated in [8].
Permanents can be used for the estimation of the number of 1-factorizations Φ(n) of the
complete graph Kn [10]:
(
(1 + o(1))
n
4e2
)n2
2 ≤ Φ(n) ≤
(
(1 + o(1))
n
e2
)n2
2
.
The lower bound was obtained by Cameron in [4]. This proof requires the van der Waerden
conjecture which was proved by Egorychev in [6] and Falikman in [7]. The upper bound follows
from Bregman’s theorem for the permanent of (0,1)-matrices [3] and from the result of Alon and
Friedland [1].
Of course, there exist several bounds on the number of 1-factorizations of other graphs. For
example, for d-regular bipartite graphs we have the following result proved by Schrijver in [14]:
Theorem 1. Let G be a d-regular bipartite graph on 2n vertices. Then the number of 1-
factorizations of G is not less than
(
d!2
dd
)n
.
The main aim of this paper is to estimate the number of 1-factors and 1-factorizations of
uniform hypergraphs by means of permanents of multidimensional matrices. For this purpose we
need the following definitions.
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Let n, d ∈ N, and let Idn = {(α1, . . . , αd) : αi ∈ {1, . . . , n}}. A d-dimensional matrix A of
order n is an array (aα)α∈Idn, aα ∈ R.
Let k ∈ {0, . . . , d}. A k-dimensional plane in A is the submatrix of A obtained by fixing
d − k indices and letting the other k indices vary from 1 to n. The direction of a plane is the
(0,1)-vector describing which indices are fixed in the plane. A (d− 1)-dimensional plane is said
to be a hyperplane, and let us enumerate all hyperplanes of one direction by numbers 1, . . . , n.
For a d-dimensional matrix A of order n, denote by D(A) the set of its diagonals
D(A) =
{
(α1, . . . , αn)|αi ∈ Idn, ∀i 6= j ρ(αi, αj) = d
}
,
where ρ is the Hamming distance (the number of positions at which the corresponding entries
are different) and where a diagonal (α1, . . . , αn) should be considered as an unordered set. Then
the permanent of a matrix A is
perA =
∑
p∈D
∏
α∈p
aα.
In other words, the permanent of a d-dimensional matrix A of order n is
perA =
∑
σ1,...,σd−1∈Sn
n∏
i=1
ai,σ1(i),...,σd−1(i),
where σ1, . . . , σd−1 are permutations from the symmetric group Sn.
Permanents are often useful in the estimation of the number of some combinatorial structures.
For instance, Theorem 1 is a simple corollary from the following result of [14]:
Theorem 2. Let A be a matrix of order n with nonnegative integer entries whose row and column
sums are equal to k. Then
perA ≥
(
(k − 1)k−1
kk−2
)n
.
A strengthening of this result for non-negative real matrices where each row contains not
more than k non-zero entries is obtained in [9]. For additional information about permanents of
2-dimensional matrices we refer the reader to the classic book [12].
There are very few bounds on the permanent of multidimensional matrices. The simplest one
can be proved by induction on the order of matrices:
Proposition 1. Let A be a d-dimensional (0,1)-matrix of order n. Suppose that for i ∈ {1, . . . , n}
the number of ones in the ith hyperplane of some direction of the matrix A is not greater than
ri. Then
perA ≤
n∏
i=1
ri.
The first nontrivial upper bound on the permanent of 3-dimensional (0,1)-matrices was proved
by Dow and Gibson [5]:
Theorem 3. Let A be a 3-dimensional (0,1)-matrix of order n. Suppose that for i ∈ {1, . . . , n}
the number of ones in the ith hyperplane of some direction of the matrix A is not greater than
ri. Then
perA ≤
n∏
i=1
ri!
1/ri .
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Several attempts to obtain exact bounds on multidimensional permanents were made in [15].
Next recall some definitions on hypergraphs.
The pair G = (X,W ) is called a d-uniform hypergraph on n vertices with vertex set X and
hyperedge set W if |X| = n and each hyperedge w ∈ W is a set of d vertices. A hypergraph G
is called simple if it has no multiple hyperedges. The degree of a vertex x ∈ X in a hypergraph
G is the number of hyperedges containing x.
A hypergraph G = (X,W ) is connected if for all vertices x1, x2 ∈ X there exists a sequence
of hyperedges w1, . . . , wl such that x1 ∈ w1, x2 ∈ wl, and for all i ∈ {1, . . . , l − 1} it holds
wi ∩ wi+1 6= ∅.
A 1-factor of a hypergraph G is a set of hyperedges such that every vertex of the hypergraph
is incident to exactly one hyperedge from the set. A 1-factorization of G is an ordered partition of
all hyperedges of the hypergraph into disjoint 1-factors. Denote by ϕ(G) the number of 1-factors
of G, and by Φ(G) the number of 1-factorizations of G.
A hypergraph G is said to be 1-factorable if it admits a 1-factorization. A d-uniform hyper-
graph G = (X,W ) in which all vertices have the same degree k is called a d-uniform k-factor.
An n-balanced d-partite hypergraph is a d-uniform hypergraph such that its vertex set consists
of d parts of size n, each hyperedge containing precisely one vertex from each part.
The incidence matrix of a hypergraph G is a |X| × |W | matrix (bi,j) such that bi,j = 1 if the
vertex xi and the hyperedge wj are incident, and 0 otherwise. The adjacency matrix M(G) of a
d-uniform hypergraph G is the d-dimensional (0,1)-matrix of order n such that an entry mα1,...,αd
equals one if and only if {xα1 , ..., xαd} is a hyperedge of G.
The paper is organized as follows. In the next section we prove that the number of 1-factors
of a simple d-uniform hypergraph G on n vertices satisfies
ϕ(G) ≤
(
perM(G)
µ(n, d)
)1/d
,
where µ(n, 2) = 1, µ(n, 3) =
(
23/2
3
)n
for all integer n and
µ(n, d) =
(
d!2
ddd!1/d
)n
for all d ≥ 4.
Then using this result, we prove an asymptotic upper bound on the number of 1-factorizations
of the d-uniform complete hypergraph Gdn on n vertices:
Φ(Gdn) ≤
(
(1 + o(1))
nd−1
µ(n, d)1/ned
)nd
d!
as n→∞.
2 An upper bound on the number of 1-factors of hyper-
graphs
Let G be a simple d-uniform hypergraph on n vertices. It is clear that if there exists a 1-factor
of the hypergraph G, then the number of vertices n is divisible by d. Therefore, below we will
consider only n which is a multiple of d.
As for graphs, the characterization problem of hypergraphs having a 1-factor is rather com-
plicated. Often sufficient conditions on such hypergraphs can be expressed as demanding that
each k-element set of vertices is covered by a sufficiently large number of hyperedges. There
are many papers concerning the existence problem of 1-factors of hypergraphs (see, for example,
[11, 13, 16]).
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It is easy to prove that the number of 1-factors of a hypergraph G is not greater than the
permanent of its adjacency matrix. Indeed, let the hyperedges e1, . . . , en/d form a 1-factor in
G. Fix some permutation of vertices for each ei and construct ordered d-tuples α
1, . . . , αn by a
cyclic permutation. By the definition of adjacency matrix, we have mαi = 1 for all i = 1, . . . , n.
Moreover, the Hamming distance between different αi and αj is equal to d. Consequently,
α1, . . . , αn form a unity diagonal in the matrix M(G), and ϕ(G) ≤ perM(G).
The main result of this section is the following theorem, that strengthens this bound:
Theorem 4. Let G be a simple d-uniform hypergraph on n vertices, and let d divide n. Define
the function µ(n, d) by µ(n, 2) = 1, µ(n, 3) =
(
23/2
3
)n
for all integer n and
µ(n, d) =
(
d!2
ddd!1/d
)n
for all d ≥ 4. Then the number of 1-factors of the hypergraph G satisfies
ϕ(G) ≤
(
perM(G)
µ(n, d)
)1/d
.
Let us first prove the easy corollaries of the theorem:
Corollary 1. If d 6= 3, then the number of 1-factors of a simple d-uniform hypergraph is not
greater than the dth root of the permanent of its adjacency matrix:
ϕ(G) ≤ (perM(G))1/d.
Proof. It is sufficient to note that the function µ(n, d) is not less than one for all d ≥ 4 and
n ≥ d.
Note that the case d = 3 is exceptional. Despite our efforts, we are not succeed in a proof of
the following statement that is likely to be true.
Conjecture 1. The number of 1-factors of a simple 3-uniform hypergraph is not greater than
the cube root of the permanent of its adjacency matrix.
Theorem 4 also allows us to bound the number of 1-factors of a hypergraph in terms of the
degrees of its vertices.
Corollary 2. Let G = (X,W ) be a simple d-uniform hypergraph on n vertices, and let the vertex
xi ∈ X have degree ri. Then the number of 1-factors of the hypergraph G satisfies
ϕ(G) ≤
(
(d− 1)!n
µ(n, d)
n∏
i=1
ri
)1/d
.
Proof. Consider the ith hyperplane in kth direction of the adjacency matrixM(G). By definition,
the entries in that hyperplane are parameterized by d-tuples of vertices, where the kth position in
the tuple is occupied by the ith vertex. Hence every hyperedge containing the ith vertex results
in (d− 1)! ones in the ith hyperplane that correspond to (d− 1)! permutations of the remaining
vertices of the hyperedge. Therefore the number of ones in ith hyperplane of some direction
equals ri(d− 1)!. Using Proposition 1, we obtain perM(G) ≤ (d− 1)!n
n∏
i=1
ri.
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Let us begin the proof of Theorem 4. For this purpose we need some auxiliary constructions.
Denote by F(G) the set of all ordered d-tuples of 1-factors of G, where d-tuples can contain
identical 1-factors. It is clear that |F(G)| = ϕd(G).
Let f ∈ F(G) be an ordered d-tuple of 1-factors. Consider the d-uniform hypergraph F on
n vertices such that its hyperedge set is exactly the set of all hyperedges of the d-tuple f , and
the multiplicities of hyperedges from F and f are the same. By construction, F is a 1-factorable
d-uniform d-factor. Denote by Φ(F ) the number of all 1-factorizations of F (i.e., the number of
all d-tuples f ∈ F(G) corresponding to F ).
Let w be a hyperedge of a hypergraph G. An arbitrary ordering of vertices of a hyperedge w
is said to be an orientation of w.
An orientation of a hypergraph G is the set of orientations of all its hyperedges, where each
copy of multiple hyperedges is oriented separately. A proper orientation of a hypergraph G is an
orientation such that there are no vertices having the same position in different orientations of
hyperedges. Let δ(G) be the set of all proper orientations of G, and let ∆(G) = |δ(G)| be the
cardinality of this set.
It is not hard to prove that in case d = 2 the set of proper orientations δ(F ) of a 1-factorable
2-uniform 2-factor F is not empty. Indeed, in this case the graph F is a union of even cycles.
Choose a tour in each cycle, and orient edges according to the tours. It can be checked that such
orientation is proper. Later, we show that each 1-factorable d-uniform d-factor F has a proper
orientation.
Let F1 and F2 be 1-factorable d-uniform d-factors. Note that if the hyperedge sets of F1 and
F2 are the same (taking into account the multiplicity of hyperedges), then δ(F1) = δ(F2). If the
hyperedge sets of F1 and F2 are different, then all orientations of F1 and F2 will be different too,
and δ(F1) ∩ δ(F2) = ∅.
Therefore all d-tuples from F(G) can be divided into classes such that d-tuples from one class
induce the same d-uniform d-factor F , the cardinality of each class equals Φ(F ), and the sets of
proper orientations for different classes are disjoint.
Now we give the key statement for the proof of Theorem 4:
Proposition 2. Let F be a 1-factorable d-uniform d-factor. Then
Φ(F ) ≤ ∆(F )
µ(n, d)
.
Using this proposition, it is quite easy to prove Theorem 4.
Let G be a simple d-uniform hypergraph. Put γ(G) =
⋃
δ(F ), where the union is over all
d-uniform d-factors F constructed by all f ∈ F(G). Note that the set of entries of the adjacency
matrix M(G), whose indices make a proper orientation from γ(G), forms a unity diagonal in
M(G). Consequently, |γ(G)| ≤ perM(G). The following is a simple corollary to Proposition 2:
Corollary 3. Let G be a simple d-uniform hypergraph on n vertices. Then
|F(G)| ≤ |γ(G)|
µ(n, d)
.
Proof. As before, the sets F(G) of d-tuples and γ(G) of proper orientations can be simultaneously
partitioned into disjoint classes, and there exists a unique d-uniform d-factor F for each class.
Consequently if Φ(F ) ≤ ∆(F )
µ(n,d)
for all 1-factorable d-uniform d-factors F , then the analogous
inequality holds for the cardinalities of F(G) and γ(G):
|F(G)| ≤ |γ(G)|
µ(n, d)
.
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Proof of Theorem 4. Recall that ϕd(G) = |F(G)|. By Corollary 3, |F(G)| ≤ |γ(G)|
µ(n,d)
. Also we know
that |γ(G)| is not greater than the permanent of the adjacency matrix M(G). Therefore,
ϕ(G) ≤
(
perM(G)
µ(n, d)
)1/d
.
Let us begin the proof of Proposition 2 now. We show firstly that it is sufficient to consider
only connected hypergraphs F .
Lemma 1. Suppose that for all connected 1-factorable d-uniform d-factors F on n vertices we
have Φ(F ) ≤ ∆(F )
µ(n,d)
. Then this inequality holds for disconnected hypergraphs too.
Proof. Let F1, . . . , Fk be all connected components of the hypergraph F : F = F1∪ . . .∪Fk. Since
F is 1-factorable, the number of vertices in each component is a multiple of d. Denote these
numbers by n1, . . . , nk, n1 + . . . + nk = n. The hypergraphs F1, . . . , Fk can be independently
1-factorized and oriented. Hence, Φ(F ) = Φ(F1) · . . . · Φ(Fk) and ∆(F ) = ∆(F1) · . . . ·∆(Fk).
Suppose that for all i ∈ {1, . . . , k} it holds Φ(Fi) ≤ ∆(Fi)µ(ni,d) . Note that for the function µ(n, d)
we have
µ(n, d) = µ(n1, d) · . . . · µ(nk, d).
Therefore,
Φ(F ) ≤ ∆(F )
µ(n, d)
.
Before proving Proposition 2, we consider a simpler case when F is a graph (d = 2). In
this case a connected 1-factorable 2-uniform 2-factor F is an even cycle. If F has more than
two vertices, then it has two 1-factorizations. Also, there are two possible proper orientations of
edges. If F has two vertices, then there exists a unique 1-factorization of F , and F has only one
proper orientation. Therefore if F is a graph, then Φ(F ) = ∆(F ).
To prove Proposition 2 we use the concept of bipartite representation of a hypergraph. For
a hypergraph G = (X,W ), the bipartite representation of G is the bipartite graph B(G) =
(X,W ;E) with the vertex set X ∪W , and E is the edge set; the vertex x ∈ X is adjacent to the
vertex w ∈ W in B(G) if and only if the vertex x is incident to the edge w in G. Note that the
biadjacency matrix of B(G) coincides with the incidence matrix of G. Also, if G is a connected
hypergraph, then its bipartite representation B(G) is connected too.
Any bipartite graph can be considered as a bipartite representation of some hypergraph. If
G is a d-uniform d-factor, then its bipartite representation B(G) is a d-regular graph, and each
row and each column of the adjacency matrix of B(G) contains d ones.
Now we associate the numbers of 1-factorizations and proper orientations of a d-uniform d-
factor F with the numbers of some objects in its bipartite representation. For this purpose we
need the following concepts.
Let G = (V,E) be a graph. A proper edge coloring with k colors of the graph G is an
assignment of “colors” to the edges of the graph so that no two adjacent edges have the same
color. If G is a d-regular bipartite graph, then each proper edge coloring of G with d colors is
equivalent to some 1-factorization of G.
Let B = (X, Y ;E) be a d-regular bipartite graph with the parts X and Y such that |X| =
|Y | = n, and let d divide n. The proper decomposition of the part Y is a decomposition of Y into
disjoint subsets Y1, . . . , Yd such that the neighborhood of each Yi (i.e., the union of neighborhoods
of y over all y ∈ Yi) is equal to X . In other words, each vertex x ∈ X is adjacent to exactly one
vertex from each Yi.
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Recall that the d-uniform d-factor F in Proposition 2 may contain multiple hyperedges that
correspond to the vertices w ∈ W with identical neighborhoods in B(F ). Suppose that there are
k different hyperedges in the hypergraph F , and let the ith hyperedge have the multiplicity li,
i = 1, . . . , k. Let R(F ) =
k∏
i=1
li!.
Next we associate the number of proper orientations of F with the number of proper edge
colorings of B(F ):
Lemma 2. Suppose F is a 1-factorable d-uniform d-factor and B(F ) is its bipartite representa-
tion. Denote by P (B) the number of proper edge colorings of B(F ) with d colors. Then
∆(F ) = P (B)/R(F ).
Proof. The correspondence between the proper edge colorings of B(F ) with d colors and the
proper orientations of F can be given by the following rule: if x ∈ X and w ∈ W are connected
by the edge with color i in the graph B(F ), then the position of x in the orientation of a hyperedge
w in the hypergraph F equals i. Different proper edge colorings of B(F ) may correspond to the
same orientation of F if and only if F has multiple hyperedges, and such edge colorings can
be changed from one to another by permutations of labels of vertices w ∈ W with the same
neighborhoods. So each proper orientation is counted R(F ) times, and ∆(F ) = P (B)/R(F ).
By Hall’s marriage theorem, every bipartite d-regular graph has a proper edge coloring with
d colors. Therefore we have
Corollary 4. Every 1-factorable d-uniform d-factor F has a proper orientation.
Now let us associate the number of 1-factorizations of F with the number of proper decom-
positions of B(F ):
Lemma 3. Let F be a 1-factorable d-uniform d-factor, and let B(F ) be its bipartite representa-
tion. Denote by T (B) the number of proper decompositions of the part W of B(F ). Then
Φ(F ) = T (B)/R(F ).
Proof. The correspondence between the proper decompositions of the part W of B(F ) and the
1-factorizations of F can be given by the following rule: if w ∈ W belongs to the subset Wi
in a proper decomposition of B(F ), then the hyperedge w belongs to the ith 1-factor in the
1-factorization of F . We get Φ(F ) = T (B)/R(F ) similarly to the proof of Lemma 2.
Now to obtain Proposition 2 it is sufficient to prove the following lemma:
Lemma 4. Let B = (X, Y ;E) be a d-regular connected bipartite graph on 2n vertices, and let d
divide n. Then T (B) ≤ P (B)
µ(n,d)
.
Proof. Firstly we prove the inequality for a simpler case d ≥ 4. The case d = 3 needs more
precise estimations.
The first step is to find an upper bound on T (B). For this purpose we estimate how many
ways there exist to construct the subset Y1 for a proper decomposition: a first vertex x1 ∈ X
can be covered by any adjacent y ∈ Y . Hence the first vertex y1 for Y1 can be chosen by d ways.
Let x2 be a vertex that does not belong to the neighborhood of y1. Then the number of vertices
adjacent to x2 is not greater than d, and there are at most d ways to choose the second vertex
y2 for Y1. Iterating this process, we see that there are at most d
n/d ways to construct the set Y1.
Delete all vertices y1, . . . , yn/d obtained at the previous step and all incident edges from the
graph B. Then estimate analogously the number of ways to choose the set Y2 for a proper
decomposition in the remaining graph, and find that this number is at most (d − 1)n/d. By
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multiplying the estimations, we get that the number of proper decompositions of the part Y is
not greater than d!n/d:
T (B) ≤ d!n/d.
By Theorem 1, we have the number of proper edge colorings of B with d colors:
P (B) ≥
(
d!2
dd
)n
.
Therefore,
T (B)
P (B)
≤
(
d!1/ddd
d!2
)n
=
1
µ(n, d)
for all d-regular connected bipartite graphs B on 2n vertices.
Consider the case d = 3. Now to estimate T (B) we use the connectedness of the graph B.
Let us construct subsets Y1, Y2, and Y3 for a proper decomposition step by step.
Before the first step we choose a vertex y11 for the subset Y1 covering some vertex x1 ∈ X .
Note that this can be done in three ways.
Assume that after k steps, k ≥ 0, we have Yi = {y1i , . . . , ymii }, i ∈ {1, 2, 3}, where m1 +m2 +
m3 ≥ 2k+ 1, and there are no vertices x ∈ X adjacent to exactly two vertices from Y1 ∪ Y2 ∪ Y3.
Since B is connected, there exists a vertex x′ ∈ X such that x′ is covered by only one of vertices
Y1 ∪ Y2 ∪ Y3. Without loss of generality, let x′ be adjacent to some vertex from Y1. Then there
are 2 ways to find a vertex ym2+12 for the set Y2 and a vertex y
m3+1
3 for the set Y3 covering the
vertex x′. Next if there exists, for example, a vertex x′′ adjacent to some vertices yj1 ∈ Y1 and
yk2 ∈ Y2 and non-adjacent to all vertices from Y3, then we uniquely find the last vertex covering
x′′ and join it to the Y3. Continue this process until every vertex x ∈ X is adjacent to zero, one
or three vertices from Y1 ∪ Y2 ∪ Y3.
Note that a final vertex in the construction of Y1, Y2, and Y3 is defined uniquely. Since at
each step a cardinality of Y1 ∪ Y2 ∪ Y3 increases by at least 2, a total number of steps does not
exceed n
2
− 1. Therefore, we have the number of proper decompositions of the part Y :
T (B) ≤ 3 · 2n2−1.
Let us estimate P (B). Note that the permanent of a matrix with 2 ones in each row and
column is not less than 2. Using this fact and Theorem 2, we obtain
P (B) ≥ 2
(
4
3
)n
.
Then
T (B)
P (B)
≤ 3
n+1
23n/2+2
<
3n
23n/2
=
1
µ(n, 3)
.
Recall that Lemma 4 implies Proposition 2, and the proof of Theorem 4 is complete.
Next we prove the simple upper bound on the number of 1-factors of k-balanced d-partite
hypergraphs. But for the large number of vertices this bound is weaker than Theorem 4. To
state this result we need the concept of latin squares.
A latin square of order n is an n×n array of n symbols, in which each symbol occurs exactly
once in each row and each column. Denote by L(n) the number of all latin squares of order
n, and by Q(n) the number of latin squares with the fixed filling of some column. Note that
L(n) = Q(n)n!.
Let us prove firstly the following lemma:
8
Lemma 5. Let U(d) be a d-dimensional (0,1)-matrix of order d such that uα = 1 if and only if
all α1, . . . , αd are different. Then the permanent of U(d) is equal to the number of latin squares
with the fixed filling of one column:
perU(d) = Q(d).
Proof. Let the set of indices (α1, . . . , αd) be a unity diagonal in the matrix U . Construct the d×d
array T such that ti,j = α
i
j. Since each α
i corresponds to a unit entry in the matrix U(d), we
have that each row of T contains different elements. Since indices (α1, . . . , αd) form a diagonal
in U , we see that all elements in any column of T are different.
Therefore the array T is a latin square of order d. Similarly, for each latin square of order
d we can construct the unity diagonal in U(d). Note that permutations of rows of the square
T preserve the diagonal. Consequently the permanent of U(d) is equal to the number of latin
squares with the fixed filling of one column.
It is worth mentioning that the number of 1-factorizations of the complete bipartite graph
Kd,d is equal to the number of latin squares of order d and equals d! · perU(d).
Using Lemma 5, let us estimate the number of 1-factors of a k-balanced d-partite hypergraph:
Theorem 5. Let G be a simple k-balanced d-partite hypergraph. Then the number of 1-factors
of G satisfies
ϕ(G) ≤
(
perM(G)
Q(d)
)1/d
.
Proof. Let us enumerate the parts of G from 1 to d. Note that the adjacency matrix M(G)
can be split into blocks vβ of order k, β = (β1, . . . , βd), βi ∈ {1, . . . , d}, such that an entry mα
belongs to the block vβ if and only if the vertex with label αi belongs to the βith part of the
hypergraph G. Moreover, all unit entries of M(G) belong to blocks vβ for which all β1, . . . , βd
are different. Then the d-dimensional (0,1)-matrix of order d such that uβ = 1 if and only if the
block vβ contains ones coincides with U(d).
Consider a 1-factor of the hypergraphG. There exists an orientation of the 1-factor hyperedges
such that corresponding entries of M(G) form a partial unity diagonal of length k in any block
vβ. If f ∈ F(G) is a d-tuple of 1-factors in G and (β1, . . . , βd) is a unity diagonal in matrix U(d),
then we can orientate properly hyperedges of the ith 1-factor of f so that corresponding entries
of M(G) form a partial unity diagonal in block vβi . Also the union of all entries corresponding
to hyperedges of f is a unity diagonal of M(G). So the number of proper orientations of each
d-tuple f is not less than the permanent of U(d).
By Lemma 5, the permanent of U(d) equals Q(d). Consequently there are at least Q(d) unity
diagonals in M(G) for each d-tuple f ∈ F(G). This implies that |F(G)| ≤ perM(G)/Q(d). Since
ϕd(G) = |F(G)|, we obtain
ϕ(G) ≤
(
perM(G)
Q(d)
)1/d
.
At the end of this section we consider the following examples that illustrate the tightness of
Theorem 4.
Example 1. Let G be a d-uniform hypergraph on d vertices with single hyperedge, d ≥ 4. It
is obvious that ϕ(G) = 1. An entry mα of the adjacency matrix M(G) equals 1 if and only if all
components of index α are different, so M(G) = U(d). By Lemma 5, we have that perM(G) =
Q(d) = L(d)/d!. The classical lower bound on the number of latin squares of order d is
L(d) ≥ d!
2d
dd2
.
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But
µ(d, d) =
d!2d
dd2d!
,
and a significant improvement of the function µ(n, d) in this case implies a similar improvement
of the lower bound on the number of latin squares.
Example 2. Consider the complete d-uniform hypergraph Gdn on n vertices, d ≥ 4. The
number of 1-factors of Gdn is equal to the number of unordered partitions of the vertex set into
n/d disjoint groups of size d:
ϕ(Gdn) =
1
(n/d)!
(
n
d, . . . , d
)
=
n!
d!n/d(n/d)!
.
With the help of Stirling’s approximation we obtain
ϕ(Gdn) = e
o(n)
(
1
(d− 1)!
nd−1
ed−1
)n/d
as n→∞.
The permanent of the adjacency matrix M(Gdn) is not greater than the permanent of the
d-dimensional matrix of order n all of whose entries are equal to 1. Since the permanent of such
matrix equals n!d−1, Theorem 4 implies
ϕ(Gdn) ≤
(
perM(Gdn)
µ(n, d)
)1/d
≤
(
ddnd!n/d
d!2n
n!d−1
)1/d
.
Using Stirling’s approximation again, we estimate the number of 1-factors of Gdn as follows:
ϕ(Gdn) ≤ eo(n)
(
d!1/ddd
d!2
nd−1
ed−1
)n/d
as n→∞.
3 An upper bound on the number of 1-factorizations of
complete hypergraphs
Denote by Gdn the complete d-uniform hypergraph on n vertices, i.e., the hyperedge set of G
d
n
is the set of all d-element subsets of the vertex set. Let M(Gdn) be the adjacency matrix of
this graph, and let Φ(n, d) be the number of its 1-factorizations. It is easy to check that each
1-factorization of Gdn consists of t =
(
n−1
d−1
)
1-factors.
Recall that if a hypergraph has a 1-factor, then n is a multiple of d. By Baranyai’s theorem [2],
this condition is sufficient for the existence of a 1-factorization of complete hypergraphs.
First we prove the following trivial bound on the number of 1-factorizations:
Proposition 3. The number of 1-factorizations of the hypergraph Gdn satisfies
Φ(n, d) ≤
(
(1 + o(1))
nd−1
(d− 1)!
)nd
d!
as n→∞.
Proof. Let ϕ1, . . . , ϕt be a 1-factorization of the hypergraph G
d
n. Construct the coloring of unit
entries of the adjacency matrix M(Gdn) with t colors by the next rule: an entry mα has the color
i if and only if the hyperedge α = (α1, . . . , αd) belongs to the 1-factor ϕi. Note that if the entry
mα has the color i, then for all β, such that (β1, . . . , βd) is a permutation of (α1, . . . , αd), the
entry mβ has the color i too. Therefore, to define a coloring of all unit entries of the adjacency
matrix, it is sufficient to specify colors for at most nd/d! entries.
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The number of colorings of nd/d! entries of the matrix M(Gdn) with t colors is equal to t
nd
d! .
Since t =
(
n−1
d−1
)
= (1 + o(1)) n
d−1
(d−1)! , we have
Φ(n, d) ≤
(
(1 + o(1))
nd−1
(d− 1)!
)nd
d!
as n→∞.
Our reasoning for the estimation of the number of 1-factorizations of the complete hypergraphs
will be similar to the proof for the complete graphs, but instead of the result of [1] and Bregman’s
theorem we use Theorem 4 and the following result of [15].
Let r(n) be an n-vector (r1(n), . . . , rn(n)). Denote by Λ
d(n, r(n)) the set of d-dimensional
(0,1)-matrices of order n such that the number of ones in their hyperplanes is not greater than
ri(n).
Theorem 6. Assume that for given integer d ≥ 2 and for all integer n there are n integer
numbers r1(n), . . . , rn(n) such that min
i=1...n
ri(n)/n
d−2 →∞ as n→∞. Let S(x) = ⌈x⌉!1/⌈x⌉. Then
max
A∈Λd(n,r(n))
perA ≤ n!d−2eo(n)
n∏
i=1
S
(
ri(n)
nd−2
)
as n→∞.
Now we are ready to prove the main theorem of this section:
Theorem 7. The number of 1-factorizations of the complete d-uniform hypergraph Gdn on n
vertices satisfies
Φ(n, d) ≤
(
(1 + o(1))
nd−1
µ(n, d)1/ned
)nd
d!
as n→∞.
Proof. Let ϕ1, . . . , ϕi be a set of i disjoint 1-factors of the hypergraph G
d
n. Denote by Gi the
hypergraph Gdn \ {ϕ1, . . . , ϕi}, and let Mi = M(Gi) be the adjacency matrix of the hypergraph
Gi.
By Theorem 4, the number of 1-factors of Gdn disjoint with ϕ1, . . . , ϕi is not greater than(
perMi
µ(n,d)
)1/d
. Then the number of 1-factorizations of Gdn satisfies
Φ(n, d) ≤
t−1∏
i=0
max
ϕ1,...,ϕi
(
perMi
µ(n, d)
)1/d
,
where M0 =M(G
d
n), and the maximum is over all sets of disjoint 1-factors.
Let us find the number of ones in the hyperplanes of Mi. First we note that there are
n(t− i)/d hyperedges in Gi. Each hyperedge of Gi corresponds to d! unit entries in the matrix
Mi, and sets of corresponding entries for different hyperedges are disjoint. Consequently there
are n(t− i)(d− 1)! ones in the matrix Mi. Since each vertex of the hypergraph Gi has the same
degree, we see that each hyperplane of Mi contains the same number of ones, and this number is
Ri = (t− i)(d− 1)!.
It can be checked that for all i from the interval ∆(l) =
[
l n
d−2
(d−1)! , (l + 1)
nd−2
(d−1)!
]
the value of Ri is
not greater than (n−l)nd−2. Notice that there are at most
⌈
nd−2
(d−1)!
⌉
values of i belong to the interval
∆(l). Let the matrix N(l) have the maximal permanent among allMi for i ∈ ∆(l). Change some
zeros of the matrix N(l) to ones so that each hyperplane of some direction contains (n− l)nd−2
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ones and denote the constructed matrix by M(l). Obviously, perMi ≤ perN(l) ≤ perM(l) for all
i ∈ ∆(l).
Therefore we can rewrite the upper bound on the number of 1-factorizations as follows:
Φ(n, d) ≤ µ(n, d)−t/d
(
n−1∏
l=0
per1/dM(l)
)⌈ nd−2
(d−1)!
⌉
.
Split the product of the permanents into two parts: when l belongs to the interval [0, n−√n],
and when l is in (n−√n, n− 1]. For the first part we use Theorem 6:
n−√n∏
l=0
perM(l) ≤
n−√n∏
l=0
n!d−2eo(n)Sn (n− l) .
By the definition of the function S and by Stirling’s approximation, we get
n−√n∏
l=0
eo(n)Sn (n− l) =
n−√n∏
l=0
eo(n) (n− l)! n(n−l)
=
n−√n∏
l=0
eo(n) (n− l)n e−n ≤ e−n2+o(n2)n!n = eo(n2)
( n
e2
)n2
.
For the second part of the product we use Proposition 1:
n∏
l=n−√n
perM(l) ≤ (nd−2√n)n√n = eo(n2).
Thus,
n−1∏
l=0
per1/dM(l) ≤
(
n!(d−2)neo(n
2)
( n
e2
)n2)1/d
.
Insert this bound into the inequality for 1-factorizations and obtain
Φ(n, d) ≤ µ(n, d)−t/deo(nd)
( n
e2
)nd
d!
n!
(d−2)nd−1
d!
= µ(n, d)−t/deo(n
d)
(
nd−1
ed
)nd
d!
.
Recall that t =
(
n−1
d−1
)
= n
d−1
(d−1)! + o(n
d−1). Therefore,
Φ(n, d) ≤
(
(1 + o(1))
nd−1
µ(n, d)1/ned
)nd
d!
as n→∞.
Corollary 5. If d = 3, then the number of 1-factorizations of the complete 3-uniform hypergraph
G3n on n vertices satisfies
Φ(n, 3) ≤
(
(1 + o(1))
3n2
23/2 · e3
)n3
6
as n→∞.
If d ≥ 4, then the number of 1-factorizations of Gdn satisfies
Φ(n, d) ≤
(
(1 + o(1))
(
d
e
)d
nd−1
d!2−1/d
)nd
d!
as n→∞.
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