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E-mail address: lorberimm@hotmail.com (L. BeretBackground: The analysis of survival data allows to evaluate whether in a population the genetic expo-
sure is related to the time until an event occurs. Owing to the complexity of common human diseases,
there is the incipient need to develop bioinformatics tools to properly model non-linear high-order inter-
actions in lifetime datasets. These tools, such as the survival dimensionality reduction algorithm, may
suffer from extreme computational costs in large-scale datasets. Herein, we address the problem of esti-
mating the quality of attributes, so as to extract relevant features from lifetime datasets and to scale
down their size.
Methods: The ReliefF algorithm was modiﬁed and adjusted to compensate for the loss of information due
to censoring, introducing reclassiﬁcation and weighting schemes. Synthetic lifetime two-locus epistatic
datasets of 500 attributes, 400–800 individuals and different degrees of cumulative heritability and cen-
sorship were generated. The capability of the survival ReliefF algorithm (sReliefF) and of a tuned sReliefF
approach to properly select the causative pair of attributes was evaluated and compared to univariate
selection based on Cox scores.
Results/conclusions: sReliefF methods efﬁciently scaled down the simulated datasets, whilst univariate
selection performed no better than random choice. These approaches may help to reduce the computa-
tional cost and to improve the classiﬁcation task of algorithms that model high-order interactions in pres-
ence of right-censored data. Availability: http://sourceforge.net/projects/sdrproject/ﬁles/sReliefF/.
 2010 Elsevier Inc. All rights reserved.1. Introduction
During the last decade technological advances allowed to mea-
sure thousands of DNA sequence variations across the human gen-
ome in the hope to dissect the genetic background of common
diseases. Despite these efforts, the knowledge of complex human
diseases remains elusive and much of their phenotypic variance
is still unexplained [1,2]. The ‘missing heritability’ has been attrib-
uted to many factors, including non-linear gene–gene interaction
or epistasis [1–3]. It is indeed thought that the complexity of the
vast majority of pathological conditions may stem from the joint
effects of multiple genetic variants that show little or no effect
on disease risk when individually considered, but with a strong
multiplicative effect when they are jointly taken into account [4–
6]. The study of epistatic high-dimensional data is computationallyll rights reserved.
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ta).challenging and may yield inconsistent results when carried out
with traditional parametric and regression-based methods [7].
For this reason, non-parametric multi-locus approaches, essen-
tially based on machine-learning techniques, have been developed
and/or applied to detect nonlinearities in genetic association stud-
ies [7,8].
One of the primary tasks of data-mining algorithms is classiﬁca-
tion [9], that in genetic case-control studies means the discovery of
a method for predicting the status of a certain individual, usually
represented by the presence/absence of the disease. Nonetheless,
in several medical classiﬁcation problems, the event of interest
may take time to develop and, for some subjects, may not develop
at all at the end of the follow-up period (survival time). If the sur-
vival time had been longer, these subjects may have experienced
the event or not, but it is impossible to tell on the basis of the avail-
able data; similarly it may happens that subjects are lost during
the follow-up. In both cases, subjects are said to be right-censored
[10]. Ignoring censorship, either omitting subjects with short fol-
low-up or ignoring the survival time will produce upwardly biased
estimates of failure and/or will cause the searching algorithm to
suffer from information loss due to reduced sample size. As a con-
sequence, data-mining methods are not suitable to model epistasis
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spective case-control studies.
To overcome the problem of failure time analysis and to model
epistasis in presence of right-censored data, we have recently devel-
oped a speciﬁc non-parametric data-mining algorithm, named
survival dimensionality reduction (SDR) [11]. This algorithmwas in-
spired fromthepopularmultifactordimensionality reductionmeth-
od (MDR) [12,13] and similarly to MDR it exhaustively searches the
multidimensional space to ﬁnd the best n-locus combination. This
approach, in conjunction with the application of the Kaplan–Meier
estimator to handle right-censored data, and the cross-validation
procedure, makes the method computationally expensive and
virtually unfeasible in large-scale datasets.
The use of ﬁlters is a well-established and widely applied solu-
tion to computational problems in the data-mining ﬁeld. Filters
estimate the importance of attributes in order to discard noisy fea-
tures and to improve the algorithm classiﬁcation task as well to re-
duce the combinatorial explosion during the searching strategy
[14]. One of the most successful feature selection algorithm is Re-
lief [15] and its ReliefF extension [16], which is capable of evaluat-
ing an attribute’s importance considering dependence from other
attributes, appreciating thus their synergistic effect [17]. Moore
and White [18] further improved the ReliefF ﬁlter for application
in human genetics developing the so-called Tuned ReliefF (TuRF)
approach. TuRF iteratively runs the ReliefF algorithm deleting at
each iteration the least predictive SNPs, reducing the background
noise and increasing the success rate to detect causative attributes
in absence of main effects [18].
ReliefF and TurfF ﬁlters are not designed to handle censorship
and, consequently, they are not suitable for application in failure
timeanalysis.Herein,weproposeamethod that allowsReliefFﬁlters
to incorporate censorship and to estimate the quality of attributes in
relation to the time-to-event. Simulation analysis in synthetic epi-
static lifetime datasets provides evidence about the capability of
the survival ReliefF algorithm (sReliefF) to scale down the number
of features to be analyzed, consistently reducing the size of themul-
tidimensional searching space. Elimination of noisy features is ex-
pected both to improve the discriminative ability and to dampen
the computational cost of algorithms designed to detect non-linear
high-order interactions in the context of survival analysis.2. Methods
2.1. Description of the sReliefF algorithm
The pseudo-code for the sReliefF algorithm is illustrated in
Fig. 1. The sReliefF algorithm is a direct extension of the ReliefF
algorithm for a dichotomous outcome [16] with incorporation of
censored data.Fig. 1. Pseudocode for the survival ReliefF (sReliefF) algorithm.2.1.1. Notations
Let us consider a dataset Z composed of I1, I2, . . . , In instances
and A1, A2, . . . , Aa attributes. Each instance I may have a different
censoring status d, where d = 0 if the instance is event-free (e.g.
right-censored) or d = 1 otherwise. For each instance we observe
T(I) = min (TI, C), where TI is the time to the event of interest and
C the survival time; T(I) is thus either the survival time or a lower
bound, depending on the survival status.
In the dataset we can determine the probability of surviving at
least until a certain time t, that is the survival function S(t); this is
performed via the Kaplan–Meier estimator and we denote Š(t) the
estimated survival function.2.1.2. The algorithm in details
Line 1: The quality estimator,W [A], for all the A attributes is set
to 0.
Line 3: Randomly choose an instance Ri from Z.
Line 4: Reclassify non-Ri instances (R

i ) and place them in a sub-
dataset Zi. Lets consider the time-to-event T(Ri) for the random
instance Ri; the time-to-event for the R

i instances, labelled as
T(Ri ) and their d, labelled as d(R

i ), are recoded as follows:Category 1: If T(Ri ) > T(Ri)? set: T(R

i ) = T(Ri); set: d(R

i ) = 0.
Category 2: If T(Ri ) = T(Ri)? keep: T(R

i ) = T(R

i ); keep:
d(Ri ) = d(R

i ).
Category 3: If T(Ri ) < T(Ri) and d(R

i ) = 1? keep: T(R

i ) =
T(Ri ); keep: d(R

i ) = d(R

i ).
Category 4: If T(Ri ) < T(Ri) and d(R

i ) = 0? discard from Zi.
Line 5: Determine the number of k nearest neighbors in Zi,
henceforth labelled as k(Zi). Rather than using a ﬁxed k(Zi)
value, k(Zi) is calculated in each Zi dataset as a user-deﬁned per-
centage of the minority class in Zi.
Line 6: Find the nearest k(Zi) hits Hj and the nearest k(Zi) missMj
via the weighted Diff function.
Lines 7 and 8: Update the quality estimator W [A], decreasing
the vector if a hit is considered and increasing the vector
otherwise.
Line 3: Repeat lines 4–8 m times, where m is a user-deﬁned
parameter.
An illustrative application of the cardinal steps that constitute
the sReliefF algorithm is reported in Appendix A.2.1.3. The weighted Diff function
The Diff function calculates the difference between the values
for the attribute A for the instance Ri and for the instances R

i
and is deﬁned as:
Diff (A, Ri, R

i ) = 0; if value (A, Ri) = value (A, R

i ).
Diff (A, Ri, R

i ) = 1; if value (A, Ri)– value (A, R

i ).
To compensate for the loss of information due to censoring, the
Diff function is reweighted as follows:
Diff (A, Ri, R






where Š(T(Ri )) are the survival estimates in the Z dataset for the
instances with a time-to-event equal to T(Ri ). This way, values
for the weighted Diff function are high if Ri and the R

i instances
are (genetically) different and have the same survival characteris-
tics, while they get lower as their survival characteristics diverge.
The weighted Diff function is used also for calculating the dis-
tance between instances to ﬁnd the nearest neighbors. The total
distance is the sum of distances over all attributes (Manhattan
distance).
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The principles of the TuRF algorithm described by Moore and
White [18] can be easily applied to the sReliefF method to build
a sTuRF algorithm. Here, the sReliefF algorithm is iteratively
run, removing at each iteration a user-deﬁned percentage of the
attributes with the lowest scores (e.g. the least informative).
The k and m parameter are kept ﬁxed at each iteration, until
the dataset is scaled down to the desired number (or percentage)
of attributes.2.2. Application of sReliefF and sTuRF in simulated datasets
The ability of the survival ReliefF-based algorithm to discrimi-
nate the true signal from the background noise is evaluated in syn-
thetic lifetime epistatic datasets.
The procedure used to generate the simulated datasets is de-
scribed in details in Beretta et al. [11]. Brieﬂy: (a) a survival distri-
bution, described by the logistic–exponential equation [19] is
considered; (b) a purely epistatic 2-factor biallelic model [20] with
penetrance K equal to the cumulative prevalence of the survival
distribution at a certain time tn is built; (c) time-point (ti) multi-lo-
cus penetrances, where 0 < ti 6 tn, are proportionally derived
applying the Kaplan–Meier method; (d) a population of several
thousands of individuals is then generated; here time-interval
multi-locus penetrances derived from the epistatic model are used
to create an appropriate number of time-dependent events and
censored instances, linking them to the multi-locus genotypes of
the causative attributes; (e) a percentage P of time-interval in-
stances are further censored to simulate the additional loss of cases
during the observational period; (f) a number N of biallelic attri-
butes, in Hardy-Weinmberg equilibrium and with minor allele fre-
quency ranging from 0.1 to 0.5, unlinked to the time-dependent
case-control status are generated and added to the population;
(g) from the population, 100 samples of S individuals with a
user-deﬁned censoring rate Ce, are randomly extracted.
For simulation purposes herein, we considered a bath-tube
shape distribution (settings parameter: kappa = 0.26; lamb-
da = 1.358; theta = 0.5) that gives a cumulative prevalence at tn
equal to 0.75, where tn = 5. Causative attributes had a minor allele
frequency equal to 0.2; the cumulative broad-sense heritability
(H2) for the epistatic models involving the two causative attributes
at tn, or H2(tn), was set to 0.10, 0.15 and 0.20. From these settings a
population of 5  105 individuals was generated. P was set to 5%
and N was set to 498 (for a total of 500 attributes, including the
causative ones). S was set to 400 or 800 and Ce to 50% or 70%. A to-
tal of 12 models were thus simulated.
To build the synthetic epistatic datasets we employed the freely
available software hh2way_survival_episet_generatorii written in
Python and available at: http://sourceforge.net/projects/sdrpro-
ject/ﬁles/.
For each model we evaluated the highest sReliefF ranking of
either the causative attributes. We determined thus the maximum
possible reduction in the dataset size that does not impair the
identiﬁcation of the causative attributes. Similarly, we evaluated
the maximum reduction obtained by the sTuRF procedure, remov-
ing at each iteration the 10% worst attributes. The maximum the-
oretical reduction was approximated at the nearest 5th
percentile of the original dataset size. Results are expressed as
the maximum theoretical power/model/degree of reduction in
the dataset size.
sReliefF and sTurfF algorithms were run on a modiﬁed version
of the freely available hhsReliefFii program written in Python,
which can be found at: http://sourceforge.net/projects/sdrproject/
ﬁles/. In the simulation runs, m was set to 50% of the original data-
sets size and k to 20% of the minority class.2.3. Comparison with univariate selection
We ﬁnally calculated the maximum theoretical power/model/
degree of reduction in the dataset size obtained running univariate
Cox regression [21]. In this context, Wald’s scores are calculated for
each variable and ranked; the maximum theoretical reduction
approximated at the nearest 5th percentile was calculated as de-
scribed above.3. Results
Detailed characteristics about the epistatic models we em-
ployed as well as about the time-point multi-locus penetrances
and the relative time-point H2 are reported in Appendix B. The
models we employed yielded a mild-to-moderate risk, as assessed
by hazard ratios (HR), for the high- vs. low-risk combinations:
H2(tn) = 0.10, HR = 1.38; H2(tn) = 0.15, HR = 1.49; H2(tn) = 0.20,
HR = 1.56. Overall time-point H2 resulted to be very low, usually
near or below 0.02. These characteristics, in conjunction with the
relative size of the simulated datasets, make the isolation of the
signal from the background noise quite challenging.
The maximum theoretical power/model in relation to the de-
crease in size of the original dataset that can be obtained running
sReliefF and sTuRF is reported in Fig. 2. Fig. 3 illustrates the results
obtained after univariate selection based on Cox scores. Here, it can
be appreciated that univariate selection is not capable of capturing
interactions among attributes and to properly select the causative
pair of attributes, yielding the very same performance of random
choice. On the contrary, both sReliefF and sTuRF had a better dis-
criminative ability even in datasets with small sample size, a
mild-to-moderate genetic effect size and high degree of censor-
ship. Overall, sTuRF performed consistently better than sReliefF
especially when the simulated datasets were scaled down to a
small proportion of the original size.
Fig. 4, plots the reduction in the computational cost that canbeob-
tained for a 2-to-4-factor analysiswhenﬁltering the dataset to 5–95%
of the original size. For instance, a 3-factormultidimensional analysis
in a 500-attributes dataset would require the exhaustive search of
approximately 2.1 107 combinations; ﬁltering the dataset to just
250 instances, allows to shrink the searching space to 2.6  106 com-
binations for a 88% reduction in the computational cost.4. Discussion
The analysis of survival data is a complex, yet relevant ﬁeld in ge-
netic epidemiology that allows to evaluate whether in a population
the genetic background (or genetic exposure) is related to the time
until an event occurs. This kind of approach is particularly important
in prospective studies, in the analysis of recurrence of a disease (e.g.
cancer) or in pharmacogenomic studies. To date, many of the analyt-
ical approaches used in epidemiology and medical statistics have
been directly applied to survival analysis in genetic epidemiology.
However, these approaches are not appropriate when the number
of variables exceeds thenumberofobservations and/orwhen interac-
tionsamonghigh-dimensional genomicdataare explored.Only in the
very recent past, with the work of Beretta et al. [11] the use of data-
mining methods (e.g. SDR) that can deal with the sparseness of data
into the multidimensional space has been explored in the context of
survival analysis and human genetics. Nonetheless, the efﬁciency of
the SDRmethod is severelyhamperedby the combinatorial explosion
that canbeobserved in large-scale datasets. Filtering thedatasets to a
reasonable number of attributes with the focus on identiﬁcation of
features that are associated with survival and the discharge of noisy
features appears to be a reasonable solution to the problem. The ideal
ﬁlteringmethodtoapply to lifetimedatasets shouldalsobe capableof
Fig. 2. Maximum theoretical power. Maximum theoretical power (y-axis) achieved in simulated 2-locus epistatic lifetime datasets in relation to the degree of reduction in the
dataset size (x-axis), to the cumulative heritability at the survival time (left), to the sample size (N) and to the degree of censorship (C). Black line, survival ReliefF algorithm;
gray line, survival tuned ReliefF algorithm. The horizontal dashed line indicates a maximum theoretical power = 0.7.
Fig. 3. Univariate and random selection results. Average maximum theoretical
power and relative upper/lower conﬁdence intervals across the different simula-
tions. The upper panel depicts the results obtained by random choice; the lower
panel the results obtained by univariate selection based on Cox scores.
Fig. 4. Computational cost chart. Reduction in the computational cost in relation to
the reduction in the dataset size for an exhaustive 2-to-4-locus analysis. Original
dataset size = 500 attributes.
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gene interactions. The sReliefF comes with an appropriate solution
to these requests, (1) being capable of handling censorship updatingthe number of neighbors in relation to T(Ri), and weighting the func-
tion diff described by Kira and Rendell [15] to compensate for the loss
of information due to the censor status and (2) being capable of iden-
tifying causativeattributes in simulated lifetimedatasets that include
non-linear interactions. Conversely, other feature selection schemes
proposed for high-dimensional genomic data, such as univariate
selection based on Cox regression scores [21], are not capable of cap-
turing these variants in absence ofmain effects, performing no better
than random choice.
One of the main disadvantage of ReliefF is that it is sensitive to
noise. A solution to this problem was proposed by Moore and
White [18] with the tuned ReliefF approach. Similarly, sTuRF is
capable of improving sReliefF discriminative accuracy eliminating
the least signiﬁcant features at each iteration. Of interest, in simu-
lated datasets, this capability is more pronounced in presence of
high censoring rates (Fig. 2) where the background noise is
increased.
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presently applied in epistatic lifetime datasets, they could theoret-
ically used in non-genetic ﬁelds to improve the classiﬁcation task
of other data-mining approaches that deal with high-dimensional
right-censored data, such as survival trees [22], survival random
forests [23] or artiﬁcial neural networks [24]. Of course, this
hypothesis would require targeted simulation studies that fall be-
yond the scope of the present paper. Further application of sRe-
liefF-based methods in the context of genetics could include: the
implementation of integrated multiple approaches based on evap-
orative cooling [25], or the use of sReliefF scores as a source of ex-
pert knowledge to optimise wrapper approaches [26].
5. Conclusions
Summarizing, herein we introduce sReliefF and sTuRF, two
algorithms to identify relevant features in presence of right-cen-
sored data. Simulation analysis shows that in presence of gene–
gene interactions these methods can efﬁciently scale down large-
scale datasets to improve the computational cost of data-mining
survival algorithms that exhaustively explore the multidimen-
sional space to perform their classiﬁcation task.
Appendix A
This section exempliﬁes the main steps of the survival ReliefF
(sReliefF) algorithm.
Firstly, lets consider a dataset with survival time = 4, 20 in-
stances, a percentage of censorship = 60% and four biallelic attri-
butes unlinked to the case-control status:ID Outcome Time V1 V2 V3 V41 1 1 0 1 1 1
2 1 1 1 2 1 1
3 0 1 1 1 2 2
4 0 1 2 1 2 2
5 0 1 2 0 2 0
6 1 2 1 1 1 2
7 1 2 1 1 1 0
8 0 2 1 2 2 0
9 0 2 0 1 0 010 0 2 0 2 1 2
11 1 3 2 1 0 1
12 1 3 0 2 0 2
13 0 3 0 2 1 0
14 0 3 1 2 0 2
15 0 3 2 1 2 2
16 1 4 2 1 1 2
17 1 4 0 1 0 2
18 0 4 2 2 0 0
19 0 4 0 0 1 0
20 0 4 1 2 0 1The Kaplan–Meier estimates for the censoring distribution are:
T1 = 0.9; T2 = 0.78; T3 = 0.624; T4 = 0.468.
From the dataset we pick up a random instance Ri:ID Outcome Time V1 V2 V3 V413 0 3 0 2 1 0The remaining instances are reclassiﬁed and then placed into a new
dataset Zi.The time-to-event for Ri, T(Ri), is equal to 3. All the instances
with the time-to-event T (instance) = 4 (n. 16–20) are reclassiﬁed
as having a T (instance) = 3 and a censoring status d(instance) = 0.
All the instances with T (instance) < 3 and d(instance) = 0 (n. 3–5
and 8–10) are removed from the dataset, while the remaining in-
stances are kept unchanged.
Thus, the Zi dataset would look this way:ID Outcome Time V1 V2 V3 V41 1 1 0 1 1 1
2 1 1 1 2 1 1
6 1 2 1 1 1 2
7 1 2 1 1 1 011 1 3 2 1 0 1
12 1 3 0 2 0 2
14 0 3 1 2 0 2
15 0 3 2 1 2 2
16 0 3 2 1 1 2
17 0 3 0 1 0 2
18 0 3 2 2 0 0
19 0 3 0 0 1 0
20 0 3 1 2 0 1The diff function is then applied. For a better comprehension, geno-
types identical to Ri are highlighted in light gray, whilst genotypes
that are different are not highlighted.
Identical genotypes are assigned a value = 0 and a value = 1
otherwise.
The appearance of recoded dataset Zi after the Diff function has
been applied is:ID Outcome Time V1 V2 V3 V41 1 1 0 1 0 1
2 1 1 1 0 0 1
6 1 2 1 1 0 1
7 1 2 1 1 0 011 1 3 1 1 1 1
12 1 3 0 0 1 1
14 0 3 1 0 1 1
15 0 3 1 1 1 1
16 0 3 1 1 0 1
17 0 3 0 1 1 1
18 0 3 1 0 1 0
19 0 3 0 1 0 0
20 0 3 1 0 1 1
omeValues obtained from the Diff function are weighted according to
the Kaplan–Meier estimates and the T (instance):366 L. Beretta, A. Santaniello / Journal of BiID Outcome Time V1 V2 V3 V41 1 1 0 1/0.9 0 1/0.9
2 1 1 1/0.9 0 0 1/0.9
6 1 2 1/0.78 1/0.78 0 1/0.78
7 1 2 1/0.78 1/0.78 0 011 1 3 1/0.624 1/0.624 1/0.624 1/0.624
12 1 3 0 0 1/0.624 1/0.624
14 0 3 1/0.624 0 1/0.624 1/0.624
15 0 3 1/0.624 1/0.624 1/0.624 1/0.624
16 0 3 1/0.624 1/0.624 0 1/0.624
17 0 3 0 1/0.624 1/0.624 1/0.624
18 0 3 1/0.624 0 1/0.624 0
19 0 3 0 1/0.624 0 0
20 0 3 1/0.624 0 1/0.624 1/0.624The Manhattan distance is calculated from the weighted Diff func-
tion values:ID Outcome Time V1 V2 V3 V4 Distance1 1 1 0 1/0.9 0 1/0.9 2.222
2 1 1 1/0.9 0 0 1/0.9 2.222
6 1 2 1/0.78 1/0.78 0 1/0.78 3.846
7 1 2 1/0.78 1/0.78 0 0 2.56411 1 3 1/0.624 1/0.624 1/0.624 1/0.624 6.41
12 1 3 0 0 1/0.624 1/0.624 3.2
14 0 3 1/0.624 0 1/0.624 1/0.624 4.8
15 0 3 1/0.624 1/0.624 1/0.624 1/0.624 6.41
16 0 3 1/0.624 1/0.624 0 1/0.624 4.8
17 0 3 0 1/0.624 1/0.624 1/0.624 4.8
18 0 3 1/0.624 0 1/0.624 0 3.2
19 0 3 0 1/0.624 0 0 1.602
20 0 3 1/0.624 0 1/0.624 1/0.624 4.8Nearest hits and nearest miss are then searched. Considering a k
value = 0.5 (50%) of the minority class, the number of neighbors in
the Zi dataset, k(Zi), would be: number of d = 0 instances = 7; num-
ber of d = 1 instances = 6. The minority class is equal to 6. k(Zi) = 6 
0.5 = 3.
As d(Ri) is equal to 0, the three nearest hits are:ID Outcome Time V1 V2 V3 V4 Distance18 0 3 1/0.624 0 1/0.624 0 3.2
16 0 3 1/0.624 1/0.624 0 1/0.624 4.8
17 0 3 0 1/0.624 1/0.624 1/0.624 4.8and the 3 nearest miss:ID Outcome Time V1 V2 V3 V4 Distance1 1 1 0 1/0.9 0 1/0.9 2.222
2 1 1 1/0.9 0 0 1/0.9 2.222
7 1 2 1/0.78 1/0.78 0 0 2.564For each attribute we can now update the vectorW. Starting fromW
[A] = 0 we have:
dical Informatics 44 (2011) 361–369Step W [V1] W [V2] W [V3] W [V4]Hit 1 0  1/0.624 0  0 0  1/
0.624
0  0Hit 2 1/
0.624  1/
0.6240  1/0.624 1/
0.624  0


























































Total 0.81197 0.81197 3.20513 0.98291
Total/ k(Zi) 0.27066 0.27066 1.068380.326764Updated vectors are used for all the other Ri instances, where
i = 1, . . . ,m, and the total value of the vector is divided by m.
In the example dataset, considering k = 0.5 andm = 1 we get the
following ﬁnal sReliefF scores:V1 = 0.3006 rank = 4
V2 = 0.1972 rank = 2
V3 = 0.0741 rank = 3
V4 = 0.24 rank = 1Appendix B
The screenshot below, taken from the hh2way_survival_epi-
set_generatorii software, depicts the survival distribution used to
generate the synthetic epistatic lifetime models employed in the
simulation. BT, bath-tube.
The characteristics of the models we employed for simulation
are displayed in the model logs. Here, along with the cumulative
penetrance and the cumulative heritability at the survival time
(T5) of the 2-locus epistatic model, the time-point penetrances,
the time-point heritability, the hazard ratios (HR) for the high-
vs. low-risk combinations are also reported. Exempliﬁcative model
logs taken from the hh2way_survival_episet_generatorii software
are reported below:
Log 1H2 at T5 ¼ 0:10
One-hundred survival epistatic datasets were
generated.
Each set is composed of:
400 samples.
500 SNPs, including two causative SNPs linked to the
survival status in the reference population,
200 event instances,
200 right-censored instances (50%).
L. Beretta, A. Santaniello / Journal of Biomedical Informatics 44 (2011) 361–369 367Samples were randomly extracted from a population of
500,000 individuals.
The reference population has the following
characteristics:
Bath-tube shape (kappa = 0.26; lambda = 1.358;
theta = 0.5).
Cumulative heritability at T5, H2(5) = 0.1005;
q(A) = 0.2; q(B) = 0.2.
HRs for high- vs. low-risk cells = 1.3849.Cumulative penetrance at T5: K(5) = 0.75AA Aa aaBB 0.676 0.876 0.925Bb 0.897 0.503 0.375bb 0.758 0.709 0.949Penetrance at T1: H2 = 0.0108AA Aa aaBB 0.2204 0.2857 0.3016Bb 0.2925 0.164 0.1223bb 0.2472 0.2312 0.3095Penetrance at T2: H2 = 0.0096AA Aa aaBB 0.2013 0.2608 0.2754Bb 0.2671 0.1498 0.1117bb 0.2257 0.2111 0.2826Penetrance at T3: H2 = 0.0102AA Aa aaBB 0.2109 0.2733 0.2886Bb 0.2798 0.1569 0.117bb 0.2365 0.2212 0.2961Penetrance at T4: H2 = 0.011AA Aa aaBB 0.2235 0.2897 0.3059Bb 0.2966 0.1663 0.124bb 0.2506 0.2344 0.3138Penetrance at T5: H2 = 0.0118AA Aa aaBB 0.2347 0.3042 0.3212Bb 0.3115 0.1747 0.1302bb 0.2632 0.2462 0.3295Log 2H2 at T5 ¼ 0:15
One-hundred survival epistatic datasets were
generated.
Each set is composed of:
400 samples.
500 SNPs, including two causative SNPs linked to the
survival status in the reference population,
200 event instances,
200 right-censored instances (50%).
368 L. Beretta, A. Santaniello / Journal of Biomedical Informatics 44 (2011) 361–369Samples were randomly extracted from a population of
500,000 individuals.
The reference population has the following
characteristics:
Bath-tube shape (kappa = 0.26; lambda = 1.358;
theta = 0.5).
Cumulative heritability at T5, H2(5) = 0.15;
q(A) = 0.04; q(B) = 0.04.
HRs for high- vs. low-risk cells = 1.4947.Cumulative penetrance at T5: K(5) = 0.75AA Aa aaBB 0.658 0.91 0.937Bb 0.93 0.436 0.38bb 0.772 0.71 0.707Penetrance at T1: H2 = 0.0162AA Aa aaBB 0.2146 0.2968 0.3056Bb 0.3033 0.1422 0.1239bb 0.2518 0.2316 0.2306Penetrance at T2: H2 = 0.0144AA Aa aaBB 0.196 0.271 0.2791Bb 0.277 0.1298 0.1132bb 0.2299 0.2114 0.2106Penetrance at T3: H2 = 0.0153AA Aa aaBB 0.2053 0.2839 0.2924Bb 0.2902 0.136 0.1186bb 0.2409 0.2215 0.2206Penetrance at T4: H2 = 0.0165AA Aa aaBB 0.2176 0.301 0.3099Bb 0.3076 0.1442 0.1257bb 0.2553 0.2348 0.2338Penetrance at T5: H2 = 0.0176AA Aa aaBB 0.2285 0.3161 0.3254Bb 0.323 0.1514 0.132bb 0.2681 0.2466 0.2455Log 3H2 at T5 ¼ 0:20
One-hundred survival epistatic datasets were
generated.
Each set is composed of:400 samples.
500 SNPs, including two causative SNPs linked to the
survival status in the reference population,
200 event instances,
200 right-censored instances (50%).
Samples were randomly extracted from a population of
500,000 individuals.
The reference population has the following
characteristics:
Bath-tube shape (kappa = 0.26; lambda = 1.358;
theta = 0.5).
Cumulative heritability at T5, H2(5) = 0.2002;
q(A) = 0.2; q(B) = 0.2.
HRs for high- vs. low-risk cells = 1.5628.Cumulative penetrance at T5: K(5) = 0.75AA Aa aaBB 0.651 0.951 0.727Bb 0.95 0.343 0.805bb 0.734 0.791 0.679Penetrance at T1: H2 = 0.0216AA Aa aaBB 0.2123 0.3101 0.2371Bb 0.3098 0.1118 0.2625bb 0.2393 0.2579 0.2214Penetrance at T2: H2 = 0.0192AA Aa aaBB 0.1938 0.2832 0.2165Bb 0.2829 0.1021 0.2397bb 0.2185 0.2355 0.2022Penetrance at T3: H2 = 0.0204AA Aa aaBB 0.2031 0.2967 0.2268Bb 0.2964 0.107 0.2511bb 0.229 0.2468 0.2118Penetrance at T4: H2 = 0.022AA Aa aaBB 0.2153 0.3145 0.2404Bb 0.3141 0.1134 0.2662bb 0.2427 0.2615 0.2245Penetrance at T5: H2 = 0.0235AA Aa aaBB 0.226 0.3302 0.2524Bb 0.3299 0.1191 0.2795bb 0.2549 0.2747 0.2358
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