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Abstract: Few studies about modelling pumice debris flows are available in literature. An integrated
approach based on field surveys and numerical modelling is here proposed. A pumiceous
debris flow, which occurred in the Amalfi Coast (Italy), is reconstructed by the numerical code,
FLATModel, consisting of a two-dimensional shallow-water model written in curvilinear coordinates.
The morphological evolution of the gully and of the alluvial fan was monitored by terrestrial laser
scanner and photo-modelling aerial surveys, providing, in a cost-effective way, data otherwise
unavailable, for the implementation, calibration and validation of the model. The most suitable
resistance law is identified to be the Voellmy model, which is found capable of correctly describing
the friction-collisional resistance mechanisms of pumiceous debris flows. The initial conditions
of the numerical simulations are assumed to be of dam-break type: i.e., they are given by the
sudden release of masses of pumice, whose shape and depths are obtained by reconstruction of the
pre-event slopes. The predicted depths and shape of deposits are compared with the measured ones,
where a good agreement (average error smaller than 10 cm) is observed for several dam-break
scenarios. The proposed cost-effective integrated approach can be straightforwardly employed for the
description of other debris flows of the same kind and for better designing risk mitigation measures.
Keywords: debris flow; pumice; depth-averaged model; Voellmy resistance law; dam-break; field
surveys; terrestrial laser scanner (TLS); UAV surveys
1. Introduction
In mountainous areas, debris flows and rock/snow avalanches represent an important hazard for
mankind and infrastructures [1–3]. In the last decades, these phenomena have attracted huge interest
from the scientific community, due to the increasing need to correctly describe their initiation and
propagation phases, in order to better assess the risk, demarcate the hazardous areas and develop
risk mitigation measures. Besides the theoretical and laboratory experimental investigations on the
dynamics of granular flows and granular-liquid mixtures [4–10], considerable efforts have been recently
made in the description of these flows at the field scale [11–16]. Modelling the propagation stages of
these flows involves mathematical complexity and advanced numerical simulation techniques [17–22].
Dealing with convective terms requires specific solvers and algorithms. In the case of debris flows (DF),
different from clear water flows, there are extra elements that challenge the model development.
The main specific issues to be addressed are the scale of the problem and the rheology of the mixture.
A debris flow is a natural hazard with a characteristic scale of order of hundreds/thousand metres,
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meaning that the computational domain is large and, hence, the choice of the mesh size is crucial.
From a practical viewpoint this typically involves vertical integration and averaging of the hydraulic
variables, leading to models of the shallow-water type [23–26].
Moreover, the evaluation of the energy losses during the flow has to be suitably addressed.
Generally speaking, a debris flow is made up of a heterogeneous mixture of solids and liquids.
In nature, the fluid is water or a slurry of water and fine sediments (clay and silt), and the solid
phase is represented by natural grain soils, with a size ranging from silt to boulders. The physics
governing the mixture behaviour at the micro-scale is fully defined by the classical equations of
mechanics, taking into account interactions within the solid phase, solid-fluid interactions and the
dynamics of the fluid phase. Yet, modelling one by one every single particle in problems at the
field scale becomes highly computationally expensive, and, often, is still beyond the capacities of the
existing computational resources. Therefore, a macro-scale rheological approach should be selected,
moving from the particle-fluid mechanics to the continuum mechanics. The scientific problem of the
debris flow rheology is a consequence of this continuum mechanics approach, e.g., [27,28].
The code FLATModel, firstly introduced by [20] and subsequently reformulated in curvilinear
coordinates in [29], implements a two-dimensional depth-averaged mathematical model of the
shallow-water type, specifically designed to describe the propagation of debris flows over irregular
mountainous topographies. The model, which can be equipped with different basal resistance laws
from various rheological assumptions, is numerically integrated through an explicit finite volume
shock-capturing scheme. FLATModel is, here, employed to reconstruct a pumice DF, which occurred in
the Amalfi Coast (Province of Salerno, Italy) in October 2013. The digital terrain model (DTM)
of the debris fan, before and after the event, was surveyed by terrestrial laser scanner (TLS).
Moreover, the entire topography up to the debris flow scars (i.e., the initiation zones) was obtained
by photo-modeling analysis of digital pictures, taken by an aerial survey carried out through a
drone, i.e., an unmanned aerial vehicle (UAV) [30]. Different possible dam-break scenarios are
investigated for the numerical reconstruction of the DF event. From this investigation it emerges that
the shape of deposit can be properly described by employing a Voellmy-type resistance law [31,32],
which only requires the calibration of two parameters. It suggests that the Voellmy resistance law is
capable of describing the essential momentum exchange mechanisms, of frictional and collisional type,
occurring in pumice granular flows. Moreover, it is noteworthy to anticipate that the best agreement
with the survey data is found in the scenario, where two subsequent dam-break waves take place in
rapid succession. In fact, in this scenario the numerical simulation better captures the flow dynamics,
especially during the final deposition stages of the granular material on the alluvial fan.
The paper is composed of the following parts. Section 2 is devoted to a brief description of the
mathematical model, the related numerical implementation (Section 2.1), and the site under study and
the field surveys (Section 2.2). The numerical reconstruction of the pumice DF is reported in Section 3
and is discussed in Section 4. The conclusions are summarized in Section 5.
2. Materials and Methods
2.1. The Mathematical Model
Within the framework of continuum mechanics and under the assumption that the characteristic
flow length is much larger than the flow depth, a popular and cost-effective mathematical approach
for describing the propagation of geophysical flows and floods is represented by shallow-water type
models, e.g., [17–20,24,25]. Renouncing to the complete description of the velocity field along the
flow depth, e.g., [17], such kind of models are parsimonious of parameters and require much lower
computational efforts compared to fully three-dimensional models. In field-scale investigations, it is
customary to calibrate the model parameters through back-analysis of field data [11,19,20]. The original
code FLATModel, here employed, belongs to this family of models and is specifically designed to
describe the DFs propagation on irregular topographies.
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There is a fundamental relation between the selected coordinate system, the equation system and
the discretization used in the solver [24,25,33,34]. The coordinate system proposed in FLATModel [29]
is shown in Figure 1, where the local coordinates are labelled x, y.
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where h is depth, t is time, g is the metric tensor, uk is the k-th component of the velocity vector, gi
is the gravity vector, xk is the k-th space coordinate, Tij is the stress tensor, ρ is the density and τbi
the bed shear stress, to be defined by a specific rheology. As the pr posed coordinate system is not
orthogonal, the cross terms appear in the Equ tions. For more details about the model, we refer t
Reader to [20,29].
To assess the term τbi in (1), FLATModel is capable f employing the most popular basal resistanc
laws for mud flows and debris flows (e.g., Herschel-Bulkley, Bingham, Coulomb frictional and Voellmy
resistance laws). The partial differential Equati n system (1), is num ricall i tegrated by using an explicit
shock-capturing finite-volume scheme, based on the Harten-Lax-Leer-Contact (HLLC) approximate
Riemann solver [35]. All the num rical simulatio s, hereafter report d, were performed by using the
pre-event DTM as basal topography on the alluvial fan and the DTM, btained by aerial surv y, as basal
topography in the rest of the spatial domain. The topography, obtained from m rging the two DTMs,
was suitably downscaled for all the numeric l simulati ns, employing a mesh of size 0.1 m.
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2.2. Study Area
The site under study is a gully located in a small basin of Lattari Mountains, belonging to
the municipality of Tramonti in the Amalfi Coast (Campania region, Italy) and often concerned by
pumiceous debris flows. The overall extension of the basin is about 5 ha and its average altitude is
780 m a.s.l. The gully intersects the Provincial road, SP1, connecting the towns of Ravello and Tramonti,
at coordinates 40.690910◦ N–14.613087◦ E, as it is shown by the satellite view reported in Figure 2. It is
worth noting that other three active gullies, as well concerned by pumiceous DF events, intersect the
same road along a tract approximately 400 m-long and, thus, contribute to further increase the DF
hazard on the road infrastructure. The pyroclastic soils covering the carbonatic rock of the Campanian
Appennine are well-known to be affected by DF events [28,36–38]. Such deposits date back to the
various volcanic eruptions of the Somma-Vesuvius volcano, which is located ≈20 km North-West of
the Lattari Mountains. The soil stratigraphy of the area is mainly composed of limestone bedrock,
covered by pumice and ash layers, which are intercalated by paleo-soils of fine sediments [39,40].
In particular, pumice lenses, with thickness up to a few meters are often present, and are mainly dated
back to the Plinian volcanic eruption of 79 A.D., during which the prevailing wind direction was
South-East and, thus, a conspicuous amount of lightweight pyroclastic sediments deposited on the
Lattari Mountains.
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Figure 2. Satellite view of the study site (source Google Earth). The inset pictures show the geographical
location of the study area in Italy and in the Amalfi Coast (Campania region).
The DF area under study is characterized by frequent debris flow events running along a steep
gully with an average inclination of ≈40◦. At the lower end of the gully is an alluvial fan with a
decreasing slope formed upstream a 30 m-long gabion wall, built to protect the road. It is worth
mentioning that the deposition area upstream the gabion wall is not regularly emptied after DF
events and, as a consequence, the available volume upstream the gabion wall is often smaller than the
total volume of mobilized sediments during a single DF event. Therefore, in recent years a number
of DF events partially overtopped the gabion wall and, consequently, hit the road. As an example,
Figure 3 reports a picture of pumiceous deposits, taken soon after an event occurred in September 2014,
which noticeably overtopped the gabion wall.
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Figure 3. Pictures taken on 23/09/2014, showing the alluvial fan, the deposits and the gabion wall.
The deposits in the foreground overtopped the gabion wall during the DF event of Sept. 2014. In the first
picture (a) the vertical scale at the gabion wall could be estimated thanks to the visible graduated stick;
conversely, in the second picture (b) the presence of the researcher allows us to approximately infer the
vertical scale.
Heavy rainfalls are often capable of mobilizing the pyroclastic sediments lying on steep slopes and,
consequently, cause shallow landslides that typically develop into DFs. The trigger mechanism of
the collapses is probably due to a local increase of water pore pressure within the pumice layers,
which causes local failures [41]. Conversely, the run-off depth of rain water is typically low owing to
the high slopes and, thus, is unlikely to cause significant bed-load transport. In the site under study
several DF events have been observed in the last decade. Nonetheless, a great amount of potentially
unstable pumice deposits is still present in the upper part of the basin, indicating that the likelihood of
further collapses is still very high.
This work focuses on the numerical reconstruction of a specific DF event, occurred on the 10th
October 2013. This event was selected among the others, since we could gather detailed field surveys
before and after it. During the event large volumes of pumiceous deposits moved from two niches,
located about 120 m upstream of the gabion wall, at a relative elevation of ≈65 m above the road level.
Henceforth, the two niches at the right and left sides of the gully will be referred to as N1 and N2,
respectively. Satellite images, taken from Google Earth at different dates are reported in Figure 4,
showing the evolution in time of N1 and N2.
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Figure 4. Satellite images of the site under study (source Google Earth).
During the DF event, the nearest rain gauge, located in the town centre of Tramonti (few kilometers
South from the site), recorded a cumulative rainfall of 60 mm in 4 h with a maximum intensity of about
50 mm/h. Rainfall data were provided by the Regional Center of the Italian Civil Protection. However,
since the elevation of the rain gauge is about 350 m below the site under study, it should be kept in
mind that the gauge might slightly underestimate the actual rainfall occurred at the site under study,
owing to the well-known orographic effects on the spatial variability of the rainfalls.
The collapses of pumice layers from the niches N1 and N2 gave place to a channelized DF along
the gully that deposited upstream the gabion wall. By considering the relatively small magnitude of
the rainfall, the smallness of the basin and the steep slope of the gully, it can be reasonably inferred
that the run-off water depths were very small and, consequently, that the granular-liquid mixture was
not saturated by water. As a consequence, it is reasonable to speculate that the buoyancy effects on
pumice sediments and other complex hydrodynamic interactions between solid phase and interstitial
fluid are negligible in this case. Apart from a small fraction of the total volume (of order of few
cubic meters), the gabion wall was essentially not overtopped during this relatively small DF event.
Such a circumstance allowed for a reasonably precise estimation of the total volume of the deposit
behind the gabion wall, obtained by the comparison of two digital terrain models (DTM), taken before
(27/06/2013) and after (18/10/2013) the event. The DTM were obtained by the terrestrial laser scanner
(TLS) survey, employing the instrument TOPCON GLS-1500, and exhibit a very high resolution
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(of order of ≈1 cm), made possible thanks to the almost complete absence of vegetation inside the
gully [30]. By comparing the two DTM, the volume of deposit was estimated equal to 146 m3. The shape
of the deposit on the alluvial fan is reported in Figure 5. Based on field observations after the event, it
was verified that the volume of deposit on the alluvial fan, i.e., upstream the wall, mainly came from
the two niches (N1 and N2) located above, though minor amounts of granular material were eroded
along the gully.
Water 2018, 10, x 7 of 22 
 
m3. The shape of the deposit on the alluvial fan is reported in Figure 5. Based on field observations 
after the event, it was verified that the volume of deposit on the alluvial fan, i.e., upstream the wall, 
mainly came from the two niches (N1 and N2) located above, though minor amounts of granular 
material were eroded along the gully. 
 
Figure 5. Deposit on the alluvial fan after the DF event of October 2013, obtained by difference of 
post- and pre-event DTMs. The color bar on the right-hand side reports the depth of the deposit, 
expressed in meters [m]. 
Differently, the DTM of the initiation and propagation zones was obtained by photo-modeling 
techniques applied to more than 160 aerial digital photographs taken in December 2013 through a 
UAV, equipped with a standard digital camera (model. Sony CX 260, manufacturer SONY – Tokyo, 
JAPAN). The average accuracy of this second survey is ≈10 cm. The pictures taken by the UAV were 
subsequently analyzed by the software Agisoft Photoscan (ver. 1.0.4), which is capable of yielding a 
high-resolution DTM through an image-based 3D-modelling algorithm. For more details about the 
photo-modeling survey technique we refer the Reader to our previous work [30]. 
Small natural leaves, made of coarse pumice material accumulated at the sides of the flow during 
the DF event could be observed inside the gully by post-event inspection. From this observation, it 
was possible to estimate a peak flow depth of 85 cm (with an uncertainty of ±15 cm), in a specific 
cross section, hereafter referred to as S1 and located few meters upstream the upper part of the 
alluvial fan. 
3. Results 
3.1. Preliminary Analysis for the Choice of the Resistance Law and Parameters Calibration 
A first set of preliminary numerical simulations was performed in order to identify a proper 
flow resistance law and, subsequently, to calibrate its parameters. As the only constraint available for 
the calibration is the shape and the depth of deposit, initially we choose to simulate only the 
propagation and the deposition of the debris flow on the lower alluvial fan. 
Figure 5. Deposit on the alluvial fan after the DF event of October 2013, obtained by difference of post-
and pre-event DTMs. The color bar n the right-hand side reports the depth of the deposit, expressed
in meters [m].
Differently, the DTM of the initiation and propagation zones was obtained by photo-modeling
techniques applied to more than 160 aerial digital photographs taken in December 2013 through a UAV,
equipped with a standard digital camera (model. Sony CX 260, manufacturer SONY–Tokyo, Japan).
The average accuracy of this second survey is ≈10 cm. The pictures taken by the UAV were
subsequently analyzed by the software Agisoft Photoscan (ver. 1.0.4), which is capable of yielding a
high-resolution DTM through an image-based 3D-modelling algorithm. For more details about the
photo-modeling survey technique we refer the Reader to our previous work [30].
Small natural leaves, made of coarse pumice material accumulated at the sides of the flow during
the DF event could be observed inside the gully by post-event inspection. From this observation, it was
possible to estimate a peak flow depth of 85 cm (with an uncertainty of ±15 cm), in a specific cross
section, hereafter referred to as S1 and located few meters upstream the upper part of the alluvial fan.
3. Results
3.1. Preliminary Analysis for the Choice of the Resistance Law and Parameters Calibration
A first set of preliminary numerical simulations was performed in order to identify a proper flow
resistance law and, subsequently, to calibrate its parameter . As the only constraint available for the
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calibration is the shape and the depth of deposit, initially we choose to simulate only the propagation
and the deposition of the debris flow on the lower alluvial fan.
Analogous to that reported in [30], the input debris flow discharge at the upstream section,
S1 (i.e., upper boundary condition) was assumed to be a one-surge triangular hydrograph. The volume
of the hydrograph was set equal to the measured volume of deposit, 146 m3. The peak flow rate,
set equal to 5.15 m3/s, was estimated by imposing the peak flow depth observed in the cross section
S1 and assuming the occurrence of the hydraulic critical state. The time length of the hydrograph is
56.7 s. A sensitivity analysis on the peak flow depth, varied within its accuracy range (i.e., between
70 cm and 100 cm), was performed in [30]. It was found that the depths of deposit exhibit negligible
variations in the investigated range of input hydrographs.
In this preliminary numerical simulations, the spatial domain was chosen to solely contain the
debris fan, the gabion wall and some part of the road facing the gabions. The numerical simulations
were performed on a basal topography, consisting of the pre-event DTM of 27/06/2013 obtained by
TLS survey.
Various resistance laws were tried to reproduce the observed deposit. Owing to the coarse
granulometry of the pumiceous material and non-negligible frictional effects, visco-plastic rheological
laws (such as Bingham or Herschel-Bulkley laws), which are typically suitable for mud flows
or fine-sediment pyroclastic debris flows [28], resulted totally inadequate in this case. In fact,
these rheologies are unable to correctly reproduce non-null slopes in the final deposit. Much better
results are obtained by employing the friction-collisional Voellmy model, which was historically
proposed for describing the snow avalanches [31,32]. Several experimental studies available in
literature show that this model is also able to describe granular flows and rock avalanches [42–44].
The Voellmy law, which cannot be viewed as a rigorous rheological model but more as a
phenomenological resistance law, simply assumes that the basal shear stress, can be estimated as the
sum of two terms, a rate-independent Coulomb friction term and a collisional turbulent-like term,




where α is the local inclination angle of the basal surface, h the flow depth, V the flow velocity and ρ
the bulk density of the granular mixture. The two model’s parameters to be calibrated are: φ which
represents a dynamic angle of friction depending on the angle of internal friction of the granular
mixture; Cz, which can be viewed as a Chezy-like conveyance coefficient of dimensions [L1/2/T].
The angle of repose of the pumice granular material was experimentally estimated by freestanding
cone method [45] at the LIDAM (Environmental and Maritime Hydraulics Laboratory of the University
of Salerno) and is found to be 36◦ ± 2◦. This measurement appears congruent with other data available
in literature on similar pumice soils in Campanian area [39–41]. Yet, the dynamic angle of friction of
the mixture of pumiceous material and water, to be used in Equation (2), is expected to be somehow
smaller than this angle, due to the lubricating action of the interstitial fluid.
The optimal values of ϕ = 28.5◦ and Cz = 30 m1/2/s, were obtained by a back-analysis of the
measured shape of deposit. The predicted deposit was found to be in sound agreement with the
post-event DTM, showing an average absolute error of ≈0.08 m. The comparison between the
numerically predicted deposit and the measured data is reported in Figure 6.
A more parsimonious resistance model, consisting of a simple Coulomb friction rate-independent
resistance law with the assumption of isotropic normal stresses, was also tried. This model can
be straightforwardly obtained from Equation (2), by simply removing the rate-dependent term.
In this case, the sole parameter, ϕ, was optimized. We briefly report that, in this case, the best
agreement between the numerical simulation and the field data is obtained with a slightly higher
value of the angle of friction, ϕ = 32◦, and the average absolute error resulted to be slightly larger
(≈0.10 m). Although the degree of agreement with the measured deposit is still reasonably good
and quite similar to the one found by using the Voellmy model, it is found that the Coulomb friction
Water 2018, 10, 1159 9 of 22
model tends to largely overestimate the flow velocities during the propagation stages, owing to the
lack of a rate-dependent resistance term. Namely, a continuous and unrealistic acceleration of the
avalanching mass is predicted on slopes higher than tan ϕ. Conversely, it can be speculated that the
two resistance laws (Voellmy and pure Coulomb) perform similarly during the deposition stages
because the rate-dependent momentum exchanges progressively fade away, as the granular mass
slows down.
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3.2. Numerical Simulations of the Pumice DF from Initiation to Deposit
When a mathematical-numerical model is used for describing a DF, large uncertainties are linked
with the estimation of the input hydrograph or, generally speaking, of the initial conditions. In some
cases the initial position of the mobilized mass is known or can be estimated with sufficient precision
by field survey. Using this information, it is possible to perform numerical simulations of all the stages
of the phenomenon from initiation to deposit [20], so that we are allowed to estimate not only the final
shape of deposit but also the temporal evolution of the flow depths and velocities.
With reference to the investigated DF, here, we assume a sudden release of the pumice masses
from niches, N1 and N2. This assumption is motivated by computational needs and it is also supported
by field data. In fact, since by post-event surveys the crowns of the niches appear sharp and appear to
have retrogressively moved, it is likely that the DF triggering occurred as a sudden local failure more
than as a slow erosion process. From the mathematical and numerical viewpoint the considered failure
mechanisms are totally analogous to the standard dam-break case of hydraulics.
Water 2018, 10, 1159 10 of 22
In the absence of topographic data of the whole channel before the event, the numerical
simulations were carried out by using the DTM, obtained by aerial survey of December 2013. It amounts
to assuming that the topography along the gully did not change significantly during the investigated DF.
Strictly speaking, this assumption might be inaccurate due to erosion/deposition processes. However,
it should be noted that it is congruent with the employment of a mathematical model neglecting
erosion/deposition processes along the flow path. Moreover, it should be kept in mind that the proper
calibration of more sophisticated movable bed mathematical models would have been much more
difficult, given the aforementioned lack of field data. The topography of the alluvial fan is given by
the pre-event DTM of June 2013. The two DTMs, related to the alluvial fan and to the propagation
channel, were merged together. A Gaussian filter (with standard deviation of 1.5 m) was employed at
the boundaries of the debris fan, in order to properly smooth any artificial topographic jump and, thus,
make the topography suitable for the subsequent numerical simulations.
The initial depths of deposit in the two niches are reconstructed by interpolating the topography
around the niches’ crowns, i.e., the neighbouring soil surface not involved in the collapses. Such a
calculation is affected by some uncertainties mainly due to the fact that it was not possible to exactly
determine the front positions of the mobilized volumes. From satellite images and the field survey of
June 2013 it was revealed that the niche, N2, had been already partially collapsed at the moment of
the investigated DF event of October 2013. Therefore, the majority of the mobilized volume is likely
to have originated from the other niche, N1. By interpolation of the post-event topography and by
comparison with the pre-event satellite images, the estimations of the volumes, mobilized from niches
N1 and N2, are ≈140 m3 and ≈60 m3 respectively. The aforementioned uncertainties affecting these
estimations are of order of few tens of cubic meters. The estimated volumes together with the related
bands of uncertainties are reported in Figure 7.
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No video-recording instrumentation is installed in the site under study; thus, the exact sequence
of events during the triggering phases is unknown. In order to overcome this lack of knowledge,
the following three different plausible scenarios were investigated:
• Scenario n. 1 (one dam-break wave): mobilization of the pumice deposits only from niche, N1;
• Scenario n. 2 (two dam-break waves merging together into a unique wave along the propagation
channel): simultaneous mobilization of pumice deposits from niches N1 and N2;
• Scenario n. 3 (two subsequent dam-break waves): mobilization of pumice deposits from niche N1
and subsequent mobilization from niche N2.
In the third scenario, the second dam-break wave from N2 was numerically simulated by using
as input topography the deposit distribution of the previous numerical simulation of the dam-break
wave from N1. The other possible scenario, consisting of the initial mobilization of deposits from
niche N2 and subsequent mobilization from niche N1, is not reported, because preliminary simulations
revealed that it gives much worse results in terms of the shape of the final deposit. Moreover, it should
be noted that the sub-basin of niche N2 is noticeably smaller than that of niche N1: thus, also from a
hydrological viewpoint it is unlikely that the failure of N2 occurred before the failure of N1.
For each scenario, different numerical simulations were carried out by assuming various mobilized
volumes from the two niches (within the related uncertainties, already shown in Figure 7). A complete
list of the numerical simulations is reported in Table 1. Since the employed finite volume numerical
scheme (HLLC) of FLATModel is of explicit type, the time steps in all simulations are calculated by
imposing a CFL (Courant-Friedrichs-Lewy number) constraint equal to 0.5. The parameters employed
in the Voellmy resistance law, (2), are: ϕ = 28.5◦ and Cz = 30 m1/2/s, as reported in Section 3.1. In order
to quantitatively assess the degree of agreement between the numerical simulation and the field






Table 1. Complete list of the numerical simulations at different dam-break scenarios. The best-fitting
simulation for each scenario is reported in bold font.











SIM-1-1 1 146 0 105 0.305 0.093 0.333
SIM-1-2 1 160 0 117 0.256 0.078 0.269
SIM-1-3 1 170 0 125 0.234 0.072 0.237
SIM-1-4 1 180 0 133 0.222 0.068 0.217
SIM-1-5 1 190 0 144 0.227 0.070 0.214
SIM-1-6 1 200 0 150 0.243 0.074 0.225
SIM-2-1 2 106 40 97 0.355 0.108 0.404
SIM-2-2 2 120 40 110 0.285 0.087 0.306
SIM-2-3 2 130 40 119 0.249 0.076 0.258
SIM-2-4 2 140 40 127 0.229 0.070 0.228
SIM-2-5 2 150 40 137 0.221 0.067 0.208
SIM-2-6 2 160 40 145 0.229 0.070 0.215
SIM-3-1 3 140 40 130 0.221 0.068 0.208
SIM-3-2 3 140 50 137 0.208 0.064 0.195
SIM-3-3 3 140 60 145 0.218 0.067 0.219
SIM-3-4 3 140 70 154 0.249 0.076 0.246
In Equation (3) the summations extend over the cells of the discretized spatial domain, where both
the predicted flow depth, hsim,i, and the measured flow depth, hmeasured,i, are available. Thus, the error
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index could be calculated on the alluvial fan where pre- and post-event DTMs were available.
Furthermore, the mean of the absolute error (expressed in meters), E¯, and the 90th percentile, E90%,
of its distribution over the alluvial fan are also reported in Table 1, together with the numerically
predicted volume of deposit on the fan, Vdep. Please note that this volume is always smaller than the
total volume, assumed to be collapsed from the niches in the numerical simulation, since a portion of
it stopped along the propagation channel due to local variations of the basal slope and another small
portion occasionally may have overtopped the gabion wall.
Before presenting the best-fitting simulation for each scenario, it can be observed from Table 1
that the average error of the deposit height in the debris fan is always smaller than 10 cm for all the
investigated numerical simulations. This corroborates the robustness of the modelling approach and,
especially, the suitability of the chosen resistance law. In Scenario 1, the best agreement is obtained by
the simulation SIM-1-4, in which a volume of 180 m3 moves from niche N1. The agreement with the
measured shape of deposit is reasonably good with a normalized error index Enorm = 0.222 and the
average absolute error, E¯, slightly below 7 cm. Yet, it should be noted that the predicted volume of
deposit 133 m3 is 9% smaller than the value measured by TLS survey (146 m3). As mentioned above,
the reason of this discrepancy is partly due to the fact that a fraction of the released volume from
niche N1 stops along the gully, and partly due to some minor overtopping beyond the gabion wall.
The agreement with the field measurements further increases in the other two scenarios. In Scenario 2,
the best correspondence with the survey data is obtained by simulation, SIM-2-5, where a volume of
150 m3 coming from niche N1 and a volume of 40 m3 coming from niche N2 are released simultaneously.
The average absolute error, E¯, and Enorm are quite similar to the optimal simulation of Scenario 1,
whereas Vdep=137m3 exhibits a better agreement with the measured volume of deposit. With reference
to the optimal simulation SIM-2-5 of Scenario 2, the evolution of the flow depths over time in the
whole spatial domain is reported in Figure 8. In the same figure the final deposit, observed when the
entire flow reaches a state of rest at t ≈ 45 s after the initiation, is also reported (Figure 8f). Moreover,
the envelope of the maximum of the velocity modulus, ‖v‖ =
√
v2x + v2y, of SIM-2-5 is shown in
Figure 9. The peak flow velocity, predicted by the numerical simulation, is slightly larger than 10 m/s.
We report that also in the other numerical simulations the peak velocity is found to be of the same order.
The shape of deposit on the alluvial fan, predicted by SIM-2-5, is reported in Figure 10 together
with the error, hsim,I − hmeasured,i, calculated with respect to the surveyed data (Figure 10b). As shown in
Figure 10b, it should be noted that, though the triangle-like shape of deposit is correctly predicted by
the mathematical model, the numerical simulation tends to overestimate the deposit depth immediately
behind the gabion wall and, conversely, it slightly underestimates it in the upper zone of the alluvial fan.
This limitation of the numerical simulation will be discussed in more detail in Section 4.
Now, let us present the numerical simulations related to Scenario 3, involving two subsequent
dam-break waves from niches N1 and N2. The best agreement with the measured deposit is obtained
by the simulation, SIM-3-2, in which the volumes of 140 m3 and 50 m3 are released from niches
N1 and N2, respectively. In this case the error indicators are even slightly smaller than Scenario 2:
E¯ = 0.064 m and Enorm = 0.208. The evolution of flow depths over time is reported in Figure 11. It should
be noted that, in this case, the time length of the DF event is larger (≈90 s) than that of Scenario 2,
due to the hypothesis of two subsequent dam-break waves. Figure 12 reports the shape of predicted
deposit on the alluvial fan and the error on the flow depths. As shown by Figure 12b, the systematic
overestimation of the flow depth immediately behind the gabion wall is noticeably reduced compared
to the optimal simulation of Scenario 2 (SIM-2-5). This numerical result appears as the most realistic
among all three investigated scenarios.
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TLS survey.
Finally, the evolutions of the flow depth, obtained by the optimal numerical simulations, SIM-2-5
and SIM-3-2, at the cross section S1 are reported in Figure 13. The numerically predicted flow depths
could be also compared with the measured peak flow at the same cross section, S1. The agreement
is reasonably good in both cases, since the predicted peak lies within the uncertainty range of the
measured peak flow depth 85 cm ± 15 cm.
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4. Discussion
This paper focused on the numerical reconstruction of pumiceous DF. The proposed integrated
approach employs the shallow-water code, FLATModel, which is specifically designed for describing
the DF propagation over irregular topographies and could be preliminarily calibrated by means of
field data, obtained from TLS and photo-modelling aerial surveys. In the calibration stage, reported in
Section 3.1, different rheological laws were tried. It emerged that classical rheological laws, such as
Bingham and Herschel-Bulkley laws, which are typically suitable for mud flows and fine-sediment
pyroclastic debris flows [28], are completely inappropriate in the case of pumice DFs. Indeed, they are
found to be unable to capture non-null slopes of the deposit in the alluvial fan. Conversely, the Voellmy
resistance law [31,32] was identified as the most suitable approach. This finding strongly indicates that
the investigated pumiceous DFs exhibit a granular behaviour, where the main momentum exchange
mechanisms are represented by friction and collisions among grains e.g., [10,25]. In this regard,
a pumiceous DF generally behaves as a stony debris flow, at least as long as the run-off water depths
are small enough so that buoyancy effects remain negligible. In nature this normally occurs when the
topography slopes are sufficiently high. A first result of the present numerical investigation is that the
complex lubricating and drag effects of the interstitial fluid can be approximately accounted for in the
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dynamical angle of friction of the Voellmy Expression (2), which is found to be few degrees (≈7.5◦)
smaller than the angle of repose of the granular material.
In order to reconstruct the investigated DF event from initiation to deposit, the code FLATModel
was subsequently run over different plausible dam-break scenarios. The results reported in Section 3.2
(cf. Table 1 and Figures 8–12), indicate that, regardless of the specific assumption about the
triggering mechanism, the numerical simulations using the calibrated Voellmy resistance law yield a
sound agreement with the post-event field data (with an average error always smaller than 10 cm).
The envelope of the flow velocities along the propagation channel (cf. Figure 9), predicted by the
numerical model, are of order of 10 m/s in all scenarios. Considering the relatively small length
of the gully, the predicted magnitude of the flow velocities appears realistic and also congruent
with other field data of granular DFs available in literature, e.g., [18,20,46]. Moreover, it is worth
underlining that much worse estimations of the flow velocities were obtained by employing a
rate-independent resistance law, such as the Coulomb friction law [17,24,25,30]. In fact, owing to the
lack of a rate-dependent term, unrealistic accelerations of the granular flow are systematically observed
whenever the topography slopes are higher than the angle of friction employed in the resistance law.
The suitability of the proposed modelling approach and, specifically, of the Voellmy resistance law is
also confirmed by the good agreement between the peak flow depth predicted by numerical simulation
in the various scenarios and the maximum flow depth measured at the cross section S1 (cf. Figure 13).
The best quantitative agreement between the numerical simulation and post-event field data
is obtained in the third scenario with the simulation SIM-3-2 (Figures 11 and 12), exhibiting an
average error of the deposit of E¯ = 0.064 m. By comparing the best numerical simulations obtained
from different dam-break scenarios, we observed that the first two scenarios (characterized by a
single triggering event) systematically overestimate the depth of the deposit immediately behind
the gabion wall and, conversely, slightly underestimate it in the upper zone of the alluvial fan
(cf. Figure 10b). This discrepancy probably arises because the granular material reaches the debris fan
with an overestimated kinetic energy, which also provokes some minor overtopping beyond the wall.
This could be due to the fact that a single dam-break wave takes place in Scenario 1, and also in
Scenario 2 an almost unique wave along the main propagation channel emerges from the simplifying
assumption of simultaneous collapses from both niches (i.e., one single triggering event). Also,
the simplistic assumptions of the Voellmy model, in particular that of a constant angle of friction during
the deposition process, which obviously cannot take into account the hysteretic behaviour of granular
media near the state of rest [47], could affect the model capability of properly describing the final stages
of the flow. Moreover, it should be underlined that FLATModel tries to capture the avalanche stop,
by calculating the slowdown of the flow in each computational cell of the fixed topography. In reality a
progressive depositional process occurs. Indeed, owing to gravity, the deposition process of a granular
mixture typically takes place in a stratified fashion, where the lower layers progressively come to rest
well before the upper surface flow, which exhibits larger flow velocities conversely [48,49]. Such a
progressive stop causes variations in time of the topography of the alluvial fan, which in turn could
influence the flow dynamics. To properly describe the complex dynamics of the depositional processes,
classical shallow water models could be improved by means of two-layer/multi-layer, e.g., [49–51],
and movable-bed approaches, e.g., [52–54], which, however, generally require the calibration of a
greater number of parameters. It was interesting to note that the best simulation in Scenario 3 (SIM-3-2)
partially overcomes the aforementioned limitations of the numerical reconstruction at the deposition
stages. We believe that this result could be obtained thanks to the assumption of two subsequent
dam-break waves, of which the second one moves on the updated topography resulting from the first
dam-break flow. For the reasons highlighted above, it is not surprising that a tangible improvement
is obtained at the deposition stages, thanks to the employment of an updated topography after
the first dam-break wave. These observations indicate the direction of further numerical research,
possibly involving more sophisticated mathematical modelling approaches. However, it should be
kept in mind that, as the number of model parameters increases, also the resolution and accuracy of
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field data should be consequently improved, so as to properly calibrate them. In this regard, the field
surveys, and, in particular, the cost-effective photo-modelling techniques represent exceptionally
useful tools for further modelling attempts.
5. Conclusions
In order to map the risk associated with debris flows and design proper mitigation measures, it is
necessary to implement a methodology capable of providing reliable predictions with the data usually
available in practical cases. The integrated approach developed here is based on the implementation of
a shallow water mathematical model in which the triggering mechanism and the dynamic behaviour of
the flowing mixture are determined by back-analysis of field data. A case study of pumice debris flow,
occurred in the Amalfi Coast (Italy), is investigated. Numerical simulations were performed by
employing the depth-averaged mathematical-numerical code, FLATModel, which is based on the
shallow-water equations written in curvilinear coordinates and is specifically designed for describing
the propagation of debris flows over irregular mountainous topographies. The topography of the area
and the field data, necessary for the back analysis, are obtained through innovative and cost-effective
survey techniques: the topography of the area, before and after the event, was obtained by terrestrial
laser scanner and photo-modelling surveys. This latter technique is capable of providing DTMs with
reasonably high spatial resolution, in an inexpensive and time effective way. The pre- and post-event
DTMs allowed for the estimation of the deposited volume and the geomorphological evolution of the
initiation areas.
The back-analysis reveals that the pumice DFs exhibit a granular-flow behaviour, which can be
well captured by a frictional-collisional resistance law of the Voellmy type. The numerical results
showed a reasonably good capacity of the model to describe the shape and slope of the deposit.
Moreover, different from a simple Coulomb friction resistance law, the Voellmy model is also capable
of realistically describing the velocity field along the propagation channel, thanks to the presence of a
rate-dependent term.
The comparison among different triggering scenarios of dam-break type showed that the
uncertainties on the actual temporal sequence of different mass releases are not particularly crucial for
the prediction of the final deposit. Indeed, in all the reported scenarios, the simulation captured the
deposit with an average error always smaller than 10 cm. Nevertheless, the comparison showed that
the best results are obtained under the assumption of two subsequent dam-break waves. This finding
is probably due to the fact that, in this case, the second dam-break wave is numerically modelled
on an updated topography, taking into account the propagation and subsequent stop of the first
dam-break wave. In this way, the depositional processes could be more realistically described
than in the other two scenarios, characterized by one single dam-break wave moving on a rigid
bed topography.
Overall, we can conclude that the integration of innovative and cost-effective monitoring tools
with hydraulic modelling tools is extremely promising for the prediction and mapping of debris flow
deposits. Further developments may be achieved by performing multiple photo-modelling surveys
separated by shorter time intervals, so as to better capture the terrain evolution. Thanks to these data
unavailable until recently, it would become affordable also to calibrate and validate more sophisticated
movable-bed or multi-layer shallow water models, involving a greater number of parameters.
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