A spatial domain decomposition method for parabolic optimal control problems  by Heinkenschloss, Matthias & Herty, Michael
Journal of Computational and Applied Mathematics 201 (2007) 88–111
www.elsevier.com/locate/cam
A spatial domain decomposition method for parabolic optimal
control problems
Matthias Heinkenschlossa,∗, Michael Hertyb
aDepartment of Computational and Applied Mathematics, MS-134, Rice University, 6100 Main Street, Houston, TX 77005-1892, USA
bFachbereich Mathematik, Technische Universität Kaiserslautern, Postfach 30 49, D-67653 Kaiserslautern, Germany
Received 11 May 2005; received in revised form 23 January 2006
Abstract
We present a non-overlapping spatial domain decomposition method for the solution of linear–quadratic parabolic optimal control
problems. The spatial domain is decomposed into non-overlapping subdomains. The original parabolic optimal control problem is
decomposed into smaller problems posed on space–time cylinder subdomains with auxiliary state and adjoint variables imposed
as Dirichlet boundary conditions on the space–time interface boundary. The subdomain problems are coupled through Robin
transmission conditions. This leads to a Schur complement equation in which the unknowns are the auxiliary state adjoint variables
on the space-time interface boundary. The Schur complement operator is the sum of space–time subdomain Schur complement
operators. The application of these subdomain Schur complement operators is equivalent to the solution of an subdomain parabolic
optimal control problem. The subdomain Schur complement operators are shown to be invertible and the application of their
inverses is equivalent to the solution of a related subdomain parabolic optimal control problem. We introduce a new family of
Neumann–Neumann type preconditioners for the Schur complement system including several different coarse grid corrections. We
compare the numerical performance of our preconditioners with an alternative approach recently introduced by Benamou.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
This paper introduces a new spatial domain decomposition method for the solution of linear–quadratic parabolic
optimal control problems. Such problems arise directly in many applications [4,21,22], but also as subproblems in
Newton or sequential quadratic programmingmethods for the solution of non-linear parabolic optimal control problems,
such as those described in [1,12,17,24,25,31]. The numerical solution of such problems is difﬁcult because of the large
storage requirements arising out of the strong coupling of states, adjoints and controls. The domain decomposition
methods introduced in this paper introduce optimization-level parallelism into the solution approach and reduce the
amount of permanent storage required.
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Domain decomposition methods have been applied previously to linear–quadratic time dependent optimal control
problems.They split into timedomaindecompositionmethods [10,19,20,13] and spatial domaindecompositionmethods
[7–9]. Like [7–9], the approach introduced in this paper is also based on a decomposition of the spatial domain. The
resulting subproblems are smaller linear–quadratic parabolic optimal control problems posed on a spatial-subdomain-
time cylinder. The difference between the approaches [7–9] and the approach introduced here lies in the way the
subdomain problems are coupled and in the solution method for the coupled subdomain problems.
Our spatial domain decomposition method for linear–quadratic parabolic optimal control problems is based on
the so-called Neumann–Neumann domain decomposition methods. Of the domain decomposition method for elliptic
partial differential equations, Neumann–Neumann methods are among the most successful ones. Their derivation and
discussions of their convergence properties can be found in the books [27,29,30] and the references given therein.
Recently, Neumann–Neumann methods were generalized to solve linear–quadratic elliptic optimal control problems.
The results in [5,15,16] have shown that their performance on linear–quadratic elliptic optimal control model prob-
lems is comparable to their good performance for single elliptic partial differential equations. This paper extends
Neumann–Neumann methods to the solution of linear–quadratic parabolic optimal control problems. We discuss the
various possible extensions and give numerical results on their performance. Further we compare Neumann–Neumann
preconditioned methods with the approach of Benamou in [8].We present numerical results on the number of iterations
for both approaches and show the dependency on the mesh size and on the regularization parameter for the control.
To illustrate our ideas, we consider the model problem
minimize
1
2
∫ T
0
∫

(y(x, t) − yˆ(x, t))2 dx dt + 2
2
∫

(y(x, T ) − yˆT (x))2 dx
+ 3
2
∫ T
0
∫

u2(x, t) dx dt , (1a)
subject to t y(x, t) − y(x, t) + a(x) · ∇y(x, t)
+ c(x)y(x, t) = f (x, t) + u(x, t) in × (0, T ), (1b)
y(x, t) = 0 on × (0, T ), (1c)
y(x, 0) = y0(x) in , (1d)
where yˆ, yˆT , a, c, f are given functions and 1, 20, 3 > 0, > 0 are given parameters. Problem (1a) has to be
solved for y and u. Detailed model problem assumptions will be introduced in Section 2.
2. The model problem
We collect some well-known results that serve as the foundation of the subsequent sections. In particular, we specify
the setting for the model problem (1 ), recall a result on the existence and uniqueness of its solution, and review the
well-known necessary and sufﬁcient optimality conditions.
Let  ⊂ Rd , d = 1, . . . , 3, be an open, bounded set with Lipschitz boundary (if d = 2 or 3). We consider the state
space
Y= W(0, T ) = {y : y ∈ L2(0, T ;H 10 ()), y′ ∈ L2(0, T ;H−1())}
and the control space
U= L2(0, T ;L2()).
We assume that the problem data satisfy y0, yˆT ∈ L2(), yˆ ∈ L2( × (0, T )), a ∈ W 1,∞(), c ∈ L∞(),
f ∈ L2( × (0, T )), and 1, 20, 3 > 0, > 0. We deﬁne the bilinear forms a : H 10 () × H 10 () → R
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and b : L2() × H 10 () → R as
a(y,) =
∫

∇y(x)∇(x) + a(x) · ∇y(x)(x) + c(x)y(x)(x) dx,
b(u,) = −
∫

u(x)(x) dx,
respectively, and we use 〈·, ·〉L2() and ‖ · ‖L2() to denote the inner product and the norm in L2().
We are interested in the solution y ∈ Y, u ∈ U of the optimal control problem
minimize
1
2
∫ T
0
‖y(t) − yˆ(t)‖2
L2() dt +
2
2
‖y(T ) − yˆT ‖2L2() +
3
2
∫ T
0
‖u(t)‖2
L2() dt , (2a)
subject to 〈y′(t),〉L2() + a(y(t),) + b(u(t),) = 〈f (t),〉L2() ∀ ∈ H 10 (), (2b)
y(0) = y0. (2c)
Theorem 2.1. The optimal control problem (2) has a unique solution (u∗, y∗) ∈ U × Y, which, together with the
adjoint variable p∗ ∈ Y, is characterized by the necessary and sufﬁcient optimality conditions
−〈p′(t),〉L2() + a(, p(t)) = −1〈y(t) − yˆ(t),〉L2(), (3a)
p(T ) = −2(y(T ) − yˆT ), (3b)
3〈u(t), 〉L2() + b(, p(t)) = 0, (3c)
〈y′(t),〉L2() + a(y(t),) + b(u(t),) = 〈f (t),〉L2(), (3d)
y(0) = y0. (3e)
for all , ∈ H 10 (),  ∈ L2().
Proof. Since
a(y,) =
∫

∇y(x)∇(x) + 1
2
a(x) · ∇y(x)(x) − 1
2
a(x) · ∇(x)y(x)
+ (c(x) − 1
2
∇ · a(x))y(x)(x) dx
for all y, ∈ H 10 (), we have
a(y, y) + ‖y‖2
L2()
∫

(∇y(x)∇y(x) + y(x)y(x)) dx
for all y ∈ H 10 () and all + ‖c − 12∇ · a‖L∞(). Furthermore, there exists a constant > 0, depending on , a, c
such that a(y,)‖y‖H 1()‖‖H 1() for all y, ∈ H 1(). The statement of the theorem follows from, e.g., [22,
p. 114,116]. 
The adjoint equation (3a) is the weak form of the
− tp(x, t) − p(x, t) − a(x) · ∇p(x, t) + (c(x) − ∇ · a(x))p(x, t)
= −1(y(x, t) − ŷ(x, t)) in × (0, T ), (4a)
p(x, t) = 0 on × (0, T ), (4b)
p(x, T ) = −2(y(x, T ) − ŷT (x)) in . (4c)
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Eq. (3c) states that
3u − p = 0 (5)
a.e. in × (0, T ).
2.1. Semi-discretization
LetV h ⊂ H 10 (),Uh ⊂ L2() be ﬁnite dimensional subspaces with bases1, . . . ,m and 1, . . . , n, respectively.
We approximate the states and controls by yh ∈ H 1(0, T ;V h), uh ∈ L2(0, T ;Uh) deﬁned as
yh(t) =
m∑
l=1
yk(t)k, uh(t) =
n∑
l=1
uk(t)k . (6)
We deﬁne A ∈ Rm×m, B ∈ Rm×n, M ∈ Rm×m, Q ∈ Rn×n, f ∈ L2(0, T ;Rm), c ∈ L2(0, T ;Rm) and d ∈ Rm
as follows:
Ajk = a(k,j ), Mjk = 〈k,j 〉L2(),
cj (t) = −1〈yˆ(t),j 〉L2(), fj (t) = 〈f (t),j 〉L2(), dj = −2〈yˆT ,j 〉L2()
for j, k = 1, . . . , m, and
Bjk = b(k,j ), Qjk = 〈k, j 〉L2()
for j, k=1, . . . , n. We set y(t)= (y1(t), . . . , ym(t))T and u(t)= (u1(t), . . . , un(t))T where yi, ui, pi are the functions
in (6).
We now replace y, u by yh, uh deﬁned in (6) and require (2b) to hold for = k , k = 1, . . . , m. This ﬁnite element
semi-discretization of the optimal control problem (2) leads to a large-scale linear quadratic problem of the form
minimize
∫ T
0
1
2
y(t)TMy(t) + c(t)Ty(t) dt + 2
2
y(T )TMy(T ) + dTy(T )
+
∫ T
0
3
2
u(t)TQu(t) dt , (7a)
subject to My′(t) + Ay(t) + Bu(t) = f(t), t ∈ (0, T ), (7b)
y(0) = y0. (7c)
The necessary and sufﬁcient optimality conditions for (7) are given by
−Mp′(t) + ATp(t) = −1My(t) − c(t), (8a)
Mp(T ) = −2My(T ) − d, (8b)
3Qu(t) + BTp(t) = 0, (8c)
My′(t) + Ay(t) + Bu(t) = f(t), (8d)
y(0) = y0. (8e)
System (8a) is equivalent to the semi-discretization of (3) obtained by replacing y, u, p in (3) by yh, uh, ph deﬁned in
(6) and requiring Eqs. (3) to hold for all = k , k = 1, . . . , m, = k , k = 1, . . . , n, and = k , k = 1, . . . , m.
Remark 2.2. We use linear ﬁnite element methods. For advection dominated problems with coarse grids (relative to
the ratio of diffusion to advection), standard linear ﬁnite element methods lead to spurious oscillations in the computed
solution. In this case stabilization methods or other modiﬁcations are needed, see, e.g., [26,28]. Stabilization methods
can be incorporated easily into our discretization as described, e.g., in [23,26,28].
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3. Domain decomposition Schur complement formulation of the model problem
Our domain decomposition approach is formulated for the semi-discrete problem (7).We preview it using the original
problem formulation (1). We subdivide the domain  into non-overlapping subdomains 1, . . . ,s . The interface
between the subdomains is denoted by 	. We introduce auxiliary states and adjoints y	, p	 deﬁned on 	 × (0, T ).
Now we restrict the optimality conditions (1b–d), (4), (5) to subdomain i and impose the Dirichlet conditions that
the states and adjoints match y	, p	, respectively, on 	∩ i × (0, T ). Let yi, ui, pi be the state, control, and adjoint
components of the solutions of these subproblems. They can be viewed as functions of the interface variables y	,
p	. The subdomain states yi , controls ui , and adjoints pi are the restrictions of the solution to the original optimality
conditions (1b–d),(4a), (5), if the subdomain states and adjoints satisfy certain transmission conditions at the subdomain
interfaces. Following [2,3] we require that


ni
yi(x, t) −
(
1
2
a(x)ni
)
yi(x, t) = −
(


nj
yj (x, t) −
(
1
2
a(x)nj
)
yj (x, t)
)
,


ni
pi(x, t) +
(
1
2
a(x)ni
)
pi(x, t) = −
(


nj
pj (x, t) +
(
1
2
a(x)nj
)
pj (x, t)
)
(9)
on i ∩ j × (0, T ) for adjacent subdomains i ,j . Here ni denotes the unit outward normal for subdomain i .
Since the subdomain states yi , controls ui , and adjoints pi are functions of interface variables y	, p	, the collection
of transmission conditions (9) leads to an operator equation in y	, p	. This equation will be solved iteratively, using
Krylov subspace methods. The properties of the system operator are used to derive preconditioners.
3.1. Domain decomposition in space
We discretize (2) using conforming linear ﬁnite elements. Given a triangulation {Tl} of , the space V h used in the
discretization of the states is given by
V h = {v ∈ H 10 () : v|Tl ∈ P 1(Tl) for all k}.
We divide  into non-overlapping subdomains i , i = 1, . . . , s, such that each Tl belongs to exactly one i . We deﬁne
	i = i\ and 	=⋃si=1	i .
Let {xj }mj=1 be the set of vertices of {Tl} that lie inside  and let {j }mj=1 be the piecewise linear nodal basis for V h.
Let miI be the number of vertices in i , let m
i
	 be the number of vertices on 	 ∩ i , and let m	 be the number of
vertices on the subdomain interfaces 	. Hence the number of discretized state variables for a given time t is given by
m = m	 +∑si=1 miI .
To approximate the control we deﬁne the discrete spaces
Uhi = {u ∈ C0(i ) : u is linear on i ∩ Tl for all Tl ⊂ i},
which we identify with a subspace ofL2() by extending functions ui ∈ Uhi by zero onto. The space of semi-discrete
control is L2(0, T , Uh), where
Uh =
s⋃
i=1
Uhi ⊂ L2().
Note that our controls are continuous on each i , i = 1, . . . , s, and linear on each i ∩ Tl , but these are not assumed to
be continuous at i ∩ j , i = j . Other control discretizations might introduce discrete controls deﬁned on a small
band of with h around the interface 	. Since u ∈ L2(× (0, T )) such controls would not be meaningful as the mesh
size h is reduced. See [15,16] for more discussion.
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Let {ij }n
i
j=1 be the piecewise linear nodal basis for U
h
i , where n
i is the number of vertices ini . We identify ij with
a function in L2() by extending ij by zero outside i . We set
1 = 11, . . . , ni = 1n1 , n1+1 = 21, . . . , n1+n2 = 2n2 , . . . .
The number of discretized control variables for a given time t is given by n =∑si=1 ni .
3.2. Decomposition of the semi-discretized model problem
3.2.1. The decomposed optimality conditions
In the presence of advection terms, the spatial domain decomposition requires a careful choice of bilinear forms for
local subproblems. See [30, Section 11.5.1] for a discussion. Following [3] we deﬁne the local bilinear forms
ai(y,) =
∫
i
∇y(x)∇(x) + a(x)∇y(x)(x) + c(x)y(x)(x) dx −
∫
	i
1
2
a(x)niy(x)(x) dx, (10)
i = 1, . . . , s, where ni is the unit outward normal for the ith subdomain. We have
s∑
i=1
∫
	i
a(x)niy(x)(x) dx =
s∑
i=1
∑
j =i
∫
i∩j
a(x)niy(x)(x) dx = 0, (11)
since each interface boundary segmenti ∩j appears twice in the above sum and ni =−nj oni ∩j . Consequently
s∑
i=1
ai(y,) = a(y,) ∀y, ∈ H 10 (). (12)
Integration by parts yields
ai(y,) =
∫
i
∇y(x)∇(x) + 1
2
a(x)∇y(x)(x) − 1
2
a(x)∇(x)y(x) +
(
c(x) − 1
2
∇a(x)
)
y(x)(x) dx
for all y, ∈ H 10 (), i = 1, . . . , s. Hence
ai(y, y) + i‖y‖2L2(i )
∫
i
(∇y(x)∇y(x) + y(x)y(x)) dx (13)
for all y ∈ H 10 () and all i + ‖c − 12∇a‖L∞(I ), i = 1, . . . , s. The validity of (13) motivates choice (10) of the
local bilinear form, instead of the naive choice∫
i
∇y(x)∇(x) + a(x)∇y(x)(x) + c(x)y(x)(x) dx
=
∫
i
∇y(x)∇(x) + 1
2
a(x)∇y(x)(x) − 1
2
a(x)∇(x)y(x)
+
(
c(x) − 1
2
∇a(x)
)
y(x)(x) dx + 1
2
∫
i
a(x)niy(x)(x) dx,
which due to the boundary integral may not allow an estimate of form (13).
For i = 1, . . . , s, we deﬁne the submatrices AiI I ∈ Rm
i
I×miI , Ai	I ∈ Rm
i
	×miI , Ai
I	 ∈ Rm
i
I×mi	 , and Ai		 ∈ Rm
i
	×mi	 ,
where, as before, miI is the number of nodes in i and m
i
	 is the number of nodes in 	∩ i , as follows. Let ik be the
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global node number of the kth node in i and let 
k be the global node number of the kth node in 	 ∩ i . We set
(AiI I )jk = ai(ik ,ij ), xij , xik ∈ i ,
(AiI	)jk = ai(
k ,ij ), xij ∈ i , x
k ∈ 	 ∩ i ,
(Ai	I )jk = ai(ik ,
j ), x
j ∈ 	 ∩ i , xik ∈ i ,
(Ai		)jk = ai(
k ,
j ), x
j , x
k ∈ 	 ∩ i ,
and A		 =∑si=1(I i	)TAi		I i	, where I i	 is a matrix of size mi	 × m	 with entries given by zero or one which maps a
vector of coefﬁcient unknowns on the interface boundary 	 to a subvector with coefﬁcient unknowns associated with
the interface boundary 	 ∩ i of the ith subdomain. Note that modiﬁcation (10) of the local bilinear form ai only
changes Ai		. Because of identity (12), the stiffness matrix can be written as
A =
⎛⎜⎜⎜⎝
A1II A
1
I	I
1
	
. . .
...
AsII A
s
I	I
s
	
(I 1	)
TA1	I . . . (I
s
	)
TAs	I A		
⎞⎟⎟⎟⎠ ,
after a suitable reordering of rows and columns. Similar decompositions can be introduced for M, c(t), and d. For
example, for i = 1, . . . , s, we deﬁne
(diI )j = −2〈yˆT ,ij 〉L2(i ), xij ∈ i ,
(di	)j = −2〈yˆT ,
j 〉L2(i ), x
j ∈ 	 ∩ i ,
and d	 =∑si=1(I i	)Tdi	. After a suitable reordering, the vector d can be written as
d =
⎛⎜⎜⎝
d1I
...
dsI
d	
⎞⎟⎟⎠ .
The vectors y0, y(t), and p(t) are partitioned correspondingly. For example, yiI (t) denotes the subvector of y(t) with
indices k such that xk ∈ i , y	(t) denotes the subvector of y(t) with indices k such that xk ∈ 	, and yi	(t) denotes the
subvector of y(t)with indices k such that xk ∈ 	∩i . Deﬁning functions analogously to (6), yiI (t) represents a function
in H 1(0, T ;Vi,0), y	(t) represents a function in H 1(0, T ;V	), and yi	(t) represents a function in H 1(0, T ;Vi,	i ). The
subvectors yiI (t), p
i
	(t) and p	(t) are interpreted analogously.
For i = 1, . . . , s we deﬁne
bi : L2(i ) × H 1(i ) → R, bi(u,) = −
∫
i
ui(x)i (x) dx.
and the submatrices BiII ∈ Rm
i
I×ni , Bi	I ∈ Rm
i
	×ni with entries
(BiII)jk = bi(ik,ij ), xij ∈ i , xk ∈ i ,
(Bi	I )jk = bi(ik,ij ), xij ∈ i\, xk ∈ i .
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After a suitable reordering of rows and columns, the matrix B can be written as
B =
⎛⎜⎜⎜⎝
B1II
. . .
BsII
(I 1	)
TB1	I . . . (I
s
	)
TBs	I
⎞⎟⎟⎟⎠ .
Note that in our particular control discretization, all basis functions ik for the discretized control uh have support in only
one subdomain i . Consequently, there is no Bi		. The matrix Q and the vector u(t) can be decomposed analogously
into
Q =
⎛⎜⎝Q
1
II
. . .
QsII
⎞⎟⎠ , u(t) =
⎛⎝u1I (t)...
usI (t)
⎞⎠
.
The function uiI (t) represents a function in L
2(0, T ;Ui). Due to our control discretization in space, there is no u	(t).
Such an interface control would be semi-discrete version of u|	, which is not deﬁned since u ∈ L2(× (0, T )).
As before, let
I i	 ∈ Nm
i
	×m	 (14a)
be the matrix with zero or one entries that extracts out of a vector v	 ∈ Rm	 the subvector vi	 ∈ Rm
i
	 whose components
correspond to vertices xk ∈ 	 ∩ i and let
Ii	 =
(
I i	
I i	
)
. (14b)
For given t, we can partition the semi-discrete states, adjoints, and controls into yiI (t), i = 1, . . . , s, y	(t), piI (t),
i = 1, . . . , s, p	(t), and uiI (t), i = 1, . . . , s, respectively. We deﬁne yi	(t) = I i	y	(t), pi	(t) = I i	p	(t), i = 1, . . . , s.
The optimality conditions (8) can now be decomposed into the systems
−MiII
d
dt
piI (t) + (AiII)TpiI (t) + 1MiIIyiI (t)
−MiI	
d
dt
pi	(t) + (Ai	I )Tpi	(t) + 1MiI	yi	(t) = −ciI (t), t ∈ (0, T ), (15a)
MiIIp
i
I (T ) + MiI	pi	(T ) + 2MiIIyiI (T ) + 2MiI	yi	(T ) = −diI , (15b)
3QIIuiI (t) + (BiII)TpiI (t) + (Bi	I )Tpi	(t) = 0, t ∈ (0, T ), (15c)
MiII
d
dt
yiI (t) + AiIIyiI (t) + MiI	
d
dt
yi	(t) + AiI	yi	(t) + BiIIuiI (t) = f iI (t), t ∈ (0, T ) (15d)
yiI (0) = (y0)iI , (15e)
for i = 1, . . . , s, and into the interface coupling condition
s∑
i=1
(I i	)
T(Mi	Ip
i
I (T ) + Mi		pi	(T ) + 2Mi	IyiI (T ) + 2Mi		yi	(T )) = −d	, (16a)
s∑
i=1
(I i	)
T
(
−Mi	I
d
dt
piI (t) + (AiI	)TpiI (t) − Mi		
d
dt
pi	(t) + (Ai		)Tpi	(t)
+1Mi	IyiI (t) + 1Mi		yi	(t)
)
= −c	(t), t ∈ (0, T ), (16b)
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s∑
i=1
(I i	)
T
(
Mi	I
d
dt
yiI (t) + Ai	IyiI (t) + Mi		
d
dt
yi	(t) + Ai		yi	(t) + Bi	IuiI (t)
)
= f	(t), t ∈ (0, T ),
(16c)
yi	(0) = I i	(y(0))	, i = 1, . . . , s. (16d)
We now view solution yiI ,u
i
I ,p
i
I of (15) as a function of y	,p	. Eq. (16) then represents a system of equations in
y	,p	. Before, we give a precise statement of this system, we give an interpretation of system (15) as the optimality
conditions of an optimal control problem.
Theorem 3.1. Let yi	,p
i
	 be given. System (15) are the necessary and sufﬁcient optimality conditions for the following
subdomain optimal control problem in the variables yiI ,u
i
I and adjoint variable piI .
Minimize
∫ T
0
1
2
yiI (t)
TMiIIy
i
I (t) +
(
ciI (t) − MiI	
d
dt
pi	(t) + (Ai	I )Tpi	(t) + 1MiI	yi	(t)
)T
yiI (t) dt
+ 2
2
yiI (T )
TMiIIy
i
I (T ) + (diI + MiI	pi	(T ) + 2MiI	yi	(T ))TyiI (T )
+
∫ T
0
3
2
uiI (t)
TQiIIuiI (t) + pi	(t)T(Bi	I )uiI (t) dt , (17a)
subject to MiII
d
dt
yiI (t) + AiIIyiI (t) + BiIIuiI (t)
= f iI (t) − MiI	
d
dt
yi	(t) − AiI	yi	(t), t ∈ (0, T ), (17b)
yiI (0) = (y0)iI . (17c)
Proof. The proof is standard [18] and is omitted. 
In Appendix A.1, we will give an interpretation of the subdomain problems (15) as well as of the interface coupling
conditions (16) in terms of the original problem formulation. In particular, we will show that the subdomain problems
(15) can formally be interpreted as the optimality conditions of a semi-discretized version of a subdomain optimal
control problem that is a restriction of the original optimal control problem (1a) to the subdomain i with Dirichlet
conditions for the state on the subdomain interface 	i and with an addition to the objective function that arises from the
transmission condition (9) for the state. Moreover, we will show that the transmission conditions (16b,c) can formally
be interpreted as discretizations of the transmission conditions (9) for the state and the adjoint.
3.2.2. Schur-operator equations
We now return to the solution of the decomposed system of optimality conditions (15), (16). The solutions yiI ,uiI ,piI
of (15) can be viewed as an afﬁne linear function of the interface variables y	, p	. If we take this view, (16) is a system
of linear equations in y	, p	. This motivates the following deﬁnitions. We deﬁne the linear map
Si : (H 1(0, T ;Rmi	))2 → Rmi	 × L2(0, T ;Rmi	) × L2(0, T ;Rmi	) (18a)
by
Si (y	,p	) =
⎛⎜⎜⎜⎜⎝
Mi	Ip
i
I (T ) + Mi		pi	(T ) + 2Mi	IyiI (T ) + 2Mi		yi	(T )
−Mi	I
d
dt
piI + (AiI	)TpiI − Mi		
d
dt
pi	 + (Ai		)Tpi	 + 1Mi	IyiI + 1Mi		yi	
Mi	I
d
dt
yiI + Ai	IyiI + Mi		
d
dt
yi	 + Ai		yi	 + Bi	IuiI
⎞⎟⎟⎟⎟⎠ , (18b)
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where yiI ,u
i
I ,p
i
I is solution of (15) (or, equivalently, of (17)) with (y0)iI = 0, f iI = 0, ciI = 0, diI = 0. Furthermore, let
ŷ	 ∈ H 1(0, 1;Rm	) satisfy ŷ	(0) = (y(0))	 and let p̂	 = 0. We deﬁne
ri ∈ Rmi	 × L2(0, T ;Rmi	) × L2(0, T ;Rmi	) (19a)
by
ri =
⎛⎜⎝
−di	 − 2Mi	I ŷiI (T )
−ci	 + Mi	I ddt p̂iI − (AiI	)Tp̂iI − 1Mi	I ŷiI
f i	 − Mi	I ddt ŷiI − Ai	I ŷiI − Bi	I ûiI
⎞⎟⎠ , (19b)
where ŷiI , û
i
I , p̂
i
I is solution of (15) (or, equivalently, of (17)) with y	 = ŷ	 and p	 = p̂	 = 0.
Pointwise application of matrix Ii	 deﬁned in (14b) induces an operator (H 1(0, T ;Rm	))2 → (H 1(0, T ;Rm
i
	))2
and pointwise application of matrix (Ii	)
T induces an operator Rmi	 × (L2(0, T ;Rmi	))2 → Rm	 × (L2(0, T ;Rm	))2.
These operator will also be denoted by Ii	 and (I
i
	)
T
, respectively. System (15), (16b) can now be written as an operator
equation
s∑
i=1
(Ii	)
TSiIi	(y	,p	) =
s∑
i=1
(Ii	)
Tri (20)
in the unknowns y	,p	 ∈ H 1(0, T ;Rm	). If the solution y	,p	 of (20) is computed, then the remaining components
yiI , u
i
I , p
i
I i = 1, . . . , s, of y,u,p can be computed by solving (15) (or, equivalently, of (17)).
In the next theorem, we will show how to apply the inverse of the subdomain operator Si , i =1, . . . , s. For this result
it is useful to introduce the notation
Ai =
(
AiII A
i
I	
Ai	I A
i
		
)
, Mi =
(
MiII M
i
I	
Mi	I M
i
		
)
, Bi =
(
BiII
Bi	I
)
(21a)
and
yi =
(
yiI
yi	
)
, pi =
(
piI
pi	
)
∈ Rmi , (21b)
where mi = miI + mi	. Furthermore, let
I i ∈ Rmi	×mi (22)
be the matrix with zero or one entries that extracts out of a vector vi ∈ Rmi the subvector vi	 ∈ Rm
i
	 whose components
correspond to vertices xk ∈ 	 ∩ i .
Theorem 3.2. Let ri = (ri1, ri2, ri3) ∈ Rm
i
	 × L2(0, T ;Rmi	) × L2(0, T ;Rmi	) be given. The solution yi	,pi	 ∈
H 1(0, T ;Rmi	) of
Si (yi	,p
i
	) = ri
is given by
yi	(t) = I iyi (t), pi	(t) = I ipi (t),
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where yi ,ui ,pi solve
−Mi d
dt
pi (t) + (Ai )Tpi (t) + 1MiyiI (t) =
(
0
ri2(t)
)
, t ∈ (0, T ), (23a)
Mipi (T ) + 2Miyi (T ) =
(
0
ri1
)
, (23b)
3QIIuiI (t) + (Bi )Tpi (t) = 0, t ∈ (0, T ), (23c)
Mi
d
dt
yi (t) + Aiyi (t) + Biui (t) =
(
0
ri3(t)
)
, t ∈ (0, T ), (23d)
yi (0) = 0. (23e)
Eqs. (23) are the system of necessary and sufﬁcient optimality conditions for the optimal control problem
Minimize
∫ T
0
1
2
yi (t)TMiyi (t) − (0T, ri2(t)T)yi (t) dt
+ 2
2
yi (T )TMiyi (T ) − (0T, ri1)Tyi (T ) +
∫ T
0
3
2
uiI (t)
TQiIIuiI (t) dt , (24a)
subject toMi d
dt
yi (t) + Aiyi (t) + BiuiI (t) =
(
0
ri3(t)
)
, t ∈ (0, T ), (24b)
yi (0) = 0. (24c)
Proof. By deﬁnition (18) of Si we see that yi	,pi	 with yi	(0) = 0, satisﬁes Si (yi	,pi	) = ri , if and only if
− MiII
d
dt
piI (t) + (AiII)TpiI (t) + 1MiIIyiI (t)
− MiI	
d
dt
pi	(t) + (Ai	I )Tpi	(t) + 1MiI	yi	(t) = 0, t ∈ (0, T ), (25a)
MiI	p
i
	 + MiIIpiI (T ) + 2MiIIyiI (T ) + 2MiI	yi	(T ) = 0, (25b)
3QIIuiI (t) + (BiII)TpiI (t) + (Bi	I )Tpi	(t) = 0, t ∈ (0, T ), (25c)
MiII
d
dt
yiI (t) + AiIIyiI (t) + MiI	
d
dt
yi	(t) + AiI	yi	(t) + BiIIuiI (t) = 0, t ∈ (0, T ), (25d)
yiI (0) = 0, (25e)
− Mi	I
d
dt
piI (t) + Ai	IpiI (t) − Mi		
d
dt
pi	(t) + (Ai		)Tpi	(t)
+ 1Mi	IyiI (t) + 1Mi		yi	(t) = ri2(t), t ∈ (0, T ), (25f)
Mi	I
d
dt
yiI (t) + Ai	IyiI (t) + Mi		
d
dt
yi	(t) + Ai		yi	(t) + Bi	IuiI (t) = ri3(t), t ∈ (0, T ), (25g)
yi	(0) = 0, (25h)
Mi	Ip
i
I (T ) + Mi		pi	(T ) + 2Mi		yi	(T ) + 2Mi	IyiI (T ) = ri1. (25i)
Eqs. (25) can be written in more compact notation (23).
The interpretation of (23) as the necessary and sufﬁcient optimality conditions for (24) can be proven using standard
techniques and we omit the proof. 
In Appendix A.2 we interpret system (23) as the semi-discretization of a system of partial differential equations.
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3.3. Solution algorithm
In the previous section we have shown that the semi-discrete optimal control problem (7) is equivalent to the linear
operator Eq. (20), i.e.,
s∑
i=1
(Ii	)
TSiIi	(y	,p	) =
s∑
i=1
(Ii	)
Tri . (26)
After suitable discretization in time we obtain a symmetric operator Sti as shown in [14]. Hence, we solve (26) using
preconditioned sQMR method [11]. The inverse of the system operator∑si=1(Ii	)TSiIi	 is approximated by a weighted
sum of inverses of the subdomain operators Si . This choice is motivated by Neumann–Neumann domain decomposition
preconditioners that have been used successfully for the solution of elliptic PDEs (see [27,29,30] and the references
given therein) as well as elliptic linear–quadratic optimal control problems [15,16]. We let Di	 ∈ Rm
i
	×mi	 be positive
deﬁnite diagonal matrices such that
s∑
i=1
(Ii	)
TDi	 = I.
In our case the entry Dikk is equal to one over the number of subdomains containing the interface node xk . We set
Di	 =
(
Di	
Di	
)
. (27)
Pointwise application of the matrix Di	 induces an operator H
1(0, T ;Rm	))2[L2(0, T ;Rm	))2] → H 1(0, T ;Rm	))2
[L2(0, T ;Rm	))2]. This operator will also be denoted by Di	.
The (symmetric) Neumann–Neumann (NN) preconditioner for∑si=1(Ii	)TSiIi	 is now given by
PNN =
s∑
i=1
(Ii	)
TDi	S
−1
i D
i
	I
i
	. (28)
It is well-known that the NN preconditioner PNN deteriorates for large numbers of subdomains. This behaviour is
observed for the NN preconditioner for elliptic equations (see, e.g., [27,29,30]) as well as for elliptic linear–quadratic
control problems [15,16]. The numerical tests reported on in Section 5 show the same qualitative behaviour of precon-
ditioner (28) for parabolic problems. To remedy this, we introduce a coarse space Schur complement S0 and use the
symmetric preconditioner
PNNc = (I − IT0S−10 I0S)
(
s∑
i=1
(Ii	)
TDi	S
−1
i D
i
	I
i
	
)
(I − SIT0S−10 I0) + IT0S−10 I0 (29)
(cf. [29, Section 4.3.3, 30, Section 6.2.2, 15,16]). Here, S is the ﬁne Schur operator deﬁned by
S(y	,p	) =
s∑
i=1
(Ii	)
TSiIi	(y	,p	), (30)
I is the identity, S0 is the coarse grid Schur operator and I0 is a restriction operator. To deﬁne the coarse grid Schur
operator S0 we consider problem (2). We introduce a coarse semi-discretization as in Section 3.1 with m = 2s basis
functions where s is the number of subdomains. The coarse Schur operator has the same structure as the Schur operator
(18) and (20). However, the evaluation of the subdomain coarse Schur operators S0,i now requires the solution of the
optimal control problem (17) where the ﬁnite dimensional subspaces for yiI ,piI are of dimension one. The restriction
operator is deﬁned as map I0 : H 1(0, T ;Rm	)2 → H 1(0, T ;Rs)2. It returns for each subdomain two functions: at
each time t the weighted sum of the states and the weighted sum of the adjoints on the common nodes. The weights
are chosen as reciprocal number of subdomains sharing the node. In the case i ∈ R1 the restriction operator can also
be chosen as the identity map I0 = Id : H 1(0, T ;Rm	)2 → H 1(0, T ;Rm	)2.
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Table 1
Number of evaluations per each computation of the preconditioner in a preconditioned sQMR iteration solving (26) with s subdomains. Here  is
the number of preconditioned sQMR iterations needed for the solution of S−10 v	
Preconditioner\number of evaluations of Si S−1i S−10 S0,i S−10,i
Neumann–Neumann (PNN) s s 0 0 0
NN with coarse space (PNNc) 2s s 2 0 0
NN with iterative solution of
coarse space Schur complement equation (PNNc,0) 2s s 0 2s 2s
To applyS−10 we solveS
−1
0 v0,	 using sQMR. SinceS0 has the same structure asSwe introduce aNeumann–Neumann
preconditioner for S−10 given by
PNN,0 =
s∑
i=1
(Ii	)
TDi	S
−1
0,iD
i
	I
i
	. (31)
Here S−10,i are subdomain Schur complement operators on the coarse grid. In summary, the preconditioned symmetric
balanced Neumann–Neumann preconditionerPNNc,0 for (26) is given by (29) combined with preconditioned evaluation
of the coarse grid schur operator using the preconditioner PNN,0, (31).
We discuss the evaluation of a subdomain Schur operators and their inverses. In Theorem 3.2 we have shown that
the evaluation of matrix–vector products of the form S−1i vi	 is equivalent to solving an optimal control subdomain
problem (24). Further, the evaluation of matrix–vector products of the form Sivi	 requires the solution of an optimal
control subdomain problem given by (17) with homogeneous data, i.e., (y0)iI = f iI (t)= diI (t)= ciI (t)= 0 for all t. The
same is true for the coarse grid operators S0,i and S−10,i . The subdomain optimal control problems are solved using the
conjugate gradient method applied to the reduced formulation of the respective subdomain optimal control problem.
The reduced form of the optimal control problems (24) or (17) is the one in which the state is viewed as function of
the control and the optimal control problem is posed as a minimization problem in the controls only.
We now introduce the full discretization and a last modiﬁcation of our preconditioner. To solve (26) we discretize
using the backward Euler method on an equidistant time grid
tk = kt, k = 0, . . . , K
with time step size t = T/K . We use the same notation for the operators as before. Especially, S is now an operator
deﬁned on R2(m	×K) and the coarse schur operator S0 is deﬁned on R2(s×K). Details can be found in [14].
In addition to the coarse grid Schur operator S0 discussed previously, we also experiment with a coarse grid Schur
operator that also involves a coarse time grid. We deﬁne a second time equidistant time grid t¯k = kt for k = 0, . . . , Kc
with Kc>K . The coarse time grid Schur operator St0 is deﬁned by Eqs. (18) and (20) for m=2s base functions in space
and on the time grid 0, . . . , Kc. Hence St0 : R2(s×Kc) → R2(s×Kc) and St0 ≡ S0 iff Kc =K . To derive the preconditioner
we need to introduce It0 as restriction operator in space and time. To be more precise: I
t
0 : R2(m	×K+1) → R2(s×Kc).
For  ∈ R1, It0 returns for each t¯k two values: the average of all state values and the average of all adjoint values with
t¯k tj < t¯k+1. The ﬁnal preconditioner PtNNfor solving (26) is then given by (29) wherein S0 and I0 are replaced by St0
and It0, respectively. Analogously we derive P
t
NNc,0.
We specify the tolerances for the numerical results. The conjugate gradient method applied to the subdomain optimal
control problems corresponding to the local Schur complements and their inverses is stopped when the norm of the
gradient is less than 10−10. The preconditioned sQMR computing S−10 v	 is stopped when the preconditioned residual is
less than 10−4. The preconditioned sQMR applied to the linear operator equation (26) is stopped if the preconditioned
residual is less than 10−4.
Table 1 compares the costs per preconditioned sQMR iteration solving (26) in terms of evaluations of coarse and ﬁne
grid schur operators for a domain decomposition approach with s subdomains. Since the coarse grid Schur operator
acts on a much smaller domain, the evaluation of S0,i and S−10,i is cheaper than those of Si and S
−1
i .
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4. An iterative method based on skew symmetric Robin transmission conditions
In [7] Benamou proposes a spatial domain decomposition methods for parabolic optimal control problems. His
approach [7] is based on [6] and is sketched here for model problem (1) with  = 1 and a = 0, c = 0. If advection is
present, the interface conditions, Eqs. (32c) and (32g) below, have to be modiﬁed using, e.g., the ideas in [23]. We use
the decomposition of the spatial domain  introduced in Section 3.
The domain decomposition method proceeds as follows. Let yki , u
k
i , p
k
i be approximations of states, controls,
and adjoints in subdomain i computed in iteration k. The new approximations in iteration k + 1 are computed as the
solution of
t yi(x, t) − yi(x, t) = f (x, t) + ui(x, t) in i × (0, T ), (32a)
yi(x, t) = 0 on (i ∩ ) × (0, T ), (32b)

ni
yi(x, t) + pi(x, t) = 
ni
ykj (x, t) + pkj (x, t) on (i ∩ j ) × (0, T ), (32c)
yi(x, 0) = y0(x) in i , (32d)
−tpi(x, t) − pi(x, t) = −1(yi(x, t) − ŷ(x, t)) in i × (0, T ), (32e)
pi(x, t) = 0 on (i ∩ ) × (0, T ), (32f)

ni
pi(x, t) − yi(x, t) = 
ni
pkj (x, t) − ykj (x, t) on (i ∩ j ) × (0, T ), (32g)
pi(x, T ) = −2(yi(x, T ) − ŷT (x)) in i , (32h)
pi(x, t) + 3ui(x, t) = 0 on i × (0, T ). (32i)
In (32), > 0 is a given parameter. In [7] the choice = O(1/h) is recommended, where h describes the spatial mesh
size. Note that the subdomainsi andj are coupled through the skew symmetric Robin transmission conditions (32c)
and (32g).
We now discuss a few implementation details not provided in [7]. For the implementation of the method it will be
convenient to introduce
zkji =

ni
ykj (x, t) + pkj (x, t), qkji =

ni
pkj (x, t) − ykj (x, t). (33)
The introduction of these variables is motivated by [23]. System (32) is now written as
t yi(x, t) − yi(x, t) = f (x, t) + ui(x, t) in i × (0, T ), (34a)
yi(x, t) = 0 on (i ∩ ) × (0, T ), (34b)

ni
yi(x, t) + pi(x, t) = zkji(x, t) on (i ∩ j ) × (0, T ), (34c)
yi(x, 0) = y0(x) in i , (34d)
−tpi(x, t) − pi(x, t) = −1(yi(x, t) − ŷ(x, t)) in i × (0, T ), (34e)
pi(x, t) = 0 on (i ∩ ) × (0, T ), (34f)

ni
pi(x, t) − yi(x, t) = qkji(x, t) on (i ∩ j ) × (0, T ), (34g)
pi(x, T ) = −2(yi(x, T ) − ŷT (x)) in i , (34h)
pi(x, t) + 3ui(x, t) = 0 on i × (0, T ). (34i)
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If yk+1i , u
k+1
i , p
k+1
i denotes the solution of (34), then (33), (34c and g) imply
zk+1ij = 2pk+1j (x, t) − zkji , qk+1ij = −2yk+1j (x, t) − qkji . (35)
A Semi-discretization of System (34) using ﬁnite elements is straight forward. Given an initial guess for y0i , p0i ,
i = 1, . . . , s, i.e, for z0ij , q0ij , i, j = 1, . . . , s, updates zk+1ij , qk+1ij can be computed using (35).
For computational purposes, it is important to note that System (34) can be interpreted as the optimality conditions
for the following optimal control problem in the variables yi, ui, wi .
Minimize
1
2
∫ T
0
∫
i
(yi(x, t) − yˆ(x, t))2 dx dt + 22
∫
i
(yi(x, T ) − yˆT (x))2 dx
+ 3
2
∫ T
0
∫
i
u2i (x, t) dx dt +
∑
j
∫ T
0
∫
i
(

2
y2i (x, t) + qkji(x, t)yi(x, t)
)
dx dt ,
+
∑
j
∫ T
0
∫
i
1
2
w2i (x, t) dx dt , (36a)
subject to t yi(x, t) − yi(x, t) = f̂ (x, t) + ui(x, t) in i × (0, T ), (36b)
yi(x, t) = 0 on (i ∩ ) × (0, T ), (36c)

ni
yi(x, t) = wi(x, t) + zkji(x, t) on (i ∩ j ) × (0, T ), (36d)
yi(x, 0) = y0(x) in i . (36e)
In fact, the Lagrangian associated with the optimal control problem(36) is given by
L(yi, ui, wi, pi) = 12
∫ T
0
∫
i
(yi(x, t) − yˆ(x, t))2 dx dt + 22
∫
i
(yi(x, T ) − yˆT (x))2 dx
+ 3
2
∫ T
0
∫
i
u2i (x, t) dx dt
+
∑
j =i
∫ T
0
∫
j∩i
(

2
y2i (x, t) + qkji(x, t)yi(x, t)
)
dx dt
+
∑
j =i
∫ T
0
∫
j∩i
1
2
w2i (x, t) dx dt
+
∫ T
0
∫
i
t yi(x, t)pi(x, t) + ∇yi(x, t)∇pi(x, t) dx dt
−
∫ T
0
∫
i
f̂ (x, t)pi(x, t) + ui(x, t)pi(x, t) dx dt
+
∫ T
0
∑
j =i
∫
j∩i
(wi(x, t) + zkji(x, t))p(x, t) dx dt . (37)
Setting the derivative of the Lagrangian with respect to pi to zero gives the state equation (34a–d) with pi in (34c)
replaced by −wi . Setting the derivative of the Lagrangian with respect to yi to zero gives the adjoint equation (34e–h).
Setting the derivative of the Lagrangian with respect to ui to zero gives (34i), and setting derivative of the Lagrangian
with respect to wi to zero gives
−wi(x, t) = pi(x, t) on (i ∩ j ) × (0, T ).
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In our implementation of iteration (35), we solve (36a). More precisely, we view the solution of (36b–e) as a function
of ui, wi and use the conjugate gradient method to minimize the convex quadratic objective function (36a), which is
viewed as a function in ui, wi only.
5. Numerical results
We consider (1a) with = (0, 1), = 1, c = 0, f = 0 and y0(x) = sin(2x). The desired states yˆ and yˆT are given
by the hat functions yˆ(x, t) = min{2x, 2(1 − x)} and yˆT (x) = min{2x, 2(1 − x)}, respectively. The advection a and
the weighting parameters 1, 2, 3 will be speciﬁed later.
We apply the domain decompositionmethod to obtain the full discretization of the control problem (7). For the spatial
discretization of the problem we use piecewise linear ﬁnite elements on an equidistant grid with mesh size x = 1/K
and for the time discretization, we use the backward Euler method with step size t = 1/K . The domain = (0, 1) is
subdivided into equidistant subdomains i = ((i − 1)H, iH), i = 1, . . . , s, H = 1/s. Further details can be found in
[14]. The full discretization yields symmetric Schur complement operators and adjoint equation (7) is not equal to the
Euler discretization of adjoint equation (8a).
We note that the case ⊂ R and the backwardEulermethod are considered for simplicity.The domain decomposition
approaches discussed in this paper can handle problems with spatial dimension greater than one and can be applied
with other time discretizations.
5.1. Optimal control without advection
In the ﬁrst example we use a = 0 and c = 0. Tables 2–5 report on numerical results.
Table 2 shows that the number of preconditioned sQMR iterations is insensitive to the weighting parameters 1, 2.
The conditioning of optimal control problem (1) grows as 1/3 and as 2/3. For larger 1/3 and as 2/3 problem
(1a) becomes more difﬁcult to solve numerically. The insensitivity of the number of preconditioned sQMR iterations
Table 2
Number of preconditioned sQMR iterations needed for the solution of (26) depending on the number of subdomains s and on the discretization size
x = t = 1/K
Neumann–Neumann (PNN) Neumann–Neumann (PNN)
1 = 2 = 10, 3 = 1 1 = 2 = 103, 3 = 1
K K
s 64 128 256 s 64 128 256
2 1 1 1 2 1 1 1
4 15 16 16 4 8 9 8
8 68 69 75 8 32 39 32
16 > 500 445 > 500 16 133 140 121
Table 3
Number of preconditioned sQMR iterations needed for the solution of (26) depending on the number of subdomains s and on the discretization size
x = t = 1/K . In all computations 1 = 2 = 103, 3 = 1
Neumann–Neumann (PNN) Neumann–Neumann with coarse grid (PNNc,0)
K K
s 256 512 s 256 512
2 1 1 2 10 35
4 8 8 4 8 9
8 32 33 8 6 8
16 121 131 16 5 5
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Table 4
Number of iterations for the subproblem solutions in the iterative solver for (26) for varying number of subdomains s and discretization sizes
x = t = 1/K
s K PNN PNNc,0
4 32 (7; – ; 22) (6;3;15)
4 64 (9; – ; 22) (7;3;16)
8 32 (30; – ; 20) (4;10;15)
8 64 (68; – ; 12) (5;10;16)
8 256 (32; – ; 24) (6;11; 17)
16 128 (140; – ; 22) (4;44;16)
16 256 (121; – ; 25) (5;39;16)
16 512 (131; – ; 26) (5;43;17)
(a; b; c) is a triple where a is the total number of sQMR iterations needed to solve (26), b is the average number of sQMR iterations needed by the
preconditioner to solve the coarse grid Schur operator equation (i.e., b corresponds to  in Table 1) and c is the average number of cg iterations used
to solve the subdomain optimal control problems associated with the application of Si , S−1i , S0,i , or S
−1
0,i . In all computations 1 = 2 = 103, 3 = 1.
Table 5
Number of iterations for the subproblem solutions in the iterative solver for (26) for varying number of subdomains s and discretization sizes
x = t = 1/K
s K K/Kc PNNc,0 PtNNc,0
4 16 2 (5;3;13) (7;3;11)
4 32 2 (6;4;15) (7;3;14)
4 32 4 (6;4;15) (8;4;11)
4 64 2 (7;3;16) (7;3;15)
4 64 4 (7;3;16) (8;3;14)
(a; b; c) is a triple where a is the total number of sQMR iterations needed to solve (26), b is the average number of sQMR iterations needed by
the preconditioner to solve the coarse grid Schur operator equation (i.e., b corresponds to  in Table 1) and c is the average number of cg iterations
used to solve the subdomain optimal control problems associated with the application of Si , S−1i , S0,i , S
−1
0,i , St0,i , or (St0,i )
−1
. In all computations
1 = 2 = 103, 3 = 1.
again matches the observations made in [15,16] for Neumann–Neumann methods applied to linear–quadratic elliptic
optimal control problems.
Table 3 shows the detoriation of the Neumann–Neumann preconditioner PNN for large numbers of discretization
points and subdomains. The preconditioned balanced Neumann–Neumann preconditioner PNNc,0 does not deteriorate
as seen in the right part of the table. This matches the observed behaviour in the case of elliptic linear–quadratic optimal
control problems.
Table 4 provides more detailed information about the cost of the iterative solver. Reported are triples (a; b; c), where
a denotes the number of (outer) sQMR iterations necessary to solve (26). If a coarse space is used, then the application
of S−10 to a vector is carried out by applying an (inner) sQMR iteration. In this case the second number b reports the
average number of inner sQMR iterations needed to apply S−10 to a vector (i.e., b corresponds to  in Table 1). The third
number c is the average number cg iterations used to solve the subdomain optimal control problems associated with the
application of Si , S−1i , S0,i , or S
−1
0,i . Note that the subdomain optimal control problems associated with the application
of S0,i and S−10,i are signiﬁcantly smaller than those associated with the application of Si and S
−1
i . Compared to the
PNN preconditioner the number of solved cg problems in PNNc,0 increased by a factor of 10. On the other hand this
increase is compensated by the smaller number of total sQMR iterations and by the number of cg iterations necessary
to compute the optimal control on the subdomains. We do not report on the performance of PNN,c. Recall that PNN,c
applies S−10 using the sQMR method, whereas PNNc,0 applies S−10 using the sQMR method with a Neumann–Neumann
type preconditioner analogous to (28). We note that, as expected, PNNc,0 requires fewer iterations for applying the
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Table 6
Number of preconditioned sQMR iterations needed for the solution of (26) for s subdomains and a discretization size of t = x = 1/K with
Robin–Robin and balanced Robin–Robin preconditioner. In all computations 1 = 2 = 103, 3 = 1, = 1, K = 64
s a = 1 a = 5 a = 10
PNN PNNc,0 PNN PNNc,0 PNN PNNc,0
4 9 7 13 7 20 7
8 40 5 42 7 57 7
Table 7
Number of iterations (35) (# iter) and average number of conjugate gradient iterations (#cg) per outer iteration and per subdomain for 1 = 2,
3 = 1, s = 4 subdomains, K = 64 and a discretization x = t = 1/K
1 # iter # cg
10 164 90
102 191 105
103 263 151
preconditioner and, consequently, requires a smaller number (in our computations by a factor of greater than two) of
coarse grid subproblems to solve by the conjugate gradient method.
Table 5 reports on the effect of coarse time grids by comparingPNNc,0 andPtNNc,0. The coarse grid Schur complement
operator S0 (used in PNNc,0) is of size 2sK , whereas the coarse grid Schur complement operator St0 (used in PtNNc,0) is
of size 2sKc. We observe that when using PtNNc,0 the number of sQMR iterations slightly increase while the average
number of cg iterations per subproblem decreases. This relates to the fact that the subdomain optimization problems
for the coarse time grid are of reduced dimension. Another advantage of the coarse time grid approximations is the
reduced storage requirement which also improves the computation time.
5.2. Optimal control of an advection–diffusion equation
In the second examplewechoose apositive advectiona. For non-zero advection, theNeumann–Neumannpreconditio-
ner becomes a Robin–Robin type preconditioner. See Appendix A. Table 6 shows a strong deterioration of the
Robin–Robin preconditioner for increasing advection term. In contrast, the iteration numbers for the balanced Robin–
Robin preconditioner remain nearly constant.
5.3. Comparison with the iteration in Section 4
We now compare the performance of the solution algorithm in Section 3.3 with the performance of the itera-
tive method based on skew symmetric Robin transmission conditions due to Benamou [7], which was sketched in
Section 4. For this comparison we set c = a = 0. The subdomain optimal control problems (36) are solved using the
conjugate gradient method. The conjugate gradient method is stopped when the norm of the gradient is less than 10−10.
The outer iteration (35) is stopped when res< 10−2, where
res =
s∑
i=1
‖yi − yj‖L2(i∩j ) + ‖pi − pj‖L2(i∩j ). (38)
In Table 7 we report the number of outer iterations (35) as well as the average number of conjugate gradient iterations
for the solution of the subdomain optimal control problems (36).
It is not possible to give a precise comparison between the algorithms presented in Sections 3.3 and 4, because of
the different stopping criteria used for both. If we assume that for the given stopping criteria both algorithms produce
solutions of the same quality, then we may use the number of conjugate gradient steps needed for the solution of the
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subdomain optimal control problems (A.1), (A.5) in case of the iteration in Sections 3.3 and (36) in case of the iteration
in Section 4, respectively, as a rough measure to compare the expense of the two iterations. For the case 1 = 2 = 103,
3 = 1, s = 4 subdomains, K = 64, the algorithm in Section 4 requires 4 ∗ 263 ∗ 151 = 4 ∗ 39713 conjugate gradient
iterations (cf. last row in Table 7). The algorithm in Section 3.3 with preconditioner PNNc,0 requires approximately
4 ∗ 7 ∗ 3 ∗ 16 = 4 ∗ 336 conjugate gradient iterations (cf. the last row in Table 1 and the second row in Table 4) for the
ﬁne grid subproblems and an additional 4 ∗ 7 ∗ 4 ∗ 3 ∗ 16 = 4 ∗ 1344 conjugate gradient iterations (cf. the last row in
Table 1 and the second row inTable 4) for coarse grid subproblems.
6. Conclusion
Wepresented a domain-decomposition approach for linear quadratic optimal control problems governed by parabolic
advection–diffusion equations. The optimality conditionswere decomposed using a spatial domain decomposition. This
resulted in a Schur complement formulation with unknowns given by the state and adjoint variables restricted to the
interfaces of space–time cylinder subdomains. It as shown that the application of theSchur complement operator requires
the parallel solution of space–time cylinder subdomain optimal control problems with Dirichlet boundary conditions on
the interface.The Schur complement equationwas solved using a preconditionedKrylov subspacemethod (sQMR).The
proposed preconditioner is an extension of the Neumann–Neumann preconditioner (or Robin–Robin preconditioner if
advection is present) for single partial differential equations to the optimal control context. The application of the one-
level version of the preconditioner was shown to require the parallel solution of space–time cylinder subdomain optimal
control problems with Neumann (Robin) boundary conditions on the interface. A simple coarse space preconditioner
was added.
The tests indicate that the dependence of the performance of our preconditioned sQMR method is similar to its
counterpart applied to elliptic partial differential equations. In particular, the number of sQMR iterations is independent
of the size of the subdomain for the balancingNeumann–Neumann (or Robin–Robin, respectively) preconditioner. Last,
the preconditioned balanced Robin–Robin preconditioner seems superior to the approach of Benamou by comparing
the iteration numbers. Extensions of the approach to several space dimensions are under investigation.
Unfortunately, no theoretical convergence analysis is available yet. Additional research is also required for the con-
struction of less expensive coarse grid Schur complement operators. Furthermore, strategies are needed to dynamically
adjust the stopping tolerances for the conjugate gradient method used to solve the space–time cylinder subdomain
optimal control problems arising in the application of the Schur complement as well as in the preconditioner to the
performance of the outer sQMR iteration. Recent investigations of so-called ﬂexible Krylov subspace methods will be
useful for this task.
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Appendix A. Interpretation of the subdomain optimality systems
A.1. Interpretation of the decomposed optimality conditions
We give an interpretation of the subdomain problems (15) as well as of the interface coupling conditions (16) in
terms of the original problem formulation.
Formally, (15) may be interpreted as a semi–discretization of
−〈p′i (t),i〉L2(i ) + ai(i , pi(t)) = −1〈yi(t) − ŷ(t),i〉L2(i ) ∀i ∈ H 10 (i ), (A.1a)
pi(t)|i\ = p	|i\, (A.1b)
pi(t)|i∩ = 0, (A.1c)
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pi(T ) = −2(yi(T ) − ŷT )|i , (A.1d)
3〈ui(t), i〉L2(i ) + bi(i , pi(t)) = 0 ∀i ∈ L2(i ), (A.1e)
〈y′i (t),i〉L2(i ) + ai(yi(t),i ) + bi(ui(t),i ) = 〈f (t),i〉L2(i ) ∀i ∈ H 10 (i ), (A.1f)
yi(t)|i\ = y	|i\, (A.1g)
yi(t)|i∩ = 0, (A.1h)
yi(0) = y0|i . (A.1i)
System (A.1), in turn, may be interpreted as the weak form of
− tpi(x, t) − pi(x, t) − a(x)∇pi(x, t) + (c(x) − ∇a(x))pi(x, t)
= −1(yi(x, t) − ŷ(x, t)) in i × (0, T ),
pi(x, t) = 0 on (i ∩ ) × (0, T ),
pi(x, t) = p	(x, t) on (i\) × (0, T ),
pi(x, T ) = −2(yi(x, T ) − ŷT (x)) in i ,
−pi(x, t) + 3ui(x, t) = 0 on i × (0, T ),
t yi(x, t) − yi(x, t) + a(x)∇yi(x, t) + c(x)yi(x, t) = f (x, t) + ui(x, t) in i × (0, T ),
yi(x, t) = 0 on (i ∩ ) × (0, T ),
yi(x, t) = y	(x, t) on (i\) × (0, T ),
yi(x, 0) = y0(x) in i . (A.2)
Using the ideas in [16, Section 3.1], one can formally interpret (A.1) as the system of optimality conditions for the
subdomain optimal control problem
minimize
1
2
∫ T
0
∫
i
(yi(x, t) − yˆ(x, t))2 dx dt
+
∫ T
0
−〈yi(t), p̂′	(t)〉L2(i ) + ai(yi(t), p̂	(t))
+ bi(ui(t), p̂	(t)) − 〈f (t), p̂	(t)〉L2(i )dt
+ 2
2
∫
i
(yi(x, T ) − yˆT (x))2 dx + 32
∫ T
0
∫
i
u2i (x, t) dx dt (A.3a)
subject to 〈y′i (t),i〉L2(i ) + ai(yi(t),i ) + bi(ui(t),i ) = 〈f (t),i〉L2(i ) ∀i ∈ H 10 (i ), (A.3b)
yi(t)|i\ = y	|i\, (A.3c)
yi(t)|i∩ = 0, (A.3d)
yi(0) = y0|i , (A.3e)
where p̂	 is an extension ofp	 ontoi×(0, T ).The subdomain optimal control problem (A.3) is the inﬁnite dimensional
analogue of the semi-discretized problem (17).
108 M. Heinkenschloss, M. Herty / Journal of Computational and Applied Mathematics 201 (2007) 88–111
The constraints (A.3b–e) are the weak form of
t yi(x, t) − yi(x, t) + a(x)∇yi(x, t) + c(x)yi(x, t) = f (x, t) + u(x, t) in × (0, T ),
yi(x, t) = 0 on (i ∩ ) × (0, T ),
yi(x, t) = y	(x, t) on (i\) × (0, T ),
yi(x, 0) = y0(x) in i .
For the interpretation of (A.3a), we note that deﬁnition (10) and application of integration by parts gives∫ T
0
−〈yi(t), p̂′	(t)〉L2(i ) + ai(yi(t), p̂	(t)) + bi(ui(t), p̂	(t)) − 〈f (t), p̂	(t)〉L2(i ) dt
= 〈y0, p̂	(0)〉L2(i ) − 〈yi(T ), p̂	(T )〉L2(i )
+
∫ T
0
∫
i
(t yi(x, t) − yi(x, t) + a(x)∇yi(x, t) + c(x)yi(x, t) − f (x, t) − ui(x, t))p̂	(x, t) dx dt
+
∫ T
0
∫
i
(


ni
yi(x, t) − 12 nia(x)yi(x, t)
)
p	(x, t) dx dt
= 〈y0, p̂	(0)〉L2(i ) − 〈yi(T ), p̂	(T )〉L2(i ) +
∫ T
0
∫
i
(


ni
yi(x, t) − 12 nia(x)yi(x, t)
)
p	(x, t) dx dt
since yi solves (A.2f–i). Since p̂	 is the extension of a function deﬁned on a set of measure zero, the integrals involving
p̂	 are formally set to zero and the objective (A.3a) can be interpreted as
1
2
∫ T
0
∫
i
(yi(x, t) − yˆ(x, t))2 dx dt + 22
∫
i
(yi(x, T ) − yˆT (x))2 dx
+ 3
2
∫ T
0
∫
i
u2i (x, t) dx dt +
∫ T
0
∫
i
(


ni
yi(x, t) − 12 nia(x)yi(x, t)
)
p	(x, t) dx dt .
Since (A.3) is an optimization problem over yi, ui , we may replace the last integral by∑
i∩j
∫ T
0
∫
i
((


ni
yi(x, t) − 12 nia(x)yi(x, t)
)
+
(


nj
yj (x, t) − 12nja(x)yj (x, t)
))
p	(x, t) dx dt .
This will only shift the objective function by a constant. The addition of this constant, however, reveals the connection
between the objective function in (A.3) and the transmission conditions (9) for the states.
We offer the following interpretation of (16): Let V	 := {v	 ∈ H 1/2(	) : v	 = v|	 for some v ∈ H 10 ()} and
similarly we introduce V	i . Given a v	, we use v̂	 ∈ H 10 () to denote its extension. The transmission conditions (16)
may be interpreted as a semi-discretizations of
s∑
i=1
(pi(T ) + 2(yi(T ) − yˆT ))
∣∣∣∣∣
	i
= 0, (A.4a)
s∑
i=1
−〈tpi(t), v̂	〉L2(i ) + ai (̂v	, pi(t)) + 1〈yi(t) − yˆ(t), v̂	〉L2(i ) = 0, (A.4b)
s∑
i=1
〈t yi(t), q̂	〉L2(i ) + ai(yi(t), q̂	) + bi(ui(t), q̂	) = 〈f, v̂	〉L2(i ), (A.4c)
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for all v	, q	 ∈ V	i respectively. Deﬁnition (10) and application of integration by parts gives
− 〈tpi(t), v̂	〉L2(i ) + ai (̂v	, pi(t)) + 1〈yi(t) − yˆ(t), v̂	〉L2(i )
=
∫
i
(−tpi(x, t) − pi(x, t) − a(x)∇pi(x, t) + (c(x) − ∇a(x))pi(x, t)
+ 1(yi(x, t) − yˆ(x, t)))̂v	(x) dx +
∫
i
(


ni
pi(x, t) + 12a(x)nipi(x, t)
)
v	 dx
=
∫
i
(


ni
pi(x, t) + 12a(x)nipi(x, t)
)
v	 dx,
since pi solves (A.2a). Hence, (A.4b) may be interpreted as
s∑
i=1
∫
i
(


ni
pi(x, t) + 12a(x)nipi(x, t)
)
v	 dx = 0 ∀v	 ∈ V	,
that is


ni
pi(x, t) + 12a(x)nipi(x, t) = −
(


nj
pj (x, t) + 12a(x)njpj (x, t)
)
, x ∈ i ∩ j .
Analogously, (A.4c) may be interpreted as


ni
yi(x, t) − 12a(x)niyi(x, t) = −
(


nj
yj (x, t) − 12a(x)nj yj (x, t)
)
, x ∈ i ∩ j .
Eq. (A.4a) can be seen as the weak form of
pi(x, T ) = −2(yi(x, T ) − yˆT (x)) on 	i .
A.2. Interpretation of the optimality conditions deﬁning the inverse subdomain Schur complement operator
Formally, system (23) may be interpreted as the semi-discretization of the following system of differential equations.
Let V := {v ∈ H 1(i ) : v=0 on i ∩}. Further, we denote by Tr	(v) the trace of v on the interface 	=i\.
Then, for all i ∈ V , all i ∈ L2(i ) and t ∈ (0, T )
−〈p′i (t),i〉L2(i ) + ai(i , pi(t)) = −1〈yi(t),i〉L2(i ) + 〈r2(t),Tr	(i )〉L2(	), (A.5a)
3〈ui(t), i〉L2(i ) + bi(i , pi(t)) = 0, (A.5b)
〈y′i (t),i〉L2(i ) + ai(yi(t),i ) + bi(ui(t),i ) = 〈r3(t),Tr	(i )〉L2(	), (A.5c)
〈pi(T ) + 2yi(T ),i〉L2(i ) = 〈r1,Tr	(i )〉L2(	). (A.5d)
System (A.5) may be interpreted as the weak form of
−tpi(x, t) − pi(x, t) + (c(x, t) − ∇a(x))p(x, t) − a(x)∇pi(x, t) = −1yi(x, t) in i × (0, T )
pi(x, t) = 0 on i ∩ × (0, T )(


ni
+ 1
2
ai (x)ni
)
pi(x, t) = r2(x, t) on 	× (0, T )
pi(x, T ) + 2yi(x, T ) = r̂1(x) in i
t yi(x, t) − yi(x, t) + c(x)yi(x, t) + a(x)∇yi(x, t) = u(x, t) in i × (0, T )
yi(x, t) = 0 on i ∩ × (0, T )
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(


ni
− 1
2
ai (x)ni
)
yi(x, t) = r3(x, t) on 	× (0, T )
yi(x, 0) = 0 in i
−pi(x, t) + 3ui(x, t) = 0 in i × (0, T ),
where r̂1 is the extension of r1 deﬁned on 	 and extended by zero oni . Using similar ideas as in the previous sections
one can formally interpret the above equations as optimality system for the subdomain optimal control problem
minimize
1
2
∫ T
0
∫
i
y2i (x, t) dx dt +
2
2
∫
i
y2i (x, T ) dx
+ 3
2
∫ T
0
∫
i
u2i (x, t) dx dt −
∫ T
0
∫
	
r2(x, t)yi(x, t) dx dt −
∫
	
r1(x)yi(x, T ) dx
subject to t yi(x, t) − yi(x, t) + c(x)yi(x, t) + a(x)∇yi(x, t) = u(x, t) in i × (0, T )
yi(x, t) = 0 on i ∩ × (0, T )(


ni
− 1
2
ai (x)ni
)
yi(x, t) = r3(x, t) on 	× (0, T )
yi(x, 0) = 0 in i .
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