This research considers the problem of base station association in a small cell environment. The wireless network in consideration is of two-tiers, where randomly dispersed overlay femtocell base stations (FBSs) coexist with a macrocell base station (MBS). The paper considers two optimization problems, maximizing the set of associated users and maximizing the set of weighted associated users by the FBSs, subject to signal-to-interference-plus-noise ratio (SINR) requirements as well as the quality of service (QoS) of the macrocell user. Both problems are formulated as linear integer programs. The second problem is known to be NP-hard. We prove that the first problem is NP-hard too. Because of the NP-hardness, efficient heuristic algorithms are required in practice. This work develops two heuristic polynomial time algorithms to solve both problems. The computational complexity of the proposed algorithms and the brute force (BF) algorithm are evaluated. Moreover the paper benchmarks the performance of the proposed algorithms in comparison to optimal and industry standard algorithms, through numerical simulations. The results demonstrate the efficiency of the proposed algorithms in terms of complexity and sub-optimality. They also show that the weighted problem can be solved to provide solutions that are fair between the users and load balance among femtocells.
I. INTRODUCTION

A. Motivation and Research questions
In the last decade, wireless networks have become popular among data users, which has led to a demand for increased capacity while resources (frequency, power, etc.) are limited. Therefore, resource allocation in wireless networks must be optimized to provide higher performances and satisfy users demand. Nowadays, wireless networks are accessible mainly through two different technologies namely the cellular networks and the wireless local area networks (WLANs). At present, cellular networks are the main provider of voice and data services with high mobility whereas the WLAN provide higher and less expensive data rates with relatively restricted mobility [2] . Both WLAN and cellular networks face the challenging problem of resource allocation in an interference environment [3] .
In order for cellular networks to be more competitive with WLANs and answer the user's demand, the core architecture of networks underwent major changes [2] . Despite the efficiency of the core network, cellular networks still cannot answer the demand through costly classical methods such as increasing of the spectrum bands as the available bandwidth is limited. However, the surest way to increase the capacity of a cellular network is by reducing the distance between the transceivers (transmitters and receivers), i.e., shrinking the cell sizes [4] . Cooper's law when applied to the capacity of a cellular network asserts that: "shrink the cells sizes, or alternatively, reduce the distance between the transceivers has always been the main way to increase capacity" [5] . Indeed, reducing the distance between the transceivers can be accomplished by several techniques such as: distributed antenna systems, relay nodes, installation of base stations of different sizes (macrocell, microcell, picocell). Nonetheless, these techniques are often very expensive from a cellular networks operator's view point as they require full or partial modification of existing infrastructure.
the received signal and therefore improve the system throughput as well as offload the macro network traffic and balance the loads of the FBSs. The user-FBS association is not sufficiently explored in the literature. Also, the classical user-BS association which is to pair the user to the BS with the strongest signal does not improve the overall throughput because of a poor management of the interference [9] .
B. Related works
From an algorithmic viewpoint, prior research has focused on the user-BS association problem (or the scheduling problem) under the physical model or the SINR model in wireless mesh networks. The SINR model is more appropriate [14] . To solve the scheduling problem under the SINR model, efficient algorithms have been proposed which include heuristic, approximation, and optimal algorithms. The problem is mainly divided into two. The first one is the scheduling problem, which consists of minimizing the time slots needed to schedule all the wireless links such that the SINR requirements are guaranteed. The second is the one-slot scheduling problem, which is the problem of maximizing the set of weighted or unweighted links in one slot under the SINR constraints [15] , [16] . In their seminal work [15] , Olga et al. showed that the scheduling problem under the SINR model is NP-hard. They also showed that the weighted one-slot scheduling is NP-hard. In [17] , the authors present approximation algorithms for the unweighted one-slot scheduling problem with power control and they provide a solution based on game theory to solve the joint problem distributively. In [18] , the author provides the first distributed algorithm with provable guarantee based on game theory to solve the one-slot scheduling problem in both protocol and physical models. Other similar works have solved the unweighted one-slot scheduling problem and the scheduling problem either by mathematical programming [19] or by developing efficient heuristics [20] .
From a network and a resource allocation viewpoint, several works have been done. The authors of [21] studied the resource allocation problem in an orthogonal frequency division multiple access (OFDMA) two-tier cellular network with the coexistence of OA FBSs. Authors's work guarantees the QoS of macrocell users in dead zones, and attempts to limit the cross-tier interference. The work is based on cognitive radio technology and provides an asymptotically optimal solution by dual decomposition [22] . In [23] , the authors studied the joint power allocation and user-BS association problem in mobile cellular networks. The authors proposed September 23, 2014 DRAFT an efficient distributed solution using Gibbs sampler. Their approach reduces the information exchange and offers low transmission delays and an acceptable level of users' fairness.
Another related work is [24] , which studied the resource allocation as joint optimization problem of channel allocation, user-BS association, beamforming and power control in heterogeneous networks. It is solved using an iterative algorithm based on l 1 -norm heuristics [22] . This work attempted to maximize the total uplink throughput and guarantee the QoS of users. The joint power allocation and user-BS association is modeled in [13] as a combinatorial optimization problem. The authors used Bender's decomposition in order to solve the modeled problem and they transformed the joint problem into a one-stage problem. Finally, they proposed a heuristic algorithm and studied its convergence. Once again, the user-BS association problem is solved in [25] and [26] by studying jointly the fairness and the load balancing problem. In [25] , the authors solved the problem of user-BS association in a heterogeneous cellular network in order to balance the load of the BSs. They proposed a distributed algorithm based on the technique of dual decomposition [22] . In [1] , the authors proposed simple and efficient heuristics to solve the user-BS association and power allocation in femtocell network.
C. Contributions and objectives
The specific research questions to be answered by this paper are:
• Is the user-FBS association problem a hard problem?
• What is the most effective solution of the user-FBS association problem?
• How can a user-FBS association solution improve the system throughput?
The main contributions of this paper are:
1) investigating and modeling two problems of user-FBS association in a two-tier macrofemto network under the SINR model as two linear integer programming problems. The first problem is the problem of maximizing the unweighted associated users to FBSs and the second problem is the problem of maximizing the weighted associated users to FBSs.
The weighted problem allows us to both improve the fairness of users and balance the loads of the FBSs,
2) proving that the unweighted user-FBS association problem is NP-hard since the weighted problem is already proven to be NP-hard. To the best of our knowledge, there is no a straightforward proof of the NP-hardness of the unweighted user-FBS association problem without power control,
3) developing efficient and non-complex heuristic algorithms to solve both problems, 4) comparing the developed algorithms against the brute-force (BF) optimal algorithm and the branch-and-bound (B&B) algorithm, and 5) evaluating the complexity of the different proposed algorithms and the complexity of the BF algorithm.
The system performance is expressed by throughput and fairness (or load balancing).
Throughput is measured by the number of users that are successfully associated to the FBSs under SINR constraints and fairness is measured by the number of times a user is associated to a FBS.
D. Organization
The rest of the paper is organized as follows. Section II discusses the system model. The problem formulation is given in Section III. Section IV provides the proof of the NP-hardness of the unweighted user-FBS association problem under uniform power. Next, Section V presents the BF and the B&B optimal solutions. Section VI presents heuristic algorithms namely UMRCG and WMRCG for user-FBS association under uniform power for both unweighted and weighted problem, and analyzes the complexity of the different algorithms. Section VII provides extensive simulation results to compare the algorithms and Section VIII concludes the paper with a summary of the work and future proposals.
II. SYSTEM MODEL
This paper considers the downlink where all BSs transmit over a common frequency band.
The network in consideration comprises of a MBS, a macrocell user equipment (MUE), several FBSs, and several femtocell UEs (FUEs). The MBS is located in the center of the cell which is modeled as a circle of radius R. FBSs, MUE, and FUEs are randomly located in this circle following independent two dimensional uniform distributions. An example of the system model is given in Fig. 1 .
The wireless channel model includes path loss propagation and Rayleigh fading. The wireless channel between a source n and a destination k is represented by g kn := h kn ( In this research, each transceiver is equipped of a single antenna. Hence, one FUE can be associated with only one FBS and vice versa. Every user in the network demands a minimum SINR threshold which is explained later mathematically. We normalize the transmit power by the receiver noise power and we use unit less signal-to-noise ratio (SNR). This paper does not consider power control and the transmit SNR of all FBSs is assumed to be constant, and denoted by γ. The MBS transmits to its MUE at constant SNR of γ 0 . Although this assumption is a simplification to render the analysis tractable, it has been shown that constant transmit power method is useful in practice [27] .
For the mathematical formulation of the user-FBS association problem, the binary variable x kn is required and is defined as follows, ∀ k ∈ K, ∀ n ∈ N :
The association vector that corresponds to the binary variable x kn is given by x :=
Then, the received SINR at each FUE k from each FBS n can be written as follows:
The SINR at the MUE is given by:
The minimum required SINR threshold at any FUE and at the MUE are denoted by β, and β 0 , respectively. A user-FBS association is feasible if and only if it meets the SINR threshold of the associated FUEs and of the MUE.
III. PROBLEM FORMULATION
A. Unweighted SINR Scheduling
This section formulates the unweighted user-FBS association problem. This problem is called
UNWEIGHTED SINR SCHEDULING and is given by a linear integer program (LIP).
The objective is to maximize the total number of associated FUEs in the network subject to the constraints of the serving FUE limit of each FBS and the received SINR thresholds of the FUEs and the MUE.
The problem can be formulated as follows:
The objective function (3a) sets the goal to maximize the number of associated FUEs to the FBSs, i.e., maximize the number of variables x kn that take 1. Constraint (3b) ensures that a FBS associates to one FUE whereas constraint (3c) ensures that a FUE is associated with only one FBS. Constraint (3d) guarantees that a FUE, once associated with a FBS, must have a SINR above the threshold β. To ensure a similar QoS for the MUE, constraint (3e) is introduced.
Finally, constraint (3f) ensures that the association variable x kn is Boolean.
Problem (3) can be written in matrix notation. Note that constraint (3d) is nonlinear due to the βx kn term on the right hand side (RHS) and the x k n in the denominator of the left hand side (LHS). The x kn term in the RHS dictates that the SINR threshold β is met only if the FUE k is associated to FBS n. If it is not associated (i.e., x kn = 0), the SINR threshold drops to zero and therefore the constraint is satisfied only with equality. Using the bigM technique [28] , constraint (3d) can be rewritten as below:
where M is a sufficiently large number so that when x kn = 0, constraint (3d) is not violated and on the other hand if x kn = 1, the term M (1 − x kn ) is zero and therefore has no effect. This technique is well known in linear programming. It is a version of the Simplex algorithm which adds "artificial" variables to the original problem in order to find a feasible solution [28] .
The value of M must satisfy the following, ∀ k ∈ K, ∀ n ∈ N :
Note that M depends on k, n, and x. Without loss of generality, we take the highest value of M . We denote it by M * :
Hence, ∃ k * ∈ K, ∃ n * ∈ N such that equation (6) is satisfied. Then,
Using the previous value of M * and rearranging the terms, equation (4) is equivalent to:
Also, constraint (3e) can be rewritten as follows:
Notice that the SNR at the MUE must always be above the threshold. i.e., γ 0 g 00 > β 0 . With the above modifications, the UNWEIGHTED SINR SCHEDULING problem can be rewritten, in matrix form as follows:
where 1 is the unitary vector of size 1 × q and A ∈ R p×q is the matrix of sizes p = K + N + KN + 1 and q = KN . The matrix A is defined by A = (a ij ) i∈{1,··· ,p}, j∈{1,··· ,q} where a ij , ∀ i ∈ {1, . . . , p}, j ∈ {1, . . . , q} can be easily calculated from constraint (3b), constraint (3c), equation (8), and equation (9).
B. Weighted SINR scheduling
This section introduces the more general problem of weighted scheduling where each link in the network is prioritized by a weight. The problem is to maximize the number of weighted associated users such that every user obtains the desired SINR threshold. These weights add a degree of fairness to the users or balance the traffic load between the femtocells. It is largely accepted that fairness is an important aspect in wireless communication [29] .
The weights can be designed based on fair rate or fair time allocation. Since the problem involves the association of users to base stations, the criterion chosen in this paper is the fair time allocation.
First, this paper considers the fairness between users and shows the degree of fairness obtained using the different algorithms. Second, the paper designs the weights in order to provide fairness between femtocells. The fair time allocation between femtocells is also an important aspect and can be seen as a load balancing algorithm.
Every FUE k (respectively a FBS n) is associated with a weight w k (t) (respectively w n (t))
at time slot t which is, by definition, the reciprocal of number of times a FUE k (respectively a FBS n) got associated during the previous period of T timeslots, where T is called the window size. Without loss of generality, we assume that the instant time t is at least T , i.e., t T .
The weights are calculated based on the number of associations that occurred during the window of the last T timeslots (see Algorithm 2 for more details) as follow, ∀ k ∈ K:
where x kn (t) = 1 if FUE k is associated to FBS n at time t and x kn (t) = 0 otherwise. For simplification, we omit the variable (t) from the weights when there is no possible confusion.
The vector w denotes the weights vector and is given by w = w 1 , . . . , w 1
Similar procedure is followed in order to get the weights to ensure fairness between the FBSs at time t. Hence, ∀ n ∈ N :
and the corresponding vector of weights w is given by w = w 1 , . . . , w N user 1
Finally, the weighted allocation problem is given below:
Problem (13) is the weighted one-slot scheduling, which is NP-hard [15] . From now on, problem (13) is called WEIGHTED SINR SCHEDULING.
The next section provides the proof of the NP-hardness of the UNWEGIHTED SINR SCHEDUL-ING problem.
IV. NP-HARDNESS
This section proves that the UNWEIGHTED SINR SCHEDULING problem (i.e., problem (10)) is NP-hard. In order to prove this, we must find an NP-complete problem and reduce it in polynomial time to problem (10) . In this work, we will reduce the MAX ONES problem (see [30] and the references therein for more details) to problem (10) . In fact, the proof of NPhardness of problem (10) The symbols (or ∧), (or ∨), and ¬ denote the logical operators: disjunction, conjunction, and negation, respectively. The notation P 1 ∝ P 2 is used to denote that problem P 1 is reducible in polynomial time to problem P 2 .
The following definitions are from [30] and [31] .
Definition 1 (A binary constraint):
A binary constraint is a function f : {0, 1} k → {0, 1} for some k ∈ N. We say that a binary constraint f is satisfied by an input s ∈ {0,
Definition 2 (A 0-valid binary constraint):
Definition 3 (0-VALID MAX ONES problem):
OBJECTIVE: Decide if there are assignments to the binary variables x 1 , x 2 , . . . , x n that satisfy the binary constraint f (·). If such assignments exist, find the one which has the most number of ones, that to say max { i x i }.
Definition 4 (SET COVER, NP-complete [31]):
INSTANCE: A set of m elements called the universe. A finite family J of finite sets S j where J = {{S j } ∀ j}, and a positive integer k.
OBJECTIVE:
Decide if there is a subfamily {T h } ⊆ J that contains e sets k such that
In order to prove that problem (10) is NP-hard, we will prove that SET COVER ∝ 0-VALID MAX ONES and then 0-VALID MAX ONES ∝ problem (10) . Without loss of generality, an instance of 0-VALID MAX ONES problem is given by:
where S l , ∀ l ∈ L is a subset of {1, 2, . . . , n}. Equation (14) is the conjunction of disjunctions of L clauses on the negated variables ¬x 1 , · · · , ¬x |S l | .
Lemma 1
The 0-VALID MAX ONES problem is NP-hard.
Proof: See Appendix A.
Theorem 1
The UNWEIGHTED SINR SCHEDULING problem (10) is NP-hard.
Proof: See Appendix B.
The proof of Theorem 1 is very useful especially in wireless networks. In wireless communications, user-BS association problems (or resource allocation problems in general) such as problem (10) are very encountered and need to be solved often. Unfortunately due to Theorem 1, solving these problems optimally requires a brute-force method and needs vast computational capabilities.
The motivation behind the proof of Theorem 1 is to find good approximation algorithms that are not highly computational complex and efficient at the same time.
The next two sections presents the proposed algorithms for the weighted and unweighted problems along with the optimal solutions.
V. OPTIMAL SOLUTIONS
This section derives the optimal solution for problems (13) and (10) of weighted and unweighted scheduling. The optimal solution can be calculated by two approaches, namely, the BF and the B&B. The BF algorithm is based on the enumeration of all possible associations and picking the one with the best value. On the other hand, B&B reduces the search space comparing to the BF algorithm using the branching and the bounding approaches. B&B reduces considerably the complexity compared to the BF algorithm even though it is still exponential in the worst case. These techniques are used as a reference for comparison against other algorithms.
Next the complexity of the optimal BF solution for the UNWEIGHTED SINR SCHEDULING problem and for the WEIGHTED SINR SCHEDULING problem is derived. Let their complexities be denoted by UOPT-C and WOPT-C, respectively.
A. Unweighted SINR scheduling
The basic steps of the optimal solution are the generation of all possible associations which are given by the enumeration of all combinations given by C(K, N ):
where . .
denotes the binomial coefficient.
Suppose that N < K for example, then:
From [32] , the following upper bound of the binomial coefficient is given by n k
Therefore:
To obtain the total complexity of the optimal algorithm, UOPT-C, the algorithm runs through all the constraints which is a matrix multiplication and has a complexity of, O pq , or equiva-
where X 1 is given by:
B. Weighted SINR scheduling
The optimal BF solution for the weighted case follows the same principle as of the unweighted case with a slight difference. After generating all combinations, each step calculates the weights for those combinations that satisfy the constraints and pick the one with the maximum value.
The constraints verification needs O pq , or equivalently O K 2 N 2 and the calculation of the weights of those solutions needs O q or equivalently O KN , which gives a complexity
where X 2 is given by:
C. Branch-and-Bound solution
The computational complexity of the BF algorithm is extremely high (see table I for more detailed numerical values). For example using a computer characterized by Intel(R) Core(TM)
i7-3770 CPU @ 3.40 GHz 3.40 GHz, we are limited to a small input size of 6 FBSs and 10
FUEs (please see Section VII). Therefore to obtain the optimal solution, the B&B technique is used in this paper.
The computational complexity of the B&B algorithm is analytically intractable since it depends on a lot of parameters such as the search strategies used to implement it in the solver. Even though, B&B still has an exponential complexity in the worst case but works faster than the BF algorithm in practice. Hence we just provide the complexity of BF optimal solution.
To have an idea about the huge difference between both computational complexity let us see an illustrative example. If the input is fixed to N = 6, K = 10 and the matrix A is a priori known then, based on the used computer for calculation, the running time for the BF algorithm is ∼ 4 seconds whereas it is ∼ 0.1 seconds for the B&B algorithm which makes, in this specific case, the B&B algorithm 40× faster in practice than the BF algorithm.
VI. HEURISTIC SOLUTIONS
This section describes the proposed solutions, which consist of simple but efficient greedy algorithms for the UNWEIGHTED SINR SCHEDULING and the WEIGHTED SINR SCHEDUL-ING problems. The complexities of the algorithms are denoted respectively by UMRCG-C and 
A. Unweighted Maximum Relative Channel Gain (UMRCG)
UMRCG solves the UNWEIGHTED SINR SCHEDULING problem heuristically based on a greedy method. This greedy algorithm is based on ordering the FUE-FBS pairs in a list and greedily picking a pair which satisfies the constraints for all FUE-FBS pairs that were picked up to that point including itself. The pseudo code for UMRCG is given in Algorithm 1.
The first step calculates the relative channel gain defined by, ∀ k ∈ K, ∀ n ∈ N :
This parameter (denoted list) represents the ratio of receivable signal power to the power of O KN log(KN ) + N 3 K 3 , which can be simplified to:
B. Weighted Maximum Relative Channel Gain (WMRCG)
This section describes the proposed greedy algorithm, WMRCG, that solves the WEIGHTED SINR SCHEDULING problem. WMRCG is mainly divided into two steps. The first step is the calculation of the weights according to (11) or (12) . The process of calculating the weights is not more complex than the main step which is the calculation of the solution. More precisely, to calculate the weights, we need to go through the solution vector x of size KN during the previous T timeslots and associate the corresponding weights according to (11) or (12) .
This gives a complexity of O KN T . The second step is solving the problem. The difference between UMRCG and WMRCG is due to the selection criterion used for creating and sorting the list of FUE-FBS pairs (please see Algorithm 2 for more details). The list kn is given by,
where w k|n is w k or w n depending on the criterion used to calculate the weights as discussed previously. The complexity of this step is O K 3 N 3 which is derived from the loop of size KN and from the verification of the constraint of the matrix A of size K 2 N 2 . Finally, the complexity of WMRCG, WMRCG-C, is given by: Move the window T ;
16
Update the weights according to (11) or (12); 17 return Associated FUEs. Table I summaries the complexity of the proposed approaches and of brute force optimal algorithm. We see that the proposed heuristics have very low complexity compared to the optimal solutions. Notice that UMRCG and WMRCG have almost the same order of complexity unless
These results demonstrate the advantage of using heuristics and show how the proposed algorithms are computationally simple. Also, we see from Table I the high complexity using BF algorithm.
VII. SIMULATION RESULTS
In this section, the performance of the proposed algorithms is demonstrated by simulations.
It is assumed that the path loss coefficient is α = 4, the window size is T = 50, and the radius of the circle is R = 20 m. The normalized transmission power of the MBS and of the FBSs are set to γ 0 = 40 dB and γ = 20 dB, respectively. The SINR thresholds used for the MUE and for the FUEs are given respectively by β 0 = 0 dB and β = 1 dB, and the number of FUEs is K = 10, unless otherwise stated. The B&B algorithm is implemented using the OPTI Toolbox [33] under MATLAB which is based on the IBM ILOG CPLEX solver [34] . We see that the BF algorithm outperforms very slightly the B&B especially when N is high, but the latter is more efficient in terms of execution time. When N = 6 the BF solution is .009% away from the B&B. We can see from table I that the BF weighted algorithm has an approximate numerical complexity of 10 21 which is higher compared to the complexity of WMRCG,
14 . This figure along with the complexity analysis illustrate that CPLEX solver allows us to obtain tight-to-optimal solution and shows the negligible degradation of performance between the BF and the B&B. This motivates us to use the B&B algorithm in our next simulations. Fig. 3 shows the average number of associated FUEs for the UNWEIGHTED SINR SCHEDUL-ING (problem (10)) considering the optimal B&B and the greedy algorithms. For the purpose of comparison, we implemented a benchmark algorithm denoted by max-SINR (or best received signal) which is used as a classical association rule in wireless and cellular network. In max-SINR, each FUE is associated to the strongest FBS signal it receives [9] . Based on Fig. 3 , we see that the proposed heuristic (UMRCG) has very close performance to the optimal solution. For example, UMRCG is .958% far away from the optimal B&B solution when N = 16.
Furthermore, the proposed greedy algorithm outperforms the classical benchmark algorithm since this latter does not provide a good interference management among the cells. Note that, the performance of proposed algorithms depend on the transmission power and the SINR thresholds.
Next simulations show the effect of these different parameters on the performance of the proposed solutions. Fig. 4 plots the average number of associated FUEs versus the FBS transmission power γ.
When γ grows, the SINR received at the FUEs will grow and more FUEs are expected to get associated which is illustrated in the first part of the x-axis in Fig. 4 when the curves go up.
When γ continues to grow, the interference at the MUE grows too and becomes harmful. Hence, the MUE will not be satisfied and the average number of FUEs must decrease to respect the MUE's QoS. This is illustrated in the second part of the x-axis in Fig. 4 when the curves go down. Notice that, for high γ when γ 0 increases, the average number of associated FUEs increases as can be seen in the different curves (with different γ 0 ) in Fig. 4 . For example, we see that when γ = 40 dB, the average number of associated FUEs is increasing from .6 when γ 0 = 10 dB to almost 5 when γ 0 = 40 dB. In the other hand, for small γ, when γ 0 increases, less FUEs get associated. Therefore, for a given value of MBS transmit power, γ 0 , there is an optimum value of FBS transmit power, γ, to be used in order to maximize the number of associated FUEs.
Note also that the derivation of the analytical value of the optimal solution in function of γ is intractable.
Finally, we can see that the proposed greedy algorithm still gives close-to-optimal performance for different values of transmission power. The ratio between the greedy solution and the optimal one is at most 5% (for γ = 15 dB and γ 0 = 10 dB). It is also important to notice from Fig. 5 that the ratio between the optimal solution and the proposed heuristic solution varies slightly in function of β 0 and β from .74% to 1.343%. This ratio is still small though, which illustrates the accuracy of the proposed heuristic solutions. (13)). It can be seen that the weighted greedy algorithm performs slightly better than the weighted optimal algorithm since the weighted optimal algorithm does not optimize the number of associated FUES but a weighted sum of associated FUEs (please see objective function (13a)).
The ratio between the optimal and greedy algorithms for weighted problem is slightly higher than the one for the unweighted problem (comparing Figures 3 and 6 ). For instance, when N = 16, the optimal solution is ∼ 4% far away from WMRCG.
It can be seen that the weighted problem has less performance than the unweighted problem in terms of average number of associated FUEs. For example when N = 16, the average number of associated FUEs is given for the unweighted optimal, unweighted greedy, weighted greedy, and weighted optimal respectively by 4.175, 4.132, 4.081, and 3.907. This performance loss is compensated by gains in fairness as can be seen in the next simulation.
To measure the fairness, the FBSs are located in a certain zone in the cell and the FUEs are generated randomly with uniform distribution in this zone. The fairness measure used in our simulations is the well-known Jain's index [35] . others. Also, WMRCG gives high fairness index and a good average number of associated FUEs.
On the other hand, the unweighted algorithms produce the worst results of fairness as expected.
Also, the unweighted optimal B&B solution has an index of fairness of nearly 65%, which is unacceptable in practice.
We also see that when the number of FUEs increases, the network starts to densify, and the fairness of all algorithms suffer. to the FUEs. Further, the weighted optimal and the proposed weighted greedy still give the best results in terms of fairness between FBSs comparing to the unweighted solutions.
VIII. CONCLUSION
This paper studies the problem of user-FBS association in a two-tier wireless network of cochannel densely deployed femtocells and a macrocell. The association problem is modeled as a linear integer program. The objective is to maximize the number of associated FUEs subject to QoS constrains defined by SINR. This paper proves that the unweighted user-BS association problem is NP-hard. Then this paper proposes two heuristic solutions, namely UMRCG and WMRCG, based on a greedy strategy. Next the complexity of the proposed algorithms are derived and shown to be polynomial in time. The performance of the proposed algorithms are compared against the optimal exponential time brute-force and branch and bound methods and shown to be close to optimal. Moreover the performance is also compared against standard Based on the steps given by algorithm 3 and using the matrix defined by equation (21), the instance I 0v is easily obtained.
Algorithm 3: SET COVER TO 0-VALID MAX ONES
Input: An instance of SET COVER (U, J = {{S j } ∀ j}, k).
Output: An instance of 0-VALID MAX ONES. Let I 1 = (K, N, A) be an instance of problem (10) where K is the number of FUEs, N is the number of FBSs, A is the matrix defined in problem (10) . Let I 2 = (f (x 1 , · · · , x n )) be an instance of the 0-VALID MAX ONES problem.
An instance of problem (10) can be constructed by converting the set of Boolean clauses of the binary constraint f (·) to a system of linear inequalities. Therefore, f (·) is true ⇔ Ax 1.
Hence, the problem of maximizing the number of associated FUEs while the SINR requirements are met (i.e., Ax 1) is equivalent to the problem of maximizing the number of true literals while the Boolean formula is true (i.e., f (·) is true).
In order to get the instance I 1 from the instance I 2 , the following transformation is applied.
First, let S l = {i l 1 , . . . , i l k } be a subset of {1, . . . , n} for some l ∈ L and some k ∈ {1, 2, . . . , n}. Then, for each clause l of f (·), i.e., i∈S l ¬ x i , the following system of linear inequalities is given:
Second, this system of linear inequalities is easily solved in polynomial time to get the corresponding g ij since it has more many variables than equations. Let A and B be the sets of solutions of the g ij . Then, the remainder values of g ij will be set to 0, i.e., g ij = 0, ∀ i ∈ A, ∀ j ∈ B.
Using this transformation, we can get the matrix A, K, and N where K = N = Y . Therefore an instance of problem (10) is obtained. 
