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Sommario
La tesi presenta un approccio perturbativo per l’identificazione dinamica di strutture
a parametri incerti. Il metodo proposto, basato sulla minimizzazione di una funzione
obiettivo, e` indipendente dall’ordine di approssimazione raggiunto e, ereditando i
vantaggi dell’approccio perturbativo, assicura un onere computazionale ridotto. Per
superare le dicolta` legate alla selezione del modello fisico nel caso di parametri
incerti di danno, e` proposto unmetodo che sfrutta la versione ortogonale dell’empirical
mode decomposition, e cerca di combinare le proprieta` modali della struttura con le
caratteristiche dei segnali di risposta. Le due tecniche introdotte, ancorche´ intimamente
legate per gli scopi e le applicazioni della tesi, godono di individuale validita`.
Abstract
The thesis presents a perturbative approach for dynamic identification of structures
with uncertain parameters. The proposed method, based on the minimization of an
objective function, is independent of the achieved order approximation and, inheriting
the advantages of the perturbation approach, ensures a low computational eort. To
overcome the diculties related to the selection of the physical model for damage
like uncertain parameters, it is proposed a method that uses the orthogonal version of
the empirical mode decomposition, and seeks to combine the modal properties of the
structure with the response signals features. The two introduced techniques, closely
related within the framework of the thesis, hold their own individual validity.
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Capitolo 1
Introduzione
1
Si inquadra l’argomento di tesi e si forniscono alcuni brevi riferimenti storici. Chiu-
dono il capitolo lo stato dell’arte e l’esposizione della struttura della tesi. Si precisa che
lo stato dell’arte qui riportato e` volutamente minimale, mentre per uno stato dell’arte
piu` dettagliato sulle tematiche trattate si rimanda ai paragrafi dedicati nel corpo della
tesi.
1.1 Inquadramento generale
Nell’ultimo cinquantennio uno dei temi piu` trattati nell’ambito dell’ingegneria delle
strutture e` l’analisi dinamica. Il ramo principale di ricerca e` destinato allo studio dello
stato tenso-deformativo indotto nelle strutture da azioni marcatamente variabili nel
tempo (e.g., il vento e il sisma), per le quali le usuali trattazioni statiche epseudo-statiche
cadono in difetto.
Altro argomento di interesse e` l’utilizzo dell’analisi dinamica ai fini dell’identifica-
zione strutturale, ovvero una branca di ricerca destinata allo studio delle caratteristiche
delle strutture esistenti. Da un punto di vista epistemologico, il quesito cui l’identi-
ficazione e` tenuta a rispondere e` esattamente agli antipodi rispetto a quello classico
della progettazione: mentre nell’ambito progettuale il modello della struttura e` noto
e si intende conoscere la risposta strutturale per assegnate azioni, nel caso dell’identi-
ficazione si vuole risalire al modello strutturale, note che siano la risposta strutturale
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e le azioni in gioco. In altri termini, se in fase progettuale il problema puo` definirsi
diretto, perche´, note delle grandezze di ingresso, si ricavano quelle in uscita, nel caso
di identificazione strutturale e` opportuno parlare di problema inverso, giacche´, note le
grandezze in uscita, ci si interroga sulla struttura che le ha generate, cfr. Figura 1.1.
Figura 1.1: Esemplificazione dei
problemi diretto e inverso.
Appare evidente come, alla stregua di
quanto avviene nel problema diretto, la casua-
lita` delle varie proprieta` di una struttura puo`
essere un fattore cruciale, specialmente quan-
do si e` interessati alla valutazione della sicu-
rezza strutturale. Va da se´ che per sistemi ca-
ratterizzati da parametri casuali, anche l’iden-
tificazione dinamica assume carattere stocasti-
co: nasce quindi la necessita` di riferirsi a un
modello globale capace di incorporare le infor-
mazioni probabilistiche e risalire quindi alle
distribuzioni (o alle statistiche) dei parametri.
1.1.1 Brevi cenni storici
Le origini dell’identificazione dinamica sono (relativamente) recenti: fino al 1947, infat-
ti, gli studi sulle strutture esistenti erano praticamente limitati alla misura e all’analisi
della sola risposta strutturale. Da quell’anno in poi, principalmente per la spinta evolu-
tiva dovuta all’ambito aeronautico [1.6], alla misura della risposta si e` aggiunta quella
dell’eccitazione. Il vero impulso alla materia si e` avuto, pero`, quasi vent’anni piu` tardi,
precisamente nel 1965, con l’introduzione della Fast Fourier Transform [1.3] e la conse-
guente diusione progressiva delle tecniche d’identificazione dinamica su larga scala;
indubbiamente a tale sviluppo hanno contribuito l’evoluzione, la miniaturizzazione e
la riduzione dei costi degli strumenti di registrazione [1.5].
Dal punto di vista applicativo si sta oggi assistendo alla progressiva crescita del-
l’integrazione negli elementi strutturali di sensori dedicati alla misura della risposta
dinamica, condizione sintomatica di un progressivo passaggio verso il monitoraggio
strutturale in continuo. Anche su questo fronte un impulso significativo e` da riconosce-
re all’ambito aeronautico, in cui i produttori di aeromobili di nuova generazione, come
ad esempio l’Airbus A380 di Figura 1.2, hanno riconosciuto l’importanza dell’identifi-
cazione dinamica come supplemento ai metodi di controllo non distruttivi tradizionali,
prevedendo l’utilizzo di una rete di sensori atta al controllo dell’integrita` strutturale.
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1.1.2 Stato dell’arte minimale
Figura 1.2: Prototipo stru-
mentato dell’Airbus A380.
Le tecniched’identificazionedinamicaproposte in lette-
ratura nell’arco degli ultimi venti anni sono numerose,
tanto nel dominio del tempo (Ibrahim Time Domain,
. . . ), quanto in quello delle frequenze (Peak Picking,
. . . ) [1.4, 7]. Piu` recentemente, hanno suscitato grande
interesse le procedure dedicate all’analisi con eccitazio-
ne incognita, le comunemente dette tecniche Output-
Only [1.2, 9], anche in questo caso formalizzate sia nel
dominio del tempo (Stochastic Subspace Identification,
. . . ), sia in quello delle frequenze (Frequency Domain
Decomposition, . . . ).
Nel caso di strutture a parametri incerti, diversa-
mente, gli studi di letteratura hanno focalizzato l’atten-
zione sulle statistiche dell’autosoluzione di un sistema
dinamico, vale a dire, sulle statistiche del problemadiretto [1.8, 1]. Gli approcci dedicati
all’identificazione strutturale sono, invece, solitamente sviluppati trascurando l’aleato-
rieta` del sistema, questo sia per la natura inversa del problema, che spesso lo rende
mal condizionato e indeterminato, che per la scarsita` di soluzioni in forma chiusa.
1.2 Motivazioni e obiettivi
Il crescente interesse verso lo studio dei problemi strutturali inversi ha motivato l’argo-
mento di tesi, imperniato sull’identificazione strutturale tramite analisi dinamica. La
possibilita` di risalire alle caratteristiche delle strutture esistenti a partire dalla cono-
scenza della loro risposta ha, infatti, molteplici applicazioni: il controllo delle ipotesi
progettuali in fase esecutiva, la verifica delle proprieta` di un’opera in fase di collau-
do e l’analisi della risposta strutturale in fase d’esercizio; peraltro, il monitoraggio di
strutture sensibili consente anche il rilievo di eventuali danneggiamenti, un aspetto
di interesse ai fini della salvaguardia dell’integrita` e della sicurezza del patrimonio
esistente. In tali ambiti, in luogo delle piu` classiche tecniche d’identificazione statica,
si stanno sempre piu` aermando tecniche d’identificazione dinamica, il cui vantag-
gio principale e` quello di poter valutare le proprieta` strutturali eseguendo, con costi
contenuti, una scansione globale dell’intera struttura. Peraltro, nell’ambito delle costru-
zioni civili, l’identificazione dinamica e` ormai esplicitamente richiamata anche dalle
normative tecniche vigenti.
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Dalle ricerche bibliografiche eettuate sul tema, e` emerso come anche i piu` recenti
metodi d’identificazione strutturale dinamica siano, nella maggior parte dei casi, de-
stinati a una caratterizzazione deterministica delle strutture, mentre scarseggiano gli
approcci dedicati alle strutture a parametri incerti. Peraltro, gli approcci disponibili
appaiono computazionalmente onerosi e poco flessibili. L’obiettivo e`, dunque, svilup-
pare una procedura d’identificazione dinamica probabilistica numericamente ecace e
facilmente gestibile. Nell’applicare la procedura probabilistica sviluppata per un caso
di grande interesse, quale l’identificazione di parametri incerti di danno, sono emerse
pero` alcune dicolta` operative, che hanno suggerito di implementare per questi casi
un’analisi preliminare atta a stimare la posizione del danneggiamento. Dallo studio
della letteratura disponibile sui metodi dinamici d’identificazione del danno e` risultato
che le tecniche possono suddividersi tra quelle basate sulle proprieta` fisiche o moda-
li della struttura e quelle fondate sulle caratteristiche di elaborazione dei segnali, le
prime che tendono a essere poco sensibili, le seconde di dicile interpretazione fisica.
L’obiettivo e` proporre un metodo capace di combinare le potenzialita` complementari
di entrambe le filosofie.
1.3 Struttura della tesi
La tesi e` strutturata in quattro parti. Nella prima, cui la presente introduzione ap-
partiene, si introducono alcuni concetti basilari dell’identificazione dinamica lineare;
tale porzione, da intendersi, quindi, compilativa, ha lo scopo di meglio inquadrare e
circoscrivere l’argomento trattato nella tesi.
Nella secondaparte si illustra laprocedura sviluppataper l’identificazionedinamica
di strutture a parametri incerti. Del metodo proposto, un approccio perturbativo
basato sulla minimizzazione di una funzione obiettivo, sono poi mostrate le principali
caratteristiche (indipendenza dall’ordine di approssimazione, onere computazionale
ridotto, . . . ).
Come evidenziato dalla stessa disamina delle caratteristiche del metodo, il princi-
pale punto di debolezza dell’approccio proposto e` la selezione del modello fisico nei
casi in cui i parametri incerti sono parametri di danno. Per questo motivo, nella parte
terza e` presentato un metodo che sfrutta la recente versione ortogonale dell’empirical
mode decomposition per cercare di combinare le proprieta` modali della struttura con
le caratteristiche dei segnali di risposta e individuare, di conseguenza, il modello piu`
appropriato. Le due tecniche introdotte nelle parti seconda e terza, intimamente legate
per gli scopi e le applicazioni della tesi, hanno comunque una propria individuale
validita` generale.
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La quarta e ultima parte consta di conclusioni, appendici e bibliografia generale.
Nello specifico, il lavoro e` corredato dalle seguenti tre appendici: l’appendice A riporta
alcuni aspetti fondamentali relativi alle prestazioni della trasformata discreta di Fou-
rier, l’appendice B richiama alcune nozioni utili ai fini della caratterizzazione di una
variabile aleatoria e l’appendice C analizza due versioni migliorate delle trasformate
Wavelet e di Hilbert.
Per chiarezza espositiva, in coda a ogni capitolo sono riportati i corrispondenti
riferimenti bibliografici; l’elenco completo della letteratura consultata e` comunque
reperibile nella bibliografia generale.
Gli argomenti trattati nella tesi sono illustrati per mezzo di esempi esplicativi
introdotti direttamente nel corpo della tesi, ove questi non ne interrompano il flus-
so, piuttosto che in paragrafi dedicati, qualora questo risulti piu` conveniente ai fini
dell’intellegibilita` del documento.
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Capitolo 2
Identificazione dinamica
2
Il problema inverso alla base dell’identificazione strutturale dinamica puo` sintetizzar-
si nelle seguenti fasi:
 eccitazione della struttura (grandezze in ingresso) e registrazione della risposta
strutturale (grandezze in uscita);
 analisi delle grandezze in ingresso e in uscita;
 costruzione di un modello strutturale;
 implementazione di una formulazione matematica interpretativa del legame tra
i dati in ingresso e in uscita e il modello strutturale (l’identificazione dinamica in
senso stretto).
Quanto segue e` un richiamo sulle nozioni basilari delle teste´ citate quattro fasi
dell’identificazione dinamica [2.17, 16].
2.1 Premessa
L’analisi dinamica ai fini dell’identificazione strutturale e` uno strumento dalle notevoli
applicazioni; la nascita in tempi recenti di software commerciali dedicati (ARTeMIS,
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LEONIDA, MACEC, . . . ) ne e` una limpida testimonianza. Con particolare riferimen-
to all’iter procedurale tipico delle strutture d’ingegneria civile, si possono indicare i
seguenti impieghi:
 in fase esecutiva: durante la progettazione, le prestazioni di una struttura sono
dedotte sulla base di modelli di calcolo atti a simulare il comportamento al vero
dell’opera. Tali modelli rappresentano una schematizzazione della realta` e ca-
ratterizzano materiali e azioni per mezzo di stime probabilistiche. Il controllo
delle eettive proprieta` dinamiche durante l’avanzamento dei lavori, e` pertanto
utile per individuare le eventuali discrepanze tra l’opera in esecuzione e le ipo-
tesi assunte in fase progettuale, permettendo di ricalibrare i modelli di calcolo e
limitando l’insorgenza di inecienze strutturali;
 in fase di collaudo: l’entrata in esercizio di un’opera richiede che vengano eet-
tuate prove di collaudo capaci di saggiare la coerenza fra le previsioni proget-
tuali e l’eettiva risposta della struttura. Allo scopo, oltre alle classiche prove
di collaudo statiche, si utilizzano sovente prove dinamiche, peraltro richiamate
esplicitamente nelle normative tecniche [2.1];
 in fase d’esercizio: per verificare che un’opera continui a garantire le prestazio-
ni per la quale era stata progettata, risulta necessario, specie per opere di una
certa importanza, monitorare la struttura ed eventualmente valutarne lo stato di
danno. Anche in questo ambito, l’utilizzo di prove sperimentali dinamiche puo`
rappresentare un valido strumento d’indagine. Al processo d’implementazione
di una strategia d’identificazione del danno e` assegnata, data l’importanza stra-
tegica di questo tipo di studio, la particolare denominazione SHM (Structural
Health Monitoring).
2.2 Aspetti tecnologici e operativi
I dati alla base del processo di identificazione possono ottenersi sia per tramite di sem-
plici registrazioni (e.g., misura delle vibrazioni indotte dall’azione del vento), sia per
mezzo di specifiche prove dinamiche (e.g., eccitazione con vibrodina). La corrispon-
dente risposta strutturale e` rilevata per mezzo di opportuni strumenti di misura, atti
a registrarne le caratteristiche dinamiche. I paragrafi che seguono racchiudono alcuni
cenni agli aspetti salienti sia tecnologici sia operativi.
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2.2.1 Eccitazione dinamica
Esistono due tipi d’eccitazione dinamica : artificiale e ambientale. Nel primo caso l’ec-
citazione e` prodotta da specifiche apparecchiature, dette eccitatori, mentre nel secondo
scaturisce dal naturale impiego della struttura nelle condizioni d’esercizio.
Le apparecchiature utilizzate nel caso di eccitazione artificiale sono distinte in base
alla natura fissa o meno del collegamento alla struttura:
 eccitatori fissi:
– meccanici;
– elettrodinamici;
– elettroidraulici (o attuatori);
– idraulici;
 eccitatori non fissi:
– martelli a impatto;
– pendoli a impatto;
– cavi di rilascio.
Costituiscono ulteriori categorie a parte di eccitazione artificiale sia la tecnica delle
onde guidate, sia l’utilizzo di tavole vibranti per analisi a spostamenti impressi.
Sulla base del tipo di forzante applicata si distinguono, inoltre, i seguenti tipi di
eccitazione:
 sinusoidale semplice;
 sinusoidale a frequenza variabile;
 periodica;
 casuale;
 impulsiva o in transitorio.
2.2.1.1 Tipi di eccitatori
Il principio di funzionamento di un eccitatore meccanico, o vibrodina, si basa sulla
rotazione di due masse calettate eccentricamente su altrettanti dischi. Le rotazioni,
generate da un motore elettrico, avvengono nello stesso piano e con pari velocita`, ma
in versi opposti, inducendo come conseguenza una forza ad andamento sinusoidale.
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Eccitatore Forzante massima Intervallo di frequenza
– kN Hz
Meccanico 500 1–100
Elettrodinamico 100 5–3000
Elettroidraulico 1000 0–200
Idraulico 70 2–20
Martello a impatto – 0–5000
Tabella 2.1: Caratteristiche di funzionamento degli eccitatori.
Un eccitatore elettrodinamico e` caratterizzato da una bobina mobile collocata all’inter-
no di un campo magnetico e da un sistema elettronico di alimentazione della bobina
stessa. L’interazione genera una forza il cui andamento dipende dalla natura del
segnale elettrico.
L’eccitatore elettroidraulico utilizza, invece, un sistema cilindro-pistone strumentato
con servovalvole azionate elettronicamente. Alla forzante risultante si puo` imporre un
qualsivoglia andamento, ma il sistema necessita di una struttura di contrasto.
L’eccitatore idraulico, come quello elettroidraulico, puo` generare forze ad andamento
generico; non necessita di strutture di contrasto, ma e` capace di esplicare forze di
intensita` ridotta.
Circa gli eccitatori non fissi, si ricorda quello dimaggior utilizzo, ilmartello a impatto.
Tale eccitatore si compone di un martello o, piu` in generale, di una massa battente, e di
un trasduttore di forza.
Gli usuali campi di funzionamento (intensita` massima della forzante sviluppata e
intervallo di frequenza) dei succitati eccitatori sono riportati in Tabella 2.1.
2.2.1.2 Tipi di eccitazione
Un’eccitazione sinusoidale semplice e` descritta da una forzante f del tipo:
f(t) = fo sin(
t + ') (2.1)
d’ampiezza fo, frequenza angolare 
 e angolo di fase '.
Un’eccitazione sinusoidale a frequenza variabile e` descritta da una forzante f del tutto
analoga a quella riportata nell’equazione (2.1), ma nella quale:

 = 
(t) (2.2)
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ovvero a frequenza angolare variabile.
Nel caso di eccitazione periodica la forzante f si esprime:
f(t) = f(t + Tf) (2.3)
ovvero:
f(t) =
mX
k=1
fok sin(
kt + 'k) (2.4)
con armoniche d’ampiezza fok, frequenza angolare 
k = k
, essendo 
 la frequenza
angolare fondamentale, e angolo di fase 'k.
Nel caso piu` generale, ovvero quando la forzante f non rientra nelle precedenti ca-
tegorie, si parla di eccitazione casuale; tuttavia, se si tratta di un’azione di tipo impulsivo,
si utilizza piu` propriamente la dicitura eccitazione impulsiva.
2.2.2 Risposta dinamica
Nell’ambito dell’ingegneria delle strutture, le grandezze fisiche che ha interesse moni-
torare nello studio della risposta dinamica sono le seguenti:
 grandezze cinematiche: spostamenti, velocita`, accelerazioni;
 grandezze tenso-deformative: deformazioni, forze, pressioni;
per ognuna delle quali esiste un apposito trasduttore che ne permette la misura. Nella
pratica, le grandezze cinematiche sono quelle di maggiore interesse e, in particolare, si
preferisce usare trasduttori di accelerazioni, gli accelerometri, che rispetto ai trasduttori
di spostamento e velocita`, prevedono come principio di funzionamento una frequenza
propria dello strumento di misura molto maggiore della massima frequenza da ana-
lizzare, e quindi possono essere realizzati con dispositivi piccoli e leggeri (a grande
rigidezza e massa ridotta).
L’adabilita` e la robustezza delle grandezze osservate dipende dalla misura in cui
i seguenti aspetti sono stati debitamente valutati durante l’acquisizione della risposta:
 la precisione dei sensori;
 l’influenza dei parametri ambientali (temperatura, umidita`, . . . );
 la consistenza del sistema d’acquisizione (numero di sensori utilizzati e loro
posizionamento, ridondanza delle misure);
 la coerenza temporale (sincronizzazione) delle registrazioni.
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Figura 2.1: Prototipo
accademico di senso-
re wireless (10 cm x
10 cm x 5 cm).
Gli sviluppi recenti nella tecnologia dei trasduttori hanno
contribuito fortemente all’implementazione al vero delle tecni-
che d’identificazione strutturale dinamica; in particolare, l’inno-
vazione piu` significativa e` stata l’introduzione intorno agli anni
2000 di reti di sensori wireless. Si tratta di sistemi di acquisi-
zione utilizzabili su tutti i tipi di trasduttori e che, rispetto alla
piu` classica tecnologia cablata, presentano una serie di vantaggi
significativi, tra cui la semplicita` e la velocita` dell’installazione.
Gli svantaggi sono, invece, le dicolta` nella sincronizzazione
dei dati e il contenimento della spesa energetica nel trasferi-
mento dei dati con la comunicazione radio; studi recenti, basati
sull’energy harvesting e sull’implementazione on-board di software atti a ridurre la mo-
le di dati da trasferire, hanno permesso di ridurre l’impatto di questi svantaggi. Un
prototipo accademico di sensore wireless sviluppato da Jerome P. Lynch nel 2002 e`
quello riportato in Figura 2.1. In genere, nell’ambito delle strutture, i sensori wireless
sono interfacciati con accelerometri miniaturizzati, noti come Micro-Electro-Mechanical
Systems. Analisi prestazionali comparative sulla sensoristica wireless sono riportate in
[2.11] e nel piu` recente lavoro [2.15].
2.3 Analisi del segnale
La teoria dei segnali e` la disciplina che studia le proprieta` matematiche e statistiche
di un segnale, inteso come variazione temporale di una grandezza fisica o dello stato
fisico di un sistema. Due aspetti cruciali nella teoria dei segnali sono la quantita` di
segnale utile rispetto al rumore e la possibilita` di mappare un segnale, per definizione
operante nel dominio del tempo, nel dominio delle frequenze.
Nei paragrafi che seguono si richiama dapprima il concetto di rapporto segna-
le/rumore e poi la teoria dell’analisi di Fourier [2.10, 2].
2.3.1 Rapporto segnale/rumore
Nell’analisi dei segnali, il rapporto segnale/rumore e` una misura adimensionale della
quantita` di rumore contenuta in un segnale. Nelle applicazioni al vero e` un contributo
sempre presente, la cui entita` dipende dal trattamento delle diverse fonti di rumore; nel-
le applicazioni numeriche la sua presenza e` generalmente simulata tramite generazione
randomica su una distribuzione gaussiana standard.
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Per SNR (Signal to Noise Ratio) si intende il rapporto tra la potenza del segnale utile
Putile e quella del rumore Prumore:
SNR =
Putile
Prumore
0  SNR < 1 (2.5)
ove un valore nullo dell’SNR indica l’assenza di segnale utile, mentre un valore 1
indica l’assenza di rumore. Il rapporto segnale/rumore e` spesso espresso in decibel:
SNRdB = 10 log10 SNR = 10 log10
 Putile
Prumore

 1  SNRdB < 1 (2.6)
Ricordando la definizione di potenza e valore quadratico medio RMS (Root Mean
Square) di un segnale:
P =
1
Tc
Z Tc
0
y(t)2 dt RMS =
s
1
Tc
Z Tc
0
y(t)2 dt =
p
P (2.7)
con Tc l’intervallo di osservazione del segnale, si ricava:
SNR =
Putile
Prumore
=
 RMSutile
RMSrumore
2
=
1
NL2
NL =
RMSrumore
RMSutile
(2.8)
relazione utile nel caso si voglia ricavare il rapporto segnale/rumore a partire dal livello
di rumore NL, sovente espresso in termini percentuali, e definito come il rapporto tra
il valore quadratico medio del rumore RMSrumore e quello del segnale utile RMSutile.
Per segnali a tempo discreto, le relazioni precedenti sono ugualmente valide, a
eccezione delle definizioni di potenza e valore quadratico medio riportate nella (2.7),
che nella versione discreta si esprimono come:
P =
1
N
NX
k=1
y2k RMS =
vut
1
N
NX
k=1
y2k =
p
P (2.9)
essendo N il numero di campioni.
2.3.2 Analisi di Fourier
L’analisi di Fourier e` uno strumento basilare nell’identificazione strutturale dinamica;
per questo motivo, e anche allo scopo di introdurre in forma agevole alcuni concetti
della teoria dei segnali di cui si fara` uso nel seguito, se ne riassumono le nozioni
fondamentali.
2.3.2.1 Serie di Fourier
Dato un segnale y(t) periodico di periodo T e` possibile rappresentarlo tramite una serie
di Fourier, che nella forma rettangolare si scrive:
y(t) = a0 +
1X
n=1

an cos(n!t) + bn sin(n!t)

! =
2
T
= 2 f (2.10)
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essendo f la frequenza e ! la frequenza angolare; i coecienti della serie sono pari a:8>>>>>>>>>>>><>>>>>>>>>>>>:
a0 =
1
T
Z T
0
y(t) dt
an =
2
T
Z T
0
y(t) cos(n!t) dt n = 1; 2; 3; : : :
bn =
2
T
Z T
0
y(t) sin(n!t) dt n = 1; 2; 3; : : :
(2.11)
Della precedente (2.10) e` possibile fornire due rappresentazioni alternative. La
prima, nota come forma polare, si scrive:
y(t) = c0 +
1X
n=1
cn cos(n!t + 'n) (2.12)
con:
c0 = a0 cn =
q
a2n + b2n 'n = arctan
 bn
an
(2.13)
La seconda, nota come forma complessa e ampiamente utilizzata, si scrive invece:
y(t) =
1X
 1
Ynein!t (2.14)
ove i =
p 1 rappresenta l’unita` immaginaria e la quantita` Yn1:
Yn =
1
T
Z T
0
y(t)e in!tdt Y n = Yn (2.15)
ovvero: 8>>><>>>:Y0 = a0<(Yn) = an=2 =(Yn) =  bn=2 (2.16)
e anche: 8>>>>>>>>><>>>>>>>>>:
Y0 = c0
jYnj =
p<(Yn)2 + =(Yn)2 = cn=2
arctan
=(Yn)
<(Yn) = 'n
(2.17)
La serie di Fourier e` pertanto uno strumento che permette di scomporre un segnale
periodico in una serie di cosinusoidi con frequenze angolari n!, ampiezze cn e fasi
'n. Gli andamenti dei valori delle ampiezze e delle fasi in funzione delle frequenze,
sono detti rispettivamente spettro d’ampiezza e spettro di fase. Si consideri, ad esempio,
il segnale y = 3 cos(
t) + sin(2
t) + 2 sin(3
t), con 
 = 1 rad=s, periodico di periodo
T = 2 s, e i corrispondenti spettri d’ampiezza e di fase riportati in Figura 2.2.
1Complesso coniugato: si utilizza l’asterisco per indicare il complesso coniugato.
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Figura 2.2: Spettri di Fourier di un segnale periodico.
2.3.2.2 Trasformata di Fourier
Per mappare un segnale continuo non periodico nel dominio delle frequenze si utiliz-
zano le trasformate integrali, ovvero applicazioni, comunemente lineari, di uno spazio di
funzioni su un altro definite per mezzo di un integrale. Denominato con y(t) il segnale,
l’espressione generale di una trasformata integrale lineare T (y) e` del tipo:
T (y) =
Z B
A
y(t)K(s; t)dt (2.18)
oveK(s; t) e` una funzionedetta nucleo okernel caratterizzante la trasformazione. Anche
gli estremi d’integrazione A e B dipendono dal tipo di trasformata, anche se spesso
almeno uno o entrambi tendono a infinito, generando integrali del tipo improprio.
Il caso piu` diuso di trasformata integrale (2.18) e` quello in cui gli estremi A e B
tendono a  1 e1, rispettivamente, mentre il nucleo K(s; t) e` posto pari e ist. Tale caso,
noto come trasformata di Fourier o F-trasformata, si scrive pertanto:
F (y) =
Z 1
 1
y(t)e istdt (2.19)
Per questioni di comodo, e` conveniente sostituire nella (2.19) la variabile! alla generica
variabile s e introdurre la costantemoltiplicativa 1=(2), ottenendo la seguente versione
della trasformata di Fourier:
Y(!) =
1
2
Z 1
 1
y(t)e i!tdt Y( !) = Y(!) (2.20)
Nota la trasformata di Fourier di un segnale, per ricostruire il segnale originario e`
suciente applicare la trasformata inversa (o antitrasformata) di Fourier:
y(t) =
Z 1
 1
Y(!)ei!td! (2.21)
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Dal confronto tra la (2.20) e la (2.15), e la (2.21) e la (2.14), si evince che la trasformata di
Fourier puo` interpretarsi come la generalizzazione della teoria della serie di Fourier al
caso di segnali non periodici, comprendendo i periodici come caso particolare (sovente
si parla anche di analisi di Fourier o analisi armonica).
Analogamente a quanto gia` detto per la serie di Fourier, la (2.20) e la (2.21) rappre-
sentano la forma complessa della trasformata e dell’antitrasformata di Fourier, ma e`
possibile utilizzare due rappresentazioni alternative, quali la rettangolare e la polare.
La prima si scrive:
y(t) =
Z 1
0

A(!) cos(!t) + B(!) sin(!t)

d! (2.22)
essendo i coecienti pari a:8>>>>>><>>>>>>:
A(!) =
1

Z 1
 1
y(t) cos(!t) dt
B(!) =
1

Z 1
 1
y(t) sin(!t) dt
(2.23)
ovvero:
<

Y(!)

= A(!)=2 =

Y(!)

=  B(!)=2 (2.24)
La forma polare si scrive invece:
y(t) =
Z 1
0
C(!) cos

!t +(!)

d! (2.25)
con:
C(!) =
p
A(!)2 + B(!)2 (!) = arctan
 B(!)
A(!)
(2.26)
e anche: 8>>>>>>>><>>>>>>>>:
jY(!)j =
q
<

Y(!)
2
+ =

Y(!)
2
= C(!)=2
arctan
=

Y(!)

<

Y(!)
 = (!) (2.27)
La trasformata di Fourier e` pertanto uno strumento che permette di scomporre un
segnale non periodico in una serie di cosinusoidi con frequenze angolari !, ampiezze
C e fasi. Come per la serie di Fourier, gli andamenti dei valori delle ampiezze e delle
fasi in funzione delle frequenze, sono detti rispettivamente spettro d’ampiezza e spettro
di fase. La dierenza rispetto alla serie di Fourier e` che nel caso in cui il segnale sia
non periodico gli spettri sono continui anziche´ discreti; un’ulteriore dierenza e` che
mentre per la serie di Fourier l’ampiezza delle armoniche si esprime nella stessa unita`
di misura del segnale (si veda la (2.14)), per la trasformata di Fourier se il segnale e`
espresso in una data unita` di misura U, l’ampiezza si esprime in Us, come testimonia
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Figura 2.3: Spettri di Fourier di un segnale non periodico.
la (2.21). Si consideri, ad esempio, il segnale non periodico y = e t2 di Figura 2.3. La
trasformata di Fourier di tale segnale vale:
Y(!) =
1
2
p

e !2=4 (2.28)
cui corrispondono gli spettri d’ampiezza e di fase riportati nella stessa Figura 2.3.
2.3.2.3 Trasformata discreta di Fourier
La trasformata discreta di Fourier, anche detta DFT (Discrete Fourier Transform), e la
antitrasformata discreta di Fourier, anche detta IDFT (Inverse Discrete Fourier Transform),
permettono di eseguire l’analisi di Fourier su un dominio discreto e limitato di N
intervalli e y0; y1; : : : ; yN 1 misure:
yk = y(tk) tk =
Tc
N
k k = 0; : : : ;N   1 (2.29)
con Tc l’intervallo di osservazione del segnale. In particolare, la versione discreta della
trasformata e dell’antitrasformata di Fourier si scrivono rispettivamente:8>>>>>><>>>>>>:
Yn =
1
N
N 1X
k=0
yke 
2i
N nk n = 0 : : : ;N   1
YN n = Yn n = 1; : : : ;N   1
(2.30)
e:
yk =
N 1X
n=0
Yne
2i
N nk k = 0; : : : ;N   1 (2.31)
Analogamente a quanto gia` visto per la serie e la trasformata di Fourier, la (2.30)
e la (2.31) rappresentano la forma complessa della trasformata e dell’antitrasformata
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discreta di Fourier, ma sono possibili le due rappresentazioni alternative rettangolare
e polare. La prima si scrive:
yk = a0 +
N=2X
n=1

an cos
2nk
N
+ bn sin
2nk
N

k = 0; : : : ;N   1 (2.32)
essendo N:
N =
8>>><>>>:N se N pariN   1 se N dispari (2.33)
e i coecienti pari a:8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
a0 =
1
N
N 1X
k=0
yk
an =
2
N
N 1X
k=0
yk cos
2nk
N
n = 1; : : : ;N   1
bn =
2
N
N 1X
k=0
yk sin
2nk
N
n = 1; : : : ;N   1
(2.34)
ovvero: 8>>><>>>:Y0 = a0<(Yn) = an=2 =(Yn) =  bn=2 (2.35)
La forma polare si scrive invece:
yk = c0 +
N=2X
n=1
 
cn cos
2nk
N
+ 'n
!
k = 0; : : : ;N   1 (2.36)
con:
c0 = a0 cn =
q
a2n + b2n 'n = arctan
 bn
an
(2.37)
e anche: 8>>>>>>>>><>>>>>>>>>:
Y0 = c0
jYnj =
p<(Yn)2 + =(Yn)2 = cn=2
arctan
=(Yn)
<(Yn) = 'n
(2.38)
Si puo` dimostrare che, se si valutasse la DFT per tutti gli interi k, anziche´ per k =
0; : : : ;N   1, la successione infinita che ne risulterebbe sarebbe un’estensione periodica
della DFT2, con periodo pari all’intervallo di osservazione Tc, vedi Figura 2.4; questo
spiega anche perche´ il valore yN non appaia mai nelle equazioni della DFT: esso e`
vincolato, per definizione a coincidere con y0.
2Trasformata di Fourier a tempo discreto: per l’analisi di Fourier di segnali definiti su un dominio discreto
ma illimitato esiste la trasformata di Fourier a tempo discreto che, a dierenza di quanto avviene per la
DFT, permette di rimuovere la periodicita` del segnale. Tale trasformata non ha grande rilievo applicativo,
vista la scarsa necessita` di operare su un dominio discreto e illimitato.
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Figura 2.4: Discretizzazione e periodicita` di un segnale analizzato con la DFT.
Assegnata una frequenza di campionamento fs = N=Tc, per definizione, la DFT forni-
sce N valori Yn, ognuno dei quali rappresentativo di un frequency bin (scomparto di
frequenza). Volendo analizzare i risultati in termini spettrali, cosı` come gia` fatto per la
serie e la trasformata di Fourier, si deve utilizzare l’equivalenza di facile dimostrazione:
! = n
2
Tc
n = 0; : : : ;N   1 (2.39)
nel caso di forma esponenziale, ovvero:
! = n
2
Tc
n = 0; : : : ;N=2 (2.40)
per le rappresentazioni rettangolare e polare (si vedano la (2.32) e la (2.36)). In partico-
lare, la (2.40) fornisce l’intervallo di variazione dello spettro d’ampiezza e dello spettro
di fase:
0  ! 
8>>>>><>>>>>:
fs se N pari
fs(N   1)
N
se N dispari
(2.41)
ovvero, piu` significativamente:
0  f 
8>>>>><>>>>>:
fs
2
se N pari
fs(N   1)
2N
se N dispari
(2.42)
Circa l’unita` di misura, cosı` come per la serie di Fourier, l’ampiezza delle armoniche
si esprime nella stessa unita` di misura del segnale (si veda la (2.31)), a dierenza di
quanto riscontrato per la trasformata di Fourier.
Nella teoria dei segnali si distinguono segnali analogici, definiti su un dominio con-
tinuo e illimitato, e digitali, definiti su un insieme discreto e limitato. La serie e la
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trasformata di Fourier sono pertanto destinate all’analisi di segnali analogici, mentre la
trasformata discreta di Fourier, DFT, a segnali digitali. Da un punto di vista applicativo,
poiche´ i segnali sono acquisiti con letture a un intervallo di tempo finito, ovvero sono
segnali digitali, la DFT rappresenta lo strumento d’analisi di riferimento. Tuttavia,
per una corretta applicazione e interpretazione della trasformata discreta di Fourier e`
necessario tenere conto di una serie di aspetti che, se non opportunamente conside-
rati, possono mistificare il reale contenuto spettrale di un segnale; un’esposizione dei
concetti basilari legati all’utilizzo della DFT e` riportata nell’Appendice A.
2.3.2.4 Quadro di sintesi sull’analisi di Fourier
E` possibile fornire un quadro di sintesi sull’analisi di Fourier e, nello specifico, ricono-
scere una visione unitaria della diretta corrispondenza esistente tra le caratteristiche di
un segnale e quelle del relativo spettro d’ampiezza.
Suddividendo i segnali in tempo continuo e tempo discreto, e in periodici e aperio-
dici, le caratteristiche delle descrizioni frequenziali possono cosı` riassumersi:
 se il segnale e` periodico nel tempo, esso possiede uno spettro discreto;
 se il segnale e` discreto nel tempo, esso possiede uno spettro periodico.
Tali proprieta` di dualita` tra i domini di tempo e frequenza sono esemplificate in
Figura 2.5.
2.3.3 Altre tecniche di analisi del segnale
L’analisi di Fourier descritta in precedenza permette di mappare un dato segnale nel
dominio delle frequenze e rappresenta lo strumento di riferimento per lo studio delle
risposte strutturali dinamiche. Tuttavia, nella teoria dei segnali sono disponibili anche
numerosi metodi di analisi nel dominio del tempo; tra i piu` diusi vi sono l’Auto-
Regressive, il Moving-Average, l’Auto-Regressive Moving-Average e loro varianti. Una
terza categoria, di piu` recente diusione, e` infine costituita dalle tecniche d’analisi del
segnale nel dominio tempo-frequenza. Di tale categoria, cui appartengono, ad esempio,
la trasformata di Fourier a tempo breve, la trasformata Wavelet e la trasformata di Hilbert, si
discutera` ampiamente nella terza parte della tesi.
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Figura 2.5: Caratteristiche dei segnali e corrispondenti descrizioni spettrali.
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Figura 2.6: Classificazione dei modelli: in alto parametrico, al centro semi-parametrico,
in basso non-parametrico.
2.4 Classificazione dei modelli
Per desumere le caratteristiche meccaniche delle strutture a partire dalle grandezze
osservate nelle fasi di acquisizione ed elaborazione dati, possono utilizzarsi dierenti
modelli:
 modello parametrico:
– modello fisico;
– modello delle funzioni di trasferimento;
– modello modale;
 modello semi-parametrico;
 modello non-parametrico.
Imodelli fisici, delle funzioni di trasferimento, emodale, sono anchedetti parametrici
o white box, giacche´ fondati sulla conoscenza delle leggi fisiche che caratterizzano la
risposta di una struttura. In alternativa, e` possibile utilizzare modelli strutturali non-
parametrici, che prevedonodi stabilire un legame funzionale tra le grandezze in ingresso
e in uscita svincolato dalle teorie strutturali che reggono la fisica del problema. Proprio
per la natura indipendentedelmodello, si parla puredimodelli black box. Una soluzione
intermedia tra le precedenti e` la classe dei modelli semi-parametrici o gray box, nei quali
e` ipotizzata una conoscenza parziale dei principi fisici del modello strutturale, come
esemplificato in Figura 2.6.
I modelli di piu` ampio utilizzo nell’ambito strutturale sono quelli parametrici, cui
sono dedicati i paragrafi che seguono.
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2.4.1 Modello parametrico fisico
A partire dalle equazioni del moto dell’intera struttura e utilizzando una delle tecniche
di discretizzazione disponibili, si puo` scrivere:
Mu¨(t) + Cu˙(t) +Ku(t) = f(t) (2.43)
con M, C e K matrici di massa, smorzamento (viscoso) e rigidezza, u(t) e f(t) vettori
colonna dello spostamento e delle azioni esterne.
L’equazione (2.43), suscettibile della seguente rappresentazione in formamatriciale
(si omette, per brevita`, la dipendenza esplicita dal tempo):2666666666666666664
M11 M12 : : : M1n
M21 M22 : : : M2n
:::
:::
: : :
:::
Mn1 Mn2 : : : Mnn
3777777777777777775
8>>>>>>>><>>>>>>>>:
u¨1
u¨2
:::
u¨n
9>>>>>>>>=>>>>>>>>;
+
2666666666666666664
C11 C12 : : : C1n
C21 C22 : : : C2n
:::
:::
: : :
:::
Cn1 Cn2 : : : Cnn
3777777777777777775
8>>>>>>>><>>>>>>>>:
u˙1
u˙2
:::
u˙n
9>>>>>>>>=>>>>>>>>;
+
+
2666666666666666664
K11 K12 : : : K1n
K21 K22 : : : K2n
:::
:::
: : :
:::
Kn1 Kn2 : : : Knn
3777777777777777775
8>>>>>>>><>>>>>>>>:
u1
u2
:::
un
9>>>>>>>>=>>>>>>>>;
=
8>>>>>>>><>>>>>>>>:
f1
f2
:::
fn
9>>>>>>>>=>>>>>>>>;
(2.44)
descrive un modello strutturale a n gradi di liberta` noto come modello fisico o modello
spaziale (dato che anche imodelli delle funzioni di trasferimento emodale sono spaziali,
quest’ultima denominazione, pure utilizzata in letteratura, non e` del tutto appropriata).
2.4.2 Modello parametrico delle funzioni di trasferimento
Si definisce modello delle funzioni di trasferimento o modello della risposta in frequenza, un
modello governato dalla seguente equazione:
u(!) = H(!)f(!) (2.45)
con H(!) matrice delle funzioni di trasferimento.
Omettendo, per brevita`, la dipendenza esplicita dalla frequenza, l’equazione (2.45) si
puo` esplicitare nella forma:8>>>>>>>><>>>>>>>>:
u1
u2
:::
un
9>>>>>>>>=>>>>>>>>;
=
2666666666666666664
H11 H12 : : : H1n
H21 H22 : : : H2n
:::
:::
: : :
:::
Hn1 Hn2 : : : Hnn
3777777777777777775
8>>>>>>>><>>>>>>>>:
f1
f2
:::
fn
9>>>>>>>>=>>>>>>>>;
(2.46)
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FRF Definizione Relazione
Recettanza (admittance, compliance,
dynamic flexibility, receptance) Spostamento / Forza H(!)
Mobilita`
(mobility) Velocita` / Forza i!H(!)
Inertanza
(accelerance, inertance) Accelerazione / Forza  !2H(!)
Rigidezza dinamica
(dynamic stiness) Forza / Spostamento H(!) 1
Impedenza meccanica
(mechanical impedence) Forza / Velocita`
1
i!
H(!) 1
Massa apparente
(apparent mass) Forza / Accelerazione
1
 !2H(!)
 1
Tabella 2.2: Classificazione delle FRF.
dove le grandezzeHi j prendono il nome di funzioni di trasferimento o recettanze o funzioni
di risposta in frequenza FRF (Frequency Response Function), e rappresentano il rapporto
tra lo spostamento ui(!) di un dato punto i della struttura e l’azione f j(!) applicata in
un punto j che lo ha causato (i; j = 1; : : : ;n). La matrice delle funzioni di trasferimento
e le matrici di massa, smorzamento e rigidezza del modello fisico sono correlate dalla
relazione:
H(!) =

K   !2M + i!C
 1
(2.47)
Talune volte, si utilizzano versioni alternative delle funzioni di trasferimento, in
particolare, in letteratura sonodiuse le definizioni riportate in Tabella 2.2; e` importante
sottolineare che, nota una di queste FRF, e` immediato ricavare tutte le altre.
Detta Hi j la funzione di risposta in frequenza, la sua controparte nel dominio del
tempo, solitamente indicata con hi j e formalmente pari alla trasformata inversa di
Fourier della FRF, e` detta funzione di risposta all’impulso IRF (Impulse Response Function).
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2.4.3 Modello parametrico modale
Ammettendo che lamatrice di smorzamento che appare nella (2.43) sia rappresentativa
di uno smorzamento classico, ovvero del tipo:
C =M
n 1X
p=0
ap(M 1K)p (2.48)
la soluzione delle equazioni delmoto puo` ottenersi nell’ambito dell’analisimodale. Uti-
lizzando i modi di vibrare i o, equivalentemente, la matrice modale = [1; : : : ;n],
tali che:
u(t) =
nX
i=1
iqi(t) =q(t) (2.49)
si ottiene infatti:
>Mq¨(t) +>Cq˙(t) +>Kq(t) = p(t) (2.50)
ove il vettore colonna p(t), detto delle forze modali, e` definito come:
p(t) =>f(t) (2.51)
Si dimostra che le matrici>M,>C e>K, dette rispettivamente matrici mo-
dali di massa, smorzamento e rigidezza, sono matrici diagonali. Pertanto, omettendo
la dipendenza esplicita dal tempo, si puo` scrivere:2666666666666666664
m1 0 : : : 0
0 m2 : : : 0
:::
:::
: : :
:::
0 0 : : : mn
3777777777777777775
8>>>>>>>><>>>>>>>>:
q¨1
q¨2
:::
q¨n
9>>>>>>>>=>>>>>>>>;
+
2666666666666666664
c1 0 : : : 0
0 c2 : : : 0
:::
:::
: : :
:::
0 0 : : : cn
3777777777777777775
8>>>>>>>><>>>>>>>>:
q˙1
q˙2
:::
q˙n
9>>>>>>>>=>>>>>>>>;
+
+
2666666666666666664
k1 0 : : : 0
0 k2 : : : 0
:::
:::
: : :
:::
0 0 : : : kn
3777777777777777775
8>>>>>>>><>>>>>>>>:
q1
q2
:::
qn
9>>>>>>>>=>>>>>>>>;
=
8>>>>>>>><>>>>>>>>:
p1
p2
:::
pn
9>>>>>>>>=>>>>>>>>;
(2.52)
ovvero n equazioni dierenziali disaccoppiate del tipo:
miq¨i + ciq˙i + kiqi = pi i = 1; : : : ;n (2.53)
Solitamente, le (2.53) sono presentate nella forma:
q¨i + 2i!iq˙i + !2i qi = pi=mi i = 1; : : : ; n (2.54)
con:
i =
ci
2mi!i
=
ci
2
p
miki
!i =
r
ki
mi
(2.55)
rispettivamente, fattore di smorzamento e frequenza angolare (o pulsazione) dell’i-
esimo modo.
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2.5 Tecniche d’identificazione dinamica
L’identificazione e` l’insieme dei metodi e degli algoritmi che consentono di analizzare
dei dati in ingresso e in uscita per ottenere un certo modello; in letteratura esistono
numerose tecniche d’identificazione dinamica delle strutture. Molte di queste sono
fondate sull’ipotesi che in corrispondenza delle condizioni di risonanza la risposta
strutturale sia dominata dal solo modo di vibrare corrispondente alla risonanza e che,
quindi, il contributo degli altri modi sia trascurabile; si parla anche di tecniche SDoF.
In alcuni casi l’ipotesi e` rilassata ammettendo che il contributo degli altri modi non sia
pari a zero, ma a una costante; se l’ipotesi viene rimossa, si parla, invece, di tecniche
MDoF, particolarmente utili per frequenze strutturali prossime. Giova ricordare che
gli acronimi SDoF e MDoF utilizzati in questo ambito hanno un significato diverso
da quello relativo agli eettivi gradi di liberta` di una struttura: una struttura SDoF e`
identificata con tecniche SDoF, ma una struttura MDoF puo` essere identificata tanto
con tecniche MDoF che SDoF.
Inoltre, sulla base del numero di grandezze in ingresso e in uscita, si utilizza la se-
guente classificazione delle tecniche d’identificazione, mutuata dal linguaggio tecnico
tipico della teoria dei segnali:
 SISO Single Input-Single Output, se presenta un unico ingresso e un’unica uscita;
 SIMOSingle Input-MultipleOutputs, se presenta un unico ingressomapiu` uscite;
 MISOMultiple Inputs-Single Output, se presenta piu` ingressi ma un’unica uscita;
 MIMOMultiple Inputs-Multiple Outputs, se presenta piu` ingressi e piu` uscite.
In altri termini, il caso MIMO puo` considerarsi il piu` generale, mentre gli altri tre delle
degenerazioni in cui gli input e/o gli output si riducono a una grandezza singola, vedi
Figura 2.7. Alla categoria MIMO o MISO appartengono anche le tecniche note come
only-output, nelle quali vengono eettuate delle registrazioni in uscita, senza applicare
alcuna grandezza in ingresso, ma sfruttando le sole azioni ambientali.
Ricordando anche quanto riportato in precedenza sulle prime tre fasi dell’identifi-
cazione dinamica, si possono sintetizzare le principali informazioni che caratterizzano
la formulazione di una tecnica d’identificazione dinamica:
 l’eccitazione dinamica (sinusoidale semplice, sinusoidale a frequenza variabi-
le, periodica, casuale o impulsiva) e la risposta dinamica (grandezze cinemati-
che: spostamenti, velocita` e/o accelerazioni; e/o grandezze tenso-deformative:
deformazioni, forze e/o pressioni);
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Figura 2.7: Tecniche d’identificazione.
 il dominiodella tecnicadi analisi del segnale (tempo, frequenzao tempo-frequenza);
 ilmodello utilizzato (parametrico: fisico, delle funzioni di trasferimento omodale;
semi-parametrico o non-parametrico);
 l’ipotesi di partecipazione modale (SDoF o MDoF) e il numero di quantita` in
ingresso e in uscita (SISO, SIMO, MISO o MIMO).
Tutte queste informazioni contribuiscono, in varia misura, alla capacita` predittiva del-
la tecnica; ulteriori indicazioni sulle tecniche esistenti sono fornite nei paragrafi che
seguono.
2.5.1 Tecniche consolidate
La maggior parte delle tecniche d’identificazione strutturale dinamica utilizzano il
modello delle funzioni di trasferimento per risalire alle caratteristiche del modello
modale; con riferimento al caso di eccitazione nota (caso input-output), si parla piu`
specificatamente diEMA (ExperimentalModal Analysis). Tra le tecniche EMApiu` diuse
vi sono il Peak Picking e il Circle fit, nel dominio delle frequenze, e l’Ibrahim Time Domain
e l’Eigensystem Realization Algorithm, nel dominio del tempo. Chiaramente, l’elenco
non e` aatto esaustivo; tra i testi piu` accreditati sul tema si citano [2.6, 12, 14], piu`
dedicati alle analisi nel dominio delle frequenze, e [2.9, 7], focalizzati maggiormente
sul dominio del tempo.
Anche nel caso di eccitazione ambientale (caso only-output), i modelli parametrici
modali sono i piu` diusi, nel qual caso si parla piu` specificatamente diOMA (Operatio-
nal Modal Analysis). Le due tecniche classiche d’identificazione OMA sono la Frequency
Domain Decomposition [2.4], nel dominio delle frequenze, e la Stochastic Subspace Identi-
fication [2.13], nel dominio del tempo. In [2.13], e` anche fatto notare come molte delle
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tecniche output-only possano ottenersi tramite semplici manipolazioni delle tecniche
input-output3.
2.5.2 Sviluppi recenti
Molti lavori della letteratura recente hanno focalizzato l’attenzione sull’identificazione
dinamica non lineare. Interpretare gli aspetti strutturali legati alle non linearita` di
una risposta dinamica e` un problema indubbiamente impegnativo, sia perche´ vengono
meno i modelli parametrici discussi in precedenza, sia per le intrinseche dicolta`
legate alle diverse fonti di non linearita` (geometriche, costitutive, inerziali, di vincolo
piuttosto che di carico). Informazioni dettagliate sul tema possono trovarsi nel testo di
riferimento [2.18], oltre che nell’ampia review [2.8]; tuttavia, non esiste una trattazione
unificata dellamateria e ognuna delle tecniche esistenti e` in genere capace di descrivere
e individuare solo alcune delle non linearita` presenti, circostanza che spesso favorisce
il ricorso a modelli semplificati a un grado di liberta` [2.5].
Il lavoro di tesi si concentra su un’ulteriore tematica d’interesse: l’identificazione
dinamica di strutture a parametri incerti. La natura probabilistica di una struttura puo`,
infatti, essere un fattore cruciale, specialmente quando si e` interessati alla valutazione
della sicurezza strutturale. Anche in questo caso vengono meno i modelli parametrici
discussi in precedenza, giacche´ deterministici. L’argomento e` discusso nella seconda
parte della tesi, che propone una formulazione basata sulla ricerca di una soluzio-
ne asintotica del problema diretto e sulla minimizzazione di una funzione obiettivo
attinente il problema inverso.
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Capitolo 3
Problema diretto
3
La dinamica dei sistemi strutturali lineari e` governata da un problema agli auto-
valori, ovvero da frequenze proprie, forme modali e fattori di smorzamento. Se uno
o piu` parametri casuali sono presenti, la soluzione e` conseguentemente da ricercare
nell’ambito di un problema agli autovalori casuali. Nel capitolo, la soluzione asintotica
di questo problema e` cercata tramite una tecnica perturbativa.
3.1 Premessa
La casualita` delle proprieta` meccaniche, fisiche, geometriche e di vincolo di una struttu-
ra puo` essere un fattore cruciale, specialmente quando si e` interessati alla valutazione
della sicurezza strutturale. In questi casi e` necessario sia modellare opportunamente
la probabilita` dei parametri sia utilizzare un’idonea strategia risolutiva.
Tra gli approcci per l’analisi statica delle strutture con parametri incerti comunque
distribuiti si ricordano quelli basato sugli stochastic finite element e loro varianti [3.10],
oppure su altri metodi proiezione, come quello presentato in [3.1].
Nell’analisi dinamica la casualita` dei parametri implica che il classico approccio
agli autovalori non e` piu` suciente per la risoluzione del problema dinamico, ma
e` necessario risolvere un problema agli autovalori casuali. Lo studio delle matrici
casuali, e in particolare delle proprieta` dei loro autovalori, e` peraltro un tema molto
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sentito in letteratura, che si e` rivelato d’interesse in molteplici applicazioni, in primo
luogo nell’analisi dei dati e in fisica nucleare [3.4].
I metodi disponibili in letteratura per la valutazione delle statistiche dell’autosolu-
zione sono essenzialmente catalogabili in tre gruppi, sulla base della strategia risolutiva
utilizzata:
 simulazione Monte Carlo;
 approccio perturbativo;
 calcolo dell’integrale asintotico.
Di queste, la strategia risolutiva piu` diusa resta ancora oggi quella basata sulla
simulazione Monte Carlo[3.10], in cui si genera un numero di campioni dei parametri
incerti e si risolve il problema deterministico relativo a ognuno di questi eventi; le
statistiche cercate sono quindi ottenute a partire dall’insieme di queste soluzioni. Se
il numero di campioni e` sucientemente elevato (ovvero tale da stabilizzare tutte le
statistiche d’interesse), il metodo e` molto adabile e accurato; il principale svantaggio
e` che, specie per sistemi a molti gradi liberta`, l’impegno computazionale puo` risultare
tale da rendere la tempistica dell’approccio limitativa[3.14].
Gli approcci perturbativi si basano sullo studio della sensibilita` dei modelli struttu-
rali. Tra le proposte di letteratura si ricordano gli approcci basati sullo sviluppo intorno
a punti ottimali, detti improved perturbation method [3.21, 3], e il metodo di costruzione
approssimata della funzione di risposta in frequenza proposto recentemente in [3.22] e
basato sulla Rational Series Expansion, una variante della serie di Neumann.
Esistono anche approcci dierenti, di tipo integrale, come quello proposto in [3.2]:
dato un sistema lineare con parametri incerti rappresentati da variabili aleatorie gene-
riche (non gaussiane e/o dipendenti), si valuta dapprima una soluzione approssimata
perturbativa dei momenti dell’autosoluzione, e si calcolano poi le corrispondenti distri-
buzioni tramite il maximum entropy method o utilizzando un fitting su 2; l’approccio
continua a essere approssimato come i metodi perturbativi descritti in precedenza,
ma ha il pregio di fornire soluzioni analitiche in forma chiusa delle distribuzioni di
probabilita`.
Ulteriori indicazioni sulle modellazioni dinamiche di strutture a parametri incerti
sono rintracciabili nella review [3.19] e nel piu` recente documento [3.23].
3.2 Considerazioni preliminari
Sulla modellazione dei parametri casuali, l’incertezza legata alle variabili descrittive
di un fenomeno strutturale serve generalmente a stabilire quando la probabilita` di un
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dato evento superata una determinata soglia. In tale ambito, le dicolta` legate alla
valutazione della probabilita` corrispondente a parametri con distribuzione generica
hanno spinto allo sviluppo di metodi di trasformazione iso-probabilistica, che mappa-
no lo spazio eettivo delle variabili casuali in un nuovo spazio, comunemente detto
spazio standard [3.15]. Tramite queste trasformazioni, come la trasformazione di Ro-
senblatt o quella di Nataf, un set di variabili non gaussiane e/o dipendenti puo` essere
trasformato in un set di variabili gaussiane e indipendenti. Questo giustifica inmaniera
rigorosa l’ipotesi ampiamente adottata in letteratura che le distribuzioni dei parametri
d’incertezza siano, per l’appunto, gaussiane e indipendenti; una seconda giustifica-
zione alla congettura, di natura euristica piu` che matematica, fornita da altri autori e`
semplicemente la validita` del teorema del limite centrale (cfr. Appendice B). Anche se
in [3.2] e` fatto notare che le trasformazioni iso-probabilistiche possono risultare all’atto
pratico complicate e numericamente sconvenienti, poiche´ lo scopo della tesi e` una for-
mulazione del problema inverso, nel presente documento si ammette che i parametri
incerti siano gaussiani e indipendenti, o, per meglio dire, che tale tipo di ipotesi sia
sucientemente accurata per lo studio dell’identificazione dinamica.
Si intende analizzare, quindi, la distribuzione delle autosoluzioni di un problema
agli autovalori in forma non standard rappresentativo delle oscillazioni libere di un
sistema dinamico lineare discreto o discretizzato in assenza di smorzamento e caratte-
rizzato da uno o piu` parametri incerti gaussiani e indipendenti (l’ipotesi di assenza di
smorzamento, da riguardare come congettura demistificatoria, e` comunque condivisa
dalla maggioranza della letteratura sul tema in analisi). Come strategia risolutiva si
sceglie l’approccio perturbativo, sia per il minore onere computazionale del metodo
se confrontato con le simulazioni Monte Carlo e sue varianti, sia per la possibilita` di
ottenere, rispetto alle formulazioni di tipo integrale, informazioni di tipo qualitativo,
oltre che quantitativo, sulla natura della soluzione. Sulle potenzialita` dell’approccio
perturbativo, basti ricordare che e` uno strumento a carattere generale che si e` dimo-
strato fruttuoso in numerose applicazioni [3.20], ad esempio, nell’ambito dinamico
deterministico, per la simulazione numerica step-by-step di sistemi soggetti a modifi-
che strutturali [3.5] e per costruire in dettaglio l’autosoluzione di elementi strutturali
semplici in cui si modella un danneggiamento come riduzione di rigidezza e massa,
tenendo conto dell’eettiva forma dell’area danneggiata [3.8].
Per l’analisi stocastica perturbativa, nel paragrafo precedente si e` fatto cenno al
metodo di denominato improved perturbation method, originariamente proposto per
il caso statico [3.9], poi esteso al campo dinamico [3.21] e, infine, alla statica e alla
dinamica di sistemi non lineari [3.11]. L’idea di base del metodo e` sviluppare la
serie intorno a un punto di ottimo della soluzione (scelto imponendo un qualche
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criterio di ottimizzazione), piuttosto che intorno alla media del parametro. I risultati di
letteratura mostrano che, mentre la valutazione delle medie e` poco sensibile a questa
versione dell’approccio perturbativo, dei miglioramenti possono ottenersi nelle stime
della varianza [3.21]; tuttavia, come precisato in [3.3], il metodo e` sostanzialmente
pensato per strutture a parametri incerti distribuiti in maniera non gaussiana. Poiche´,
invece, in questa sede si e` scelto di utilizzare parametri normalmente distribuiti, d’ora
in avanti si fara` riferimento all’approccio perturbativo comunemente inteso.
Tuttavia, la prima questione cui bisogna rispondere una volta scelto un approccio
perturbativo e` sotto quali condizioni tale tipo di approccio e` ammissibile. A tal propo-
sito, in letteratura [3.17, 18] e` stato dimostrato come sia necessario distinguere due tipi
di sistemi, non difettivi e difettivi: alla prima categoria appartengono i sistemi per i quali
a ogni autovalore di molteplicita` r corrisponde un autospazio di dimensione r (e` possi-
bile fissare r autovettori linearmente indipendenti), i restanti sistemi appartengono alla
seconda categoria. Fatta questa precisazione, i risultati mostrano, in forma rigorosa,
che i primi sistemi, quelli non difettivi, ammettono uno schema perturbativo in cui le
autosoluzioni sono sviluppate in serie di potenze intere del parametro di piccolezza
(serie alla Taylor), mentre nei casi difettivi e` necessario ricorrere alle potenze frazionarie
del parametro di piccolezza (serie alla Puiseux) [3.20]. Come verra` discusso piu` avanti,
i casi che seguono appartengono tutti alla categoria dei sistemi non difettivi.
In particolare, lo schema perturbativo utilizzato nella tesi e` quello abituale dei si-
stemi ad autovalori distinti; per il caso di sistemi non difettivi ad autovalori prossimi o
multipli, e` ancora possibile utilizzare uno sviluppo in serie di potenze intere, ma e` ne-
cessario ricorrere a schemi perturbativi dierenti e piu` specifici, come quello presentato
recentemente in [3.16].
Stabilito che una serie alla Taylor e` ammissibile allo scopo, bisogna ora chiedersi
se la serie e` convergente oppure meno: sotto l’ipotesi che gli operatori siano sucien-
temente regolari, ossia, e piu` propriamente, richiedendo che le funzioni da sviluppare
siano funzioni analitiche [3.13], il teorema di Taylor garantisce la convergenza della se-
rie in un intorno opportuno del punto iniziale. Detto che nel seguito queste ipotesi
di regolarita` saranno considerate sempre avallate, l’entita` dell’intorno di convergenza
richiede un’ulteriore precisazione. In genere si chiede che l’ampiezza massima dello
scostamento dal punto rispetto a cui si eettua lo sviluppo sia compreso tra (0; 1) o
 1; tale condizione, classica della teoria delle perturbazioni, implica che le potenze
superiori tendono a scemare e quindi e` possibile ignorare le potenze sucientemente
elevate. Tuttavia, bisogna eettuare una precisazione: l’analisi matematica stabilisce
che all’interno del raggio di convergenza le somme parziali dei termini della serie di
Taylor rappresentano bene quanto si vuole una funzione, ma non esiste a priori nessu-
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na garanzia che il raggio di convergenza sia inferiore all’unita`, bensı` potrebbe essere
minore o maggiore di 1 [3.20]. Pertanto, la richiesta di uno scostamento 1 non puo`
che essere vista come una condizione suciente, ma non necessaria; inoltre, anche
rispettando tale condizione, bisogna fissare il numero dei termini della serie da con-
siderare: solitamente, seppure la natura ricorsiva del metodo ben si presti a generare
soluzioni approssimate di ordine piu` alto, gli approcci stocastici perturbativi della di-
namica strutturale sono sviluppati fino ai termini del secondo ordine [3.12]. La stessa
espansione e` adottata nel seguito.
Per quanto si sia visto che la letteratura sul tema non e` povera, nei capitoli successivi
le equazioni di governo del problema diretto, ovvero le relazioni delle distribuzioni
delle autosoluzioni in presenza di parametri incerti gaussiani e indipendenti, sono
dimostrate in forma indipendente, sia per meglio descrivere le potenzialita` e i limiti
del metodo, sia per sopperire alla disuniformita` delle soluzioni di letteratura, che spes-
so aeriscono a situazioni semplificate (alcuni autori considerano costante la matrice
delle masse, altri considerano solo gli autovalori oppure usano una particolare norma-
lizzazione degli autovettori, altri ancora non esplicitano la dipendenza delle statistiche
dell’autosoluzione da quelle dei parametri).
3.3 Posizione del problema
Sia " un parametro adimensionale e siano M(") e K(") le matrici di massa e rigidezza
di un modello strutturale lineare discreto o discretizzato scevro di smorzamento. Le
oscillazioni libere del sistema sono soluzione dell’equazione:
M(")u¨(t) +K(")u(t) = 0 (3.1)
con u(t) vettore colonna dello spostamento.
Nell’ambito dell’analisi modale, la soluzione delle equazioni del moto si ottiene
proiettando u(t) lungo i modi di vibrare i:
u(t) =
nX
i=1
i i sin(!it + i)|            {z            }
qi(t)
=q(t) (3.2)
con n il numero di gradi di liberta` del sistema, q(t) = [q1(t); : : : ; qn(t)] il vettore colonna
delle coordinate modali e = [1; : : : ;n] la matrice modale.
Imponendo la (3.2) nella (3.1) si ottiene il seguente problema agli autovalori in
forma non standard:
(K(")   iM("))i = 0 i = !2i i = 1; : : : ;n (3.3)
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da cui l’equazione caratteristica:
det(K(")   iM(")) = 0 i = 1; : : : ; n (3.4)
La soluzione della (3.4) fornisce gli autovalori, ovvero le frequenze angolari o
pulsazioni !i =
p
i (da cui anche le frequenze cicliche fi = !i=(2) e i periodi Ti =
1= fi = 2=!i), e la soluzione della (3.3) gli autovettori, ovvero i modi di vibrare i.
Come appare evidente dalla (3.3), i modi vibrare sono definiti a meno di una costante,
comunemente imposta adottando un certo criterio di scala.
Sostituendo la (3.2) nella (3.1) e premoltiplicando ambo i membri per> si ottiene:
>M(")q¨(t) +>K(")q(t) = 0 (3.5)
ove si dimostra che le matrici>M(") e>K("), dette rispettivamente matrici mo-
dali di massa e rigidezza, sono matrici diagonali. Pertanto, omettendo la dipendenza
esplicita dal tempo t e dal parametro ", la precedente si scrive pure:2666666666666666664
m1 0 : : : 0
0 m2 : : : 0
:::
:::
: : :
:::
0 0 : : : mn
3777777777777777775
8>>>>>>>><>>>>>>>>:
q¨1
q¨2
:::
q¨n
9>>>>>>>>=>>>>>>>>;
+
2666666666666666664
k1 0 : : : 0
0 k2 : : : 0
:::
:::
: : :
:::
0 0 : : : kn
3777777777777777775
8>>>>>>>><>>>>>>>>:
q1
q2
:::
qn
9>>>>>>>>=>>>>>>>>;
=
8>>>>>>>><>>>>>>>>:
0
0
:::
0
9>>>>>>>>=>>>>>>>>;
(3.6)
ovvero come n equazioni dierenziali disaccoppiate del tipo:
miq¨i + kiqi = 0 i = 1; : : : ;n (3.7)
da cui, ricordando la (3.2):
q¨i + !2i qi = 0 !i =
r
ki
mi
i = 1; : : : ; n (3.8)
Ricapitolando, la procedura appena esposta, quella classica dell’analisi modale,
consiste nel valutare le autosoluzioni (i;i), e quindi risolvere, per date condizioni
iniziali, le equazioni del moto di n oscillatori elementari. Ha percio` interesse studiare
la sensibilita` delle autosoluzioni di un sistema, ovvero chiedersi come una modifica
nelle proprieta` di massa e/o rigidezza si ripercuote nella definizione del problema agli
autovalori, il che giustifica l’inserimento di una dipendenza parametrica.
3.4 Approccio perturbativo
Se si ammette che la dipendenza delle matrici di massa e rigidezza dal parametro "
sia sucientemente regolare, allora nell’intorno di una data configurazione (M0;K0) in
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" = 0 (si ammette, senza perdere di generalita`, che lo stato iniziale sia quello nullo), e`
possibile eettuare uno sviluppo in serie di ":8>>><>>>:M(") =M0 + "M1 + "
2M2 + : : :
K(") = K0 + "K1 + "2K2 + : : :
k"k  1 (3.9)
con: 8>>>>>><>>>>>>:
M j =
d jM(")
d" j

"=0
1
j!
K j =
d jK(")
d" j

"=0
1
j!
j = 0; : : : ;1 (3.10)
Il parametro " assume, quindi, il ruolo di un parametro di piccolezza, ovvero di una
misura adimensionale della perturbazione dalla configurazione data.
E` noto dalla letteratura che i sistemi conservativi, quale quello in esame, sono
sempre non difettivi, circostanza che garantisce (cfr. x 3.2) la possibilita` di adottare uno
schema perturbativo in cui le autosoluzioni sono sviluppate in serie di potenze intere
del parametro di piccolezza. Pertanto, la soluzione del problema perturbato, in termini
sia di autovalori1 i che di autovettori i, si scrive:8>>><>>>:i = 0i + "1i + "
22i + : : :
i = 0i + "1i + "
22i + : : :
(3.11)
Utilizzando le relazioni (3.9) e (3.11), il problema agli autovalori (3.3) si scrive:
[(K0 + "K1 + "2K2 + : : : )   (0i + "1i + "22i + : : : )
(M0 + "M1 + "2M2 + : : : )](0i + "1i + "
22i + : : : ) = 0
(3.12)
1Sull’utilizzo degli autovalori: nell’ambito dell’approccio perturbativo che si intende sviluppare le
frequenze possono essere valutate come:
fi =
p
i
2
=
p
0i + "1i + "22i + : : :
2
E` pero` evidente che, assumendo le frequenze come grandezze primarie, il risultato sarebbe stato diverso:
fi = f0i + " f1i + "2 f2i +    =
p
0i
2
+ "
p
1i
2
+ "2
p
2i
2
+ : : :
ma quest’ultima relazione non garantisce che l’autosoluzione, che per definizione e` una serie di coppie di
autovalori i e autovettorii, sia scalata propriamente con lo stesso ordine di perturbazione. Si avrebbero
infatti autovalori scalati con ordine dierente rispetto agli autovettori:
i = ( fi2)2 = (( f0i + " f1i + "2 f2i + : : : )2)2
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Dovendo questa relazione essere soddisfatta 8", dal bilancio delle potenze si ottiene:8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
"0 : (K0   0iM0)0i = 0
"1 : (K0   0iM0)1i = (0iM1 + 1iM0  K1)0i
"2 : (K0   0iM0)2i = (0iM1 + 1iM0  K1)1i+
+(0iM2 + 1iM1 + 2iM0  K2)0i
: : :
(3.13)
dove il termine di ordine 0 conduce alla comunemente detta equazione generatrice,
che fornisce la soluzione imperturbata (0i;0i), mentre i termini di ordine superiore
forniscono, per approssimazioni successive, il contributo legato alla perturbazione.
3.5 Considerazioni sull’errore
Troncando la procedura perturbativa descritta a un certo ordine di approssimazione e`
possibile ottenere una stima degli autovalori e degli autovettori. E` quindi d’interesse
chiedersi se e` possibile conoscere a priori, oppure meno, la fattezza di questa stima,
ovvero come l’errore commesso nel risolvere in forma approssimata il problema agli
autovalori, si ripercuote sull’autosoluzione (anche perche´ il riconoscimento di un dato
trend guiderebbe poi la formulazione del problema inverso, nel quale dal modello
modale si tornera` a quello fisico).
Per rispondere alla domanda e` suciente richiamare il teorema di Bauer-Fike [3.24],
il quale stabilisce che posto il problema agli autovalori in forma standard:
A =  (3.14)
tra la soluzione esatta, ossia la coppia (;), e una sua approssimazione, detta (¯; ¯),
sussiste la relazione: ¯   
 +

 
¯  >  ¯  
>
 =

 
A
 
¯  >  ¯  
(A)>
 (3.15)
I due termini a primo membro dell’equazione (3.15) sono facilmente riconoscibili: essi
rappresentano, nell’ordine, l’errore relativo (in valore assoluto) commesso sugli auto-
valori  e sugli autovettori . Pertanto, il teorema stabilisce l’entita` totale, la somma,
dei due contributi d’errore, mentre, in generale, non e` possibile fissare a priori quale
dei due contimaggiormente, neanche utilizzando un opportuno scalamento di comodo
dei modi.
Tale risultato, riportato relativamente al caso di problema agli autovalori in forma
standard, puo` essere esteso facilmente al caso di problema agli autovalori generalizzato
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(o in forma non standard):
K = M (3.16)
che, supponendo la matrice M invertibile, e` infatti formalmente identico al problema
standard (da non preferire numericamente per via dell’inversa):
A =  A =M 1K (3.17)
3.6 Soluzione al primo ordine
L’ordine di approssimazione delle autosoluzioni (3.11) dipende dal numero di termini
utilizzati negli sviluppi in serie. Una forma compatta e agevole della soluzione si
ottiene arrestando la ricerca della soluzione ai termini del primo ordine:8>>><>>>:i = 0i + "1i + o(")i = 0i + "1i + o(") (3.18)
Il primo passo della procedura consiste nel risolvere l’equazione generatrice e quin-
di valutare la soluzione imperturbata (0i;0i). In seguito si proietta l’autovettore 1i
nella base 0i:
1i =
nX
j=1
0 ji j (3.19)
e si sostituisce la relazione ottenuta nella (3.13)2:
(K0   0iM0)
nX
j=1
0 ji j = (0iM1 + 1iM0  K1)0i (3.20)
Per valutare il termine 1i si premoltiplicano ambo i membri della (3.20) per >0i:
>0i(K0   0iM0)
nX
j=1
0 ji j = 
>
0i(0iM1 + 1iM0  K1)0i (3.21)
da cui, facendo uso della proprieta` di ortogonalita` dei modi rispetto alle matrici di
massa e rigidezzaM0 e K0:
>0i(K0   0iM0)0iii = >0i(0iM1 + 1iM0  K1)0i (3.22)
Il primo membro della precedente equazione e` nullo, essendo soddisfatta l’equazione
generatrice (3.13)1; pertanto, la (3.22) si semplifica nella:
>0i(0iM1 + 1iM0  K1)0i = 0 (3.23)
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da cui:
1i =
>0i(K1   0iM1)0i
>0iM00i
(3.24)
Per valutare il termine 1i, si premoltiplicano ambo i membri della (3.20) per 
>
0k
(con k , i):
>0k(K0   0iM0)
nX
j=1
0 ji j = 
>
0k(0iM1 + 1iM0  K1)0i (3.25)
da cui, facendo nuovamente uso della proprieta` di ortogonalita` dei modi rispetto alle
matrici di massa e rigidezzaM0 e K0:
>0k(K0   0iM0)0kik = >0k(0iM1  K1)0i (3.26)
Sfruttando la validita` dell’equazione generatrice (3.13)1, al termine K00k si puo`
sostituire la quantita` 0kM00k, e quindi scrivere la precedente relazione (3.26) come:
>0k(0kM0   0iM0)0kik = >0k(0iM1  K1)0i (3.27)
da cui:
ik =
>0k(K1   0iM1)0i
(0i   0k)>0kM00k
(3.28)
e infine, eettuando, per comodita`, un cambio di indice:
i j =
>0 j(K1   0iM1)0i
(0i   0 j)>0 jM00 j
(3.29)
Gli autovettori 1i si scrivono quindi:
1i = ii0i +
nX
j=1
j,i
>0 j(K1   0iM1)0i
(0i   0 j)>0 jM00 j
0 j (3.30)
ove i termini ii restano indeterminati (cfr. equazione (3.22)), e giocano quindi il ruolo
della generica costante moltiplicativa.
Sintetizzando, con un approccio perturbativo al primo ordine gli autovalori i e gli
autovettori i si scrivono:8>>>>>>>>><>>>>>>>>>:
i = 0i + "1i 1i =
>0i(K1   0iM1)0i
>0iM00i
i = 0i + "1i 1i = ii0i +
nX
j=1
j,i
>0 j(K1   0iM1)0i
(0i   0 j)>0 jM00 j
0 j
(3.31)
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con ii 2 R. In altri termini, basta conoscere le coppie (0i;0i) e (1i;1i) per poter
esplorare, con un onere computazionalemolto ridotto, l’andamento dell’autosoluzione
nell’intorno della data configurazione2.
3.6.1 Generalizzazione al caso multi-parametrico
Nelle sezioniprecedenti si e` ammesso che laperturbazione siadescrivibileper tramitedi
un unico parametro di piccolezza, ovvero che il sistema sia, globalmente, del tipomono-
parametrico. Tuttavia, e` possibile generalizzare l’approccio al caso multi-parametrico,
per il quale le matrici di massa e rigidezza diventanoM() e K(), essendo  il vettore
dei parametri, e le equazioni del moto (3.1) si scrivono:
M()u¨(t) +K()u(t) = 0 (3.32)
Un approccio agevole e` quello di ricondurre il caso multi-parametrico al mono-
parametrico, di immediata lettura dei risultati. All’uopo, e` suciente sviluppare le
matrici di massa e rigidezza in funzione di un unico parametro evolutivo ", per tramite
del vettore dei parametri . Formalmente questo equivale a stabilire un percorso ("),
ovvero nell’esplorare l’andamento dell’autosoluzione lungo una curva parametrizzata
in funzione di ".
Con tale approccio, anche nel caso multi-parametrico e` possibile valutare l’autoso-
luzione al primo ordine tramite la (3.31), a patto di esprimere le matriciM0 e K0,M1 e
K1 come (cfr. equazione (3.10)):8>>>>>>><>>>>>>>:
M0 =M(("))

"=0
M1 =
mX
k=1
@M()
@k
dk(")
d"

"=0
K0 = K(("))

"=0
K1 =
mX
k=1
@K()
@k
dk(")
d"

"=0
(3.33)
essendo m il numero dei parametri. Si evidenzia come, per l’ipotesi di approccio al
primo ordine, i percorsi percorribili nello spazio m-dimensionale dei parametri  sono
soltanto rette.
Le relazioni (3.33) hanno il pregio di essere compatte e permettono un’estensione
immediata della (3.31) al caso multi-parametrico; tuttavia, non individuano l’eetto
dei singoli parametri k sull’autosoluzione. Per superare questa dicolta`, e` suciente
2Sulla densita` spettrale: appare evidente come la procedura sia destinata all’analisi perturbativa di
sistemi ad autovalori distinti. Nel caso in cui 0 j e` prossimo o coincidente con 0i, infatti, l’autosoluzione
tende a divergere ed e` necessario implementare uno schema perturbativo dierente (cfr. x 3.2).
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inserire le (3.33) nelle (3.31) e riassorbire il parametro ":8>>>>>>>>><>>>>>>>>>:
i = 0i +
mX
k=1
k1ik 1ik =
>0i(K1k   0iM1k)0i
>0iM00i
i = 0i +
mX
k=1
k1ik 1ik = iik0i +
nX
j=1
j,i
>0 j(K1k   0iM1k)0i
(0i   0 j)>0 jM00 j
0 j
(3.34)
con: 8>>>>>>>>><>>>>>>>>>:
iik 2 R
M0 =M()

=0
M1k =
@M()
@k

=0
K0 = K()

=0
K1k =
@K()
@k

=0
(3.35)
avendo supposto, senza perdere di generalita`, che nella configurazione imperturbata
sia  = 0 (il vettore dei parametri continua, cosı`, ad avere il significato di perturbazione
dalla configurazione data).
A dierenza delle (3.31) e (3.33), con le quali il dominio dei parametri era spazzato
tramite percorsi parametrizzati in ", le (3.34) e le (3.35) forniscono automaticamente la
variabilita` dell’autosoluzione all’interno del dominio dei parametri .
3.6.2 Medie stocastiche dell’autosoluzione
In precedenza si sono sfruttate le potenzialita` delmetodo perturbativo per analizzare la
dipendenza dell’autosoluzione da un parametro di piccolezza ". La soluzione, troncata
al primo ordine, e` stata poi estesa al caso multi-parametrico.
Partendo dal caso generale, quello multi-parametrico, il vettore dei parametri 
listera`, in generale, parametri di perturbazione sia deterministici sia aleatori; in questa
sezione si vogliono, conseguentemente, studiare le medie stocastiche dell’autosoluzio-
ne. Si ammette che tutti i parametri k siano indipendenti e abbiano distribuzione
gaussiana N(k ; 2k) di media k e varianza 2k . Ricordando che e` sempre possibile
trasformare variabili aleatorie non-gaussiane e dipendenti in variabili gaussiane nor-
malizzate e indipendenti (ad esempio, utilizzando la trasformazione di Rosenblatt o
quella di Nataf) e che le variabili deterministiche possono ottenersi come passaggio
al limite annullando la varianza, l’approccio sviluppato puo` immaginarsi del tutto
generale.
Per valutare le medie stocastiche dell’autosoluzione, e` suciente evidenziare che
l’ipotesi di approccio perturbativo arrestato al primo ordine impone una dipendenza
lineare tra l’autosoluzione del problema perturbato e i parametri k di piccolezza, e
che, com’e` noto dalla teoria della probabilita`, se una variabile aleatoria e` generata come
3.6. Soluzione al primo ordine 65
combinazione lineare di una o piu` variabili gaussiane, e` anch’essa una variabile gaus-
siana (cfr. Appendice B). Si ha pertanto che le distribuzioni di autovalori e autovettori
sono gaussiane con medie pari a:8>>>>>>><>>>>>>>:
i = 0i +
mX
k=1
k1ik
i
= 0i +
mX
k=1
k1ik
(3.36)
e varianze pari a: 8>>>>>>><>>>>>>>:
2i =
mX
k=1
2k
2
1ik
2i =
mX
k=1
2k
2
1ik
(3.37)
ove  indica la potenza alla Hadamard (elementwise).
In definitiva, le relazioni (3.36) e (3.37) stabiliscono come variano le medie stocasti-
che dell’autosoluzione al variare delle medie k e delle varianze 
2
k
dei parametri; nel
caso deterministico, le (3.37) sono identicamente nulle e sopravvivono solo le (3.36). Si
sottolinea pure che le (3.36) e (3.37) sono valide in generale per qualsiasi set di parametri
k indipendenti, quindi l’ipotesi di distribuzione gaussiana dei parametri e`, al primo
ordine, utilizzata soltanto al fine di riconoscere a priori che anche l’autosoluzione ha
distribuzione gaussiana.
Si valutano, per completezza, anche le covarianze dell’autosoluzione, cfr. Appen-
dice B; seppure tali grandezze siano ininfluenti ai fini della formulazione inversa di
seguito riportata, le dimostrazioni che seguono forniscono un’importante proprieta`,
cioe´ che all’indipendenza dei parametri d’ingresso non corrisponde un’indipendenza
dell’autosoluzione. Indicando con E[] l’operatore media stocastica, si ha:
E[i j] = E
2666664
0BBBBB@0i + mX
k=1
k1ik
1CCCCCA
0BBBBB@0 j + mX
l=1
l1 jl
1CCCCCA
3777775 =
= 0i0 j + 0i
mX
l=1
1 jlE[l] + 0 j
mX
k=1
1ikE[k] +
mX
k=1
mX
l=1
1ik1 jlE[kl]
(3.38)
e inoltre:
E[i]E[ j] = E
26666640i + mX
k=1
k1ik
3777775E
26666640 j + mX
l=1
l1 jl
3777775 = 0i0 j+
+ 0i
mX
l=1
1 jlE[l] + 0 j
mX
k=1
1ikE[k] +
mX
k=1
mX
l=1
1ik1 jlE[k]E[l]
(3.39)
e siccome, per definizione, la covarianza tra due autovalori i e  j e` pari a:
i j = Cov(i j) = E[i j]   E[i]E[ j] (3.40)
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Figura 3.1: Sistema oggetto di studio.
si ottiene:
i j =
mX
k=1
mX
l=1
1ik1 jl (E[kl]   E[k]E[l]) =
mX
k=1
1ik1 jk
2
k
(3.41)
avendo sfruttato l’ipotesi di indipendenza tra le variabili aleatorie.
Procedendo in maniera analoga, si dimostra che la matrice di covarianza tra due
autovettori i e  j e` pari a:
i j =
mX
k=1
1ik
>
1 jk
2
k
(3.42)
E` immediato verificare, infine, come nel caso in cui i =  j la (3.41) conduca
alla varianza dell’autovalore i di cui alla (3.37)1, e come, analogamente, nel caso in
cui i =  j la diagonale della matrice di covarianza fornita nella (3.42) conduca alla
varianza dell’autovettore i di cui alla (3.37)2.
3.6.3 Esempio
Si analizza il sistema piano di Figura 3.1.
Si tratta di un telaio shear type a 4 piani e, pertanto, a 4 gradi di liberta`. Tale tipo
di sistema vibrante3, sistema piano discreto conservativo e con disposizione in serie,
rappresenta l’archetipo di riferimento della classe di sistemi non difettivi ad autovalori
3Scelta del numero di gradi di liberta` e dei valori numerici del sistema: la scelta di un sistema a 4 gradi di liberta`
appare una valida soluzione di compresso tra la volonta` di mettere in luce gli sviluppi principali della tesi
e la necessita` di utilizzare un sistema semplice, a pochi gradi di liberta`, facilmente interpretabile. Circa le
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distinti analizzati nella tesi (escludendo casi patologici, infatti, un tale tipo di sistema e`
sempre caratterizzato da autovalori distinti). Le equazioni del moto (3.1) si scrivono
(cfr. [3.7]): 266666666666666664
M1 0 0 0
0 M2 0 0
0 0 M3 0
0 0 0 M4
377777777777777775
8>>>>>>>><>>>>>>>>:
u¨1
u¨2
u¨3
u¨4
9>>>>>>>>=>>>>>>>>;
+
+
266666666666666664
K1 + K2  K2 0 0
 K2 K2 + K3  K3 0
0  K3 K3 + K4  K4
0 0  K4 K4
377777777777777775
8>>>>>>>><>>>>>>>>:
u1
u2
u3
u4
9>>>>>>>>=>>>>>>>>;
=
8>>>>>>>><>>>>>>>>:
0
0
0
0
9>>>>>>>>=>>>>>>>>;
(3.43)
Il sistema e` caratterizzato dai seguenti valori di massa e rigidezza:8>>>>>>><>>>>>>>:
Mi = 1kg i = 1; 2; 3; 4
Ki = 1800N=m i = 1; 2; 4
K3 = 1800 (1   )N=m  : p() = N(; 2)
(3.44)
con p() funzione di densita` di probabilita` della variabile .
L’applicazione delle (3.35) fornisce immediatamente:8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
M0 =
26666666666666666666664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
37777777777777777777775
M1 =
26666666666666666666664
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
37777777777777777777775
K0 =
26666666666666666666664
3600  1800 0 0
 1800 3600  1800 0
0  1800 3600  1800
0 0  1800 1800
37777777777777777777775
K1 =
26666666666666666666664
0 0 0 0
0  1800 1800 0
0 1800  1800 0
0 0 0 0
37777777777777777777775
(3.45)
Per il problema imperturbato (M0;K0) si ottengono le autosoluzioni di Tabella 3.1:
in alto si riportano gli autovalori 0i e i corrispondenti valori di frequenze angolari
!0i, frequenze cicliche f0i e periodi T0i, mentre in basso si elencano (per colonne) le
componenti degli autovettori 0i, ovvero i modi di vibrare, proposti anche in versione
grafica in Figura 3.2. Come criterio di scala dei modi si e` scelto di normalizzare rispetto
alla componente massima.
masse e le rigidezze delmodello fisico, i valori sono stati calibrati inmaniera tale che l’autosoluzione abbia
valori congrui con un telaio in acciaio al vero e che, all’uopo, si possa realizzare facilmente un modello
prototipo di laboratorio.
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Modo 0i, (rad=s)2 !0i, rad=s f0i, Hz T0i, s
1 217.1 14.735 2.345 0.426
2 1800.0 42.426 6.752 0.148
3 4225.1 65.001 10.345 0.097
4 6357.8 79.736 12.690 0.079
DoF 01 02 03 04
1 0.347 1.000 1.000 -0.653
2 0.653 1.000 -0.347 1.000
3 0.879 0.000 -0.879 -0.879
4 1.000 -1.000 0.653 0.347
Tabella 3.1: Caratteristiche modali del sistema imperturbato.
Modo 1 Modo 2 Modo 3 Modo 4
Figura 3.2: Modi di vibrare del sistema imperturbato.
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I casi (perturbati) analizzati sono due:
 caso 1 - deterministico:  2 (0; 0:5], 2 = 0;
 caso 2 - aleatorio:  2 (0; 0:5], 2 = (0:05)2;
ovvero si studia, con approccio deterministico prima, e stocastico poi, la sensibilita`
dell’autosoluzione nei confronti di un danneggiamento localizzato al terzo piano del
telaio. Per entrambi i casi il valor medio del parametro e` fatto crescere ampiamente,
fino a 0.5, in modo da esplorare compiutamente l’intorno della configurazione data
(riduzione del 50 % della rigidezza del terzo piano); in merito alla varianza assunta
nel caso aleatorio, e` stato supposto un coeciente di variazione costante del 5 %,
sintomatico di una dispersione crescente al crescere del danno.
La soluzione ottenuta con l’approccio perturbativo (PA), ovvero tramite le relazioni
(3.36) e (3.37), e` confrontata con la soluzione del problema agli autovalori (3.32): per il
caso deterministico sostituendo il valore corrente di , ovvero valutando l’andamento
dell’autosoluzione (ES) al variare del parametro; per il caso aleatorio eseguendo una
simulazione Monte Carlo (MC) di 5000 campioni per ogni valore corrente di (; 2).
In Figura 3.3, a titolo esplicativo, le distribuzioni teoriche delle densita` di probabilita`
relative a 10 coppie (; 2) sono confrontate con gli istogrammi normalizzati forniti
dalle corrispondenti simulazioni Monte Carlo (per fissare il numero di bin si e` usato il
metodo square root).
I risultati ottenuti in termini di autovalori e autovettori sono illustrati in Figura 3.4,
per il caso 1, e in Figura 3.5, per il caso 2:
 caso 1 - deterministico: le curve continue e tratteggiate indicano rispettivamente
la soluzione esatta del problema agli autovalori (ES) e la soluzione approssimata
ottenuta con approccio perturbativo (PA);
 caso 2 - aleatorio: le curve continue e tratteggiate a tratto spesso indicano rispet-
tivamente il valore medio fornito dalle simulazioni Monte Carlo del problema
agli autovalori (MC) e quello approssimato ottenuto con approccio perturbativo
(PA); le curve continue e tratteggiate a tratto sottile, riferite rispettivamente alle
simulazioni Monte Carlo (MC) e all’approccio perturbativo (PA), tracciano poi
l’intervallo di confidenza ottenuto sommando e sottraendo 3 deviazioni standard
al precedente valore medio (com’e` noto, nel caso di distribuzione normale tale
intervallo assicura una probabilita` del 99.7 %);
si precisa altresı` che i grafici assumono la componente massima rispetto a cui i modi
erano stati precedentemente scalati come componente di riferimento (unitaria per tutti
i valori del parametro).
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Figura 3.3: Distribuzione del parametro  (caso 2).
Figura 3.4: Andamento dell’autosoluzione al variare del parametro , caso 1.
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Figura 3.5: Andamento dell’autosoluzione al variare del parametro , caso 2.
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In entrambi i casi, i risultati mostrano, com’era lecito attendersi, che l’errore com-
messo usando l’approccio perturbativo tende a crescere man mano che ci si allontana
dalla soluzione imperturbata. Allo scopo di stimare quantitativamente la bonta` delle
soluzioni ottenute si eettuano i seguenti confronti:
 caso 1 - deterministico: confronto tra le medie fornite dalla soluzione esatta
del problema agli autovalori (ES) e quelle approssimate ottenute con l’approccio
perturbativo (PA);
 caso 1 - deterministico vs caso 2 - aleatorio: confronto tra le medie fornite dalla
soluzione esatta del problema agli autovalori deterministico (ES) e quelle relative
al problema aleatorio ottenute dalla simulazione Monte Carlo (MC);
 caso 2 - aleatorio: confronto tra le medie e le deviazioni standard fornite dalle
simulazioni Monte Carlo (MC) con quelle ottenute con l’approccio perturbativo
(PA). Per i valori del coeciente di asimmetria o Skewness e del coeciente di
eccesso o Kurtosis in eccesso (cfr. Appendice B), identicamente nulli nel caso
di approccio perturbativo (PA) al primo ordine (sia autovalori che autovettori
risultano gaussiani, cfr. x 3.6.2), si veda quanto riportato per il caso di approccio
perturbativo al secondo ordine;
naturalmente, i confronti relativi alle componenti dei modi sono da intendersi scevri
della componente di riferimento.
I risultati4 ottenuti possono cosı` sintetizzarsi:
 le curve continue, per il caso 1 (ES vs PA), e quelle tratteggiate, per il caso 2 (MC
vs PA), di Figura 3.6 mostrano le dierenze percentuali tra le medie. Gli anda-
menti confermano che l’errore commesso usando l’approccio perturbativo tende
a crescere man mano che ci si allontana dalla soluzione imperturbata. L’errore
massimo (in valore assoluto) e` contenuto per gli autovalori (inferiore al 10 %),
mentre e` rilevante per le componenti dei modi (anche superiore al 30 %). La circo-
stanza che le curve continue, relative al caso deterministico, e quelle tratteggiate,
relative al caso aleatorio, siano indistinguibili e` dovuta alla concomitanza di due
eetti: in primis un’approccio perturbativo al primo ordine fornisce un’autosolu-
zione la cui media dipende solo dalle medie dei parametri, ma non dalle varianze
degli stessi (cfr. equazione 3.36), i.e., caso 1 e caso 2 posseggono medie identiche;
inoltre, le dierenze percentuali tra le medie fornite dalla soluzione esatta del
4Dierenze percentuali: le etichette ES vs PA (e analoghe) del report indicano per convenzione le
dierenze percentuali (PA - ES)/ES (e similari).
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Figura 3.6: Dierenze percentuali tra le medie, caso 1 (ES vs PA) e caso 2 (MC vs PA).
problema agli autovalori deterministico (ES) e quelle relative al problema aleato-
rio ottenute dalla simulazione Monte Carlo (MC) sono estremamente contenute
(dell’ordine dello 0.1 % per gli autovalori e dello 0.5 % per le componenti dei
modi, cfr. Figura 3.7);
 per il caso aleatorio, le dierenze percentuali tra le deviazioni standard (MC vs
PA) testimoniano, come gia` riscontrato per le medie, che l’approccio perturbativo
fornisce risultati piu` attendibili per gli autovalori che per le componenti dei
modi, cfr. Figura 3.8. Si rileva inoltre un particolare comportamento della quarta
componente del quarto modo, che fa registrare un picco ben pronunciato in
corrispondenza dell’inversione di ordine tra la prima e la terza componente dello
stesso modo (cfr. Figura 3.5).
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Figura 3.7: Dierenze percentuali tra le medie (ES vs MC).
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Figura 3.8: Dierenze percentuali tra le deviazioni standard, caso 2 (MC vs PA).
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3.7 Soluzione al secondo ordine
Operando inmaniera analoga a quanto esposto precedentemente per i termini al primo
ordine, si cerca l’approssimazione al secondo ordine delle autosoluzioni (3.11):8>>><>>>:i = 0i + "1i + "
22i + o("2)
i = 0i + "1i + "
22i + o("
2)
(3.46)
I termini (0i;0i), soluzione dell’equazione generatrice, sono da ritenersi noti, e
cosı` anche i termini (1i;1i). Si proietta quindi l’autovettore 2i nella base 0i:
2i =
nX
j=1
0 ji j (3.47)
e si sostituisce la relazione ottenuta nella (3.13)3:
(K0   0iM0)
nX
j=1
0 ji j =
= (0iM1 + 1iM0  K1)1i + (0iM2 + 1iM1 + 2iM0  K2)0i
(3.48)
Per valutare il termine 2i si premoltiplicano ambo i membri della (3.48) per >0i:
>0i(K0   0iM0)
nX
j=1
0 ji j =
= >0i(0iM1 + 1iM0  K1)1i +>0i(0iM2 + 1iM1 + 2iM0  K2)0i
(3.49)
da cui, facendo uso della proprieta` di ortogonalita` dei modi rispetto alle matrici di
massa e rigidezzaM0 e K0:
>0i(K0   0iM0)0iii =
= >0i(0iM1+1iM0  K1)1i +>0i(0iM2 + 1iM1 + 2iM0  K2)0i
(3.50)
Il primo membro della precedente equazione e` nullo, essendo soddisfatta l’equazione
generatrice (3.13)1; pertanto, la (3.50) si semplifica nella:
>0i(0iM1 + 1iM0  K1)1i +>0i(0iM2 + 1iM1 + 2iM0  K2)0i = 0 (3.51)
da cui:
2i =
>0i(K1   0iM1   1iM0)1i
>0iM00i
+
>0i(K2   0iM2   1iM1)0i
>0iM00i
(3.52)
Per valutare il termine 2i, si premoltiplicano ambo i membri della (3.48) per 
>
0k
(con k , i):
>0k(K0   0iM0)
nX
j=1
0 ji j =
= >0k(0iM1 + 1iM0  K1)1i +>0k(0iM2 + 1iM1 + 2iM0  K2)0i
(3.53)
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da cui, facendo nuovamente uso della proprieta` di ortogonalita` dei modi rispetto alle
matrici di massa e rigidezzaM0 e K0:
>0k(K0   0iM0)0kik =
= >0k(0iM1+1iM0  K1)1i +>0k(0iM2 + 1iM1  K2)0i
(3.54)
Sfruttando la validita` dell’equazione generatrice (3.13)1, al termine K00k si puo`
sostituire la quantita` 0kM00k, e quindi scrivere la precedente relazione (3.54) come:
>0k(0kM0   0iM0)0kik =
= >0k(0iM1 + 1iM0  K1)1i + >0k(0iM2 + 1iM1  K2)0i
(3.55)
da cui:
ik =
>0k(K1   0iM1   1iM0)1i
(0i   0k)>0kM00k
+
>0k(K2   0iM2   1iM1)0i
(0i   0k)>0kM00k
(3.56)
e infine, eettuando, per comodita`, un cambio di indice:
i j =
>0 j(K1   0iM1   1iM0)1i
(0i   0 j)>0 jM00 j
+
>0 j(K2   0iM2   1iM1)0i
(0i   0 j)>0 jM00 j
(3.57)
Gli autovettori 2i si scrivono quindi:
2i = ii0i +
nX
j=1
j,i
>0 j(K1   0iM1   1iM0)1i
(0i   0 j)>0 jM00 j
+
+
>0 j(K2   0iM2   1iM1)0i
(0i   0 j)>0 jM00 j

0 j
(3.58)
ove i termini ii restano indeterminati (cfr. equazione (3.50)), e giocano quindi il ruolo
della generica costante moltiplicativa.
Sintetizzando, con un approccio perturbativo al secondo ordine gli autovalori i e
gli autovettori i si scrivono:8>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>:
i = 0i + "1i + "22i
2i =
>0i(K1   0iM1   1iM0)1i
>0iM00i
+
>0i(K2   0iM2   1iM1)0i
>0iM00i
i = 0i + "1i + "
22i
2i = ii0i +
nX
j=1
j,i
>0 j(K1   0iM1   1iM0)1i
(0i   0 j)>0 jM00 j
+
+
>0 j(K2   0iM2   1iM1)0i
(0i   0 j)>0 jM00 j

0 j
(3.59)
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con ii 2 R. Le (3.59) arricchiscono5 con i termini quadratici la soluzione al primo
ordine (3.31); computazionalmente questo richiede che, oltre alle coppie (0i;0i) e
(1i;1i), si valutino anche le coppie (2i;2i).
3.7.1 Generalizzazione al caso multi-parametrico
Nel caso multi-parametrico, per il quale le matrici di massa e rigidezza diventanoM()
e K(), essendo  il vettore dei parametri, cfr. (3.32), una metodologia possibile e`
esplorare l’andamento dell’autosoluzione lungo una curva parametrizzata in funzione
di ", ovvero del tipo (").
Con tale approccio, anche nel caso multi-parametrico e` possibile valutare l’autoso-
luzione al secondo ordine tramite la (3.59), a patto di esprimere le matriciM0 e K0,M1
e K1,M2 e K2 come (cfr. equazione (3.10)):
8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
M0 =M(("))

"=0
M1 =
mX
k=1
@M()
@k
dk(")
d"

"=0
M2 =
1
2
mX
k=1
mX
l=1
@2M()
@k@l
dk(")
d"
dl(")
d"

"=0
K0 = K(("))

"=0
K1 =
mX
k=1
@K()
@k
dk(")
d"

"=0
K2 =
1
2
mX
k=1
mX
l=1
@2K()
@k@l
dk(")
d"
dl(")
d"

"=0
(3.60)
essendo m il numero dei parametri. Si evidenzia come, per l’ipotesi di approccio al
secondo ordine, i percorsi percorribili nello spazio m-dimensionale dei parametri 
sono al piu` quadratici.
Le relazioni (3.60) hanno il pregio di essere compatte e permettono un’estensione
immediata della (3.59) al caso multi-parametrico; tuttavia, non individuano l’eetto
dei singoli parametri k sull’autosoluzione. Per superare questa dicolta`, e` suciente
5Sulla densita` spettrale: anche al secondo ordine vale un commmento analogo a quello riportato nella
Nota 2 di pag. 63.
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inserire le (3.60) nelle (3.59) e riassorbire il parametro ":8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
i = 0i +
mX
k=1
k1ik +
mX
k=1
mX
l=1
kl2ikl
2ikl =
>0i(K1k   0iM1k   1ikM0)1il
>0iM00i
+
+
>0i(K2kl   0iM2kl   1ilM1k)0i
>0iM00i
i = 0i +
mX
k=1
k1ik +
mX
k=1
mX
l=1
kl2ikl
2ikl = iikl0i +
nX
j=1
j,i
>0 j(K1k   0iM1k   1ikM0)1il
(0i   0 j)>0 jM00 j
+
+
>0 j(K2kl   0iM2kl   1ilM1k)0i
(0i   0 j)>0 jM00 j

0 j
(3.61)
con 1ik e 1ik (e analogamente 1il e 1il) forniti dalla (3.34) e con:8>>>>>>>>>><>>>>>>>>>>:
iikl 2 R
M0 =M()

=0
M1k =
@M()
@k

=0
M2kl =
1
2
@2M()
@k@l

=0
K0 = K()

=0
K1k =
@K()
@k

=0
K2kl =
1
2
@2K()
@k@l

=0
(3.62)
avendo supposto, senza perdere di generalita`, che nella configurazione imperturbata
sia  = 0 (il vettore dei parametri continua, cosı`, ad avere il significato di perturbazione
dalla configurazione data).
A dierenza delle (3.59) e (3.60), con le quali il dominio dei parametri era spazzato
tramite percorsi parametrizzati in ", le (3.61) e le (3.62) forniscono automaticamente la
variabilita` dell’autosoluzione all’interno del dominio dei parametri .
3.7.2 Medie stocastiche dell’autosoluzione
Si e` studiata la dipendenza dell’autosoluzione da un parametro di piccolezza " tramite
una soluzione approssimata perturbativa troncata al secondo ordine; il caso multi-
parametrico e` stato quindi ottenuto tramite un’immediata procedura di generalizzazio-
ne.
Come gia` fatto per la soluzione al primo ordine, si parte dal caso generale, quello
multi-parametrico, e si studiano le medie stocastiche dell’autosoluzione, sotto l’ipotesi
che tutti i parametrik siano indipendenti e abbianodistribuzionegaussianaN(k ; 2k)
di media k e varianza 
2
k
; per le implicazioni di tale ipotesi si veda quanto gia`
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precisato al x 3.6.2. Dierentemente dal caso al primo ordine, pero`, la dipendenza tra
l’autosoluzionedel problemaperturbato e i parametrik non e` piu` lineare, il che implica
che autovalori e autovettori avranno, in genere, una distribuzione di probabilita` non
gaussiana.
Con riferimento al generico autovalore i la media e` pari a:
i = E[i] = E
26666640i + mX
k=1
k1ik +
mX
k=1
mX
l=1
kl2ikl
3777775 (3.63)
da cui, sfruttando l’ipotesi di indipendenza tra i parametri:
i = 0i +
mX
k=1
k1ik +
mX
k=1
mX
l=1
l,k
kl2ikl +
mX
k=1

2k + 
2
k

2ikk (3.64)
Procedendo allo stesso modo per gli autovettori, si ha che le distribuzioni dell’au-
tosoluzione hanno medie pari a:8>>>>>>>>><>>>>>>>>>:
i = 0i +
mX
k=1
k1ik +
mX
k=1
mX
l=1
l,k
kl2ikl +
mX
k=1

2k + 
2
k

2ikk
i
= 0i +
mX
k=1
k1ik +
mX
k=1
mX
l=1
l,k
kl2ikl +
mX
k=1

2k + 
2
k

2ikk
(3.65)
che banalmente forniscono le relazioni (3.36) annullando tutti i termini al secondo
ordine.
Per la covarianza tra la generica coppia di autovalori i e  j, si ha:
E[i j] = E
"0BBBBB@0i + mX
k=1
k1ik +
mX
k=1
mX
l=1
kl2ikl
1CCCCCA0BBBBBB@0 j + mX
p=1
p1 jp +
mX
p=1
mX
q=1
pq2 jpq
1CCCCCCA
#
=
= 0i0 j + 0i
mX
p=1
1 jpE[p] + 0i
mX
p=1
mX
q=1
2 jpqE[pq]+
+ 0 j
mX
k=1
1ikE[k] +
mX
k=1
mX
p=1
1ik1 jpE[kp] +
mX
k=1
mX
p=1
mX
q=1
1ik2 jpqE[kpq]+
+ 0 j
mX
k=1
mX
l=1
2iklE[kl] +
mX
k=1
mX
l=1
mX
p=1
1 jp2iklE[pkl]+
+
mX
k=1
mX
l=1
mX
p=1
mX
q=1
2ikl2 jpqE[klpq]
(3.66)
3.7. Soluzione al secondo ordine 81
e inoltre:
E[i]E[ j] = E
26666640i + mX
k=1
k1ik +
mX
k=1
mX
l=1
kl2ikl
3777775
E
266666640 j + mX
p=1
p1 jp +
mX
p=1
mX
q=1
pq2 jpq
37777775 =
= 0i0 j + 0i
mX
p=1
1 jpE[p] + 0i
mX
p=1
mX
q=1
2 jpqE[pq]+
+ 0 j
mX
k=1
1ikE[k] +
mX
k=1
mX
p=1
1ik1 jpE[k]E[p]+
+
mX
k=1
mX
p=1
mX
q=1
1ik2 jpqE[k]E[pq]+
+ 0 j
mX
k=1
mX
l=1
2iklE[kl] +
mX
k=1
mX
l=1
mX
p=1
1 jp2iklE[p]E[kl]+
+
mX
k=1
mX
l=1
mX
p=1
mX
q=1
2ikl2 jpqE[kl]E[pq]
(3.67)
Per definizione, la covarianza tra due autovalori i e  j e` pari a:
i j = Cov(i j) = E[i j]   E[i]E[ j] (3.68)
da cui, sostituendo le relazioni precedenti e semplificando, si ottiene:
i j =
mX
k=1
mX
p=1
1ik1 jp

E[kp]   E[k]E[p]

+
+
mX
k=1
mX
p=1
mX
q=1
1ik2 jpq

E[kpq]   E[k]E[pq]

+
+
mX
k=1
mX
l=1
mX
p=1
1 jp2ikl

E[pkl]   E[p]E[kl]

+
+
mX
k=1
mX
l=1
mX
p=1
mX
q=1
2ikl2 jpq

E[klpq]   E[kl]E[pq]

(3.69)
Quest’ultima relazione puo` ulteriormente semplificarsi ricordando che se x1, x2, . . . , xs
sono un set di variabili aleatorie indipendenti, allora:
E[x1x2 : : : xs] = E[x1]E[x2] : : :E[xs] (3.70)
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e considerando anche che nel caso di variabili gaussiane valgono le relazioni (dimo-
strabili per ispezione diretta):
E[kp]   E[k]E[p] =
8>>><>>>:0 se k , p2k se k = p
E[kpq]   E[k]E[pq] =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
0 se k , p , q
0 se k , p = q
q
2
k
se k = p , q
p
2
k
se k = q , p
2k
2
k
se k = p = q
E[pkl]   E[p]E[kl] =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
0 se p , k , l
0 se p , k = l
l
2
p
se p = k , l
k
2
p
se p = l , k
2p
2
p
se p = k = l
E[klpq]   E[kl]E[pq] =
8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
0 se k , l , p , q
0 se k , l , p = q
kq
2
l
se k , q , l = p
0 se k = l , p , q
lq
2
k
se k = p , l , q
lp
2
k
se k = q , p , l
kp
2
l
se l = q , k , p
2kl
2
l
se k , l = p = q
2kq
2
k
se k = l = p , q
2kp
2
k
se k = l = q , p
2kl
2
k
se k = p = q , l
42k
2
k
+ 24k se k = l = p = q
(3.71)
Sfruttando queste proprieta`, alcune operazioni algebriche (semplici ma laboriose)
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semplificano la precedente relazione (3.69) nella:
i j =
mX
k=1
2k1ik1 jk + 2
4
k
2ikk2 jkk+
+
mX
k=1
mX
p=1
p
2
k

1ik2 jpk + 1ik2 jkp + 1 jk2ipk + 1 jk2ikp

+
+
mX
k=1
mX
l=1
mX
q=1
kq
2
l

2ikl2 jlq + 2ilk2 jlq + 2ilk2 jql + 2ikl2 jql

(3.72)
Alla stessa stregua, si dimostra pure che lamatrice di covarianza tra due autovettori
i e  j e` pari a:
i j =
mX
k=1
2k1ik
>
1 jk + 2
4
k
2ikk
>
2 jkk+
+
mX
k=1
mX
p=1
p
2
k

1ik
>
2 jpk + 1ik
>
2 jkp +1 jk
>
2ipk + 1 jk
>
2ikp

+
+
mX
k=1
mX
l=1
mX
q=1
kq
2
l

2ikl
>
2 jlq +2ilk
>
2 jlq +2ilk
>
2 jql + 2ikl
>
2 jql

(3.73)
Le varianze dell’autosoluzione si ottengono ponendo i = j nella (3.72), per le varian-
ze degli autovalori i, e selezionando la diagonale della matrice di covarianza fornita
dalla (3.73) con i = j, per le varianze degli autovettori i:8>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>:
2i =
mX
k=1
2k
2
1ik + 2
4
k
22ikk +
mX
k=1
mX
p=1
2p
2
k

1ik2ipk + 1ik2ikp

+
+
mX
k=1
mX
l=1
mX
q=1
kq
2
l

2ikl2ilq + 2ilk2ilq + 2ilk2iql + 2ikl2iql

2i =
mX
k=1
2k
2
1ik + 2
4
k
22ikk +
mX
k=1
mX
p=1
2p
2
k

1ik2ipk + 1ik2ikp

+
+
mX
k=1
mX
l=1
mX
q=1
kq
2
l

2ikl2ilq +2ilk2ilq +2ilk2iql +2ikl2iql

(3.74)
ove  e  indicano la potenza e il prodotto alla Hadamard, rispettivamente.
In definitiva, le relazioni (3.65) e (3.74) stabiliscono come variano le medie stocasti-
che dell’autosoluzione al variare delle medie k e delle varianze 
2
k
dei parametri; nel
caso deterministico, le (3.74) sono identicamente nulle e sopravvivono solo le (3.65).
E` immediato verificare che annullando i termini quadratici (quelli etichettati con il
pedice 2) si ottengono subitamente le medie stocastiche al primo ordine (cfr. x 3.6.2), e
nello specifico: le (3.65) forniscono lemedie (3.36), le (3.74) forniscono le varianze (3.37),
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e la (3.72) e la (3.73) forniscono le relazioni delle covarianze (3.41) e (3.42), rispettiva-
mente. Si sottolinea pure che, dierentemente da quanto riscontrato con l’approccio
al primo ordine, per il quale l’ipotesi di distribuzione gaussiana dei parametri veniva
utilizzata soltanto al fine di riconoscere a priori la natura gaussiana anche dell’autosolu-
zione, nel caso al secondo ordine tale ipotesi e` stata ampiamente utilizzata nel ricavare
le varianze e covarianze di autovalori e autovettori.
3.7.3 Interpretazione delle medie stocastiche dell’autosoluzione
Per interpretare meglio le relazioni trovate nel paragrafo precedente, e` conveniente
riscrivere le equazioni che forniscono le medie stocastiche dell’autosoluzione con riferi-
mento al casomono-parametrico. All’uopo, e` suciente imporrem = 1 nelle (3.65), per
le medie, e nelle (3.72) e (3.73), per le covarianze (da cui anche le varianze), ottenendo:8>>>>>>>>>><>>>>>>>>>>:
i = 0i + 1i +

2 + 
2


2i
i j = 
2
1i1 j + 2
2
(1i2 j + 1 j2i) + (2
4
 + 4
2

2
)2i2 j
i
= 0i + 1i +

2 + 
2


2i
i j = 
2
1i
>
1 j + 2
2
(1i
>
2 j +1 j
>
2i) + (2
4
 + 4
2

2
)2i
>
2 j
(3.75)
relazioni in cui e` immediato verificare come ponendo  = 0 si ottiene il caso deter-
ministico (varianze e covarianze dell’autosoluzione identicamente nulle). Nelle (3.75)
e` anche piu` evidente il contributo dei termini del secondo ordine; in particolare, si
apprezza come il valore atteso dell’autosoluzione dipenda al secondo ordine anche
dalla varianza 2 del parametro, vale a dire, che le medie di autovalori e autovettori
vengono traslate rispetto al valore corrispondente alla media del parametro.
Come si e` gia` detto nel paragrafo precedente, inoltre, la distribuzione dell’autoso-
luzione si mantiene gaussiana soltanto arrestando l’approccio perturbativo al primo
ordine, mentre al secondo, le (3.75) forniscono le prime due medie stocastiche di una
soluzione la cui distribuzione resta incognita. Tuttavia, e` possibile stimare di quanto
queste distribuzioni si discostino dal caso gaussiano valutando il coeciente di asim-
metria o Skewness e il coeciente di eccesso o Kurtosis in eccesso (ovvero, i momenti
centrali normalizzati del terzo e quarto ordine, cfr. Appendice B). Per semplicita` e
nello spirito del presente paragrafo, il calcolo e` eseguito con riferimento al caso mono-
parametrico; tuttavia, si e` visto che formalmente il caso multi-parametrico puo` essere
ricondotto a quello mono-parametrico stabilendo dei percorsi ("), ovvero esplorando
l’andamento dell’autosoluzione nello spazio dei parametri  tramite curve parametriz-
zate in funzione di " (rette per il caso al primo ordine, parabole per il caso al secondo
ordine).
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Con riferimento al generico autovalore i, il coeciente di asimmetria si scrive:
ai =
M3i
3
i
=
E

0i + 1i + 22i

 

0i + 1i +

2 + 
2


2i
3
3
i
(3.76)
ovvero, semplificando e facendo uso della (3.75)2:
ai =
E

1i + 22i   1i  

2 + 
2


2i
3

2

21i + 2
2

(21i2i) + (24 + 4
2

2

)22i
3=2 (3.77)
A questo punto e` suciente operare con una serie di manipolazioni semplici, qui
omesse per brevita`: sviluppare la potenza al cubo al numeratore, utilizzare le regole
di sostituzione di Tabella B.1 per i momenti non centrali di una variabile gaussiana e
semplificare ove possibile; cosı` facendo si ottiene:
ai =
22i(42
2
2i + 3(1i + 22i)
2)
(22

22i + (1i + 22i)
2)3=2
(3.78)
Per il coeciente di eccesso del generico autovalore i si ha invece:
ei =
M4
4
  3 =
E

0i + 1i + 22i

 

0i + 1i +

2 + 
2


2i
4
4
i
  3
ovvero, semplificando e utilizzando la (3.75)2:
ai =
E

1i + 22i   1i  

2 + 
2


2i
4

2

21i + 2
2

(21i2i) + (24 + 4
2

2

)22i
2   3 (3.79)
Procedendo in maniera analoga a quanto visto per il coeciente di asimmetria, si
sviluppare la potenza alla quarta al numeratore, si utilizzano le regole di sostituzione
di Tabella B.1 per i momenti non centrali di una variabile gaussiana e si semplifica ove
possibile. Omettendo per brevita` tutti i passaggi, non complessi ma alquanto lunghi, il
risultato che si ottiene e` il seguente:
ei =
482
2
2i(
2

2
2i + (1i + 22i)
2)
(22

22i + (1i + 22i)
2)2
(3.80)
Ripetendo le dimostrazioni precedenti con riferimento al generico autovettore i,
si ottengono per l’autosoluzione le seguenti relazioni del coeciente di asimmetria:8>>>>>>><>>>>>>>:
ai =
22i(42
2
2i + 3(1i + 22i)
2)
(22

22i + (1i + 22i)
2)3=2
ai =
22i  (4222i + 3(1i + 22i)2)
(22

22i + (1i + 22i)2)3=2
(3.81)
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e del coeciente di eccesso:8>>>>>>><>>>>>>>:
ei =
482
2
2i(
2

2
2i + (1i + 22i)
2)
(22

22i + (1i + 22i)
2)2
ei =
482
2
2i (
2

2
2i + (1i + 22i)
2)
(22

22i + (1i + 22i)2)2
(3.82)
Si precisa come, coerentemente con il significato attribuito a questi coecienti
(misure della distanza da una distribuzione gaussiana), sia le (3.81) che le (3.82) si
annullano se si trascurano i termini del secondo (al primo ordine la distribuzione e`
infatti gaussiana). I due coecienti sono altresı` nulli nel caso deterministico, come e`
evidente ponendo  = 0 nelle relazioni precedenti.
3.7.4 Esempio
Si analizza nuovamente il sistema a 4 gradi di liberta` di Figura 3.1; per una descrizione
completa delle caratteristiche dello stesso si veda quanto gia` riportato al x 3.6.3.
Ai fini dell’approccio perturbativo, l’applicazione delle (3.62) fornisce immediata-
mente:
M2 = 0 K2 = 0 (3.83)
mentre i termini di ordine 0 e 1, ossiaM0,M1, K0 e K1, restano banalmente gli stessi di
cui al succitato x 3.6.3.
Si rianalizzano quindi i due casi (perturbati):
 caso 1 - deterministico:  2 (0; 0:5], 2 = 0;
 caso 2 - aleatorio:  2 (0; 0:5], 2 = (0:05)2;
e si confronta la soluzione ottenuta con l’approccio perturbativo (PA), ovvero tramite
le relazioni da (3.65) a (3.82), con la soluzione del problema agli autovalori (3.32): per il
caso deterministico sostituendo il valore corrente di , ovvero valutando l’andamento
dell’autosoluzione (ES) al variare del parametro; per il caso aleatorio eseguendo una
simulazione Monte Carlo (MC) di 5000 campioni per ogni valore corrente di (; 2).
I risultati ottenuti in termini di autovalori e autovettori sono illustrati in Figura 3.9,
per il caso 1, e in Figura 3.10, per il caso 2, e seguono lo stesse convenzioni gia` usate
per il caso di approccio perturbativo al primo ordine:
 caso 1 - deterministico: le curve continue e tratteggiate indicano rispettivamente
la soluzione esatta del problema agli autovalori (ES) e la soluzione approssimata
ottenuta con approccio perturbativo (PA);
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Figura 3.9: Andamento dell’autosoluzione al variare del parametro , caso 1.
 caso 2 - aleatorio: le curve continue e tratteggiate a tratto spesso indicano rispet-
tivamente il valore medio fornito dalle simulazioni Monte Carlo del problema
agli autovalori (MC) e quello approssimato ottenuto con approccio perturbativo
(PA); le curve continue e tratteggiate a tratto sottile, riferite rispettivamente alle
simulazioni Monte Carlo (MC) e all’approccio perturbativo (PA), tracciano poi
l’intervallo di confidenza ottenuto sommando e sottraendo 3 deviazioni standard
al precedente valore medio (com’e` noto, nel caso di distribuzione normale tale
intervallo assicura una probabilita` del 99.7 %);
e si ricorda che i grafici assumono la componente massima rispetto a cui i modi erano
stati precedentemente scalati come componente di riferimento (unitaria per tutti i valori
del parametro).
L’errore commesso usando l’approccio perturbativo, crescente man mano che ci si
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Figura 3.10: Andamento dell’autosoluzione al variare del parametro , caso 2.
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allontana dalla soluzione imperturbata, e` misurato attraverso i seguenti confronti:
 caso 1 - deterministico: confronto tra le medie fornite dalla soluzione esatta
del problema agli autovalori (ES) e quelle approssimate ottenute con l’approccio
perturbativo (PA);
 caso 2 - aleatorio: confronto tra le medie e le deviazioni standard fornite dalle
simulazioni Monte Carlo (MC) con quelle ottenute con l’approccio perturbativo
(PA). Per i valori dei coecienti di asimmetria ed eccesso si veda quanto riportato
piu` avanti;
ove i confronti relativi alle componenti dei modi sono da intendersi scevri della
componente di riferimento.
I risultati ottenuti possono cosı` sintetizzarsi:
 le curve continue, per il caso 1 (ES vs PA), e quelle tratteggiate, per il caso 2
(MC vs PA), di Figura 3.11 mostrano le dierenze percentuali tra le medie. Gli
andamenti mostrano che, passando da un approccio perturbativo al primo ordi-
ne a uno al secondo ordine, l’errore massimo (in valore assoluto) cala dal 10 al
4 %, per gli autovettori, e dal 30 al 20 %, per gli autovettori. Inoltre, anche al
secondo ordine si ritrova che le curve continue, relative al caso deterministico,
sono praticamente indistinguibili da quelle tratteggiate, relative al caso aleatorio.
Questo e` dovuto alla concomitanza di due circostanze: le dierenze percentuali
tra le medie fornite dalla soluzione esatta del problema agli autovalori determini-
stico (ES) e quelle relative al problema aleatorio ottenute dalla simulazioneMonte
Carlo (MC) sono estremamente contenute, come gia` mostrato in Figura 3.7; poi,
seppure con un’approccio perturbativo al secondo ordine l’autosoluzione media
dipende anche dalle varianze dei parametri (cfr. equazione 3.65), e` immediato
verificare che, per i valori assunti, il peso del contributo sia poco significativo, i.e.,
caso 1 e caso 2 posseggono medie molto prossime;
 per il caso aleatorio, le dierenze percentuali tra le deviazioni standard (MC
vs PA) testimoniano, come gia` riscontrato, che l’approccio perturbativo fornisce
risultati piu` attendibili per gli autovalori che per le componenti dei modi. Circa il
passaggio da un approccio perturbativo al primo ordine a uno al secondo ordine,
anche la riduzione dell’errore massimo (in valore assoluto) e` piu` marcata per
gli autovettori che per gli autovettori. Infine, si rileva nuovamente il particolare
comportamento della quarta componente del quarto modo di cui al x 3.6.3.
Si riportano in ultimo i valori del coeciente di asimmetria o Skewness e del coef-
ficiente di eccesso o Kurtosis in eccesso (cfr. Appendice B) ottenuti tramite l’approccio
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Figura 3.11: Dierenze percentuali tra le medie, caso 1 (ES vs PA) e caso 2 (MC vs PA).
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Figura 3.12: Dierenze percentuali tra le deviazioni standard, caso 2 (MC vs PA).
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Figura 3.13: Andamento del coeciente di asimmetria a, caso 2.
perturbativo (PA), i.e., tramite le (3.81) e (3.82), e con le simulazioni Monte Carlo (MC);
si ricorda che nel caso di approccio perturbativo al primo ordine entrambi i coecienti
risultavano essere nulli (sia autovalori che autovettori avevanodistribuzione gaussiana,
cfr. x 3.6.2).
Gli andamenti di Figura 3.13 e 3.14 testimoniano che l’approccio perturbativo svi-
luppato fornisce soltanto una stima grossolana dei due coecienti. Tuttavia, visti i
valori6, e` possibile concludere che le distribuzioni dell’autosoluzione in esame sono
approssimativamente gaussiane (si conferma, pero`, il particolare comportamento della
6Interpretazione dei coecienti di asimmetria ed eccesso: in [3.6] si suggerisce che una distribuzione e` da
ritenersi fortemente asimmetrica se a e` minore di -1 o maggiore di 1, moderatamente asimmetrica per
valori tra -1 e -1/2 o 1/2 e 1, e approssimativamente simmetrica nei restanti casi, cioe` per a compreso tra
-1/2 e 1/2. Sul coeciente di eccesso, invece, non sono note a chi scrive indicazioni precise a riguardo, ma
la prassi vuole che una distribuzione possa considerarsi normocurtica per valori di e compresi tra -1/2 e
1/2.
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Figura 3.14: Andamento del coeciente di eccesso e, caso 2.
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Figura 3.15: Simulazione Monte Carlo dell’autovalore 1 (caso 2) per  = 0:25 e
 = 0:0125.
quarta componente del quarto modo).
A titolo esplicativo, si analizza nel dettaglio la distribuzione dell’autovalore 1 in
corrispondenza dei valori  = 0:25 e  = 0:0125 del parametro. Il risultato fornito dai
5000 campioni della simulazione e` riportato in Figura 3.15, in cui sono altresı` evidenziati
i valori della media e della deviazione standard.
L’istogramma normalizzato corrispondente a tale simulazione Monte Carlo (per
fissare il numero di bin si e` usato ilmetodo square root) e` riportato in Tabella 3.2; in eetti,
risulta esseremolto prossimo a una distribuzione gaussiana della densita` di probabilita`.
Confrontando tali risultati con quelli dell’approccio perturbativo, in termini sia di dati
(media, deviazione standard, skewness, kurtosis e rispettive dierenze percentuali )
che di grafici, e` infine possibile sia apprezzare l’eetto dei termini del secondo ordine,
che confermare, al netto della discrepanza residua, la somiglianza dell’istogramma a
una distribuzione normale.
Si precisa che la distribuzione di probabilita` relativa all’approccio perturbativo al
secondo ordine e` stata graficata come una gaussiana, cosa valida, a rigore, soltanto
al primo ordine. Anche se gli esigui coecienti di asimmetria e kurtosis suggerisco-
no che l’errore commesso con tale approssimazione e` da ritenere ridotto, e` possibile
meglio indagare questa incongruenza. Infatti, la teoria della probabilita` stabilisce che
una dipendenza funzionale tra due variabili aleatorie x e y del tipo y = y(x) impone
alle corrispondenti distribuzioni di probabilita` px(x) e py(y) il soddisfacimento della
relazione:
py(y)jdyj = px(x)jdxj (3.84)
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1 MC
PA
1 ordine 2 ordine
 204.3223 207.1395 204.9410
 0.8265 0.4984 0.7177
a -0.0818 0 -0.0458
e 0.0142 0 0.0028
 - 1.38 % 0.30 %
 - -39.70 % -13.16 %
a - - 44.00 %
e - - -80.28 %
Tabella 3.2: Distribuzioni dell’autovalore 1 (caso 2) per  = 0:25 e  = 0:0125.
da cui:
py(x) =
px(x)
jdy(x)=dxj (3.85)
che per l’applicazione di cui sopra fornisce:
p1() =
p()
jd1()=dj (3.86)
Nella relazione precedente, il primo membro e` quello incognito, mentre i termini al
secondo membro sono noti:
p() = N(; 2)
d1()
d
=

0i + 1i + 22i
 
i=1
d
= (1i + 22i)ji=1 (3.87)
ottenendo in definitiva:
p1() =
N(; 2)
j1i + 22ij

i=1
(3.88)
relazione che testimonia, come gia` dimostrato in precedenza per altra via, che al primo
ordine la distribuzione dell’autosoluzione e` ancora gaussiana (al primo ordine soprav-
vive infatti soltanto il fattore di scala 1=1i). Per ottenere la relazione cercata p1(1) si
scrive infine:
p1(1) =
N(; 2)
j1i + 22ij

=(i); i=1
(3.89)
Il grafico di Figura 3.16 riporta gli andamenti delle distribuzioni eettiva (sotto
l’ipotesi di approssimazione al secondo ordine, ovvero come da equazione (3.89)) e
gaussiana: la discrepanza che se ne desume e` molto ridotta; se da una parte questo
risultato conferma, come gia` preannunciato sulla base dei coecienti di asimmetria e
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Figura 3.16: Distribuzioni dell’autovalore 1 al secondo ordine: confronto tra la
distribuzione eettiva e quella gaussiana.
kurtosis, che la distribuzione in questione ha un andamento molto prossimo a quello
gaussiano, dall’altra testimonia come, se d’interesse, l’approccio perturbativo sia in
grado di fornire non solo le statistiche dell’autosoluzione, ma anche le corrispondenti
distribuzioni di probabilita`.
3.8 Irregolarita` nelle distribuzioni
Nello studio delle statistiche dell’autosoluzione si e` sottolineata la presenza di alcune ir-
regolarita` nelle distribuzioni, sia nel raronto tra le deviazioni standard, cfr. Figura 3.8
e Figura 3.12, per il caso al primo e al secondo ordine, rispettivamente, sia nel calcolo
dei momenti normalizzati del terzo e quarto ordine, cfr. Figura 3.13 e Figura 3.14, per
il coeciente di asimmetria e di eccesso, rispettivamente. Tali fenomeni, riferiti alla
quarta componente del quarto modo, sono stati registrati in corrispondenza dell’inver-
sione di ordine tra la prima e la terza componente dello stesso modo, cfr. Figura 3.5 e
Figura 3.10, per il caso al primo e al secondo ordine, rispettivamente.
Poiche´ da una ricerca nella letteratura il fenomeno non sembra essere mai stato rile-
vato, vale la pena approfondirlo, cercando di delinearne le caratteristiche. Allo scopo,
in Figura 3.17 si ripropongono le statistiche di ordine dal primo al quarto ottenute con
la simulazione Monte Carlo (MC) e con l’approccio perturbativo (al primo ordine, PA1
e al secondo, PA2) nel consueto range  2 (0; 0:5], 2 =
 
0:05
2 (il caso denominato
2 in precedenza): mentre la media presenta un andamento regolare, lo stesso non si
verifica per la deviazione standard, che tende ad annullarsi per poi ricrescere, e ancor
di piu` per il coeciente di asimmetria e per quello d’eccesso chemostrano una cuspide.
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Figura 3.17: Andamento delle prime quattro statistiche della quarta componente del
quarto modo (caso 2).
Figura 3.18: Istogrammi normalizzati della quarta componente del quarto modo.
Peraltro, il fenomeno e` colto, seppure in maniera sommaria, anche con l’approccio per-
turbativo (per il coeciente di asimmetria e per quello d’eccesso e` necessario almeno
un approccio del secondo ordine dato che, come piu` volte richiamato, al primo ordine
l’autosoluzione presenta una distribuzione gaussiana).
Per meglio apprezzare questi risultati, in Figura 3.18 si riportano gli istogrammi
normalizzati forniti dalle simulazioni Monte Carlo nell’intorno dell’irregolarita` della
risposta (per fissare il numero di bin si e` usato il metodo square root): gli andamenti
di figura confermano ed enfatizzano un cambiamento qualitativo significativo nelle
distribuzioni. Concludendo, il fenomeno sembra essere d’interesse e come possibile
prospettiva futura potrebbe essere utile indagare sotto quali condizioni tali irregolarita`
si presentano, ovvero, in che misura esse dipendono dal modello strutturale adottato
(ivi comprese le distribuzioni di partenza dei parametri incerti) e dallo scalamento
eettuato sui modi.
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Capitolo 4
Problema inverso
4
Stabilite le caratteristiche stocastiche del problema dinamico diretto, il metodo d’i-
dentificazione proposto nell’ambito del problema inverso si basa sulla minimizzazione
di una funzione obiettivo che valuta le medie e le varianze dei parametri a partire dalle
prime due medie stocastiche di autovalori e autovettori.
4.1 Premessa
La maggior parte delle applicazioni di dinamica strutturale basano il loro successo sul-
l’accuratezza del modello matematico interpretativo della struttura; tuttavia, a causa
delle complessita` presenti nelle strutture reali, il modello, per quanto meticolosa possa
essere la modellazione, non puo` che fornire una rappresentazione piu` o meno appros-
simata dell’eettivo comportamento del sistema. Per questo motivo, le misurazioni al
vero della risposta strutturale sono uno strumento essenziale di analisi.
Mentre nell’ambito del problema diretto si opera generalmente con un modello
fisico (di solito derivato da una simulazione agli elementi finiti FE), in ambito dinamico
sperimentale si preferisce, dierentemente, utilizzare un modello modale, cfr. x 2.5.1.
La strategia d’identificazione strutturale seguita per ricostruire il modello fisico, nota
anche come model updating, consiste nell’eettuare una prima stima del modello fisico
da aggiornare poi utilizzando il modello modale sperimentale.
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Un problema di grande interesse in ambito inverso e` poi l’identificazione delle
modifiche nei parametri strutturali, specialmente quelle che implicano un danneggia-
mento strutturale, ovvero, una modifica nello stato di salute dell’opera. I cambiamenti
fisici, in termini di massa, rigidezza o smorzamento, alterano certamente il comporta-
mento dinamico del sistema, pertanto, eettuata una nuova campagna sperimentale, e`
possibile utilizzare la stessa procedura di model updating descritta precedentemente
per aggiornare nuovamente il modello fisico. Nello specifico, si utilizza il modello fisi-
co aggiornato nella prima campagna sperimentale come prima stima, e lo si aggiorna
sulla base dei risultati della seconda campagna sperimentale. Dal confronto tra i due
modelli fisici e` possibile stimare le modifiche nei parametri strutturali. L’operazione
puo` essere ulteriormente ripetuta, continuous model updating, in modo da garantire nel
tempo un monitoraggio delle prestazioni dell’opera; inoltre, puo` essere eettuata con
riferimento sia a strutture deterministiche sia stocastiche. La principale dicolta` e` che,
in entrambi i casi, ma a maggior ragione per il caso aleatorio, la soluzione di questo
problema inverso potrebbe non essere univoca oppure non esistere.
La filosofia del model updating potrebbe essere messa in discussione da alcuni ana-
listi. Tra gli approcci dedicati all’aggiornamento diretto del modello fisico, si ricordano
[4.14], tra quelli a carattere deterministico, e [4.4], tra quelli stocastici. Altri metodi,
utilizzati anche recentemente [4.10], sono dedicati all’identificazione di media [4.12]
e varianza [4.13] delle matrici di massa e rigidezza sulla base dell’ottimizzazione del
filtro di Kalman esteso.
In questa sede l’utilizzo della tecnica del model updating e` motivato sia dall’e-
sperienza, che ha giustificato i meriti del metodo [4.18, 5], sia dalla prassi operativa
che, come gia` precisato, predilige in ambito dinamico sperimentale il modello modale.
Allo scopo, nel capitolo precedente si sono analizzate le relazioni che intercorrono tra
un modello fisico discreto a parametri incerti e il corrispondente modello modale. In
particolare, si e` utilizzato un approccio perturbativo al secondo ordine per ricavare
in forma esplicita le medie e le covarianze dell’autosoluzione corrispondenti a un set
di parametri incerti gaussiani e indipendenti. In questa sede, operando in direzione
inversa, si vogliono ricavare le medie e le varianze dei parametri incerti note che siano
le distribuzioni di frequenze e modi di vibrazione. Il vantaggio del metodo proposto
rispetto agli altri di letteratura e` l’utilizzo di una funzione obiettivo capace di sfruttare
i vantaggi computazionali dell’approccio perturbativo; la metodologia proposta e` del
tutto generale, in quanto indipendente dall’ordine di approssimazione raggiunto nella
perturbazione. Per un confronto dettagliato con altri filoni di ricerca si rimanda al
x 4.2.7.
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4.2 Approccio perturbativo
Partendo dalle prove dinamiche, l’autosoluzione (frequenze e modi) di una struttura
puo` essere ottenuta operando secondo le classiche tecniche d’identificazione dinamica
modale, cfr. x 2.5.1; i risultati presenteranno una certa dispersione, di cui e` immediato
valutare media e varianza. Sfruttando le relazioni ottenute nel capitolo precedente
tramite l’approccio perturbativo, a queste quantita` sperimentali e` possibile far corri-
spondere una controparte analitica funzione delle proprieta` di massa e rigidezza del
modello fisico, in particolare, le (3.36) e (3.37), nel caso di soluzione al primo ordine, e
le (3.65) e (3.74), nel caso al secondo ordine.
In tali equazioni le quantita` perturbative (0i; 1ik; 2ikl) e (0i;1ik;2ikl) sono da
intendersi note (il concetto verra` chiarito al x 4.2.2), mentre le uniche grandezze in-
cognite sono, indipendentemente dall’ordine di perturbazione, soltanto le 2m coppie
(k ; k); 2m e`, quindi, il numero delle incognite. Detto n il numero di gradi di liberta`
del modello fisico, il numero di equazioni non e` pero` pari a 2n equazioni scalari (medie
e varianze degli autovalori) piu` 2n equazioni vettoriali (medie e varianze degli autovet-
tori), in quanto il numero di frequenze e modi misurati durante una prova dinamica e`
generalmente molto minore di n. Il problema posto puo` essere approcciato tramite la
scrittura di una funzione obiettivo.
Una prima funzione obiettivo di tentativo potrebbe essere banalmente la seguente
(una stima quadratica dell’errore):
E(k ; k) =
nX
i=1

i   ˜i
2
+

i   ˜i
2
+
nX
i=1

i
  ˜i
> 
i
  ˜i

+

i   ˜i
> 
i   ˜i
 (4.1)
ove i termini (i ;i ; i ;i) sono quantita` analitiche, funzione soltanto di (k ; k),
mentre i termini (˜i ; ˜i ; ˜i ; ˜i) rappresentano le corrispondenti quantita` misurate;
n e n indicano invece il numero di autovalori e autovettori misurati, rispettivamente
(con i vincoli n  n e n  n).
La (4.1), per quanto corretta da un punto di vista formale, e` una formulazione
che non garantisce, in generale, che le quantita` scalari (gli autovalori) e le quantita`
vettoriali (gli autovettori) siano pesate correttamente e lo stesso dicasi per i valori medi
e le varianze. Una formulazione in grado di garantire che tanto i termini vettoriali
quanto le deviazioni standard siano pesati opportunamente nella funzione obiettivo e`
la seguente:
E(k ; k) =
nX
i=1
 
1  
Ki
K˜i
!2
+
nX
i=1

1  
q
MAC(Ki; K˜i)
2
(4.2)
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avendo indicato con K un certo frattile e dove le quantita` (Ki; Ki) sono quantita`
analitiche, funzione soltanto di (k ; k), mentre i termini (
K˜i; K˜i) sono la controparte
misurata. I modi analitici sono da intendersi valutati soltanto nelle posizioni per le
quali si dispone della misura sperimentale (in corrispondenza dei sensori), in modo
che le dimensioni degli autovettori siano identiche.
L’idea di base e`:
 confrontare gli autovalori in termini di errore normalizzato;
 confrontare gli autovettori con ilMAC (Modal Assurance Criterion):
MAC(a;b) =
j a>b j2
(a>a)(b>b) (4.3)
 confrontare le autosoluzioni utilizzando un certo frattile, in modo che la funzione
obiettivo preservi il carattere stocastico del problema (se, come caso degenere
particolare, il problema e` deterministico, la procedura continua a valere, con i
frattili che collassano nei valori medi).
L’identificazione dei parametri incerti si concretizza con la ricerca del minimo
globale:
(˜k ; ˜k) = argminE(k ; k) k  0 + altri vincoli (4.4)
ossia delle coppie (˜k ; ˜k) cheminimizzano la funzione obiettivo, con il vincolo k  0
(la deviazione standard e` una quantita` semidefinita positiva, che vale 0 soltanto nel
caso deterministico) piu` gli altri vincoli dettati dalla fisica del problema (la massa e la
rigidezza di un elemento sono quantita` strettamente positive).
4.2.1 Approfondimenti sulla funzione obiettivo
La (4.2) non e` l’unica funzione obiettivo applicabile, per questo motivo appare oppor-
tuno giustificarne meglio l’utilizzo.
Ignorando per ora il concetto di frattile, la scelta di scrivere il contributo degli
autovalori in termini di errore normalizzato: 
1  
Ki
K˜i
!2
=
 Ki  K ˜i
K˜i
!2
(4.5)
e` abbastanza classica, anche se in genere ci si preferisce alle frequenze piuttosto che
agli autovalori; qui l’utilizzo di questi ultimi piuttosto che dei primi e` motivato dalla
natura dell’approccio perturbativo, cfr. Nota 1 di pag. 59.
Piu` controverso e` il contributo d’errore legato agli autovettori. Molti studi, tra
questi [4.23, 16], preferiscono trascurare questo contributo, motivando l’utilizzo della
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sola parte in autovalori dell’autosoluzione sulla base sia della robustezza di tali mi-
sure, sia, da un punto di vista pratico, della semplicita` con cui le frequenze possono
essere estratte (nel caso di autovettori e` necessario predisporre una rete di sensori,
nel caso di autovalori anche un solo sensore opportunamente posizionato puo` essere
suciente per selezionare le frequenze d’interesse). Tuttavia, siccome non e` da esclu-
dere a priori che almeno alcuni dei modi di vibrazione siano fedelmente misurati
sperimentalmente, nella (4.2) si e` comunque preferito contemplare anche la possibi-
lita` di inserire il corrispondente termine d’errore, qui valutato per tramite del Modal
Assurance Criterion: 
1  
q
MAC(Ki; K˜i)
2
(4.6)
Il MAC fu introdotto nei primi anni ottanta [4.2] come un criterio per verificare
la qualita` tra due set di autovettori, classicamente quelli misurati sperimentalmente e
quelli analitici. Precedentemente, il metodo usuale di confronto prevedeva di ricorre
alle condizioni di ortogonalita` dei modi di vibrare sperimentali rispetto alle matrici
di massa e rigidezza analitiche, ma, com’e` evidente, il risultato di questo processo di
controllo risultava essere contaminato dalla propagazione dell’errore nella valutazione
delle matrici del sistema. Il MAC, invece, e` una funzione a valori reali che confronta i
due set di autovettori e assume un valore compreso tra 0 e 1, nello specifico: vale 0 se
non esiste alcuna corrispondenza tra due autovettori e 1 se la corrispondenza e` perfetta.
Solitamente i risultati sono proposti in una formamatriciale, in cui le righe e le colonne
aeriscono ai due set di autovettori, inmodo che ogni elemento dellamatrice fornisca il
valore delMACdei due autovettori indicati dalla riga e dalla colonna corrispondenti. E`
importante sottolineare che, non essendo gli autovettori scalati rispetto alla matrice di
massa o alla matrice di rigidezza, il MAC e` un controllo di qualita`, non di ortogonalita`
[4.1] (lo diventa solo nel caso particolare in cui le matrici del sistema sono matrici
diagonali composte da elementi identici).
L’utilizzo proposto per ilMACnella funzione obiettivo e` coerente con la definizione
ordiginaria, in quanto il criterio e` utilizzato per stimare l’errore tra un dato autovettore
misurato e la sua controparte analitica. Da un punto di vista geometrico, e` una stima di
coerenza tra i due vettori, indipendente dallo scalamento e che rappresenta unamisura
quadratica del coseno compreso tra i due se pensati appartenenti allo spazio delle n-
uple (il che giustifica la presenza della radice); si tratta, pertanto, di una descrizione
dell’errore coerente con la definizione di modo di vibrare. In [4.9], con riferimento a
problemi deterministici, e` proposta la:
1  
q
MAC(Ki; K˜i)
2
MAC(Ki; K˜i)
(4.7)
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che e` certamente un’espressione egualmente valida; la (4.6) e` stata qui preferita per
simmetria rispetto alla (4.5). Altri metodi di letteratura, come ad esempio quello
utilizzato in [4.22], basati sul confronto diretto delle componenti modali, appaiono
invece poco idonei, visto che ignorano la natura vettoriale degli enti in gioco.
L’ultima questione da redimere e` come preservare il carattere stocastico del pro-
blema nella formulazione della funzione obiettivo: in questa sede la scelta e` ricaduta
sull’esprimere l’autosoluzione con riferimento a un certo frattile. Si tratta di unmetodo
semplice e intuitivo per tenere conto dell’incertezza, comunemente adoperato nell’am-
bito del problema diretto e gia` utilizzato in altri problemi di minimizzazione [4.3]. Per
quanto riguarda la scelta del frattile, il calcolo potrebbe non essere cosı` immediato:
come si e` gia` ampiamente discusso nell’ambito diretto, anche se il problema agli auto-
valori e` funzione di sole variabili gaussiane, in genere l’autosoluzione non lo e`. Una
soluzione semplice alla questione puo` pero` trovarsi tramite una definizione alternativa
del frattile; se pensato come un limite superiore della risposta [4.3], allora si puo` porre
semplicemente: 8>>><>>>:
Ki = i + 3 i
Ki = i
+ 3i
(4.8)
(e analoghe per le quantita` misurate) ove la scelta del valore 3 discende dal valore del
coeciente c tale che, se x e` una variabile gaussiana di media x e deviazione standard
x, allora:
Kx = x + cx (4.9)
ha una probabilita` di non superamento pari al 99.9 % circa.
4.2.2 Utilizzi della procedura
La procedura puo` essere utilizzata per i due scopi descritti al x 4.1, ossia come tec-
nica di model updating stocastico, nel caso di una singola campagna di prove, o ai
fini dell’identificazione stocastica di modifiche strutturali, nel caso di due o piu` misu-
re sperimentali. La formulazione e` sostanzialmente la stessa, ma il significato delle
grandezze in gioco e dei parametri incerti valutati e` dierente.
Per eettuare il model updating stocastico del modello si inizializzano le matrici
M0 e K0 e si risolve l’equazione generatrice corrispondente, allo scopo di valutare
l’autosoluzione 0i e 0i. Nel paragrafo precedente si e` detto pero` che tutte le quantita`
perturbative (0i; 1ik; 2ikl) e (0i;1ik;2ikl) sono da intendersi note, vale a dire, che
anche ladipendenzaparametricadella strutturadeve essere nota. Il problema e` comune
ad altre tecniche di letteratura [4.4], e viene in genere arontato estendendo la funzione
obiettivo in modo che essa sia in grado di contemplare la presenza di piu` possibili
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ipotesi parametriche:
E(k ; k ;Mh) = E(k ; k)
Mh (4.10)
doveMh rappresenta la classe di modelli candidati, a ognuno dei quali corrispondono,
per tramite delle relazioni algebriche (3.34) e (3.61), dierenti termini (1ik; 2ikl) e
(1ik;2ikl). Conseguentemente, la procedura d’identificazione richiede la ricerca del
minimo globale:
(˜k ; ˜k ;M˜h) = argminE(k ; k ;Mh) k  0 + altri vincoli (4.11)
ossia del modello M˜h e delle coppie (˜k ; ˜k) che minimizzano la funzione obietti-
vo. Tanto l’onere computazionale, quanto la bonta` della soluzione, sono direttamente
correlati a una scelta appropriata delle matrici di partenza M0 e K0 e della classe dei
modelli selezionatiMh; in genere, le specificita` fisiche del problema strutturale analiz-
zato permettono di inizializzare in maniera sucientemente approssimata le matriciM0
e K0 e riducono i modelli candidabili nella classeMh a un numero ridotto.
Per l’utilizzo della procedura come identificazione stocastica di modifiche strutturali
le matrici M0 e K0 con le quali risolvere l’equazione generatrice e quindi valutare
l’autosoluzione 0i e0i si ottengono dal precedente step di model updating stocastico;
ricordando che al secondo ordine la dipendenza funzionale delle matrici del sistema
dai parametri si scrive:8>>>>>>><>>>>>>>:
M() =M0 +
mX
k=1
M1kk +
mX
k=1
mX
l=1
klM2kl
K() = K0 +
mX
k=1
K1kk +
mX
k=1
mX
l=1
klK2kl
(4.12)
mediando queste equazioni (con dimostrazione formalmente analoga a quella del
x 3.7.2) si possono ottenere le matriciM0 e K0 aggiornate:8>>>>>>>>>>><>>>>>>>>>>>:
M0 =
0BBBBBBBB@M0 +
mX
k=1
kM1k +
mX
k=1
mX
l=1
l,k
klM2kl +
mX
k=1

2k + 
2
k

M2kk
1CCCCCCCCA

MU
K0 =
0BBBBBBBB@K0 +
mX
k=1
kK1k +
mX
k=1
mX
l=1
l,k
klK2kl +
mX
k=1

2k + 
2
k

K2kk
1CCCCCCCCA

MU
(4.13)
oveMU indica che le quantita` a secondo membro sono quelle valutate nella procedura
di model updating. Il resto della procedura e` esattamente identico al caso precedente:
si sceglie la classeMh dimodelli candidati, a ognuno dei quali corrispondono dierenti
termini (1ik; 2ikl) e (1ik;2ikl), e si utilizza la (4.11) per identificare il modello M˜h e
le coppie (˜k ; ˜k). Anche in questo caso l’onere computazionale e la bonta` della
soluzione sono correlati alla classe dei modelli selezionatiMh.
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Se si dispone di ulteriori misure sperimentali successive, la procedura di identifi-
cazione stocastica delle modifiche strutturali appena descritta puo` essere ripetuta (le
matriciM0 eK0 verranno aggiornate per tramite della (4.13), sostituendo aMU l’ultimo
risultato disponibile), prefigurando un continuous model updating.
Sintetizzando, sia che si tratti di model updating stocastico che di identificazione
stocastica di modifiche strutturali o continuous model updating, la procedura d’iden-
tificazione proposta, appartenente alla classe dei metodi ai minimi quadrati, consiste
nei seguenti tre step:
 eettuare le prove dinamiche e stimare le medie e le varianze sperimentali
dell’autosoluzione;
 valutare le quantita` (deterministiche) perturbative per i vari modelli candidati;
 implementare la funzione obiettivo e stimare i parametri incerti.
In Figura 4.1 la procedura e` sintetizzata sotto la forma di diagramma di flusso; l’utilizzo
della simbologia standard di tale tipo di diagrammi permette anche di enfatizzare come
le scelte soggettive da eettuare siano l’inizializzazione delle matrici M0 e K0, per il
solo caso di model updating stocastico, e la scelta dei modelli candidati, in tutti i casi
d’identificazione stocastica (cfr. parallelogrammi di figura).
4.2.3 Scelta dei modelli
Per il caso di model updating stocastico un’ipotesi ragionevole di lavoro comunemente
adottata e` inizializzare le matrici di massa e rigidezza M0 e K0 (sulla base di dati
progettuali o di altre indagini diagnostiche) e poi scegliere come modelli candidatiMh
uno o piu` modelli che agiscono sulla sola rigidezza del sistema, nella sua interezza o
per sottosistemi.
Nel caso di identificazione stocastica di modifiche strutturali o di continuous mo-
del updating, le matrici M0 e K0 vanno solamente aggiornate e non piu` inizializzate.
Tuttavia, resta il problema della scelta dei modelli candidatiMh: anche in questo caso
la questione puo` essere approcciata in maniera semplificata, partendo dal significato
fisico dei parametri. Vale la pena analizzare nel dettaglio le modifiche strutturali pos-
sibili; siccome, come si e` gia` piu` volte sottolineato, la formulazione e` pensata per un
sistema dinamico privo di smorzamento, il ventaglio di possibilita` e` ridotto all’analisi
di alterazioni della massa piuttosto che della rigidezza strutturale:
 variazione della massa: si presenta principalmente quando uno o piu` parti della
struttura subiscono una variazione d’uso o quando si esegue un intervento di
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Figura 4.1: Diagramma di flusso del metodo di soluzione del problema inverso.
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rinforzo strutturale (sono infatti da ritenere trascurabili le variazioni di massa per
degrado e/o danneggiamento);
 incremento della rigidezza: si verifica in presenza di un intervento di rinforzo
strutturale;
 riduzione della rigidezza: si presenta quando la struttura e` aetta da un danneg-
giamento, visibile oppure meno.
Nei primi due casi, di variazione della massa e/o di incremento della rigidezza, la
dipendenza del modello dai parametri fisici rappresentativi delle modifiche strutturali
puo` certamente considerarsi nota apriori, e quindi, a pattodi attribuire tutta l’incertezza
proprio a detti parametri, la classe dei modelli candidati e` riconducibile a un unico
modello.
La tesi mira pero` all’identificazione dinamica di parametri incerti di danno, indub-
biamente il caso piu` interessante da un punto di vista ingegneristico. Siccome, in
generale, il danneggiamento di una struttura non e` visibile (perche´ il danno non e` ma-
croscopico o perche´ la zona non e` accessibile), le soluzioni possibili sono soltanto due:
utilizzare eettivamente piu` modelli candidati oppure localizzare il danneggiamento
(adoperando a monte una qualche tecnica ad hoc) e, attribuendo a tale parametro tutta
l’incertezza, selezionare un unico modello. L’argomento verra` discusso nel paragrafo
successivo, unitamente alle condizioni di univocita` della soluzione.
4.2.4 Strategia risolutiva nel caso di danneggiamento
L’univocita` della soluzione e`, chiaramente, un quesito centrale nell’ambito delle proce-
dure inverse. Sulla base delle caratteristiche della funzione obiettivo un sistema puo`
essere classificato come [4.4]:
 globalmente identificabile: se esiste un minimo globale;
 localmente identificabile: se esistono piu` minimi globali;
 non identificabile: se esistono infiniti minimi globali.
Anche´ un sistema sia globalmente identificabile non e` suciente garantire che le
matrici dimassa e rigidezzaM0 eK0 siano opportunamente inizializzate e che imodelli
candidati Mh siano convenientemente scelti, in quanto l’univocita` della soluzione
dipende fortemente dal numero di frequenze e modi di vibrazione misurati.
Con particolare riferimento al caso di danno, in letteratura sono disponibili im-
portanti risultati sul numero minimo di frequenze da acquisire per l’identificazione
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deterministica della posizione e dell’entita` di un danneggiamento. Gli studi sono rivol-
ti a diversi elementi strutturali notevoli, tra questi, la trave e l’asta rettilinee [4.23, 16],
il cavo sospeso [4.11] e l’arco parabolico [4.21]. Nozioni di carattere piu` generale, com-
prensive delle informazioni probabilistiche e riferite sia alle frequenze, sia ai modi di
vibrare, sono disponibili, ad esempio, in [4.17]; un risultato di validita` generale, robusto
anche in presenza di rumore, e` comunque dicile da ottenere.
Per i parametri incerti di danno si erano pronosticate due possibili soluzioni: utiliz-
zare eettivamente piu` modelli candidati oppure localizzare il danno e selezionare un
unico modello. Alla luce delle dicolta` appena esposte, e` preferibile seguire la secon-
da filosofia, che permette di ricondurre il problema dell’identificazione del danno alla
sola stima della sua entita`; peraltro, l’utilizzo di un unico modello ha anche evidenti
implicazioni in termini di risparmio computazionale. Il problema della localizzazione
preliminare del danneggiamento verra` ampiamente discusso nella terza parte della
tesi.
4.2.5 Probabilita` di danneggiamento
Nei casi di identificazione stocastica di modifiche strutturali e di continuous model
updating si possono avere per lo stesso parametro incerto piu` distribuzioni, vale a
dire, piu` coppie (˜k ; ˜k), relative a step diversi; ha quindi interesse chiedersi qual e` la
probabilita` che il nuovo parametro incerto sia minore (o maggiore) del vecchio.
Il quesito puo` risolversi in forma semplice sfruttando l’ipotesi di parametri incerti
distribuiti normalmente e ammettendo che le misure siano indipendenti. Detta x
una variabile gaussiana di media x e varianza 2x, e detta y una seconda variabile
gaussiana di media y e varianza 2y, la probabilita` che x sia minore (o maggiore) di y
si puo` scrivere:8>>><>>>:P(x < y) = P(x   y < 0) = P(z < 0) P(x > y) = P(x   y > 0) = P(z > 0)z = N(z; 2z) z = x   y; 2z = 2x + 2y (4.14)
avendo sfruttato le relazioni valide per una variabile aleatoria trasformazione lineare di
piu` variabili gaussiane indipendenti, cfr. Appendice B; il metodo e` illustrato in forma
grafica Figura 4.2.
La probabilita` che una variabile gaussiana sia minore o maggiore di zero e` poi pari
a:
P(z < 0) =
1
2
 
1 + erf
  zp
2z
!!
P(z > 0) = 1   1
2
 
1 + erf
  zp
2z
!!
(4.15)
essendo erf(z) la funzione degli errori o funzione degli errori di Gauss. Sostituendo a x e
y la nuova e una precedente stima del parametro k, l’applicazione della (4.14) e della
(4.15) fornisce le probabilita` cercate.
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Figura 4.2: Calcolo della probabilita` P(x < y) e P(x > y) tramite variabile ausiliaria z.
Il caso di maggiore interesse e` la valutazione della probabilita` di danneggiamento,
intesa come riduzione della rigidezza; in generale, tale probabilita` dipende non solo
dalla variazione di media e varianza del parametro di danno, ma anche dal legame tra
la rigidezza e il parametro di danno (e.g., se il parametro di danno scelto e` l’altezza
di una trave, la rigidezza dell’elemento dipendera` in maniera cubica dal parametro), e
quindi la soluzione e` da ricercare seguendo la strategia gia` utilizzata nel x 3.7.4.
Nel caso notevole in cui il parametro coincide con la riduzione di rigidezza:
K = K¯ (1   k) (4.16)
la probabilita` di danneggiamento e` valutabile in maniera immediata. Se ˜kjJ e` l’ul-
tima stima del parametro e ˜kjMU la stima ottenuta dal model updating stocastico, e`
suciente, infatti, applicare la (4.15)2 con z e z pari a:
z = K¯

˜k jJ   ˜k jMU

2z = K¯
2

2
˜k jJ + 
2
˜k jMU

(4.17)
avendo nuovamente sfruttato le relazioni valide per una variabile aleatoria trasforma-
zione lineare di variabili gaussiane indipendenti, Appendice B.
4.2.6 Ricerca del minimo globale
La ricerca dei punti estremali di una funzione e` un tema molto battuto nella letteratura
matematica; solitamente si parla di ottimizzazione o di programmazione matematica.
Il caso piu` noto, oltre che agevole, e` quello della programmazione convessa, relativo
ai problemi di minimo di una funzione convessa con insieme ammissibile anch’esso
convesso. Per tale tipo di problemi ogni punto di minimo locale e` anche punto di mini-
mo globale e l’insieme dei punti di minimo globale e` un insieme convesso; tale insieme
degenera poi in un unico punto se la funzione e` strettamente convessa. Riconoscere
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che un problema di ottimizzazione e` convesso fornisce quindi importanti informazioni
qualitative sulle sue soluzioni.
Nel caso in analisi, si puo` dimostrare che la funzione obiettivo che si intende
minimizzarenon e` convessa; allo scopo e` suciente il seguente semplice controesempio.
Si consideri il singolo termine analitico della (4.2):
0BBBB@1   0i + 1i + 22iK˜i
1CCCCA2 (4.18)
relativo a un singolo autovalore con dipendenza mono-parametrica, sotto l’ipotesi
di calcolo deterministico; essendo questa funzione di  non convessa, tale sara`, in
generale, anche la funzione obiettivo.
L’aver riconosciuto che il problemaoggettodi studiononappartiene all’ambitodella
programmazione convessa, implica la necessita` di utilizzare un metodo di ricerca del
minimo globale basato su una tecnica di ottimizzazione globale, si veda, ad esempio,
[4.15]. Il successo di questo tipo di tecniche e` fortemente legato sia alla scelta della
soluzione di partenza sia alla formadella funzione daminimizzare (si pensi alla classica
funzione test della valle di Rosenbrock). Per questo motivo, nella tesi si e` preferito allo
stato attuale eettuare una ricerca esplicita del minimo globale, studiando i valori della
funzione obiettivo all’interno del dominio d’interesse dei parametri (ovvero il dominio
ristretto in modo da preservare il significato fisico dei parametri stessi); chiaramente,
comepossibile prospettiva futura potrebbe essere utile implementare un’idonea tecnica
di programmazione matematica.
4.2.7 Confronto con altri filoni di ricerca
Tra gli approcci che sfruttano la metodologia perturbativa per risolvere i problemi in-
versi, [4.19] e` un primo riferimento storico. Nel lavoro si confrontano l’autosoluzione
sperimentale e quella stimata per via analitica per determinare, da un punto di vista
geometrico (nel senso dell’algebra lineare), dove modificare le matrici di massa e rigi-
dezza per ridurre la discrepanza tra il modello fisico e i dati raccolti; in altre parole,
l’approccio, sviluppato in ambito deterministico, fornisce informazioni di tipo quali-
tativo. Naturalmente, con riferimento sempre al caso deterministico, le potenzialita`
del metodo perturbativo si esaltano nel caso di identificazione di sistemi non lineari,
anche se in genere e` necessario utilizzare ipotesi semplificative, come il limitarsi all’i-
dentificazione di modelli SDoF [4.6]. Questo giustifica l’utilizzo di un modello fisico i
cui parametri possono subire un’evoluzione nel tempo, ma che continua a esibire un
comportamento linearmente approssimabile.
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Un importante filone di ricerca e` quello basato sulla perturbazione al primo ordine
della matrice di rigidezza e sullo studio delle sole frequenze, allo scopo di ottenere
una matrice di sensibilita` del sistema con la quale aggiornare la matrice di rigidezza
sulla base delle dierenze tra l’autosoluzione analitica e quella sperimentale [4.7]. Tale
tipo di approccio, ideato per il caso deterministico, e` stato poi esteso al caso stocastico,
perturbando nuovamente, fino al primo o al secondo ordine, la matrice di sensibilita`;
il metodo e` stato ampiamente usato sia come tecnica di model updating [4.8], sia per
l’identificazione del danno [4.20, 24]. La dierenza tra il metodo proposto e tale filone
di ricerca e`, non solo che in questa sede e` possibile contemplare anche le informazioni
sperimentali raccolte per i modi di vibrare, ma, e soprattutto, che l’approccio pertur-
bativo e` qui sfruttato appieno: mentre nei lavori citati la matrice di sensibilita` deve
essere in genere aggiornata, per ottenere una soluzione adabile, qui e` l’autosoluzione
analitica stessa che puo` essere valutata con termini di ordine elevato quanto si vuole
(e valutabili per tramite di semplici relazioni algebriche), senza inficiare la struttura
rutinaria del metodo.
Una proposta di letteratura basata su tecniche bayesiane e` il codice agli FE lineari
IDEFEM, si veda, ad esempio, [4.17]. Un’importante sezione del codice e` dedicata
proprio alla costruzione del modello stocastico agli FE, le cui caratteristiche vengono
poi aggiornate sulla base delle statistiche sperimentali dell’autosoluzione per mezzo
di un estimatore bayesiano. Una prima dierenza che si puo` evidenziare rispetto al
codice IDEFEM e` che la distribuzione dei parametri e` stata in questa sede fissata a priori;
sfruttando il concetto di trasformazione iso-probabilistica e` stato imposto, infatti, un
set di parametri gaussiani e indipendenti tra loro (si veda il concetto di spazio standard
di cui al paragrafo x 3.2).
La seconda e piu` importante dierenza concerne la strategia risolutiva utilizzata.
Rispetto al codice IDEFEM l’approccio perturbativo qui sviluppato ha il vantaggio di
potersi muovere nell’intorno dell’unico problema agli autovalori posto dall’equazione
generatrice. D’altro canto, questo potrebbe comportare a un palese contro: mentre
la convergenza del codice IDEFEM e`, sotto l’ipotesi di problema ben posto, legata al
solo infittimento della mesh, con l’approccio perturbativo qui sviluppato (indipenden-
temente dall’ordine raggiunto) vi e` una richiesta aggiuntiva, ovvero che la soluzione
cercata giaccia all’interno del raggio di covergenza della soluzione dell’equazione ge-
neratrice. Si tratta, in eetti, di uno svantaggio comune a tutte le tecniche perturbative,
per il quale non esiste rimedio; se l’ipotesi di partenza di piccole perturbazioni utilizzata
nell’impostare la formulazione qui presentata non e` attendibile, bisogna ricorrere a un
approccio dierente.
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4.3 Considerazioni sintetiche
Nel capitolo precedente si sono ricavate le soluzioni al primo ordine di un problema
agli autovalori relativo a un sistema dinamico lineare discreto a piu` gradi di liberta`
con dipendenza mono-parametrica. Sempre nell’ambito del problema diretto, si sono
poi estese le relazioni ottenute al caso multi-parametrico e si sono studiate le medie e
le varianze degli autovalori e degli autovettori sotto l’ipotesi di parametri incerti con
distribuzione gaussiana e indipendenti tra loro. Lo stesso iter procedurale e` stato ese-
guito nuovamente per tenere conto dei termini del secondo ordine. Si e` mostrato come
l’ipotesi di distribuzione gaussiana dei parametri incerti non influenzi la natura delle
medie stocastiche dell’autosoluzione al primo ordine, ma solo quelle al secondo ordine.
Come applicazione del problema diretto si e` studiata la sensibilita` dell’autosoluzione
di un telaio shear type a 4 gradi di liberta` con un danneggiamento di entita` incerta,
mostrando i benefici legati ai termini quadratici dell’approccio.
Sfruttando questi risultati, nel presente capitolo si e` formulato il corrispondente
problema inverso, ovvero l’identificazione di strutture dinamiche lineari discrete a
parametri incerti con distribuzione gaussiana e indipendenti tra loro. Il metodo d’iden-
tificazione proposto si basa sulla minimizzazione di una funzione obiettivo che valuta
le medie e le varianze dei parametri a partire dalle medie stocastiche di autovalori e
autovettori; sostanzialmente, si confrontano le statistiche misurate con quelle analiti-
che fornite dalle relazioni ricavate nel capitolo precedente. Il vantaggio del metodo
e` una costruzione della funzione obiettivo computazionalmente semplice, poiche´ in
grado di sfruttare tutti i vantaggi dell’approccio perturbativo, anche nel caso in cui
la dipendenza della struttura dai parametri non sia nota a priori; la metodologia puo`
pensarsi di carattere generale, in quanto indipendente dall’ordine di approssimazione
raggiunto nella perturbazione.
Le applicazioni cui il metodo e` destinato sono sia il model updating stocastico, sia
l’identificazione stocastica di modifiche strutturali e il continuousmodel updating. Per
il caso di maggiore interesse, l’identificazione di parametri incerti di danno, si e` visto
che e` conveniente utilizzare preliminarmente una tecnica di localizzazione del danneg-
giamento; l’argomento e` discusso nella terza parte della tesi. Per un’applicazione della
tecnica d’identificazione si rimanda al x 6.3.5, nel quale il metodo proposto e` applicato
per l’identificazione del danno nel telaio shear type di cui si era in precedenza studiato
il problema diretto.
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Capitolo 5
Empirical Mode Decomposition
5
Nell’applicare la procedura d’identificazione probabilistica al caso di parametri
incerti di danno, sono emerse alcune dicolta` operative, che hanno suggerito di
implementare per questi casi un’analisi preliminare per la stima della posizione del
danneggiamento.
Il metodo proposto, presentato nel capitolo successivo, e` imperniato sulla tecnica
EMD (EmpiricalModeDecomposition) e punta a combinare le potenzialita` complementari
dei metodi dinamici d’identificazione del danno basati sulle proprieta` fisiche o modali
della struttura e quelli fondati sulle caratteristiche di elaborazione dei segnali.
Nel presente capitolo si intende scegliere e implementare una versione dell’EMD
utile per le applicazioni strutturali (le pubblicazioni sul tema sono quasi 9000, anche se
la maggior parte dedicate all’analisi del segnale, piuttosto che all’identificazione), oltre
che confrontare il metodo con la trasformata di Fourier e quella Wavelet, cercando di
enfatizzare pregi e difetti di questi strumenti.
5.1 Formulazione dell’EMD
L’EMD e` una tecnica d’analisi del segnale sviluppata a cavallo degli anni 2000. Dalla
sua apparizione ha suscitato grande interesse nella comunita` scientifica, inserendosi
fra le tecniche d’analisi tempo-frequenza piu` innovative e promettenti. Le principali
caratteristiche sono sia la possibilita` di operare su risposte non-lineari e non-stazionarie
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sia la semplicita` d’impiego. Tali proprieta` ne hanno fattodiondere l’uso inmolti ambiti
dell’ingegneria delle strutture, che spaziano dall’ingegneria sismica all’identificazione
strutturale dinamica.
Il concetto fondamentale da discutere e` il dominio di localizzazione della base su
cui si proietta il segnale da analizzare. La trasformata di Fourier, alla base delle tecniche
d’identificazione nel dominio delle frequenze, e` localizzata perfettamente nel dominio
delle frequenze, ma non e` localizzata nel tempo. Le analisi tempo-frequenza sono,
invece, localizzate sia nel dominio delle frequenze, sia in quello del tempo e per questo
motivo permettono lo studio di risposte modulate in ampiezza (non-stazionarie) e/o in
frequenza (non lineari).
Esistono molteplici metodi progettati per modificare la rappresentazione globale
fornita dall’analisi di Fourier; tra questi, un’analisi tempo-frequenza che si e` dimostrata
fruttuosa anche per l’identificazione strutturale e` la trasformataWavelet. La tecnica qui
presentata, l’EMD, viene detta decomposizionemodale empirica perche´ fondata su una
procedura operativa che non ha una diretta corrispondenza con il modello dinamico
parametrico modale.
Nello specifico, la tecnica nota come EMD si fonda sulla seguente decomposizione:
y(t) =
nX
i=1
gi(t) + rn(t) (5.1)
con y(t) il segnale di partenza, gi(t) l’i-esimo IMF (Intrinsic Mode Functions), definito
come una funzione che soddisfa le due seguenti condizioni [5.7]:
 nell’intero insieme di dati, il numero dei valori estremali e il numero di attraver-
samenti per lo zero devono essere uguali o al piu` dierire di uno;
 in ogni punto, il valore medio degli inviluppi massimi e minimi e` pari a zero;
e rn(t) il residuo finale.
Nella versione discreta, la relazione (5.1) si scrive analogamente come:
y(tk) =
nX
i=1
gi(tk) + rn(tk) (5.2)
ovvero, in forma piu` compatta:
yk =
nX
i=1
gik + rnk yk = y(tk) gik = gi(tk) rnk = rn(tk) k = 1; : : : ;N (5.3)
Il lavoro originale sul tema [5.7] e` molto dettagliato (il documento sfiora le 100
pagine); ulteriori dettagli sono rintracciabili in [5.6]. Per i fini del presente documento
e` suciente richiamare soltanto i concetti basilari della tecnica.
5.1. Formulazione dell’EMD 123
Laprocedura adottataper stimare imodi IMF e`nota comeprocessodi sifting (cernita)
e puo` sintetizzarsi nei seguenti punti (per motivi di brevita` esposti con riferimento al
caso continuo, ma di facile estensione al caso discreto):
 valutare i punti estremali locali del segnale in ingresso y(t) che si desidera
scomporre;
 interpolare iminimi (massimi) locali tracciando un inviluppo inferiore (superiore)
del segnale e(0)l1 (t) (e
(0)
u1 (t));
 calcolare la media dei due inviluppi m(0)1 (t) = (e(0)l1 (t) + e(0)u1 (t))=2;
 trovare una stima del primo IMF come dierenza tra il segnale in ingresso e la
media dei due inviluppi g(0)1 (t) = y(t)  m(0)1 (t);
 ripetere i punti precedenti assumendo g(0)1 (t) come segnale in ingresso e aggior-
nando l’ordine di iterazione da (0) a (1);
 detto K il numero di iterazioni necessarie al raggiungimento di una prefissata
condizione di stop locale, valutare il primo IMF come g1(t) = g
(K)
1 (t);
 calcolare il primo residuo r1(t) = y(t)   g1(t);
 ripetere la procedura precedente considerando r1(t) come segnale in ingresso e
valutando il secondo IMF g2(t), e cosı` via (la procedura si ripete iterativamente
considerando ri(t) come segnale in ingresso e valutando il successivo IMF gi+1(t));
 raggiunta una condizione di stop finale si ammette come decomposizione del
segnale la y(t) =
Pn
i=1 gi(t) + rn(t), con un numero complessivo di n IMF gi(t) e un
residuo finale rn(t).
Sintetizzando, il metodo d’analisi consta dei seguenti step:
 tramite una procedura di sifting non lineare si estrae la componente piu` veloce
del segnale; tale componente e` denominata primo IMF;
 iterando sulla componente residua del segnale si individua il secondo IMF, e cosı`
via;
 il segnale e` quindi scomposto in un set di oscillazioni, dalla piu` veloce alla piu`
lenta.
Il grande interesse suscitato dall’EMD nella comunita` scientifica e` percio` da impu-
tare ai seguenti principali vantaggi:
124 Capitolo 5. Empirical Mode Decomposition
 si genera una base completa e auto-adattativa;
 ogni elemento della base, gli IMF, e` una componente puramente oscillatoria,
e pertanto di facile significato fisico, dipendente dalla fisica che sorregge il
problema.
Le dierenti varianti dell’EMD proposte in letteratura si dierenziano per la scelta
eettuata in termini di interpolazione e di condizioni di stop (locale e finale) [5.17, 11].
Nella presente tesi si sono eettuate le seguenti scelte d’implementazione dell’algorit-
mo:
 per l’interpolazione dei massimi e minimi locali si e` scelto di utilizzare una
spline cubica, la legge proposta nella versione originaria della tecnica EMD. Altre
leggi di interpolazione di ordine maggiore sono disponibili in letteratura, ma la
sostanziale uguaglianza dei risultati non sembra giustificarne la complicazione
algoritmica [5.12];
 la condizione di stop locale (che interrompe la procedura iterativa relativa a uno
stesso IMF) comunemente utilizzata richiede che la deviazione standard tra due
iterazioni successive sia inferiore a un certo valore, in genere compreso tra 0:20:3:
NX
k=1
0BBBBB@ g(K 1)ik   g(K)ikg(K 1)ik
1CCCCCA
2
< 0:2  0:3 (5.4)
Nelle analisi che seguono si e` preferito utilizzare il valore 0.2, piu` vincolante;
 circa la condizione di stop globale, vi sono dierenti possibilita`: e` possibile fissare
a priori il numero di IMF, stabilire un valore di tolleranza sull’ampiezza del resi-
duo, oppure richiedere che la procedura di sifting prosegua finche´ l’andamento
del residuo e` tale da rendere impossibile l’interpolazione dei massimi e minimi
locali (sono infatti necessari almeno unmassimo e unminimo, in presenza dimas-
simi e minimi fittizi, e almeno due massimi e due minimi, in caso contrario). La
procedura formalmente piu` corretta e` l’ultima, visto che in questo caso nessuna
soglia e` fissata a priori e quindi, a fronte di un maggiore onere computazionale,
gli IMF riprodotti sono esattamente quelli previsti dalla tecnica. Nelle analisi
che seguono, tuttavia, data la semplicita` dei modelli studiati, il numero di IMF
da ricercare verra` imposto a priori; visto che verra` mostrata l’entita` ridotta del
residuo, questa circostanza e` comunque da riguardare come una mera tecnica di
risparmio computazionale che non inficia l’accuratezza dei risultati proposti;
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 in prossimita` dei bordi si utilizza un’estensione del segnale; nello specifico, si
introducono su entrambi gli estremi un massimo e un minimo locali ottenuti
specchiando asimmetricamente i massimi e minimi piu` prossimi ai bordi stessi.
5.1.1 Esempio
Si analizza la seguente funzione semplice (frequenza di campionamento di 10 kHz):
y = a1 sin( f1 2 t) + a2 cos( f2 2 t) (5.5)
con:
a1 = 3; f1 = 10; a2 = 1; f2 = 5 (5.6)
La procedura iterativa dell’EMD e` esemplificata in Figura 5.1: i grafici in alto e al
centro mostrano gli inviluppi superiore e inferiore e le corrispondenti medie all’itera-
zione di ordine 0 e 1, rispettivamente; il grafico in basso mostra l’oscillazione estratta a
convergenza (raggiunta dopo 61 iterazioni), ovvero il primo IMF.
Analogamente, i grafici di Figura 5.2 mostrano, dall’alto verso il basso: gli invi-
luppi superiore e inferiore e le corrispondenti medie all’iterazione di ordine 0 e 1, e
l’oscillazione estratta a convergenza (raggiunta dopo 8 iterazioni), ovvero il secondo
IMF.
Il segnale y e` infine decomposto nelle componenti oscillatorie di Figura 5.3. Oltre
al primo IMF corrispondente all’oscillazione piu` veloce (a1 = 3; f1 = 10) e al secondo
IMF corrispondente all’oscillazione piu` lenta (a2 = 1; f2 = 5), appaiono ulteriori tre
componenti: gli IMF terzo e quarto e il residuo, cfr. gli andamenti riportati sulla
destra in Figura 5.3. Si precisa, pero`, che queste ultime componenti spurie, generate
erroneamente dal banco di filtri, sono di entita` decisamente inferiore rispetto a quella
delle componenti di partenza cercate (il rapporto tra l’ampiezza delle prime e quella
delle seconde e` di circa un quarantesimo).
5.1.2 Eetto del rumore
L’EMD e` riconosciuta comeuno strumento ecaced’analisi dei dati,ma risulta sensibile
al rumore. In eetti, tutti gli strumenti di analisi dei segnali subiscono una corruzione
simile in presenza di rumore, quindi, quello che si constata e` che l’EMD non costituisce,
in tal senso, un’eccezione.
A dierenza delle altre trasformate, tuttavia, l’EMD ha allo stato attuale una teo-
ria meno ricca su come il rumore si ripercuote sulla decomposizione del segnale, di
conseguenza gli IMF desunti da analisi eettuate in presenza di rumore andrebbero
utilizzati con cautela [5.9].
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Figura 5.1: Esemplificazione della decomposizione operata dall’EMD: primo IMF.
5.1. Formulazione dell’EMD 127
Figura 5.2: Esemplificazione della decomposizione operata dall’EMD: secondo IMF.
Figura 5.3: Esemplificazione della decomposizione operata dall’EMD.
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Fortunatamente, esiste una soluzione operativa per rimuovere l’eetto del rumore
dalla decomposizione operata dall’EMD [5.25]: la tecnica, chiamata Ensemble Em-
pirical Mode Decomposition consiste nell’analizzare un insieme di segnali costruiti
aggiungendo a quello di partenza (somma del segnale utile e di una rumore di entita`
incognita) un rumore bianco e considerando come IMF eettivi la media di tutti quelli
ottenuti dall’insieme. L’idea di base e` che l’eetto medio del rumore tende ad annullar-
si al crescere del numero di prove, e quindi il risultato non puo` che essere l’unica parte
persistente del segnale, quella correlata all’eettiva risposta.
Esistono altri metodi per eliminare l’eetto del rumore dall’EMD,ma nella maggior
parte dei casi sono dedicati soltanto a una data tipologia di segnale [5.5].
5.1.3 Versione ortogonale dell’EMD
Si e` gia` avuto modo di sottolineare come la tecnica EMD sia, de facto, una decomposi-
zione empirica, della quale, pertanto, e` necessario verificare a posteriori l’adabilita`.
Nello specifico, si vuole che gli n-IMF e il corrispondente residuo costituiscano un set
di funzioni completo e ortogonale per il segnale dato.
Circa la completezza, ovvero la possibilita` di ricostruire il segnale di partenza, la
relazione (5.1) testimonia che la conoscenza degli IMF e del residuo e` suciente per
risalire al segnale originario.
Per quanto concerne l’ortogonalita`, e` conveniente dapprima definire i seguenti
indici di ortogonalita` parziali IOi j e complessivo IOT (sia Tc la durata del segnale):8>>>>>>>><>>>>>>>>:
IOi j =
Z Tc
0
gi(t)g j(t) dt
 Z Tc
0
gi(t)2 + g j(t)2 dt i; j = 1; : : : ; n + 1
IOT =
n+1X
i=1
n+1X
j=1
Z Tc
0
gi(t)g j(t) dt
 Z Tc
0
y(t)2 dt j , i
(5.7)
con la convenzione:
gn+1(t)  rn(t) (5.8)
e analogamente, in termini di grandezze discrete:8>>>>>>>><>>>>>>>>:
IOi j =
NX
k=1
gik g jk
 NX
k=1

g2ik + g
2
jk

i; j = 1; : : : ;n + 1
IOT =
n+1X
i=1
n+1X
j=1
NX
k=1
gik g jk
 NX
k=1
y2k j , i
(5.9)
con:
gn+1k  rnk (5.10)
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La condizione di ortogonalita` esatta corrisponde quindi ai seguenti indici:
IOi j = 0 (i , j) IOii = 1=2 IOT = 0 (5.11)
L’utilizzo di tali indici nelle applicazioni hamostrato valori di IOi j e IOT dell’ordine
di 10 2  10 3, valori ridotti che in un primo momento hanno spinto la comunita`
scientifica a ritenere che gli IMF fossero quasi-ortogonali.
Gli sviluppi successivi hanno pero` testimoniato che, specie nelle applicazioni ener-
getiche, l’errore commesso nell’utilizzo di IMF non ortogonalizzati puo` essere molto
elevato, anche a fronti di valori degli indici di ortogonalita` prossimi a 10 2  10 3 (in
eetti ben lontani dallo zeromacchina, ovvero dalla precisione dimacchina, dell’ordine
di 10 16 per gli attuali processori). In particolare, l’esempio riportato in [5.8] mostra
come la somma dell’energia contenuta nei sub-segnali della base possa essere il 40 %
superiore di quella del segnale di partenza.
Per questo motivo, nello stesso documento e` presentata una versione modificata
dell’EMD, nota anche come OEMD (Orthogonal Empirical Mode Decomposition), che
ha rivisto la procedura precedentemente descritta, arricchendola con il metodo di
ortogonalizzazione di Gram-Schmidt.
La procedura OEMD prevede una decomposizione analoga alla (5.1):
y(t) =
nX
i=1
i g¯i(t) + r¯n(t) (5.12)
nella quale, pero`, il segnale originario y(t) e` scomposto negli n-OIMF (Orthogonal In-
trinsic Mode Functions) g¯i(t) e il corrispondente residuo finale e` r¯n(t); conseguentemente,
in forma discreta si ha:
y(tk) =
nX
i=1
i g¯i(tk) + r¯n(tk) (5.13)
e in forma compatta:
yk =
nX
i=1
i g¯ik + r¯nk yk = y(tk) g¯ik = g¯i(tk) r¯nk = r¯n(tk) k = 1; : : : ;N (5.14)
Nella procedura operativa dell’OEMD, per motivi di brevita` e chiarezza espositiva
qui esposta in termini continui (salvo poi fornire la generalizzazione al caso discreto),
il primo OIMF e` posto pari al primo IMF, ovvero si assume:
g¯1(t) = g1(t) (5.15)
Come gia` detto, il secondo IMF g2(t) non e` in genere ortogonale rispetto al primo IMF
g1(t), pertanto, allo scopo di ottenere un secondo OIMF g¯2(t) ortogonale rispetto al
130 Capitolo 5. Empirical Mode Decomposition
primo OIMF g¯1(t) = g1(t), si applica il metodo di ortogonalizzazione di Gram-Schmidt.
Si esprime g¯2(t) come:
g¯2(t) = g2(t)   21 g¯1(t) (5.16)
essendo 21 il coeciente di ortogonalita` tra g2(t) e g¯1(t). Per valutare tale coeciente
si impone il soddisfacimento della relazione:
Z Tc
0
g¯1(t) g¯2(t) dt = 0 (5.17)
che facendo uso della (5.16) si scrive pure:
Z Tc
0
g¯1(t) g2(t) dt  
Z Tc
0
g¯1(t) 21 g¯1(t) dt = 0 (5.18)
da cui si ottiene immediatamente:
21 =
Z Tc
0
g¯1(t) g2(t) dt
 Z Tc
0
g¯1(t)2 dt (5.19)
La procedura viene quindi ripetuta in maniera rutinaria imponendo nella condizio-
ne di ortogonalita`:
Z Tc
0
g¯h(t) g¯ j(t) dt = 0 h = 1; : : : ; j   1 j = 2; : : : ;n (5.20)
l’equazione:
g¯ j(t) = g j(t)  
j 1X
i=1
 ji g¯i(t) j = 2; : : : ; n (5.21)
con  ji il coeciente di ortogonalita` tra g j(t) e g¯i(t). Si ottiene:
Z Tc
0
g¯h(t) g j(t) dt  
Z Tc
0
g¯h(t)
j 1X
i=1
 ji g¯i(t) dt = 0 (5.22)
da cui: Z Tc
0
g¯h(t) g j(t) dt  
j 1X
i=1
 ji
Z Tc
0
g¯h(t) g¯i(t) dt = 0 (5.23)
e quindi, per l’ortogonalita` tra g¯h(t) e g¯i(t) per h , i:
 ji =
Z Tc
0
g¯i(t) g j(t) dt
 Z Tc
0
g¯i(t)2 dt i = 1; : : : ; j   1 j = 2; : : : ; n (5.24)
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Per identificare i termini i e il residuo r¯n(t) che appaiono nella (5.12), si inseriscono
nella relazione (5.1) gli IMF espressi in funzione degli OIMF, come da (5.21):
y(t) =
nX
i=1
gi(t) + rn(t) =
=
nX
j=1
0BBBBBB@g¯ j(t) +
j 1X
i=1
 ji g¯i(t)
1CCCCCCA + rn(t) =
=
nX
j=1
jX
i=1
 ji g¯i(t) + rn(t)
(5.25)
avendo fatto uso, nell’ultima uguaglianza, della seguente definizione sul coeciente
di ortogonalita`:
 j j = 1 (5.26)
Un’espressione piu` comoda della (5.25) puo` ricavarsi cambiando l’ordine della doppia
sommatoria1:
y(t) =
nX
i=1
nX
j=i
 ji g¯i(t) + rn(t) (5.27)
relazione che confrontata con la (5.12) permette di identificare i termini i:
i =
nX
j=i
 ji (5.28)
e constatare inoltre che:
r¯n(t) = rn(t) (5.29)
Appare evidente come le quantita` scalari i, precedentemente introdotte nella (5.12)
per chiarezza espositiva e poi definite nella (5.28), non influiscono sull’ortogonalita`
degli OIMF intesi come g¯i(t); si conviene, pertanto, di ridefinire gli OIMF come gi (t):
y(t) =
nX
i=1
gi (t) + r¯n(t) g

i (t) = i g¯i(t) (5.30)
Si precisa, inoltre, che la procedura di ortogonalizzazione adottata non influisce sul
residuo, che resta, in generale, non ortogonale rispetto agli OIMF. Tale circostanza
trova giustificazione nel peso ridotto genericamente assunto dal residuo finale nella
descrizione del segnale.
Sintetizzando la procedura teste´ esposta, la tecnica OEMD si articola nei seguenti
punti:
1Cambio dell’ordine delle sommatorie: si utilizza la relazione del cambio dell’ordine delle sommatorie:
nX
i=1
nX
j=i
ai j =
nX
j=1
jX
i=1
ai j
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 g¯1(t) = g1(t)
  ji =
Z Tc
0
g¯i(t) g j(t) dt
 Z Tc
0
g¯i(t)2 dt i = 1; : : : ; j   1 j = 2; : : : ;n
 g¯ j(t) = g j(t)  
j 1X
i=1
 ji g¯i(t) j = 2; : : : ; n
 i =
nX
j=i
 ji
 
ii = 1

i = 1; : : : ; n
 r¯n(t) = rn(t)
 gi (t) = i g¯i(t)
 y(t) =
nX
i=1
gi (t) + r¯n(t)
ovvero, nella versione discreta:
 g¯1k = g1k
  ji =
NX
k=1
g¯ik g jk
 NX
k=1
g¯2ik i = 1; : : : ; j   1 j = 2; : : : ; n
 g¯ jk = g jk  
j 1X
i=1
 ji g¯ik j = 2; : : : ; n
 i =
nX
j=i
 ji
 
ii = 1

i = 1; : : : ; n
 r¯nk = rnk
 gik = i g¯ik
 yk =
nX
i=1
gik + r¯nk
Appare utile sottolineare come la tecnica OEMD non abbia alcun eetto sulla
procedura di estrazione (sifting), che resta immutata rispetto al caso EMD.
5.2 Trasformate di Fourier, Wavelet e di Hilbert-Huang
Tra le analisi tempo-frequenza esistenti (distribuzione di Wigner-Ville, principal com-
ponent analysis, . . . ) la trasformataWavelet e` indubbiamente una di quelle di maggior
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successo. Anche la trasformata di Hilbert, se usata in concomitanza con segnali (anali-
tici) ben posti, nel senso che verra` chiarito in avanti, permette di localizzare congruen-
temente un segnale nel dominio tempo-frequenza. Nel seguito vengono richiamati i
concetti basilari e le principali applicazioni di entrambe le trasformate.
5.2.1 Trasformata Wavelet
La trasformata Wavelet, una trasformata integrale inizialmente proposta in [5.16] nel
1982, e` esprimibile nella forma:
W  a; b; y = 1p
a
Z 1
 1
y(t) 
 
t   b
a
!
dt a > 0 (5.31)
ove  rappresenta una funzione nota come mother wavelet (si utilizza l’asterisco per
indicare il complesso coniugato), mentre a e b sono, rispettivamente, un coeciente di
scala e uno di traslazione.
Si tratta, pertanto, di una trasformata integrale (2.18) in cui gli estremiA e B tendono
a  1 e1, rispettivamente, mentre il nucleo K(s; t) e` posto pari 1p
a
 

t b
a

. Ed e` proprio
la dierente definizione del nucleo rispetto alla trasformata di Fourier a far sı` che la
trasformata Wavelet risulti localizzata sia nel tempo sia nella frequenza.
Per meglio illustrare il concetto, e` utile un confronto diretto con le onde utilizzate
nell’analisi di Fourier. Entrambe le trasformate rappresentano un segnale attraverso
una base di funzioni: se per la trasformata di Fourier si tratta di segnali sinusoidali
e cosinusoidali modulati in frequenza ma definiti sull’intero dominio del tempo, per
la trasformata Wavelet questi segnali (le mother wavelet) sono non solo modulati in
frequenza ma anche definiti su un sottointervallo di ampiezza ridotta. Analiticamente,
questo implica che mentre entrambe le basi di funzioni hanno una loro localizzazione
in frequenza, soltanto la trasformata Wavelet e` dotata di funzioni compatte (finite nel
tempo) in grado di fornire informazioni temporali sul segnale.
Bisogna precisare, tuttavia, che anche la trasformata di Fourier e` in grado di fornire
la doppia localizzazione tempo-frequenza, a patto di utilizzare una procedura di win-
dowing per creare la comunemente detta trasformata di Fourier a tempo breve, ovvero
la STFT (Short-Time Fourier Transform). In pratica, si adopera come finestra un’onda
quadra che tronca le funzioni seno e coseno per selezionare un particolare intervallo
temporale: poiche´ la stessa finestra e` utilizzata per tutte le frequenze, la risoluzione
temporale e` costante su tutto il dominio. Lo stesso non accade con la trasformata wa-
velet per la quale si assiste a una localizzazione crescente nel tempo al crescere della
frequenza; un’esemplificazione di questo concetto e` riportata in Figura 5.4. Questo giu-
stifica la grande diusione della Wavelet in tutta una serie di applicazioni: per l’analisi
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Figura 5.4: Localizzazione tempo-frequenza delle trasformate di Fourier, Fourier a
tempo breve e Wavelet.
dei segnali contenenti sia componenti debolmente variabili che discontinuita`, le fun-
zioni a bassa frequenza rilevano le prime componenti, mentre quelle ad alta frequenza
permettono di analizzare le discontinuita` [5.2].
La scelta della mother wavelet e` importante, in quanto capace di influenzare sen-
sibilmente la natura dei risultati. Nella fattispecie, si sono prese in considerazione le
seguenti tre mother wavelet: di Morlet (quella proposta originariamente), il cappello
messicano (di ampio utilizzo), e la gaussiana (una delle piu` accreditate). Posto  =
t   b
a
,
le equazioni che definiscono la forma di queste mother wavelet sono le seguenti:
 Morlet:
 () = e 2=2 cos(5) (5.32)
 cappello messicano:
 () =
2p
31=4

1   2

e 2=2 (5.33)
 gaussiana di ordine n:
 () = cn
dne 2=2
dxn
(5.34)
ove la costante cn si determina imponendo la condizione:sZ 1
 1
 2 () = 1 (5.35)
e si puo` facilmente dimostrare che il diuso cappello messicano corrisponde alla
guassiana di ordine 2.
I grafici di Figura 5.5 mostrano gli andamenti delle tre mother wavelet considerate:
appare evidente come queste ondine siano localizzate tanto nel dominio del tempo
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Figura 5.5: Andamenti delle tre mother wavelet considerate per diversi valori dei
coecienti a e b.
quanto in quello delle frequenze. Per quanto concerne i due coecienti, quello di scala
ha il ruolo di modificare la frequenza ispezionabile dalla trasformata Wavelet, mentre
il secondo, quello di traslazione, permette di spazzare tutto l’intervallo di definizione
del segnale. Tuttavia, mentre la relazione tra il dominio del segnale e il coeciente b
e` immediata, oltre che lineare, la relazione tra la frequenza e il coeciente di scala a
non lo e` altrettanto. In eetti, nel caso di trasformata wavelet sarebbe piu` opportuno
parlare di pseudo-frequenza f , in quanto ottenuta per identificazione di una frequenza
caratteristica, detta anche frequenza centrale, della mother wavelet:
f =
C f
a
C f =
fc

(5.36)
con C f una costante dimensionale, fc la frequenza centrale della mother wavelet adope-
rata e l’intervallodi campionamento. Essendo tale relazionenon lineare, e` importante,
ai fini sia computazionali sia di bonta` dei risultati, stabilire il range di frequenza da
indagare e risalire a ritroso al corrispondente range del coeciente di scala. Il modulo
jW  a; b; y jdella trasformata fornisce, infine, lamisura dell’ampiezza atta a completare
la descrizione tempo-frequenza del dato segnale.
Un problema noto per il caso della trasformata Wavelet e` l’analisi del segnale in
prossimita` degli istanti iniziali e finali (i bordi del segnale), ove si possono riscontrare
imprecisioni numeriche anche elevate. Una tecnica sviluppata in letteratura per ridurre
gli eetti di bordo e` l’estensione del segnale oltre l’eettivo dominio, con valori fittizi
capaci di ridurre la dispersione spettrale della trasformata. Le analisi che seguono si
riferiscono a un’estensione asimmetrica del segnale. Come verra`mostrato nell’esempio
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Figura 5.6: Oscillatore di Dung.
che segue, la principale dicolta` legata alla trasformata Wavelet, qui utilizzata come
termine di confronto, e` tuttavia la corretta calibrazione del metodo.
5.2.1.1 Esempio
Si analizza la risposta dell’oscillatore di Dung non forzato; in forma canonica l’equa-
zione del moto si scrive:
y¨ + y˙ + y + y3 = 0 (5.37)
ovvero, si tratta di un oscillatore smorzato con un termine non lineare (cubico) di
rigidezza, cfr. Figura 5.6. In particolare, in questo esempio si assumono i valori:
 = 0:03  = 0  = 1 (5.38)
Il sistema e` abbandonato nella configurazione iniziale y(0) = 2; y˙(0) = 0 (non di
equilibrio). L’analisi della risposta (frequenza di campionamento di 10 Hz) e` quella
riportata in Figura 5.7: lo spostamento, riportato nel grafico di sinistra, e` analizzato
sia con la trasformata di Fourier, grafico al centro, sia con la trasformata Wavelet,
grafico di destra. I risultati permettono di apprezzare come la trasformata di Fourier,
essendo localizzata solo nel dominio del tempo, non possa che restituire una sorta di
risposta media nel tempo; con la trasformata Wavelet si riesce invece a cogliere sia la
modulazione in ampiezza che l’allungamento del periodo di oscillazione. Si rilevano
inoltre, per i gia` citati eetti di bordo, imprecisioni numeriche negli istanti iniziali.
Il confronto tra le trasformate Wavelet ottenute utilizzando le tre mother wavelet
discusse al paragrafo precendente e` mostrato in Figura 5.8: se con la mother wavelet
di Morlet l’andamento testimonia una localizzazione tempo-frequenza accettabile, per
il cappello messicano e la gaussiana del 4 ordine i risultati appaiono troppo dispersi,
mettendo in luce quelli che sono i problemi di calibrazione della trasformata.
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Figura 5.7: Oscillatore di Dung: a sinistra il segnale di risposta, al centro la
trasformata di Fourier, a destra la trasformata Wavelet.
Figura 5.8: Confronto tra le trasformate Wavelet della risposta dell’oscillatore di
Dung.
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5.2.2 Trasformata di Hilbert
La trasformata di Hilbert, introdotta nel 1905 per opera dello stesso Hilbert, restituisce
una frequenza e un’ampiezza funzioni del tempo; formalmente, e` definita come:
H(t) = 1

P:V:
Z 1
 1
y()
(t   ) d (5.39)
ove P:V: indica il valore principale di Cauchy2.
Con questa definizione si costruisce il segnale analitico:
Y(t) = y(t) + i y(t) y(t) = H(t) (5.40)
e se ne fornisce una rappresentazione in termini di coordinate polari complesse:
Y(t) = a(t)ei#t (5.41)
essendo:
a(t) =
q
y2(t) + y2(t) #(t) = arctan
y(t)
y(t)
(5.42)
L’ampiezza e` rappresentata da a(t), mentre la frequenza, spesso detta anche frequenza
istantanea, e` valutata per derivazione dell’angolo di fase #(t):
!(t) =
d#(t)
dt
(5.43)
In sostanza, con riferimento all’esempio di Figura 5.4, la trasformata di Hilbert
fornisce, nei limiti della risoluzione del segnale, la localizzazione ottimale nel dominio
tempo-frequenza, ovvero, una localizzazione puntuale.
La principale dicolta` che si ha con la trasformata di Hilbert e` che la frequenza
istantanea puo` essere definita propriamente solo se la funzione analizzata e` localmente
simmetrica e a media nulla [5.7]: ricordando la definizione di IMF fornita al x 5.1 se
2Valore principale di Cauchy: si ricorda che il valore principale di Cauchy e` definito, in base al dominio
di integrazione e alla singolarita` del caso, come uno dei seguenti metodi di soluzione degli integrali
impropri:
 dominio illimitato:
P:V:
Z +1
 1
f (x) dx = lim
a!+1
Z a
 a
f (x) dx
 singolarita` in c 2 (a; b):
P:V:
Z b
a
f (x) dx = lim
"!0+
 Z c "
a
f (x) dx +
Z b
c+"
f (x) dx
!
 dominio illimitato e singolarita` in c 2 (a; b):
P:V:
Z +1
 1
f (x) dx = lim
"!0+
 Z c "
c 1="
f (x) dx +
Z c+1="
c+"
f (x) dx
!
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ne deduce come l’insieme degli IMF sia una base suscettibile di una congrua rappre-
sentazione in termini della trasformata di Hilbert. L’utilizzo della tecnica EMD e della
trasformata di Hilbert conduce alla cosiddetta trasformata di Hilbert-Huang, in breve
HHT (Hilbert-Huang Transform).
In merito ai dettagli e alle scelte eettuate nell’implementazione dell’algoritmo, si
riportano le seguenti informazioni principali:
 pur essendo la trasformata di Hilbert una curva nello spazio ampiezza-tempo-
frequenza, si utilizza una rappresentazione analoga a quella gia` adoperata nel
caso di trasformata Wavelet e ampiamente diusa in letteratura, in cui la trasfor-
mata e` riportata nel piano tempo - frequenza, con l’ampiezza dierenziata tramite
una scala cromatica;
 per valutare la frequenza istantanea si utilizza uno schema alle dierenze finite
equispaziate su 5 punti (numero di punti maggiore di quello strettamente neces-
sario, essendo l’ordine di derivazione pari a 1, qui utilizzato per stabilizzare la
variazione della derivata). Nello specifico, i pesi da applicare alla successione di
5 punti per valutare la derivata in un dato istante k sono:
– all’estremo sinistro, k = 1; 2 (dierenza finita in avanti):
k k + 1 k + 2 k + 3 k + 4
 25=12 4  3 4=3  1=4
– nel dominio, k = 3; : : : ;N   2 (dierenza finita centrata):
k   2 k   1 k k + 1 k + 2
1=12  2=3 0 2=3  1=12
– all’estremo destro, k = N   1;N (dierenza finita all’indietro):
k   4 k   3 k   2 k   1 k
1=4  4=3 3  4 25=12
L’esempio che segue mostra le implicazioni delle scelte eettuate per la valuta-
zione della frequenza istantanea.
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Figura 5.9: Trasformata di Hilbert della risposta dell’oscillatore di Dung.
5.2.2.1 Esempio
Si analizza nuovamente l’oscillatore di Dung di Figura 5.6; per una descrizione
completa delle caratteristiche dello stesso si veda quanto gia` riportato al x 5.2.1.1.
Il grafico di Figura 5.9 mostra l’analisi della risposta dell’oscillatore con la trasfor-
mata di Hilbert: l’andamento testimonia una discreta localizzazione tempo-frequenza,
parzialmente inficiata dalle oscillazioni della frequenza. L’origine del fenomeno e` da
ricondurre all’operazione di derivazione eettuata sull’angolo di fase che, in base al
segnale analizzato e al suo campionamento, oltre che in funzione della discretizzazione
della derivata stessa, puo` generare oscillazioni anche significative della frequenza.
5.2.3 Confronto tra le trasformate
Trascurando la trasformata di Fourier, per il cui utilizzo si rimanda al Capitolo 2, e`
opportuno delineare i principali utilizzi in ambito strutturale della trasformataWavelet
e della trasformata di Hilbert-Huang.
Per quanto concerne la prima, gia` in lavori meno recenti si era verificato come la
trasformata Wavelet fosse particolarmente ecace ai fini non solo della compressione
dei dati relativi a vibrazioni non-stazionarie, ma anche per la selezione delle caratteri-
stiche dei segnali stessi [5.21]. Le sue potenzialita` si sono altresı` rivelate ecaci nella
soluzione del problema diretto; tra i lavori di letteratura appartenenti a questo filone
si puo` citare [5.1], in cui la trasformata Wavelet e` usata per lo studio delle vibrazioni
libere di un cavo elastico trascinante una massa localizzata.
Nell’ambito del problema inverso, in [5.18] sono discusse le motivazioni e le formu-
lazioni dell’identificazione strutturale dinamica tramite la trasformata Wavelet. Molti
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lavori si sono poi focalizzati sullo studio dello smorzamento, che, rispetto alle proprieta`
di massa e rigidezza, e` una quantita` intrinsecamente piu` dicile da stimare, a causa dei
fenomeni dissipativi non propriamente banali che ne alimentano lo sviluppo, e da qui
l’utilizzo di una trasformata tempo-frequenza come la Wavelet [5.19]. Una procedura
d’identificazione dello smorzamento basata su analisi Wavelet della risposta e` dispo-
nibile in [5.13]; la procedura, che da un punto di vista dell’elaborazione del segnale
puo` essere assimilata a una variante del metodo del decremento logaritmico, e` stata
poi validata sia numericamente che sperimentalmente [5.4].
Uno studio sull’identificazione modale di sistemi in oscillazione libera e` riportato
in [5.14]; tuttavia, come gia` evidenziato pure nel presente documento, la corretta ca-
librazione della mother wavelet puo` essere dicile [5.28]. In [5.15] e` presentato un
interessante lavoro sulla calibrazione della trasformata Wavelet ai fini dell’identifica-
zione modale di sistemi in oscillazione libera e vengono fornite alcune indicazioni su
come agevolare la localizzazione della trasformata e su come prevenire gli eetti di
bordo per i casi delle mother wavelet di Morlet e Cauchy.
Anche la trasformatadiHilbert-Huang e` statautilizzataper l’identificazionemodale
di sistemi lineari, in [5.26, 27], ad esempio, analizzando con l’HHT le serie temporali di
vibrazioni libere; per ulteriori commenti a riguardo si rimanda al capitolo successivo,
in cui il concetto verra` piu` dettagliatamente analizzato.
Inoltre, entrambe le trasformate si sonodimostrate ecaci ai fini dell’identificazione
dinamica non-lineare. In [5.24, 23] e` presentato unmetodo basato sull’uguaglianza con
un un sistema SDoF lineare tempo-variante e sull’utilizzo della trasformata Wavelet,
mentre in [5.20] la stessa trasformata e` utilizzata per l’identificazione di sistemi MDoF
non lineari eccitati da azioni impulsive. Per l’HHT, [5.10] si concentra sul rapporto
tra la trasformata e il metodo perturbativo complexification-averaging, proponendo una
tecnica d’identificazione non lineare basata sulla relazione uno-a-uno tra gli IMF e la
dinamica del sistema, mentre [5.22] presenta una tecnica d’identificazione del danno
che utilizza la variazione di uno smorzamento equivalente estratto dalla trasformata
HHT di risposte strutturali non lineari.
E` opportuno segnalare la presenza di alcuni lavori dedicati a costruire, in ambito
strutturale, un collegamento tra la trasformata Wavelet e quella di Hilbert, cfr. [5.3].
In Tabella 5.1 e` riportato, infine, un quadro di sintesi delle caratteristiche delle
trasformate di Fourier, Wavelet e di Hilbert-Huang. In particolare, la tabella mostra
che la HHT non e` limitata dal principio di indeterminazione tonale, una legge analoga al
principio di indeterminazione di Heisenberg della fisica, che limita la capacita` delle
tecniche tempo-frequenza di localizzare esattamente un segnale. In parole semplici, il
principio sancisce chemisure di frequenza ad alta risoluzione possono essere realizzate
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Fourier Wavelet Hilbert-Huang
Formulazione teorica teorica empirica
Base a priori a priori adattativa
Frequenza globale locale istantanea
Presentazione ampiezza - ampiezza - tempo - ampiezza - tempo -
- frequenza - frequenza - frequenza
Non stazionarieta` no sı` sı`
Non linearita` no no sı`
Tabella 5.1: Confronto tra le trasformate di Fourier, Wavelet e di Hilbert-Huang.
a scapito di una minore precisione sulla tempistica, e viceversa: questo spiega perche´
le trasformate di Fourier a tempo discreto e Wavelet siano rappresentate come dei ret-
tangoli nel dominio tempo-frequenza, cfr. Figura 5.4. Tuttavia, poiche´ la motivazione
teorica di tale indeterminazione risiede nell’operazione di convoluzione di tale tipo di
traformate, appare chiaro che il principio cessa di valere per il caso di Hilbert-Huang,
ove la frequenza e` ottenuta per derivazione [5.6].
L’esempio che segue ha lo scopo di meglio esemplificare le caratteristiche delle
tecniche descritte con riferimento a un modello strutturale semplice. Le versioni della
trasformata Wavelet e di Hilbert implementate in questo caso sono due versioni mi-
gliorate atte a ridurre i fenomeni di dispersione riscontrati negli esempi precedenti;
per evitare di appesantire la trattazione, le specifiche delle due versioni sono riportate
nell’Appendice C.
5.2.3.1 Esempio
Si analizza il sistema piano di Figura 5.10.
Si tratta di un telaio shear type a 2 piani, ovvero, a 2 gradi di liberta`. Analogamente
a quanto visto al x 3.6.3, le equazioni del moto di scrivono:2666664M1 00 M2
3777775
8>><>>:u¨1u¨2
9>>=>>; +
2666664K1 + K2  K2 K2 K2
3777775
8>><>>:u1u2
9>>=>>; =
8>><>>:00
9>>=>>; (5.44)
da cui, assumendo i valori numerici:
M1 = 3kg M2 = 1kg K1 = 1800N=m K2 = 1800N=m (5.45)
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K2
M2
M1 u1
K1
u2
Figura 5.10: Sistema oggetto di studio.
si ottengono le seguenti matrici di massa e rigidezza:
M =
2666664M1 00 M2
3777775 =
26666643 00 1
3777775
K =
2666664K1 + K2  K2 K2 K2
3777775 =
2666664 3600  1800 1800 1800
3777775
(5.46)
Ammettendo che lo smorzamento sia classico (cfr. (2.48)) e arrestando la serie ai soli
primi due termini, si ottiene una matrice di smorzamento siatta:
C = a0M + a1K (5.47)
da cui, forniti i valori:
a0 = 0:3150 a1 = 0:0003 (5.48)
si ottiene:
C =
2666664 2:02  0:54 0:54 0:85
3777775 (5.49)
Le autosoluzioni del sistema sono mostrate in Tabella 5.2; si riportano, da sinistra
verso destra: gli autovalori i e i corrispondenti valori di frequenze angolari !i, fre-
quenze cicliche fi e periodi Ti, i fattori di smorzamento i e le componenti (per colonne)
degli autovettori i, ovvero i modi di vibrare, proposti anche in versione grafica in
Figura 5.11. Come criterio di scala dei modi si e` scelto di normalizzare rispetto alla
componente massima.
Eccitando il sistema con un impulso unitario sulla massa in sommita` e registrando
l’accelerazione dello stesso grado di liberta` (frequenza di campionamento di 5 kHz) si
ottiene quanto riportato in Figura 5.12.
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Modo i, (rad=s)2 !i, rad=s fi, Hz Ti, s i, %
1 418.3 20.453 3.255 0.307 1.08
2 2581.7 50.810 8.087 0.124 1.07
DoF 1 2
1 0.768 -0.434
2 1.000 1.000
Tabella 5.2: Caratteristiche modali del sistema.
Modo 1 Modo 2
Figura 5.11: Modi di vibrare del sistema.
Figura 5.12: Risposta oggetto di studio: a sinistra il sistema di eccitazione e
registrazione, a destra la storia temporale corrispondente.
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Tale segnale di risposta, costruito tramite la soluzione analitica3, e` analizzato con
le versioni avanzate della trasformata Wavelet e della trasformata di Hilbert-Huang
3Oscillazioni libere: le soluzioni delle equazioni del moto nel caso di oscillazioni libere di un modello
parametrico modale sono le seguenti.
In assenza di smorzamento si ha:
qi(t) = Ai cos (!i t) + Bi sin (!i t)
con:
Ai = qi(0) Bi =
q˙i(0)
!i
Per fattore di smorzamento i inferiore all’unita` si ha:
qi(t) =

Ai cos (!id t) + Bi sin (!id t)

e i!it
con:
Ai = qi(0) Bi =
q˙i(0) + qi(0)i!i
!id
!id = !i
q
1   2i
Per fattore di smorzamento i pari all’unita` si ha:
qi(t) =

Ai (1 + !i t) + Bit

e !it
con:
Ai = qi(0) Bi = q˙i(0)
Per fattore di smorzamento i superiore all’unita` si ha:
qi(t) =

Ai cosh (!io t) + Bi sinh (!io t)

e i!it
con:
Ai = qi(0) Bi =
q˙i(0) + qi(0)i!i
!io
!io = !i
q
2i   1
Per esprimere le condizioni al contorno sugli spostamenti u(0) e sulle velocita` u˙(0) in termini di
coordinate modali qi(0) e q˙i(0), e` suciente richiamare la relazione (2.49):
u(t) =
nX
i=1
iqi(t) =q(t)
da cui, premoltiplicando per >i M, si ottiene:
>i Mu(t) = 
>
i M
0BBBB@ nX
i=1
iqi(t)
1CCCCA
e quindi, stante l’ortogonalita` dei modi di vibrare rispetto alla matrice di massaM:
>i Mu(t) = 
>
i Miqi(t)
espressione che conduce alla relazione finale tra gli spostamenti u(0) e qi(0):
qi(0) =
>i Mu(0)
>i Mi
Analogamente, in termini di velocita` u˙(0) e q˙i(0) si ha:
q˙i(0) =
>i Mu˙(0)
>i Mi
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Figura 5.13: Analisi tempo-frequenza della risposta: a sinistra la soluzione analitica, al
centro la trasformata Wavelet, a destra la trasformata di Hilbert-Huang.
discusse nell’Appendice C. Gli andamenti ampiezza-tempo-frequenza ottenuti sono
quelli di Figura 5.13: sulla sinistra e` riportata la soluzione analitica, al centro il grafico
relativo alla trasformataWavelet (costruita con la mother wavelet di Morlet complessa,
fb = 100 e fc = 2), a destra quello corrispondente alla trasformata di Hilbert-Huang
(regolarizzata secondo il metodo di Savitzky e Golay, nSG = 3 e lSG = 1501). La
semplice analisi grafica di questi risultati testimonia come le due trasformate esaminate
siano eettivamente in grado di analizzare il contenuto tempo-frequenza della storia
temporale del moto, aprendo cosı` la strada alle tecniche d’identificazione discusse nel
capitolo successivo.
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Capitolo 6
Pseudo-Mode Index
6
La tecnica EMD descritta nel capitolo precedente viene qui utilizzata allo scopo di
introdurre un nuovo indice di danno, chiamato PMI (Pseudo-Mode Index).
Nello specifico, dopo l’illustrazione di tecniche semplici d’identificazione modale
che sfruttano gli IMF, si focalizza l’attenzione sulla nuova tecnica d’identificazione del
danno, per la quale si eettuano sia confronti con gli altri filoni di ricerca simili per
strategia, sia confronti con altri indici di danno simili per formulazione. Nell’ambito del
lavoro di tesi, ci si avvale di questo indice per selezionare opportunamente il modello
da adoperare nell’utilizzo della tecnica d’identificazione introdotta nella seconda parte
nei casi di parametri incerti di danno.
6.1 Premessa
Nelle ultime due decadi sono state proposte in letteratura numerose tecniche d’iden-
tificazione del danno basate sui risultati di prove dinamiche; un testo di riferimento
sul tema e` [6.7]. Una possibile classificazione di queste tecniche, peraltro ormai am-
piamente accettata, e` quella proposta originariamente in [6.27], che, sulla base delle
informazioni raccolte, assegna la tecnica a uno dei seguenti livelli di approfondimento:
 livello 1: presenza del danno (e.g., Unified Significance Indicator, . . . );
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Livello Presenza Posizione Entita` Vita residua
1 X
2 X X
3 X X X
4 X X X X
Tabella 6.1: Livelli d’identificazione del danno.
 livello 2: presenza e posizione del danno (e.g., COordinate Modal Assurance
Criterion, . . . );
 livello 3: presenza, posizione ed entita` del danno (e.g., Finite Element Model
Updating, . . . );
 livello 4: presenza, posizione ed entita` del danno, valutazione della vita residua
(e.g., Fatigue Lifetime Estimator, . . . );
si veda anche la Tabella 6.1 di sintesi.
Un’altra possibile classificazione e` stilabile sulla base delle grandezze utilizzate:
 categoria 1: proprieta` fisiche (massa, rigidezza, smorzamento);
 categoria 2: proprieta` modali (frequenze naturali, modi di vibrare, smorzamento
modale);
 categoria 3: caratteristichedi elaborazionedel segnale (e.g., trasformatadi Fourier,
Wavelet o di Hilbert).
In [6.28] e` presentata una review sull’identificazione del danno basata sull’uso
delle frequenze naturali come parametro diagnostico strutturale; le conclusioni del
lavoro sottolineano tuttavia come l’analisi delle frequenze strutturali non possa da
sola essere suciente, in generale, per un’identificazione univoca della posizione di
danneggiamenti strutturali; e` suciente pensare, infatti, a una struttura simmetrica
in cui la stessa variazione di frequenza si puo` ottenere per posizioni simmetriche del
danno [6.17]. Il concetto e` stato peraltro ampiamente discusso nella parte precedente
nel discutere la formulazione della funzione obiettivo.
Un’ampia review che mette a confronto numerose tecniche di diversi livelli e cate-
gorie riportata in [6.4] e nella sua natura prosecuzione [6.29]. In quest’ultimo lavoro, in
particolare, si pone l’accento sulla distinzione tra metodi d’identificazione del danno
supervisionati e non: la prima classe si riferisce a metodi che utilizzano dati relativi
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alla struttura sia integra sia danneggiata, come ad esempio i recenti metodi basati sulle
reti neurali e sugli algoritmi genetici, alla seconda classe, cui appartiene ad esempio
la control chart analysis, fanno capo tutti i metodi in cui soltanto la struttura danneg-
giata e` studiata. Un importante punto fermo su quest’ultima classe e` rilevato in [6.31]:
basandosi sulla raccolta e analisi della letteratura sul tema, gli autori propongo una
lista di 7 assiomi sull’identificazione dinamica del danno, il piu` interessante dei quali
e` il secondo, centrato proprio sulla possibilita` che le sole registrazioni eettuate su una
struttura danneggiata siano in grado di fornire informazioni sull’eventuale danneggia-
mento. Gli autori concludono che “the assessment of damage requires a comparison
between two system states” e sottolineano pure che nei lavori in cui la diagnostica e`
possibile con riferimento a un solo stato, in verita` si sta sempre ipotizzando a priori
uno stato a monte da erigere a integro. Altre review piu` recenti sull’identificazione
dinamica del danno sono altresı` disponibili in [6.6, 30]; per le tecniche basate sulla dia-
gnostica del danno tramite la dinamica ad alta frequenze, tecniche delle onde guidate
e ultrasoniche (qui non trattate perche´ categoria a parte), un utile riferimento e` [6.10].
Vale la pena, a questo punto, focalizzare l’attenzione sui lavori dedicati all’analisi
comparativa dei vari metodi: in [6.3] e` presentato uno studio comparativo sull’identi-
ficazione dinamica del danno (livello 2) per ponti a travata; nello specifico, i 6 metodi
di diagnostica scelti sono confrontati tramite simulazioni numeriche e prove al vero,
mostrando come la valutazione del danno sia molto dicile nei casi di segnali di rispo-
sta corrotti dal rumore o relativi a un danneggiamento lieve. Anche in [6.20] lo studio
sull’identificazione dinamica del danno per un arco prototipo in muratura basato su 8
dierenti metodi di valutazione (di livello 1, 2 e 3) conduce a un’analoga conclusione.
In [6.17] si pone poi l’accento sulle questioni legate alla natura inversa del proble-
ma trattato: e` mostrato come l’unicita` della soluzione del problema inverso di misura
della posizione e dell’entita` del danno in una trave curva (parabolica) doppiamente
incernierata richieda lo studio di almeno tre frequenze, una in piu` del caso di trave ret-
tilinea semplicemente appoggiata, ma e` altesı` mostrato come l’aggiunta di una quarta
frequenza nel processo d’identificazione strutturale non conduca necessariamente a un
risultato migliore.
Ricordando che ai fini della tesi si cerca un metodo di livello 2, ossia un metodo
d’identificazione del danno in grado di fornire indicazioni sulla selezione del modello,
appare chiara, quindi, l’ineluttabile assenza di un approccio risolutivo unificato; per
le specificita` del problema trattato, infatti, la maturita` di molti metodi di letteratura
si scontra con una ineludibile validita` parziale. Questa considerazione, unitamente
al riscontro dell’assenza in letteratura di una tecnica analoga, ha ingenerato l’idea di
costruire un metodo capace di combinare le proprieta` modali insite nella struttura
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con le caratteristiche di elaborazione del segnale, in pratica, un metodo di categoria a
cavallo tra la seconda e la terza della lista precedente, che punta a conservare i vantaggi
complementari di entrambe le filosofie e, come conseguenza, a unmiglioramento della
sensibilita` al danneggiamento.
I metodi basati sulle proprieta` modali, imperniati sulle alterazioni della risposta
dinamica generate dai danni, consentono interpretazioni fisicamente congrue e sem-
plici confronti predittivi; tuttavia ci sono tre principali fonti di dicolta` riscontrabili:
e` richiesta una modellazione strutturale molto accurata, e` necessario che il problema
non sia malcondizionato e bisogna selezionare i segnali di risposta piu` significativi.
Dall’altra parte, invece, le tecniche basate sull’elaborazione del segnale di risposta con-
sentono unmonitoraggio diretto e preciso dellemodifiche tra stati danneggiati e non; lo
svantaggio in questo caso e` l’interpretazione fisica della fonte responsabile dei cambia-
menti rilevati. Il metodo qui presentato conserva, per la sua natura auto-adattativa, i
benefici delle tecniche basate sull’elaborazione del segnale di risposta e al tempo stesso
contempla i contenuti in frequenza della struttura.
L’approccio e` concepito per individuare le aree danneggiate a partire dalle vibra-
zioni libere raccolte per gli stati danneggiati e non danneggiati. Ricorrendo alle poten-
zialita` dell’approccio tempo-frequenza EMD, si costruisce nel dominio del tempo una
base i cui segnali sono multi-frequenza e si introduce quindi un indicatore di danno
che confronta come l’energia di un dato segnale di risposta si ripartisce all’interno della
base. Da un punto di vista operativo, questo raronto energetico puo` essere egualmen-
te visto come un confronto tra curve sperimentali estratte dai dati, le quali coincidono
con i modi di vibrare solamente sotto opportune condizioni.
6.2 Identificazione modale
Nel capitolo precedente si e` detto che l’EMD e` un filtro non lineare capace di separare
le oscillazioni veloci da quelle lente. Iterando questo processo di vagliatura, si genera
un banco di filtri che decompone un dato segnale in un insieme di sub-segnali, gli IMF.
I pro e i contro del metodo sono:
 vantaggio: gli IMF (piu` il residuo) costituiscono una base completa e guidata dai
dati (auto-adattativa);
 svantaggio: le oscillazioni lente sono interpolate, e quindi approssimate (motivo
per cui si parla di empiricalmode decomposition).
6.2. Identificazione modale 155
Un’ulteriore svantaggio potrebbe essere la non-ortogonalita`, in generale, della base di
IMF, ma, come si e` detto, questo difetto puo` essere superato post-processando gli IMF
con la tecnica di Gram-Schmidt, ottenendo gli OIMF.
Circa il significato fisico degli IMF, in [6.13] e` precisato che gli IMFs sono coerenti
con la fisica del sistema e rappresentano le componenti oscillatorie contenute nel segna-
le. Pertanto, per sistemi lineari, il significato degli IMF dovrebbe essere, in principio,
chiaro: dato un segnale di risposta (spostamento, velocita`, accelerazione), gli IMF cor-
rispondono, a meno di un fattore di scala, alle storie temporali (spostamento, velocita`,
accelerazione) delle coordinate modali. Sarebbe a dire:
ui(t) =
nX
j=1
i jq j(t) i = 1; : : : ; n n = dof
IMFik(t) = i jq j(t) i; j = 1; : : : ; n k = n   ( j   1)
(6.1)
e analoghe nel caso di velocita` o accelerazione (basta sostituire ui(t) e q j(t) con u˙i(t) e
q˙ j(t), nel primo caso, e con u¨i(t) e q¨ j(t), nel secondo caso).
Sulla base di queste relazioni, se ne conclude che, noti gli IMF, le proprieta` modali
possono essere identificate mutuando le tecniche standard utilizzate per i sistemi SDoF.
In particolare, con riferimento alla Figura 6.1, le proprieta` modali possono desumersi
operando nel dominio del tempo (ovvero sulla IRF):
 la frequenza (smorzata) e` valutata tramite la distanza tra gli attraversamenti per
lo zero fdj = 1=Tdj;12; data l’indipendenzadalle coppie 1, 2 il risultato puo` ottenersi
piu` accuratamente tramite un’operazione di regressione;
 lo smorzamento e` valutato con il decremento logaritmico  j =  j=((2)2 + 2j )1=2,
essendo  j = ln(h j1=h j2); circa le coppie resta valido il commento riportato per il
caso della frequenza;
 i modi di vibrarei j sono valutati tramite il rapporto tra gli RMS delle IRF relative
a punti i diversi. In verita`, la relazione (6.1)2 assicura che, scelto arbitrariamente
un punto di riferimento I (in cui I j = 1), i modi sono ottenibili come (i j=I j) =
(IMFik=IMFIk), con k = n  ( j  1); tuttavia, ai fini delle applicazioni che seguono e
anche perche´ questa relazione e` molto suscettibile a piccoli shift temporali delle
risposte, e` preferibile riferirsi agli RMS, cfr. (2.7);
oppure nel dominio delle frequenze (ovvero sulla FRF):
 la frequenza smorzata fdj e` valutata in corrispondenza del picco della FRF;
 lo smorzamento e` valutato con ilmetododella semi-ampiezza j = ( f j2  f j1)=(2 fdj);
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Figura 6.1: Tecniche d’identificazione dinamica sulla base degli IMF (si omettono, per
semplicita`, i pedici delle grandezze).
u20 = 1 m/s
u2
t
u1
t
Figura 6.2: Sistema di eccitazione e registrazione.
 i modi di vibrare i j sono valutati tramite il rapporto tra i picchi delle FRF
relative a punti i diversi i j=I j = H¯i j=H¯I j, essendo I un punto di riferimento
arbitrariamente scelto (in cui I j = 1).
Si precisa come la dierenza tra i metodi qui proposti e quello di letteratura di
cui al x 5.2.3 risieda nella strategia risolutiva: qui si utilizzano le proprieta` globali dei
sub-segnali, mentre nei lavori citati si opera sulle proprieta` locali e si esegue poi un
fitting sulle storie temporali.
6.2.1 Esempio
Si analizza nuovamente il sistema a 2 gradi di liberta` di Figura 5.10; per una descrizione
completa delle caratteristiche dello stesso si veda quanto gia` riportato al x 5.2.3.1.
Eccitando il sistema con un impulso unitario sulla massa in sommita` e analiz-
zando tramite la tecnica EMD le risposte di entrambi i gradi di liberta` (frequenza di
campionamento di 5 kHz), cfr. Figura 6.2, si ottiene quanto riportato in Figura 6.3.
La semplice analisi grafica di questi risultati mostra come in questo caso gli IMF
coincidano eettivamente con le storie temporali delle coordinate modali (a eccezione
di trascurabili zone terminali); peraltro, con riferimento alla risposta del secondo grado
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Figura 6.3: Confronto tra gli IMF e le storie temporali delle coordinate modali.
di liberta`, un risultato identico era stato ottenuto al x 5.2.3.1. A riprova di questo, se si
applicano le due tecniche d’identificazione esposte in precedenza (basate sull’analogia
con il caso SDoF) si ottiene un’elevata corrispondenza tra le grandezze analitiche e
quelle identificate, tanto nel dominio del tempo, quanto in quello delle frequenze, cfr.
Tabella 6.2; soltanto per i due fattori di smorzamento si registra un errore elevato
quando l’identificazione e` operata nel dominio delle frequenze, ma questa circostanza
e` piu` facilmente imputabile alle approssimazioni del metodo della semi-ampiezza
stesso, piu` che a segnali corrotti (come dimostra il fatto che gli stessi segnali misurano
propriamente lo smorzamento se si opera nel dominio del tempo).
Analitiche
Identificate con EMD
SDoF (frequenza) SDoF (tempo)
1 modo 2 modo 1 modo 2 modo 1 modo 2 modo
fd, Hz 3.25 8.09 3.27 8.07 3.25 8.08
, % 1.08 1.07 1.52 1.15 1.07 1.07
1i 0.77 -0.43 0.72 -0.44 0.76 -0.44
2i 1.00 1.00 1.00 1.00 1.00 1.00
Tabella 6.2: Identificazione modale tramite EMD.
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6.3 Identificazione del danno
La tecnica EMDmostra frequentemente dei fenomeni dimode mixing. A causa di questi
fenomeni viene meno l’ipotesi alla base delle succitate tecniche SDoF per l’identifica-
zione modale, ovvero l’ipotesi per la quale gli IMF corrispondono, a meno di un fattore
di scala, alle storie temporali delle coordinate modali. L’idea alla base del metodo
proposto e` che, siccome in questa sede si intende utilizzare la tecnica EMD ai fini dell’i-
dentificazione del danno, piuttosto che del modello modale, la base degli IMF continua
a conservare la sua validita` anche in presenza di fenomeni di mode mixing, e, anzi,
costituisce una base privilegiata; questo concetto di adeguatezza della base e` analogo a
quello discusso in [6.24] con riferimento a un segnale bitonale e verra` trattato al x 6.3.2.
Da un punto di vista operativo il metodo prevede un utilizzo energetico della base
del tutto analogo agli altri metodi di letteratura non basati su un modello numerico
di confronto: il danno e` identificato tramite un quadro di controllo della distribuzione
di una o piu` caratteristiche significative della risposta, ove nuovi dati incoerenti con
quelli storici permettono l’individuazione del danno [6.1]. Per la natura energetica del
metodo, appare immediato sviluppare la formulazione con riferimento alla versione or-
togonale degli IMF, gli OIMF; a scopo illustrativo, tuttavia, le elaborazioni che seguono
verranno presentate con riferimento tanto alla EMD quanto alla OEMD.
Detto i = 1; : : : ;N il numero di sensori (i punti di misura) e detto j = 1; : : : ;M il
numero di IMF (oOIMF) piu` il residuo (imodi intrinseci della base), si valuta dapprima
la potenza media dei sub-segnali della base:
Pi j =
1
Tr
Z Tr
t0
IMFi j(t)2 dt o Pi j =
1
Tr
Z Tr
t0
OIMFi j(t)2 dt (6.2)
e in seguito si costruisconoM pseudo-modi di N componenti 'i j:
'i j =
q
Pi j (6.3)
In altri termini, si definiscono come pseudo-modi le curve costruite a partire dai valori
RMS dei sub-segnali. Sulla base di quanto gia` detto sulla possibilita` di mutuare le
tecniche SDoF ai fini dell’identificazione operando con l’EMD, e` quindi evidente come
l’unico caso in cui gli di pseudo-modi coincidono con imodi propriamente detti e` quello
in cui essi sono derivati a partire da IMFmono-frequenza (il che giustifica l’appellativo
pseudo). Si sottolinea come l’utilizzo degli OIMF, anche nel caso in cui questi siano
dedotti a partire da IMF mono-frequenza, e` di per se´ condizione suciente perche´
gli pseudo-modi non collassino nei modi di vibrare (i quali, infatti, sono ortogonali
soltanto rispetto alle matrici di massa e rigidezza, oltre che di smorzamento, nel caso
in cui sia uno smorzamento classico).
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Garantendo che il sistema di eccitazione e di misura mantenga la stessa configura-
zione passando dal caso integro a quello danneggiato, si introduce quindi un nuovo
indice di danno, denominato PMI (Pseudo-Mode Index), basato sul confronto tra gli
pseudo-modi non danneggiati e quelli danneggiati:
PMI(i) =
j 'diJ   'uiJ j
'uiJ
(6.4)
con J il pseudo-modo per cui si ha la massima dierenza di potenza:
P( j) =
XN
i=1
Pdij  
XN
i=1
Puij
 (6.5)
Il danno e` quindi identificato in corrispondenza del picco dell’indice PMI(i); un valore
costante della funzione indica invece che la struttura si e` mantenuta integra, ovvero
una mera operazione di scala tra 'uiJ e '
d
iJ. La relazione che fornisce il pseudo-modo
piu` significativo necessita tuttavia una precisazione: se il numero di IMF della base e`
stato fissato a priori (cfr. x 5.1) e il pseudo-modo selezionato J risulta essere il residuo,
allora si rende necessario aumentare le dimensioni della base, ovvero il numero di IMF,
dato che altrimenti il confronto riguarderebbe componenti non compiutamente filtrate
dall’EMD.
L’indicatore di danno proposto, qui introdotto su base energetica, puo` altresı` pen-
sarsi come un’estensione agli pseudo-modi delle analoghe definizioni sviluppate in
letteratura con riferimento ai modi di vibrare. Questo concetto verra` discusso nelle
pagine che seguono.
Riassumendo, la formulazione proposta puo` sintetizzarsi nei seguenti quattro step:
 registrare i segnali di risposta delle oscillazioni libere della struttura danneggiata
e non;
 analizzare questi segnali con la tecnica EMD, ottenendo i sub-segnali IMF;
 estrarre dal set di sub-segnali le forme pseudo-modali;
 confrontare gli pseudo-modi relativi alla struttura danneggiata e non;
e appare evidente come il metodo, essendo basato sulla risposta, ha il notevole vantag-
gio di non richiede alcun modello numerico di confronto, circostanza che spesso rende
il processo d’identificazione del danno proibitivo nelle applicazioni al vero.
L’esempio che segue ha lo scopo di enfatizzare la dierenza che intercorre tra modi
e pseudo-modi.
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Figura 6.4: Sistema di eccitazione e registrazione.
6.3.1 Esempio
Si analizza il sistema a 4 gradi di liberta` introdotto al x 3.6.3, cfr. Figura 3.1. In
particolare, si studia il caso imperturbato:
Mi = 1kg Ki = 1800N=m i = 1; 2; 3; 4 (6.6)
e si ammette uno smorzamento classico (cfr. (2.48)) arrestato ai soli primi due termini,
ossia una matrice di smorzamento siatta:
C = a0M + a1K (6.7)
con:
a0 = 0:3150 a1 = 0:0003 (6.8)
Il sistema e` eccitato applicando un impulso unitario in sommita` e la registrazione
e` eettuata sullo stesso grado di liberta` (frequenza di campionamento di 5 kHz), cfr.
Figura 6.4. Il primo IMF fornito dalla tecnica EMD per tale segnale di risposta e` quello
riportato in Figura 6.5.
In questo caso, dierentemente da quanto riscontrato nell’esempio illustrato al
x 6.2.1, anche la semplice analisi grafica dell’IMF mostra come sia presente piu` di un
contenuto in frequenza; il concetto e` chiarito dalla Figura 6.6, in cui si apprezza come
il primo IMF, che in teoria dovrebbe coincidere con la storia temporale della quarta
coordinata modale (la piu` veloce), restituisce dapprima (tra 0 e 1 secondo) una somma
del terzo e del quarto modo di vibrare e dopo (tra 1 e 5 secondi) volge alla seconda
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Figura 6.5: Analisi del segnale con l’EMD: in alto l’accelerazione registrata, in basso il
corrispondente primo IMF.
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coordinata modale. Il primo fenomeno di interazione e` imputabile alla vicinanza tra
le frequenze dei modi considerati (il terzo e il quarto), mentre il secondo fenomeno
di transizione alla maggiore ampiezza del secondo modo rispetto al terzo nel range
analizzato (il terzo modo e` piu` veloce e pertanto decade prima, cfr. Nota 3 di pag. 145).
Lo stesso contenuto tempo-frequenza puo` essere rilevato per tramite delle trasfor-
mate Wavelet e di Hilbert descritte nel capitolo precedente. I risultati ottenuti utiliz-
zando la mother wavelet di Morlet complessa ( fb = 7 e fc = 1:9) per la trasformata
Wavelet, e il metodo di regolarizzazione di Savitzky e Golay (nSG = 1 e lSG = 3001)
per la trasformata di Hilbert, sono quelli riportati in Figura 6.7. Con riferimento alle
frequenze del modello (evidenziate nei grafici per tramite di quattro linee rosse, cfr.
x 3.6.3) appare evidente come, al netto degli eetti di bordo (parte in basso a sinistra
del dominio tempo-frequenza), la trasformata Wavelet sia in grado di descrivere con-
gruentemente i due fenomeni (di interazione e di transizione) descritti in precedenza
(la linea in blu rappresenta il limite inferiore utilizzato nell’analisi tempo-frequenza:
stante la relazione (5.36), infatti, per valori esigui della frequenza il coeciente di scala
tende a divergere, ingenerando problemi computazionali). Poiche´, per definizione, la
trasformata di Hilbert e` in grado di fornire una sola ampiezza per un fissato istante
temporale, in questo secondo caso si riesce a cogliere molto bene il fenomeno di transi-
zione, mentre quello di interazione risulta essere completamente celato (in pratica, la
trasformata restituisce solo l’ampiezza di intensita` maggiore).
Questi risultatimettono in evidenza i succitati fenomenidimodemixing e chiariscono
comenonvi sia garanzia che l’analisi con l’EMDconduca in tutti i casi all’identificazione
del modello modale della struttura. In altri termini, mentre con il sistema a due
gradi di liberta` del x 6.2.1 l’applicazione della tecnica EMD conduceva ai modi di
vibrare, in questo caso si possono ottenere soltanto delle curve sperimentali, quelle
precedentemente battezzate come pseudo-modi.
6.3.2 Approfondimenti sul metodo PMI
In forma induttiva, il metodo PMI puo` essere cosı` introdotto. In [6.11] e` presentato un
approccio per l’identificazione del danno basato sulla trasformata Wavelet di risposte
relative a sistemi eccitati armonicamente, mentre in un lavoro successivo [6.18] e` ri-
portata una disamina piu` dettagliata sull’utilizzo della trasformata Wavelet in ambito
diagnostico strutturale. Tuttavia, studi recenti [6.26], sia numerici sia sperimentali,
dedicati all’identificazione dinamica del danno in un elemento strutturale semplice
(una mensola in acciaio) e basati sull’analisi dei modi vibrare con la trasformata Wa-
velet, mostrano da una parte la dicolta` nel calibrare opportunamente la trasformata
(circostanza gia` enfatizzata nell’introdurre la Wavelet), e dall’altra la possibilita` che il
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Figura 6.6: Confronto tra il primo IMF e le storie temporali delle coordinate modali.
Figura 6.7: Analisi tempo-frequenza dell’IMF di Figura 6.5: a sinistra la trasformata
Wavelet, a destra quella di Hilbert.
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metodo cada in difetto per danno lieve, anche nel caso di settaggio congruo. In altri
termini, anche un’analisi tempo-frequenza ecace come la Wavelet non sembra di per
se´ capace di colmare le lacune gia` discusse in precedenza.
Per questa ragione, l’indice introdotto per l’identificazione del danno strutturale
utilizza un approccio pseudo-modale piuttosto che modale, che prova a massimizzare
le informazioni tempo-frequenza del segnale. Alla base della procedura vi e`, infatti,
l’utilizzo dell’EMD per derivare una base privilegiata sulla quale proiettare la risposta
strutturale, ma questa proiezione non conduce, in generale, ai modi di vibrare della
struttura. Piu` precisamente, l’EMD viene applicata a tutte le risposte misurate al fine
di estrarre un insieme di funzioni guidate dai dati, gli IMF o gli OIMF, quest’ultimi
ottenibili tramite il processo di Gram-Schmidt; queste basi auto-adattive vengono quin-
di utilizzate per eseguire un confronto tra la struttura danneggiata e non danneggiata,
cercando di individuare e localizzare il danno per tramite di curve sperimentali, gli
pseudo-modi.
Per illustrare la natura di queste curve e` utile riferirsi allo schema di Figura 6.8. Il
metodo PMI e` destinato allo studio delle vibrazioni libere, quindi la risposta dinamica
del sistema e` governata dalle sole proprieta` della struttura (le condizioni iniziali gio-
cano il ruolo di un fattore di scala); in altri termini, l’andamento teorico nello spazio
ampiezza-tempo-frequenza e` quello esemplificato in figura con riferimento a un siste-
ma a quattro gradi di liberta` (cfr. le linee a frequenza costante e intensita` decrescente
nel tempo, in misura tanto piu` grande quanto piu` grande e` la frequenza), ovvero il
ben noto andamento oscillatorio a decadimento esponenziale (cfr. Nota 3 di pag. 145).
D’altronde, come si e` gia` discusso in precedenza, gli IMF posseggono il contenuto
in frequenza della struttura, ma presentano fenomeni di transizione (passaggio dalla
frequenza piu` veloce a minore ampiezza a quella piu` lenta a maggiore ampiezza) e
di interazione (le oscillazioni relative a frequenze prossime non sono separate) che
forniscono una localizzazione diagonale a blocchi, cfr. i riquadri di Figura 6.8. Questo
tipo di decomposizione tende a operare esattamente nella direzione prefissata per il
metodo, quella di massimizzare le informazioni tempo-frequenza del segnale, ovvero
aumentare la sensibilita` dei confronti basati sui modi di vibrare. Si precisa pero` che,
mentre i modi di vibrare sono una proprieta` della struttura, gli pseudo-modi dipendo-
no anche dal punto di applicazione dell’eccitazione, che ai fini del metodo deve essere
lo stesso per la struttura integra e per quella danneggiata. Per quanto riguarda l’ortogo-
nalizzazione, la localizzazione tempo-frequenza continua ad avere la forma diagonale
descritta, cfr. x 5.1.3; l’eetto e` pero` la garanzia che l’energia contenuta negli OIMF sia
la stessa del segnale di partenza.
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Figura 6.8: Localizzazione tempo-frequenza del primo IMF.
6.3.3 Confronto con altri filoni di ricerca
Appare utile confrontare la definizione dell’indicatore PMI con le altre principali
filosofie d’identificazione del danno basate sull’EMD gia` sviluppate in letteratura.
In un primo approccio, quello proposto in [6.32], la tecnica EMD e` utilizzata per
individuare l’istante in cui si verifica il danneggiamento; uno studio simile basato
sull’utilizzo dell’EMD e della trasformata Wavelet e` riportato in [6.15]. Sulla stessa
scia si pone il lavoro [6.5], in cui l’EMD e` usata in concomitanza con il metodo Vector
AutoRegressive Moving Average. Il principale svantaggio di questi metodi e` che
richiedono un monitoraggio in continuo, giacche´ l’ipotesi molto stringente alla base e`
che il danneggiamento si verifichi durante la registrazione.
Una seconda proposta [6.19] e` quella che prevede l’utilizzo dei diagrammi tempo-
frequenza e tempo-energia degli IMF relativi alle onde viaggianti per identificare il
danno in elementi strutturali di tipo trave o piastra attraverso l’analisi dei tempi di
percorrenza delle onde dirette e di quelle riflesse a opera del danno e delle condizioni
al contorno.
Un’altra classe di lavori prevede di utilizzare l’EMD in un approccio misto, ossia in
concomitanza con altre tecniche di elaborazione del segnale; tra questi si segnala [6.9]
in cui si adopera l’EMD in concomitanza con la trasformata Wavelet e l’utilizzo di reti
neurali artificiali.
Un altro filone di ricerca [6.2] e` quello in cui gli IMF sono usati per implementa-
re un metodo energetico d’identificazione del danno. In [6.22] la tecnica e` validata
sperimentalmente per l’identificazione di piccole fessure in mensole tubolari d’acciaio,
mostrando come il metodo sia particolarmente sensibile al danno; un ulteriore valida-
zione sperimentale del metodo e` riportata in [6.23], e anche in questo caso i risultati
sperimentali testimoniano la validita` del metodo proposto.
Apparentemente, questi lavori prevedono tutti un approccio molto simile a quello
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qui presentato, ma, tuttavia, le dierenze esistenti con l’indicatore PMI sono significa-
tive:
 l’approccio di letteratura usa l’EMD, l’indice PMI e` pensato con riferimento
all’OEMD;
 l’approccio di letteratura utilizza il primo IMF, l’indice PMI l’OIMF piu` significa-
tivo (in termini energetici);
 nell’approccio di letteratura la selezione del primo IMF richiede l’utilizzo di un
filtro passa-banda, l’indice PMI non richiede nessun filtro in frequenza;
in altre parole, nei succitati articoli si confrontano, de facto, i modi, mentre la tesi
propone di confrontare delle curve, gli pseudo-modi, desunte proiettando su una base
modale intrinseca diversa da quella modale propriamente detta. Si precisa che in [6.21]
l’ipotesi di filtraggio presente nel metodo di letteratura e` rimossa e si guarda a piu`
IMF, al primo e al secondo sostanzialmente, ma la selezione e` sviluppata in pratica per
tentativi, cosı` come la base di riferimento e` ancora quella dell’EMD. Infine, nel recente
lavoro [6.14] e` mostrato come anche un’analisi dello spettro della HHT permetta di
identificare correttamente il danno: l’approccio appare, tuttavia, qualitativo piu` che
quantitativo, oltre che meno speditivo di quello qui presentato.
6.3.4 Confronto con altri indici di danno
Gli indici di danno basati sull’impiego delle forme modali hanno attirato grande atten-
zione fin dai primi anni ottanta. Il concetto basilare e` quello di individuare e localizzare
i danni adandosi a cambiamenti, tra stati danneggiati e non danneggiati, delle forme
modali o loro derivate. Com’e` noto, le derivate dei modi di vibrare (e.g., le curvatu-
re modali), sono piu` sensibili al danneggiamento, ma al tempo stesso piu` dicili da
misurare. Le analisi eettuate nella presente tesi concernono i modi di vibrare, fermo
restando che, per com’e` stata dedotta, la strategia risolutiva proposta e` di immediata
estensione al caso di derivate delle forme modali.
Tra gli indici di danno di letteratura basati sul confronto tra i modi di vibrare
della struttura danneggiata e non si possono annoverare i seguenti due indici, ormai
considerabili come classici:
 in [6.8] e` introdotto l’indiceRD (RelativeDierence), basato sul confronto tra imodi
di vibrare non danneggatiuij e i modi danneggiati
d
ij, intesi entrambi comemodi
normalizzati a massa unitaria. Detto N il numero di sensori ed L il numero di
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modi vibrare considerati, l’indice e` definito come:
RD(i j) =
uij   dij
uij
i = 1; : : : ;N j = 1; : : : ; L (6.9)
e il danno e` stimato in corrispondenza del sensore i in cui la funzione RD assume
il suo valore (assoluto) massimo;
 in [6.16] e` definito l’indice COMAC (COordinate Modal Assurance Criteria):
COMAC(i) =
PL
j=1 j dij uij j
2
PL
j=1

dij
2PL
j=1

uij
2 (6.10)
ove il danno e` stimato in corrispondenza del sensore i in cui la funzione COMAC
assume il suo valore minimo. Anche in questo caso l’indicatore e` da intendersi
riferito ai modi normalizzati a massa unitaria.
Vale la pena sottolineare che, mentre l’indicatore RD e` una funzione di due variabili,
ossia si presenta come unamisura selettiva di un datomodo (giacche´ privilegia il modo
j in cui la funzione RD(i j) assume il suo valore (assoluto) massimo), con il COMAC
si ha una misura complessiva, che comprende tutti i modi di vibrare (ovvero quelli
disponibili, pensando ad applicazioni al continuo e al vero).
Ricordando la definizione fornita per il PMI (6.4), appare evidente come questo
indice possa anche ottenersi sostituendo i modi di vibrare con gli pseudo-modi nella
relazione dell’indice RD; infatti, la presenza del valore assoluto nel PMI equivale alla
ricerca del massimo in valore assoluto per l’RD. Inoltre, anche l’indice PMI appare
come unamisura selettiva, seppure questa selezione sia eettuata non per mera ricerca
del massimo valore assoluto della funzione RD(i j), ma imponendo un criterio di scelta
energetico.
Per analogia con la dicotomiamisura selettiva/complessiva riscontrata per gli indici
RD e COMAC con riferimento ai modi di vibrare, anche per gli pseudo-modi appare
utile introdurre (artatamente) una misura complessiva da aancare a quella selettiva
predisposta dal PMI.Allo scopo, la definizionedell’indiceCOMAC e` estesa agli pseudo-
modi, sostituendo questi ultimi ai modi e ottenendo un indice nel seguito denominato
PCOMAC (Pseudo COordinate Modal Assurance Criteria):
PCOMAC(i) =
PL
j=1 '
d
ij '
u
ij
2
PL
j=1

'dij
2PL
j=1

'uij
2 (6.11)
ove ilmodulo e` stato cassatogiacche´ ininfluente (gli pseudo-modi sonoquantita` definite
positive).
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Tipo di misura Modi Pseudo-modi
Selettiva RD(i j) PMI(i)
uij   dij
uij
j 'diJ   'uiJ j
'uiJ
(J = argmaxP( j);
P( j) =
 PNi=1 Pdij  PNi=1 Puij)
Complessiva COMAC(i) PCOMAC(i)PL
j=1 j dij uij j
2
PL
j=1

dij
2PL
j=1

uij
2
PM
j=1 '
d
ij '
u
ij
2
PM
j=1

'dij
2PM
j=1

'uij
2
Tabella 6.3: Confronto della tecnica PMI con le altre di letteratura.
Una sintesi delle quattro tecniche appena descritte e` riportata in Tabella 6.3.
6.3.5 Esempio pilota
Si analizza il sistema a 4 gradi di liberta` (Figura 3.1) gia` utilizzato in ambito del
problema diretto, al x 3.6.3, con riferimento alla soluzione al primo ordine, e al x 3.7.4,
per la soluzione al second’ordine.
Il sistema e` caratterizzato dai seguenti valori di massa, rigidezza e smorzamento:8>>>>>>>>>><>>>>>>>>>>:
Mi = 1kg i = 1; 2; 3; 4
Ki = 1800N=m i = 1; 2; 4
K3 = 1800 (1   )N=m  : p() = N(; 2)
C = a0M + a1K a0 = 0:3150; a1 = 0:0003
(6.12)
con p() funzione di densita` di probabilita` della variabile .
Dati due set di misure sperimentali, l’uno relativo allo stato integro ( = 0), l’altro
riferito a quello danneggiato ( , 0), si intende nell’ordine:
 applicare il metodo PMI di cui al x 6.3 per localizzare il danno;
 utilizzare la tecnica d’identificazione sintetizzata in Figura 4.1 per misurarne
l’entita`.
Per la posizione  = 0 nello stato integro, lo scenario non danneggiato risulta avere
sempre carattere deterministico (ipotesi semplificativa, ma giustificata dal fatto che la
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Modo
Frequenze, Hz
U D Di., %
1 2.35 2.24 -4.42%
2 6.75 6.26 -7.27%
3 10.35 10.21 -1.28%
4 12.69 11.84 -6.68%
Tabella 6.4: Confronto tra i casi danneggiato (D) e non (U): variazione delle frequenze
e matrice del MAC.
procedura rutinaria e` sempre la stessa e quindi l’eetto della componente stocastica
si puo` apprezzare con riferimento allo stato danneggiato); per quello danneggiato, si
considerano invece i due casi gia` utilizzati nell’ambito del problema diretto: un caso 1,
deterministico, ove il parametro ha  , 0, 2 = 0; e un caso 2, aleatorio, con  , 0,
2 = (0:05)
2.
6.3.5.1 Posizione del danno
Per verificare la capacita` dell’indice PMI di localizzare il danno, si considera il seguente
scenario:
 = 0:3¯ =) Kd3 = 1800(1   0:3¯) = 1200N=m (6.13)
ovvero una riduzione di un terzo della rigidezza del terzo piano del telaio (per evi-
tare un appesantimento computazionale e dell’esposizione, e` considerato quest’unico
scenario di danno, assunto, quindi, come campione rappresentativo degli stati non
integri).
Le variazioni indotte da tale scenario sull’autosoluzione analitica sono quelle ripor-
tate in Tabella 6.4: a fronte di una riduzione del 33 % della rigidezza del terzo piano,
le frequenze si riducono al piu` del 7 % e i modi di vibrare hanno un valore del MAC
diretto (cfr. la diagonale della matrice delMAC) che si discosta al piu` del 4 % dall’unita`,
e valori del MAC incrociato che evidenziano una quasi-ortogonalita`1.
Per localizzare il danno, l’indice PMI confronta le risposte strutturali relative allo
stato integro e quello danneggiato; e` quindi necessario stabilire un sistema di eccitazio-
1Significato della matrice del MAC: nel Capitolo 4 si e` sottolineato che, non essendo gli autovettori
scalati rispetto alla matrice di massa o alla matrice di rigidezza, il MAC e` un controllo di qualita`, non
di ortogonalita`. In questo caso, pero`, essendo la matrice di massa del sistema diagonale e composta da
elementi tutti eguali, il MACpuo` essere interpretato sia come un controllo di qualita`, sia come un controllo
di ortogonalita`.
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Figura 6.9: Identificazione del danno con il metodo PMI.
ne e di acquisizione. In questo esempio si e` scelto di eccitare la struttura tramite un
impulso unitario sulla sommita` e registrare le accelerazioni di tutti i gradi di liberta`
((frequenza di campionamento di 5 kHz), cfr. schema a sinistra in Figura 6.9.
I risultati ottenuti applicando la tecnica PMI, cfr. x 6.3, sono quelli riportati nella
stessa Figura 6.9: il secondo e il terzo graficomostrano che lo pseudo-modo selezionato
e` il secondo sia utilizzando gli IMF sia adoperando gli OIMF, mentre i due grafici sulla
destra provano come soltanto l’utilizzo degli OIMF, ovvero della versione ortogonale
dell’EMD, conduce a una corretta identificazione del piano danneggiato. In questi
ultimi due grafici sono illustrati anche gli andamenti dell’indice PMI ottenuti conside-
rando il primo pseudo-modo: appare evidente come il corretto funzionamento della
tecnica richieda un’opportuna selezione dello pseudo-modo.
Il confronto con le altre tecniche d’identificazione del danno introdotte in preceden-
za, vedi Tabella 6.3, e` riportato in Figura 6.10. Nonostante la semplicita` dell’esempio
si evince la necessita` di utilizzare una tecnica d’identificazione robusta (si precisa che
il valore dell’indice RD corrispondente al secondo modo, terzo dof, e` stato posto unita-
rio perche´ relativo a una componente inizialmente nulla): dei metodi riportati, infatti,
soltanto il PMI nella versione OIMF e il PCOMAC nella versione IMF sono in grado
di selezionare correttamente il danno; in un’altra applicazione del metodo [6.25], si e`
poi dimostrato che mentre il PMI-OIMF continua a fornire risultati attendibili, lo stesso
non si verifica per il PCOMAC-IMF.
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Figura 6.10: Confronto tra varie tecniche d’identificazione del danno.
6.3.5.2 Entita` del danno
Partendo dalle medie statistiche sperimentali dell’autosoluzione (qui simulate nume-
ricamente) si vuole misurare l’entita` del danno. In particolare, con riferimento alla
tecnica d’identificazione sintetizzata in Figura 4.1, si utilizzano i risultati di una prima
campagna con  = 0 per costruire il modello fisico (model updating stocastico, che,
nella fattispecie, collassa nel caso deterministico, cfr. x 6.3.5), e quelli di una secon-
da campagna con  , 0 per misurare l’entita` del danno (identificazione stocastica di
modifiche strutturali).
Per quanto riguarda il model updating, si ammette che n = n = 4, ovvero di aver
misurato tutte le frequenze e tutti i modi di vibrare del telaio, i valori corrispondenti
per le quantita` (k˜i; k˜i) sono gli stessi di Tabella 3.1; si ipotizza inoltre di inizializzare
le matriciM0 e K0 nel seguente modo:
Mi = 1kg Ki = 2250N/m (6.14)
ovvero si suppone di conoscere con esattezza le masse e con una sovrastimata del 25 %
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Figura 6.11: Funzione obiettivo e identificazione del parametroper ilmodel updating:
a sinistra la soluzione al primo ordine, a destra la soluzione al secondo ordine.
le rigidezze. Come modelli candidatiMh si utilizzano i seguenti tre:8>>>>>>>>>><>>>>>>>>>>:
M1 : Ki = 2250(1   )N=m i = 1; 2; 3; 4
M2 : Ki = 2250(1   )N=m i = 1; 2 K j = 2250N=m j = 3; 4
M3 : Ki = 2250(1   )N=m i = 3; 4 K j = 2250N=m j = 1; 2
Mi = 1kg 8i;Mh
(6.15)
il primo modello prevede di aggiornare tutte le rigidezze, il secondo solo la prima e
la seconda, il terzo solo la terza e la quarta. I risultati di Figura 6.11 mostrano che
la funzione obiettivo esibisce un comportamento praticamente identico passando dal
primo al secondo ordine, con un minimo ben marcato (punto cerchiato) per il modello
M1 (quello che coincide con ilmodellofisico eettivo) al quale la (6.15)1 fa corrispondere
(per congruenza con la simbologia adottata nel testo, il valore identificato e` la media
 del parametro , ma e` ovvio che in questo caso deterministico  = ):
˜ = 0:20 =) Ki = 2250(1   0:20)N=m = 1800N=m i = 1; 2; 3; 4 (6.16)
rigidezza esattamente pari (nei limiti numerici) a quella eettiva; la procedura dimodel
updating e` sintetizzata in Tabella 6.3.5.
Passando all’identificazione stocastica del danno, allo scopo di testare l’adabilita`
della tecnica perturbativa nell’esplorare l’intorno del modello aggiornato nella prima
fase di model updating, non ci si riferisce a un singolo telaio danneggiato, ma, in perfet-
ta analogia con quanto svolto per il problema diretto, si esplora un intorno ampio della
soluzione; in particolare, si adottano gli stessi valori del problema diretto (cfr. x 3.6.3,
con riferimento alla soluzione al primo ordine, e x 3.7.4, per quella al secondo ordine):
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Grandezza Inizializzata IdentificataM1 Eettiva
Mi, kg 1 1 1
Ki, N/m 2250 1800 1800
Tabella 6.5: Model updating.
 2 (0; 0:5], 2 = 0 per il caso 1 deterministico,  2 (0; 0:5], 2 = (0:05)2 per il
caso 2 aleatorio. Proprio perche´ si vuole esplorare un intorno ampio della soluzione
imperturbata, quella ottenuta con il model updating, l’identificazione dei parametri e`
eettuata confrontando ogni modello danneggiato con quello di partenza (soluzione
imperturbata); in altri termini, non si esegue un continuous model updating (in tal
caso i termini perturbativi verrebbero aggiornarti, cambiando di volta in volta la solu-
zione imperturbata di partenza). Come si e` gia` sottolineato, le quantita` sperimentali
(K˜i; K˜i) sono qui ottenute numericamente partendo dalla soluzione del problema agli
autovalori (3.32): per il caso deterministico sostituendo il valore del parametro , per
il caso aleatorio eseguendo una simulazione Monte Carlo di 5000 campioni estratti da
una distribuzione normale N(; 2). Si ammette ancora che n = n = 4, ovvero di
aver misurato tutte le frequenze e tutti i modi di vibrare del telaio.
Con riferimento al diagramma di flusso di Figura 4.1, per applicare la procedura
d’identificazione proposta non resta che fornire i modelli candidati Mh. Sfruttando i
risultati ottenuti con l’indice PMI, la posizione del danno e` da ritenere nota; la classe
di modelli candidatiMh e` quindi riconducibile all’unico modello:8>>><>>>:Mi = 1kg i = 1; 2; 3; 4K j = 1800N=m j = 1; 2; 4 K3 = 1800(1   )N=m (6.17)
Per il caso 1, deterministico, i risultati ottenuti sono quelli di Figura 6.12, che
contiene sia la soluzione al primo ordine, sulla sinistra, sia quella al secondo ordine,
sulla destra. Ognuno dei grafici riporta sull’asse delle quote i valori della funzione
obiettivoE ottenuti al variare del valore eettivo del parametro (quello utilizzato per
simulare la risposta) e di quello di tentativo utilizzato nella procedura d’identificazione.
La linea nera tratteggiata, la bisettrice del primo quadrante del piano contenente i
parametri, rappresenta il percorso di minimo ideale della funzione obiettivo, ovvero la
condizione in cui il valore eettivo del parametro  coincide con quello identificato ˜.
Lo scostamento del percorso di minimo ottenuto (rappresentato in figura con una linea
rossa continua) da quello ideale e` percio` una misura qualitativa e speditiva della bonta`
della tecnica. Analizzando i risultati di Figura 6.12, si evince chiaramente sia il beneficio
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Figura 6.12: Funzione obiettivo e identificazione del parametro , caso 1: a sinistra la
soluzione al primo ordine, a destra la soluzione al secondo ordine.
ottenuto utilizzando nella funzione obiettivo anche i termini quadratici, sia l’eettiva
ecacia della tecnica, che, nonostante l’ampio range analizzato (riduzione del 50 %
della rigidezza del terzo piano), fornisce, con riferimento alla soluzione al secondo
ordine, risultati piu` che soddisfacenti; in particolare l’errore massimo commesso nella
stima di  e` del 12 % circa al primo ordine e del 6 % circa al secondo ordine.
Per il caso 2, aleatorio, i risultati ottenuti sono quelli di Figura 6.13, contenente
sia la soluzione al primo ordine, sulla sinistra, sia quella al secondo ordine, sulla
destra. In questo caso, evidentemente, i grafici si riferiscono sia alla media che alla
deviazione standard di : ricordato che tra i valori eettivi di media  e deviazione
standard  intercorre, per ipotesi, la relazione  = 0:05, appare chiaro come la
funzione obiettivo E dipendera` da soltanto uno di questi due parametri d’ingresso (che
fissa compiutamente i dati da utilizzare per simulare la risposta). Restando pero` la
dipendenza dalla media e dalla deviazione standard di tentativo da utilizzare nella
funzione obiettivo, nasce la dicolta` di dover rappresentare in forma agevole una
funzione obiettivo a tre variabili.
Allo scopo di mantenere convenzioni grafiche analoghe al caso precedente (utili
a visualizzare speditivamente la dierenza tra il percorso di minimo ideale e quello
eettivo), si conviene di rappresentare la funzione obiettivo in termini dell’inviluppo
dei minimi min

E, nel caso di identificazione della media, e min

E, nel caso di identifi-
cazione della deviazione standard. Con questa convenzione, i grafici possono leggersi
analogamente al caso precedente: al variare del valore eettivo della media  o della
deviazione standard  del parametro (quello utilizzato per simulare la risposta) e del
corrispondente valore di tentativo utilizzato nella procedura d’identificazione, l’asse
delle quote riporta i valori dell’inviluppo correlato; la linea nera tratteggiata, bisettri-
ce del primo quadrante del piano contenente le statistiche dei parametri, rappresenta
poi il percorso di minimo ideale della funzione obiettivo, mentre la linea rossa quello
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Figura 6.13: Funzione obiettivo e identificazione del parametro , caso 2: a sinistra la
soluzione al primo ordine, a destra la soluzione al secondo ordine.
eettivo.
Confrontando i risultati di Figura 6.13 con quelli di Figura 6.12, la prima conclusione
che si puo` trarre e` che passando dal caso deterministico a quello stocastico si ha un
lieve peggioramento nell’identificazione della media del parametro. Il risultato piu`
interessante riguarda pero` la deviazione standard: se la soluzione al primo ordine
tende a divergere subitamente da quella eettiva, la soluzione al secondo ordine e` in
grado di esplorare correttamente un ampio intorno della soluzione imperturbata. Detto
che, per entrambi gli ordini perturbativi, i minimi giacciono, da un certo punto in poi,
fuori dal dominio rappresentato (fissato imponendo convenientemente l’uguaglianza
tra il range dei parametri eettivi e quello dei parametri di tentativo), l’errore massimo
commesso nella stima di  nell’intero range dei parametri eettivi e` del 340 % circa al
primo ordine, e del 70 % circa al secondo ordine.
In definitiva, la tecnica proposta e` stata applicata con successo per l’identificazione
di un parametro incerto di danno in un telaio shear type a 4 piani; nello specifico,
l’errore commesso nella misura del danneggiamento puo` considerarsi nullo (nei limiti
numerici) se:
 il danno e` deterministico e la rigidezza si riduce al piu` del 15 %, nel caso di
soluzione al primo ordine, e al piu` del 30 %, nel caso di soluzione al secondo
ordine;
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 il danno e` stocastico e la rigidezza si riduce al piu` del 5 %, nel caso di soluzione
al primo ordine, e al piu` del 20 %, nel caso di soluzione al secondo ordine;
risultati che, da una parte confermano l’intrinseca maggiore semplicita` del caso deter-
ministico rispetto allo stocastico, e dall’altra testimoniano come in quest’ultimo caso
sia indispensabile implementare termini perturbativi almeno quadratici2.
6.4 Considerazioni sintetiche
La procedura d’identificazione del danno strutturale introdotta trae spunto dall’idea
di analizzare il danno cercando di massimizzare le informazioni contenute nei segnali
di risposta; e` noto, infatti, che la risoluzione di tale problema inverso e` particolarmente
ostica, specialmente se si tratta di un danneggiamento lieve.
Partendodaquesta considerazione, l’indice introdottoutilizzaunapprocciopseudo-
modale basato sull’EMD e che cerca di enfatizzare il contenuto del segnale piu` di quanto
possano eettivamente fare i modi di vibrare. Indubbiamente l’ipotesi assunta preci-
puamente come linea portante che l’EMD sia lo strumento in grado di rispondere a
questa indagine di dettaglio sul segnale e` un procedimento ad oggi ancora euristico,
prevalentemente perche´ la tecnica EMD stessa e` ancora in fase di sviluppo. Da un
punto di vista epistemologico, che prescinde da paragoni troppo azzardati, e` pur vero
che anche la trasformata di Fourier, introdotta nel 1807, e` stata dimostrata e capita
compiutamente solo 126 anni dopo, nel 1933, con gli studi di Plancherel [6.12], e che
quando Morlet nel 1984 introdusse la trasformata Wavelet ricevette molte critiche da
parte dei suoi colleghi prima che gli fosse riconosciuto il giusto merito [6.18].
2Probabilita` di danneggiamento: nel x 4.2.5 si erano ricavate le relazioni valide per il calcolo della
probabilita` di danneggiamento. In questo esempio (con riferimento ovviamente al caso 2, aleatorio,
l’unico per il quale ha senso discutere di probabilita`), ricadendo nel caso notevole in cui il parametro di
danno coincide con la riduzione di rigidezza, un’applicazione della (4.15)2, con le posizioni (4.17), sarebbe
suciente ai fini del calcolo della probabilita` di danneggiamento. Tale valutazione viene, tuttavia, omessa,
dato che la scelta di un valore del coeciente di variazione del parametro ridotto e costante induce una
probabilita` di danneggiamento praticamente unitaria per qualsivoglia entita` del danneggiamento. Da un
punto di vista intuitivo, accade, infatti, che per valori medi piccoli del parametro di danno la probabilita`
di danneggiamento tende a uno perche´ si ha a che fare con quantita` praticamente deterministiche, mentre
per valori medi elevati del parametro, cui competono, quindi, anche piu` grandi dispersioni, la probabilita`
tende egualmente a uno perche´ al tempo stesso ci si allontana di piu` dalle condizioni relative allo stato
integro.
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Capitolo 7
Conclusioni
7
Si analizzano in forma sintetica i risultati ottenuti nel presente lavoro di tesi, enu-
cleandone poi, piu` nello specifico, i principali contenuti di originalita`. Il capitolo si
chiude con una disamina delle potenziali prospettive future di ricerca.
7.1 Commenti conclusivi
Nella prima parte del documento si sono richiamati brevemente alcuni concetti basilari
dell’identificazione dinamica strutturale, partendo dapprima da un inquadramento
generale, per poi passare a sintetici cenni storici e alla redazione di uno stato dell’arte.
Allo scopodimeglio inquadrare e circoscrivere l’argomento trattato, oltre chedi rendere
piu` intellegibile il documento, si sono poi analizzate le motivazioni e gli obiettivi del
progetto di tesi.
Nella seconda parte e` stata introdotta una tecnica d’identificazione dinamica di
strutture a parametri incerti. Le principali caratteristiche del metodo sono:
 si utilizza un approccio stocastico perturbativo:
– l’approccio e` computazionalmente vantaggioso;
– l’algoritmo e` facilmente gestibile;
 la formulazione non dipende dall’ordine di perturbazione;
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 l’estensione al caso multi-parametrico e` agevole.
Nella terza parte e` stata introdotta una tecnica d’identificazione del danno di livello
2, di validita` generale ma in particolare utile, ai fini della tesi, per le problematiche
riscontrate nella selezione del modello fisico nei casi in cui i parametri incerti sono, per
l’appunto, parametri di danno. Le principali caratteristiche del metodo sono:
 si ricorre a un approccio pseudo-modale, guidato dai dati e che non richiede
alcun modello numerico;
 il metodo e` imperniato su misure energetiche, quindi:
– e` fondamentale adoperare la versione ortogonale della decomposizione
EMD utilizzata;
– la selezione del sub-segnale OIMF piu` significativo e` immediata e semplice.
7.2 Contributi originali
L’approccioperturbativo, utilizzato sovente nel problemadinamicodiretto, non sembra
aver trovato ampi sbocchi nel problema inverso qui trattato. Infatti, nell’identificazione
la valutazione della componente aleatoria e` spesso demandata a tecniche bayesiane,
computazionalmente onerose. La procedura sviluppata nella tesi sfrutta le potenzialita`
del metodo perturbativo per proporre una tecnica d’identificazione dei parametri in-
certi delle strutture basata su una funzione obiettivo. Le principali novita` della tecnica
rispetto alle altre gia` esistenti in letteratura e aerenti allo stesso filone sono: da una
parte la costruzione di un modello a carattere piu` generale (i termini perturbativi sono
espressi in forma generale) e dall’altra la genesi del problema inverso (l’indipendenza
dall’ordine di perturbazione e la scrittura di una funzione obiettivo capace di contem-
plare tanto gli autovalori quanto gli autovettori e di pesarne in termini globali le relative
statistiche). Le applicazioni sviluppate nell’ambito della tesi, e parzialmente presenta-
te anche in [7.1], hanno dato esito promettente. Nello studio delle distribuzioni degli
autovettori si e` altresı` rilevata la presenza di alcune irregolarita` nelle medie statistiche,
un fenomeno che dalle ricerche eettuate risulta essere qualitativamente nuovo nella
letteratura.
L’approccio proposto per la stima preliminare della posizione del danneggiamento
nel caso notevole di struttura a parametri incerti di danno, prende le mosse dalla
tecnica tempo-frequenza nota in letteratura come EMD. La principale novita` consiste
nello sfruttare le capacita` di questo banco di filtri per generare un insiemedi sub-segnali
guidato dai dati da utilizzare come base sulla quale introdurre un confronto imperniato
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su misure energetiche. La tecnica, che non richiede alcun modello numerico, si pone
quindi a cavallo tra i metodi che sfruttano le sole caratteristiche di elaborazione dei
segnali e quelli che si riconducono alle proprieta` modali della struttura. I risultati
ottenuti nel progetto di tesi sono incoraggianti; la tecnica e` stata inoltre applicata
con successo per l’identificazione del danno di un arco prototipo in acciaio, a sesto
parabolico (luce 1010 mm e freccia 205 mm) e doppiamente incernierato alle estremita`
[7.2, 3].
Si precisa che, con la convinzione che l’acquisizione delle nozioni non possa pre-
scindere dalla conoscenza delle tecniche, tutte le applicazioni presentate nella tesi sono
state sviluppate tramite codici in house implementati in ambiente MATLAB.
7.3 Prospettive future di ricerca
Sulla tecnica d’identificazione dinamica probabilistica, le future linee di ricerca possibili
concernono:
 indagare fenomeni di irregolarita` delle statistiche degli autovettori per stabilire
se l’anomalia e` sistemica, ovvero in che misura dipende dal modello strutturale
adottato (ivi comprese le distribuzioni di partenza dei parametri incerti) e dallo
scalamento eettuato sui modi;
 approfondire la tematica correlata al caso multi-parametrico e considerare il caso
in cui la risposta strutturale e` nota solo in forma parziale;
 estendere la procedura ad altre classi di sistemi vibranti (sistemi smorzati e/o
continui e/o ad autovalori prossimi/multipli);
 valutare l’eetto del rumore sulla procedura ed eseguire una validazione speri-
mentale.
Circa il metodo proposto per la selezione del modello, ovvero, la tecnica d’identifi-
cazione del danno denominata PMI, le principali prospettive di ricerca possibili sono
le seguenti:
 verificare l’applicabilita` del metodo in presenza di segnali corrotti dal rumore
(preferibilmente eseguendo una validazione sperimentale), cosı` come per scenari
di danno e sistemi strutturali piu` generali;
 raorzare la base teorica della filosofia del metodo PMI (l’individuazione del
danno tramite un opportuno banco di filtri), eventualmente implementando nella
procedura altre tecniche di analisi del segnale e riferendosi a segnali di risposta
piu` sensibili (e.g., le curvature modali);
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 relazionare l’indice PMI all’entita` del danno, sarebbe a dire, usando la consueta
classificazione gia` richiamata nel testo, passare da una tecnica d’identificazione
del danno di livello 2 a una di livello 3.
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Appendice A
Trasformata discreta di Fourier
A
La trasformata discreta di Fourier non e` di applicazione immediata: la bonta` dei
risultati dipende da una serie di aspetti che, se non opportunamente trattati, possono
mistificare il reale contenuto spettrale di un segnale. Nel seguito si richiamano e
commentano i concetti basilari legati all’implementazione e all’interpretazione della
DFT; informazioni piu` dettagliate sono reperibili nell’ampia letteratura di riferimento,
come in [A.3], per la teoria dei segnali in genere, e in [A.1], per applicazioni a carattere
piu` ingegneristico.
A.1 Trasformata di Fourier veloce
Laquantita` di elaborazioni richieste per lo sviluppodella trasformatadiscretadi Fourier
rende il metodo molto oneroso anche se opportunamente implementato su calcolatore
elettronico. Un notevole miglioramento delle prestazioni puo` pero` essere ottenuto
ricorrendo a una trasformata di Fourier veloce, ovvero FFT (Fast Fourier Transform).
Nelle teniche FFT, infatti, il numero di elaborazioni necessarie per eseguire l’analisi
di Fourier di un segnale viene drasticamente ridotto. Esistono sia procedure FFT
esatte, ovvero che riproducono gli stessi risultati della DFT, che approssimate; ad
esempio, il principio di funzionamento dell’algoritmo FFT esatto piu` diuso, quello
di Cooley-Tukey [A.2], e` basato sull’utilizzo di una tecnica dicotomica: il calcolo della
trasformata su un intervallo si svolge dividendo l’intervallo stesso in due parti uguali
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Figura A.1: Complessita` degli algoritmi DFT e FFT.
e calcolando la trasformata sull’intervallo di sinistra e su quello di destra, applicando
ivi ulteriori suddivisioni, e cosı` via. Proseguendo con tale tecnica ricorsiva, le continue
suddivisioni per 2 fanno sı` che tale algoritmo FFT sia destinato a segnali costituiti da
N = 2n campioni.
Utilizzando una trasformata di Fourier veloce la complessita`1 dell’algoritmo DFT,
pari a N2, viene ridotta all’ordine N log2(N), come esemplificato in Figura A.1.
A.2 Leakage
Dato un segnale continuo e illimitato nel tempo, per eseguirne la DFT e` necessario
applicare una finestra temporale rettangolare e ivi misurare i valori assunti dal segnale
stesso a intervalli di tempo regolari. In questo modo, infatti, il segnale spazia su un
dominio discreto limitato, e, pertanto, e` possibile eseguirne la DFT.
Ipotizzando che il segnale continuo di partenza sia periodico, anche´ la DFT re-
stituisca lo stesso risultato e` necessario che il tratto di segnale acquisito sia periodico.
In caso contrario, infatti, si verifica il fenomeno del leakage (dispersione spettrale), che
consiste nella dispersione in un’ampia banda di frequenza del contenuto spettrale del
segnale originale, vedi Figura A.2.
1Complessita` di un algoritmo: nella teoria degli algoritmi lo studio della complessita`, computazionale e
spaziale, indica come crescono il tempo necessario a eseguire l’algoritmo e lo spazio di memoria occupato
nel calcolatore, al crescere della dimensioni del problema.
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Figura A.2: Illustrazione del fenomeno del leakage.
In Figura A.3 e` riportato l’andamento di un segnale sinusoidale y = sin(2 f t) con
frequenza f = 10 Hz campionato con frequenza 30 Hz. Nello specifico, i grafici sulla si-
nistra rappresentano, dall’alto verso il basso, il segnale originario e i segnali campionati
rispettando oppure no la periodicita` di partenza (si fa notare che, come esemplificato
in Figura 2.4, e` il campionamento riportato nel grafico al centro quello coerente con
la condizione di periodicita`). I corrispondenti spettri d’ampiezza riportati nei grafici
sulla destra, confermano la comparsa del fenomeno del leakage per campionamenti
che violano la periodicita`.
Nella pratica, la natura complessa dei segnali reali fa sı` che l’eetto leakage sia
sempre presente, da cui la necessita` di studiare opportuni accorgimenti atti a ridurne
l’entita`. Per attenuare la dispersione spettrale, si puo` intervenire in tre diversi modi: si
puo` estendere il tempodi osservazione, si puo` accrescere la frequenza di campionamen-
to, e si puo` applicare una procedura nota comewindowing (finestratura del segnale), che
consiste nell’applicare una finestra temporale con forme diverse da quella rettangolare.
Tali finestre hanno lo scopo di enfatizzare la parte centrale del segnale e annullare i
contributi agli estremi (0 e Tc), in modo che il segnale finestrato inizi e termini con il
medesimo valore. Formalmente questo equivale a moltiplicare il segnale y(t) per una
finestra W(t), la cui forma e` in genere ottimizzata in funzione della natura del segnale.
In Figura A.4 sono riportate alcune finestre temporali ampiamente utilizzate, quali la
finestra diWelch:
W(t) = 1  
0BBBB@ t   Tc2Tc
2
1CCCCA2
la finestra di Hanning:
W(t) =
1
2

1   cos
2t
Tc

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Figura A.3: Fenomeno del leakage.
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Figura A.4: Esempi di finestre temporali.
e la finestra di Blackman:8>>>>><>>>>>:
W(t) = a0   a1 cos
2t
Tc

+ a2 cos
4t
Tc

a0 =
7938
18608
' 0:42 a1 = 924018608 ' 0:50 a2 =
1430
18608
' 0:08
Si considerino nuovamente i due grafici riportati in basso in Figura A.3, relativi a un
segnale sinusoidale y = sin(2 f t) con frequenza f = 10 Hz campionato non periodica-
mente con frequenza 30 Hz. Partendo dall’alto verso il basso, i risultati di Figura A.52
mostrano la riduzione del leakage per eetto dell’estensione dell’intervallo di osserva-
zione, dell’accrescimento della frequenza di campionamento e dell’applicazione di una
finestra di Hanning.
A.3 Teorema di Shannon e aliasing
Anche´ un segnale di frequenza f sia acquisito correttamente, ovvero senza alterarne
il contenuto spettrale, e` necessario che il campionamento avvenga con una frequenza
fN, detta frequenza di Nyquist, almeno pari a:
fN = 2 f
Da un punto di vista applicativo, tale condizione, nota come teorema di Shannon o
teorema del campionamento, richiede che la frequenza di campionamento fs sia superiore
2Intervallo di osservazione: la quantita` Tc riportata in Figura A.5 rappresenta il tempo di osservazione
Tc al netto dell’ultimo intervallo: Tc = Tc(1   1=N), vedi Figura 2.4.
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Figura A.5: Riduzione del leakage.
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Figura A.6: Diversi campionamenti di un segnale sinusoidale.
al doppio della frequenza massima contenuta nel segnale:
fs  2 fmax
Il teorema di Shannon puo` interpretarsi graficamente: per definirne in modo uni-
voco l’andamento del segnale e` necessario acquisire almeno due punti della sinusoide
con frequenza massima. Nel caso in cui questo requisito viene violato, si manifesta
il fenomeno denominato aliasing (segnali fantasma), per il quale se una sinusoide con
frequenza f viene campionata con frequenza inferiore alla frequenza di Nyquist, nel-
lo spettro d’ampiezza del segnale ricostruito si manifesta erroneamente un picco in
corrispondenza della frequenza fs   f .
In Figura A.6 e` riportato l’andamento di un segnale sinusoidale y = sin(2 f t) con
frequenza f = 10 Hz campionato con due dierenti frequenze di 18 e 22 Hz. Se il
segnale originario e` campionato con una frequenza fs = 18 Hz, inferiore a quella di
Nyquist fN = 20Hz, nello spettrod’ampiezzadel segnale ricostruito, FiguraA.7, appare
erroneamente un picco in corrispondenza della frequenza fs   f = 8 Hz. Se, invece,
il campionamento avviene con una frequenza fs = 22 Hz > fN = 20 Hz, rispettosa
del teorema di Shannon, il picco in frequenza e` correttamente ricostruito, Figura A.7.
Giova ricordare, come, per entrambe le frequenze di campionamento, nello spettro di
Figura A.7 non appaia il fenomeno del leakage, essendo il campionamento rispettoso
della periodicita` del segnale originario.
Denominato Tc l’intervallo di osservazione del segnale, il teorema di Shannon
permette di stabilire anche il numero minino di campioni da analizzare:
Nc = 2 fmaxTc
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Figura A.7: Fenomeno di aliasing.
quantita` nota pure come numero dei gradi di liberta` del segnale.
A.4 Filtro anti-alias
Nella pratica, il segnale da acquisire ha sempre componenti a frequenze elevate per le
quali non e` possibile soddisfare il teorema di Shannon, pertanto se il campionamento
avvenisse senza un condizionamento iniziale, il corrispondente contenuto spettrale
risulterebbe alterato a causa dell’aliasing.
In Figura A.8 e` mostrata la distorsione subita da uno spettro d’ampiezza per eetto
dell’aliasing: rappresentando, per chiarezza espositiva, i valori discreti per mezzo
del loro inviluppo, si evince che le ampiezze al di sopra del valore fs=2 accrescono
(coerentemente con quanto precisato nella descrizione del fenomeno dell’aliasing) la
porzione compresa tra 0 e fs=2. Per questo motivo, un sistema di acquisizione reale
e` sempre caratterizzato dalla presenza di un filtro passa-basso o anti-aliasing che limita
convenientemente la bandadel segnale analogico aunvalore tale da annullare l’aliasing
per la frequenza di campionamento fs fissata.
Da un punto di vista teorico, basterebbe utilizzare un filtraggio passa-basso con
frequenza di taglio pari a fs=2 e successivamente acquisire il segnale; tuttavia un
filtraggio numerico reale ha sempre una curva di transizione diversa da quella ideale
e caratterizzata da una pendenza finita in prossimita` della frequenza di taglio. Tale
circostanza, induce un errore nel campionamento del segnale, che puo` solo essere
minimizzato (ma non annullato) calibrando opportunamente la frequenza di taglio. In
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Figura A.8: Distorsione dello spettro per eetto dell’aliasing.
Figura A.9: Filtri passa-basso: a sinistra il filtro ideale, al centro un filtro reale con taglio
a fs=2:56, a destra un filtro reale con taglio a fs=2:20.
genere si utilizza un filtro passa-basso caratterizzato da una frequenza di taglio pari a:
fs
2:56
' 0:80 fs
2
ma esistono filtri recenti, piu` performanti, caratterizzati da una frequenza di taglio piu`
prossima a quella teorica:
fs
2:20
' 0:90 fs
2
come schematizzato in Figura A.9, nella quale la funzione F
 
f

rappresenta l’azione del
filtro sul segnale (un valore unitario indica che il segnale e` completamente acquisito,
un valore nullo che il segnale non e` acquisito, mentre valori intermedi sono indice di
un’acquisizione parziale).
A.5 Zero padding
Per migliorare la risoluzione in frequenza della DFT si puo` ricorrere a una tecnica, nota
come zero padding (riempimento con zeri), che consiste nel prolungare artificialmente il
segnale, aggiungendo degli zero in fondo alla sequenza di valori discreti rappresenta-
tiva del segnale campionato. Tale operazione di allungamento migliora la posizione e
l’ampiezza dei picchi spettrali e puo` servire anche per rendere il numero di campioni
da elaborare una potenza di due, condizione che ottimizza l’implementazione di molti
algoritmi FFT.
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Figura A.10: Incremento della risoluzione in frequenza per eetto dello zero padding.
Si precisa, tuttavia, che il miglioramento della risoluzione in frequenza e` formale,
non sostanziale, giacche´ lo zero padding ha l’eetto di un’interpolazione dei risultati
dell’analisi spettrale, che pero` restano invariati. In eetti, anche´ l’ampiezza dei fre-
quency bin non risenta dell’operazione di zero padding e` necessario che le quantita` 1=N
e 2=N che premoltiplicano le serie contenute nelle relazioni (2.30) e (2.34), contengano
il valore di N relativo al segnale originario, scevro degli zero aggiunti.
Si considerino nuovamente i grafici riportati in Figura A.3, relativi a un segnale
sinusoidale y = sin(2 f t) con frequenza f = 10 Hz e campionato con frequenza 30 Hz.
Imponendo, tramite l’operazione di zero padding, che i segnali ottenuti campionando
sia periodicamente sia non rispettando la periodicita`, constino diN = 27 = 128 interval-
li, si ottengono i risultati di Figura A.10. In particolare, i benefici perseguibili per eetto
dell’interpolazione sono evidenti nel caso di segnale campionato non periodicamente
(due grafici in basso di Figura A.10).
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Figura A.11: Possibili filtri reali.
A.6 Zoom e averaging
Nei paragrafi precedenti si e` illustrato come l’utilizzo di opportune finestre temporali,
di un filtro anti-alias, di uno zero padding, oltre che l’aumento della frequenza di
campionamento, sono tutti accorgimenti che permettono di incrementare la qualita`
delle elaborazioni eettuate con la trasformata discreta di Fourier; altri due metodi
utili allo scopo sono lo zoom e l’averaging.
I filtri definiti nella teoria dei segnali, sono quattro: passa-basso, passa-banda,
elimina-banda e passo alto, cfr. Figura A.11 (sono riportati i soli filtri reali, come
gia` visto in precedenza, passando ai filtri reali bisogna calibrare opportunamente le
frequenze di taglio). Tramite questi filtri e` possibile manipolare il contenuto spettrale
del segnale e, in particolare, utilizzando un filtro passa-banda, operare uno zoom
nell’intervallo di frequenze di maggiore interesse.
I segnali reali non hanno carattere deterministico,ma aleatorio. Per questomotivo si
eettua spesso un’operazione di estrazione del segnale, per poi eseguire la trasformata
su ognuno dei singoli intervalli e stimare il risultato atteso tramite un’operazione di
media. Da un punto di vista pratico, e` importante eettuare la suddivisione del tempo
di registrazione Tc del segnale inmaniera appropriata: con riferimento alla Figura A.12,
i risultati di letteratura mostrano che conviene sovrapporre tra loro le porzioni di
campioni, piuttosto che adoperare una ripartizione sequenziale, e forniscono inoltre
dei metodi di scelta per il numero di intervalli p.
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Appendice B
Caratterizzazione di una variabile
aleatoria
B
Si richiamano alcune relazioni notevoli utili per la caratterizzazione delle variabili
aleatorie; informazioni piu` dettagliate sono reperibili nell’ampia letteratura disponibile,
come [B.1], per i concetti base della teoria delle probabilita` e dei processi stocastici, e
[B.2, 3], per i fondamenti della dinamica aleatoria.
B.1 Generalita`, momenti, dipendenza
Una variabile aleatoria o casuale e` un ente matematico capace di descrivere un evento i
cui risultati, dierentemente dal caso deterministico, non hanno carattere certo. Nella
teoria assiomatica della probabilita` (Kolmogorov), detta x la variabile aleatoria, essa e`
caratterizzabile per tramite dei momenti:
mn = E[xn]
con E[xn] l’operatore media stocastica definito come:
E[xn] =
Z +1
 1
xnpx(x)dx
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nel caso di variabile aleatoria continua (px(x) funzione densita` di probabilita`), e:
E[xn] =
NX
r=1
xnk
N
nel caso di variabile aleatoria discreta (N numero di campioni).
Si definiscono inoltre i momenti centrali:
Mn = E[(x  m1)n]
Ai fini del calcolo, e` utile ricordare le seguenti tre proprieta` dell’operatore media
stocastica, di facile dimostrazione:
 media stocastica di una costante: la media stocastica di una costante a coincide
con la costante stessa
E[a] = a
 monotonia: se una variabile aleatoria x assume valori sempre compresi tra due
estremi a e b, anche la media stocastica di x sara` compresa nello stesso intervallo
E[x] x 2 [a; b] =) a  E[x]  b
e, analogamente, se due variabili aleatorie verificano la condizione x  y, risultera`
allora
E[x]  E[y]
 linearita`: l’operatore media stocastica e` un operatore lineare, ossia, dette x e y
due variabili aleatorie e a, b e c tre costanti, si ha
E[ax + by + c] = aE[x] + bE[y] + c
E` immediato verificare che le definizioni classiche di media x e varianza 2x (da cui
anche la deviazione standard x) si ottengono come:
x = m1 
2
x =M2
da cui anche la definizione ampiamente utilizzata del coeciente di variazione:
cvx =
x
x
=
p
M2
m1
Dette x e ydue variabili aleatorie, una grandezza d’interesse e` la covarianzaCov(x; y)
tra le due, che rappresenta unamisura della loro dipendenza. In particolare, si definisce
covarianza il valore atteso dei prodotti delle loro distanze dalla media:
Cov(x; y) = E
h
x   E[x]

(y   E[y]
i
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Per la linearita` del valore atteso:
E
h
xy xE[y] E[x]y+E[x]E[y]
i
= E[xy] E[x]E[y] E[x]E[y]+E[x]E[y] = E[xy] E[x]E[y]
la covarianza si puo` anche esprimere come la dierenza tra il valore atteso del prodotto
e il prodotto dei valori attesi:
Cov(x; y) = E[xy]   E[x]E[y]
Si puo` facilmente dimostrare che la covarianza gode altresı` delle seguenti proprieta`:8>>>>>>>>>><>>>>>>>>>>:
Cov(x; y) = Cov(y; x)
Cov(ax + b; y) = aCov(x; y)
Cov(x + y; z) = Cov(x; z) + Cov(y; z)
Cov(x; x) = x
con x, y e z variabili aleatorie e a e b due costanti.
Infine, se x e y sono due variabili indipendenti, allora la loro covarianza e` nulla,
E[xy] = E[x]E[y]; non vale in generale il viceversa: due variabili aleatorie possono
essere non correlate, ossia avere covarianza nulla, ma dipendenti.
B.2 Funzione caratteristica
Detta x una variabile aleatoria e # un parametro reale, si definisce come funzione
caratteristica Fx(#) la media stocastica della funzione e i#x:
Fx(#) = E[e i#x] =
Z 1
 1
e i#xpx(x)dx
vale a dire, la trasformata di Fourier della funzione densita` di probabilita`.
Utilizzando uno sviluppo in serie di Taylor intorno al valore # = 0 del parametro e`
possibile fornire un’interpretazione notevole dei momenti di una distribuzione. Infatti,
sviluppando Fx(#) si ha:
Fx(#) = Fx(#)

#=0
+
dFx(#)
d#

#=0
# +
1
2
d2Fx(#)
d#2

#=0
#2 + : : :
e poiche´:
dnFx(#)
d#n

#=0
=
Z 1
 1
( ix)ne i#xpx(x) dx

#=0
= ( i)n
Z 1
 1
xnpx(x) dx
si ottiene che:
mn(x) =
1
( i)n
dnFx(#)
d#n

#=0
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ovvero, il momento di ordine n corrisponde, a meno del termine 1=( i)n, alla derivata
n esima della funzione caratteristica valutata nel punto di nullo del parametro.
Pertanto, i momenti possono essere utilizzati per costruire lo sviluppo in serie di
Taylor della funzione caratteristica:
Fx(#) =
1X
n=0
( i)n
n!
mn(x)#n
e quindi, tramite la trasformata inversa di Fourier, la distribuzione di probabilita`
associata:
px(x) =
1
2
Z 1
 1
Fx(#)ei#xd#
B.3 Distribuzioni gaussiane
Di ampio utilizzo sono le variabili aleatorie continue di tipo gaussiano (o normale),
le cui distribuzioni sono univocamente definite proprio dalla conoscenza di media e
varianza:
px(x) =
1
x
p
2
e
  (x x)
2
22x
vale a dire, tutti i momenti dipendono esclusivamente da  e 2, cfr. Tabella B.1 (la
notazione !! denota il doppio fattoriale, e.g., 7!! = 1  3  5  7 = 105).
Inoltre, nel caso di variabili gaussiane vale un’altra proprieta` di grande interesse;
detta y una variabile aleatoria trasformazione lineare di una variabile gaussiana x:
y = a + bx
con a e b costanti, anche y ha una distribuzione gaussiana, di media e varianza pari a:
y = a + bx 2y = b
22x
Se y e` una variabile aleatoria trasformazione lineare di s variabili gaussiane x1; x2; : : : ; xs
indipendenti:
y = a + b1x1 + b2x2 +    + bsxs
con a e b1; b2; : : : ; bs costanti, y continua ad avere una distribuzione gaussiana, e le
espressioni precedenti di media e varianza si generalizzano nelle:
y = a + b1x1 + b2x2 +    + bsxs 2y = b212x1 + b222x2 +    + b2s2xs
Vale la pena precisare che queste ultime due relazioni sono valide per qualsiasi set di
variabili x1; x2; : : : ; xs indipendenti, anche se non gaussiane, ma in tal caso pure y sara`,
in generale, non gaussiana.
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Ordine Momenti mn Momenti centraliMn
1  0
2 2 + 2 2
3 3 + 32 0
4 4 + 622 + 34 34
5 5 + 1032 + 154 0
6 6 + 1542 + 4524 + 156 156
7 7 + 2152 + 10534 + 1056 0
8 8 + 2862 + 21044 + 42026 + 1058 1058
. . . . . . . . .
n mn 1 + 2(n   1)mn 2; n > 2
8>>><>>>:
n (n   1)!! se n e` pari,
0 se n e` dispari.
Tabella B.1: Espressioni dei momenti centrali e non di una variabile gaussiana di media
 e varianza 2.
Una giustificazione matematica all’evidenza che la statistica di molti fenomeni
naturali tende ad assumere una distribuzione normale e` poi fornita dal teorema del limite
centale. Il teorema stabilisce che se x1; x2; : : : ; xs sono s variabili gaussiane indipendenti,
la loro somma:
y = x1 + x2 +    + xs
tende a una variabile normale (gaussiana) per s ! 1 (purche´ nessuna delle variabili
contribuisca in maniera preponderante alla somma).
Permisurare quanto una variabile aleatoria si discosta da una distribuzione gaussia-
na si usano spesso due indici sintetici, il coeciente di asimmetria e quello di eccesso.
Il coeciente di asimmetria o Skewness si scrive:
a =
M3
3
ed e` una misura dell’asimmetria della distribuzione, mentre il coeciente di eccesso o
Kurtosis in eccesso si scrive (la definizione di kurtosis in eccesso si dierenzia da quella
della kurtosis per la presenza del termine -3):
e =
M4
4
  3
ed e` unamisura della curvatura della distribuzione. Siccome i due coecienti, che sono
di fatto deimomenti centrali normalizzati, sono entrambi nulli nel caso di distribuzione
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Figura B.1: Esemplificazione del coeciente di asimmetria a e del coeciente di
eccesso e.
gaussiana, cfr. Tabella B.1, essi possono essere utilizzati per misurare in forma sintetica
lo scostamento della distribuzione in analisi da quella normale, vedi Figura B.1.
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Appendice C
Versioni avanzate della trasformata
Wavelet e di Hilbert
C
Nel x 5.2 si e` visto che tanto la trasformata Wavelet, quanto quella di Hilbert,
tendono a fornire delle localizzazioni tempo-frequenza non ottimali, nel primo caso
per eetto dell’uso di unamotherwavelet non opportunamente calibrata, nel secondo a
causa dell’operazione di derivazione. I paragrafi che seguono consideranodue versioni
migliorate di entrambe le trasformate atte a ridurre i citati fenomeni di dispersione.
C.1 TrasformataWavelet: mother wavelet di Morlet complessa
L’utilizzo di una mother wavelet a struttura prefissata, come per i casi gia` visti di
Morlet, del cappello messicano e della gaussiana, non conduce, in generale, a una
buona localizzazione tempo-frequenza. Allo scopo e` necessario, infatti, ricorrere a
espressioni in cui sia possibile calibrare la mother wavelet allo specifico caso in analisi.
Una delle trasformate piu` utilizzate a questo scopo e` la mother wavelet di Morlet
complessa [C.1]:
 () =
1p
 fb
e 2i fc e 2= fb
dove fb e fc sono due parametri che regolano, rispettivamente, la larghezza di banda e la
frequenza centrale dell’onda. Il beneficio che si puo` ottenere in termini di risoluzione
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Figura C.1: Grafico tridimensionale della mother wavelet di Morlet complessa ( fb = 2,
fc = 1, a = 1, b = 0).
utilizzando questa mother wavelet risiede proprio nella dipendenza da questi due
parametri, che e` possibile settare in foggia aderente alle caratteristiche del segnale in
analisi. Ad esempio, in Figura C.1 e` mostrato l’andamento della mother wavelet di
Morlet complessa con fb = 2 e fc = 1 (a = 1 e b = 0); lo stesso andamento e` riportato in
Figura C.2 in termini di parte reale, parte immaginaria, modulo e angolo di fase.
Nelle applicazioni pratiche, essendo necessario fissare a priori la larghezza di banda
e la frequenza centrale, e` in genere utile eseguire un’analisi conoscitiva preliminare
(adoperando una delle mother wavelet di cui al x 5.2 o, eventualmente, trasformate di
altro tipo, Fourier, . . . ) e poi procedere per tentativi.
C.2 Trasformata di Hilbert: metodo di Savitzky e Golay
Per la trasformata di Hilbert si e` visto che, anche con riferimento a un segnale non
corrotto da rumore, il calcolo della frequenza istantanea per mera derivazione puo`
condurre a indesiderate oscillazioni. Per ridurre tale tipo di imprecisioni numeriche e`
necessario utilizzare un’opportuna tecnica di regolarizzazione o di smoothing.
Un metodo diuso per regolarizzare un insieme di dati e/o le sue derivate e` il
metodo di Savitzky e Golay [C.2]. La tecnica, usata principalmente nel campo della
chemiometria, e` basata sulla costruzione di un filtro digitale in cui l’insieme dei dati e`
dapprima scomposto in piu` porzioni (o segmenti) e poi ricostruito tramite una stima
ai minimi quadrati di una successione di polinomi (di grado scelto) ognuno dei quali
approssimante un certo segmento. Il vantaggio ai fini dierenziali e` che, noti i poli-
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Figura C.2: Rappresentazioni piane della mother wavelet di Morlet complessa ( fb = 2,
fc = 1, a = 1, b = 0): in alto a sinistra la parte reale, in basso a sinistra la parte
immaginaria, in alto a destra il modulo, in basso a destra l’angolo di fase.
nomi, la derivata del segnale dato e` calcolabile semplicemente tramite derivazione dei
polinomi stessi.
Per come e` definito, appare evidente che il risultato ottenuto e` una diretta conse-
guenza delle scelte eettuate per l’ordine del polinomio oltre che per la lunghezza del
segmento. Un metodo basilare per fissare queste due opzioni (anche questo mutuato
dal campo della chemiometria) e` il seguente: si utilizza un polinomio di grado nSG con-
tenuto (terzo al piu`) e si adopera la full width at half maximum (in italiano ”larghezza
a meta` altezza”, ossia la dierenza fra i valori assunti dalla variabile indipendente
quando la variabile dipendente o segnale e` pari a meta` del suo valore di picco) per la
selezione dell’intervallo. Poiche´ nel caso di segnale sinusoidale y = sin(x) si ha y = 1=2
in corrispondenza di x = f=6; 5=6g, la larghezza a meta` altezza e` pari a 2=3; esten-
dendo il concetto a un generico segnale sinusoidale a sin(2 f t) di frequenza f e con a
una costante generica, e` immediato ottenere 1=(3 f ) come larghezza a meta` altezza. In
altri termini, ogni oscillazione sinusoidale e` analizzata tramite approssimazione con
tre polinomi. In definitiva, per il calcolo del numero di punti LSG da utilizzare nel caso
generico di interesse (multi-frequenza e discreto) appare ragionevole assumere come
valore di prima stima (da aggiornare, all’uopo, per tentativi):
lSG = b fs3 fmax c + 1
con fs la frequenza di campionamento, fmax lamassima frequenza di interesse contenuta
nel segnale, e dove l’operazione bc indica la parte intera della quantita` in argomento.
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Figura C.3: Analisi tempo-frequenza della risposta di un oscillatore di Dung: a
sinistra le trasformate Wavelet (con la mother wavelet di Morlet, in alto, e di Morlet
complessa, in basso), a destra quelle di Hilbert (senza, in alto, e con, in basso, la
regolarizzazione di Savitzky e Golay).
C.3 Esempio
Si analizza nuovamente la risposta dell’oscillatore di Dung non forzato di cui al
x 5.2.1.1.
I risultati ottenuti utilizzando la mother wavelet di Morlet complessa ( fb = 1 e
fc = 2), per la trasformataWavelet, e ilmetododi Savitzky eGolay (nSG = 1 e lSG = 1501),
per la trasformata di Hilbert, sono riportati in Figura C.3. In particolare, per fini
comparativi, i grafici sulla sinistra riportano i risultati ottenuti con le due mother
wavelet di Morlet, in alto (cfr. Figura 5.8), e di Morlet complessa, in basso, mentre
i grafici sulla destra mostrano gli andamenti relativi alla trasformata di Hilbert nella
versione senza, in alto (cfr. Figura 5.9), e con, in basso, la regolarizzazione di Savitzky
e Golay.
Dall’analisi dei grafici, e` immediato constatare i benefici apportati dalle versioni
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migliorate della trasformata Wavelet e di Hilbert: in entrambi i casi si ottiene un in-
cremento notevole della localizzazione tempo-frequenza, anche se per la trasformata
Wavelet, a causa del principio di indeterminazione tonale discusso al x 5.2.3, l’andamen-
to continua mostrare a un certo grado di dispersione, oltre che i gia` discussi problemi
di bordo.
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