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Résumé - Dans cet article, une méthode de construction d’images ISAR (Inverse Synthetic Aperture Radar) basée sur 
la Décomposition Modale Empirique Complexe (CEMD) est proposée. Elle est basée sur la Décomposition Modale 
Empirique appliquée à des signaux complexes associée à une Représentation Temps-Fréquence (RTF) estimée pour 
chaque « mode » extrait par CEMD. Il s’agit de réduire les interférences inhérentes à l’utilisation des distributions 
quadratiques et, in fine, améliorer la résolution des image ISAR 2-D (Distance-Doppler) extraites du cube 3-
D (Distance-Temps-Doppler) de données constitué par l’ensemble des RTF des différentes cellules distances. Le 
potentiel de la méthode est validé sur des données synthétiques et comparé avec des approches classiques basées sur 
la Transformée de Fourier 2-D (TF 2-D) ou encore des RTF telles que le Spectrogramme ou la Distribution Wigner-
Ville (DWV). Les résultats montrent que cette méthode permet d’obtenir des images ISAR avec une bonne résolution 
et offre de bonnes perspectives d’amélioration. 
 
Abstract - In this paper, a method for Inverse Synthetic Aperture Radar (ISAR) image formation based on the 
Complex Empirical Mode Decomposition (CEMD) is proposed. The CEMD is used in conjunction with a Time-
Frequency Transform (TFR) to estimate a 3-D Range-Time-Doppler Cubic image, which we can use to effectively 
extract a sequence of ISAR 2-D Range-Doppler images. The potential of the proposed method to construct ISAR 
image is illustrated on simulated results performed on synthetic data and compared to those obtained using 2-D Fourier 
Transform and TFR methods such as Spectrogram or the Wigner-Ville Distribution. The obtained results show that 
this method can provide ISAR images with a good resolution. These results demonstrate the potential application of 
the proposed method for ISAR image formation. 
 
Mots clés : Radars à synthèse d'ouverture inverse (ISAR), Décomposition Modale Empirique Complexe (CEMD), 
Représentations Temps-Fréquence (RTF).
1 Introduction 
En traitement du signal Radar, l'analyse spectrale joue un 
rôle clé pour la caractérisation et la compréhension des 
phénomènes physiques et particulièrement dans le cas 
des systèmes ISAR. Le processus de construction de 
l'image ISAR repose sur l’exploitation des  mouvements 
de rotations de la cible par rapport au Radar [1, 2]. 
Habituellement, les images ISAR sont obtenus par TF 2-
D. Cependant, les mouvements complexes des cibles 
aériennes, génèrent des spectres Doppler dont les 
contenus fréquentiels varient au cours du temps rendant 
ainsi floues les images ISAR reconstruites (Figure 5(a)). 
Pour améliorer la résolution des images et tenir compte 
de la non-stationnarité des signaux, une solution est de 
faire appel aux RTF [1-6]. En général le spectrogramme 
est conditionné par la taille de la fenêtre d’analyse, la 
transformée en ondelettes nécessite le choix de 
l’ondelette mère, et l’approche quadratique telle que la 
distribution de Wigner-Ville (DWV) est limitée par les 
termes d’interférences [1, 3, 7]. Afin de s’affranchir de 
ces limitations, nous nous intéressons aux approches 
pilotées par des données.  
Plus précisément, nous avons choisi comme approche la 
Décomposition Modale Empirique (EMD) proposée par 
Huang et al. [8]. Cette méthode locale et auto-adaptative 
permet d’analyser des données issues de processus non-
stationnaires et/ou non-linéaires [8-10].  
Le principe repose sur l’extraction séquentielle de 
différentes contributions « modes » mono-composantes 
AM-FM appelées Fonctions Modales Empiriques (ou 
IMF). 
L’EMD donne lieu à de nombreux travaux aussi bien sur 
le plan applicatif que théoriques [9-14]. On peut citer 
comme applications le débruitage/filtrage [15-16], 
l’analyse Temps-Fréquence [17-19], le domaine Radar 
[20-22] et tout particulièrement l’étude des effets micro-
Doppler en Radar [23-25]. 
De par la nature des signaux Radar, nous nous intéressons 
à la version Complexe de l’EMD (CEMD). Nous 
associons à cette décomposition, une RTF pour la 
construction des séquences d’images ISAR. Cette 
méthode est appelée, CEMD-RTF. Nous illustrons cette 
approche sur des données simulées et comparons les 




2 EMD Complexe 
S’appuyant essentiellement sur les extrema locaux des 
signaux, l’EMD classique est confinée à l’analyse des 
signaux scalaires car la notion d’extrema n’existe pas 
pour des signaux à valeurs vectorielles. Ainsi, cette 
décomposition n’est pas applicable directement aux 
signaux à valeurs dans ℂ. Différentes versions complexes 
de l’EMD ont été proposées comme la Décomposition 
Modale Empirique à Rotation Invariante (RIEMD) [26], 
la Décomposition Modale Empirique Bivariée (BEMD) 
[12], Décomposition Modale Empirique Complexe 
(CEMD) [27]. Des extensions aux signaux multivariés 
ont également été proposées [13, 14, 28].  
Dans ce travail, le CEMD est privilégiée d’une part 
pour sa simplicité d’implémentation et sa complexité 
calculatoire réduite et, d’autre part pour sa bonne 
estimation des composantes du signal. Elle permet aussi 
de réduire les « interférences » au niveau des différentes 
RTF quadratiques estimées entre la partie positive et 
négative du spectre du signal. A noter aussi que cette 
approche permet de préserver la propriété du banc de 
filtres dyadiques [27]. Le CEMD utilise la relation 
intrinsèque qui existe entre les composantes 
fréquentielles positives et négatives du spectre d’un 




Si on note 𝑠(𝑡) un signal dans ℂ et 𝑆(𝑗𝜔) sa TF, il est 
possible de définir le signal 𝑠(𝑡) comme la combinaison 
de deux signaux analytiques : 
 𝑆+(𝑗𝜔) = 𝐻(𝑗𝜔) 𝑆(𝑗𝜔) ,                          (1) 
 𝑆−(𝑗𝜔) = 𝐻(−𝑗𝜔)𝑆
∗(𝑗𝜔),                       (2) 
avec 𝑆∗(𝑗𝜔) la version conjuguée complexe du spectre 
de  𝑆(𝑗𝜔) et, 𝐻(𝑗𝜔) la fonction échelon (en fréquence 
normalisées) : 
𝐻(𝑗𝜔) = {
1, 0 ≤ 𝜔 < 𝜋
0, −𝜋 ≤ 𝜔 < 0
  .                   (3) 
En passant à la TF inverse, deux signaux analytiques 
portant respectivement l’information positive et négative 
du spectre du signal 𝑠(𝑡) peuvent être exprimés (Figure 
1). De cette écriture, il est alors possible de conserver  
uniquement les parties réelles des signaux analytiques 
ainsi estimés sans perte d’information vis à vis de 𝑠(𝑡) : 
𝑠+(𝑡) = ℜ{𝐹
−1[𝑆+(𝑗𝜔)]} ,                      (4) 
𝑠−(𝑡) = ℜ{𝐹
−1[𝑆−(𝑗𝜔)]} ,                      (5) 
avec ℜ la partie Réelle et 𝐹−1 la TF inverse. A noter que 
par construction, les signaux 𝑠+(𝑡) et 𝑠−(𝑡) sont réels. Il 
est alors possible d’y appliquer l’EMD standard : 
                    𝑠+(𝑡) = ∑ 𝐼𝑀𝐹𝑖
+(𝑡)𝑀𝑖=1 + 𝑟+(𝑡),            (6) 
                    𝑠−(𝑡) = ∑ 𝐼𝑀𝐹𝑖
−(𝑡)𝑁𝑖=1 + 𝑟−(𝑡).            (7) 
Il est alors possible d’exprimer les IMF complexes sous 
la forme : 
𝐼𝑀𝐹𝐶𝑘(𝑡) = {
𝐼𝑀𝐹𝑘
+(𝑡) + 𝑗 ℋ (𝐼𝑀𝐹𝑘
+(𝑡)), 𝑘 = 1, … , 𝑀
𝐼𝑀𝐹𝑘
−(𝑡) − 𝑗 ℋ(𝐼𝑀𝐹𝑘
−(𝑡)), 𝑘 = 1, … , 𝑁
, (8) 
avec ℋ la TH. Finalement, le signal 𝑠(𝑡) peut s’exprimer 
comme une combinaison linéaire d’IMF complexes : 
              𝑠(𝑡) = ∑ 𝐼𝑀𝐹𝐶𝑘(𝑡)
𝑀+𝑁
1 + 𝑟(𝑡) .              (9) 
3 Représentations Temps-Fréquence 
L’approche la plus commune en imagerie ISAR est 
basée sur la TF 2-D et repose sur l’hypothèse que les 
décalages Doppler restent constants [1-2]. Ainsi si les 
mesures complexes contiennent M séries temporelles, 
chacune de longueur N, alors la méthode basée sur la TF 
2-D permet d’obtenir une unique image ISAR de 
dimension M×N. Toutefois, lorsque le spectre Doppler 
varie au court du temps, causé avant tout par le 
mouvement de rotation de la cible, alors l’image ISAR 
obtenue par la TF 2-D devient floue (Figure 4(a)). Dans 
ce cas, les RTF peuvent être une solution afin d’améliorer 
la qualité de l’image ISAR [1-6]. 
3.1 Imagerie ISAR par RTF 
La Figure 2 permet d’illustrer le principe général 
permettant d’obtenir une séquence d’images ISAR en 
utilisant une RTF [2]. Il est à noter que la formation 
d’image ISAR par RTF se base sur l’estimation d’un plan 
« Temps-Fréquence » pour chaque profil distance et 
permet ainsi de générer une représentation Temps-




Par la suite, la combinaison des M représentations 
Temps-Doppler permet d’obtenir un cube Distance-
Temps-Doppler de dimensions M×N×N. De ce cube, il 
est alors possible d’extraire N images ISAR, soit N 
positions différentes de la cible. Chaque image ISAR 
(Distance-Doppler) présente alors une meilleure 
résolution et offre des informations complémentaires sur 
les mouvements de la cible au cours du temps. Dans la 
littérature, plusieurs méthodes ont déjà été proposées 
pour estimer cette séquence d’images ISAR en utilisant 
des RTF comme par exemple celles utilisant des 
distributions de la classe de Cohen [1, 2, 4], ou celles 
Figure 1 : Schéma blocs de l’algorithme CEMD. 
Figure 3 : Schéma bloc pour l’imagerie ISAR  
basé sur une RTF. 
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exploitant la Transformation en S [3, 5], ou encore les 
ondelettes harmoniques [6].  
3.2 Imagerie ISAR par CEMD-RTF 
L’originalité du présent travail consiste à combiner la 
décomposition par CEMD avec une RTF comme le 
Spectrogramme, ou la WVD, ou la Pseudo Wigner-Ville 
Lissée (SPWVD). Schématiquement, l’approche CEMD-
RTF peut être divisée en deux grandes parties. La 
première partie consiste à décomposer le signal complexe 
en un ensemble d’IMFs en utilisant l’algorithme CEMD. 
La deuxième partie consiste à appliquer une RTF à 





Ainsi, l’algorithme CEMD est utilisé comme un filtre 
multi-bandes permettant de séparer les différentes 
composantes fréquentielles présentes dans la cellule 
distance considérée. Les différentes IMFs sont alors 
utilisées pour construire un ensemble de RTFs 
représentant les concentrations d’énergie dans le plan 
Temps-Fréquence. L’avantage de cette méthode est 
qu’elle permet de réduire les termes d’interférences dans 
le plan Temps-Fréquence que l’on rencontre 
naturellement lorsque l’on utilise une RTF quadratique. 
Une fois les RTF associées aux différentes IMF obtenues, 
il est alors possible d’en déduire, par une simple 
combinaison des différents plans, un unique plan Temps-
Doppler pour la cellule distance initialement considérée 
(Figure 3). Le résultat final est une estimation du plan 
Temps-Doppler pour chaque cellule distance du 
sinogramme. L’itération de l’ensemble du processus pour 
chaque profil distance permet alors de constituer le cube 
Distance-Temps-Doppler. Enfin, l’obtention des 
différentes séquences d’images ISAR repose sur le même 
principe que les approches basées sur une simple RTF. 
4 Résultats 
Nous avons testé notre approche sur des données 
synthétiques d’un MIG25 décrites dans [1, 2]. L’avion 
simulé est composé de 120 points brillants à réflectivités 
identiques. Le modèle est constitué de 512 directions 
différentes (angles de visé) et utilise un signal à saut de 
fréquence de 64 impulsions. La figure 4(a) montre 
l’image ISAR estimée par la TF 2-D. L’effet de flou est 
dû aux non-stationnarités des signaux causées par les 
mouvements de la cible. La Figure 5(a) montre l’image 
ISAR obtenue par une approche classique à base de 
WVD. Dans ce cas, l’effet de flou est essentiellement dû 
aux interférences inhérentes à la WVD. L’utilisation de 
la SPWVD permet certes de réduire les termes 
d’interférences mais au détriment d’une perte au niveau 
de la résolution (Figure 5(b)). En comparant l’ensemble 
des résultats de la Figure 6 aux autres résultats donnés 
dans les Figures 4 et 5, il ressort que les approches 
CEMD-RTF permettent d’améliorer sensiblement les 
résolutions des images ISAR. 
 








       (a) CEMD-Spectrogramme (Trame 10). 
 
     (b) CEMD-WVD (Trame 10).     (c) CEMD-SPWVD (Trame 10).     
 
 
Ainsi par exemple, la combinaison de CEMD avec 
WVD (Figure 6(b)) permet de réduire les interférences 
tout en conservant une bonne résolution de l’image 
ISAR. L’approche CEMD-SPWVD offre une solution 
intéressante car elle permet de réduire les interférences 
« résiduelles » tout en conservant une bonne résolution 
(Figure 6(c)). L’adjonction du processus de 
décomposition du profil distance par CEMD permet de 
réduire les interférences qu’il est possible de rencontrer 
lorsque l’on utilise une simple distribution quadratique 
Figure 3 : Schéma bloc pour l’estimation du plan Temps-
Doppler pour un profil distance basé sur CEMD-RTF. 
Figure 4 : Comparaison des images ISAR via la  
TF 2-D et le Spectrogramme. 
Figure 5 : Comparaison des images ISAR via la  
WVD et la SPWVD. 
Figure 6 : Comparaison des images ISAR via les approches 
basées sur CEMD-RTF. 
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pour la construction de la séquence d’images ISAR 
(figure 5). 
5 Conclusions  
Dans cet article, une nouvelle méthode de construction 
d’images ISAR basée sur la combinaison de la CEMD 
avec une RTF a été proposée. Il s’agit d’améliorer la 
résolution des images ISAR en réduisant les interférences 
naturellement présentes lorsque l’on utilise une 
distribution quadratique. Les performances de l’approche 
sont comparées avec la TF 2-D et des approches Temps-
Fréquence conventionnelles. L’efficacité de la méthode a 
été vérifiée sur des données synthétiques d’une cible non 
coopérative. Les résultats montrent que la méthode est 
prometteuse dans le cadre de la formation d’images 
ISAR. Basée sur une méthode empirique, la CEMD, il est 
nécessaire de réaliser une validation sur une plus large 
classe de données. D’autre part, il serait aussi nécessaire 
d’étudier la robustesse de l’approche CEMD-RTF sur des 
données bruitées, mais aussi de tester d’autres RTFs 
comme par exemple la Transformation de Huang-Hilbert 
(THH) [7] ou encore la Transformation de Huang-Teager 
(THT) [16]. Enfin, il serait intéressant d’intégrer cette 
approche dans le cadre d’un processus d’aide à la 
reconnaissance et d’identification de cibles Radar.  
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