We provide in the context of quantum Markov chains due to Accardi coming up from iterated beam splittings a limit theorem concerning with a refinement of the discrete time. The limit object refers to a continuous time and should be called quantum Markov process. Closely related to our construction of such quantum Markov processes are isometric cocycles. We derive, upto technical conditions, a characterization of quasifree solutions of the cocycle equation.
Introduction
In [1] there was introduced the concept of quantum Markov chains, closely related to finitely correlated states of [6, 7, 8] . [11] began investigations on quantum Markov chains related to so called beam splittings on symmetric Fock spaces. In [16] there was proven that such quantum Markov chains converge to quantum Markov processes with a continuous time parameter.
In the present paper we find this limit theorem again, but in a different, more general formulation which is more convenient to deal with beam splittings connected with an inner system evolution.
The transition operators related to the quantum Markov processes come from isometries fulfilling the cocycle equation (19) . This cocycle equation differs from the usual one (cf. e.g. [5] ) by the fact that we do not consider unitary operators on a Boson Fock space but isometries from a "smaller" Fock space. We characterize regular quasifree solutions of (19). General differential characterizations of such cocycles are subject to ongoing research.
Preliminaries
For the natural numbers, integers, real, positive real and complex numbers respectively we use the symbols N = {1, 2, . . .}, N 0 = {0} ∪ N, R, R + = [0, ∞), C respectively. For a complex number z denote z resp. z the real resp. imaginary part of z.
For any Hilbert space H the symbol L(H) denotes the algebra of bounded linear operators on H. If H = L 2 (G, ν) and f is a measurable function on G denote O f the operator of multiplication with f .
Any C * -algebra A we consider will possess a unit denoted by 1I or 1I A . A linear mapping P : A −→ B between two C * -algebras A and B which is completely positive and unit preserving is called transition expectation.
The symmetric Fock space
Let H be a separable Hilbert space, in the case of our interest H = L 2 (G, ν) where G is a Polish space and ν a σ-finite Borel measure. The symmetric Fock space over H is the Hilbert space
where H ⊗n sym is the n fold symmetric tensor product of H [18] . An interesting class build the exponential vectors ψ h ∈ Γ(H), h ∈ H defined through
As {ψ h : h ∈ H} is linearly independent and total in Γ(H), we can define bounded operators on Γ(H) by their restriction to the set of exponential vectors (cf. section 19 in [18] ).
Definition 2.1. Let H 1 , H 2 be Hilbert spaces and C : H 1 −→ H 2 be a contraction. Then the unique contraction Γ(C) : Γ(H 1 ) −→ Γ(H 2 ) with
is called second quantization of C. If h ∈ H, the unique unitary operator W(h) ∈ L(Γ(H)) with
is called Weyl operator to the test function h.
Beam splittings and Quantum Markov Chains
As ψ h (or better the normal state associated to this vector, the coherent state) represents some beam of bosons, we want to model the splitting of this beam. Consider operators S, T ∈ L(H) with
We define the operator V S,T : Γ(H) −→ Γ(H) ⊗ Γ(H) by extension of
It is easy to derive [9, 10] that this operator is isometric and therefore
defines a normal transition expectation
Remark 2.1. In the case H = C which was exclusively handled in [3] , S and T are just multiplications by complex numbers. As this case refers to a 1-mode boson field, these operators describe some reduction of intensity (the absolute value is the rate) and change of phase (the exponential of the argument times i).
But also more general cases are thinkable. The case of multiplication operators on some L 2 (G, ν) will be of special interest in the sequel. Then we think of the absolute value again as intensity reduction rate.
In general, V S,T should be suitable to describe some phenomena where both splitting and scattering occurs.
Remark 2.2. In case that both S = O α and T = O β are multiplication operators on H = L 2 (G, ν) we can rewrite (3) as
This particular case was in the focus of [16] , one basic of our considerations.
The map E split S,T turns via the map ω → ω(E split S,T ) any normal state on L(H) into one on L(H)⊗L(H). We may apply this operation to one of the factors again and obtain a normal state on L(H) ⊗ L(H) ⊗ L(H). Iterating this procedure more often we obtain a quantum Markov chain in the sense of [1, 2] , cf. [10] for an interpretation in terms of a measurement process. Definition 2.2. Let B be a von Neumann algebra and the quasilocal algebra B ⊗N be the infinite von Neumann tensor product of identical copies of B. Furthermore, let E : B ⊗2 −→ B be a normal transition expectation and η be a normal state on B. Then the state ω characterized by
for A 1 , . . . , A n ∈ B is called E-quantum Markov chain with initial state η.
Remark 2.3. Since E is normal ω is a so-called locally normal state.
We are interested in the case B = L(Γ(H)) and E = E split S,T only. Then
and we find for
where
defines another isometry and the definition of E n is obvious. The latter formula is also derived in the iterative procedure with V 1 = V S,T and
Remark 2.4. The map V → 1I ⊗ V is a shift operation. For continuous time, the analogue of (9) will be a cocycle equation with an analogous continuous shift, cf. (19).
In the sequel we will incorporate besides the beam splitting an additional unitary evolution on Γ(H) given by a unitary operator U but restrict S, T to act by multiplication. Then the transition expectation E is defined through
with α, β fulfilling (5) and is again isometric. The operators V α,β,U n are now determined by the iteration scheme (9) with V α,β,U 1
Convergence to Continuous Time Quantum Markov Processes
For practical purposes it is interesting to introduce also the continuous time analogue of quantum Markov chain. E.g. continuous beam splittings are of interest in models for telecommunication proceses, cf. [12] . The case of beam splittings driven by multiplication operators was already handled in [16] , where we used the particle picture to show some convergence on the level of states or pointwise convergence of the kernels of their density matrices. To deal with the case where this pure beam splitting is accompanied by a certain unitary evolution (usually a free evolution) we want to go back to the level of operators. Our attempt is to construct isometric transition expectations (E t ) t∈R+ with E t ( . ) = V theorem from the operators V n corresponding to multiple beam splittings, cf. (7), by making the time unit smaller and smaller. The finite time version of the discrete model lives on
⊗n is canonically isomorphic to L(Γ(H⊕H⊕. . .⊕H)) with n direct summands being identical copies of H. In the case of interest
This space may be isometrically embedded into
The second quantization of the respective isometric mappings (the operator C 1 n below) is our main tool for putting all discrete settings into a continuous framework. More generally, we do not work on [0, 1] alone but also on [0, t]. Then we can prove in certain cases strong convergence of the embeddings of the operators V n coming from the (discrete time) quantum Markov chains described above to operators
Like in the discrete case we can introduce afterwards transition expectations
) generated by the local (von Neumann) algebras
In the usual manner there is the algebra A G×[s,t) such that for disjoint intervals the respective C * -subalgebras commute. There acts also the shift semigroup (s t ) t∈R+ on A,
By the limit theorems mentioned above we construct examples for the following definition.
for all r,
The (homogeneous) E quantum Markov process with initial distribution η (which is a normal state on L(Γ(H))) is the state ω on A determined by
Remark 3.1. Clearly, (10) assures that ω is well-defined, i.e. ω(A) for a local operator A does not depend on the r > 0 for which A ∈ A G×[0,r) . Again, ω is a locally normal state. In the case of simple beam splittings driven by multiplication operators it appeared [16] that ω is even a normal state on Γ(L 2 (G × R + , ν ⊗ R+ )). This need not be true in the present, more general setting.
The aim of the present paper is to investigate the structure of the limit of the operators V n = V αn,βn,Un n in the following cases for the system evolution:
• The system evolution is free, i.e. U n is a second quantization of some unitary (the free case).
• The system evolution comes from Weyl operators (the Weyl case).
• The system evolution comes from generalized Weyl operators as defined in [18] (the generalized Weyl case). This case contains both the first and the second one.
Preparation
The following lemma will prove useful in the sequel. 
where γ : H 0 −→ C and R :
Then there is an operator V :
Proof. As {ψ h : h ∈ H 0 } is total in Γ(H) and all V n are contractions it is enough to prove
for h ∈ H 0 . Continuity of the map h → ψ h completes the proof.
In the following we will use the operators
with
Being the second quantization of the isometry from
Remark 3.2. We will use the operators C t n to embed discrete tensor products into continuous ones. This idea is useful to translate models on different Hilbert spaces into one universal model, cf. [15] for another application. A similar scheme was used in [17] .
The Free Case
In this section we will consider a free evolution of the system, i.e. U = Γ(V ) is the second quantization of a one particle unitary V . We know the action of V n on exponential vectors:
We will embed these operators in the same Fock space by use of (C t n ⊗ 1I). Consider the operators (C t n ⊗ 1I) • V αn,βn,Γ(Vn) n with sequences (α n ) n∈N , (β n ) n∈N and (V n ) n∈N . To obtain a nontrivial limit as n → ∞ we need a suitable behaviour of (α n ) n∈N , (β n ) n∈N and (V n ) n∈N . So V will be related to a Schrödinger evolution in a time interval of length T n w.r.t. a one particle Hamiltonian H (which is selfadjoint), i.e.
The function β n will be given by
where r : G −→ C fulfils r ≥ 0 ν-a.e. This can be interpreted as shrinking also the time interval for the splitting. With regard to (5), we set
where p is some function with |p(x)| 2 = 2 r(x) and uniformly for t in compacts. Moreover, as both −iH and −O r are dissipative (i.e. f, −iHf ≤ 0 for all f , cf. Proposition 3.1.15 in [4] ), also −iH − O r is dissipative on dom(H) ∩ dom(O r ). Thus (cf. loc.cit.) iH − O r is closable. From this we get sufficient conditions for convergence to a semigroup. Unfortunately, this is not enough for our purpose, as the term for α n has not yet been considered. To overcome this difficulty we need further conditions, we take a rough but simple one. If both p and r are bounded, any operator of interest is defined on dom(H), which makes all calculations very simple. E.g., −iH − O r is closed on dom(H) and generates a strongly continuous semigroup (W t ) t∈R+ . 
Proof. In the spirit of (12) there correspond to V αn,βn,Γ(Vn) n a function γ n and an operator R n given by
By Corollary 3.1.31 from [4] the term e To define the operator V t , the boundedness condition on r can be relaxed considerably (see section 4 below).
The Weyl Case
Now we assume U = W(f ), a short calculation shows for all f, h ∈ L 2 (G, ν)
A strongly continuous one parameter group consisting of Weyl operators has the form U t = W(tf ). As before we use in the discretization the time step t n for the unitary time evolution. The parameters α n , β n are built from functions p, r as in the preceding section. We use the conventions 1 − e −t0 0 = t and e −t0 + t0 − 1 Proof. We rely on Lemma 3.1. Similar to the free case we obtain
Elementary calculus gives
where the convergence is uniform on sets where
• r is bounded away from 0 or • r = 0 and e r is uniformly separated from 1 or • r is equal to 0.
Additionally we know that
pointwise, but uniformly for r in bounded sets. Consequently, both ln γ n (h) and R n (h) converge on a dense domain completing the proof.
The Case of Generalized Weyl Operators
According to [18] , generalized Weyl operators are given by
and generalize both second quantizations and ordinary Weyl operators. Moreover, W(f, V ) = W(f )Γ(V ). Thus we need no additional rules of calculus.
Similar to the Weyl case we obtain V
A one parameter group of generalized Weyl operators U t = W(f t , V t ) is given by a unitary group (V t ) t∈R+ , V t = e −itH , and (f t ) t∈R+ which fulfils
Solutions of this equation will be discussed in greater detail around Lemma 4.3 below. We just remark that if t → f t is differentiable there is a vector f ∈ L 2 (G, ν) for which
For the following statement we omit the proof as it follows the same lines as the Propositions 3.1 and 3.2.
Proposition 3.3. Assume that r is bounded and (f t ) t∈R+ fulfils (18) for some f ∈ L 2 (G, ν). Then
where V t is given in the spirit of Lemma 3.1 by the following maps γ t and
On the Shift Cocycle Property
We are interested how general the examples for operators V t obtained by the limit theorems in the above section are. From the discrete time formula (8) we get a continuous time analogue which reads as
represents also a shift operation, we can think of (V t ) t∈R+ as shift cocycle. In the sequel we will search for solutions of (19). From this equation it follows that the liftings E t ( . ) = V * t ( . )V t will automatically fulfil (10) . Equation (19) seems too general to obtain a complete explicit solution. We will only search for solutions based on an ansatz near to generalized Weyl operators: Assume V t is given by ν) . In the sequel, we use the set Ex(H 0 ) = span {ψ h : h ∈ H 0 }.
First we solve the problem under which conditions operators V t fulfilling (20) can be isometries.
Proposition 4.1. Let H, H be two Hilbert spaces and V : Γ(H) −→ Γ(H ) be an isometry which can be given on Ex(H 0 ) where H 0 ⊆ H is a dense domain via
where γ : H 0 −→ C and R : H 0 −→ H are arbitrary (i.e. may be nonlinear) maps.
Then R is an affine map. More exactly, there exists an isometry V 0 :
Proof. First we introduce the concept of analytical maps on Hilbert spaces. For a map S : H −→ H where H is a vector space and H is a Hilbert space we say that S is strongly analytic if for all h 1 , . . . , h n ∈ H the map
It is well-known (cf. Proposition 20.2 in [18] ) that the map h → ψ h is strongly analytic. Moreover, strong analyticity is preserved under bounded linear maps such that we can conclude that H 0 h → γ(h)ψ R(h) is strongly analytic. Projecting on the vacuum shows analyticity of γ. As V is isometric, γ(h) = 0 for all h ∈ H 0 . Thus, h → 1 γ(h) is analytic too and we derive from projecting on the first Fock layer that R itself is strongly analytic. Now take any h 0 , h 1 , h 0 , h 1 ∈ H 0 and set h = h 0 +zh 1 and h = h 0 +z h 1 . As V is an isometry we get
As this is non-zero there is an logarithm of γ which constitutes again an analytic function (cf. [14] ). So we take the logarithm of the above equation:
Now assume h = h 0 + zh 1 , h = h 0 + z h 1 and expand the left hand side into power series. It should hold
. From equation (21) we derive that all mixed terms of order greater than 2 in the expansion of R(h ), R(h) have to vanish. E.g. the coefficient of z 2 z 2 is r 2 , r 2 giving r 2 , r 2 = 0. As the choice of h 0 , h 1 , h 0 , h 1 ∈ H 0 was arbitrary, set h 0 = h 0 and h 1 = h 1 giving r n = r n . So we derive r 2 = 0 and in the same manner r n = 0 for n ≥ 2. Thus R and ln γ are in fact affine. Inserting this into equation (21) we get
From definition it is clear that the correspondence h 1 → r 1 is linear. By the equation (22d) there is an isometry V 0 with r 1 = V 0 h 1 for all choices of h 1 . We write
We see d 0 = − In our case we get
.
In the following we embed L(
. As V t must be isometric, we derive
This means that (W t ) t∈R+ are contractions. Denote by θ t the shift by t in 
For "good" solutions we need some (strong) continuity.
Lemma 4.2. V t is strongly continuous if and only if
(1) t → e ict is continuous. (2) t → f t and t → g t are continuous. (3) t → W t and t → W t are strongly continuous.
Proof. It is clear that (V t ) t∈R+ is strongly continuous if and only if t → V t ψ h is continuous for all h ∈ L 2 (G, ν). Then (1) follows from the continuity of t → ψ 0 , V t ψ 0 , (2) from continuity of t → V t ψ 0 and (3) from the general case. The converse follows from continuity of the map h → ψ h .
By continuity and (26a), (c t ) t∈R+ can be choosen as c t = ct for some c ∈ R.
ThenṼ t = e −ict V t fulfils again (19) andṼ * t ( . )Ṽ t = V * t ( . )V t . Thus we will set c := 0 in the sequel.
As (W t ) t∈R+ is a strongly continuous contraction semigroup its generatorH is a well defined closed operator (in fact a so called maximal accretive operator, cf. [13] ). This parametrizes (W t ) t∈R+ , the second question poses (g t ) t∈R+ . We have only partial answers to solutions of equation (26d).
Proof. Differentiating (26d) at s = 0 gives (set
By taking in (26d) the limit t ↓ 0 we get g 0 = 0. Thus we derive with h = g 0
A further result concerns functions (g t ) t∈R+ which are continuous only.
Lemma 4.4. Let (W t ) t∈R+ be a strongly continuous semigroup of contractions on L 2 (G, ν) and (g t ) t∈R+ be a continuous L 2 (G, ν) valued function fulfilling (26d) for all s, t ∈ R + . Further, assume that W t − 1I is invertible for a dense set of t ∈ R + . Then there is a vector h ∈ L 2 (G, ν) such that
Proof. For arbitrary s, t we derive from (26d)
If both W s − 1I and W t − 1I are invertible we get
Thus for a dense set of t ∈ R + g t = (W t − 1I)h which carries over by continuity to all t ∈ R + .
Remark 4.1. Invertibility of W t −1I for a dense set of t means 0 ∈ spec(H).
We can use this lemma also for the case where (W t ) t∈R+ has invariant vectors: Denote g 0 s the projection of g s onto the subspace of (W t ) t∈R+ invariant vectors being Ker(H). Then
Continuity gives g 0 t = tg for some g ∈ Ker(H). Moreover, if the semigroup (W t ) t∈R+ restricted to Ker(H)
⊥ fulfils the condition of the lemma above we may conclude
where h is an invariant vector. We present one solution of (19) under technical assumptions. 
Proof. We derive from equation (26c) for s, t ∈ R + , h ∈ L 2 (G, ν) and -a.a. u < t W t+s h(u) = W t h(u).
which yieldsf (x, s + t) =f (x, s) + (AW s g t )(x).
Thus t →f ( . , t) is continuous, the limit s ↓ 0 giveŝ f (x, t) =f (x, 0) + Ag t (x).
Setting f (x) =f (x, 0) we arrive at (30a) and the proof is over.
At the end, we present more general quasifree solutions of (19). The easy proof is omitted. Proposition 4.3. Assume (W t ) t∈R+ is a contraction semigroup with generatorH such thatH+H * is densely defined. Further, suppose that (g t ) t∈R+ fulfils (26d) (e.g. it is of the form (29)). Take a closed operator A with A * A ⊇H * +H such that g t ∈ dom(A) for all t ∈ R + . For a vector f ∈ L 2 (G, ν) we define f t (x, s) = χ [0,t) (s)(f (x) + Ag s (x)) (32a)
at least for h ∈ dom(H * +H). Let V t be isometries extending (20) and (23). Then (V t ) t∈R+ is a strongly continuous shift cocycle, i.e. it fulfils (19). W t h(x, s) = χ [0,t) (s)p(x)(W s h)(x) andH = iH + O r , i.e. W t = e −itH−tOr . This is the same as (32a), (32b) if we set A = O p andf = 0 and (g t ) t∈R+ suitably. How can we interprete the additionalf in (32a)? Actually, there is a simple solution to (19), namely V t = W(f ⊗ χ [0,t] ) ⊗ 1I with arbitraryf ∈ L 2 (G, ν). We can interprete this as constant background creation of bosons in modef . Surely, we can also give limit theorems for this more general type of operators by adding this background operators also in discrete time, e.g. by replacing V n with
