Abstract-Gray-scale signals can be represented as sequences of integervalued symbols. If such a symbol has alphabet 0 1 . . . 2 1 it can be represented by binary digits. To embed information in these sequences, we are allowed to distort the symbols. The distortion measure that we consider here is squared error, however, errors larger than are not allowed. The embedded message must be recoverable with error probability zero. In this setup, there is a so-called "rate-distortion function" that tells us what the largest embedding rate is, given a certain distortion level and parameter . First, we determine this rate-distortion function for = 1 and for . Next we compare the performance of "low-bits modulation" to the rate-distortion function for . Then embedding codes are proposed based on i) ternary Hamming codes and on the ii) ternary Golay code. We show that all these codes are optimal in the sense that they achieve the smallest possible distortion at a given rate for fixed block length for any .
I. INTRODUCTION
In 1999, it was observed that data embedding is closely related to the information-theoretical concept of "channels with side information. " For example, Chen [2] , Chen and Wornell [3] , and Moulin and O'Sullivan [9] realized that (in the Gaussian case) there is a connection between data embedding and Costa's "writing on dirty paper" [4] . Costa's achievability proof can be seen as a special case of the proof of Gelfand and Pinsker [7] . Heegard and El Gamal [8] studied codes based on Gelfand-Pinsker theory for computer memories with defects.
Coding theorems for data-embedding situations appeared in Chen [2] (specialized to the Gaussian case), Moulin and O'Sullivan [9] , Barron [1] , and Willems [10] .
In the present correspondence, we will focus on the coding theorem for the case of embedding in gray-scale symbols with squared-error distortion. We focus on the information embedding in the absence of communication noise. This makes it possible to achieve zero probability of error. Although the "noise-free" setup was also investigated by Chen [2] and Barron [1] , the result that we present here is somewhat stronger than theirs as we will soon see. After proving our coding theorem we will propose some coding techniques.
II. SYSTEM DESCRIPTION
The embedding system that we study is shown in Fig. 1 . A discrete source emits the host sequence x N 1 = (x1; x2 ; . . . ; xN ) where N is called the block length. The symbols x n for n = 1; N assume values from the finite alphabet X which is a subset of the set of all integer numbers. We make no assumptions about the probability distribution (2) Moreover, the composite sequence y N 1 must always be "close" to the host sequence x N 1 , i.e., the maximum average distortion 
should be small. Here 
is the distortion between the sequences x N 1 and y N 1 , for some specified distortion mapping D(1) defined over the integers. Since both y n and xn are integers the difference yn 0 xn is also an integer. Note that distortion measure is a difference measure. The error (difference) should not exceed the maximum error m, i.e., the distortion mapping satisfies D(z) = 
Only finite 1 are of interest. The rate-distortion function m(1) is now defined as the largest such that the pair (1;) is admissible.
The subscript m specifies the maximum error that is allowed. 
Here fP(z);z 2 Zg is a probability distribution over the set Z = f0m; 1 0 m; ...;mg.
From this theorem it follows 1 that the rate-distortion function m (1) is nonnegative, nondecreasing in 1, and convex-\ in 1.
The situation that we study here also was investigated by Barron [1] and Chen [2] . They refer to this case as the noise-free case. However, it should be noted that here we show that error probability 0 is achievable. Moreover, we measure our distortion averaged over all messages and maximized over the host sequences. Even when averaging over all messages is replaced by maximizing, our result holds. Finally, it should be noted that the distribution of x N 1 is not relevant for our result.
IV. PROOF OF THE THEOREM
A. Admissibility Proof A: We start by considering the side-information model depicted in Fig. 2 . The sets U and S are assumed to be finite. Now words u 2 U can be written on a medium. However, this medium generates the state s 2 S and accepts only words u 2 U s U in that case. It is assumed that jU s j = A (9) so whatever the actual state is, there are always A words that can be written onto the medium. To transmit the message w 2 f1; 2; ...;Mg, assuming that M A, the writer produces the word u = f(w; s) 2 U s . The reader inspects u and determinesŵ = g (u) . No errors are allowed thus, it is required that alwaysŵ = w.
How large can the number of messages M be now? We can find a lower bound to this number by applying random labeling. We can give 1 The convexity follows from assuming that if P 0 (z) achieves maximum entropy H 0 (Z) for distortions 1 0 and P 00 (z) achieves maximum entropy H 00 (Z) for distortions 1 00 then P 0 (z)+(10)P 00 (z) for 0 < < 1 achieves distortion 1 0 +(1 0 )1 00 and entropy not smaller than H 0 (Z)+(10)H 00 (Z) by the convexity of entropy in the distribution. 
Note that (14) is independent of U. The number of messages M that can be conveyed is essentially determined by A, the number of sequences that can be written for any s. ) for integer z. Note that the probability is with respect to the message W . For this random variable, we can write Although we have focussed on error probability equal to zero (see (2) ) it can be shown by adapting the converse that, in the average-error case, we will not find larger values of m(1) for any 1.
V. GRAY-SCALE SYMBOLS, SQUARED-ERROR DISTORTION
Gray-scale symbols assume values from an integer alphabet G = f0; 1; ... Note that the term z p z lnp 3 z =p z is minus a divergence and therefore nonpositive. Equality is achieved only for fpz;z 2 g equal to the Gaussian distribution fp 3 z ; z 2 g. Therefore, to determine the rate-distortion function r 1 (1) we only need to vary and compute the entropy and variance of fp 3 z ; z 2 g. We can now make a plot of the squared-error rate-distortion function r 1 (1), see Fig. 4 . This plot shows that to achieve an embedding rate of 1 bit/symbol we need a maximum average distortion of at least 0:22. Note that the plot shows that this statement holds for all m. In Fig. 4 , this rate-distortion function is plotted together with the squared-error rate-distortion function 1(1). Although for given distortion 1 the squared-error rate-distortion function r 1 (1) is larger than the error-one rate-distortion function r 1 (1) , it can be seen that the difference is very small for small values of the distortion level. This demonstrates that for small distortion levels in the squared-error case, no matter how large the maximum allowable error m is, it is not very useful to consider codes that have jyn 0xnj > 1 for some components n. This fact will be used when we construct codes in the next sections.
VI. LOW-BITS MODULATION
Traditional embedding methods assume that a gray-scale symbol x 2 G is represented as a binary vector bB01; ...;b1;b0 such that x = i=0;B01 b i 2 i . Messages are now embedded only in the least significant bits (LSBs) of this binary representation, thus, y is chosen as the symbol closest to x such that its R LSBs contain the message w (R is a positive integer). Therefore, this form of embedding is called low-bits modulation (LBM), see, e.g., Chen [2] . The following tables now show what happens for R = 1. Observe that for R = 1 the distortion D 3 = 1=2. Similarly, for R = 2 the distortion is D 3 = (0 + 1 + 1 + 4)=4 = 3=2 since there is a message that achieves distortion 0, two messages achieve distortion 1, and a fourth message achieves distortion 2 2 = 4. The distortion-rate pairs (D 3 ; R) = (1=2;1) and (3=2;2) are plotted in Fig. 5 denoted by o's. Using the LBM scheme (D3;R) = (1=2;1)
only for a fraction of the symbols, we achieve R(D 3 ) = 2D 3 ; for 0 D 3 1=2:
The resulting distortion-rate pairs are plotted in the figure with a dotted line. The problem we want to address next is: "How can we do better than R(D 3 )=D 3 = 2?" Note that the R = 1 LBM scheme can be operated with maximum error m = 1.
VII. TERNARY EMBEDDING METHODS
We start this section with a definition. A gray-scale symbol x (or y)
is said to be in class c iff x mod3 = c where c = 0; 1; 2. Now we are ready to discuss uncoded ternary embedding and after that two coded ternary embedding methods.
A. Uncoded Ternary Modulation
Suppose that message w 2 f0; 1; 2g is to be embedded in the grayscale symbol x. Then the decoder determines the message w simply by looking at the class of y. If x is in class w then y = x is chosen by the embedder, otherwise, the embedder changes x into the symbol y in class w, such that jy 0 xj is minimal, see the following tables. The obtained embedding rate R = log 2 3 1:5850. The corresponding distortion D 3 = 2=3. This results in the ratio R=D 3 = 3=2log 2 3 2:3774 which is already quite good! Note that the maximum error of uncoded ternary embedding m = 1 again.
B. Embedding Based on Ternary Hamming Codes
To describe the embedding code consider the (13; 10;3) with rate R = (log 2 27)=13 0.3658 bit/ symbol. Thus, we achieve (D 3 ; R) = (0:0741;0:3658). The R=D 3 0 ratio = 4:9378 which is a factor 2:4689 larger than LBM.
We can design a series of codes for modulating the class, based on ternary Hamming codes. For a given value = 2; 3; ..., i.e., the number of parity-check equations, the codeword length is (3 0 1)=2. 
Hence, R=D 3 = 3 log 2 3 3 0 1
see Fig. 6 . Note that we can achieve an arbitrary large ratio R=D3 by increasing . Note also that the maximum error m = 1 again.
C. Embedding Using the Ternary Golay Code
Instead of a ternary Hamming code we can also use the (11;6; 5)
ternary Golay code in an embedding system. Again, we put the message in the syndrome, which is five trits long, but now the class must be changed in at most two positions. This leads to the following rate and distortion: R = 5log 2 3 11 0:7204 differ from x N 1 in exactly one component n 2 f1; 2; ...;Ng by one, i.e., jy n 0 x n j = 1. Therefore, the smallest possible maximum average distortion D3 = 2=(2N + 1). Hence, the proposed embedding method based on ternary Hamming codes for = 2; 3; ... is optimal.
Moreover, this holds for uncoded ternary transmission. This holds for any m. However, in practise a source will also produce gray-scale symbols smaller than m and larger than 2 B 0 1 0 m. Note, however, that in practise it suffices to take m = 1, thus only the host symbol 0 and 2 B 0 1 cause problems since the composite symbols 01 and 2 B are not in the gray-scale alphabet G. The strategies based on the (optimal) ternary codes that we proposed here can however be adapted slightly.
Instead of composite value 01 we use 2 and instead of 2 B we take 2 B 0 3. This will lead to a larger distortion but if the probabilities of host symbols 0 and 2 B 01 are not too large the effect can be neglected.
X. CONCLUSION
For gray-scale symbols and squared-error we have determined the rate-distortion function for maximum error m = 1. We have also determined r1(1) which serves as an upper bound for all rm (1) . Moreover, we have constructed embedding codes based on ternary error-correcting codes. We have only looked at small distortions (and rates). We have concentrated on perfect codes since these codes result in simple schemes that are easy to analyze. We have shown that the proposed codes are optimal. More codes can be found in [6] .
