It is well known that Sobolev spaces have played essential roles in solving nonlinear partial differential equations. Orlicz-Sobolev spaces are generalized from Sobolev spaces. In this paper, we present sufficient and necessary conditions of extreme points of OrliczSobolev spaces. A sufficient and necessary condition of rotundity of Orlicz-Sobolev spaces is obtained. (1) p(t) is right-continuous and nondecreasing;
(
1) p(t) is right-continuous and nondecreasing; (2) p(t) > 0 (t > 0); (3) p(0) = 0, lim t→∞ p(t) = ∞. Then A(u) is called an N-function and p(t) is called the right derivative of A(u).

Definition 2. Let A(u) be an N-function, p(t) the right derivative of A(u). Let
q(v) = sup u ≥ 0 : p(u) ≤ v = inf u ≥ 0 : p(u) ≥ v .(1)
ThenĀ(v) = |v| 0 q(t)dt is called the complementary function of A(u).
Definition 3. Let A(u) be an N-function, u ∈ R, if v, w ∈ R, v + w = 2u, u ≠ v, implies A((v + w) 
/2) < (1/2)(A(v) + A(w)).
Then u is called a strictly convex point of A. The set of strictly convex points of A is denoted by S A .
Definition 4. Let A(u) be an N-function, Ω ⊂ R n , Orlicz space is defined as follows:
Definition 5. Let A(u) be an N-function, and Ω be a bounded and connected field of R n . Orlicz-Sobolev space is defined as follows:
where
Orlicz-Sobolev spaces with the norm defined above are Banach spaces, see [1] .
Then k *
Definition 7. Let X be a Banach space, B(X) the closed unit ball of X, and S(X) its unit sphere. Let 
Proof. Let y,z ∈ B(W
So the equality holds in the above inequalities. Since for any 0 ≤ |α| ≤ m, we have
From (6) and (7), we know that the equality holds in (7). In particular, when p > 1,
So the equality holds in the above inequalities. Hence 2k ∈ K(x) and for a.e
. t ∈ Ω, (l/(h + l))A(hy(t)) + (h/(h + l))A(lz(t)) = A(2kx(t)). By the known conditions, for almost all t ∈ Ω, hy(t) = lz(t) = 2kx(t)
. Therefore,
This implies 
Proof. Let y,z ∈ B(W
In particular, if |α| = 1, then 2
and let
. By the proof of Theorem 9, we have
and
Thus there exists a constant c such that
Since Ω is connected, for any p ∈ E 1 , q ∈ E 2 , p can continuously move to q in Ω by a transform of finite single-variable. If µE 1 > 0 and µE 2 > 0, there exists at least a p ∈ E 1 , q ∈ E 2 such that the connecting line between p and q over E 1 ∪ E 2 is condense. So there exists a line l = { (t 1 ,t 2 ,...,t i−1 ,λt i+1 ,. ..,t n ) λ ∈ [a, b]} on that connecting line, such that l∩E 1 ≠ ∅, l∩E 2 ≠ ∅. But x(t) ≥ c over E 1 and x(t) ≤ −c over E 2 whereas E 1 ∪E 2 is condense of l. This is a contradiction to the fact that 
Proof. Let y,z ∈ B(W 0 m,A ) and y + z = 2x. Let B = {t ∈ Ω : kx(t) ∉ S A }, B i = {t ∈ Ω : k i ∂ i x(t) ∉ S A }, and y(t) = x(t) + δ(t).
Case 1. For almost all t ∈ Ω \ B, δ(t) = 0 by Theorem 10. Therefore x(t) = y(t) = z(t).
Then J t * (t) is an infinitely differentiable function on Ω and for any 0 ≤ |α| ≤ m,
Then c > 0 and for all t ∈ Ω, c∂ α J t * (t) ≤ . Define
y(t) = x(t) + cJ t (t) − cJ t , z(t) = x(t) − cJ t (t) + cJ t . (17)
Then y,z ∈ W 0 m,A , and
Hence for any 0 ≤ |α| ≤ m, we have
Likewise, for any 0 ≤ |α| ≤ m, we have on (a, b) . Since Ω is bounded, we can take t ∈Ω, t ∈Ω such that
( Let
By the definition of c 0 ,
Let
) and
Therefore,
On the other hand, as 1 ≤ |α| ≤ m, . This is also a contradiction. By (1) and (2) we know that A is strictly convex.
