We introduce the generalized Riesz difference sequence space r q p, B m which is defined by r q p, B m {x x k ∈ w : B m x ∈ r q p } where r q p is the Riesz sequence space defined by Altay and Başar. We give some topological properties, compute the α , β duals, and determine the Schauder basis of this space. Finally; we study the characterization of some matrix mappings on this sequence space. At the end of the paper, we investigate some geometric properties of r q p, B m and we have proved that this sequence space has property β for p k ≥ 1.
Introduction
Let w be the space of all real valued sequences. We write l ∞ , c, c 0 for the sequence spaces of all bounded, convergent, and null sequences, respectively. Also by cs, l 1 , and l p , we denote the sequence spaces of all convergent, absolutely and p-absolutely, convergent series, respectively; where 1 < p < ∞.
Let q k be a sequence of positive numbers and The difference sequence spaces l ∞ Δ , c Δ , and c 0 Δ were first defined and studied by Kızmaz in 3 and studied by several authors, 4-9 . Başar and Altay 10 have studied the sequence space bv p as the set of all sequences such that their Δ-transforms are in the space l p ; that is,
where Δ denotes the matrix Δ Δ nk defined by
1.5
The idea of difference sequences is generalized by Ç olak and Et 11 . They defined the sequence spaces:
where m ∈ N,
for all k, n ∈ N and for any fixed m ∈ N. Recently, Başarir andÖztürk 12 introduced the Riesz difference sequence space as follows:
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1.9
The results related to the matrix domain of the matrix B m are more general and more comprehensive than the corresponding consequences of matrix domain of Δ m . Our main subject in the present paper is to introduce the generalized Riesz difference sequence space r q p, B m which consists of all the sequences such that their B m -transforms are in the space r q p and to investigate some topological and geometric properties with respect to paranorm on this space.
Basic Facts and Definitions
In this section we give some definitions and lemmas which will be frequently used.
Definition 2.1. Let λ and μ be two sequence spaces and let A a nk be an infinite matrix of real numbers a nk , where n, k ∈ N. Then, we say that A defines a matrix mapping from λ into μ, and we denote it by writing A : λ → μ if for every sequence x x k ∈ λ the sequence Ax { Ax n }, the A-transform of x, is in μ; where
By λ : μ , we denote the class of all matrices A such that A : λ → μ. Thus, A ∈ λ : μ if and only if the series on the right side of 2.1 converges for each n ∈ N and every x ∈ λ, and we have Ax { Ax n } n∈N ∈ μ for all x ∈ λ. A sequence x is said to be A-summable to α if Ax converges to α which is called as the A-limit of x.
Definition 2.2. For any sequence space λ, the matrix domain λ A of an infinite matrix A is defined by 
With the notation of 2.2 , the α-, β-, γ-duals of a sequence space λ, which are, respectively, denoted by λ α , λ β , λ γ , are defined by
Now we give some lemmas which we need to prove our theorems. 
3.3
If we take m 1, then we have
Here are some topological properties of the generalized Riesz difference sequence space. 
where H sup k p k and M max 1, H . 
and for any α ∈ R 16 , we have
It is obvious that g θ 0 and
Again the inequalities 3.7 and 3.9 yield the subadditivity of g and g αu ≤ max{1, |α|}g u .
3.10
Let {x n } be any sequence of the elements of the space r q p, B m such that
and λ n also be any sequence of scalars such that λ n → λ. Then, since the inequality
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for i, j ≥ n 0 ε which leads us to the fact that
is a Cauchy sequence of real numbers for every fixed k ∈ N. 
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Take any i ≥ n 0 ε , first let j → ∞ in 3.17 and then p → ∞, to obtain g x i − x ≤ ε. Finally, taking ε 1 in 3.17 and letting i ≥ n 0 1 , we have Minkowski's inequality for each p ∈ N, that is,
which implies that x ∈ r q p, B m . Since g x i − x ≤ ε for all i ≥ n 0 ε it follows that x i → x as i → ∞, so r q p, B m is complete. Proof. For the proof of the theorem, we should show the existence of a linear bijection between the spaces r q p, B m and l p for 0 < p k ≤ H < ∞. With the notation of
define the transformation T from r q p, B m to l p by x → y Tx. However, T is a linear transformation, moreover; it is obviuos that x θ whenever Tx θ and hence T is injective.
Let y ∈ l p and define the sequence x x k by 
3.23
Then; the sequence {b k q } k∈N is a basis for the space r q p, B m and any x ∈ r q p, B m has a unique representation of the form
where μ k q R q B m x k for all k ∈ N and 0 < p k ≤ H < ∞.
Proof. This can be easily obtained by 12, Theorem 5 so we omit the proof.
Define the set Q 1 p as follows:
3.25
Then; r q p, B 
3.26
Then; r q p, B m α
Proof. i Let a a k ∈ w. We easily derive with the notation
and the matrix U u nk which is defined by
for all k, n ∈ N, thus, by using the method in 1 , 12 we deduce that ax a n x n ∈ l 1 whenever x x k ∈ r q p, B m if and only if Uy ∈ l 1 whenever y y k ∈ l p . From Lemma 2.5 i , we obtain the desired result that
ii This is easily obtained by proceeding as in the proof of i , above by using the second part of Lemma 2.5. So we omit the detail. 
3.30
Then; r q p, B m β
3.31
Then; r q p, B for k, n ∈ N and if we carry out the method which is used in 1, 12 , we get that ax a n x n ∈ cs whenever x x k ∈ r q p, B m if and only if Ty ∈ c whenever y y k ∈ l p . Hence we deduce from Lemma 2.7 that 
