We discuss the generation and motion of interfaces for Lotka-Volterra competition-diffusion system with large interaction. An asymptotic analysis of solutions shows that the two competing species are segregated and an interface appears on the common boundary of their habitats. The motion of the interface is governed by a free boundary problem. In this paper we establish a mathematical theory for the formation of interfaces (at the initial stage) by using an upper and lower solutions method. In addition, combining our results and a known result for the motion of interfaces (after the initial stage), we obtain some information on the generation and motion of interfaces for given almost any smooth initial data.
Introduction
In this article we study Lotka-Volterra competition-diffusion system: 
Ω).
In mathematical biology, the above model has been extensively investigated to understand coexistence and spatial segregation of two species. We are interested in the case where interspecific competition terms are very large; in particular, when b and c are very large with b/c fixed. This situation means that powers of the two competing species are comparatively similar.
We introduce a small parameter > 0 and rewrite the above system as where a, b, c, d and D are positive constants. The dynamics of (1.1) can be best understood by dividing it into two stages. First, habitats of two species are segregated according to the initial data and interfaces appears around the common boundary of two habitats. This is the initial stage of the dynamics ("generation of interfaces") and it takes place in a very fast time scale. After the appearance of interfaces, they begin to evolve; this is the later stage of the dynamics ("motion of interfaces"). The later stage is much longer than the initial stage.
To understand the motion of the interface in the later stage, we consider the limiting problem as → 0. Let (u , v ) be a solution of (1.1). We can expect that (u , v Here Ω 1 (t) and Ω 2 (t) := Ω \ Ω 1 (t) are open subsets in Ω, Γ (t) := ∂Ω 1 (t) ∩ ∂Ω 2 (t) and ν denotes the unit inner normal to Γ (t) with respect to Ω 1 (t). Justification of the above observation can be found in the works of Dancer-Hilhorst-MimuraPeletier [7] and Iida-Karali-Mimura-Nakashima-Yanagida [8] . Both papers mainly deal with motion of interfaces that takes place in the later stage. In [7] , it is shown that a solution of (1.1) converges to a solution of (1.2) in the topology of H 1 (Ω × [0, T ]), whereas in [8] , the convergence is studied in the C 0 (Ω)-topology. More precisely, it is proved in [8] that the solution (u , v ) of (1.1) stays very closely to (u * , v * ), which is a solution of (1.2), provided that (u 0 , v 0 ) is close to (u * (·, 0), v * (·, 0)). Intuitively, the later stage is investigated under the condition that interfaces of (u, v) already exist at t = 0.
Our results, on the other hand, are concerned with the analysis of the initial stage "generation of interface." We will derive an approximate solution of (1.1) in the initial stage and construct a pair of upper and lower solutions of (1.1) by modifying the approximate solution. Since both phenomena, generation of interfaces at the initial stage and motion of those interfaces in the later stage, are so different, our upper and lower solutions are completely different from (u ± , v ± ) used in [8] .
One of the difficulties is that two phenomena, generation of interfaces and motion of interfaces, occur simultaneously. At the beginning of the initial stage the dynamics of the solution is almost determined by "a force to generate interfaces." On the other hand, after interfaces begin to move, the dynamics of the solution is determined by "a force to drive interfaces." However, when the interfaces are almost formed and those interfaces just begin to move, "the strengths of two forces" are difficult to compare.
To handle these two phenomena together, we need to find a suitable pair of upper and lower solutions (U ± , V ± ) which is given in Section 3 and "the right switching time" t * . Getting precise estimates for (U ± (x, t * ), V ± (x, t * )), we are able to show that (U ± (x, t), V ± (x, t)) develops interfaces at time t = t * and that the interfaces are sharp enough so that (U ± (x, t * ), V ± (x, t * )) belongs to a suitable O( ) neighborhood of (u * , v * ). It means that (U ± (x, t * ), V ± (x, t * )) satisfies the condition for an initial data in [8] . We will accomplish the above procedure for almost any smooth initial function (u 0 , v 0 ). This enables us to deal with almost any smooth initial data. We should mention that our analysis in the framework of C 0 -topology can give us more precise imformation on the generation of interfaces than the analysis in the framework of
There are some results which study generation of interface in the initial stage. We refer [2, 9] when the diffusion coefficients are very small. Limiting problems of some reaction-diffusion system with (large interaction) are investigated by [3] [4] [5] [6] (we also refer results on some free boundary problems [1, 11, 13] . However we are not aware of any result on the dynamics at the initial stage for reaction-diffusion system with large interaction. This paper is organized as follows. In Section 2 we introduce an approximate solution of (1.1) in the initial stage, and state our main results Theorems 1 and 2. In Section 3 we construct upper and lower solutions to (1.1), and then prove Theorem 1. The proof of Theorem 2 included in Section 4. In Section 5 we give the proofs of Lemmas 1-4 which will be used to prove Theorem 1.
Main results
In this section we will give our main results. Before stating our results, we will give a formal argument to the formation of interfaces in a very short time period. In particular, we introduce some important functions to consider these phenomena.
If is sufficiently small, competition terms in (1.1) are dominant over diffusion terms and logistic growth terms for sufficiently small t. Consider the following system of ordinary differential
Let (ũ ,ṽ ) be a solution of (2.1). We can expect that (ũ ,ṽ ) is close to the solution of (1.1) in a very early stage. The solution of (2.1) is given bỹ
where (φ(τ ; ξ, η), ψ(τ ; ξ, η)) is a solution of
Solving (2.3) explicitly, we have
where A = A(ξ, η).
Theorem for generation of interfaces
In this subsection we will state our main theorem. Set
and define Here we assume that Ω 1 and Ω 2 possess interior points. By (2.4) and (2.5) we can expect that if is sufficiently small, the approximate solution (ũ ,ṽ ) forms interfaces at t = 2 . Moreover, the interfaces appear in a neighborhood of Γ 0 and (ũ (x, t),ṽ (x, t)) becomes close to a continuous function (max{ω(x)/c, 0}, max{0, −ω(x)/b}) (see Figs. 1 and 2 ). Now we give our theorem which justifies the above heuristic argument.
be a solution of (1.1) and let (ũ ,ṽ ) be a solution of (2.1). Then, there exist positive constants 0 > 0 and C 1 > 0, independent of x and t, such that for any ∈ (0, 0 ), the following estimates hold true:
Estimates in (iii) show that u and v are almost vanishing in Ω 2 and Ω 1 , respectively. These estimates lead us to the following observation: for any β > 0,
Such estimates play an essential role to study transient behavior of solutions of (1.1) from the first stage to the second stage. In particular, they are important if Γ 0 is nondegenerate in the following sense. Remark 2. By the nondegeneracy of ∇ω on Γ 0 , (∇u , ∇v ) has a sharp transition across Γ 0 (see (ii) in Theorem 1). In this paper graphs of (u , v ) in the neighborhood of Γ 0 are called as interfaces.
Assumption 1 (A1)
Now we introduce the following signed distance function with respect to Γ 0 :
; which is defined in Ω and satisfies
It is easily seen that there exist constants C 2 > 0 such that
The following corollary comes from (iii) of Theorem 1.
Corollary 1. Assume (A1). Then there exists a positive constant
C 2 > 0 such that for any ∈ (0, 0 ), ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ u x, 2 < C 1 exp − C 2 |d(x, Γ 0 )| , x ∈ Ω 2 , v x, 2 < C 1 exp − C 2 |d(x, Γ 0 )| , x ∈ Ω 1 .
Results on motion of interface
In the later stage, the interfaces of the solution for (1.1) begin to move in much slower time scale. In [8] it is rigorously proved that the motion of those interfaces are governed by the free boundary problem (1.2). However, the initial data in [8] are assumed to belong to a suitable -neighborhood of an initial data of free boundary problem (see Theorem 3 in Section 4). As is mentioned above, our Theorem 1 describes that, for any smooth initial data satisfying (A1), a solution (u , v ) forms interfaces in time t = 2 . We will show that (u (x, 2 ), v (x, 2 )) is included in the class of initial data in [8] . In this way we combine Theorem 1 and their result in [8] and widen a class of initial data we can deal with. Before stating our result, we will prepare some notations and assumptions.
Consider (1.2) with the initial condition
where
Assumption 2 (A2).
The free boundary problem (1.2) with (2.8) has a (classical) solu- Since Γ (t) is closed and bounded C 2 -hypersurface for each t ∈ [0, T ], we can define the signed distance function with respect to Γ (t). For each t ∈ [0, T ], dist(x, Γ (t)) andd(x, Γ (t)) are defined by (2.6) and (2.7) with Γ 0 , Ω 1 and Ω 2 replaced by Γ (t), Ω 1 (t) and Ω 2 (t), respectively. For δ > 0 and i = 1, 2 we set
Now we will give our main theorem. 
More precisely, there exists σ, β > 0 such that for ∈ (0, 1 ), the following estimates hold true:
Theorem 2 intuitively means that, for arbitrary smooth initial data, the solution develops interfaces in time t = 2 and the motion of the interface is approximated by the free boundary problem (1.2) for t ∈ [ 2 , T ].
Proof of Theorem 1
In this section, we will prove Theorem 1 whose proof is based on an upper and lower solution method. Upper and lower solutions can be constructed by modifying approximate solution (ũ ,ṽ ) in (2.1).
Definition of upper and lower solutions
Let (u(x, t), v(x, t) ) be a smooth function defined on Ω × [0, t 0 ] (0 < t 0 T ). We say that (u, v) is an upper solution of (1.1) if it satisfies
We say (u, v) is a lower solution of (1.1) if it satisfies
The following proposition is a consequence of the maximum principle. For Ω = R N , see, e.g., Matano-Mimura [10] and we use a similar argument for bounded domain Ω by Phragmèn-Lindlöf principle, see [12, pp. 182-183] . 
Proposition 1 implies that solutions of (1.1) preserve the following order relation for any t, where
if and only if u 1 u 2 and
The above order-preserving property can be found in specific systems of parabolic partial differential equations. In such cases we can apply the upper and lower solution method to analyze these problems.
Estimates of solutions to ODEs
Let (φ, ψ) be a solution of (2.2). To show Theorem 1, we will prepare some estimates of φ, ψ and their derivatives with respect to ξ and η. From (2.4) and (2.5), it is easy to see that A(ξ, η) plays an essential role to determine asymptotic behavior of (φ, ψ) as τ → +∞. In particular,
From the following lemma, we can also get an upper bound, which is independent of A(ξ, η), to the above function. In addition to Lemma 1, the following lemmas will be also used later.
Lemma 2.
For all τ, ξ, η > 0,
and
Lemma 3. The following (i) and (ii) hold true:
for all ξ , η and τ > 0.
(ii) There exist positive constants M 1 and M 2 such that
In addition to these lemmas, we need another kind of estimates, depending on A(ξ, η), for φ, ψ and their first derivatives. 
These four lemmas can be proved by simple calculations. So we continue our argument to construct upper and lower solutions to (1.1). Proofs of Lemmas 1-4 will be given in Section 5.
Construction of upper and lower solutions for special case
We first consider the case where Ω = R N or the case where Ω is a bounded domain (with smooth boundary ∂Ω) and (u 0 (x), v 0 (x)) satisfies ∂u 0 /∂n = ∂v 0 /∂n = 0 on ∂Ω.
Define
where (φ, ψ) is a solution of (2.2) and γ 1 , γ 2 > 0.
Then there exist positive constants 0 , γ 1 and γ 2 such that for any
is an upper solution (respectively a lower solution) of (1.1) for 0 t 2 .
Proof. If Ω = R N , we do not have to consider the boundary condition. If Ω = R N , (u 0 (x), v 0 (x)) satisfies zero Neumann boundary condition; so it is not difficult to see that
We have only to show that (U + , V + ), (U − , V − ) satisfy (3.1) and (3.2), respectively. We set
Our goal is to show that
We will only prove L 1 (U + , V + ) 0 and L 2 (U + , V + ) 0 because other inequalities can be proved similarly. By simple calculations,
where R i (i = 1, . . . , 4) are given by
In the above expressions, we have used the following notations:
It follows Lemma 2 that φ ξ , −φ η are positive and ψ ξ , −ψ η are negative. By Lemma 3, there is a sufficiently small 0 > 0 such that if
for x ∈ Ω and t > 0, where M 1 , M 2 are positive constants depending only on u 0 C 2 and v 0 C 2 . Therefore, using (3.7) to (3.5) and (3.6), we can find positive constants γ 1 and γ 2 which are independent of > 0, such that
Then there exist positive constants 0 > 0 and C 1 > 0 such that for any ∈ (0, 0 ), the following estimates hold true:
(ii)
Proof. We only show inequalities for U + , since other inequalities can be shown in the same way. By the mean value theorem,
with some θ ∈ (0, 1). It follows from Lemma 2 and (3.8) that there exists a positive C 1 such that
Hereafter, C i (i ∈ N) denotes a positive constant independent of > 0. We note that
From Lemma 1 we have
Hence combining this inequality with (3.9) and (3.10) we obtain the inequality for U + in (ii) of Lemma 6. Finally we will show the inequality for U + in (iii) of Lemma 6. Fix any point x ∈ Ω 2 . Then one can see from (3.8)
with some θ ∈ (0, 1). The right-hand side of the above inequality is bounded from above by
for ∈ (0, 0 ). Thus the proof is complete. 2
Construction of upper and lower solutions for general case
Next we consider the case where ∂u 0 (x)/∂n = 0 or ∂v 0 (x)/∂n = 0 on ∂Ω. Since ∂Ω is smooth, dist(x, ∂Ω) is smooth in a small neighborhood of ∂Ω. Choose > 0 such that {x ∈ Ω | dist(x, ∂Ω) 3 } is included in the neighborhood. Let ρ be a smooth function which satisfies 
and set
One can see that u 13) where (φ, ψ) is a solution of (2.2) andγ 1 ,γ 2 are positive constants to be determined later. We will show that the same results as Lemmas 5 and 6 hold true. For the proof for Lemma 5, the preceding arguments are valid except for two the following: estimates (3.7) and boundary conditions. To obtain (3.7) observe that u
Since ∂Ω is smooth, | dist(x, ∂Ω)|, |∇dist(x, ∂Ω)| are bounded. Using (3.12), we have | u Then it follows that 
(we have used Lemma 2 in the above inequality). Since |u 
. Hence it follows from Proposition 1 and Lemma 7 (Lemma 5) thatŪ
In particular we can see that
Hence Theorem 1 can be obtained by combining Lemma 7 (Lemma 6) and the above inequalities. 2
Proof of Theorem 2
In this section we first introduce a main result in [8] , which will be combined with Theorem 1, to prove Theorem 2. In [8] the authors use a formal argument based on "matched asymptotic expansion" and find an approximate solution of the form:
We easily see from the form of (4.1) that the approximate solution lies in an O( )-neighborhood of (u * , v * ), which is a solution of (1.2). Modifying this approximate solution, they construct a pair of upper and lower solutions in such a neighborhood of (u * , v * ). This implies that if
They also obtain precise estimates depending on > 0 for those upper and lower solutions. These result are summarized in the following theorem.
Thus we see from (5.1) and (5.2) that some estimates for ψ and its derivatives are obtained from those of φ. For the sake of simplicity, we will derive estimates only for φ and its derivatives in Lemmas 1 to 4. Proofs of Lemmas 1, 3 and 4 are based on direct calculations. However these calculations require some technical device. For this purpose, it is convenient to regard ξ and A as independent variables of φ. In what follows, we will use expressions of φ and its derivatives in terms of τ, ξ > 0 and A ∈ R. Here we have used (p + q) 2 2pq for any p, q ∈ R. Therefore we can choose a large constant M 0 > 0 such that estimates in (ii) hold true for τ > 0. 2
