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Abstract. We consider the time evolution of order parameter correlation functions after a
sudden quantum quench of the magnetic field in the transverse field Ising chain. Using two novel
methods based on determinants and form factor sums respectively, we derive analytic expressions
for the asymptotic behaviour of one and two point correlators. We discuss quenches within the
ordered and disordered phases as well as quenches between the phases and to the quantum critical
point. We give detailed account of both methods.
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1. Introduction
The non-equilibrium dynamics of isolated quantum systems after a sudden “quench” of a parameter
characterizing their respective Hamiltonians is a subject currently under intensive theoretical and
experimental investigation. Recent experiments on trapped ultra-cold atomic gases [1, 2, 3, 4, 5, 6]
have established that these systems are sufficiently weakly coupled to their environments as to
allow the observation of essentially unitary non-equilibrium time evolution on very long time
scales. This in turn provides the opportunity of investigating fundamental questions of many-body
quantum mechanics, which in standard condensed matter systems are obscured by decoherence and
dissipation. Two of the main questions raised in these works are (i) how fast correlations spread
in quantum many-body systems and (ii) whether observables such as (multi-point) correlation
functions generically relax to time independent values, and if they do, what principles determine
their stationary properties. The first issue was addressed in a seminal work by Lieb and Robinson [7],
which established that in lattice many-body systems information has a finite speed of propagation
and provided a bound on the maximal group velocity. In recent years an effective light-cone scenario
has been proposed theoretically [8, 9, 10, 11, 12], was tested in many numerical computations
[13, 14, 15, 16, 17, 18] and was finally observed in cold-atom experiments [4].
The relaxation towards stationary behaviour at first appears very surprising, because unitary
time evolution maintains the system in a pure state at all times. The resolution of this apparent
paradox is that in the thermodynamic limit, (finite) subsystems can and do display correlations
characterized by a mixed state, namely the one obtained by tracing out the degrees of freedom
outside the subsystem itself. In other words, the system acts as its own bath.
In groundbreaking (“quantum Newton’s cradle”) experiments on the relaxation towards
stationary states in systems of ultra-cold atoms Kinoshita, Wenger and Weiss [6] demonstrated
the importance of dimensionality and conservation laws for many-body quantum dynamics out
of equilibrium. In essence, these experiments show that three dimensional condensates relax
quickly to a stationary state that is characterized by an effective temperature, a process known as
“thermalization”, whereas the relaxation of quasi one-dimensional systems is slow and towards an
unusual non-thermal distribution. This difference has been attributed to the existence of additional
(approximate) local conservation laws in the quasi-1D case, which are argued to constrain the
dynamics in analogy with classical integrable systems. The findings of Ref. [6] sparked a tremendous
theoretical effort aimed at clarifying the effects of quantum integrability on the non-equilibrium
evolution in many-particle quantum systems [19, 20, 21, 9, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32,
33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. Many of these studies are compatible with
the widely held belief (see e.g. [19] for a comprehensive summary) that the reduced density matrix
of any finite subsystem (which determines correlation functions of any local observables within the
subsystem) of an infinite system can be described in terms of either an effective thermal (Gibbs)
distribution or a so-called generalized Gibbs ensemble [20]. It has been conjectured that the latter
arises for integrable models, while the former is obtained for generic systems and evidence supporting
this view has been obtained in a number of examples [20, 21, 22, 23, 24, 25, 26, 29, 31, 32, 33]. On
the other hand, several numerical studies [34, 36, 37, 44, 45] suggest that the full picture may well
be more complex.
Moreover, open questions remain even with regards to the very existence of stationary states.
For example, the order parameter of certain mean-field models have been shown to display persistent
oscillations [49, 50, 51, 52, 53, 54]. Non-decaying oscillations have also been observed numerically
[36] in some non-integrable one-dimensional systems. This has given rise to the concept of “weak
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thermalization”, which refers to a situation where time-averaged quantities are thermal, while
oscillations persist on short time-scales. We note that questions related to thermalization and
spreading of correlations have also been studied using holographic techniques [55, 56, 57].
Given that stationary behaviour is strictly speaking a property at infinite times in the
thermodynamic limit (and these limits do not commute) it is important to have available analytic
results that become exact in certain limits. To that end we consider here the non-equilibrium
dynamics of the transverse field Ising chain
H(h) = −J
L∑
j=1
[
σxj σ
x
j+1 + hσ
z
j
]
, (1)
where σαj are the Pauli matrices at site j, J > 0 and we impose periodic boundary conditions
σαL+1 = σ
α
1 . The Hamiltonian (1) exhibits a Z2 symmetry of rotations around the z-axis in spin
space by 180 degrees
σαj → −σαj , α = x, y , σzj → σzj . (2)
The model (1) is a crucial paradigm of quantum critical behaviour and quantum phase
transitions [58]. At zero temperature and in the thermodynamic limit it exhibits ferromagnetic
(h < 1) and paramagnetic (h > 1) phases, separated by a quantum critical point at hc = 1.
For h < 1 and L → ∞ there are two degenerate ground states related by the Z2 symmetry (2).
Spontaneous symmetry breaking selects a unique ground state, in which spins align along the x-
direction. On the other hand, for magnetic fields h > 1 the ground state is non-degenerate and as the
magnetic field h is increased spins align more and more along the z-direction. The order parameter
for the quantum phase transition is the ground state expectation value 〈σxj 〉. In the following we
will refer to the ferromagnetic phase as the ordered phase, and to the paramagnetic one as the
disordered phase. We note that the model (1) is (approximately) realized both in solids [59] and
in systems of cold Rubidium atoms confined in an optical lattice [60]. In the latter realization it is
possible to investigate its non-equilibrium dynamics experimentally.
As shown in Appendix A, the model can be diagonalized by a Jordan-Wigner transformation
which maps the model to spinless fermions with local annihilation operators cj , followed by a
Fourier transform and a Bogolioubov transformation. In terms of the momentum space Bogoliubov
fermions αk the Hamiltonian reads
H(h) =
∑
k
εh(k)α
†
kαk , εh(k) = 2J
√
1 + h2 − 2h cos(k). (3)
For details and more precise definitions see Appendix A.
1.1. Quench protocol and observables
In the following we focus on a global quantum quench of the magnetic field. We assume that the
many-body system is prepared in the ground state |Ψ0〉 of Hamiltonian H(h0). At time t = 0
the field h0 is changed instantaneously to a different value h and one then considers the unitary
time evolution of the system characterized by the new Hamiltonian H(h), i.e. the initial state |Ψ0〉
evolves as
|Ψ0(t)〉 = e−itH(h)|Ψ0〉. (4)
The above protocol corresponds to an experimental situation, in which a system parameter has
been changed on a time scale that is small compared to any other time scale in the system. We
note that this can be achieved in cold-atom experiments [1, 3, 4].
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In this paper we study the one and two-point functions of the order parameter
ρx(t) =
〈Ψ0(t)|σx` |Ψ0(t)〉
〈Ψ0(t)|Ψ0(t)〉 , (5)
ρxx(`, t) =
〈Ψ0(t)|σxj+`σxj |Ψ0(t)〉
〈Ψ0(t)|Ψ0(t)〉 , ρ
xx
c (`, t) = ρ
xx(`, t)− (ρx(t))2. (6)
Although quantum quenches in the 1D Ising model have been the subject of many works
[61, 62, 63, 64, 65, 66, 67, 68, 69, 70], results on the time evolution of order parameter correlation
functions were reported only very recently by us in a short communication [71]. In the following
we give detailed derivations on the full asymptotic time and distance dependence of one- and two-
point order parameter correlation functions in the thermodynamic limit for quenches within the
two phases. These have been obtained by two novel, complementary methods, and we discuss
both of them in detail. The first method is based on the determinant representation of correlation
functions characteristic of free-fermionic theories. The second is based on the form-factor approach
[72, 73, 74, 75, 76] and is applicable more generally to integrable quenches in interacting quantum
field theories [77, 32]. We stress that this approach is qualitatively different from numerical
approaches based on quantum integrability [78, 79, 80, 44, 46]. In particular it allows us to obtain
analytical results in the thermodynamic limit. New results not previously reported in [71] include
expressions for the two-point function of the order parameter for quenches within the disordered
phase and for quenches across the critical point.
1.2. The quench variables
As shown in Appendix A both the initial and final Hamiltonians can be diagonalized by combined
Jordan-Wigner and Bogoliubov transformations with Bogoliubov angles θ0k and θk respectively. The
corresponding Bogoliubov fermions are related by a linear transformation (B.1) characterized by
the difference ∆k = θk−θ0k. In order to parametrize the quench it is useful to introduce the quantity
cos ∆k =
hh0 − (h+ h0) cos k + 1√
1 + h2 − 2h cos(k)
√
1 + h20 − 2h0 cos(k)
. (7)
We note that cos ∆k is invariant under the two transformations
(h0, h)→ (h, h0) and (h0, h)→
( 1
h0
,
1
h
)
. (8)
However, we stress that the quantum quench itself is not invariant under the maps (8). In the form
factor approach a more natural quantity to consider is
K(p) = tan[∆p/2]. (9)
1.3. Time scales for two-point correlators.
In this manuscript we are mainly concerned with equal time correlation functions of spins separated
by a distance `, which we take to be much larger than the lattice spacing, i.e. `  1. For fixed `
the time evolution is naturally divided into three regimes, which are determined by the propagation
velocity of elementary excitations of the post-quench Hamiltonian v(k) = dεh(k)dk . For a given final
magnetic field h, the maximal propagation velocity is
vmax = max
k∈[−pi,pi]
|ε′h(k)| = 2J min[h, 1] . (10)
The three different regimes are:
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Figure 1. Left panel: for intermediate times vmaxt ∼ ` the behaviour of ραα(`, t) is most
conveniently determined by considering its asyptotic expansion around infinity (“space-time
scaling limit”) along the ray vmaxt = κ`. This viewpoint is appropriate for any large, finite
t and `. Right panel: the asymptotic late-time regime is reached by considering time evolution at
fixed `. To describe this regime one should consider an asymptotic expansion of ραα(`, t) around
t =∞ at fixed `.
• Short-times vmaxt `.
• Intermediate times vmaxt ∼ `. This regime is of particular importance for both experiments and
numerical computations. A convenient way of describing this regime is to consider evolution
along a particular “ray” κ` = vmaxt in space-time, see Fig. 1. In order to obtain a very accurate
description of the dynamics at a particular point along this ray, one may then construct an
asymptotic expansion in the single variable ` around the space-time scaling limit vmaxt, `→∞,
κ fixed.
• Late times vmaxt `. This includes the limit t→∞ at fixed but large `. In this regime it is no
longer convenient to consider evolution along a particular ray in space-time. In order to obtain
accurate results for the late time dynamics, one should construct an asymptotic expansion in
t around infinity, see Fig. 1.
Because of the horizon effect [9, 22] the short-time regime does not display interesting features.
We therefore focus on intermediate and late times. The most convenient way of analyzing the
intermediate time regime is via the space-time scaling limit. It is important to note that taking
the limit κ → 0 of results obtained in the space-time scaling limit is not expected to reproduce
the short-time regime. Similarly, in general taking κ→∞ in the space-time scaling limit does not
necessarily reproduce the late time behaviour.
1.4. Organization of the manuscript.
This is the first in a series of two papers of the dynamics in the transverse field Ising chain after a
sudden quench of the magnetic field. The second paper, henceforth referred to as “paper II”, gives
a detailed account of properties in the stationary state, i.e. at t = ∞. The present manuscript
deals with the time evolution of observables and is organized in the following way. In section 2 we
present a detailed summary of our main results. In section 3 we discuss the determinant approach
for calculating two-point functions after quantum quenches in models with free fermionic spectra.
Section 4 introduces the form factor approach to correlation functions in integrable models after
quantum quenches and gives a detailed account of its application to one and two point functions in
the Ising chain. The scaling limit for quenches close to the critical point is constructed in section
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5, and section 6 contains our conclusions. Our conventions for diagonalizing the Ising Hamiltonian
with periodic boundary conditions are summarized in Appendix A and the initial state is expressed
in terms of eigenstates of the post-quench Hamiltonian in Appendix B. Finally, Appendix C and
Appendix D deal with certain technical issues.
2. Summary and discussions of the results
In this section we present a comprehensive summary of our main results. Our analytic results are
valid in the thermodynamic limit L→∞ and are obtained by two different methods.
(i) The first is based on representing correlation functions as determinants and then determining
the asymptotic behaviour in the space-time scaling limit
t, `→∞ , vmaxt
`
fixed. (11)
Results obtained by this methods are exact.
(ii) The second method employs a Lehmann representation for correlation functions, which provides
an expansion of the correlator in powers of the functionsK(k) (9). The Lehmann representation
is recast as a low-density expansion and then the dominant terms at late times and large
distances are summed to all orders in K(k). The method exploits the existence of a small
parameter, namely the average densities n(k) of elementary excitations of the post-quench
Hamiltonian H(h) with momentum k in the initial state |Ψ0(0)〉
〈Ψ0(0)|n(k)|Ψ0(0)〉
〈Ψ0(0)|Ψ0(0)〉 =
K2(k)
1 +K2(k)
. (12)
A small quench is defined as being such that these densities are small for all k, i.e.
maxkK
2(k)  1 (this does not necessarily imply that h and h0 have to be very close to each
other). The form factor approach provides accurate results for small quenches at late times
and large distances. In practice the form factor method provides very good approximations to
the exact result, except for quenches to or from the close vicinity of the critical point.
Analytic results obtained by the two methods are compared to a direct numerical evaluation of the
determinant representations of correlation functions in the thermodynamic limit. Finite-size effects
are concomitantly absent and for the purposes of the comparisons shown in the following figures
the numerical results can therefore be considered to be exact.
2.1. One-point correlation function
For quenches starting in the disordered phase, i.e. h0 > 1, the order parameter expectation value
is zero for all times because the Z2 symmetry remains unbroken. For quenches that start and
end in the ordered phase, i.e. h0, h < 1, exact calculations based on the determinant approach
show that the order parameter relaxes to zero exponentially at late times (t 1) (note that since
ln |cos ∆k| < 0 the exponential is always decreasing)
〈σxi (t)〉 ' (CxFF)
1
2 exp
[
t
∫ pi
0
dk
pi
ε′h(k) ln |cos ∆k|
]
, (13)
where
CxFF =
1− hh0 +
√
(1− h2)(1− h20)
2
√
1− hh0(1− h20)
1
4
. (14)
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Figure 2. Expectation value of the order parameter after a quench within the ferromagnetic
phase. Numerical data are compared with the asymptotic predictions from both determinants and
form factors at order O(K2). The right panel shows the accuracy of the determinant result even
very close to the critical point, while the form factor result ceases to be an accurate approximation
because the density of excitations is no longer small. Numerical results are obtained by considering
the cluster decomposition of the two-point function at distance ` = 180. The left hand panel
shows that the short-time behaviour after the quench is sensitive to whether the transverse field
is increased or decreased. If 1 > h > h0 then 〈σx(t)〉 decreases for short times, while it initially
increases if 1 > h0 > h.
This result is obtained by applying the cluster decomposition principle to the two-point function
(19) (see Eq. (69) in Section 3 for the proof of Eq. (19)). The form factor approach gives (see
Section 4.2)
〈σxi (t)〉 ' (1− h2)
1
8 exp
[
−t
∫ pi
0
dk
pi
ε′h(k) 2K
2(k)
]
. (15)
We note that
ln |cos ∆k| = ln
[
1−K2(k)
1 +K2(k)
]
= −2K2(k)− 2
3
K6(k) + . . . ,
(CxFF)
1
2 ' (1− h2) 18 + (h− h0)
4
64(1− h2) 318 + . . . , (16)
so that (15) is indeed the “low-density” approximation to (13).
Fig. 2 shows the comparison of the asymptotic result against exact numerical computation
(obtained from cluster decomposition of the two-point function). It is evident that the asymptotic
results become accurate already for small values of t. Eqn (13) is asymptotically valid also for
quenches to the critical point as is shown in the left panel of Fig. 2.
For a quench from the ferromagnetic h0 < 1 to the paramagnetic h > 1 phase, we conjecture
that the expectation value of the order parameter at late times t is given by
〈σxi (t)〉 = (CxFP)
1
2 [1 + cos(2εh(k0)t+ α) + . . .]
1
2 exp
[
t
∫ pi
0
dk
pi
ε′h(k) ln |cos ∆k|
]
, (17)
where k0 is a solution of the equation cos ∆k0 = 0, α(h, h0) is an unknown constant, and
CxFP =
[
h
√
1− h20
h+ h0
] 1
2
. (18)
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Figure 3. Expectation value of the order parameter after a quench from the ferromagnetic to
the paramagnetic phase (inset) and its absolute value (main plot) in logarithmic scale to show the
exponential decay of the correlation. Numerical data from h0 = 1/2 to h = 5/3 and h = 1.05 are
compared with the asymptotic conjecture in Eq. (17) which is reported as a continuous line. The
asymptotic formula is valid all the way up to the critical point. Data are obtained by considering
the cluster decomposition of the two-point function at distance ` = 180.
The dots in eqn (17) indicate subleading contributions. The conjecture (17) is compared to the
numerically calculated one-point function (the 1-point function is obtained by applying the cluster
decomposition principle to the two-point function Eq. (32), see Section 3.2.1) in Fig. 3. The
agreement is clearly excellent. From a mathematical point of view the oscillating factor is a
correction to the asymptotic behaviour, as is most clearly seen by considering log |〈σxi (t)|〉. However,
by virtue of its oscillatory nature, its presence obscures the leading behaviour and needs to be
included in order to have a good description of the quench dynamics. In the limit h → 1, k0 goes
to 0 and ε1(k0) = 0, signaling that the crossover between (13) and (17) is smooth. In particular,
when approaching the critical point, the oscillation frequency decreases as shown in Fig. 3.
2.2. Equal time two-point correlation function
2.2.1. Quench within the ferromagnetic phase. For a quench within the ordered phase, the
determinant approach (detailed in Section 3) leads to the following result for the two-point function
in the space-time scaling limit (t, `→∞ with vmaxt/` fixed)
ρxxFF (`, t) ' CxFF exp
[
`
∫ pi
0
dk
pi
ln |cos ∆k| θH
(
2ε′h(k)t− `
)]
× exp
[
2t
∫ pi
0
dk
pi
ε′h(k) ln |cos ∆k| θH
(
`− 2ε′h(k)t
)]
. (19)
Here θH(x) is the Heaviside step function
θH(x) =
{
1 if x > 0,
0 else .
(20)
The constant CxFF (14) is fixed by matching (19) to the corresponding result at infinite time t =∞,
which is derived in paper II [81].
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Figure 4. Numerical data for a quench within the ferromagnetic phase from h0 = 1/3 to
h = 2/3. Left: The two-point function against the asymptotic prediction Eq. (19) for ` = 30 (up
to a multiplicative factor) showing excellent agreement in the scaling regime. Inset: Ratio between
the numerical data and asymptotic prediction (69). The leading correction is time independent,
but subleading contributions oscillate. Right: The connected correlation function for the same
parameters as on the left. For t < tF , ρ
xx
c (`, t) vanishes identically in the scaling regime.
In the limit ` → ∞ (19) gives the square of the result (13) for the one-point function. For
times smaller than the Fermi time
tF =
`
2vmax
, (21)
the first exponential factor in (19) equals 1. Thus, in the space-time scaling limit, connected
correlations vanish identically for times t < tF and begin to form only after the Fermi time. This
is a general feature of quantum quenches [9, 22] and has been recently observed in experiments on
one dimensional cold-atomic gases [4]. We stress that this by no means implies that the connected
correlations are exactly zero for t < tF : in any model, both on the lattice or in the continuum
there are exponentially suppressed terms (in `) which vanish in the scaling limit. The form factor
approach gives the following result for large t and ` (see Section 4.3)
ρxxFF (`, t) ' (1− h2)
1
4 exp
[
− 2`
∫ pi
0
dk
pi
K2(k)θH
(
2ε′h(k)t− `
)]
× exp
[
− 4t
∫ pi
0
dk
pi
ε′h(k)K
2(k)θH
(
`− 2ε′h(k)t
)]
. (22)
As expected, it gives the low density approximation to the full result (19).
A comparison (for a typical quench from h0 = 1/3 to h = 2/3) between the asymptotic results
(19) (22) and numerical results for the correlation function at a finite but large distance (` = 30) is
shown in Fig. 4. The numerical results are obtained by expressing the two-point correlator in the
thermodynamic limit as the determinant of an `× ` matrix (see section 3) and then evaluating the
determinant for different times. As we are concerned with equal time correlators only we do not
need to extract the two-point function from a cluster decomposition of the 4-point function [61].
The agreement is clearly excellent. The ratio between the exact numerics and the analytic result
(19) in the space-time scaling limit is shown in the inset of Fig. 4 for two values of κ = vmaxt/`.
We see the ratio approaches a constant for large `. The corrections to this constant are seen to
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be oscillating. The right panel of Fig. 4 shows results for the connected two-point function for the
same quench (h0 = 1/3→ h = 2/3). We see that the numerical data are fit very well by both (19)
and the form factor result (22). The connected correlator is exponentially small for t < tF and
correlations start forming at tF .
In order to elucidate the relaxational behaviour of the two point function it is useful to follow
Refs [9, 22] and rewrite (19) in the form
ρxxFF (`, t)(
ρxFF (t)
)2 ∼ exp [∫ pi
0
dk
pi
( 2t
τ(k)
− `
ξ(k)
)
θH
( 2t
τ(k)
− `
ξ(k)
)]
. (23)
Here we have defined mode-dependent correlation lengths ξ(k) and decay times τ(k) by
ξ−1(k) = − ln | cos ∆k| , τ−1(k) = −ε′h(k) ln | cos ∆k| . (24)
We observe that these quantities are related by the velocity vk = ε
′
h(k) of the momentum k mode
vk τ(k) = ξ(k), (25)
which allows us to rewrite the theta-function in (23) as θH(2vkt − `). The physical interpretation
of (23) is then clear: a given mode contributes to the relaxational behaviour only if the distance
` lies within its forward “light cone” (the factor of two multiplying the velocity is explained in
Refs [9, 22]). The form of the remaining factor then follows from the stationary behaviour: the
time dependent piece compensates the factor
(
ρxFF
)−2
, while the time-independent part is fixed
by the t → ∞ value of the correlator. As we already pointed out in our letter [71], this implies
that the generalized Gibbs ensemble that characterizes the stationary state in fact determines the
relaxational behaviour at late times as well.
Approach to infinite times within the space-time scaling regime. For the quench within the
ferromagnetic phase, the infinite time limit at fixed ` gives the same result as the infinite time
limit within the space-time scaling regime, i.e.
lim
t→∞
1
`
ln |ρxxFF (`, t)| = lim
κ→0
lim
`,t→∞
t/` fixed
1
`
ln |ρxxFF (`, t)| . (26)
It is then useful to consider the approach to the stationary value within the space-time scaling
regime result (19). In the limit t→∞, we have
ρxxFF (`, t =∞) ∝ exp
[
`
∫ pi
0
dk
pi
ln |cos ∆k|
]
. (27)
The corrections to (27) for large, finite times arise from the modes with ε′h(k) ∼ 0. For any h 6= 1,
both modes with k = 0 and k = pi contribute to this correction and at the same order since
both ln |cos ∆k| and the dispersion relation itself are quadratic at both points. A straightforward
calculation gives for any h, h0 < 1
ρxxFF (`, t `)
exp
[
`
∫ pi
0
dk
pi ln |cos ∆k|
] ∝ 1 + (h− h0)2(1− 2hh0 + h20)
96pi(1− h20)2
`4
(vmaxt)3
+ . . . . (28)
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Figure 5. Numerical results for the connected two-point function for a quench from the
ferromagnetic phase to a magnetic field very close to (left) and exactly at the critical point
(right). The asymptotic behaviour agrees with the prediction (19) shown as continuous lines, but
corrections are visible for smaller values of `.
2.2.2. Quenches from the ferromagnetic phase to the quantum critical point. If we adjust the
constant CxFF appropriately, equation (19) holds even for quenches to the quantum critical point. In
Fig. 5 numerical results for the connected correlation function are compared with the asymptotic
prediction for quenches very close to the critical point (left) and exactly to the critical point (right).
In both cases, the asymptotic prediction is seen to become more accurate when ` is increased.
However, it is clear from the figure that the asymptotic prediction works better for quenches exactly
to the critical point than for quenches very close to it. This somewhat counterintuitive behaviour is
readily understood as a property of subleading contributions to (19). We have already seen in the
inset of Fig. 4 that there are subleading oscillating corrections. A more detailed analysis shows that
they are power laws with an exponent that tends to zero upon approaching the critical point. This
explains why the agreement of (19) with the numerical results is worse in Fig. 5 (left) than in Fig. 4.
At the same time as the exponent of the power-law correction tends to zero upon quenching ever
closer to the critical point, the oscillation frequency approaches zero as well. For quenches exactly
to the critical point the leading oscillating corrections are therefore absent: they have morphed into
a renormalization of the constant amplitude multiplying (19). This is the reason why (19) works
better for quenches exactly to the critical point than for quenches close to it.
For a quench to the critical point at hc = 1, the result (19) should be compared with conformal
field theory (CFT) predictions of Refs [9, 22], which give the following result valid in the scaling
limit of the Ising model
lim
h→1
ρxx(r, t)
(1− h2) 14 ∝
{
e−pit/8τ0 for vt < r/2
e−pir/16vτ0 for vt > r/2 .
(29)
Here r is the physical distance, v the velocity characterizing the (strictly) linear dispersion relation
εq = vq at the critical point, and τ0 the so-called extrapolation time. Eqn (29) is valid for times
and distances such that (x/v), t, (x/v)− t τ0. The scaling limit of the result (19) is constructed
in section 5, and considering a quench to the critical point we obtain from (264)
lim
h→1
ρxx(r, t)
(1− h2) 14 ∝ exp
(
−∆0
2v
[
rθ(2vt− r) + 2vtθ(r − 2vt)
])
, (30)
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Figure 6. Numerical data for a quench from the ferromagnetic to the paramagnetic phase.
Left: The two-point function against the asymptotic prediction Eq. (32) (valid for t < tF )
showing excellent agreement. Right: The connected correlation function for the same quench as
on the left. For t < tF , ρ
xx
c vanishes identically in the scaling regime. For t > tF , ρ
xx (and so
ρxxc ) approaches the asymptotic value Eq. (19), but subleading oscillating corrections are visible.
where ∆0 = J(1−h0). Comparing (30) to (29) we see that the two expressions agree if we take the
extrapolation time to be
τ−10 =
8∆0
pi
. (31)
Outside the scaling limit the CFT expression (29) is not expected to provide a good approximation
to the full result (19) because the nonlinearity of the dispersion relation becomes important.
2.2.3. Quenches from the ferromagnetic to the paramagnetic phase. We have not been able to
carry out a full analytical calculation of the time evolution of the two point function for a quench
across the critical point. However, we conjecture‡ that (see Section 3.2.1)
ρxxFP (`, t) ' CxFP exp
[∫ pi
0
dk
pi
2ε′h(k)t ln | cos ∆k|
]
×
 exp
[ ∫ pi
0
dk
pi
(
`− 2tε′h(k)
)
ln |cos ∆k| θH
(
2ε′h(k)t− `
)]
t > tF ,
1 + cos(2εh(k0)t+ α) + . . . t < tF ,
(32)
where α and k0 are the same as in (17) (see also Ref. [81]) and the constant factor CxFP is given in
(18). This prediction is compared with the numerically calculated correlation function in Fig. 6 (left)
and the agreement is clearly very good. For t < tF (32) is simply the square of the corresponding
one-point function, which ensures that connected correlations vanish for t < tF in the space-time
scaling regime. This is in agreement with numerical results for the connected two-point function as
shown in the right hand panel of Fig. 6. As can be seen in Fig. 6 oscillations are present for t > tF
as well, but they display a rather fast decay in time towards the determinant result (19). Like for
the one-point function, the oscillating factor is a correction to the leading asymptotic behaviour in
‡ Our conjecture is based on properties of the spectrum of the matrix Γ (50).
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the space-time scaling limit, but it needs to be included to give a good description of the numerical
data. Finally, we note that for h = 1 we have ε1(k0) = 0 and (32) reduces to (19).
2.2.4. Quench within the paramagnetic phase. For quenches within the paramagnetic phase the
form factor approach gives the following result (see Section 4.5)
ρxxPP (`, t) ' ρxxPP (`,∞) + (h2 − 1)
1
4
√
4J2h
∫ pi
−pi
dk
pi
K(k)
εk
sin(2tεk − k`)
× exp
[
− 2
∫ pi
0
dp
pi
K2(p)
(
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
+ . . . (33)
The regime of validity of (33) is sufficiently large values of ` and t and “small” quenches in the sense
discussed in the beginning of section 2. We have not attempted to calculate the infinite time limit
ρxxPP (`,∞) within the framework of the form factor approach, because its exact large-` asymptotics
is known from the determinant approach to be [71, 81]
ρxxPP (`,∞) ' CxPP(`)e−`/ξ , (34)
where CxPP(`) is determined in paper II [81] and
ξ−1 = ln (min[h0, h1])− ln
[
h1
h+ h0
2hh0
]
, h1 =
1 + hh0 +
√
(h2 − 1)(h20 − 1)
h+ h0
. (35)
As discussed in our previous letter [71], (34) is described by a general Gibbs ensemble. Based on
the form factor result (33) one may speculate that the full answer may have the structure
ρxx(`, t) '
[
CxPP(`) + (h2 − 1)
1
4
√
4J2h
∫ pi
−pi
dk
pi
K(k)
εk
sin(2tεk − k`) + . . .
]
× exp
[
−
∫ pi
0
dp
pi
ln
[
1 +K2(p)
1−K2(p)
] (
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
+ . . . . (36)
In Fig. 7 we compare the analytic result (33) to numerical results obtained for two different
quenches within the paramagnetic phase. The agreement is seen to be excellent.
For strong quenches the form factor result is not expected to be quantitatively accurate. This
can be seen in Fig. 8. In all cases, the two-point function is seen to display slowly decaying oscillatory
behaviour on the time scales shown. At sufficiently large t the decay is proportional to t−3/2. This
is in marked contrast to quenches within the ordered phase. The origin of this difference lies in the
nature of the relaxational processes that drive the time evolution. The oscillatory behaviour seen
in the paramagnetic phase arises from processes involving the annihilation of spin-flip excitations,
while the smooth exponential behaviour seen in the ferromagnetic phase is related to the ballistic
motion of domain wall excitations.
The structure of (33) implies the existence of a late time crossover scale t∗, at which the second
contribution becomes smaller than ρxxPP (`,∞). Using that ρxxPP (`,∞) ∝ e−`/ξ and that the second
contribution decays like (Jt)−3/2 at late times we may estimate t∗ as
Jt∗ ∼ e2`/(3ξ) . (37)
For the cases shown in Fig. 7 this gives Jt∗ ∼ 4114 and Jt∗ ∼ 1020 respectively (JtF = 7.5 in both
cases). This means that in both cases the stationary behaviour characterized by the generalized
Gibbs ensemble is revealed only at very late times.
Finally, we note that so far we have not been able to analyze the time evolution of order
parameter correlators for quenches within the paramagnetic phase by means of the determinant
approach.
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Figure 7. Time evolution of order parameter correlators for quenches within the paramagnetic
phase. Left: ρxxPP (` = 30, t) for a quench from h0 =
3
2
to h = 2. Right: ρxxPP (` = 30, t) for a quench
from h0 = ∞ to h = 5. The two-point function is seen to exhibit oscillatory power-law decay
at late times. The form factor result (solid lines) is seen to give a very good description of the
numerical data (points). The short time regime is not shown as the correlators are exponentially
small by virtue of the horizion effect.
Figure 8. Time evolution of ρxxPP (` = 60, t) for a quench from h0 = 5 to h = 5/4. As the quench
is no longer small, deviations from the form factor result become more pronounced.
2.2.5. Quenches from the paramagnetic to the ferromagnetic phase. Here we have not been able to
obtain analytic results by either the determinant or the form factor approach. However, observations
within the framework of the determinant approach (see Section 3.2) suggest that for late times t > tF
the leading asymptotic behaviour of the two-point function should be given by
ρxxPF (`, t) ' CxPF(`) exp
[
`
∫ pi
0
dk
pi
ln |cos ∆k| θH
(
2ε′h(k)t− `
)]
× exp
[
2t
∫ pi
0
dk
pi
ε′h(k) ln |cos ∆k| θH
(
`− 2ε′h(k)t
)]
, t > tF . (38)
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Figure 9. Order parameter two point function for a quench from the paramagnetic to the
ferromagnetic phase (inset) and its ratio with the asymptotic prediction ρxxPF given in eqn (38)
(main plot). We consider a quench from h0 = (2 + 3
√
2)/2 to h = 1/2. For any t > tF , the ratio
approaches 1 with increasing `.
Here the factor CxPF(`) is given by the t =∞ results of [81]
CxPF(`) =
[
h0 − h√
h20 − 1
] 1
2
cos
(
` arctan
[√(1− h2)(h20 − 1)
1 + h0h
])
. (39)
We have tested this conjecture by comparing it to the numerical results and found it to hold. An
example is shown in Fig. 9, where we plot the ratio of the numerically calculated correlation function
and the analytic expression (19) for several values of the distance `. The ratio clearly approaches 1
at late times. We note that the values of ` have been chosen in a way such that for the particular
quench considered (i.e. h0 = 3.12 to h = 0.5) oscillations in ` are suppressed in the t → ∞ limit.
Our analytic methods do not currently provide an understanding of the quench dynamics for times
shorter than the Fermi time t < tF .
2.3. Quenches to h = 0 or h =∞.
These quenches are special, because the post-quench Hamiltonian is classical in both cases. As
a result the dynamics is anomalous. For example, for quenches to h = 0 correlation functions
involving only σxj operators are time independent, because the final Hamiltonian H(h) commutes
with all σxj . Correlation functions involving other operators do depend on time, but generally
exhibit persistent oscillations. For instance, we have that
eiH(h=0)tσzj e
−iH(h=0)t = cos2(2Jt)σzj +
1
2
sin(4Jt)
(
σxj−1 + σ
x
j+1
)
σyj − sin2(2Jt)σxj−1σzjσxj+1, (40)
and as a result 〈Ψ(t)|σzj |Ψ(t)〉 does not approach a stationary value at late times.
3. Determinant approach: Analytic derivation of the asymptotic two-point function
for a quench within the ordered phase.
In this section we present the analytic derivation of Eq. (19) for the asymptotic behaviour in the
space-time scaling regime (t, ` 1, but t/` arbitrary) of the two-point correlation function ρxx(`, t).
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Within this approach, it is convenient to replace the fermions cj in Appendix A with the Majorana
fermions
axj = c
†
j + cj a
y
j = i(c
†
j − cj) , (41)
which satisfy the algebra {axl , axn} = 2δln, {ayl , ayn} = 2δln, {axl , ayn} = 0. In terms of these Majorana
fermions, the operator σxj has the nonlocal representation
σx` =
`−1∏
j=1
(iayja
x
j )a
x
` . (42)
The two-point function of σx is then the expectation value of a string of Majorana fermions
ρxx(`, t) = 〈
∏`
j=1
(−iayj (t)axj+1(t))〉 . (43)
The Ising Hamiltonian (1) can be written as (see Appendix A)
H =
1
2
[
1−
L∏
l=1
σzl
]
Ho +
1
2
[
1 +
L∏
l=1
σzl
]
He , (44)
where Ho and He are quadratic Hamiltonians of the Jordan-Wigner fermions in the sectors with
odd and even fermion number respectively (Ho/e both commute with
∏L
l=1 σ
z
l ). For finite chains,
the ground state of the Ising Hamiltonian is an eigenstate of He. However, in the thermodynamic
limit, the Z2 symmetry of H is spontaneously broken in the ordered phase h0 < 1, where the ground
state is a linear superposition of the ground states of He and Ho
|Ψ(0)〉 = |B(0)〉NS + |B(0)〉R
2
. (45)
Thus, for a quench starting in the ordered phase free fermion techniques cannot be straightforwardly
applied to the calculation of correlation functions involving generic operators. However, here we
are interested only in the expectation value of even operators Oˆe characterized by L∏
j=1
σzj
 Oˆe [ L∏
l=1
σzl
]
= Oˆe. (46)
Hence we have
lim
L→∞
〈Ψ(t)|Oˆe|Ψ(t)〉 = lim
L→∞
NS 〈B(t)|Oˆe|B(t)〉NS + R〈B(t)|Oˆe|B(t)〉R
2
= lim
L→∞NS
〈B(t)|Oˆe|B(t)〉NS , (47)
Crucially, the expectation value NS〈B(t)|Oˆe|B(t)〉NS can be evaluated using Wick’s theorem. In
contrast to even operators, expectation values of odd operators L∏
j=1
σzj
 Oˆo [ L∏
l=1
σzl
]
= −Oˆo (48)
are significantly more difficult to determine [62]. The particular case of interest, ρxx(`, t), involves
an even operator (cf. Eq. (43)) and by straightforward application of Wick’s theorem one obtains
a representation as the Pfaffian of a 2`× 2` antisymmetric matrix [62]
ρxx(`, t) = pf(Γ¯) , (49)
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where pf denotes the Pfaffian, Γ¯ is given by
Γ¯ =

Γ0 Γ−1 · · · Γ1−`
Γ1 Γ0
...
...
. . .
...
Γ`−1 · · · · · · Γ0
 , Γl =
( −fl gl
−g−l fl
)
. (50)
The elements of this matrix are the fermionic correlations§
gn ≡ i 〈axl ayl+n−1〉 ,
fn + iδn0 ≡ i 〈axl axl+n〉 = i 〈ayl+nayl 〉 ∀l . (52)
The matrix Γ¯ is a block Toeplitz matrix because its constituent 2 × 2 blocks depend only on the
difference between row and column indices. It is customary to introduce the (block) symbol of the
matrix Γ¯ via Fourier transform as follows
Γl =
( −fl gl
−g−l fl
)
=
∫ pi
−pi
dk
2pi
eilkΓˆ(k) , with Γˆ(k) =
( −f(k) g(k)
−g(−k) f(k)
)
, (53)
where the functions f(k) and g(k) are
f(k) = i sin ∆k sin(2εh(k)t),
g(k) = −eiθk−ik
[
cos ∆k − i sin ∆k cos(2εh(k)t)
]
. (54)
The spectrum of block Toeplitz matrix Γ¯ is the same of an `×` Toeplitz+Hankel matrix (Hankel
matrices have elements which depend only on the sum of row and column indices, instead of the
difference as in Toeplitz matrices). Indeed, being Γ¯ a real antisymmetric matrix, its eigenvalues are
complex conjugate pairs ±iλj . Given an eigenvector ~V of Γ¯ with eigenvalue iλ, we can define the
vector ~w with ` components wi = V2i−1 (since Γ−l = σyΓlσy, taking the even components would
change the sign of λ). Thus, the ` vectors ~wi are solutions of the eigenvalue problem
(iT ±H)~wj = ∓iλj ~wj ,
{
Tln = fl−n
Hln = gl+n−L−1
, (55)
In particular, this means that
|pf(Γ¯)| = |det[iT ±H]|. (56)
The sign of the Pfaffian can be fixed by observing that, for any given `, both the determinant of the
Toeplitz+Hankel matrix and the Pfaffian of the block Toeplitz matrix are polynomials in fl and gl
of the same degree. Thus, the sign is independent of the actual values of the matrix elements and
can be determined by considering the simplest case T = 0 (which occurs at the initial time and at
asymptotically late times after the quench), obtaining
ρxx(`, t) = pf(Γ¯) = (−1) `(`−1)2 det(H + iT ) = (−1) `(`−1)2 detW , (57)
§ The identity in the second line of Eq. (52) is a consequence of reflection symmetry, which indeed implies that
correlations should be invariant under the transformation
axl → i
(∏
l
σzl
)
ayL+1−l a
y
l → −i
(∏
l
σzl
)
axL+1−l . (51)
For example, the Dzyaloshinskii-Moriya interaction breaks this symmetry.
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where W = H + iT . The matrix Γ¯ is real and antisymmetric, so its eigenvalues are complex
conjugate pairs of the form ±iλj with j = 1 . . . `. By construction λj ∈ [−1, 1] (see e.g. [82]) and
they are also the eigenvalues of the matrix W = H + iT . Thus we have
(ρxx)2 = det Γ¯ = detW 2 =
∏`
j=1
λ2j . (58)
The evaluation of the correlation function ρxx(`, t) for large ` is then equivalent to the
asymptotic evaluation of the determinant of a block Toeplitz matrix or the sum of a Toeplitz
and a Hankel matrices. Such matrices have been the subject of intense study by mathematicians
and physicists for more than a century and standard, rigorous techniques for calculating their
determinants such as Sze¨go’s lemma and the Fisher-Hartwig conjecture are available, see e.g.
[83, 84]. However, these methods have been specifically designed for the evaluation of determinants
of matrices whose elements do not depend explicitly on the matrix size. This is in contract to
our case, where we are interested in the scaling limit `, t → ∞ with finite ratio `/t. Under
these circumstances, each element of the matrix Γ in the scaling limit depends on a parameter
(namely t) which is proportional to the matrix dimension 2`. This precludes the application of the
aforementioned techniques for the asymptotic evaluation of these determinants. The two exceptions
are the t = 0 case, where we recover the known equilibrium results, and the limit t =∞. In order
to deal with large values of t we developed a completely novel approach, which follows the one we
proposed in Ref. [66] for the entanglement entropy and it is based on a multi-dimensional stationary
phase approximation.
In the following we derive a rather general result valid for any block 2×2 block Toeplitz matrix
Γ with a symbol tˆ(k) that can be cast in the form
tˆ(k) = nx(k)σ
(k)
x + ~n⊥(k) · ~σ(k)e2iε(k)tσ
(k)
x , ~n⊥(k) · xˆ = 0 . (59)
Here the time t is the only parameter proportional to the matrix size 2`, nx, n⊥ are fixed but
otherwise arbitrary and σ(k) denotes a local rotation of the Pauli matrices
σ(k)α ∼ ei ~w(k)·σσαe−i ~w(k)·σ . (60)
Our particular case of interest (53) corresponds to having n2x + |~n⊥|2 = 1.
We first consider Tr Γ2n for positive integer n. We note that the traces of odd powers of
Γ vanish, because Γ is a real antisymmetric matrix (Γ is diagonalizable and for each non-zero
eigenvalue there is another one with opposite sign). Our main result is that
lim
t,`→∞
t/` fixed
Tr[Γ2n]
2`
=
∫ pi
−pi
dk0
2pi
max
(
1− 2|ε′(k0)| t
`
, 0
)(
nx(k0)
2 + |~n⊥(k0)|2
)n
+
∫ pi
−pi
dk0
2pi
min
(
2|ε′(k0)| t
`
, 1
)
nx(k0)
2n . (61)
Given the result (61) it is possible to infer the asymptotic behaviour of more complicated quantities
such as
TrF(Γ2) =
∑
n
Fn Tr[Γ2n] , (62)
where F(z) is an analytic function with power series expansion F(z) = ∑n Fnzn around z = 0.
Using Eq. (61) and interchanging the order of sum and integration, we have
lim
t,`→∞
t/` fixed
Tr[F(Γ2)]
2`
=
∫ pi
−pi
dk0
2pi
max
(
1− 2|ε′(k0)| t
`
, 0
)
F(nx(k0)2 + |~n⊥(k0)|2)
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+
∫ pi
−pi
dk0
2pi
min
(
2|ε′(k0)| t
`
, 1
)
F(nx(k0)2) . (63)
Clearly this approach is fully justified only as long as all eigenvalues of Γ fall within the radius of
convergence of the expansion of the function F(z) around z = 0. For example, in the case of the
entanglement entropy, we have F(z) = − 1+iz2 ln 1+iz2 [66] and since the eigenvalues of Γ are of the
form ±iλj with λj ∈ [−1, 1] (63) holds (further generalizations to the entanglement of two blocks
have also been considered [85]).
In the case at hand we have
(ρxx)2 = det Γ = exp[Tr ln Γ] , i.e. ln(ρxx)2 =
1
2
Tr ln Γ2 . (64)
In order to use (62), (63) we are therefore led to consider the function F(z) = 12 ln z. The latter
has a branch point at z = 0 and the previous approach appears not to be applicable. In order to
circumvent this problem we employ a power series expansion of the logarithm around z = 1
ln(ρxx)2 =
1
2
Tr ln Γ2 =
1
2
Tr ln[1 + (Γ2 − 1)] = 1
2
∞∑
m=1
(−1)m+1
m
Tr[(Γ2 − 1)m] . (65)
Application of (63) to the function F(z) = (z − 1)m then results in
lim
t,`→∞
t/` fixed
Tr[(Γ2 − 1)m]
2`
=
∫ pi
−pi
dk0
2pi
max
(
1− 2|ε′(k0)| t
`
, 0
)(
nx(k0)
2 + |~n⊥(k0)|2 − 1
)m
+
∫ pi
−pi
dk0
2pi
min
(
2|ε′(k0)| t
`
, 1
)
(nx(k0)
2 − 1)m . (66)
Finally we can carry out the sum over m
lim
t,`→∞
t/` fixed
Tr[ln Γ2]
2`
=
∫ pi
−pi
dk0
2pi
max
(
1− 2|ε′(k0)| t
`
, 0
)
ln
(
nx(k0)
2 + |~n⊥(k0)|2
)
+
∫ pi
−pi
dk0
2pi
min
(
2|ε′(k0)| t
`
, 1
)
ln(nx(k0)
2) , (67)
which is exactly the same result we would have obtained applying (63) directly to the function
F(z) = 12 ln z. The reason for this lies in the simple algebraic dependence of (61) on n. The
specialization of (67) to the longitudinal correlator ρxx is now straightforward. The symbol Γˆ(k)
of the block Toeplitz matrix Γ¯ can be cast in the form (59) with
~w(k) = [θ(k)− k]xˆ , n2x(k) = cos2 ∆k , |~n⊥(k)|2 = sin2 ∆k . (68)
Eq. (67) then gives the asymptotic behaviour
lim
t,`→∞
t/` fixed
1
`
ln |ρxx(`, t)| =
∫ pi
−pi
dk0
2pi
min
(
2|ε′(k0)| t
`
, 1
)
ln | cos ∆k0 | . (69)
This is a rewriting of (19) and represents one of our main results.
In the reasoning leading up to (67) we have assumed that the eigenvalues of Γ2 − 1 lie within
the unit circle so that we can expand the logarithm in a power series. This is equivalent to the
requirement that the eigenvalues λj of Γ are such that 0 < λ
2
j ≤ 1. More precisely, if there exists a
x0 > 0 such that for all ` the eigenvalues λj of Γ fulfil
x0 < λ
2
j ≤ 1 , (70)
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then the results (67) and (69) hold. In some cases of interest we find that even though λj are
different from zero for any finite `, one or several eigenvalues approach zero in the limit `→∞. In
these circumstances the steps leading up to (67) and (69) are no longer justified. However, even
then (69) can provide useful information about the asymptotics of ρxx(`, t). On general grounds ‖
we expect the latter to be of the form
lim
t,`→∞
t/` fixed
ln |ρxx(`, t)| = −`µ(t/`)− α ln(`) + c(t/`) + . . . , (71)
and the question is under what circumstances µ(t/`) is given by (69). Under the assumption that
the general structure (71) holds, this depends on the number N0 of eigenvalues λj that approach
zero for `→∞, as well as on how quickly they tend to zero. If N0 is finite and the corresponding
eigenvalues approach zero sufficiently slowly with `, (69) will still be applicable. As an example let
us consider there case where only a single pair ±iλ1 of eigenvalues approaches zero for ` → ∞ in
such a way that for large ` we have |λ1| ∼ `−β . Since ρxx(`, t) =
∏
j λ
2
j , the eigenvalue pair will
contribute to subleading logarithmic term in (71), but will leave the function µ(t/`) unchanged. On
the other hand, if our pair of eigenvalues were to approach zero exponentially fast |λ1| ∼ e−`µ¯(t/`),
then it would contribute additively to the function µ(t/`) and (69) would cease to hold.
As far as our quench problem is concerned we do not have a criterion that would establish a
priori whether eigenvalues exponentially close to zero will be present. We find that for quenches
within the ferromagnetic phase they are always absent. In the other cases, the picture emerging from
numerical studies of the spectrum of Γ¯ suggests that only for quenches starting in the disordered
phase eigenvalues approach zero exponentially fast, and then only a single pair ±iλ0 does so.
Interestingly, we find that the contribution of all other eigenvalues is again captured by (67). At
present we are not able to determine λ0 analytically.
3.1. Proof of the formula for the trace of integer powers of Γ.
The first step of our calculation is to derive an appropriate integral representation for Tr Γ2n by
trading matrix multiplications for additional integrations. The basic idea is easily explained for a
product of two Γ matrices. Each block element is given by
Γln =
∫ pi
−pi
dk
2pi
ei(l−n)k tˆ(k) , (72)
where the 2×2 block tˆ(k) is of the form (59). Hence the block matrix elements of Γ2 can be written
as
(Γ2)lm =
∑`
m=1
ΓlmΓmn =
∫
[−pi,pi]2
dk1
2pi
dk2
2pi
ei(lk1−nk2)tˆ(k1) · tˆ(k2)
∑`
m=1
eim(k1−k2) . (73)
The sum over m can now be replaced by an integral using
e−i(`+1)k/2
∑`
m=1
eimk =
`
2
∫ 1
−1
dξ
k
2 sin(k/2)
ei`ξk/2 . (74)
The generalization to Γ2n is straightforward, and replacing the trace in an analogous way we obtain
the following integral representation
Tr[Γ2n] =
( `
2
)2n ∫
[−pi,pi]n
d2nk
(2pi)2n
∫
[−1,1]2n
d2nξ C({k})ei`
∑2n−1
j=0 ξj(kj+1−kj)/2F ({k}) . (75)
‖ This form has been observed is various examples, see e.g. [22, 34, 66, 61, 77, 36, 56], even with oscillating factors.
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Here the functions appearing under the integrals are
C({k}) ≡
2n−1∏
j=0
kj − kj−1
2 sin[(kj − kj−1)/2] , (76)
F ({k}) = Tr
[2n−1∏
i=0
nx(ki)σ
(k)
x + ~n⊥(ki) · ~σ(k)e2iεitσ
(k)
x
]
, (77)
the trace is over the remaining 2× 2 blocks and εi = ε(ki). Performing the change of variables
ζ0 = ξ1,
ζi = ξi+1 − ξi i ∈ [1, n− 1], (78)
Eq. (75) can be rewritten in the form
Tr[Γ2n] =
( `
2
)2n ∫
[−pi,pi]2n
d2nk
(2pi)2n
∫
Rζ
d2nζ C({k}) e−i`
∑2n−1
j=1 ζj(kj−k0)/2 F ({k}). (79)
Here the domain of integration Rξ is determined by the conditions
Rξ : −1 ≤
k−1∑
j=0
ζj ≤ 1 ∀k ∈ [1, 2n] . (80)
As the integrand in Eq. (79) is independent of ζ0, we can carry out the ζ0 integration, which gives
Tr[Γ2n] =
( `
2
)2n∫
[−pi,pi]2n
d2nk
(2pi)2n
∫
d2n−1ζ µ({ζ}) C({k}) e−i`
∑2n−1
j=1 ζj(kj−k0)/2 F ({k}). (81)
Here the function µ({ζ}) is the measure of the domain of ζ0 under the constraints (80)
µ({ζ}) = max
[
0, min
j∈{0,2n−1}
[
1−
j∑
k=1
ζk
]
+ min
j∈{0,2n−1}
[
1 +
j∑
k=1
ζk
]]
. (82)
It can be shown that µ({ζ}) is symmetric with respect to an arbitrary permutation of the variables
ζi. Since we are interested in the behaviour for ` 1 and the phase in the integral is proportional
to the large parameter `, the asymptotic behaviour can be obtained using a multi-dimensional
stationary phase approximation. The main idea behind this method is that the leading contribution
to the integral arises from the neighborhoods of the points in which the phase is stationary. As the
symbol is independent of the integration variables ζi, the stationarity of these variables implies
kj ≈ k0 , j = 1, . . . , 2n− 1. (83)
We may replace any kj with k0 everywhere except in rapidly oscillating terms such as the e
2iεit
factors in the symbol. We call this the localization rule. This rule allows us in particular to drop
the factor C({k}), cf. (76), as it is equal to one at the stationary points C({k}) ' 1
Tr[Γ2n] '
( `
2
)2n ∫
[−pi,pi]2n
d2nk
(2pi)2n
∫
d2n−1ζ µ({ζ})e−i`
∑2n−1
j=1 ζj(kj−k0)/2F ({k}) . (84)
The localization rule furthermore allows us to substitute the integration variables in nx and ~n⊥
with k0, and to remove the local rotation in f({k}), i.e. under the integral we may replace
F ({k})→ G({k}) ≡ Tr
2n−1∏
i=0
[
nx(k0)σx + ~n⊥(k0) · ~σe2iεitσx
]
. (85)
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As is shown in Appendix C, the product under the trace can be rewritten as
2n∑
p=0
n2n−px |n⊥|p(iσz)p
∑
1≤j1<j2<...jp≤2n
(−1)
∑p
m=1 jme2itσx
∑p
m=1(−1)p−mεjm−1 . (86)
Each term in the sums over j1 . . . jp gives the same contribution to the integral (84) as can be shown
by changing integration variables
k′1 = kj1 , k
′
2 = kj2 , · · · , k′jp = kp, k′l = kl for all l /∈ {j1, . . . , jp} ,
ζ ′1 = ζj1 , ζ
′
2 = ζj2 , · · · , ζ ′jp = ζp, ζ ′l = ζl for all l /∈ {j1, . . . , jp}, (87)
and then invoking the invariance of µ({ζ}) in Eq. (82) under any permutation of its variables.
When evaluating the trace in (86) we may therefore replace jm → m. We call this the contraction
rule. Noting that only the terms with even p have a non-vanishing trace (because Trσze
iaσx = 0)
and then applying the contraction rule allows us to replace
G({k})→
n∑
p=0
( n
p
)
n2n−2px n
2p
⊥ 2 cos
(
2t
2p∑
m=1
(−1)mεm−1
)
. (88)
Here the binomial takes into account the number of terms giving identical contributions to the
integral and we have used that Tr eiaσx = 2 cos a. Inserting this expression into (84) we arrive at
Tr[Γ2n] = `
( `
2
)2n−1 n∑
p=0
( n
p
) ∫
[−pi,pi]2n
d2nk
(2pi)2n
∫
d2n−1ζ µ({ζ})
× n2n−2kx n2k⊥ e−i`
∑2p−1
j=1 ζj
kj−k0
2 +2it
∑2p−1
j=0 (−1)jεj , (89)
where we replaced the cosine with a complex exponential using the symmetry of the integral under
the change of variables ~k → −~k and ~ζ → −~ζ.
We are now in a position to employ a stationary phase approximation in order to extract an
exact asymptotic result in the limit of large `. As the phase of the integral is stationary along a
one-dimensional smooth curve, application of the stationary phase method is not a simple matter.
For a two-dimensional integral whose phase is stationary on a one-dimensional variety, the solution
can be found in Ref. [86]. Higher-dimensional integrals with a curve of stationary points are only
partially treated in Ref. [87], where it is demonstrated that it is possible to isolate the integration
in k0 and perform a standard multi-dimensional stationary phase approximation for the remaining
integrals. To apply this idea to our case, we rewrite Eq. (89) as
Tr[Γ2n] = `
( `
2
)2n−1 n∑
l=0
( n
l
)∫ pi
−pi
dk0
2pi
nx(k0)
2n−2ln⊥(k0)2lΛn;l(k0) , (90)
where the functions Λn;l are given by
Λn;l(k0) =
∫
[−pi,pi]2n−1
d2n−1k
(2pi)2n−1
∫
d2n−1ζ µ({ζ}) e−i`
∑2n−1
j=1 ζj
kj−k0
2 +2it
∑2l−1
j=0 (−1)jεj . (91)
We now use the standard multi-dimensional phase approximation to evaluate Λn;l(k0).
The general result for the large-` asymptotic behaviour of a multi-dimensional integral over
rapidly oscillating functions, whose phase is stationary at an isolated point ~x0 detached from the
boundary is [86]∫
D
dNx p(~x) ei`q(~x) =
(2pi
`
)N/2
p(~x0)|detA|−1/2 exp
[
i`q(~x0) +
ipiσA
4
]
, (92)
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where Aij = ∂xi∂xjq|~x0 is the Hessian matrix of f(~x) evaluated in ~x0, and σA is the signature of
the matrix A, i.e. the difference between the number of the positive and negative eigenvalues. The
stationarity conditions for the phases of the integrands in Λn;l(k0) are
k¯j = k0, j = 1, . . . , 2n− 1,
ζ¯j = 4
t
` (−1)jε′j , j = 1, . . . , 2l − 1,
ζ¯j = 0, j = 2l, . . . , 2n− 1 .
(93)
Using an ordering of integration variables where the ζ’s are placed before the k’s, the Hessian is of
the form
A =
1
2
(
0 I
I M
)
. (94)
Hence the eigenvalues a
(i)
± of A are related to the eigenvalues µi of the matrix M by a
(i)
± =
(µi ±
√
µ2i + 4)/4. The signature of A is σA = 0 and its determinant is detA = −41−2n. At
the stationary point the phase in the integral vanishes, because there is an even number of ε’s with
alternating signs. Finally, the value of µ({ζ}) at the stationary point is found to be
µ({ζ¯}) =
{
2
` max[0, `− 2|ε′(k0)|t] l 6= 0 ,
2 l = 0 .
(95)
Putting everything together, the stationary phase approximation gives the following result for the
functions Λn;l(k0)
Λn;l(k0) =
(
2
`
)2n−1
µ({ζ¯}) . (96)
Inserting (96) into (90) then gives
Tr[Γ2n] = `
n∑
l=0
(
n
l
)∫ pi
−pi
dk0
2pi
nx(k0)
2n−2ln⊥(k0)2lµ({ζ¯}) , (97)
and substituting the value (95) for µ({ζ¯}) we arrive at
Tr[Γ2n] = 2
∫ pi
−pi
dk0
2pi
max
(
`− 2|ε′(k0)|t, 0
)(
nx(k0)
2 + |~n⊥(k0)|2
)n
+2
∫ pi
−pi
dk0
2pi
(`−max(0, `− 2|ε′(k0)|t))nx(k0)2n . (98)
This is equivalent to (61). A less general version of this result was previously presented in Ref. [66].
3.2. On the applicability of stationary phase method.
Eq. (69) is our main result obtained with the determinant approach. It is based on a multi-
dimensional stationary phase approximation for Tr[Γ¯2n]. The result (98) is then used in combination
with a series expansion in order to obtain the asymptotic behaviour of det Γ¯, which in turn gives
the square of the longitudinal correlation function ρxx. As we have already discussed, this series
expansion is possible only if there is no eigenvalue of the matrix Γ¯ that approaches zero in the
large ` limit. While this restriction appears to be quite simple, we do not have an analytic method
that allows us to predict for what kind of quenches zero eigenvalues exist in the ` → ∞ limit. To
address this question we therefore have carried out numerical studies of the spectrum of W (which
is related to the spectrum of Γ¯ by (58)) for different quenches. We have to distinguish between four
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Figure 10. Typical absolute values of the low lying eigenvalues of the matrix W in the four
kind of quenches. In (a) and (b) ` = 30, while in (c) and (d) ` = 60. (a) For a quench within
the ordered phase, all eigenvalues are well separated from zero. Before the Fermi time (up to
finite distance corrections to tF ) the eigenvalues are almost degenerate in pairs. (b) For a quench
within the disordered phase, a single eigenvalue is very close to the real axis (exponentially close
for t < tF and as a power law for t > tF ). (c) Quench from the disordered to the ordered phase.
For t < tF a single eigenvalue is exponentially close to the real axis. For t > tF the distance of the
smaller eigenvalue from the real axis scales like a power law. (d) Quench from the ordered to the
disordered phase. All eigenvalues are doubly degenerate. All the smallest eigenvalues approach
zero as a power in ` for any time. For t < tF the smallest eigenvalue crosses periodically zero.
cases: (1) FM−→ FM; (2) PM−→ PM; (3) PM−→ FM and (4) FM−→ PM, where FM and PM
denote the ferromagnetic and paramagnetic phases respectively. In Fig. 10 we report the (absolute
values of) smallest eigenvalues of the matrix W for particular examples of the four cases. Extensive
numerical studies suggest that the spectra are similar for all quenches of a given type, i.e. (1)-(4).
The qualitative features emerging from Fig. 10 can be summarized as
(1) FM−→ FM: all eigenvalues are well separated from zero;
(2) PM−→ PM: a single eigenvalue of W is close to zero. For t < tF it approaches zero
exponentially fast in `, while for t > tF it tends to zero only as a power-law;
(3) PM−→ FM: for both t < tF and t > tF several eigenvalues scale to zero like power laws in `.
For t < tF the smallest eigenvalue approaches zero exponentially fast in `.
Quantum Quench in the Transverse Field Ising chain I 25
Figure 11. Ratio between the numerically evaluated two point function ρxx(`, t) and the smallest
eigenvalue of the matrix W . Left: Numerical data for a quench within the paramagnetic phase
from h0 = 3 to h = 3/2. The data are in perfect agreement with the prediction (69) and the
leading correction is a stationary multiplicative factor. Right: The same plot for a quench from
the paramagnetic h0 = (2 + 3
√
2)/2 to the ferromagnetic h = 1/2 phase.
(4) FM−→ PM: several eigenvalues tend to zero in a power-law fashion in ` for both t > tF and
t < tF . For t < tF the smallest eigenvalue crosses zero periodically.
The numerical analysis suggests that (69) can be applied for all quenches of type (1) for large t and
all corrections to (69) are small. In case (4) our result (69) still gives the dominant behaviour, but
there are additional important oscillating power-law corrections to ρxx(`, t) that we have not been
able to determine analytically. For quenches originating in the paramagnetic phase (69) gives the
dominant contribution only if t > tF , but there are important power-law corrections to ρ
xx(`, t)
beyond the accuracy of our analysis.
These properties of the spectrum suggest that, for quenches starting from the disordered phase,
the product of all eigenvalues except the only one which is close to zero (i.e. ρxx/λ0) should be
given by Eq. (69). Fig. 11 shows that indeed this is the case for quenches to both disordered and
ordered phases for any t. Thus, if we were able to obtain a prediction for the smallest eigenvalue,
we would completely characterize these quenches as well.
Finally, we note that the gross features of the spectrum of W (and hence Γ¯) appear to be
related to the winding number (around zero) of the (block) symbol (53). We observe that the
winding number of g(k) (which is only a part of Γˆ(k)) depends on the quench parameters in the
following way:
(1) If |h|, |h0 < 1, the winding number is zero;
(2) if |h0|, |h| > 1, the winding number is equal to 1;
(3) If |h0| < 1 and |h| > 1, the winding number oscillates with t between 0 and 1. In particular it
remains 0 for any t > tF .
(4) If |h0| > 1 and |h| < 1, the winding number oscillates with t between −1 and 1.
We see that the winding number vanishes when there is no eigenvalue exponentially close to zero,
but the reverse does not hold. For (block) Toeplitz matrices with ` independent elements the
generalization of the Sze¨go lemma to symbols with non vanishing winding number is complicated
and not known in general (see e.g. [83, 84]).
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3.2.1. A closer look to quenches from the ordered to the disordered phases. For quenches from the
ordered to the disordered phase, the last panel of Fig. 10 shows that all eigenvalues of W move
coherently in time. In particular, the eigenvalues closest to zero oscillate with the same frequency
about zero until the Fermi time tF . After tF they do not cross zero anymore and the smallest one
remains separated from zero as a power law in `. These qualitative features of the spectrum would
suggest that for t < tF ρ
xx(t, `) should oscillate in time with the same frequency of the smallest
eigenvalues. While it is not easy to put this on a solid ground, we have been able to identify it as
the frequency with which the winding number of g(k) changes. We indeed find that the frequency
is determined by the mode k0 such that cos ∆k0 = 0. Thus for t < tF we heuristically predict
〈σx1 (t)σx`+1(t)〉 ∼ CxFP [1 + cos(2εk0t+ α)] exp
[∫ pi
−pi
dk0
2pi
2|ε′k|t ln | cos ∆k|
]
t < tF , (99)
where α is an undetermined phase shift. The comparison of this prediction with the direct
computation of the determinant has already been shown in Fig. 6. For times larger than tF ,
Eq. (69) matches well the evolution of the two-point function, up to oscillatory decaying corrections
(see Fig. 6) which is consistent with the presence of one eigenvalue exponentially close to zero.
4. Form-factor approach
While the procedure set out in Section 3 can be generalized to any model with a free-fermion
representation [88], it cannot be applied to quenches in interacting integrable models. In order to
overcome these limitations we have generalized the form-factor approach to correlation functions
in integrable quantum field theories [72, 73, 74, 75, 76] to quantum quenches. A characteristic
feature of integrable models is the existence of a basis of scattering states of elementary excitations,
which are simultaneous exact eigenstates of the Hamiltonian and the momentum operator. These
states can be characterized by n momenta k1, . . . , kn and in general also other quantum numbers
a1, . . . , an
H|k1, . . . , kn〉a1,...,an =
[ n∑
j=1
εaj (kj)
]
|k1, . . . , kn〉a1,...,an ,
P |k1, . . . , kn〉a1,...,an =
[ n∑
j=1
kj
]
|k1, . . . , kn〉a1,...,an . (100)
Ground state correlators of local operators O can be expressed in a Lehmann representation
〈0|O(t, x)O†(0, 0)|0〉 =
∞∑
n=0
1
n!
∑
k1,...,kn
a1,...,an
|〈0|O(0, 0)|k1, . . . , kn〉a1,...,an |2
× e−i
∑n
j=1 εaj (kj)t−kjx, (101)
where |0〉 denotes the ground state and in our notations corresponds to particle number zero.
Using the known expressions for the form factors 〈0|O(0, 0)|k1, . . . , kn〉a1,...,an the spectral sum can
be calculated to very high accuracy (for large t and x) by taking into account only terms involving
a small number n of particles. Recently the form factor approach has been generalized to low
temperature correlation functions [89, 90] (see also [91, 92] for related work)
Tr
[
e−βHO(t, x)O†(0, 0)]
Tr [e−βH ]
. (102)
Quantum Quench in the Transverse Field Ising chain I 27
The numerator in (102) can now be expanded in a Lehmann representation as follows
∞∑
n,m=0
∑
k1,...,kn
a1,...,an
∑
p1,...,pm
b1,...,bm
|bm,...,b1〈pm, . . . , p1|O(0, 0)|k1, . . . , kn〉a1,...,an |2
× e−β
∑m
l=1 εbl (pl) e−i
∑n
j=1 εaj (kj)t−kjx ei
∑m
l=1 εbl (pl)t−plx. (103)
Using exact results for the form factors bm,...,b1〈pm, . . . , p1|O(0, 0)|k1, . . . , kn〉a1,...,an [72, 93], one
needs to sum an infinite number of terms in the Lehmann expansion in order to obtain the correlation
function at late times and large distances. Such a resummation is possible at low temperatures
T  ∆, where ∆ is the spectral gap, because the density of excitations in the state of thermal
equilibrium constitutes a natural small parameter in this case [89]. The situation after a quantum
quench bears many similarities to the finite temperature case. When dealing with a “small” quench
in a gapped theory there exists a regime in which the density of excitations (of the post-quench
Hamiltonian) in the initial state is small. It is then natural to use this small parameter in order to
carry out a low-density expansion for the observables of interest. Let us consider a quantum quench
H0 → H, where H describes an integrable scattering theory: we prepare the system in the ground
state |Ψ0〉 of H0 and then consider time evolution by H. We are interested in observables such as
〈Ψ0(t)|O(x)O†(0)|Ψ0(t)〉
〈Ψ0|Ψ0〉 . (104)
Any translationally invariant initial state can be expressed in terms of the eigenstates of H as
|Ψ0(t)〉 =
∞∑
n=0
∑
k1,...,kn
a1,...,an
e−i
∑n
j=1 εaj (kj)tFn({kj , aj})|k1, . . . , kn〉a1,...,an ,
Fn({kj , aj}) = an,...,a1〈kn, . . . , k1|Ψ(0)〉. (105)
A particular class of initial states is given by
|Ψ0(0)〉 =
∞∑
n=0
in
n!
∑
p1,...,pn
 n∏
j=1
Kajbj (pj)
 | − p1, p1, . . . ,−pn, pn〉a1,b1,...,an,bn , (106)
where summation over the indices aj , bk is implied. As is shown in Appendix B quantum quenches
of the transverse field in the TFIM automatically lead to initial states of the form (106). For general
integrable quantum field theories (106) are known to describe boundary-states [94] and correspond
to situations where the initial state can be viewed as a boundary condition (in Euclidean space)
that is compatible with quantum integrability. Given an initial state of the form (106), the basic
idea is to employ a Lehmann representation in terms of the exact eigenstates of the post-quench
Hamiltonian H. For a two-point function we have
〈Ψ0(t)|O(x)O†(0)|Ψ0(t)〉 =
∞∑
m=0
∞∑
n=0
in−m
n!m!
∑
p1,...,pn
k1,...,km
 n∏
j=1
Kajbj (pj)
[ m∏
l=1
Kcldl(kl)
]∗
×
∞∑
s=0
∑
q1,...,qs
1
s!
cm,dm,...,c1,d1〈km,−km, . . . , k1 − k1|O(t, x)|q1, . . . , qs〉f1,...,fs
× fs,...,f1〈qs, . . . , q1|O†(t, 0)| − p1, p1, . . . ,−pn, pn〉a1,b1,...,an,bn . (107)
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The form factors entering this expression are known, both for the TFIM and a variety of integrable
quantum field theories [72, 93]. The normalization itself has the following Lehmann representation
〈Ψ0(t)|Ψ0(t)〉 =
∞∑
n=0
(−1)n
(n!)2
∑
p1,...,pn
k1,...,kn
n∏
j=1
Kajbj (pj)
[
Kcjdj (kj)
]∗
× cn,dn,...,c1,d1〈kn,−kn, . . . , k1 − k1| − p1, p1, . . . ,−pn, pn〉a1,b1,...,an,bn . (108)
In order to extract the large time and distance asymptotics of (107) it is necessary to sum an
infinite number of terms. In analogy to the finite temperature case we proceed as follows.
• Consider all contributions at a given order in the functions Kab(q).
• At each order we encounter two types of divergences: (i) infinite volume divergences that arise
because in the thermodynamic limit the scattering states are normalized to delta functions.
These singular contributions are ultimately compensated by corresponding divergences in the
normalization (108) and are dealt with by an appropriate subtraction procedure, cf. [89] for the
finite temperature case; (ii) “infrared” divergences, i.e. contributions that diverge as t → ∞
or x→∞.
• We isolate the terms with the strongest infrared divergences at each order in Kab(q) and then
sum up all these contributions, c.f. [95] for a similar calculation in the finite-temperature case.
4.1. Finite Volume Form Factors for the TFIM
As is clear from the above discussion the basic building blocks are the form factors. For the case of
the transverse field Ising chain these naturally depend on the precise choice of basis of free fermion
scattering states |k1, . . . , kn〉R,NS. For a particular such choice, the finite-volume form factors of the
spin operators σx` have been determined in Refs [96, 97, 98]. The non-vanishing matrix elements
are
NS〈q1, . . . , q2n|σx` |p1, . . . , pm〉R = e−i`[
∑2n
j=1 qj−
∑m
l=1 pm]
× ibn+m2 c(4J2h) (m−2n)
2
4
√
ξξT
2n∏
j=1
[
eηqj
Lεqj
] 1
2
m∏
l=1
[
e−ηpl
Lεpl
] 1
2
×
2n∏
j<j′=1
[
sin
( qj−qj′
2
)
εqjqj′
]
m∏
l<l′=1
[
sin
(pl−pl′
2
)
εplpl′
]
2n∏
j=1
m∏
l=1
[
εqjpl
sin
( qj−pl
2
)] (109)
where m is even (odd) for h < 1 (h > 1) and
εk = 2J
√
1 + h2 − 2h cos k , k,k′ ≡ εk + εk
′
2
, ξ = |1− h2|1/4 ,
ξT =
∏
q∈NS
p∈R
(q,p)
1
2
∏
q,q′∈NS
(
q,q′
)− 14 ∏
p,p′∈R
(
p,p′
)− 14 , eηk =
∏
q∈NS
k,q∏
p∈R
k,p
. (110)
For large L we have with exponential accuracy (in L)
ξT ≈ 1 eηk ≈ 1 . (111)
As we are interested in the thermodynamic limit we will set these terms equal to 1 in what follows
(their deviations from 1 give rise to subleading contributions). We stress that as a consequence of
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the different quantization conditions of R and NS momenta there are no singularities in Eq. (109) as
long as L is (large but) finite. The free fermionic basis used in Ref. [98] differs from the one discussed
in Appendix A. However, the initial state can still be represented in terms of eigenstates of the post
quench Hamiltonian H(h) using (B.8) and (B.10), provided that K(k) is chosen appropriately.
4.2. Quench within the ferromagnetic phase: time evolution of the order parameter
We now consider a quench within the ordered phase: we prepare the system in the ground state of
the Hamiltonian H(h0) and at time t = 0 suddenly change the magnetic field from h0 to h, where
h0, h < 1. We are interested in the case where the Z2 symmetry of H(h0) is broken spontaneously
in the ground state |Ψ0〉. This is possible only in the thermodynamic limit. On the other hand, we
would like to keep the length L of the system very large but finite in our calculations for technical
reasons. In order to be able to work in a large, finite volume, we therefore take our initial state to
be of the form
|Ψ0〉 = 1√
2
{
|0;h0〉NS + |0;h0〉R
}
, (112)
where |0;h0〉NS and |0;h0〉R are the ground states of H(h0) in the sectors with even/odd numbers
of fermions respectively, see Appendix A.4. For finite system size L, the state (112) is a particular
linear combination of the ground state and first excited state of the Hamiltonian H(h0). On the
other hand, in the thermodynamic limit L→∞ (112) becomes the symmetry broken ground state
of H0. As is shown in Appendix B the time-evolved initial state
|Ψ0(t)〉 = e−iH(h)t|Ψ0〉 (113)
can be expressed in terms of eigenstates of H(h) as
|Ψ0(t)〉 = 1√
2
[
|B(t)〉NS√
NS〈B|B〉NS
+
|B(t)〉R√
R〈B|B〉R
]
, (114)
where
|B(t)〉a = e−iE
a
0t exp
[
i
∑
0<p∈a
K(p)e−2iεptb†−pb
†
p
]
|0;h〉a , a = R,NS. (115)
For the choice of basis underlying (109) the function K(k) is given by
K(k) =
sin(k) (h− h0)
εh0(k)εh(k)
(
2J
)−2
+ 1 + hh0 − (h+ h0) cos(k)
. (116)
We note that this agrees with what would be obtained using the choice of fermions presented in
(Appendix A). The expectation value of σx` is then given by
〈Ψ0(t)|σx` |Ψ0(t)〉 = R
〈B(t)|σx` |B(t)〉NS + NS〈B(t)|σx` |B(t)〉R
2
√
R〈B|B〉R NS〈B|B〉NS
. (117)
We note that the diagonal contributions vanish
a〈B(t)|σx` |B(t)〉a = 0, a = R,NS , (118)
because
e−ipiNˆσx` e
ipiNˆ = −σx` , (119)
where Nˆ is the fermion number operator (A.6).
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The normalization is readily evaluated using the explicit representation (115)
NS〈B|B〉NS = exp
[ ∑
0<q∈NS
log
(
1 +K2(q)
)]
,
R〈B|B〉R = exp
[ ∑
0<p∈R
log
(
1 +K2(p)
)]
, (120)
so that, for large L, the norms R,NS〈B|B〉R,NS are approximately equal (we note that K(0) =
K(pi) = 0)
R〈B|B〉R ≈ NS〈B|B〉NS ≈ exp
(
L
∫ pi
0
dk
2pi
log(1 +K2(k))
)
. (121)
Importantly we have
R〈B|B〉R
NS〈B|B〉NS
= 1 +O(e−αL), (122)
where α is a positive constant. Eqn (122) allows us to simplify the expression (117) for the 1-point
function to
〈Ψ0(t)|σx` |Ψ0(t)〉 = ReR
〈B(t)|σx` |B(t)〉NS
R〈B|B〉R +O
(
L−2
)
. (123)
As we are interested in the thermodynamic limit this representation is most convenient and we will
use it in the following. The normalization can be expanded in powers of K as
R〈B|B〉R = 1 +
∑
0<k∈R
K2(k) +
1
2
[ ∑
0<k∈R
K2(k)
]2
− 1
2
∑
0<k∈R
K4(k) + . . .
≡ 1 +
∞∑
n=1
Υ2n , (124)
where Υ2n collects all the terms in which 2n functions K(k) are multiplied together. The following
representation of Υ2n turns out to be particularly useful
Υ2n =
1
n!
∑′
0<k1,...,kn∈R
n∏
j=1
K2(kj). (125)
Here
∑′
indicates that the sum is only over terms with kl 6= km for l 6= m = 1, . . . , n. Eqn (124) is
a formal series expansion as each term grows as Ln, i.e. diverges in the thermodynamic limit. The
divergences in the normalization (124) are mirrored by infinite volume divergences in the numerator
of (117). Using (115) to expand NS〈B(t)|σx` |B(t)〉R in powers of the function K(k) gives
Re [NS〈B(t)|σx` |B(t)〉R] = 2mx0
{
1 +R1(t) +
[
R2(t) + Υ2
]
+
[
R3(t) + Υ2R1(t)
]
+
[
R4(t) + Υ2R2(t) + Υ4
]
+ . . .
}
, (126)
where mx0 ≡ 〈σx` 〉0 /2 is the magnetization at the initial time and the Rn(t) are finite in the
thermodynamic limit. In terms of the “connected” contributions Rn(t) the order parameter
expectation value (123) is expressed as
〈Ψ0(t)|σx` |Ψ0(t)〉 = 2mx0
[
1 +
∞∑
n=1
Rn(t)
]
. (127)
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Eqn (127) constitutes a linked cluster expansion, where the contribution Rn(t) is of order O
(
Kn
)
.
As is shown in Appendix B (see Eqn (B.12)) physically the formal expansion in powers of K(q)
corresponds to a low-density expansion, where the small parameter is the density of excitations of
the post-quench Hamiltonian in the initial state.
The next step is to determine the functions Rn(t). Expanding the boundary states in
NS〈B(t)|σx` |B(t)〉R we obtain
NS〈B(t)|σx` |B(t)〉R =
∞∑
l,n=0
in−l
n! l!
∑
q1,...,qn∈NS
p1,...,pl∈R
n∏
j=1
K(qj)
l∏
i=1
K(pi)e
2it(
∑n
i=1 εqi−
∑l
j=1 εpj )
× NS〈−q1, q1, · · · ,−qn, qn|σx` |p1,−p1, · · · , pl,−pl〉R
≡
∞∑
l,n=0
C(n,l). (128)
In the following we consider the first few terms in the expansion (128). We will find that most terms
exhibit long-time (infrared) divergences, the strongest of which occur in “diagonal” contributions
n = l. We will determine and then sum these leading singularities to all orders in the expansion
(128).
4.2.1. Order O(K0) Contribution (n = l = 0). The zero-particle contribution in (128) is the
ground state (of the post-quench Hamiltonian H(h)) expectation value
C(0|0) = 2mx0 =
√
ξ = (1− h2)1/8 . (129)
4.2.2. Order O(K) Contributions. At first order in K there are two contributions
C(1|0) = i
∑
0<q∈NS
K(q)e2itεq NS〈−q, q|σx` |0〉R = 4J2h
√
ξ
1
L
∑
0<q∈NS
K(q) sin q
ε2q
e2itεq ,
C(0|1) = −i
∑
0<p∈R
K(p)e−2itεp NS〈0|σx` |p,−p〉R = 4J2h
√
ξ
1
L
∑
0<p∈R
K(p) sin p
ε2p
e−2itεp . (130)
In the limit L→∞ we can turn the momentum sums in (130) into integrals, which gives
I(t) =
1√
ξ
lim
L→∞
[
C(1|0) + C(0|1)
]
= 8J2h
∫ pi
0
dk
2pi
K(k) sin k
ε2k
cos
(
2tεk
)
. (131)
For late times we can evaluate this integral by a stationary phase approximation
I(t) = A0
cos
(
2ε0t+
3pi
4
)
t3/2
−Api
cos
(
2εpit− 3pi4
)
t3/2
+ o(t−3/2) , (132)
where
Ak =
hJ2K ′(k)√
piε2k|ε′′k |3/2
, k = 0, pi . (133)
Comparison of (128) and (126) then allows us to identify the function R1(t) in the thermodynamic
limit
R1(t) = I(t). (134)
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4.2.3. Order O(K2) Contributions. To order O(K2) there are two types of contributions. C(2|0)
and C(0|2) are finite in the thermodynamic limit and well behaved at late times. They don’t play a
significant role in the following and we therefore refrain from presenting explicit expressions. The
most important contribution to order O(K2) is given by
C(1|1) =
∑
0<q∈NS
0<p∈R
K(q)K(p) e−2it(εp−εq)NS〈−q, q|σx` |p,−p〉R . (135)
The relevant form factor is, cf. eqn (109),
NS〈−q, q|σx` |p,−p〉R '
4
√
ξ
L2
4p,q
ε2qε
2
p
sin q sin p c2qp , (136)
where we have defined
ckk′ ≡ 1
cos k − cos k′ . (137)
For large t and L the momentum sum in the NS-sector can be evaluated using Lemma 1 (D.1) and
retaining only the leading terms in t and L. This results in
C(1|1) =
√
ξ
∑
0<p∈R
K2(p)
[
1− 4tε
′
p
L
]
+ . . . (138)
Crucially, this contribution exhibits an infinite volume divergence (for L→∞) as well as an infrared
divergence (for t→∞). To O(1) (in both L and t) (138) can be expressed as
C(1|1) =
√
ξΥ2 −
√
ξ
∫ pi
0
dk
pi
K2(k) 2tε′k + . . . , (139)
where Υ2 is defined in (124). By comparing (139) to (126) we can determine the function R2(t) for
large t
R2(t) = −
∫ pi
0
dk
pi
K2(k)2tε′k + . . . , (140)
where the dots denote terms that are subleading in t at late times. We note the leading term (140)
arises from the region p ≈ q in (135). This observation will be important in what follows.
4.2.4. Order O(K3) Contributions. To this order there are several contributions. C(3|0) and C(0|3)
are completely regular and do not play an important role in the following. The evaluation of the
other contributions follows closely the calculation for C(1|1) and results in
C(1|2) + h.c. = Re
∑
0<k1,2∈NS
∑
0<p∈R
iK(k1)K(k2)K(p)e
2it[εk1+εk2−εp]
× NS〈−k1, k1,−k2, k2|σxm|p,−p〉R
= Re
(
C(0|1)
)Υ2 − 1
L
∑
0<p∈R
4tε′pK
2(p)
+ . . . ,
C(2|1) + h.c. = Re
∑
0<k1,2∈R
∑
0<p∈NS
iK(k1)K(k2)K(p)e
2it[εk1+εk2−εp]
× R〈−k1, k1,−k2, k2|σxm|p,−p〉NS
= Re
(
C(1|0)
)Υ2 − 1
L
∑
0<p∈NS
4tε′pK
2(p)
+ . . . (141)
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Comparison with (126) then gives
R3(t) = −I(t)
∫ pi
0
dp
pi
2tε′pK
2(p) + . . . , (142)
where the dots indicate contributions that are subleading in t. We note that (142) arises from the
regions k1,2 ≈ p in (141).
4.2.5. Order O(K4) Contribution C(2|2). The most important contribution at order O(K4) is
C(2|2) and we now discuss its evaluation in some detail. From (128) we have
C(2|2) =
1
2!2
∑
0<q 6=q′∈NS
0<p 6=p′∈R
K(q)K(q′)K(p)K(p′)e−2it(εp+εp′−εq−εq′ )
× NS〈−q, q,−q′, q′|σx` |p,−p, p′,−p′〉R , (143)
where the form factor is given by
NS〈−q, q,−q′, q′|σx` |p,−p, p′,−p′〉R =
16
√
ξ
L4
4q,p
4
q,p′
4
q′,p
4
q′,p′
ε2qε
2
q′ε
2
pε
2
p′
4
q,q′
4
p,p′
× sin q sin q′ sin p sin p′ c
2
qpc
2
qp′c
2
q′pc
2
q′p′
c2qq′c
2
pp′
. (144)
Each factor cqq′ is associated with a singularity in the thermodynamic limit and it is useful to
isolate these poles as functions of the NS-sector momenta, e.g.
cpqcp′q = cpp′(cp′q − cpq) ,
c2pqc
2
p′q = c
2
pp′
[
c2pq + c
2
p′q − 2cpp′(cp′q − cpq)
]
,
c2qpc
2
qp′c
2
q′pc
2
q′p′
c2qq′c
2
pp′
= c2qpc
2
q′p′ + c
2
qp′c
2
q′p − 2c2pp′(cp′q − cpq)(cp′q′ − cpq′) . (145)
Using the symmetry of (143) under exchange of p and p′ the contribution of the last term in (145)
can be reexpressed by substituting
c2qpc
2
qp′c
2
q′pc
2
q′p′
c2qq′c
2
pp′
→ 2c2qpc2q′p′ − 4c2pp′cpqcpq′ + 4c2pp′cpqcp′q′ . (146)
The sums over the NS momenta can then be carried out using Lemmas 1 (D.1) and 5 (D.10). We
begin with the contribution due to the first term in (146), which we denote by C
[2,2]
(2|2). Here the
superscript indicates the pole structure, namely two double poles. The NS sector momentum sums
in (143) are performed by using (D.1) and retaining only the leading terms in L and t, which gives
C
[2,2]
(2|2) =
√
ξ
2
∑
0<p6=p′∈R
K2(p)
[
1− 4tε
′
p
L
]
K2(p′)
[
1− 4tε
′
p′
L
]
+ . . .
=
√
ξ
2
[
R2(t) + Υ2
]2 − √ξ
2
∑
0<p∈R
K4(p)
[
1− 8tε
′
p
L
]
+ . . . . (147)
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Working out the contributions arising from the other terms in (146) is more involved. Carrying out
the sums over q and q′ using (D.10) and retaining only the leading contributions in L and t gives
− 4c2pp′cpqcpq′ →
4
√
ξ
L2
∑
0<p 6=p′∈R
K3(p)K(p′)e−2it(εp′−εp)
4p,p′
ε2pε
2
p′
sin p sin p′c2pp′ ,
4c2pp′cpqcp′q′ → −
4
√
ξ
L2
∑
0<p 6=p′∈R
K2(p)K2(p′) sin p sin p′c2pp′ . (148)
The leading contribution at late times and large L can then be extracted by using Lemma 2a (D.2)
C
[1,1]
(2|2) = −
4
√
ξ
L
∑
0<p∈R
K4(p)tε′p + . . . . (149)
Here the superscript [1, 1] indicates that we are considering the contribution from two single poles.
Putting everything together we arrive at the following result for C(2|2)
C(2|2) = C
[2,2]
(2|2) + C
[1,1]
(2|2) =
√
ξ
[1
2
(
R2(t)
)2
+ Υ2R2(t) + Υ4
]
+ . . . . (150)
This allows us to identify the leading contribution to the term R4(t) in (126) as
R4(t) =
1
2
(
R2(t)
)2
+ . . . . (151)
4.2.6. Exponentiation of the Contributions C(n|n). Our analysis of the first few orders in powers
of K reveals the general structure of the expansion (128): at each order (except the very lowest
ones) there are late time divergences that become stronger at higher orders. Moreover, the leading
singularities are found in the “diagonal” contributions C(n|n) and we will now isolate these singular
terms. At order O(K2n) we have
C(n|n) =
1
n!2
∑′
q1,...,qn∈NS
p1,...,pn∈R
n∏
j=1
K(qj)K(pj)e
2it
∑n
i=1(εqi−εpi )
× NS〈−q1, q1, . . . ,−qn, qn|σx` |p1,−p1 . . . , pn,−pn〉R , (152)
where the form factor in the limit of large L is given by
NS〈−q1, q1, . . . ,−qn, qn|σx` |p1,−p1 . . . , pn,−pn〉R =
4n
√
ξ
L2n
 n∏
j,l=1
4qj ,plc
2
qjpl
 n∏
j=1
sin(qj) sin(pj)
ε2qjε
2
pj
 n∏
j<j′=1
1
4qj ,qj′ 
4
pj ,pj′ c
2
qjqj′ c
2
pjpj′
 . (153)
The most singular terms at late times arise from the regions in momentum space
pj ≈ qP (j) , (154)
where P is a permutation of 1, . . . , n. There are n! such contributions with only double poles and
they are all equal. They are determined by replacing∏n
j=1
∏n
l=1 c
2
qjpl∏n
j<j′=1 c
2
qjqj′ c
2
pjpj′
→ n!
n∏
i=1
c2qipi + . . . , (155)
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and then carrying out the NS-sector momentum sums using (D.1). This gives
C
[2,...,2]
(n|n) =
1
n!
4n
√
ξ
Ln
∑′
0<p1,...,pn∈R
n∏
i=1
K(pi)
2
[L
4
− tε′pi
]
+ . . . . (156)
This is in agreement with (138) and (147). Using (125) we see that the t-independent part of (156)
equals Υ2n, so that
∞∑
n=0
C
[2,...,2]
(n|n)
∣∣∣
t=0
=
√
ξ exp
[ ∑
0<p∈R
log
(
1 +K2(p)
)]
+ . . . . (157)
For t > 0 we may invert the steps used to express (120) in terms of (125), which gives
∞∑
n=0
C
[2,...,2]
(n|n) =
√
ξ exp
[ ∑
0<p∈R
log
(
1 +K2(p)
[
1− 4tε
′
p
L
])]
+ . . .
=
√
ξ R〈B|B〉R exp
[
−t
∫ pi
0
dk
pi
K2(k)
1 +K2(k)
|2ε′(k)|
]
+ . . . . (158)
The contribution of all these terms to the 1-point function of the order parameter is thus
Re
∞∑
n=0
C(n|n)
〈B|B〉R
=
√
ξ exp
[
−t
∫ pi
0
dk
pi
K2(k)
1 +K2(k)
|2ε′(k)|
]
+ . . . . (159)
4.2.7. Exponentiation of the Contributions C(n±1|n). The leading terms (at late times and large
L) in C(n±1|n) can be summed to all orders in a similar way to our treatment of C(n|n). The
contributions C(n+1|n) are given by
Re C(n+1|n) =
1
(n+ 1)!n!
Im
∑′
0<q1,...,qn,q∈NS
0<p1,...,pn∈R
K(q)
 n∏
j=1
K(qj)K(pj)
 e2itεq+2it∑ni=1(εqi−εpi )
× NS〈−q1, q1, . . . ,−qn, qn,−q, q|σx` |p1,−p1, . . . pn,−pn〉R , (160)
where the form factors in the limit of large L are
NS〈−q1, q1, . . . ,−qn, qn,−q, q|σx` |p1,−p1, . . . pn,−pn〉R = −4ihJ2
4n
√
ξ
L2n+1
n∏
j,l=1
4qj ,pl
n∏
m=1
ε−2qmε
−2
pm
×
n∏
j<j′=1
−4qj ,qj′ 
−4
pj ,pj′
n∏
i=1
sin(qi) sin(pi)
∏n
j,l=1 c
2
qjpl∏n
j<j′=1 c
2
qjqj′ c
2
pjpj′
n∏
j=1
4q,pj
4q,qj
sin q
ε2q
n∏
j=1
c2qpj
c2qjq
. (161)
Following the same reasoning that led to (155), we focus on the contributions arising from the
regions
pj ≈ q˜j , j = 1, . . . , n , (162)
where (q˜1, . . . , q˜n+1) is an arbitrary permutation of (q1, . . . , qn, q). All of these contributions are
the same and hence the leading behaviour at late times can be extracted by the substitution∏n
j=1
∏n
l=1 c
2
qjpl∏n
j<j′=1 c
2
qjqj′ c
2
pjpj′
n∏
j=1
c2qpj
c2qjq
→ (n+ 1)!
n∏
i=1
c2qipi + . . . . (163)
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The NS-sector momentum sums can be carried out using (D.1), which gives
Re C
[2,...,2]
(n+1|n) = −
1
n!
4n+1hJ2
√
ξ
Ln+1
∑
0<q∈NS
0<p1,...,pn∈R
K(q) cos(2tεq)
sin q
ε2q
n∏
i=1
K(pi)
2
[L
4
− tε′pi
]
+ . . .
= −4hJ2 C [2,...,2](n|n)
∫ pi
0
dk
2pi
K(k) cos(2tεk)
sin k
ε2k
+ . . . . (164)
Summing over n then results in
Re
∞∑
n=0
C
[2,...,2]
(n+1|n) =
√
ξ
I(t)
2 R
〈B|B〉R exp
[
−t
∫ pi
0
dk
pi
K2(k)
1 +K2(k)
|2ε′(k)|
]
+ . . . , (165)
where I(t) is given by (132). The analysis for the contributions C(n|n+1) is completely analogous
and finally leads to the following result
Re
∞∑
n=0
C(n+1|n) + C(n|n+1)
〈B|B〉R
=
√
ξI(t) exp
[
−t
∫ pi
0
dk
pi
K2(k)
1 +K2(k)
|2ε′(k)|
]
+ . . . ,(166)
We see that by virtue of the extra factor I(t) this is always subleading compared to the “diagonal”
contribution (159).
4.2.8. Form Factor Result for the 1-point Function 〈Ψ0(t)|σx` |Ψ0(t)〉 Combining the results in the
previous subsections we conclude that
〈Ψ0(t)|σx` |Ψ0(t)〉 ∼
√
ξ
[
1 + I(t) +O(t−1)] e−t/τ , (167)
where the decay time τ is given by
τ−1 =
∫ pi
0
dk
pi
K2(k) [2ε′(k)] +O(K6) . (168)
Here we have used (151) to infer the absence of O(K4) corrections to the decay time. The corrections
in the prefactor are expected to beO(t−1) as there are such (subleading) contributions in the various
terms C(n|l) we have calculated above. We note that these terms are larger than I(t) at late times
as I(t) ∼ t−3/2.
The result (168) is in agreement with the one obtained by applying the cluster decomposition
principle on the asymptotic result for the two-point function obtained in the determinant approach
(cf. Eq. (69)), which gives
τ−1 =
∫ pi
0
dk
pi
log
∣∣∣1 +K2(k)
1−K2(k)
∣∣∣ε′(k) . (169)
Indeed, expanding (169) in the limit where K2(k)  1 gives precisely (168). We note that (168)
is a rather good approximation for a wide range of magnetic fields h0 and h. For example, for a
quench from h0 = 0.1 to h = 0.8 the relative error is less than 1%. This shows the effectiveness of
the form-factor approach.
Quantum Quench in the Transverse Field Ising chain I 37
4.3. Two-Point Function in the Ordered Phase
We now turn to the time evolution of the two-point function for a quench within the ordered phase.
The quantity we want to evaluate is
ρxx(t, `) = 〈Ψ0(t)|σxm+`σxm|Ψ0(t)〉
=
R〈B(t)|σxm+`σxm|B(t)〉R
2 R〈B|B〉R +
NS〈B(t)|σxm+`σxm|B(t)〉NS
2 NS〈B|B〉NS . (170)
In the large-L limit both terms contribute equally, so that
lim
L→∞
ρxx(t, `) = lim
L→∞
R〈B(t)|σxm+`σxm|B(t)〉R
R〈B|B〉R . (171)
We note that as a consequence of reflection symmetry the sign of ` does not matter, i.e.
ρxx(t, `) = ρxx(t,−`). We therefore will assume from now on that
` ≥ 0. (172)
The Lehmann representation for the numerator on the right hand side of eqn (171) is
R〈B(t)|σxm+`σxm|B(t)〉R =
∞∑
l,n=0
in−l
n! l!
∑′
0<k1,...,kn∈R
0<p1,...,pl∈R
∑
q1,...,qr∈NS
1
r!
 n∏
j=1
K(kj)
[ l∏
i=1
K(pi)
]
× e−2it[
∑l
j=1 εpj−
∑n
s=1 εkj ]
R〈−k1, k1, . . . ,−kn, kn|σxm+`|q1, . . . , qr〉NS
× NS〈qr, . . . , q1|σxm|p1,−p1 . . . , pl,−pl〉R
≡
∞∑
l,n,r=0
D(2n|r|2l). (173)
Like in the case of the 1-point function we focus on the terms with the strongest possible singularities
in the form factors for a given order in the formal expansion in powers of K(p). These are obtained
by taking 2n = 2l = r.
4.3.1. Contributions at O(K0). These are equal to the ground state two-point function
R〈0|σxm+`σxm|0〉R . (174)
Using a Lehmann representation to evaluate (174) gives rise to contributions
D(0|2s|0) =
∑
0<q1,...,q2s∈NS
1
(2s)!
R〈0|σxm+`|q1, . . . , q2s〉NS NS〈q2s, . . . , q1|σxm|0〉R. (175)
For s = 0 we have
D(0|0|0) =
(
2mx0
)2
= ξ = (1− h2)1/4, (176)
while for s = 1 we obtain
D(0|2|0) =
2h2J4ξ
pi2
∫ pi
−pi
dq1dq2
sin2
(
q1−q2
2
)
εq1εq2
2
q1,q2
ei`(q1+q2) +O(L−1) ∝ h2`. (177)
We see that at large ` D(0|2|0) is exponentially small compared to D(0|0|0). The contributions
D(0|2s|0) with s > 1 are suppressed by additional exponential factors. We conclude that for large
distances ` we only need to retain D(0|0|0).
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4.3.2. Contributions at O(K2). At order O(K2) the largest contribution at large distances and
late times arises from
D(2|2|2) =
∑
0<k,p∈R
1
2
∑
q1,q2∈NS
K(k)K(p)e−2it[εp−εk]ei`(q1+q2) R〈−k, k|σxm|q1, q2〉NS
× NS〈q2, q1|σxm|p,−p〉R ≡ D(1)(2|2|2) +D(2)(2|2|2), (178)
where D
(1,2)
(2|2|2) denote the contributions arising from terms with k 6= p and k = p respectively. Using
(D.4) to carry out the summations over q1,2 we arrive at
D
(1)
(2|2|2) =
2ξ
L2
∑
0<k 6=p∈R
e−2it[εp−εk]
(εk + εp)
2
ε2kε
2
p
K(k)K(p)
(cos k − cos p)2
[
sin k sin p ε2kp
+εkεp
[
sin2
(k − p
2
)
cos
(
`(k + p)
)
− sin2
(k + p
2
)
cos
(
`(k − p)
)]
+ . . . (179)
We note that in this expression there is no singularity if we consider the limit k−p→ 0. Nevertheless
for large ` and t the leading contribution to the double sum arises from the vicinity of k = p. In
order to isolate this contribution we turn the sum over k into an integral using the Euler-Maclaurin
sum formula and then deform the integration contour into the upper half plane. As ε′p > 0 for all
p > 0 the contribution of the first term in square brackets will be negligible for large t. The same
holds true for the second contribution as long as 2ε′pt ± ` > 0. On the other hand, if 2ε′pt ± ` < 0
we need to deform the contour into the lower half-plane (in the variable k). In doing so acquire a
contribution from the double pole at p = k. The residue is dominated by the factors involving t
and ` as both of these are assumed to be large, so that we end up with
D
(1)
(2|2|2) = −
4ξ
L
∑
0<p∈R
K2(p) θH(`− 2ε′(p)t)
[
2ε′pt− `
]
+ . . . , (180)
where θH(x) denotes the Heaviside step function. The second contribution D
(2)
(2|2|2) is given by
D
(2)
(2|2|2) =
8ξ
L4
∑
0<k∈R
sin2(k) K2(k)
ε4(k)
∑
q1,2∈NS
ei`(q1+q2)
εq1εq2
sin2
(
q1−q2
2
)
4q1,k
4
q2,k
2q1,q2
c2kq1c
2
kq2 . (181)
Using (D.6) to carry out the summations over q1,2 we arrive at
D
(2)
(2|2|2) = ξ
∑
0<k∈R
K2(k)
[
1− 4`
L
]
+ . . . (182)
where we again have only retained the leading terms at large L and `. Adding the two contributions
(180) and (182) we obtain
D(2|2|2)(t, `) = ξ
[
Υ2 − 4
L
∑
0<k∈R
K2(k)
(
θH
(
`− 2tε′k
)
[2tε′k − `] + `
)]
+ . . .
= ξ
[
Υ2 − 4
L
∑
k>0
K2(k)
(
2tε′k θH
(
`− 2tε′(k))+ ` θH(2tε′k − `))
]
+ . . . (183)
This contains a part Υ2 that diverges in the thermodynamic limit, but which will again be
compensated by the denominator in (171).
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4.4. Exponentiation of D(2n|2n|2n)
The dominant contribution at order O(K2n) is again the “diagonal” one
D(2n|2n|2n) =
ξ
(n!)2(2n)!
1
L4n
∑′
0<k1,...,kn∈R
0<p1,...,pn∈R
n∏
r=1
[
sin(kr)K(kr)e
2itεkr
ε2kr
sin(pr)K(pr)e
−2itεpr
ε2pr
]
×
n∏
l<l′
1
4c2klkl′ 
4
kl,kl′
1
4c2plpl′ 
4
pl,pl′
∑
q1,...,q2n∈NS
[
2n∏
r=1
ei`qr
εqr
]
×
2n∏
l<l′
sin2
( ql−ql′
2
)
2ql,ql′
n∏
r=1
2n∏
s=1
42kr,qs
2
pr,qsckrqscprqs .
(184)
In order to extract the large time and distance behaviour of (184) we need to focus on the regions
where the form factors exhibit the strongest singularities. For the case n = 1 discussed in subsection
4.3.2 these regions were
• q1 ≈ ±k , q2 ≈ ∓p and p ≈ k ,
• q2 ≈ ±k , q1 ≈ ∓p and p ≈ k. (185)
For general n we need to focus on the regions kQ1...
kQn
 ≈
 p1...
pn
 ,
 qS1...
qS2n
 ≈

σ1kQ1
−σ1p1
...
σnkQn
−σnpn
 , (186)
where σj = ± and (Q1, . . . , Qn), (S1, . . . , S2n) are permutations of (1, 2 . . . , n) and (1, 2 . . . , 2n)
respectively. By symmetry all these regions contribute equally, which gives rise to a combinatorial
factor of n!(2n)!. We therefore focus on the single region where (Q1, . . . , Qn) = (1, . . . , n) and
(S1, . . . , S2n) = (1, . . . , 2n), together will all regions obtained by exchanging any pair S2r−1 ↔ S2r.
We start by expressing (184) in the form
D(2n|2n|2n) =
1
L4nn!2n
∑′
0<k1,...,kn∈R
0<p1,...,pn∈R
e2it
∑n
l=1(εkl−εpl )
∑
q1,...,q2n∈NS
f(k1, . . . , kn; p1, . . . pn|q1, . . . , q2n)
×
n∏
r=1
ei(q2r−1+q2r)`ckrq2r−1ckrq2rcprq2r−1cprq2r , (187)
where it is understood that the summation only terms arising from the region we consider are
retained. We then carry out the sums over the qs’s using (D.5) and (D.9). When doing this we
need to distinguish the cases kr 6= pr and kr = pr as they give rise to different kinds of singularities in
the qs summations. For kr = pr the summation over both q2r−1 and q2r gives a leading contribution
1
L3
∑
q2r−1,q2r∈NS
ei(q2r−1+q2r)`c2prq2r−1c
2
prq2rf(k1, . . . , kn; p1, . . . , pn|q1, . . . , q2n)
∣∣∣∣
pr=kr
=
L
16
(
1− 2`
L
)2
f˜(pr,−pr) + f˜(−pr, pr)
sin4(pr)
∣∣∣∣
kr=pr
+ . . . , (188)
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where we have defined
f˜(p, q) = f(k1, . . . , kn; p1, . . . , pn|q1, . . . , q2r−2, p, q, q2r+1 . . . , q2n). (189)
The extra factor 1/L in (188) is present as we are considering a single term in the sum over kr. On
the other hand, for pr 6= kr we obtain
1
L3
∑
0<kr∈R
e2it[εkr−εpr ]
∑
q2r−1,q2r∈NS
ei(q2r−1+q2r)`ckrq2r−1ckrq2rcprq2r−1cprq2r
× f(k1, . . . , kn; p1, . . . , pn|q1, . . . , q2n)
=
1
L
∑
0<kr∈R
e2it[εkr−εpr ] c2prkr
{
− e
−i`(pr−kr)f˜(−pr, kr) + ei`(pr−kr)f˜(pr,−kr)
4 sin kr sin pr
+
f˜(pr,−pr) + f˜(−pr, pr)
4 sin4(pr)
+ pr ↔ kr
}
+ . . . . (190)
Similarly to our treatment of the n = 1 case in subsection 4.3.2 we can now carry out the summation
over kr with the result
− θH(`− 2tε′pr )[2tε′pr − `]
f˜(pr,−pr) + f˜(−pr, pr)
4 sin4(pr)
∣∣∣∣
kr=pr
+ . . . . (191)
Combining the two contributions (188) and (191) we find that the leading terms at large ` and t
are [
L
4
− `− θH(`− 2tε′pr )[2tε′pr − `]
]
f˜(pr,−pr) + f˜(−pr, pr)
4 sin4(pr)
∣∣∣∣
kr=pr
+ . . . . (192)
Carrying out all qs and kl summations in the same way gives
D(2n|2n|2n) =
ξ
n!2nLn
∑′
0<p1,...,pn∈R
n∏
r=1
[
L− 4`− 4θH(`− 2tε′pr )[2tε′pr − `]
] 1
16 sin4(pr)
×
∑
σ1,...,σ1=±
f(p1, . . . pn; p1, . . . pn|σ1p1,−σ1p1, . . . , σnpn,−σnpn) + . . .
=
ξ
n!
∑′
0<p1,...,pn∈R
n∏
r=1
K2(pr)
[
1− 4`
L
− 4
L
θH(`− 2tε′pr )[2tε′pr − `]
]
+ . . . . (193)
Like for the 1-point function the sum over n can be taken by inverting the steps used to express
(120) in terms of (125), which gives
∞∑
n=0
D(2n|2n|2n) = ξ exp
( ∑
0<p∈R
ln
[
1 +K2(p)
(
1− 4
L
(
`+ θH(`− 2tε′p)[2tε′p − `]
))])
+ . . .
' ξ NS〈B|B〉NS exp
[
− 4
L
∑
0<p∈R
K2(p)
(
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
+ . . .
(194)
Here we have retained only the O(K2) term in the exponent as the higher orders are beyond the
accuracy of our calculation. This then gives the desired result for the two-point function (171) in
the ordered phase
lim
L→∞
ρxx(t, `) ' (1− h2) 14 exp
[
− 2
∫ pi
0
dp
pi
K2(p)
(
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
+ . . . (195)
Quantum Quench in the Transverse Field Ising chain I 41
Eqn (195), including the prefactor, is expected to be accurate at late times and large distances
as long as we do not quench too close to the critical point.
4.5. Two-Point Function for Quenches in the Disordered Phase h0, h > 1
As a consequence of the Z2 symmetry the 1-point function of σx` is identically zero for quenches
within the disordered phase, i.e. h0, h > 1. We therefore turn to the two-point function. As shown
in Appendix A the ground state in the paramagnetic phase is the NS vacuum |0;h0〉NS. Hence the
2-point function after the quench is equal to
ρxx(t, `) =
NS〈B(t)|σxm+`σxm|B(t)〉NS
NS〈B|B〉NS . (196)
In the basis underlying the expression (109) for the form factors, the boundary states are again
given by (115), but now the function K(k) is given by
K(k) = − sin(k) (h− h0)
εh0(k)εh(k)
(
2J
)−2
+ 1 + hh0 − (h+ h0) cos(k)
. (197)
The Lehmann representation of the numerator is again given (173) if we replace R → NS. The
difference to the ordered phase is that now only form factors with odd numbers r of particles in the
intermediate states are non-vanishing.
4.5.1. Order O(K0) Contributions. The O(K0) contribution obtained upon expanding the
boundary states in powers of K is
NS〈0|σxm+`(t)σxm(t)|0〉NS = NS〈0|σxm+`σxm|0〉NS. (198)
This is equal to the static zero temperature correlator in equilibrium. Inserting a resolution of the
identity we conclude that the large-` behaviour in the L → ∞ limit is determined by one-particle
intermediate states
D(0|1|0)(t, `) = ξ
√
4J2h
1
L
∑
q∈R
eiq|`|
εq
= 2JA
∫ pi
−pi
dq
2pi
eiq`
εq
+O(L−1)
(199)
where we have defined
A = ξ
√
h. (200)
The integral can be carried out approximately by bending the contour around the branch cut of
the energy in the upper half plane, which gives
D(0|1|0) ≈ ξ
√
h
pi(h2 − 1)
h−|`|√
`
≡ D(`). (201)
We conclude that the leading contribution in K(q) is exponentially small, which means that we need
to evaluate all subleading terms with the same exponential accuracy as well. The contributions due
to 3,5,. . . particle intermediate states are small for large ` when compared to (201)
D(0|2s+1|0) ∝ h−(2s+1)|`|, (202)
and can hence be ignored for our purposes.
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4.5.2. O(K) Contributions. The leading contributions to order K are obtained by taking single-
particle intermediate states into account only. This gives
D(2|1|0) +D(0|1|2) =
4JA
L
∑
k
K(k)
εk
sin(2tεk − k`) + . . . . (203)
The corrections to the rhs of (203) can be evaluated using contour techniques but are negligible at
large distances. As a function of t for fixed n D(2|1|0) + D(0|1|2) displays oscillatory behaviour on
top of a slow t−3/2 power-law decay in time. This can be seen by turning the sum in (203) into an
integral and evaluating the latter by means of a saddle-point approximation, which gives
D(2|1|0) +D(0|1|2) ' 2JA√
pi
∑
a=±
K(ka)
εka
Im
[
e2itεka−ika`√
−iε′′kat
]
, (204)
where
k± = arccos
[x2 ±√x4 − x2(1 + h2) + h2
h
]
, x =
`
4Jt
. (205)
In the limit `/t→ 0 this can be simplified further
D(2|1|0) +D(0|1|2) ' − `(
2Jt
)3/2 [h+ 1h− 1
]1/4
h− h0
4h(h0 − 1)
√
pi
sin
(
4Jt(h− 1) + pi
4
− h− 1
4hJ
`2
t
)
− `(
2Jt
)3/2 [h− 1h+ 1
]1/4
h− h0
4h(h0 + 1)
√
pi
sin
(
4Jt(h+ 1)− pi
4
+
h+ 1
4hJ
`2
t
)
. (206)
4.5.3. O(K2) contributions. The next contributions we need to consider are second order in K(k)
and arise from ∑
0<k,p∈NS
K(k)K(p)NS〈−k, k|σxm+`(t)σxm(t)|p,−p〉NS. (207)
Inserting a resolution of the identity between the spin operators we see that for large ` and t the
dominant contributions are generated by 1-particle and 3-particle intermediate states. The former
is given by
D(2|1|2) =
∑
k,p>0
∑
q
K(k)K(p) NS〈−k, k|σxm+`(t)|q〉R
× R〈q|σxm(t)|p,−p〉NS. (208)
Like in our analysis of the 2-point function for quenches within the ordered phase we again have to
consider the two cases k 6= p and k = p separately. Denoting the corresponding contributions by
D
(1)
(2|1|2) and D
(2)
(2|1|2) respectively, we find in the limit of large `, t and L→∞
D
(2)
(2|1|2) =
2JA
L
∑
k∈NS
K2(k)
eik|`|
εk
+ . . . , (209)
D
(1)
(2|1|2) =
8JA
L2
∑
0<k 6=p∈NS
K(k)K(p)
ε2kε
2
p
2k,p
sin(k) sin(p)
cos(k)− cos(p)
[
εk sin(k`)
sin(k)
− εp sin(p`)
sin(p)
]
e2it[εk−εp]
+ . . . (210)
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In the thermodynamic limit (210) can be written as a double integral, but we have not succeeded
in simplifying it in a useful way. The contribution D
(2)
(2|1|2) is time independent and exponentially
small in `. In contrast to this, D
(1)
(2|1|2) displays power-law decay in t for fixed `
D
(1)
(2|1|2) ∝ t−3. (211)
We now turn to the O(K2) contribution involving 3-particle intermediate states
D(2|3|2) =
1
6
∑
0<k,p∈NS
∑
q1,q2,q3∈R
K(k)K(p) NS〈−k, k|σxm+`(t)|q1, q2, q3〉R
× R〈q3, q2, q1|σxm(t)|p,−p〉NS. (212)
We denote the contributions from k 6= p and k = p by D(1)(2|3|2) and D(2)(2|3|2) respectively. After some
lengthy calculations we find
D
(2)
(2|3|2) = D(0|1|0)
∑
0<k∈NS
K2(k)
[
1− 4`
L
]
+
4JA
L
∑
0<k∈NS
K2(k)
εk
cos(`k)− 4(h2 − 1)D(`) 1
L
∑
0<k∈NS
4J2K2(k)
ε2k
+ . . . (213)
This is time independent and contains a piece that diverges with the volume as expected.
The contribution D
(1)
(2|3|2) is given by
D
(1)
(2|3|2) =
2JA
L5
∑
0<k 6=p∈NS
K(k)K(p)
sin(k) sin(p)
ε2kε
2
p
cos
(
2t[εk − εp]
)
× 1
6
∑
q1,q2,q3∈R
∏
j<l
sin2
( qj−ql
2
)
2qj ,ql
[ 3∏
m=1
2k,qm
2
p,qme
iqmn
εqm
4cqmkcqmp
]
. (214)
Carrying out the sums over qj using the same techniques as for the other contributions we eventually
arrive at
D
(1)
(2|3|2) =
8JA
L2
∑
0<k 6=p∈NS
K(k)K(p)
ε2kε
2
p
2k,p
sin(k) sin(p)
cos(k)− cos(p)
[
εk sin(k`)
sin(k)
− εp sin(p`)
sin(p)
]
e2it[εk−εp]
+ . . . (215)
The large time and distance behaviour is thus the same as for D(2|1|2).
In summary, the combined O(K2) contributions can be divided into two categories:
(i) Time-independent contributions
4JA
∫ pi
−pi
dk
2pi
K2(k)
εk
eik` +D(0|1|0)
[
Υ2 − 4`
∫ pi
0
dk
2pi
K2(k)
]
−4(h2 − 1)D(`)
∫ pi
0
dk
2pi
4J2K2(k)
ε2(k)
. (216)
(ii) Time-dependent oscillatory contributions
4JA
∫ pi
0
dk dp
pi2
K(k)K(p)
ε2(k)ε2(p)
2k,p
sin(k) sin(p)
cos(k)− cos(p)
[
εk sin(k`)
sin(k)
− εp sin(p`)
sin(p)
]
e2it[εk−εp]. (217)
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4.5.4. O(K3) contributions. In order to infer the structure of higher-order oscillatory contributions
we determine the following O(K3) term
D(4|3|2) +D(2|3|4) =
JA
3L6
Re
∑
0<k1,2,p∈NS
q1,2,3∈R
K(k1)K(k2)K(p)
sin k1 sin k2 sin p
ε2k1ε
2
k2
ε2p
g2k1,k2g
2
k1,−k2
× g
2
q1,q2g
2
q1,q3g
2
q2,q3
εq1εq2εq3
e2it[εk1+εk2−εp]
3∏
j=1
22p,qjcpqje
i`qj
2∏
l=1
22kl,qjcklqj , (218)
where we have defined
gp,k =
2 sin
(
p−k
2
)
εp + εk
. (219)
(i) Contributions for p 6= k1,2. We first consider only the contributions with p 6= k1,2 and denote
them by D
(1)
(4|3|2) +D
(1)
(2|3|4). In order to carry out the sums over qj it is useful to rewrite the product
of pole factors
∏3
l=1
∏3
j=1 2cklqj using the identity
ck1qck2qcpq = ck2k1
{
cpk1 [ck1q − cpq]− cpk2 [ck2q − cpq]
}
. (220)
The fully decomposed expression reads
3∏
j=1
8ck1qjck2qjcpqj = [8ck2k1 ]
3
{
−c3pk1
[
1
2
C˜k1,k1,p − Ck1,k1,k1 −
1
2
C˜p,p,k1 + Cp,p,p
]
+c2pk1cpk2
[
C˜k1,k2,p − C˜k1,p,p + 3Cp,p,p −
1
2
C˜p,p,k2 +
1
2
C˜k1,p,k1 −
1
2
C˜k1,k1,k2
]
− {k1 ↔ k2}
}
, (221)
where we have defined
Ck1,k2,k3 =
3∏
j=1
ckj ,qj , C˜k1,k2,k3 =
∑
P∈S3
CkP1 ,kP2 ,kP3 . (222)
We then can carry out the sums over qj using Lemma 4 (D.6) and retaining only the pole
contributions.
A. The combined contributions to (218) arising from c3pk1 C˜k1,k1,p, c3pk2 C˜k2,k2,p, c2pk1cpk2 C˜k1,p,k1 and
c2pk2cpk1 C˜k2,p,k2 in the decomposition (221) are of the form
D
(1,1)
(4|3|2) +D
(1,1)
(2|3|4) =
16JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p) e
2it[ε(k1)+ε(k2)−εp]
× 
2
k1,p
2k2,pck2k1 sin k1 sin k2
ε2k1ε
2
k2
εp
[cpk1 − cpk2 ] sin
(
`p
)
+ h.c.+ . . . . (223)
B. The contributions due to c3pk1 C˜p,p,k1 and c3pk2 C˜p,p,k2 in (221) are
D
(1,2)
(4|3|2) +D
(1,2)
(2|3|4) = −
8JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p)
ε2k1ε
2
k2
ε2p
e2it[ε(k1)+ε(k2)−εp]
2k1,p
2
k2,p
2k1,k2
ck2k1
× sin p [sin(`k1) sin k2εk12k2,pcpk1 − {k1 ↔ k2}]+ h.c.+ . . . . (224)
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C. The contributions of the c2pk1cpk2 C˜p,p,k1 and cpk1c2pk2 C˜p,p,k2 terms are
D
(1,3)
(4|3|2) +D
(1,3)
(2|3|4) =
16JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p)
εk1εk2ε
2
p
e2it[ε(k1)+ε(k2)−εp]
2k1,p
2
k2,p
2k1,k2
× ck2k1 sin p
[
sin(`k1) sin k2
2k2,p
εk2
cpk2 − {k1 ↔ k2}
]
+ h.c.+ . . . . (225)
D. The contributions of the c2pk1cpk2 C˜p,p,k2 and cpk1c2pk2 C˜p,p,k1 terms are
D
(1,4)
(4|3|2) +D
(1,4)
(2|3|4) = −
8JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p)
εk1εk2ε
2
p
e2it[ε(k1)+ε(k2)−εp]
2k1,p
2
k2,p
2k1,k2
× ck2k1 sin p
[
sin(`k1) sin k2
2k2,p
εk2
c2pk2
cpk1
− {k1 ↔ k2}
]
+ h.c.+ . . . . (226)
E. The contributions of the c2pk1cpk2 C˜k1,k1,k2 and cpk1c2pk2 C˜k2,k2,k1 terms are
D
(1,5)
(4|3|2) +D
(1,5)
(2|3|4) =
8JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p)
εk1εk2ε
2
p
e2it[ε(k1)+ε(k2)−εp]
2k1,p
2
k2,p
2k1,k2
× cpk1cpk2
ck1k2
sin p
[
sin(`k2) sin k1
2k1,p
εk1
cpk1 − {k1 ↔ k2}
]
+ h.c.+ . . . (227)
F. Finally, the contributions of the c2pk1cpk2 C˜k1,k2,p and c2pk2cpk1 C˜k2,k1,p terms are
D
(1,6)
(4|3|2) +D
(1,6)
(2|3|4) = −
32JA
L3
∑
k1,2 6=p∈NS
K(k1)K(k2)K(p)
εk1εk2εp
cos
(
2t[εk1 + εk2 − εp]
)
× 4k1,p4k2,pc2k1pc2k2pg2k1,k2g2k1,pg2k2,p sin
(
`(k1 + k2 + p)
)
, (228)
where here the momentum sums are over the entire Brillouin zone.
The contributions from all other terms are subleading. We observe that the leading terms at large
` and t in (224),(225),(226) and (227) combine to
5∑
a=2
D
(1,a)
(4|3|2) +D
(1,a)
(2|3|4) ∼ −
64JA
L3
∑
0<k1,2 6=p∈NS
K(k1)K(k2)K(p)
εk1ε
2
k2
ε2p
cos
(
2t[εk1 + εk2 − εp]
)
× 
2
k1,p
4k2,p sin k2 sin p
2k1,k2
cpk2 [cpk2 − cpk1 ] sin(`k1) + . . . . (229)
Both (229) and (228) can be simplified further, because for large t and ` the dominant contributions
arise from the “double pole” factors and can be extracted using Lemmas 2a and 2b of Appendix D.
This leaves us with
D
(1,6)
(4|3|2) +D
(1,6)
(2|3|4) = −
16JA
L2
∑
0<p∈NS
∑
k∈NS
K(k)
εk
sin
(
2tεk − `k
)
K2(p)
×
[
L
6
− [`+ (2tε′p − `)θH(2tε′p − `)]]+ . . . , (230)
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5∑
a=2
D
(1,a)
(4|3|2) +D
(1,a)
(2|3|4) =
16JA
L2
∑
0<p∈NS
∑
k∈NS
K(k)
εk
sin
(
2tεk − `k
)
K2(p)
[
L
6
− 2tε′p
]
+ . . . .
(231)
Combining (230) and (231) we arrive at our final result for the leading asymptotics of the p 6= k1,2
contributions to (218)
D
(1)
(4|3|2) +D
(1)
(2|3|4) =
[
4JA
L
∑
k∈NS
K(k)
εk
sin
(
2tεk − `k
)]− 4
L
∑
0<p∈NS
K2(p)
[
2tε′p − `
]
θH
(
`− 2tε′p
)
+ . . .
=
[
D(2|1|0) +D(0|1|2)
] − 4
L
∑
0<p∈NS
K2(p)
[
2tε′p − `
]
θH
(
`− 2tε′p
)+ . . . . (232)
(ii) Contributions with p = k1 or p = k2. Using the symmetry under k1 ↔ k2 we can express these
contributions in the form
D
(2)
(2|3|4) +D
(2)
(4|3|2) = −
i
6
∑
0<k1,2∈NS
∑
q1,2,3∈R
K2(k1)K(k2) e
2itε(k2)
× NS〈−k1, k1,−k2, k2|σxm+`|q1, q2, q3〉R R〈q3, q2, q1|σxm|k1,−k1〉NS + h.c. (233)
In order to carry out the qj sums we rewrite the pole factors as
3∏
j=1
8c2k1qjck2qj = (8ck2k1)
3
{
C2(k1, k1, k1)− ck2k1b(k1, k2|q1)c2k1q2c2k1q3 − ck2k1c2k1q1b(k1, k2|q2)c2k1q3
− ck2k1c2k1q1c2k1,q2b(k1, k2, |q3) + c2k1k2c2k1q1b(k1, k2|q2)b(k1, k2|q3)
+ c2k1k2c
2
k1q2b(k1, k2|q1)b(k1, k2|q3) + c2k1k2c2k1q3b(k1, k2|q1)b(k1, k2|q2)
− c3k2k1b(k1, k2|q1)b(k1, k2|q2)b(k1, k2|q3)
}
, (234)
where we have defined
b(k1, k2|q) = ck1q − ck2q. (235)
The various terms in (234) contribute in qualitatively different ways, depending on their structure
when viewed as functions of (the complex variables) q1, q2 and q3.
1. Terms with only simple poles give rise to contributions of order O(L−1) and can be ignored.
2. Terms with only double poles arise from the first contribution on the r.h.s. of (234). Using
(D.6) to carry out the sums over qj we obtain after some calculations
D
(2,1)
(4|3|2) +D
(2,1)
(2|3|4) =
1
L
[
1− 4`
L
]
D(`)
∑
0<k1,2∈NS
K2(k1)K(k2) cos(2tεk2)ck2,k1
+
4JA
L
∑
k∈NS
K3(k)
εk
sin(2tεk − `k) + . . . , (236)
which can be simplified further if required.
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3. Terms with only one double pole arise from the fifth, sixth and seventh contributions on the
r.h.s. of (234). Using (D.6) and (D.4) to carry out the sums over qj we obtain after some
calculations
D
(2,2)
(4|3|2) +D
(2,2)
(2|3|4) =
16JA
L2
∑
0<k1 6=k2∈NS
K2(k1)K(k2) cos
(
2tεk2
)
sin(k2) cos(k1`)
× ck2k1
2k1,k2
εk1ε
2
k2
+ . . . . (237)
Here we can carry out the k1 sum using Lemma 3 D.4, which gives
D
(2,2)
(4|3|2) +D
(2,2)
(2|3|4) =
4JA
L
∑
k∈NS
K3(k)
εk
sin
(
2tεk − `k
)
+ . . . . (238)
4. Terms with two double poles arise from the second, third and fourth contributions on the r.h.s.
of (234). Using (D.6) and (D.4) to carry out the sums over qj we obtain after some calculations
D
(2,3)
(4|3|2) +D
(2,3)
(2|3|4) =
[
4JA
L
∑
k2∈NS
K(k2)
εk2
sin(2tε(k2)− `k2)
] ∑
0<k1∈NS
K2(k1)
[
1− 4`
L
]
+ . . .
(239)
This is in fact the leading contribution.
Combining (232) and (239) we arrive at the following result for our O(K3) contributions
D(4|3|2) +D(2|3|4) =
[
D(2|1|0) +D(0|1|2)
] 4
L
∑
0<p∈NS
K2(p)
[
L
4
− `− [2tε′(p)− `]θH(`− 2tε′(p))]
+
8JA
L
∑
k∈NS
K3(k)
εk
sin
(
2tεk − `k
)
+ . . . . (240)
We see that as expected there is a contribution that diverges in the thermodynamic limit. However,
in addition there are terms that become very large for ` 1
4.5.5. Resummation of Leading D(2n+2|2n+1|2n) +D(2n|2n+1|2n+2) Contributions.
The above calculation of the O(K3) contribution shows that the dominant contributions arise from
the regions
kQ1 ≈ p ,
 qS1qS2
qS3
 ≈
σ1kQ1−σ1p
σ2kQ2
 , σj = ±, (241)
where (Q1, Q2) and (S1, S2, S3) are permutations of (1, 2) and (1, 2, 3) respectively. Motivated
by this observation we therefore consider the analogous regions for the O(K2n+1) contributions
D(2n+2|2n+1|2n) and D(2n|2n+1|2n+2). They are
 kQ1...
kQn
 ≈
 p1...
pn
 ,

qS1
qS2
...
qS2n−1
qS2n
qS2n+1
 ≈

σ1kQ1
−σ1p1
...
σnkQn
−σnpn
σn+1kQn+1
 , (242)
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where σj = ± and (Q1, . . . , Qn+1), (S1, . . . , S2n+1) are permutations of (1, 2 . . . , n+ 1) and
(1, 2 . . . , 2n+ 1) respectively. Our goal is to determine the contribution of the regions (242) to
D(2n+2|2n+1|2n) + h.c. = C Re
∑′
k1,...,kn+1∈NS
p1,...,pn∈NS
[
n+1∏
r=1
sin(kr)K(kr)e
2itεkr
ε2kr
][
n∏
s=1
sin(ps)K(ps)e
−2itεps
ε2ps
]
×
n+1∏
l<l′
4
c2klkl′ 
4
kl,kl′
n∏
m<m′
4
c2pmpm′ 
4
pm,pm′
∑
q1,...,q2n∈NS
[
2n+1∏
r=1
ei`qr
εqr
]
2n+1∏
l<l′
g2qlql′
×
2n+1∏
s=1
22kn+1,qsckn+1q2
[
n∏
r=1
42kr,qs
2
pr,qsckrqscprqs
]
, (243)
where the constant C is
C = 4JA
L4n+2(n+ 1)!n!(2n+ 1)!
. (244)
As all regions (242) contribute equally, we focus on the case (Q1, . . . , Qn+1) = (1, . . . , n + 1),
(S1, . . . , S2n+1) = (1, . . . , 2n+1) and multiply the result by a combinatorial factor (n+1)!(2n+1)!.
We first carry out the summations over q1, . . . , q2n and k1, . . . , kn by following the analogous
calculation for the ordered phase, see section 4.4. Finally, we carry out the sum over q2n+1 using
(D.4). This results in
D(2n+2|2n+1|2n) + h.c. = − 2A
n!
∑′
p1,...,pn∈NS
n∏
r=1
K2(pr)
[
1− 4`
L
− 4
L
θH(`− 2tε′pr )[2tε′pr − `]
]
× 4J
L
∑
0<kn+1∈NS
K(kn+1)
εkn+1
sin(kn+1`) cos(2tεkn+1) + . . .
=
1
n!
∑′
p1,...,pn∈NS
n∏
r=1
K2(pr)
[
1− 4`
L
− 4
L
θH(`− 2tε′pr )[2tε′pr − `]
]
× [D(2|1|0) +D(0|1|2)]+ . . . . (245)
The sum over n can be again taken by inverting the steps used to express (120) in terms of (125),
which gives
∞∑
n=0
D(2n+2|2n+1|2n) + h.c.
=
[
D(2|1|0) +D(0|1|2)
]
exp
( ∑
0<p∈NS
ln
[
1 +K2(p)
(
1− 4
L
(
`+ θH(`− 2tε′p)[2tε′p − `]
))])
+ . . .
≈ [D(2|1|0) +D(0|1|2)]NS〈B|B〉NS exp [− 4L ∑
0<p∈NS
K2(p)
(
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
.
(246)
In the last step we have only retained the O(K2) term in the exponent in order not to exceed the
accuracy of our calculation.
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4.5.6. Full Answer For the 2-Point Function in the Disordered Phase
The above results suggests that the two-point function consists of two parts
lim
L→∞
ρxx(t, `) = F1(`) + F2(t, `). (247)
The two kinds of contributions are
• An oscillating time dependent contribution arising from the terms D(2n+2|2n+1|2n) + h.c.
F2(t, `) ' 2JA
∫ pi
−pi
dk
pi
K(k)
εk
sin(2tεk − k`)
× exp
[
− 2
∫ pi
0
dp
pi
K2(p)
(
`+ θH(`− 2tε′p)[2tε′p − `]
) ]
. (248)
• An exponentially small, time-independent contribution arising from the “diagonal” terms
F1(`) =
1
NS〈B|B〉NS
∞∑
n=0
1
n!
∑′
0<k1,...,kn∈NS
 n∏
j=1
K2(kj)

× NS〈−kn, kn, . . . ,−k1, k1|σxm+`σxm|k1,−k1 . . . , kn,−kn〉NS . (249)
The O(K0) and O(K2) have been evaluated in sections 4.5.1 and 4.5.3 respectively and are
given by
F1(`) ≈ 2JA
∫ pi
−pi
dq
2pi
eiq`
εq
[
1 + 2K2(q)− 4`
∫ pi
0
dk
2pi
K2(k)
]
− 4(h2 − 1)
∫ pi
0
dk
2pi
4J2K2(k)
ε2(k)
D(`). (250)
It is shown in Appendix E that the “pair ensemble” average (249) is equal to the average in
the generalized Gibbs ensemble, which was previously calculated in [71]. Hence we conclude
that
F1(`) ' CPP(`) exp
(
− `
ξ
)
,
ξ−1 = ln (min[h0, h1])− ln
[
1 + hh0 +
√
(h2 − 1)(h20 − 1)
2hh0
]
, (251)
where h1 =
1+hh0+
√
(h2−1)(h20−1)
h+h0
and the large distance behaviour of CPP(`) is determined in
paper II.
5. Scaling Limit of the Ising Model
So far we have focussed on the quench dynamics in the transverse field Ising lattice model. In the
vicinity of the quantum critical point at h = 1 a quantum field theory description applies, see e.g.
[99]. As quantum quenches in integrable fields theories are of great current interest, we now present
explicit expressions for the quench dynamics in the field theory limit.
The scaling limit of the transverse field Ising chain is (a0 is the lattice spacing) [99]
J →∞ , h→ 1 , a0 → 0, (252)
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while keeping fixed both the gap ∆ and the velocity v
2J |1− h| = ∆ , 2Ja0 = v. (253)
In this limit the dispersion and Bogoliubov angle become
ε(q) =
√
∆2 + v2q2 , (254)
θh(q)→ arctan
(vq
∆
)
. (255)
In our quench problem both the initial and the final magnetic field are scaled to the critical point,
i.e. we need to take
h0 → 1 , J(1− h0) = ∆0 = fixed. (256)
In this limit K-matrix turns into
K(q) = tan
arctan
(
vq
∆
)
− arctan
(
vq
∆0
)
2
 . (257)
Here the physical momentum is defined as
q =
k
a0
, −∞ < q <∞. (258)
The Hamiltonian describing the scaling limit is expressed in terms of Majorana fermions as
H =
∫ ∞
−∞
dx
2pi
[
iv
2
(ψ¯∂xψ¯ − ψ∂xψ)− i∆ψψ¯
]
. (259)
The order parameter in the scaling limit must be defined as
σ(x) ∝ (1− h2)− 18σxn. (260)
where x = na0. It is customary to choose the normalization of the field σ(x) such that
lim
x→0
〈0|σ(x)σ(0)|0〉 = 1|x| 14 , (261)
which implies that
σxj → 21/24e1/8A−3/2a1/80 σ(x) , (262)
where
A = 1.28242712910062... (263)
5.1. Ordered Phase
The result for the 2-point function after a quench within the ordered phase in the scaling limit is
〈ψ0(t)|σ(x)σ(0)|ψ0(t)〉
〈ψ0|ψ0〉 ∝ exp
(∫ ∞
0
dq
pi
ln
[
1−K2(q)
1 +K2(q)
]
[xθ(2ε′(q)t− x) + 2ε′(q)tθ(x− 2ε′(q)t)]
)
,
(264)
where x = na0. This expression is well-defined because at large q we have
K(q) ∼ ∆−∆0
2vq
. (265)
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In the stationary state we have
lim
t→∞
〈ψ0(t)|σ(x)σ(0)|ψ0(t)〉
〈ψ0|ψ0〉 ∝ exp
(
−x
ζ
)
, (266)
where
ζ−1 =
∆ + ∆0
2v
−
√
∆∆0
v
. (267)
5.2. Disordered Phase
For quenches within the disordered phase we can take the scaling limits of the results (248) and
(249), which give
〈ψ0(t)|σ(x)σ(0)|ψ0(t)〉
〈ψ0|ψ0〉 ∝ F1(x) + F2(t, x) , (268)
where the time-dependent part dominates except at very late times and is given by
F2(t, x) ≈ 2v
∫ ∞
−∞
dq
2pi
K(q)
ε(q)
sin
(
2tε(q)− qx)
× exp
(∫ ∞
0
dq
pi
ln
[
1−K2(q)
1 +K2(q)
]
[xθ(2ε′(q)t− x) + 2ε′(q)tθ(x− 2ε′(q)t)]
)
. (269)
The stationary state component is
F1(x) ∝ exp
(
−x
ζ˜
)
, (270)
where now
ζ˜−1 =
∆ + ∆0
2v
−
√
∆∆0
v
+
min
(
∆0,
√
∆∆0
)
v
. (271)
6. Conclusions
In this work we have derived analytic expressions for the time evolution of one and two point
functions in the transverse field Ising chain after a sudden quench of the magnetic field. To do so
we have developed two novel methods based on determinants and form factor sums respectively. The
former is applicable to quenches in models with free fermionic spectrum and our analysis generalizes
straightforwardly e.g. to the spin-1/2 XY chain in a magnetic field [88]. Results obtained by this
method are exact for asymptotically large times and distances in what we call the space-time-scaling
limit (t, `→∞ keeping their ratio fixed). The form factor approach is applicable more generally to
integrable quenches [32] in integrable quantum field theories [100] such as the sine-Gordon model.
It is furthermore straightforwardly extended to the study of non-equal time correlation functions
[101]. The form factor method provides approximate results that become exact in the limit of
small quenches, defined by the requirement that the density of excitations (of the post-quench
Hamiltonian) in the initial state is low. We observe that the difference of the form factor and exact
results for quenches within either the ferromagnetic or paramagnetic phase are generally very small,
except for quenches originating or terminating in the close vicinity of the quantum critical point.
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Appendix A. Diagonalization of the Transverse Field Ising Model
In this Appendix we summarize the diagonalization of the TFIM [102] with periodic boundary
conditions
H(h) = −J
L∑
j=1
[σxj σ
x
j+1 + hσ
z
j ] , (A.1)
where l is even, σαj are the Pauli matrices at site j and
σαL+1 = σ
α
1 , α = x, y, z. (A.2)
The dimensionless constant h describes the coupling with an external magnetic field Jh. The
quantum Ising chain is mapped to a model of spinless fermions by means of a Jordan-Wigner
transformation. Defining σ±j =
(
σx` ±iσyj
)
/2 we construct spinless fermion creation and annihilation
operators by
c†l =
l−1∏
j=1
σzjσ
−
l , {cj , c†l } = δj,l. (A.3)
The inverse transformation is
σzj = 1− 2c†jcj , σxj =
j−1∏
l=1
(1− 2c†l cl)(cj + c†j) . (A.4)
The Hamiltonian can be expressed in terms of the fermions as
H(h) = − J
L−1∑
j=1
[c†j − cj ][cj+1 + c†j+1]− Jh
L∑
j=1
cjc
†
j − c†jcj
− JeipiNˆ (cL − c†L)(c1 + c†1), (A.5)
where
Nˆ =
L∑
j=1
c†jcj . (A.6)
As [H, eipiNˆ ] = 0 we may diagonalize the two operators simultaneously. The Hamiltonian is block
diagonal H = He ⊕ Ho, where He/o act on the subspaces of the Fock space with an even/odd
number of fermions respectively.
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Appendix A.1. Even Fermion Number
In the sector with an even number of fermions we have eipiNˆ = 1 and the Hamiltonian can be
written in the form
He(h) = − J
L∑
j=1
[c†j − cj ][cj+1 + c†j+1]− Jh
L∑
j=1
cjc
†
j − c†jcj , (A.7)
where we have imposed antiperiodic boundary conditions on the fermions
cL+1 = −c1. (A.8)
The Hamiltonian He is diagonalized by going to Fourier space
c(kn) =
1√
L
L∑
j=1
cj e
iknj , (A.9)
where kn are quantized according to (A.8)
kn =
2pi(n+ 1/2)
L
, n = −L
2
, . . .
L
2
− 1. (A.10)
The antiperiodic sector is commonly referred to as Neveu-Schwarz (NS) sector. Following this
nomenclature we introduce the notation k ∈ NS to describe the set (A.10). Introducing Bogoliubov
fermions by
c(kn) = cos(θkn/2)αkn + i sin(θkn/2)α
†
−kn ,
c†(−kn) = i sin(θkn/2)αkn + cos(θkn/2)α†−kn , (A.11)
where the Bogoliubov angle fulfils
eiθk =
h− eik√
1 + h2 − 2h cos k , (A.12)
the Hamiltonian becomes diagonal
He(h) =
L
2 −1∑
n=−L2
ε(kn)
[
α†knαkn −
1
2
]
. (A.13)
Here the dispersion relation is
εk = 2J
√
1 + h2 − 2h cos(k). (A.14)
A basis for the Fock space in the sector with even fermion number is then given by
|k1, . . . , k2m;h〉NS =
2m∏
j=1
α†kj |0;h〉NS , kj ∈ NS, (A.15)
where the fermion vacuum |0;h〉NS is the state annihilated by all αkj (j = −L2 , . . . , L2 − 1).
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Appendix A.2. Odd Fermion Number
In the sector with an odd number of fermions we have eipiNˆ = −1. The Hamiltonian can again be
written in the form
Ho(h) = − J
L∑
j=1
[c†j − cj ][cj+1 + c†j+1]− Jh
L∑
j=1
cjc
†
j − c†jcj , (A.16)
but now we have to impose periodic boundary conditions on the fermions
cL+1 = c1. (A.17)
In Fourier space we therefore now have
c(pn) =
1√
L
L∑
j=1
cj e
ipnj , (A.18)
where pn are quantized according to (A.17)
pn =
2pin
L
, n = −L
2
, . . .
L
2
− 1. (A.19)
The periodic sector is known as Ramond sector and we will denote the set (A.19) by pn ∈ R.
Defining Bogoliubov fermions αpn for pn 6= 0 by
c(pn) = cos(θpn/2)αpn + i sin(θpn/2)α
†
−pn ,
c†(−pn) = i sin(θpn/2)αpn + cos(θpn/2)α†−pn , (A.20)
we can express the Hamiltonian as
Ho(h) =
L
2 −1∑
n=−L
2
n 6=0
ε(pn)
[
α†pnαpn −
1
2
]
− 2J(1− h)
[
α†0α0 −
1
2
]
. (A.21)
A basis of the subspace of the Fock space with odd fermion numbers is then given by
|p1, . . . , p2m+1;h〉 =
2m+1∏
j=1
α†pj |0;h〉R , pj ∈ R, (A.22)
where the fermion vacuum |0〉R is the state annihilated by all αpj (j = −L2 , . . . , L2 − 1).
Appendix A.3. Paramagnetic Phase h > 1
Here the ground state is
|0〉NS. (A.23)
A complete set of states is then given by
|p1, . . . , p2m+1;h〉R =
2m+1∏
kj∈R
α†pj |0;h〉R ,
|k1, . . . , k2m;h〉NS =
2m∏
pj∈NS
α†kj |0;h〉NS . (A.24)
Quantum Quench in the Transverse Field Ising chain I 55
The Hamiltonians can be written as
He(h) =
∑
kn∈NS
ε(kn) α
†
kn
αkn + E
NS
0 (h) ,
Ho(h) =
∑
pn∈R
ε(pn) α
†
pnαpn + E
R
0 (h), (A.25)
where Ea0(h) = − 12
∑
q∈a ε(q), a = R,NS.
Appendix A.4. Ferromagnetic Phase h < 1
As the zero momentum mode has negative energy it is useful to perform a particle-hole
transformation
α0 −→ α†0 . (A.26)
Redefining the Ramond vacuum as the state that is annihilated by all αpn after the particle-hole
transformation we can construct a complete set of states as
|k1, . . . , k2m;h〉R =
2m∏
kj∈R
α†kj |0;h〉R ,
|p1, . . . , p2m;h〉NS =
2m∏
pj∈NS
α†pj |0;h〉NS . (A.27)
The Hamiltonians are then again given by (A.25). For large L we have ENS0 (h)−ER0 (h) = O
(
L−1
)
,
so that there are two low-energy states
|0;h〉R , |0;h〉NS. (A.28)
As long as L is finite the ground state is |0;h〉NS. On the other hand, in the thermodynamic
limit the states (A.28) become degenerate and by spontaneous symmetry breaking one of the two
combinations
1√
2
[|0;h〉R ± |0;h〉NS] (A.29)
is selected as the ground state.
Appendix B. Initial State
As described in Appendix A the Hamiltonian H(h0) can be diagonalized by a Bogoliubov
transformation. Let us denote the corresponding Bogoliubov fermions by α˜k, the Bogoliubov angle
by θ0k and the NS vacuum by |0;h0〉NS. Similarly the Hamiltonian H(h) is diagonalized by the
Bogoliubov transformation (A.11) and its lowest energy state in the even fermion sector is |0;h〉NS.
As both sets of Bogoliubov fermions are given in terms of the same spinless fermions cj and c
†
j
(j = 1, . . . , L), they can be expressed in terms of one another by
α˜kn = cos
(θkn − θ0kn
2
)
αkn + i sin
(θkn − θ0kn
2
)
α†−kn . (B.1)
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As both sets of fermions can be used to construct a basis of the even Fock space we can express
|0;h0〉NS in the form
|0;h0〉NS =
∞∑
n=0
∑
k(1),...,k(n)∈NS
fk(1),...,k(n)
n∏
j=1
α†
k(j)
|0;h〉NS (B.2)
Using the expression (B.1) in the condition
α˜kn |0;h0〉NS = 0, (B.3)
allows determination of the coefficients fk(1),...,k(n) . A simple calculation gives
|0;h0〉NS = 1NNS exp
i ∑
p∈NS
K(p)α†−pα
†
p
 |0;h〉NS, (B.4)
where NNS is a normalization constant and the function K(k) is given by
K(k) = tan
(θk − θ0k
2
)
. (B.5)
The equations of motion for αk imply that
αk(t) = e
itεkαk(0), (B.6)
so that [61]
e−itHe(h)|0;h0〉NS = |B(t)〉NS√
NS〈B|B〉NS
, (B.7)
where
|B(t)〉NS = e−itENS0 exp
i ∑
0<p∈NS
e−2itεpK(p)α†−pα
†
p
 |0;h〉NS. (B.8)
Similarly one can show that
e−itHo(h)|0;h0〉R = |B(t)〉R√
R〈B|B〉R
, (B.9)
where
|B(t)〉R = e−itER0 exp
i ∑
0<p∈R
e−2itεpK(p)α†−pα
†
p
 |0;h〉R. (B.10)
The states (B.8) and (B.10) are of the same form as boundary states in integrable scattering theories
[94, 9].
A physical interpretation of the function K(k) (B.5) is obtained as follows. The density of
post-quench Bogoliubov fermions α†kαk in the initial state is given by
a〈0;h0|α†kαk|0;h0〉a =
1
N 2a a
〈0;h|
∏
k∈a
(1− iK(k)αkα−k)α†kαk
(
1 + iK(k)α†−kα
†
k
)
|0;h〉
=
K2(k)
1 +K2(k)
, a = NS,R. (B.11)
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This implies that in the case where K(k) is uniformly small in k we have
〈Ψ0|α†kαk|Ψ0〉 = K2(k) +O
(
K4
)
, (B.12)
where |Ψ0〉 is the initial state of our quantum quench. Physically the small parameter characterizing
the expansion in powers of K(k) is therefore the density of excitations of the post-quench
Hamiltonian H(h) induced by the quantum quench.
Appendix C. Proof of the product formula
We need to evaluate the product of the 2× 2 matrices
Π2n({ai}) ≡
2n∏
i=1
M(ai), with M(a) = Aσx +Bσyeiaσx . (C.1)
Compared to Eq. (85) in the main text we have A = nx(k0), B = |~n⊥(k0)|, ai = 2i−1t and
we choose (without loss of generality) nˆ⊥ = yˆ. Using the algebra of the Pauli matrices, it is
straightforward to calculate
Π2(a1, a2) = M(a1) ·M(a2) = A2I+B2ei(a2−a1)σx + iABσz(eia2σx − eia1σx) , (C.2)
where I is the 2 by 2 identity matrix. A slightly longer exercize is required to calculate Π4 and to
obtain
Π4 = A
4I+ iA3Bσz
4∑
j=1
(−1)jeiaiσx +A2B2
∑
1≤j1<j2≤4
(−1)j1+j2+1ei(aj2−aj1 )σx (C.3)
+ iAB3σz
∑
1≤j1<j2<j3≤4
(−1)j1+j2+j3+1ei(aj3−aj2+aj1 )σx +B4ei(a4−a3+a2−a1)σx .
From these two first examples, it should be clear that the general structure of Π2n is
Π2n =
2n∑
p=0
A2n−pBp(iσz)p
∑
1≤j1<j2<...jp≤2n
(−1)
∑p
k=1 jk exp
(
i
p∑
k=1
(−1)p−kajkσx
)
. (C.4)
Having this conjecture, it is straightforward (but require some algebra) to prove it by induction
showing that it is compatible with the recurrence relation
Π2n+2(a1, . . . a2n+2) = Π2n(a1, . . . a2n) ·Π2(a2n+1, a2n+2) . (C.5)
Appendix D. Useful relations
Lemma 1: For any function f(z) that is 2pi periodic and analytic in a strip around the real axis we
have for 0 < k ∈ R
1
L
∑
qn∈NS>0
f(qn)e
2itε(qn)
(cos k − cos qn)2 =
[
L
4
− tε′(k)
]
e2itεkf(k)
sin2 k
+ i
e2iεktf ′(k)
2 sin2(k)
−
∮
dz
2pi
f(z)e2iε(z)t
(cos z − cos k)2(1 + eiLz) , (D.1)
where the integration is along a closed contour encircling the interval [0, pi].
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Lemma 2a: For any function f(z) that is 2pi periodic and analytic in a strip around the real axis
we have for 0 < k ∈ R
1
L
∑
qn∈R>0
qn 6=k
f(qn)e
2itε(qn)
(cos k − cos qn)2 =
[
L
12
(
1− 6i cot k
L
)
− tε′(k)
]
e2itεkf(k)
sin2 k
+ i
e2iεktf ′(k)
2 sin2(k)
−
∮
dz
2pi
f(z)e2iε(z)t
(cos z − cos k)2(1− eiLz) +O
(
L−1
)
. (D.2)
The analogous equation for momenta in the NS sector is
Lemma 2b: For any function f(z) that is 2pi periodic and analytic in a strip around the real axis
we have for 0 < k ∈ NS
1
L
∑
qn∈NS>0
qn 6=k
f(qn)e
2itε(qn)
(cos k − cos qn)2 =
[
L
12
(
1− 6i cot k
L
)
− tε′(k)
]
e2itεkf(k)
sin2 k
+ i
e2iεktf ′(k)
2 sin2(k)
−
∮
dz
2pi
f(z)e2iε(z)t
(cos z − cos k)2(1 + eiLz) +O
(
L−1
)
. (D.3)
Lemma 3: For large j  1 and any function f(z) = f(z+ 2pi) that is analytic in a strip around the
real axis we have (k ∈ R)
lim
L→∞
1
L
∑
qn∈NS
f(qn)e
ijqn
cos k − cos qn =
e−ikjf(−k)− eikjf(k)
2i sin k
+O
(
e−γj
)
, (D.4)
where γ is a positive constant.
Proof: Using contour integration we have
1
L
∑
qn
f(qn)e
ijqn
cos k − cos qn =
∮
dz
2pi
f(z)eijz
(cos z − cos k)(1 + eiLz)
+
e−ikjf(−k)− eikjf(k)
2i sin k
, (D.5)
where we have used the quantization conditions (A.10), (A.19) and where the integration is along a
counterclockwise countour encircling the interval [−pi, pi] in a manner such that no singularities of
f(z) lie within it. The contribution of the part of the contour below the real axis tends to zero in
the limit L→∞ because |eiz(L±j)|  1. As j > 0 the part of the contour above the real axis can
be deformed as shown in Fig. D1. The contributions of the pieces parallel to the imaginary axis
Figure D1. Deformed integration contour.
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cancel due to the periodicity of f(z), while the remaining part has the exponentially small bound
given in (D.4).
Lemma 4: For any function f(z) that is 2pi periodic and analytic in a strip around the real axis we
have
1
L
∑
qn∈NS
f(qn)e
ijqn
(cos k − cos qn)2 = −
e−ikjf ′(−k) + eikjf ′(k)
2i sin2 k
+
[
L
4
− j
2
]
e−ikjf(−k) + eikjf(k)
sin2 k
+O
(
e−γj
)
. (D.6)
Proof: Using contour integration we have
1
L
∑
qn∈NS
f(qn)e
ijqn
(cos k − cos qn)2 =
e−ikjf(−k) + eikjf(k)
sin2(k)
[
L
4
− j
2
]
+ i
e−ikjf ′(−k) + eikjf ′(k)
2 sin2(k)
−
∮
dz
2pi
f(z)eijz
(cos z − cos k)2(1 + eiLz) , (D.7)
where the integration is along a closed contour encircling the interval [−pi, pi]. As for Im(z) < 0 we
have
lim
L→∞
ei(j−L)z = 0, (D.8)
only the upper part of the contour contributes in the L → ∞ limit. Using that f(z) is analytic
in some strip around the real axis the part of the contour above the real axis can be deformed as
shown in Fig. D1. The contributions of the pieces parallel to the imaginary axis cancel due to the
periodicity of f(z), while the remaining part is exponentially small in j. In the limit of large L and
j the first term in (D.6) can be neglected, so that
1
L
∑
qn
f(qn)e
ijqn
(cos k − cos qn)2 ≈
e−ikjf(−k) + eikjf(k)
sin2(k)
[
L
4
− j
2
]
. (D.9)
Lemma 5: For any function f(z) that is 2pi periodic and analytic in a strip around the real axis we
have
lim
L→∞
1
L
∑
0<q∈NS
f(q) e2iσε(q)t
cos k − cos q =
iσf(k) e2iσεkt
2 sin k
+
∫ pi+σi0
σi0
dz
2pi
f(z) e2iσε(z)t
cos k − cos z , (D.10)
where σ = ± and 0 < k ∈ R.
Appendix E. “Pair Ensemble” Averages
The “diagonal” terms in the Lehmann representation based on the eigenstates of the post
quench Hamiltonian H(h) give rise to a time-independent contribution to the expectation value
〈Ψ0(0)|O|Ψ0(0)〉, which we call “pair ensemble”. It is defined as the average
〈O〉PE ≡ 1
NS〈B|B〉NS
∞∑
n=0
1
n!
∑′
0<k1,...,kn∈NS
 n∏
j=1
K2(kj)

× NS〈−kn, kn, . . . ,−k1, k1;h|O|k1,−k1 . . . , kn,−kn;h〉NS . (E.1)
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Averages of the form (E.1) can be represented using a density matrix as 〈O〉PE = tr
(
ρPEO
)
, where
ρPE = (1− n0)(1− npi)
∏
0<k∈NS
( IkI−k − nkI−k − Ikn−k
1 +K2(k)
+ nkn−k
)
. (E.2)
Here nq = α
†
qαq are the Bogoliubov fermion number operators in momentum space and Ik is the
identity in the subspace with momentum k. The only non-vanishing expectation values of the pair
ensemble are
〈nq1nq2 . . . nqm〉PE =
∏
|qj |∈S
K2(|qj |)
1 +K2(|qj |) , (E.3)
where S is the set of all momenta qj with mutually distinct magnitudes, i.e.
0 < |qr| 6= |qs| < pi ∀qr, qs ∈ S. (E.4)
We note that 〈nkn−kO〉 = 〈nkO〉 since the ensemble describes pairs of particles with opposite
momenta.
As shown in section 3 lattice spin operators can be expressed as products of the Majorana
fermions axj , a
y
j , which are related to the Bogoliubov fermions diagonalizing the post-quench
Hamiltonian H(h) by
axj =
1√
L
∑
k
e−ikjeiθk/2
[
αk + α
†
−k
]
,
ayj =
1√
L
∑
k
e−ikje−iθk/2i
[
α†−k − αk
]
. (E.5)
As the only non-zero expectation values in the pair ensemble are of the form (E.3) we can
express a general average in the form〈 2n∏
r=1
abrjr
〉
PE
=
1
Ln
∑
k1,...,kn
n∑
s=0
χ
(s)
~b
(k1, . . . , kn|~j) 〈
s∏
u=1
nku〉PE, (E.6)
where χ
(s)
~b
(k1, . . . , kn|~j) are well-behaved functions of the momenta.
The generalized Gibbs ensemble for the Ising model is defined as
〈O〉GGE ≡ 1
ZGGE
tr
[
e−
∑
q λqnqO
]
, (E.7)
where ZGGE = tr
[
e−
∑
q λqnq
]
and
λq = − log
(
K2(q)
)
. (E.8)
By taking the trace over a basis of eigenstates of H(h) we conclude that the only non-zero averages
are
〈nq1nq2 . . . nqm〉GGE =
n∏
j=1
K2(qj)
1 +K2(qj)
. (E.9)
The corresponding density matrix is
ρGGE =
∏
k∈NS
Ik −
(
1−K2(k))nk
1 +K2(k)
. (E.10)
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We observe that 〈nk1nk2 · · ·nkm〉GGE = 〈nk1〉GGE 〈nk2 · · ·nkm〉GGE for any set of distinct momenta
k1, k2, . . . , km, and unlike in the pair ensemble Wick’s theorem applies in the generalized Gibbs
ensemble. General averages can be expressed as〈 2n∏
r=1
abrjr
〉
GGE
=
1
Ln
∑
k1,...,kn
n∑
s=0
χ
(s)
~b
(k1, . . . , kn|~j) 〈
s∏
u=1
nku〉GGE, (E.11)
where the functions χ
(s)
~b
(k1, . . . , kn|~j) are the same as in (E.6). As the averages 〈
∏s
u=1 nku〉GGE
and 〈∏su=1 nku〉PE are the same unless at least two of the |ku|’s coincide, and such contributions
are suppressed by factors of 1/L, we conclude that
lim
L→∞
〈 2n∏
r=1
abrjr
〉
PE
= lim
L→∞
〈 2n∏
r=1
abrjr
〉
GGE
. (E.12)
The above arguments show that averages of operators that are local in space are the same in both
ensembles. However, non-local operators have in general different averages, e.g. 〈nkn−k〉GGE =
〈nkn−k〉2PE.
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