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We discuss the relation between spacetime diffeomorphisms and gauge transformations in theo-
ries of the Yang-Mills type coupled with Einstein’s General Relativity. We show that local symme-
tries of the Hamiltonian and Lagrangian formalisms of these generally covariant gauge systems are
equivalent when gauge transformations are required to induce transformations which are projectable
under the Legendre map. Although pure Yang-Mills gauge transformations are projectable by them-
selves, diffeomorphisms are not. Instead the projectable symmetry group arises from infinitesimal
diffeomorphism-inducing transformations which must depend on the lapse function and shift vector
of the spacetime metric plus associated gauge transformations. Our results are generalizations of
earlier results by ourselves and by Salisbury and Sundermeyer.
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I. INTRODUCTION
In a recent paper1 we discussed the relation between
diffeomorphisms and gauge transformations in General
Relativity. Specifically, gauge transformations are re-
quired to be projectable under the Legendre map, and
therefore they must depend on the lapse function and
shift vector of the metric in a given coordinate neigh-
borhood. Therefore, it is not the diffeomorphism group,
which acts on the underlying manifold, which is the gauge
group. The gauge group acts on the dynamical variables;
its structure is fixed by the dynamical model; but each el-
ement may also be interpreted as a diffeomorphism. More
precisely, each pair consisting of an element of the gauge
group and a metric on which it acts determines a space-
time diffeomorphism (which affects tensors in the usual
way).
Here we extend the discussion to include spacetimes
having a Yang-Mills type field coupled to General Rela-
tivity. Our work is an extension of a more formal treat-
ment by Pons and Shepley2. Some of these results were
earlier obtained by Salisbury and Sundermeyer3,4 (and
others), but we feel we here have given them a broader
foundation, namely one based on projectability under the
Legendre map. In addition all gauge variables are re-
tained in the new treatment.
We find that pure Yang-Mills gauge transformations
meet our requirement of projectability. Gauge transfor-
mations which act like diffeomorphisms not only have to
be coupled to the metric as in the vacuum case but also
require associated gauge transformations.
In Section II we briefly recount the general treatment of
diffeomorphism-invariant theories. We discuss Einstein-
Yang-Mills field theory and describe (infinitesimal) gauge
transformations therein. We show explicitly how these
transformations must depend on the lapse function and
shift vector of the spacetime metric and what associated
Yang-Mills gauge transformations they must have if they
are to be projectable under the Legendre map. In Sec-
tion III, we calculate the group structure functions and
the canonical group generators. Section IV concludes
with a general discussion of our results and future ex-
tensions. These will include the application of our proce-
dures to the real triad formulation5,6 and to the Ashtekar
formulation7 of General Relativity.
II. YANG-MILLS THEORIES AND GENERAL
RELATIVITY
As in our previous paper1, following work of Batlle et
al
8, we begin with a Lagrangian L(q, q˙) which does does
not depend explicitly on t. A Noether Lagrangian sym-
metry
δL = dF/dt
1
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results in an equation for
G :=
∂L
∂q˙i
δqi − F , (2.1)
namely
[L]iδq
i +
dG
dt
= 0 ,
[L]i being the Euler-Lagrange functional derivative of L:
[L]i = αi −Wisq¨s ,
where
Wij :=
∂2L
∂q˙i∂q˙j
and αi := − ∂
2L
∂q˙i∂qs
q˙s +
∂L
∂qi
.
When the mass matrix or Legendre matrix W = (Wij)
is singular, there exists a kernel for the pullback FL∗ of
the Legendre map FL from configuration-velocity space
TQ (the tangent bundle TQ of the configuration space
Q) to phase space T ∗Q (the cotangent bundle). This ker-
nel is spanned by vector fields whose components γiA (A
ranges over the number of these vectors) are a basis for
the null vectors ofWij . The Hamiltonian technique eases
the calculation of the γiA:
γiA = FL∗
(
∂φA
∂pi
)
, (2.2)
where the φA are the Hamiltonian primary first class con-
straints. Note that these constraints are here assumed
to be effective (if not, they can be made effective; how-
ever, problems can arise when ineffective, secondary con-
straints, occur9,10).
The equation satisfied by G implies
γiA
∂G
∂q˙i
= 0 , (2.3)
showing that G is projectable to a function GH in T
∗Q;
that is, it is the pullback of a function (not necessarily
unique) in T ∗Q:
G = FL∗(GH) ,
(first pointed out by Kamimura11). The function GH is
determined up to the addition of linear combinations of
the primary constraints, but it is in general possible to
absorb them and conclude that a projectable variation
must be of the form
δqi = FL∗
(
∂GH
∂pi
)
. (2.4)
We will apply this result to diffeomorphisms and to Yang-
Mills gauge transformations below.
A. Yang-Mills Gauge Transformations
The Yang-Mills Lagrangian density LYM is a functional
of the vector potential fields Aiµ, where the internal index
i ranges over {1, · · · , n}, where n is the dimension of the
gauge group, and µ is a spacetime index (µ = 0, · · · , 3).
(We will be using lower-case indices from the beginning
of the alphabet, a, b, . . ., as spatial indices, a, b = 1, 2, 3.)
The field tensor derived from these potential fields is
F iαβ = A
i
β,α −Aiα,β − CijkAjαAkβ , (2.5)
where the comma denotes partial differentiation and
where Cijk are the structure constants of the gauge group.
The Yang-Mills Lagrangian density is given by
LYM = −1
4
√
|4g|F iµνF jαβgµαgνβCij , (2.6)
where Cij is a nonsingular, symmetric group metric and
4g is the determinant of the spacetime metric tensor. (In
a semi-simple group, Cij is usually taken to be C
s
itC
t
js;
in an Abelian group, one usually takes Cij = δij .)
The derivatives of LYM with respect to t he velocities
of the configuration space variables, A˙iα (here ˙ is ∂/∂t),
give the tangent space functions Pˆαi corresponding to the
phase space conjugate momenta:
Pˆαi :=
∂LYM
∂A˙iα
=
√
|4g|F jµνgαµg0νCij . (2.7)
The Legendre map FL is defined by mapping Pˆαi to Pαi
in phase space. Because of the antisymmetry of the field
tensor, the primary constraints are
0 = Pˆi := Pˆ
0
i =
∂LYM
∂A˙i0
=
√
|4g|F jµνg0µg0νCij . (2.8)
A generator of a projectable gauge transformation thus
must be independent of A˙i0.
An infinitesimal Yang-Mills gauge transformation is
defined by an array of gauge fields Λi and transforms
the potential by
δR[Λ]A
i
µ = −Λi,µ − CijkΛjAkµ (2.9)
(we use the notation δR[Λ] for this Yang-Mills rotation
variation to distinguish it from other variations defined
later, and we write δR if the [Λ] may be understood in
context). We denote this transformation by
δRA
i
µ =: −(DµΛ)j , (2.10)
whereDµ is the Yang-Mills covariant derivative (in its ac-
tion on spacetime scalars and Yang-Mills vectors). Under
this transformation, the field transforms as
δRF
i
µν = −CijkΛjF kµν , (2.11)
where we work to first order in Λi and use the Jacobi
identity
2
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CijℓC
ℓ
mn + C
i
mℓC
ℓ
nj + C
i
nℓC
ℓ
jm = 0 .
The Yang-Mills Lagrangian LYM is invariant under this
transformation provided that the group metric obeys
CkℓiCkj = −CkℓjCki
(which it will if Cij = C
s
itC
t
js).
The variation δR is clearly independent of A˙
i
0 and so
is projectable.
B. Diffeomorphisms
The configuration space variables for General Relativ-
ity are the components of the metric tensor
ds2 = gµνdx
µdxν
= −N2dt2 + gab(dxa +Nadt)(dxb +N bdt) , (2.12)
where N is the lapse function, Na the components of the
shift vector, and gab is our notation for the spatial metric.
The inverse of gab is e
ab:
eacgbc = δ
a
b .
We will use g for the determinant of the spatial metric;
the relationship between it and the determinant of the
spacetime metric is
4g = −N2g .
In matrix form the metric and its inverse are:
(gµν) =
(−N2 +N cNdgcd gacN c
gbdN
d gab
)
,
(gµν) =
(−1/N2 Na/N2
N b/N2 eab −NaN b/N2
)
.
The General Relativity Lagrangian density is12
LGR = N√g(3R+KabKab − (Kaa )2) , (2.13)
where 3R is the scalar curvature computed from the 3-
metric (3R = 3Rabe
ab, where 3Rab is the 3-metric Ricci
tensor) and Kab is the second fundamental form (extrin-
sic curvature; indices raised by eab or lowered by gab) for
the constant-time 3-surfaces:
Kab =
1
2N
(g˙ab −Na|b −Nb|a) , (2.14)
with | meaning covariant differentiation with respect to
the 3-metric connection. Thus the total Lagrangian den-
sity is
L = LYM + LGR . (2.15)
Notice that the lapse N and shift Na of the 4-metric
all appear, but their time-derivatives (that is, their ve-
locities) do not. This is required of any diffeomorphism
invariant theory. To be projectable, therefore, a varia-
tion must be independent of these velocities as well as
being independent of A˙i0 in coupled Einstein-Yang-Mills
theory.
Consider now an infinitesimal diffeomorphism, which
changes the coordinates by
δD[ǫ]x
µ = −ǫµ (2.16)
(we write δD if the [ǫ] may be understood in context).
Under this diffeomorphism, the spacetime metric trans-
forms as
δDgµν = gµν,σǫ
σ + gσνǫ
σ
,µ + gµσǫ
σ
,ν . (2.17)
This is the Lie derivative equation.
We will show from this equation that δD is not a pro-
jectable transformation of the form of equation (2.4) un-
less it is made to depend on the lapse and shift variables.
We will also show that δD is not allowed to depend on the
Yang-Mills potential Ai0. Finally, we will look at the vari-
ation of the Yang-Mills potential itself and show that if
a new variation is defined to include a gauge transforma-
tion along with each diffeomorphism, the new variation
will be projectable. We now proceed with these demon-
strations.
Equation (2.17) implies that the variations of the lapse
and shift due to a diffeomorphism are
δDN = N˙ǫ
0 +N,aǫ
a +Nǫ˙0 −NNaǫ0,a , (2.18a)
δDN
a = N˙aǫ0 +Na,bǫ
b +Naǫ˙0 − (N2eab +NaN b)ǫ0,b
+ǫ˙a −N bǫa,b . (2.18b)
In order to eliminate the dependence on N˙, N˙a from these
variations, it is necessary that the ǫµ depend on the lapse
and shift1:
ǫ0 =
ξ0
N
, ǫa = ξa − N
a
N
ξ0 , (2.19)
where ξ0, ξa are independent of N,Na. Note that
ǫµ = δµa ξ
a + nµξ0 , (2.20)
where nµ is the unit normal to the t = const spacelike
hypersurfaces:
n0 =
1
N
, na = −N
a
N
.
Furthermore, equations (2.18) show that ǫµ cannot de-
pend on Ai0: Equation (2.18a) has a term Nǫ˙
0 which
would involve A˙i0 otherwise; and similarly, equation
(2.18b) has a term ǫ˙a which would involve A˙i0 unless such
a dependence is outlawed.
Under a diffeomorphism, the Yang-Mills potential
transforms as a covariant vector field under Lie differ-
entiation:
3
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δDA
i
µ = A
i
µ,σǫ
σ +Aiσǫ
σ
,µ . (2.21)
The variation of Aia is clearly independent of N˙ , N˙
a, A˙i0
and so is projectable. However, the δD variation of A
i
0 is:
δDA
i
0 = A˙
i
0ǫ
0 +Ai0ǫ˙
0 +Aiaǫ˙
a +Ai0,aǫ
a . (2.22)
It clearly is not projectable, nor does the dependence
of ǫµ on the lapse and shift, equation (2.19), and the
non-dependence of ǫµ on Ai0 help. What is needed is a
combined diffeomorphism and gauge transformation.
Therefore, to δD we add a gauge transformation δR[M ]
defined by a gauge field M i:
(δD + δR[M ])A
i
0 = A˙
i
0ǫ
0 +Ai0ǫ˙
0 +Aiaǫ˙
a +Ai0,aǫ
a
−M˙ i − CijkM jAk0 . (2.23)
The most direct way of making this variation projectable,
that is, to cancel the first three terms on the right side,
clearly is to choose M i to be Aiσǫ
σ (since the resulting
addition of a term involving A˙ia is harmless). To this
expression may be added an arbitrary additional gauge
transformation, of course, provided it will not result in
terms involving N˙, N˙a, A˙i0 in equation (2.23). The sub-
traction from Aiσǫ
σ of the expression Aiaξ
a represents just
such a transformation; what remains will be a term pro-
portional to nµ, according to equation (2.20). For what
comes later, therefore, we find it convenient to define
δD + δR[M ] by using
M i := Aiσn
σξ0 . (2.24)
To this variation may be added an arbitrary pure Yang-
Mills gauge transformation, and so a general projectable
variation will depend on the descriptors
ξA := (ξ0, ξa,Λi) ,
there being 4+n functions in all. In summary, a general
projectable variation δ acts as a combined infinitesimal
diffeomorphism and gauge transformation of the form:
δN = ξ˙0 + ξaN,a −Naξ0,a , (2.25a)
δNa = ξ˙a −Neabξ0,b +N,beabξ0
+Na,bξ
b −N bξa,b , (2.25b)
δgab = g˙ab
ξ0
N
+ gab,c
(
ξc − N
cξ0
N
)
+ gcb
(
ξc,a −
N c,aξ
0
N
)
+gac
(
ξc,b −
N c,bξ
0
N
)
, (2.25c)
δAi0 = A
i
aξ˙
a +Ai0,aξ
a + F i0a
Naξ0
N
−Λ˙i − CijkΛjAk0 , (2.25d)
δAia = F
i
0a
ξ0
N
+ F iab
N bξ0
N
+Aibξ
b
,a +A
i
a,bξ
b
−Λ,a − CijkΛjAka . (2.25e)
C. Hamiltonian dynamics
To discuss the group structure functions and the
canonical group generators, we work in the Hamiltonian
formulation. First, consider the Lagrangian energy for
the Yang-Mills part of the action:
HˆYM := A˙iαPˆαi − LYM
=
N
2
√
g
CijgabPˆ
a
i Pˆ
b
j +N
aPˆ bi F
i
ab
+
N
√
g
4
Cije
acebdF iabF
j
cd −Ai0DaPˆ ai , (2.26)
where Cij is the matrix inverse of the group metric Cij ,
and we performed an integration by parts to obtain the
last term.
Similarly, we can define the Lagrangian momentum
functions for the Hilbert action:
pˆab :=
∂LGR
g˙ab
=
√
g(Kab −Kcceab) , (2.27)
and then compute the Lagrangian energy:
HˆGR := pˆabg˙ab
=
N√
g
(
pˆabpˆ
ab − (pˆaa)2
)−N√g 3R
−2Napˆba|b , (2.28)
where the last term results from an integration by parts.
Thus the canonical Hamiltonian (whose pullback under
the Legendre transformations is the Lagrangian energy)
is of the form
Hc =
∫
d3xNAHA , (2.29)
where NA are the seven variables N,Na,−Ai0 whose con-
jugate momenta PA = {p, pa,−Pi} = 0 are the pri-
mary constraints, and HA = {H0,Ha,Hi}. The time
derivatives of the primary constraints are secondary con-
straints:
P˙A = {PA, Hc} = −HA .
There are no more constraints. Explicitly:
H0 = 1
2
√
g
CijgabP
a
i P
b
j +
√
g
4
Cije
acebdF iabF
j
cd
+
1√
g
(pabp
ab − (pcc)2)−
√
g 3R , (2.30a)
Ha = P bi F iab − 2pba|b , (2.30b)
Hi = DaP ai . (2.30c)
We summarize our notation in the following list:
4
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Configuration variables: gab A
i
a N N
a Ai0
Momentum variables: pab P ai p pa Pi
Primary constraints: p = pa = Pi = 0
Secondary constraints: H0 = Ha = Hi = 0
The equations of motion which follow from the Hamil-
tonian equations (2.29) are (see12):
g˙ab = {gab, Hc}
=
2N√
g
(pab − 1
2
pccgab) +Na|b +Nb|a , (2.31a)
A˙ia = {Aia, Hc}
=
N√
g
CijgabP
b
j −N bF iab +DaAi0 , (2.31b)
p˙ab = {pab, Hc}
= − N√
g
(3Rab − 1
2
3Reab) +
N
2
√
g
eab(pcdpcd − 1
2
(pcc)
2)
−2N√
g
(pacpbc −
1
2
pccp
ab) +
√
g(N|ab − eabN |cc)
+(N cpab)|c − 2pc(aN b)|c
+
N
2
√
g
Cij(
1
2
eabgcdP
c
i P
d
j − P ai P bj )
+
N
4
Cij
√
g
(
2F icdF
j
ef e
caeebedf
−1
2
F icdF
j
ef e
abeceedf
)
, (2.31c)
P˙ ai = {P ai , Hc}
= 2Db(N [bP a]i ) +Db(N
√
gCije
c[bea]dF j
cd)
+Am0 CmjC
j
ℓiC
ℓkP ak . (2.31d)
Of course, equations (2.31a,2.31b) are restatements of the
definition of momenta.
At this time we write down the most general pro-
jectable variation of the configuration variables, depen-
dent on the descriptors ξ0, ξa,Λi (these are the same as
equations (2.25) but in our present notation; we have
also used the notation of covariant differentiation with
respect to the 3-metric connection):
δN = ξ˙0 + ξaN,a −Naξ0,a , (2.32a)
δNa = ξ˙a −Neabξ0,b +N,beabξ0
+Na|bξ
b −N bξa|b , (2.32b)
δgab =
2ξ0√
g
(pab − 1
2
pccgab) + ξa|b + ξb|a , (2.32c)
δAi0 = A
i
aξ˙
a +Ai0,aξ
a +
Naξ0√
g
P ia
−Λ˙i − CijkΛjAk0 , (2.32d)
δAia =
ξ0√
g
CijgabP
b
j +A
i
bξ
b
|a +A
i
a|bξ
b
−Λi,a − CijkΛiAka . (2.32e)
Note also for future reference that the variations of Aiµ
which result from an infinitesimal spatial diffeomorphism
x′µ = xµ − δµa ξa plus a gauge rotation with descriptor
Λi = Aibξ
b are
δAi0 = ξ
aF i0a =
ξa√
g
NP ia + ξ
aN bF iba , (2.33a)
δAia = ξ
bF iab . (2.33b)
We turn now to variations of the conjugate momenta.
Observe that under time-foliation-altering transforma-
tions, we require their time-derivatives. These gauge
transformations are therefore implementable only on tra-
jectories which are solutions of the equations of motion.
To find the variations of pab, we use the fact that
pab appear in the four-dimensional connection coeffi-
cients Γαβγ . Thus p
ab can be calculated from the four-
dimensional connection by
pab =
1
N
GabcdΓ0cd , (2.34)
where
Gabcd := √g(eacebd − eabecd) . (2.35)
The inverse of this object is
Gabcd = 1√
g
(gacgbd − 1
2
gabgcd) (2.36)
in the sense that
GabcdGcdef = δeaδfb . (2.37)
The general variation of the connection coefficients (un-
der an infinitesimal diffeomorphism defined by x′µ =
xµ − ǫµ) is
δΓαβγ = −Γσβγǫα,σ + Γασγǫσ,β + Γαβσǫσ,γ + ǫα,βγ + Γαβγ,σǫσ ,
(2.38)
and thus
δΓ0cd = −Γσcdǫ0,c + Γ0σcǫσ,b + Γ0bσǫσ,c + ǫ0,bc + Γ0bc,σǫσ .
(2.39)
We therefore need the following relationships:
Γ0cd =
1
N
Gcdefpef , (2.40a)
Γ00d = g
0µΓµ 0d =
1
N
N,d +N
−1NeGedghpgh , (2.40b)
Γecd = −
1
N
NeGcdfgpfg + 3Γecd . (2.40c)
The calculation is far from trivial, but the most difficult
part is made somewhat easier by defining, for any func-
tion f ,
5
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δ′f := f ′(x′)− f(x) =⇒ δf = δ′f + f,σǫσ . (2.41)
By concentrating on the δ′ variation for ǫσ = nσξ0, us-
ing the equation of motion for the derivative term, and
then adding the rather straightforward calculation for ξa
(treating pab as a tensor density), we find
δpab = −ξ0√g(3Rab − 1
2
3Reab)
+
1
2
ξ0
√
geab(pcdpcd − 1
2
(pcc)
2)
− 2√
g
ξ0(pacpbc −
1
2
(pcc)
2)
+
√
g(eacebdξ0|cd − eabξ0|cc)
+
1
2
√
g
ξ0Cij(
1
2
eabgcdP
c
i P
d
j − P ai P bj )
+
1
4
ξ0Cij
√
g(2F icdF
j
ef e
caeebedf
−1
2
F icdF
j
ef e
abeceedf )
+pabξc,c − ξa,cpcb − ξb,cpac + pab,cξc . (2.42)
The ξ0 part of the variation can be obtained from the
equation of motion (2.31c) by replacing N by ξ0 and set-
ting Na = 0.
To compute variations of the P ai in principle uses the
same method, namely by using the fact that P ai comes
from a four-dimensional object, from equation (2.8). The
result is
δP ai = Db(ξ0
√
gCije
beeadF jcd) + P
a
i ξ
b
,b − ξa,bP bi + P ai,bξb .
(2.43)
This is actually the variation δD + δR[Aµn
µξ0].
III. SYMMETRY GENERATORS
We now turn to the generators of the projectable vari-
ations. Generating functions G will be of the form1
G(t) =
∫
d3x (ξAG
(0)
A + ξ˙
AG
(1)
A )
=: ξAG
(0)
A + ξ˙
AG
(1)
A , (3.1)
where we shall use a repeated index to include an inte-
gration over space as well as a sum. The descriptors ξA
are arbitrary functions.
The functions in equation (3.1) are found using an ex-
tension of the techniques of1: The simplest choice for the
G
(1)
A are the primary constraints PA. The functions G
(0)
A
obey
G
(0)
A = −{G(1)A ,HA}+ pc , (3.2)
where pc represents a sum of primary constraints. The
simplest solution for G
(0)
A results in
G[ξ] = PAξ˙
A + (HA + PCNBCCAB)ξA , (3.3)
where the structure functions are defined by
{HA,HB} =: CCABHC . (3.4)
We shall determine the structure functions by first ex-
amining the variations generated by the secondary con-
straints, equations (2.30). The emphasis throughout will
be on the underlying transformation symmetry group.
For this purpose we first introduce generators associated
with our secondary constraints. Let
R[ξ] :=
∫
d3x ξiHi , (3.5a)
V [~ξ] :=
∫
d3x ξaHa , (3.5b)
S[ξ0] :=
∫
d3x ξ0H0 . (3.5c)
We find that R[ξ] generates a Yang-Mills rotation, so
we have, for example,
{Aia, R[ξ]} = δR[ξ]Aia . (3.6)
V [~ξ] generates the spatial diffeomorphism plus gauge
rotation we employed in (2.33):
δV [~ξ]A
i
a = {Aia, V [~ξ]}
= L~ξAia + δR[ξbAb]Aia
= ξbF iab , (3.7)
where L~ξ denotes the Lie derivative. It is convenient to
define a related generator D[~ξ] which generates a pure
spatial diffeomorphism:
D[~ξ] :=
∫
d3xξa Ga , (3.8)
where
Ga := Ha −AiaHi . (3.9)
S[ξ0] generates a space-time diffeomorphism plus a
gauge rotation (neither of which by itself is projectable).
So, for example,
δS [ξ
0]Aia = δD[ξ
0]Aia + δR[ξ
0Aµn
µ]Aia
=
ξ0√
g
CijgabP
b
j . (3.10)
It is straightforward to calculate the complete Lie alge-
bra from the calculable action of the infinitesimal group
elements on the generators. (The only Poisson bracket we
will not calculate in this manner is the bracket of S[ξ0]
with S[η0], simply because it would be tedious, invok-
ing time derivatives of the 3-curvature and the extrinsic
curvature.)
First, a gauge rotation of Hi yields
6
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{R[ξ], R[η]} = −R[[ξ, η]] . (3.11a)
The remaining brackets are
{R[ξ], D[~η]} =
∫
d3x ξiL~ηHi
= −
∫
d3x (L~ηξi)Hi
= −R[L~ηξ] , (3.11b)
{D[~ξ], D[~η]} =
∫
d3x ξaL~ηGa
= −
∫
d3x (L~ηξa)Ga
= −D[L~η~ξ] = D[[~ξ, ~η]] , (3.11c)
{S[ξ0], D[~η]} =
∫
d3x ξ0L~ηH0
= −
∫
d3x (L~ηξ0)H0
= −S[L~ηξ0] , (3.11d)
{S[ξ0], R[η]} = 0 , (3.11e)
{V [~ξ], R[η]} = 0 . (3.11f)
The last two brackets result from the fact that H0 and
Ga are gauge scalars. Finally, a direct calculation yields
{S[ξ0], S[η0]} = V [~ζ] , (3.11g)
where
ζa := (ξ0∂bη
0 − η0∂bξ0)eab . (3.12)
¿From these brackets we next determine the brackets
among the R, V , and S generators alone. We find
{V [~ξ], V [~η]} = {D[~ξ] +R[ξaAa], D[~η] +R[ηbAb]}
= D[[~ξ, ~η]] +R[L~ξ(ηbAb)]
−R[L~η(ξaAa)]−R[[ξaAa, ηbAb]]
= V [[~ξ, ~η]] +R[ξaηbFab] . (3.13a)
The remaining bracket is
{S[ξ0], V [~η]} = {S[ξ0], D[~η] +R[ξaAa]}
= −S[L~ηξ0]−R[ηaδS [ξ0]Aa]
= −S[L~ηξ0]−R[ηa ξ
0
√
g
CijgabP
b
j ] . (3.13b)
We read off the following non-vanishing structure func-
tions from the above brackets:
Ca0′0′′ = eab
(− δ3(x− x′)∂′′b δ3(x − x′′)
+δ3(x− x′′)∂′bδ3(x− x′)
)
, (3.14a)
Cab′c′′ = −δ3(x− x′)∂′′b δ3(x− x′′)δac
+δ3(x− x′′)∂′cδ3(x − x′)δab , (3.14b)
C00′a′′ = δ3(x− x′′)∂′aδ3(x− x′) , (3.14c)
Cij′k′′ = −Cijkδ3(x− x′)δ3(x − x′′) , (3.14d)
Ci0′a′′ = −
1√
g
CijgabP
b
j δ
3(x − x′)δ3(x− x′′) , (3.14e)
Cia′b′′ = F iabδ3(x− x′)δ3(x− x′′) . (3.14f)
(3.14g)
Referring to the structure functions derived above,
we obtain the following generators, where GR[ξ], GV [~η],
and GS [ζ
0] are respectively, the gauge, spatial diffeomor-
phism plus associated gauge, and perpendicular diffeo-
morphism plus associated gauge generators:
GR[ξ] =
∫
d3x
(
−Piξ˙i +Hiξi − CkijξiAj0Pk
)
, (3.15a)
GV [~η] =
∫
d3x
(
Paη˙
a +N bF ibaPiη
a
− 1√
g
CijgabP
b
jNη
aPi +N,aP0η
a
+Na,bPaη
b −N bηa,bPa + ηaHa
)
, (3.15b)
GS [ζ
0] =
∫
d3x
(
P0ζ˙
0 +N,bPaζ
0eab
−NPaζ0,beab −NaP0ζ0,a
+ζ0Na
1√
g
CijgabP
b
j Pi + ζ
0H0
)
. (3.15c)
These generators do indeed generate the variations of all
variables.
We close this section by noting that we should recover
the canonical Hamiltonian as the generator of a global
time translation. Let us check to confirm that this is the
case. First we seek the descriptors ξµ which correspond
to ǫµ = δµ0 ,
ǫ0 = 1 = n0ξ0 = N−1ξ0 , (3.16a)
ǫa = 0 = ξa + naξ0 = ξa −N−1Naξ0 . (3.16b)
We deduce that
ξ0 = N , ξa = Na . (3.17)
We must bear in mind that S[ξ0] +D[~ξ] with ξµ given
by (3.17) is not yet the generator of a global time transla-
tion because S[N ] generates a gauge transformation with
descriptor
(Aiµn
µ)ξ0 = (Ai0N
−1 −AiaN−1Na)N = Ai0 −AiaNa .
Thus the generator R[Ai0−AiaNa] must be subtracted to
obtain the Hamiltonian:
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S[N ] +D[Na]−R[Ai0 −AiaNa]
=
∫
d3x (NH0 +NaGa − (Ai0 −NaAia)Hi
=
∫
d3x (NH0 +NaHa −Ai0Hi) . (3.18)
This is precisely the canonical Hamiltonian, equation
(2.29)!
It is important to point out that in this final expression
the gauge variables N,Na, Ai0 are to be thought of as ar-
bitrarily chosen but explicit functions of space and time.
This object will then generate a global time translation
only on those members of equivalence classes of solutions
for which N,Na, Ai0 happen to have the same explicit
functional forms. On all other solutions the correspond-
ing variations correspond to more general diffeomorphism
and gauge transformations.
In fact, every generator G[ξ] in (3.3) with ξ0 > 0 may
be considered to be a Hamiltonian in the following sense:
G[ξA] = GR[ξ] +GV [~ξ] +GS [ξ
0] generates a global time
translation on those solutions which have
N = ξ0 , (3.19a)
Na = ξa , (3.19b)
−Ai0 +AiaNa = ξi . (3.19c)
We have already demonstrated this fact for the non-gauge
variables, and it is instructive to verify the claim for the
gauge variables N , Na, and Ai0. Substituting (3.19) into
(2.32), we have
δN = N˙ +NaN,a −NaN,a = N˙ , (3.20a)
δNa = N˙a −NeabN,b +NeabN,b +Na,bN b −Na,bN b
= N˙a , (3.20b)
δAi0 = A
i
aN˙
a +Ai0,aN
a +
NaN√
g
P ia
−(−A˙i0 + A˙iaNa +AiaN˙a)
−Cijk(−Aj0 +AjaNa)Ak0 = A˙i0 . (3.20c)
IV. CONCLUSION
We have been guided by the idea that a Lagrangian
formulation of combined Yang-Mills theory and General
Relativity should be equivalent to the Hamiltonian for-
mulation. As in a previous paper1 we conclude that
gauge transformations for the theory must be transfor-
mations which are projectable under the Legendre map
from configuration-velocity space (the tangent bundle) to
phase space (the cotangent bundle).
We found that the most general projectable transfor-
mation coming from a diffeomorphism must depend on
the lapse function N and shift vector Na of the metric
and must be accompanied by a Yang-Mills gauge trans-
formation which also depends on these quantities and on
the time component of the Yang-Mills field, Ai0. These re-
sults had been obtained by Salisbury and Sundermeyer3,4
(and others) but from other points of view. For example,
Salisbury and Sundermeyer found them by a requirement
on the commutator of various variations. We feel that our
approach has several advantages: It is more direct, and it
expressly indicates the equivalence of the Lagrangian and
Hamiltonian approaches. Note that the gauge group acts
on the dynamical variables, so that the diffeomorphism
group, which one would na¨ıvely think would be included,
is not itself part of the gauge group. However, the diffeo-
morphism group provides the basis for the gauge group,
and in this case, we can further say that the group acts
specifically on solutions of the equations of motion (the
Einstein-Yang-Mills field equations).
Since the Einstein-Yang-Mills Lagrangian does not de-
pend on the gauge variable velocities N˙ , N˙a, and A˙i0,
under the Legendre map from configuration-velocity to
phase space the submanifold coordinatized by these vari-
ables is mapped to a single point in phase space. Thus
functions on configuration-velocity space can be the pull-
back of functions on phase space only if they are constant
on this submanifold. In particular, symmetry variation
functions on the tangent space are projectable if and only
if they do not depend on these velocities. In this manner
we have determined the diffeomorphism and gauge vari-
ations which are projectable under the Legendre map.
Spatial diffeomorphisms are projectable, but four-
dimensional diffeomorphisms which alter the time folia-
tion are not. As in the case of pure conventional gravity
the full four-dimensional gauge group must be reinter-
preted as a transformation group on the space of metric
solutions, and the group elements contain a compulsory
dependence on the lapse and shift. We have found that
in Einstein-Yang-Mills theories even this alteration is not
sufficient. A Yang-Mills gauge transformation which is
itself dependent on the full four-dimensional Yang-Mills
connection must be added to the diffeomorphism. The
resulting transformation group must therefore be inter-
preted as a transformation group on the space of metric
and connection solutions.
It would seem straightforward to apply our ideas in
other contexts, for example in other formulations of Gen-
eral Relativity. For example, the Ashtekar formulation7
has many similarities to a Yang-Mills theory. However,
it uses a complex Lagrangian and complex Hamiltonian,
and so reality conditions must be imposed. The stabil-
ity of these conditions under the evolution governed by
a complex Hamiltonian makes the study of gauge trans-
formations more difficult and more interesting. Other
approaches to General Relativity also rely on structures,
such as a tetrad or a 3+1 decomposition using triads for
the spatial metric, which are added to the metric vari-
ables. They, too, present added difficulties — and in-
terest — for the transformation law for the triads under
diffeomorphisms must take into account the decomposi-
tion.
8
Pons,Salisbury,Shepley YM2col.tex 22 December 1999
We anticipate that the resulting recovery, and sig-
nificant enlargement, of the gauge symmetry group in
Einstein-Yang-Mills theories will provide insights to ef-
forts to quantize these models. Future work will deal with
somewhat more complicated vacuum models in which
auxiliary gravitational variables exhibit additional gauge
symmetry. The first is a real tetrad formulation of Ein-
stein’s general relativity13. Then we shall explore the
symmetry structure of Ashtekar’s complex formulation
of general relativity7,14. The former is actually a special
case of the latter, and both feature in recent attempts to
construct a quantum theory of gravity. Since foliation al-
tering diffeomorphisms and time evolution are in a sense
identical, as we have explained in this paper, we may
acquire insights into strategies for imposing the scalar
constraint in quantum gravity.
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