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In this study, I analyze professional designers’ experiences of exercising agency and 
enacting ethics in design practice. This research is based on a focus group and a series 
of individual interviews with design and technology practitioners at technology 
companies and design consultancies. First, based on grounded theory analysis, I 
present a thematic analysis of ethical issues in professional design practice and the 
mitigating strategies used by designers. Second, based on actor-network theory (ANT), I 
present three vignettes to describe the human and nonhuman networks of professional 
designers and how they increase agency and ethics in design. The contributions of this 
work include an application of actor-network theory to professional design practice, an 
empirical account of the human and nonhuman networks of professional design practice, 
and descriptions of how agency and ethical responsibility are distributed and shared 
across humans and nonhumans. 
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Chapter 1.  
 
Introduction 
In this study, I aim to understand how professional designers exercise agency 
and enact ethics in design practice. This research is based on a focus group and 
individual interviews with professional designers at technology companies and design 
consultancies. I use constructivist grounded theory (Charmaz, 2006) to provide a 
thematic analysis that describes agency and ethics in design practice. Then, I use actor-
network theory (ANT) (Latour, 2007; Michael, 2016) to describe how professional 
designers align other actors in networks to increase agency and enact ethics. Following 
ANT, I refer to design practice as a black box and, following quotes from participants in 
this study, I refer to ethical issues in design as “gray areas.” 
1.1. Black Boxes and Gray Areas in Design Practice 
In this study, I aim to peer inside black boxes of design practice based on the 
accounts of professional designers. To do this, I utilize ANT as the primary methodology 
and the corresponding work of sociologist and philosopher Bruno Latour for much of the 
theoretical framing. For Latour, black boxes may have controversial histories, complex 
inner workings, and large “commercial or academic networks that hold them in place” 
but, to be considered black boxes, “only their input and output count” (2003, p. 3). The 
black boxes themselves remain mostly opaque. For this to change, Latour suggests 
researchers “either arrive before the facts and machines are blackboxed or we follow the 
controversies that reopen them” (2003, p. 258). The participants in this study describe 
“uncertainty, people at work, decisions, competition, controversies” (Latour, 2003, p. 4) 
in their work and, in so doing, reopen the black boxes of professional design practice.  
Inside the black boxes of design are countless humans and nonhumans. 
Following ANT, I refer to these humans and nonhumans as actors. The human and 
nonhuman actors in design are inextricably linked. Human actors include designers and 
other practitioners, various internal and external stakeholders, and users. Nonhuman 
actors include the various hardware devices, software programs, objects, artifacts, and 
documents that make design possible. According to Latour, “Once we enter the realm of 
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engineers and craftsmen, no unmediated action is possible” (1999a, p. 175). These 
various actors associate and form networks. In this study, I refer to the human and 
nonhuman actors associated with designers as designer-networks. Within these 
networks, the designers act according to their personal interests and in response to 
those of the organization and various stakeholders, partners, competitors, governments, 
advocacy groups, customers, clients, and publics. If design is performed by the 
designer, the ability of the designer to act is variably enabled and constrained by the 
other actors within the designer-network. These conditions imply that design is complex 
and that the agency of the designer is contingent, entangled, entwined, and only partially 
their own. I use the term black box to jointly refer to the opacity and complexity of 
design. 
Inside the black boxes of design, I also find various ethical issues or “gray areas.” 
These are the controversies I follow to reopen the black boxes of professional design 
practice. According to Michael, “a key methodological tactic is to focus on those 
networks when they are relatively weak either in the early stages or when there is some 
sort of crisis within the network” (2016, p. 49). Put another way, “We need to find 
disagreement, negotiation and the potential for breakdown” (Akrich, 1992, p. 207). For 
this, the public is becoming aware of various breakdowns within technology companies. 
Examples include ways ‘big tech’ companies profit from surveillance of daily life (Zuboff, 
2015, 2019), use of social media products for misinformation campaigns and election 
interference (Frenkel, 2020), experiments by social media companies on the emotional 
states of their users (Kramer et al., 2014; Meyer, 2014), artificial intelligence (AI) 
products with racially biased algorithms used in the criminal justice system (Mattu, 
2016), and energy usage and electronic waste as contributing factors to the 
environmental crisis (Lecher, 2019). In other cases, ‘big tech’ employees of are staging 
walkouts in response to sexual harassment claims and government contracts with 
military agencies (Shane et al., 2018; Tiku, 2019). Meanwhile, those same companies 
are terminating well-known ethics-based researchers (Newton, 2020). Finally, 
governments are devising new privacy policies and regulations (Satariano, 2019) while 
companies introduce their own policies for self-regulation (Botero-Marino et al., 2020; 
Vaidhyanathan, 2020). For designers, this means a complex design situation with ethical 
issues that relate to the organization, various technologies, data, governments, 
customers, clients, users, bad actors, and other actors. 
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When confronted with “gray areas” inside the black boxes of design, designers 
assemble and arrange the other actors to organize and act ethically. I take this as a 
starting point as to why human-centred design (HCD) is the dominant approach in the 
industry. Following Steen (2015), there are values at work in HCD. These include 
empathy, efficiency, and usability. However, following Wakkary, I also find human-
centred design to be part of the problem (2021, p. 1). In this study, designers express 
both an awareness of the values of human-centred design while acknowledging the 
harm still caused by its outputs. As a result, there is no shortage of controversy for 
professional designers. This is a time of moral crisis. Therefore, the primary aim of this 
study is to challenge human-centred conceptions of design and, correspondingly, to shift 
humanist and individualist conceptions of agency and ethics in posthuman directions 
and towards shared responsibility for human and nonhuman networks. 
1.2. Researcher’s Position 
This study aims to understand issues related to agency and ethics for 
professional designers. Currently, I am employed at one such consultancy and have 
worked at design and technology consultancies for more than 10 years. As such, the 
motivation for this study is a result of my professional experience as a practitioner. It is 
my experience that, while ethical problems abound in practice, they are seldom 
identified, raised, discussed, and mitigated. They go on to become the “unintended 
consequences” that are the source of so much industry handwringing. And, while 
frameworks have been developed for ethics in design practice, they are not widely 
adopted or adapted by designers. There is also substantive scholarship on the topic that 
is largely absent from practice. This affirms the gap between design research and design 
practice (Colusso et al., 2017; Goodman et al., 2011; Gray et al., 2014; Stolterman, 
2008). To help address this situation, I founded a discussion group called Ethicism in 
2019 to convene design and technology practitioners for facilitated conversations about 
the industry’s ethical issues. I hope this thesis, my ongoing research, and projects like 
Ethicism make contributions to both design research, design ethics, and design practice. 
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1.3. Research Goals 
This study sets out to understand and describe how professional designers at 
technology companies and design consultancies integrate ethics in their design practice. 
The central research question is How do professional designers describe how they enact 
ethics in design practice and by whom and what are they enacted? Specifically, the 
research goals of this study are:  
1)  to explore how professional designers exercise agency and enact 
ethics in design practice,  
2)  to identify which human and nonhuman actors are present and active 
in design practice,  
3)  to explore how agency is distributed between the human and 
nonhuman actors in design practice, and  
4)  to consider the implications of distributed agency for ethics in design 
practice.  
Next, I detail each of these goals. 
Firstly, I want to know how professional designers exercise agency and enact 
ethics in design practice. This means tracing designer actions in the design process and 
any limitations and constraints they encounter. This also means learning about how 
ethics are defined by designers and the strategies they use to increase their agency and 
act ethically in design. 
Secondly, I want to know which human and nonhuman actors are present and 
active in design. To do this, and following ANT, I identify and itemize the humans and 
nonhumans present in design practice and trace the associations between them. In so 
doing, I demonstrate ways in which the agencies of human and nonhuman actors are 
entangled and contingent in designer-networks. 
Thirdly, I aim to consider how agency is distributed between the human and 
nonhuman actors. Indeed, design is a thoroughly mediated practice that is at minimum 
reliant on the designer’s use of tools and materials in the making of products, objects, 
artifacts, and other ‘things’. The ability of the designer to perceive and act is therefore 
technologically mediated and, as such, so too is their ability to act ethically. For this, I 
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trace the associations of human and nonhuman actors in design and describe how these 
heterogenous agencies are contingent, entangled, and shared.  
Finally, this research seeks to consider the implications of distributed agency for 
ethics in professional design practice. In this study, human-centred design is 
problematized and rendered inadequate to account for innumerable users and uses as 
well as the unforeseeable risks and consequences that emerge as any new ‘thing’ is 
designed. Recent scholarship advances the concept of “unbuilding” the design into 
“other possibilities and alternatives” (Wakkary, 2021, p. 9). For this, I propose ethical 
commitments for humans in design practice and suggest possibilities for the moral 
attributes of the nonhumans in design. In sum, I hope this document, as a nonhuman 
itself, would ‘make a difference’ in the research, ethics, and practice of design. 
1.4. Research Approach 
In this study, I reopen the black boxes of design at technology companies and 
design consultancies. Latour (2007) advises: 
The first solution is to study innovations in the artisan’s workshop, the 
engineer’s design department, the scientist’s laboratory, the marketer’s trial 
panels, the user’s home, and the many socio-technical controversies. In 
these sites, objects live a clearly multiple and complex life through 
meetings, plans, sketches, regulations, and trials. (p. 80)  
The founding ANT studies looked to the social-scientific processes of science as they 
were situated within the laboratory (Latour, 2003; Latour & Woolgar, 1986). In ANT 
terminology, laboratories are ‘centres of calculation’ and are the domain of the 
‘technoscientist’. It is here “that many heterogeneous components of the emergent 
network are brought together, combined and rendered into resilient representations” 
(Michael, 2016, p. 39). Latour describes these centres as having “a star-like shape in a 
very striking form” (2007, p. 178). Later, Latour would use the term oligopticon to 
encompass a broader set of “connecting or structuring sites” inclusive of laboratories, 
offices, and Wall Street trading rooms (2007, p. 181). Oligopticons are the opposite of 
Foucault’s panopticon. Rather than a site from which to view the whole, oligopticons are 
sites where “extremely narrow views of the (connected) whole are made possible” 
(Latour, 2007, p. 181). That is, “they do exactly the opposite of panoptica: they see much 
too little to feed the megalomania of the inspector or the paranoia of the inspected, but 
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what they see, they see it well” (Latour, 2007, p. 181). For this study, the oligopticons to 
which I attend are technology companies and design consultancies from the 
perspectives of professional design practitioners. The technology companies represent 
multinational firms that produce various software services and hardware products. The 
design consultancies include firms that specialize in industrial design and digital product 
design. Based on interviews with professional designers, I aim to reassemble the 
heterogeneous actors in the open-plan offices, meeting rooms, workshops, and studios 
as they interact in the various controversies behind the design of these technology 
products. 
Based on ANT, I set out to “follow the actors” (Latour, 2007, p. 12) and trace their 
associations and circulations within designer-networks. To do this, I conducted one 
focus group with five participants and interviews with 12 participants. The interview data 
were transcribed then initially analyzed using a constructivist grounded theory (Charmaz, 
2006) approach. A series of themes emerged inductively through this process and are 
presented here as thematic analysis. I then analyzed the interview data according to 
ANT (Latour, 2007; Michael, 2016) to map a series of designer-networks and understand 
the ways in which agency and ethics are distributed. These networks are described and 
presented here as a series of three vignettes. The combined use of constructivist 
grounded theory and ANT provides a suitable overall methodology to extract relevant 
themes based on the experiences of professional designers and map the networks of 
actors involved in design practice. In this way, I aim to generate thorough and thick 
descriptions (Geertz, 1973) of ethics in design practice and the processes by which 
designers translate and align the interests of other actors. 
1.5. Research Contributions 
The main contribution of this study is an application of actor-network theory to 
professional design practice. The result is an empirical account of human and nonhuman 
networks in professional design practice and the ways that agency is distributed and, as 
such, ethics are a collective responsibility. Specifically, this research offers three 
contributions. 
Firstly, as noted, I offer an application of actor-network theory to professional 
design practice at technology companies. While ANT concepts have been applied to 
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design (Johnson, 2016; Kraal, 2007; Yaneva, 2009), it has not been systematically 
applied to professional design practice as had been done for science studies (Latour, 
2003; Latour & Woolgar, 1986) and other domains (Callon, 1984; Latour, 2002). This 
study also utilizes ANT to analyze the ways in which ethics circulate in design practice. 
Secondly, and based on ANT analysis, I offer empirical accounts of the human 
and nonhuman networks in professional design practice. I refer to these as designer-
networks and present them as litanies in a mode similar to Latour and as described by 
Bogost (2012). These networks include various designers, internal and external 
stakeholders, and users as well as arrays of hardware, software, prototypes, algorithms, 
datasets, artifacts, and documents. By tracing the actors in designer-networks, I offer 
specific descriptions and maps of the human and nonhuman assemblages that 
constitute designer-networks. 
Thirdly, and based on the descriptions of designer-networks, I show how the 
agency of the designer is distributed and ethical responsibility is shared. Specifically, the 
process of translation shows how designers—alongside various other human and 
nonhuman actors—set about aligning other groups with their goals. In so doing, 
designers increase both their agentic and ethical capacities. This challenges the 
dominant humanist and individualist conceptions of agency and ethics in design. 
1.6. Overview 
1.6.1. Chapter 2: Literature Review 
In Chapter 2, I present a review of the relevant literature. This includes prominent 
works related to design practice, design ethics, and posthumanism. I start by introducing 
foundational actor-network theory works that describe the social construction of science 
and the nature of design practice. Next, I outline ways in which ethics have been 
addressed in design research and review scholarship about human-centred design, 
ethics-focused design methods, and ethical issues in design. Finally, for the literature 
related to posthumanism, I summarize key theoretical works related to posthuman 
concepts of agency, ethics, and design. 
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1.6.2. Chapter 3: Methodology 
In Chapter 3, I provide details about the research methodology and protocol. I 
outline the research objectives and questions for this study. I also describe the 
qualitative approach to this study, and how I used constructivist grounded theory for the 
thematic analysis (Chapter 4). In this chapter, I also describe how I used actor-network 
theory and provide additional theoretical background for the process of translation and 
the vignettes (Chapter 5). In this chapter, I also detail the research and data 
management protocols for the focus group and the individual interviews and describe the 
measures taken to ensure the trustworthiness and transparency of this study. 
1.6.3. Chapter 4: Thematic Analysis 
In Chapters 4 and 5, I summarize the key themes from this study. In Chapter 4, I 
provide an overview of the insights that arose from the focus group and individual 
interviews with a total of 17 practitioners. This includes how ethics are present and at 
risk in design practice, as well as strategies used by designers to mitigate ethical risks in 
design. Ethics are present in design through ethical theories, values, and processes and 
methods like those of human-centred design. I also outline organizational practices that 
enable ethics in design practice like triple-bottom-line business models, company values 
and principles, and hiring practices that prioritize diversity, equity, and inclusion (DE&I) 
and values alignment. Next, the ethical risks in design described by participants in this 
study include factors that contribute to design complexity like power dynamics, working 
conditions, and the plurality of human and nonhuman actors in design. Other ethical 
risks are related to blind spots that result from a lack of design education and processes. 
Practitioners also acknowledge the bias, optimism, and errors that lead to the various 
unintended consequences of design. Finally, I provide a series of strategies that 
designers use to mitigate ethical risks in design. These include taking individual 
responsibility and taking up individual practices which include various disciplines, 
gatherings, design methods, and resistances. 
1.6.4. Chapter 5: Vignettes 
Chapter 5 is the heart of this thesis. In this chapter, I describe three specific 
accounts based on ANT to describe the ways in which designers align the networks of 
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professional design toward a shared goal. In Vignette 1, Bobby and Damien align their 
organization, project team members, users, and the public towards the goal of societal 
acceptance for a delivery robot. In Vignette 2, Casey and designers at her organization 
align the company around the goal of design as quasi-ethics by way of various methods, 
principles, and proposals. Finally, in Vignette 3, Peter and his division align a division 
around the shared goal of user-centric value. I also note human and nonhuman 
assemblages that help align networks which I refer to as interessement devices. Once 
the organizations are enrolled and mobilized according to these goals, the designers 
have increased their agency and capacity to enact ethics in professional design practice. 
1.6.5. Chapter 6: Discussion 
In Chapter 6, I relate theoretical concepts from the literature review with findings 
from the thematic analysis and vignettes. First, I describe how human and nonhuman 
agencies are present and active in design. I also address ways that design is shaped by 
humanist perspectives of agency and ethics. Second, I propose a series of ethical 
commitments for human designers and their associations with nonhumans, including 
attachments, gatherings, translations, care, advocacy, and delegations. I also identify 
possibilities for nonhumans in design to materialize values in design practice and 
increase the agentic capacities of designers. As such, nonhumans in design can make 
networks more durable and ‘make a difference’ for ethics in design practice. 
1.6.6. Chapter 7: Conclusion 
In Chapter 7, I summarize the key findings from the focus group and participant 
interviews. This includes a review of design practice as a black box and design ethics as 
“gray areas.” Next, I summarize the processes of translation from the three vignettes and 
the ways designers aligned networks of other actors towards the goals of 1) design for 
societal acceptance, 2) design as quasi-ethics, and 3) design for user-centric value. I 
then respond to the research questions, review the contributions of this research, and 
consider how this research helped close the design research-practice gap. Finally, I 
point to future work based on ANT, post-ANT, and modes of speculative design. 
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Chapter 2.  
 
Literature Review 
Within design research and human-computer interaction (HCI), the literature 
focuses on new modes of design theory and thinking, methods and processes, and the 
design of research-oriented objects and artifacts. There is also scholarship that 
addresses design practice and design ethics. In this chapter, I review key theoretical and 
applied works related to design practice and design ethics before reviewing literature 
that addresses posthuman concepts that are relevant to this study. For design practice, I 
review key works that focus on the practices of both science and design. The science 
studies work introduces some of the key actor-network theory concepts that I return to in 
Chapter 3. The works that address design practice introduce key issues for designers, 
including reflective practice, design complexity, and ethical design complexity. For 
design ethics, I review works related to human-centred design, values-focused design 
methods, and ethical issues in design practice. Finally, I survey works related to 
posthuman concepts for agency, ethics, and design. Finally, I note the gap in the 
literature related to human and nonhuman networks in professional design practice and 
implications for agency and ethics. These works address design practice, design ethics, 
and posthuman concepts of agency, ethics, and design and, together, serve as the 
theoretical foundation for this study. 
2.1. Design Practice 
The study of design practice is influenced by science studies and the work of 
Bruno Latour in Laboratory Life (1986) and Science in Action (2003). Together, these 
works analyze the ways in which scientific facts are socially constructed by networks of 
humans and nonhumans working within and between laboratories. Similarly, a corpus of 
work analyzes the nature of design practice and specific works and practices of 
designers. In the section that follows, I review these scientific and design texts.  
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2.1.1. Studies of Scientific Practice 
This research is situated within professional practice and studies the work of 
scientists in laboratories. In Laboratory Life, Latour and Woolgar (1986) demonstrate 
ways in which scientific facts are socially constructed by scientists in a laboratory setting. 
In this study, the authors conduct a two-year study in a laboratory at the Salk Institute 
and observe the social and technical factors present in scientific work. They highlight the 
act of writing academic papers and the role of nonhumans within the laboratory, 
including various “files, documents, and dictionaries” (1986, p. 48). It is also in this work 
that the authors introduce inscriptions to mean “all traces, spots, points, histograms, 
recorded numbers, spectra, peaks, and so on” (1986, p. 88) with a direct relationship to 
“the original substance” (1986, p. 51). They also introduce inscription devices that are 
used to “transform a material substance into a figure or a diagram” (1986, p. 51). 
Importantly, these inscription devices and their inscriptions are used by scientists to 
persuade the readers of scientific papers. Once convinced, they suggest, a claim 
becomes a fact. 
In Science in Action, Latour (2003) further analyses the process by which 
scientific facts are constructed. For Latour, facts and machines are like black boxes in 
that, “no matter how controversial their history, how complex their inner working, how 
large the commercial or academic networks that hold them in place, only their input and 
output count” (2003, p. 3). It is by studying the actions and controversies of scientists in 
laboratories that Latour can peer inside this black box. What he observes is the process 
of translation. According to Latour, translation is “the interpretation given by the fact-
builders of their interests and that of the people they enrol” (2003, p. 108). It is in this 
work that Latour sets much of the agenda and terminology of actor-network theory. In 
this process, the human and nonhuman entities that constitute a network are actors. 
Networks are the associations between actors that are “concentrated in a few places—
the knots and the nodes—which are connected with one another—the links and the 
mesh: these connections transform the scattered resources into a net that may seem to 
extend everywhere” (2003, p. 180). Within networks, actors must interest (or 
interessement) others in their goals such that they accept a claim as fact. In this 
vocabulary, trials of strength refer to challenges to this attempt to interest or interposition 
other actors. However, once a network is enrolled, a claim can be accepted as a fact it 
can become stable, mobile, and combinable. It can circulate. Finally, Latour suggests 
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that researchers “study science in action and not ready made science or technology; to 
do so, we either arrive before the facts and machines are blackboxed or we follow the 
controversies that reopen them” (2003, p. 258). This is what this study sets out to do for 
professional design practice. 
In The Mangle of Practice, Pickering (1995) builds on the work of Latour to 
describe the nature and methods of scientific, mathematical, and engineering practices. 
Specifically, Pickering references actor-network theory to account for the human and 
material (or nonhuman) agencies in a network. Also, following Latour’s critique of the 
modern distinction between science and society, Pickering takes aim at the humanism of 
the sociology of scientific knowledge (SSK). Instead, he proposes a posthumanist 
mangle of practice that consists of the social, technological, conceptual, and 
metaphysical. According to Pickering, “scientists are human agents in a field of material 
agency which they struggle to capture in machines” (1995, p. 21). In this mangle of 
practice, human and material agencies are temporally emergent and intertwined. This 
interplay between human and material agencies is what Pickering refers to as a dance of 
agency or tuning. In this dance, a scientist or machine exercises agency while the other 
actor is passive. That is, a machine may resist the intentions of the scientist who may 
then accommodate the machine and revise their goals. It is this “dialectic of resistance 
and accommodation” (Pickering, 1995, p. 22) between human and material agencies 
that is the mangle of practice and the dance of agency. Pickering also introduces the 
concept of disciplinary agency, which is “the sedimented, socially sustained routines of 
human agency that accompany conceptual structures as well as machines” (1995, p. 
29). Next, I turn to the practice (and discipline) of design. 
2.1.2. The Nature of Design Practice 
Other works extend the analysis of professional practice to design. In The 
Reflexive Practitioner, Schön (1983) focuses on the design-related domains of 
architecture, urban planning, and engineering (as well as psychotherapy and 
management) to demonstrate the importance of the tacit knowledge and improvisation of 
successful practitioners. Schön also introduces the concepts of reflection-in-action and 
reflection-on-action. Reflection-in-action is when the practitioner reflects on decisions 
and actions in real-time. He likens this to artistry. Reflection-on-action is when the 
practitioner steps back to reflect on an entire process or project. According to Schön, the 
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reflective practitioner engages skillfully between both modes. They think and do. They 
also set the bounds of the problem before solving it. Problem setting, for Schön, is “the 
process by which [practitioners] define the decision to be made, the ends to be 
achieved, the means which may be chosen” (1983, p. 40). He also refers to this as 
naming and framing. Further, Schön describes the situation of professional practice as 
one with “the complexity, uncertainty, instability, uniqueness, and values conflicts” (1983, 
p. 14) and “more variables—kinds of possible moves, norms, and interrelationships of 
these—than can be represented in a finite model” (1983, p. 79). Amidst this complexity, 
the situation ‘talks back’ through its consequences to which the designer then responds. 
Practitioners shift from a ‘what if?’ stance to one in which implications are recognized. It 
is this complexity that, according to Schön, accounts for the unintended consequences 
of design. The notion of complexity in design would be picked up by Erik Stolterman. 
In “The Nature of Design Practice and Implications for Interaction Design 
Research,” Stolterman (2008) contends that design research must be grounded in a 
fundamental understanding of design practice. For Stolterman, design practice “is about 
creating something in the world with a specific purpose, for a specific situation, for a 
specific client and user, with specific functions and characteristics, and done within a 
limited time and with limited resources” (2008, p. 59). It is about the ultimate particular. 
He also details the complexity of design practice. According to Stolterman, this occurs 
within “an unknown or only partially known situation, with demanding and stressed 
clients and users, with insufficient information, with new technology and new materials, 
with limited time and resources, with limited knowledge and skill, and with inappropriate 
tools” (2008, p. 55). Designers must also manage “potentially infinite and limitless 
sources of information, requirements, demands, wants and needs, limitations, and 
opportunities” as well as “diverse technological possibilities, numerous and constantly 
changing contextual factors and societal preconditions, sophisticated and/or non-
informed clients, customers, and user demands and desires” (Stolterman, 2008, p. 57). 
For Stolterman, this is the nature of design practice that is often overlooked in design 
research. In response, he suggests design researchers support practitioners with (i) 
simple tools, (ii) frameworks for reflection and decision-making, (iii) flexible and useful 
concepts, and (iv) expansive theoretical and philosophical approaches for design 
thinking. The result, according to Stolterman, is rationality resonance “between 
suggested practice and existing practice” (2008, p. 62) and designerly tools by which 
14 
design practitioners may utilize disciplined and rigorous methods to overcome design 
complexity. 
In “Understanding Interaction Design Practices,” Goodman and co-authors 
Stolterman and Wakkary (2011) further address the gap between design research and 
design practice. The authors suggest that design research holds an assumption that its 
environments and beliefs are consistent with those of design practice. Instead, 
researchers must study designers’ “activities, experiences, and contexts of practice” 
(Goodman et al., 2011, p. 1062). The authors also propose rationality resonance 
(Stolterman, 2008) as ideal criteria for design research. Accordingly, design research 
must describe current design practices; explained critical concepts, principles, and 
definitions; identify relationships, actions, actors, and processes; generate new research, 
design, and evaluation methods; and open concepts, principles, and methods for 
reflection and revision. Then, in “Reprioritizing the Relationship Between HCI Research 
and Practice,” Gray et al. (2014) build on these previous works to propose a ‘bubble-up 
and trickle-down’ approach for HCI research. In this way, design researchers study 
design practice to bubble-up information about design practice. Researchers then 
develop new theories and methods to trickle-down for use in design practice. Related to 
this research is the concept of design judgement (Nelson & Stolterman, 2012). Design 
judgement is a particular form of designer agency in the way that a designer may select, 
appropriate, and combine methods for use in design. 
Finally, in “Ethical Mediation in UX Practice,” Gray and Chivukula (2019) address 
the issue of ethical awareness and decision-making of practitioners in relation to design 
complexity. The authors present three case studies in which design practitioners 
mediate their ethical decision-making processes through individual practices, 
organizational practices, and applied ethics. Individual practices are “the personal 
experiences and commitments that are unique to the designer,” organizational practices 
are “the structure and purpose of the organization where design activity is taking place,” 
and applied ethics is “the knowledge that is built through formal education or 
participation in formal societies” (Gray & Chivukula, 2019, p. 8). As such, ethical 
mediation addresses ways in which designers become ethically aware, make ethical 
decisions, and integrate knowledge and practices into their work. Extending the concept 
of design complexity (Stolterman, 2008), Gray and Chivukula propose ethical design 
complexity which they define as “the complex and choreographed arrangements of 
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ethical considerations that are continuously mediated by the designer through the lens of 
their organizations, individual practices, and ethical frameworks” (2019, p. 9). To 
overcome ethical design complexity, designers must utilize individual practices, 
organizational practices, and applied ethics in design practice. 
Next, I review theoretical and applied works for ethics in design practice. This 
includes human-centred design, values-focused design methods, and ethical issues in 
design practice. 
2.2. Design Ethics 
Design research has assessed the nature of design practice, its complexity, and 
the unintended consequences that result. Other research programs set out to provide 
designers with tools and methods to mitigate the harmful consequences of design. I 
begin this section by reviewing two works that offer contrasting accounts of design 
ethics. Then, I review literature that addresses human-centered design and ethics-
focused design methods. Finally, I address works that study ethical risks and 
deficiencies in design practice. 
2.2.1. The Black Box of Design 
In “Upon Opening the Black Box and Finding It Empty,” Winner (1993) offers a 
critique of the social constructivism of technology within science and technology studies 
(STS). He specifically takes aim at the work of Latour, Woolgar, Callon, and Law who 
developed actor-network theory as one such method. Winner rightly states that this 
mode of research sets out to open the black box of technological development “to see 
what is actually taking place” and to “look carefully at the inner workings of real 
technologies and their histories” (1993, p. 364). While Winner lauds the rigour, 
specificity, and empiricism of this approach, he finds it overly narrow and without regard 
for the social consequences of technical choice, secondary or irrelevant social groups, 
and structural or cultural dynamics and forces at work in technological change. For 
Winner, this means “the social constructivists have opened the black box and shown a 
colourful array of social actors, processes, and images therein, the box they reveal is still 
a remarkably hollow one” (1993, p. 375).  
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More than twenty years later, Steen (2015) responds to Winner’s critique in his 
article “Upon Opening the Black Box and Finding It Full.” According to Steen, the ‘black 
boxes’ of design practice is “filled with ethics” (2015, p. 1). He viewed participatory 
design through a virtue ethics lens and found it is based on cooperation, curiosity, 
creativity, and empowerment. He viewed human-centred design through an ethics-of-
alterity lens and found that designers gained knowledge about users in face-to-face 
encounters. He viewed co-design through a lens of pragmatist ethics and found it to be a 
process of joint inquiry and imagination. While Steen cautions these approaches can 
vary in degrees of participation, human-centeredness, cooperation, he finds they 
accommodate “cooperation between diverse people, and they involve inwards-directed 
moves and an outward-directed moves [sic] in the people involved” (2015, p. 20). In this 
way, Steen observes that design practices are based on “sharing power and agency with 
others” (2015, p. 12). 
2.2.2. Human-Centered Design 
The dominant approach to design in industry is human-centred design (HCD). It 
is widely practiced and has a variety of methods and proponents that made it accessible 
and useful for design practitioners. As such, the concepts and principles of human-
centred design are practiced and referenced by interview participants in this study. 
Based on the concept of human-centredness, products, systems, and services are 
designed to be symbiotic with humans. HCD is a process that developed from the 
application of ergonomic and usability principles in computer science and engineering. 
As noted in ISO 9241-210, the design of these systems is to include the adoption of 
multidisciplinary skills and perspectives; explicit understanding of users, tasks, and 
environments; user-centred evaluation driven/refined design; consideration of the whole 
user experience; involvement of users throughout design and development; and an 
iterative process (International Organization for Standardization, 2010). In The Design of 
Everyday Things, Don Norman describes HCD as “an approach that puts human needs, 
capabilities, and behaviour first, then designs to accommodate those needs, capabilities, 
and ways of behaving” (2013, p. 8). He lists the refrigerator, telephone, and the clock as 
exemplars of human-centredness. Then, as design became more concerned with digital 
experiences and interactions, it has developed to consider more than just usability and 
efficiency. 
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Human-centred design expanded to include concern for the cognitive and 
emotional aspects of use, as well as a technology’s context of use and its stakeholders. 
According to Giacomin, this means design activities must focus on user “motivation, 
discourse and learning” (2014, p. 609) and includes artifacts like personas and 
scenarios. The result is “products, systems and services which are physically, 
perceptually, cognitively and emotionally intuitive” (Giacomin, 2014, p. 606). For 
Giacomin, intuitive means a “compatibility of the physical and information attributes of 
the product, system or service” (2014, p. 610). For Steen, HCD involves practitioners 
learning from potential users to design a product or service that matches users’ 
practices, needs and preferences (2011). In this way, Giacomin suggests that there is 
alignment between human-centred design and business strategy. That is, if a product, 
system, or service is physically, perceptually, cognitively, and emotionally intuitive, it is 
also likely to meet the “perceptual, cognitive and emotional needs of customers” 
(Giacomin, 2014, p. 616). HCD offers a multidisciplinary approach to design that shares 
logic and structure with other business strategy frameworks such that “human-centred 
design improves commercial success” (Giacomin, 2014, p. 615). Finally, Giacomin 
rather optimistically suggests that since meaning is a focus of human-centred design, 
“questions and answers regarding matters of ethics can occur more frequently and more 
naturally” (2014, p. 613). 
There are also critiques of human-centred design. While HCD aims to account 
for aspects of technology beyond use, too often it is conducted with predetermined goals 
and functions and is “based on a set of fixed preconceived cognitive plans and schema” 
(Giacomin, 2014, p. 608). Further, according to Schwekardt, HCD is “an incomplete 
philosophy that lacks a sense of responsibility for concerns other than those of the 
immediate end user” (2009, p. 12). As everyday devices become networked and learn, 
HCD offers only partial guidance to the designer and may result in reverse effects 
(Coulton & Lindley, 2019). According to Wakkary, “humanist design or what is commonly 
referred to as human-centred design, has been overwhelmingly successful for some in 
shaping technologies to human needs and desires” but asks “What if human-centered 
thinking (and its underlying humanism) is not the answer to these problems but rather, in 
its dominant role, may be part of the problem?” (2021, p. 1). In what follows I review 
design methods that aim to challenge the dominant role of HCD in practice. 
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2.2.3. Ethics-Focused Design 
Persuasive Design 
In “Toward an ethics of persuasive technology,” Daniel Berdichevsky and Erik 
Neuenschwander (1999) introduce a framework and principles for analyzing and 
designing persuasive technologies. The authors suggest that persuasive technologies 
are analyzed according to their motivations, methods, and outcomes. Additionally, the 
article offers eight ethical principles of persuasive design; including principles disclosure, 
accuracy, and the “golden rule” of persuasion: that designers only persuade users as 
they themselves would want to be persuaded (1999, p. 52). According to their 
framework, a designer uses a combination of structure and information to force, 
persuade, and seduce a user to change their attitudes or behaviours. In this scenario, 
the designer inscribes their motivations and methods into technology and, therefore, 
assumes ethical responsibility for any outcomes. This work is related to that of Fogg 
(2002, 2009) who aims to demonstrate ways in which computers can affect user’s 
attitudes and behaviour which I reference in the next section. 
Values-Focused Design Methods 
Value sensitive design is a thoroughly researched and explored approach to 
integrating ethics in design. This project spans two decades and is led by Batya 
Friedman and colleagues. In “Human Values, Ethics, and Design,” Friedman and Kahn 
propose value sensitive design as an approach to “design technology that accounts for 
human values in a principled and comprehensive manner throughout the design 
process” (2002, p. 1186). In this way, human values of ethical import are integrated into 
the design process as a criterion like reliability, efficiency, and correctness. They also 
propose key values for design: human welfare, ownership and property, privacy, 
freedom from bias, universal usability, trust, autonomy, informed consent, accountability, 
identity, calmness, and environmental sustainability. The authors also ask “how HCI 
designers working within a corporate structure and with a mandate to generate revenue 
bring values and ethics into their designs?” (2002, p. 1178). To answer this question, the 
authors propose embodied, exogenous, and interactional positions for designers within 
design practice. In line with Latour’s concept of inscription (Latour & Woolgar, 1986), the 
embodied position suggests designers inscribe “their own intentions and values into the 
technology” (Friedman & Kahn, 2002, p. 1178). The exogenous position suggests “that 
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societal forces—that involve, for example, economics, politics, race, class, gender, and 
religion—significantly shape how a deployed technology will be used” and the 
interactional position suggests that “the technology’s actual use depends on the goals of 
the people interacting with it” (Friedman & Kahn, 2002, p. 1179). Ultimately, Friedman 
and Kahn assert that it is “imperative that [designers] take a proactive stance on human 
values, ethics, and design” (2002, p. 1195). In Value Sensitive Design, Friedman and 
Hendry (2019) present a comprehensive accounting of the theory, methods, and 
applications that make up value sensitive design. They also acknowledge that 
“widespread adoption and adaption [by design practitioners] has yet to be realized” 
(2019, p. 178). This points to the design research and practice gap noted in the works of 
Stolterman (2008), Goodman et al. (2011), Gray et al. (2014), and Colusso (2017). In 
this study, I explore the ways in which the human values of designers are enacted in the 
design process and within organizations. 
In “Values Levers: Building Ethics into Design,” Shilton (2013) presents one of 
the few ethics-focused works to be completed as a result of direct ethnographic 
observation of designers in practice. In this work, Shilton observes a laboratory for 
mobile phone software for ways in which ethics-oriented discussions and actions occur 
within the design process. Values levers are “practices that open new conversations 
about social values, and encourage consensus around those values as design criteria” 
(Shilton, 2013, p. 374). These levers include working on interdisciplinary teams, 
navigating institutional mandates, experiencing internal prototype testing, advocacy by a 
leader and a values worker, designing around constraints, and gaining funding. Values 
that emerged in this study include privacy, consent, equity, and forgetting, while issues 
were related to surveillance and how data is collected, stored, and used. Like Latour’s 
recommendation to investigate controversies, Shilton advises designers to use moments 
of technology breakdown to assess the values that may be at work in a design process. 
2.2.4. Ethical Issues in Design Practice 
There is also scholarship emerging that analyzes ethical issues in design 
practice. While Steen (2015) found there to be evidence of ethics in HCD approaches, 
other research opens the black box of design and finds issues and deficiencies. 
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Persuasive Design 
In Persuasive Technology, Fogg (2002) outlines a framework for affecting the 
attitudes and behaviours of users. These strategies include reduction through 
simplifying, tunnelling by guided persuasion, tailoring through customization, suggestion 
through intervention, self-monitoring through tracking, surveillance through observation, 
and conditioning through reinforcement. In this work, Fogg is mindful to note ethical risks 
along the way. Specifically, he notes the risks associated with novel experiences in 
which users lack expertise and experience and are, therefore, more vulnerable to 
persuasion. Then, in “Creating Persuasive Technologies,” Fogg (2009) outlines a further 
eight steps for persuasive technology design; including choosing a simple behaviour to 
target, choosing a receptive audience, finding what prevents the target behaviour, 
choosing a familiar technology channel, finding relevant examples of persuasive 
technology, imitating successful examples, testing and iterating quickly, and expanding 
on success. Persuasive design techniques would pave the way for dark patterns. 
Dark Patterns 
Another line of research about ethical issues in design analyzes the phenomenon 
of dark patterns. The term ‘dark patterns’ was coined by design practitioner and 
advocate Harry Brignull. According to Brignull, dark patterns occur in “a user interface 
carefully crafted to trick users into doing things [that do] not have the user’s interests in 
mind” (2013). Brignull has also defined the following categories of dark patterns: Bait 
and Switch, Disguised Ad, Forced Continuity, Friend Spam, Hidden Costs, Misdirection, 
Price Comparison, Prevention, Privacy Zuckering, Roach Motel, Sneak into Basket, and 
Trick Questions (Dark Patterns - Types of Dark Pattern, n.d.). Frequently, dark patterns 
are the application of persuasive design principles to technologies for the exclusive 
benefit of a company or organization. It would not be long before information about dark 
patterns would ‘bubble up’ from practice and for design research on the topic to emerge. 
In “The Dark (Patterns) Side of UX Design,” Gray et al. (2018) analyze instances 
of dark patterns and aims to provide an academic vocabulary for dark patterns in user 
experience (UX) practice. Dark patterns include instances where varying degrees of 
manipulation, deception, or persuasion are applied in design. Based on an analysis of 
examples, the authors propose five dark pattern categories. These include nagging, 
obstruction, sneaking, interface interference, and forced action. In “‘Nothing Comes 
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Before Profit’: Asshole Design In the Wild,” Chivukula et al. (2019) describe 
conversations on the social media forum Reddit and the ‘/r/assholedesign’ subreddit 
about the related concepts of asshole design and dark patterns. By analyzing Reddit 
posts, the authors identified examples of ‘asshole design’ that are consistent with the 
dark pattern subtypes. The posts expressed “annoyance, discomfort, and frustration” 
(Chivukula et al., 2019, p. 4) with the designs and shamed the offending companies 
(e.g., Google, Microsoft, Apple, Facebook, Snapchat, and Instagram). Further, in “What 
Kind of Work Do ‘Asshole Designers’ Create? Describing Properties of Ethical Concern 
on Reddit,” Gray et al. (2020) explore the issue of design complexity as discussed by 
technology users on Reddit. This paper also analyzes posts on the ‘/r/assholedesign’ 
subreddit, this time surfacing examples of dark patterns and dark UX to explore “the felt 
ethical complexity of users as they share ethically-nuanced artifacts” (Gray et al., 2020, 
p. 61). The authors attributed the inscriptions of dark patterns by designers to the 
malicious intent of the designer—what they refer to as “assholery.” According to the 
analysis, asshole designers are “coercive, manipulative, or aggressive” (Gray et al., 
2020, p. 69) and, as a result, are characterized as automating the user away, being two-
faced, being controlling, entrapping, nickeling-and-diming, and misrepresenting. 
Acknowledging the complexity in which designers work, the authors indicate that the 
asshole designer designation may apply to individual designers or groups of designers 
who may be acting “in response to stress, tension or the desire to attain capitalist ideals” 
(2020, p. 70). As such, ‘asshole design’ can be seen as the result of a broken and 
complex system in which design is carried out. 
2.3. Posthumanism 
The methodology for this study is actor-network theory (ANT) which brings with it 
commitments to posthuman concepts of human and nonhuman agency, hybrids, and 
networks. As such, this research builds on Bruno Latour’s actor-networks and hybrids. I 
also turn to Diana Coole (2005), Steven Dorrestijn (2012), and Jane Bennett (2010) for 
concepts related to agency. I then review works by Latour (1992, 2011; 2002), Rosi 
Braidotti (2013) for posthuman ethics and works by Albena Yaneva (2009), Peter-Paul 
Verbeek (2006, 2013), Thomas Binder et al. (2011), Erling Bjögvinsson et al. (2012), 
Paul Coulton and Joseph Lindley (2019), Elisa Giaccardi and Johan Redström (2020), 
and Ron Wakkary (2021) for posthuman perspectives on design. 
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2.3.1. (Human and) Nonhuman Agency 
In “Rethinking Agency,” Coole (2005) proposes that agency can be attributed 
across a spectrum of agentic capacities. This proposal is in response to what she refers 
to as a crisis in which contested notions of subjectivity and individuality have made it 
difficult to locate and identify political agents. Agency, according to Coole, is “some 
active force with both enough potency to bring about effects and sufficient reflexivity to 
yield concern about the nature of those effects, hence a degree of motivation and 
freedom” (2005). Further, Coole describes agency as diverse, partial, haphazardly 
manifested, emergent, interactive, leaky, and contingent. She suggests that there are a 
series of contingent phenomena and processes that occur across a spectrum of agentic 
capacities. These range from corporeal processes at one end, an intersubjective 
lifeworld at the other, and individual or collective agents in the middle. Corporeal 
agencies are non-cognitive somatic processes that include forms of bodily knowing. 
Coole offers examples of voice tone, eye contact, facial expressions, gestures, and the 
“twitch, spasm, a quiver” (2005, p. 131) of Winston’s face in George Orwell’s Nineteen 
Eighty-Four. Singular agencies are phenomena that occur in an individual or collective 
identity. According to Coole, singularities are “agentic constellations where agentic 
capacities manifest a provisional concentration and integrity” (2005, p. 132). In this way, 
singular agencies may be provisional and emergent. For this, Coole provides examples 
of language between individuals and women’s and workers’ movements. Finally, for 
transpersonal or intersubjective agencies, Coole attributes an interactive and reciprocal 
quality to the structures that are blamed for constraining agency in the agency-structure 
debate. Following Pierre Bourdieu, Coole conceptualizes transpersonal agency as an 
intersubjective field or a ‘force field’ in which agency can be attributed to the singularities 
that constitute the collective. The implication is that political agency and democracy must 
be engaged across the spectrum of corporeal, singular, and intersubjective agentic 
capacities. This description of agentic capacity is useful in describing human agencies, 
but it does not account for nonhuman or material agencies. 
In Vibrant Matter, Bennett (2010) extends agentic capacity to nonhumans. For 
Bennett, agency emerges from and is distributed across assemblages of humans and 
nonhumans. For this to be true, a nonhuman “has efficacy, can do things, has sufficient 
coherence to make a difference, produce effects, alter the course of events” (Bennett, 
2010, p. viii). An actant also has trajectory in that it has direction and causality that is 
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itself caught up in feedback loops of cause and effect. Further, agency can be seen as 
distributed. For Bennett, “an actant never acts alone” (2010, p. 21) and instead “the 
locus of agency is always a human-nonhuman working group” (2010, p. xvii). As a result, 
“an assemblage owes its agentic capacity to the vitality of the materialities that constitute 
it” (Bennett, 2010, p. 34). This argument is referred to as vital materialism. To counteract 
anthropocentrism and bridge the conceptual gap between humans and nonhumans, 
Bennett suggests humans anthropomorphize nonhumans. In addressing ethics, Bennett 
acknowledges that for a human-nonhuman assemblage, “the concept of moral 
responsibility fits only loosely and to which the charge of blame will not quite stick” 
(2010, p. 28). Further, a theory of vibrant matter and distributed agency means individual 
humans are “incapable of bearing full responsibility for their effects” (Bennett, 2010, p. 
37). Instead, Bennett suggests that “perhaps the ethical responsibility of an individual 
human now resides in one’s response to the assemblages in which one finds oneself 
participating” (2010, p. 37). In this way, she advocates for care between actants and for 
humans to be speaking subjects and representatives for otherwise mute nonhumans 
(2010, p. 108). 
In “Technical Mediation and Subjectivation,” Dorrestijn (2012) relates the work of 
Michel Foucault on power and ethics to the philosophy of technology and mediation 
theory. After an analysis of Foucault’s work on power relations and discipline, Dorrestijn 
turns to Foucault’s ethics of subjectivation. In his works on the history of sexuality, 
Foucault describes ethics as the art of living, fashioning oneself, and becoming a 
subject. In this way, ethics takes on forms of self-reflexivity, self-styling, and self-
mastery. Taken together, Foucault’s works on discipline and ethics demonstrate ways 
that people can shape their modes of being. Dorrestijn applies this conception of ethics 
to technical mediation and the way the human self is mediated and hybrid. For 
Dorrestijn, “hybridization is central in the approach: it is not to be rejected, neither is it 
the greatest danger, but it does deserve the greatest care” (2012, p. 221). Finally, he 
addresses the goal or telos of subjectivation. For technologies, “the point is not to remain 
free of the influences of technology, but instead to achieve the experience of freedom, 
agency, conducting oneself, by actively coping with the effects of technologies” 
(Dorrestijn, 2012, p. 238) and allowing for the experience of mastery and reflection in 
interaction with technologies. 
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2.3.2. Posthuman Ethics 
For posthuman conceptions of ethics, Latour (1992) suggests artifacts can be 
designed to replace and shape human action such that certain values and political goals 
are achieved. It is these same artifacts that explain the technological determinism/social 
constructivism dichotomy as well as the “missing mass of morality” (Latour, 1992, p. 
233). For Latour, much of human action can be explained by assessing the mediations 
that constitute the material world. To support this claim, Latour analyzes the assemblage 
of producers, machines, and users through examples of the seatbelt, door-closer, and 
Berliner key. The result is the insight that human actors delegate behaviours to 
technologies that in turn prescribe programs of action. In so doing, the ‘missing’ values, 
duties, and ethics of the social world are to be found in what Madeleine Akrich describes 
as the ‘scripts’ (1992) that are inscribed by designers in everyday technologies. Latour 
goes on to suggest that in design “it is as if materiality and morality were finally 
coalescing” (2011, p. 5). The implication of the expansion of design is that “designers 
take up the mantle of morality as well” (2011, p. 6). In this way, we may find the ‘missing 
masses’ of morality in the nonhuman—and designed—'things’ that populate the social 
world. 
In “Morality and Technology,” Latour sets out to specifically address ethics and 
technology. In this work, he challenges the notion that “technologies belong to the realm 
of means and morality to the realm of ends” (2002, p. 247). Technologies are more than 
functional, efficient, and material—they are also and moral. Further, Latour describes the 
folding of technologies to include “time, space, and the type of actants” (2002, pp. 248–
249) and a variety of possibilities. For this, he provides the example of Moonwatcher, the 
ape-like being, in Stanley Kubrick’s 2001: A Space Odyssey who, upon discovering that 
jawbone is also a weapon, realizes new worlds and futures. Latour also suggests 
technologies act as a detour, a black box, or, to use the language of ANT, a mode for 
translation. For Latour, technologies are fundamentally opaque and unpredictable. They 
make possible new “engagements, allowances, interdictions, habits, positions, 
alienations, prescriptions, calculations, [and] memories” (2002, p. 252). Technologies 
are the mediators and modifiers of ends. As a result, he concludes that the theory of 
technical mediation is inadequate to account for this “accumulation of folds and detours, 
layers and reversals, compilations and re-orderings” (2002, p. 251) Instead, technologies 
and morality are both heterogeneous assemblages, share an ontological status as 
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mediators, and are both ways of “being-as-another” (Latour & Venn, 2002, p. 254). It 
also means that that the precautionary principle, rather than bringing about endless 
reviews and reflection in innovation processes, implicates practitioners to ensure the 
impossibility or reversibility of folding; as seen in recyclable products, sustainable 
development, and concerns for transparency. In this article, Latour relates technology 
and morality in how they gather actors around matters of concern—that is, technology 
and morality are at once bounded together and “by other things and for other things” 
(2002, p. 256). 
In The Posthuman, Braidotti (2013) explores concepts of posthumanism, 
examines its intellectual history, and considers its effects on the concepts of humanity, 
human subjectivity, and inhumanity. She also proposes a critical posthumanism based 
on postcolonialism, race and gender studies, and environmentalism. According to 
Braidotti, the critical posthuman subject exists “within an eco-philosophy of multiple 
belongings, as a relational subject constituted in and by multiplicity, that is to say, a 
subject that works across differences and is also internally differentiated, but still 
grounded and accountable” (2013, p. 49). In this way, the critical posthuman subject is 
only partially accountable “based on a strong sense of collectivity, relationality and 
hence community building” in what Braidotti refers to as “the ethics of becoming” (2013, 
p. 49). This form of posthuman ethics “implies a new way of combining ethical values 
with the well-being of an enlarged sense of community” (Braidotti, 2013, p. 190), 
including “the nonhuman or ‘earth’ others” (Braidotti, 2013, p. 48). For Braidotti, 
technology is about becoming more human while entangled and entwined with 
nonhumans, including technologies, other species, and the planet. However, she 
criticizes the perspective from postphenomenology that technologies materialize 
morality. In her view, this imposes humanist ethics. Rather, Braidotti suggests that an 
ethical response to nonhuman agency and autonomy is “pragmatic experimentation” 
(2013, p. 45) as well as equity and egalitarianism between humans and nonhumans. 
2.3.3. Posthuman Design 
Actor-Network Theory and Design 
In “Making the Social Hold,” Yaneva demonstrates the potential of actor-network 
theory for design. According to her, “ANT shows how every single technical feature of an 
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object accounts for a social, psychological and economical world” (2009, p. 276). She 
describes ways in which, according to ANT, human actions are both delegated to objects 
and shaped, changed, and influenced by them. In this way, and citing Latour, she 
suggests that the objects that mediate human relationships, morality, ethics, and politics 
come together in design. Specifically, Yaneva argues that objects of design with their 
inscriptions and programs of action trigger specific ways of enacting the social. In this 
way, design shapes, conditions, and facilitates everyday sociality while also making it 
material and durable. In considering the objects of design, Yaneva references mock-ups, 
artifacts, scale models, and prototypes. Relevant for this study, she suggests that “an 
ANT approach to design would consist in investigating the culture and the practices of 
designers” and “design in the making” (2009, p. 282), as well as “captur[ing] the 
movements of artifacts and designers in the design studio” (2009, p. 283). The result 
would be to “study not only the materialization of successive operations, performed on a 
daily basis but also the foreseen and unforeseen effects they might trigger” (Yaneva, 
2009, p. 283). 
Postphenomenology and Design 
According to Verbeek, postphenomenology “is the philosophical analysis of the 
structure of the relations between humans and their life-world” (2006, p. 363). In this 
view, technologies mediate human perceptions and actions and can be seen to have a 
moral character. Therefore, in “Materializing Morality,” Verbeek suggests that the design 
of things is a moral act and that designers do “ethics by other means” (2006, p. 361). Put 
another way, ethics “is about the questions of how to act, and technologies appear to 
give materials answers to this question” (Verbeek, 2006, p. 369). In this way, designers 
inscribe technologies with ‘scripts’ (Akrich, 1992) that are materialized into the product 
and then “prescribe the actions of the actors involved” (Verbeek, 2006, p. 362). 
Technologies translate human actions in the way they are invited or inhibited and 
transform human perceptions in the way they are amplified or reduced. He references 
Latour’s examples of speedbumps and seatbelts as examples of technologies with 
‘scripts’ for users to drive slowly and put the seatbelt on before starting the car. The 
challenge then, for Verbeek, is about anticipating the mediating and moral role of 
technologies in the design process. For this, he suggests designers use mediation 
analyses by way of the designer’s imagination and constructive technology assessments 
in which stakeholders provide feedback for a technologies-in-design. Designers may 
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also explicitly inscribe moral actions and perceptions into technologies to moralize the 
socio-material environment. 
In “Technology Design as Experimental Ethics,” Verbeek (2013) asserts that 
ethics, like other human perceptions and actions, are mediated by technologies. 
However, citing actor-network theory, postphenomenology, and technological mediation, 
Verbeek claims that ethics are no longer simply human ends for technological means. 
Rather, ethics of technology must adapt its position “from ‘assessing’ technologies 
toward ‘accompanying’ their development, implementation and use” (Verbeek, 2013, p. 
79). To this end, humans and technologies should not be separated and in opposition. 
Following Heidegger, Verbeek shows how the two are necessarily connected, interact, 
and are mutually shaped. He proposes that technological mediations can be anticipated 
by assessing their locus (i.e., point of application), type (which form its impacts take), 
and domain (i.e., which aspect of human existence it affects). However, responsibility for 
moral mediation does not rest solely with the designer. Verbeek encourages users to 
also develop an awareness of technological mediations. 
Things in Design Practice 
In Design Things, Binder et al. (2011) make the case for participatory design 
‘things’ in design practice. In this way, the authors use the word ‘thing’ to mean socio-
material assemblies of humans and artifacts gather around matters of concern. For 
design to become a practice that makes design things rather than design objects, the 
authors propose design practice as a collection of people, space, artifacts, and materials 
that, as such, constitute design things. This conception of design practice features 
participatory design and design thinking techniques that are oriented towards aesthetic 
and democratic values. In this book, the authors present the experiences and work from 
the Atelier (Architecture and Technology for Inspirational Living) research project as well 
as professional practice. 
In “Design Things and Design Thinking,” Bjögvinsson et al. (2012) position 
design as a practice to make design things that are socio-material assemblies of 
humans and nonhumans. This conception of design Things is useful for “inquiring into 
the ‘agency’ not only of designers and users, but also of non-human ‘actants’, such as 
objects, artifacts, and design devices” (Bjögvinsson et al., 2012, p. 103). The authors 
suggest two methods of thinging. In the more traditional approach, participatory design 
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and design thinking are used within the project—what they call projecting. The other 
reserves design and participation after the design project—what they call infrastructuring 
and design-after-design. In this conception of design, nonhuman participants include 
prototypes, mock-ups, models, and sketches which the authors refer to as material 
presenters to be used as a boundary object for controversy, debate, and negotiation 
between groups with competing interests and about possible or later use cases. 
Infrastructuring means cultivating relationships with interested stakeholders like the 
authors’ work at the Malmö Living Labs to facilitate this ongoing engagement. Through 
the Living Labs, various “people, companies, public agencies, cultural organizations, and 
NGOs” are invited to collaborate, “aligning potentially conflicting matters of concerns 
between users [and] driving innovation, business incubators, new business models, 
research and education” (Bjögvinsson et al., 2012, p. 115). In these ways, design 
objects become design Things. 
Posthuman Concepts for Design 
In “More-Than Human Centred Design,” Coulton and Lindley (2019) address the 
complexity of human and nonhuman networks in design and propose more-than human 
centred design. The authors point to the Internet of Things (IoT) as an example of these 
networks, which include “algorithms, humans, data, and business models” with “unseen 
agendas, unclear agency, and inconsistent design choices that conspire to undermine 
the needs of their users” (2019, p. 463). According to Coulton and Lindley, the 
“increasingly complex network ecologies” and “data-rich residue” of IoT devices bring 
with it “new types of agency, values, and power” (2019, p. 464). It is the complexity and 
obfuscation of the nonhumans implicated in IoT devices that problematizes human-
centred design and renders a more expansive perspective of actors and agency 
necessary in design. To move beyond HCD, the authors advocate for non-
anthropocentric design based on Object-Oriented Ontologies (OOO). For the authors, 
“an object is any self-contained construct” including “a conference, a paper, a word, a 
citation, a committee chairperson, and an arm chair, physical things, conceptual things, 
even a theory itself” (2019, p. 471). The contributions of this work include a review of 
literature that seeks to move beyond HCD, the design metaphor of ‘constellations’, and 
an example of speculative design to mobilize these concepts. 
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In “Technology and More-Than-Human Design,” Giaccardi and Redström (2020) 
analyze networked computational things and artificial intelligence to speculate about its 
effect on design. They ask, what happens when design is a more-than-human act and 
technologies become participants? For Giaccardi and Redström, these smart 
technologies are things in that they have presence and tangibility, but they also learn 
and change. The authors go on to raise concerns about the complexity of design related 
to “runtime assembly of networked services, constant atomic updates, and agile 
development processes” (2020, p. 33) that intertwine design production and design 
consumption. They also raise concerns about the relevance of human-centred design. 
HCD is the process by which things are made primarily to be “useful” for humans and 
may also aim to satisfy “needs, desires, dreams, and hopes” (Giaccardi & Redström, 
2020, p. 36). However, for the authors, HCD frameworks are inadequate for the task. 
They assert that the ethical principles of “simplicity, transparency, honesty, and 
effectiveness” (2020, p. 39) are outmoded. A new conceptualization of design is required 
for computational things; one in which the designer designs with technologies as 
participants in the design space. Technological things express agency in the way they 
learn and interact and, as such, can be considered as actors or users alongside 
humans. Relevant to this research project, the authors acknowledge the procreation of 
manifestos, principles, and policies to address the urgency and ethics of this technology 
moment. The authors also point to a conception of more-than-human centered design 
that is based on what a design might become, a multiplicity of relationships, and the 
values, principles, and logics of networked computational things. The things of more-
than-human centered design are relational, responsive, and, following Barad, ‘response-
able’ (Barad, 2012). 
In Things We Could Design, Wakkary (2021) proposes a posthumanist 
conception of design which displaces human centeredness in design such that humans 
and nonhumans share center stage. Wakkary challenges the values and assumptions of 
HCD and suggests that, rather than the answer to our problems, it is itself part of the 
problem (2021, p. 1). Instead, Wakkary proposes design as “nomadic practices” in which 
design is “a multiplicity of intentionalities and situated knowledges, nomadic in their 
relations to other nomadic practices of design or other knowledges in general” (2021, p. 
13) in that it is “a multiplicity of concurrent, allied, non-allied, collaborative, competitive, 
contradictory, or aligned practices of design marked by who gathers around a particular 
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something to design” (2021, p. 53). For Wakkary, the concept of nomadic practices also 
means the act of design is to design something. The somethings of design include 
artifacts, objects, products, and things. Artifacts “contribute to human progress by 
supporting complex human use and practices,” objects “aspire to higher principles of 
morality and goodness,” and products are “for economic gain and well-being as a matter 
of financial transactions” (Wakkary, 2021, p. 15). Things, on the other hand, are based 
on concepts of mediating technologies and assemblies of matter that are 
“interconnected, transformative, relational, and vital” (Wakkary, 2021, p. 16). Next, 
Wakkary conceptualizes designers as “assemblies of humans and nonhumans that 
share agencies that together design” (2021, p. 22) or “an interconnected human-thing” 
(2021, p. 174). Wakkary proposes the concept of designer as biography in which the 
designer is “an assembly of nonhumans and humans that together inscribe themselves 
into the same lifeworld they cohabit” and “to make the designer of things accountable for 
what it designs into the world and what it leaves behind” (2021, pp. 22–23). Wakkary 
also introduces the concept of constituency which describes “a political structure that 
convenes humans and nonhumans together to [...] discuss, debate, contest, and enact 
design to form and inform the designer of things in ways that are expansive and political” 
(2021, p. 24). Examples of proto-constituencies include the Everyday Design Studio and 
other design studios, consultancies, and agencies as well as technology companies like 
Facebook and Google. For constituencies, those which are relationally expansive and 
inclusive, Wakkary offers a collective based in Yogyakarta, Indonesia called Lifepatch as 
an example. He imagines constituencies for design that require a commitment to 
designing-with in which humans and nonhumans participate in design and are bound 
together materially, ethically, and existentially. For designing-with, Wakkary proposes 
the concept of repertoires which are “experimental and reflexive practices or mobilizing 
actions of the speaking subject” (2021, p. 229) or the human designer. Repertoires may 
include new techniques and tools “that account for and realize nonhumans in design” 
(Wakkary, 2021, p. 229). Finally, Wakkary issues an urgent call for design to participate 
in Tony Fry’s sustainment (Fry, 2004) and oppose how design depletes resources. In 
addressing ethics, Wakkary asserts that, rather than normative or prescriptive ethics, 
ethics for design emerge through the formation of constituencies and designing-with 
because “‘we’ are in this together” (Braidotti, 2011, pp. 121–122). 
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2.4. Gap in the Literature 
This research builds on the work referenced in this section. However, there are 
two notable gaps in the literature that I look to address. The first gap is related to the 
design ethics literature in HCI. Primarily, previous research introduces various theories 
to explain ethical issues in design and frameworks to help mitigate ethical issues in 
design. This research, however, sets out to apply posthuman concepts to design 
practice to see what new insights may emerge. In this way, I describe the human and 
nonhuman networks of professional design practice to show how agency is distributed 
and ethics are a shared responsibility. 
The second gap in the literature is related to actor-network theory and design. 
Other research uses ANT to analyze design domains like architecture (Yaneva, 2009) 
and the use of technologies (Kraal, 2007), while others still use ANT as a design method 
(Johnson, 2016). However, this study applies ANT to empirically analyze the human and 
nonhuman networks in professional design practice and to raise ethical implications. 
2.5. Summary 
In Chapter 2, I reviewed the foundational literature for this thesis. These works 
are related to design practice, design ethics, and posthumanism. First, I introduced 
foundational actor-network theory studies and works that describe the nature of design 
practice. Next, I reviewed key literature related to ethics in design research. This 
includes scholarship about human-centred design, ethics-focused design methods, and 
ethical issues in design. I also summarize posthumanism literature, including works 
related to agency and ethics, as well as ANT, postphenomenology, nonhuman ‘things’, 
and other posthuman concepts for design. Finally, I describe the gaps in this literature 
that this study addresses. 
32 
Chapter 3.  
 
Methodology 
This research aims to describe the ways in which professional designers 
exercise agency and enact ethics within design practice. In this study, I used grounded 
theory to generate themes and actor-network theory (ANT) to analyze the accounts of a 
subset of participants. Following ANT, I set out to “follow the actors” (Latour, 2007, p. 12) 
and trace their associations and circulations within a network. The participants—or 
actors—I follow in this study are practitioners at technology companies and design 
consultancies. For this research, data were collected in three phases: 1) an initial focus 
group interview with five participants, 2) individual interviews with 12 participants, and 
3) follow-up questions with the four participants whose accounts were used to generate 
the three vignettes. The result is one comprehensive thematic analysis and three 
vignettes. 
In this chapter, I state the research objectives and questions to describe the 
purpose and areas of interest for this study. Then, I introduce ANT as the qualitative 
research methodology for this study and detail the study protocol which includes the 
participants and procedures for the focus group and interviews. Next, I describe my 
approach to data management, including collection, coding, and assembling the data. 
For data analysis, I first describe my approach to thematic analysis of the data 
generated by the focus group and the interviews. Then, I describe the way I utilize ANT 
to generate a series of three vignettes based on four select interviews. Finally, I address 
considerations for the trustworthiness and transparency of this study. 
3.1. Research Objectives 
The primary goal of this study is to analyze the accounts of professional 
designers and how they describe agency and ethics in design practice. I also seek to 
understand who and what are present, active, and associated with designers at 
technology companies and design consultancies. To do this, I ‘follow the actors’ based 
on the firsthand accounts of professional designers about the controversies they 
encounter in their work. In this way, I open the black box of professional design practice. 
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Inside this black box, I find an assortment of human and nonhuman actors and ethical 
“gray areas.” That is, there are issues, conflicts, controversies, negotiations, and trade-
offs that occur between designers and the various other participants and stakeholders in 
design processes. What emerges are descriptions of networks actors and networks 
whose agencies are contingent, entangled, and distributed. 
For professional designers, I hope this research shifts the understanding of 
ethics from an individual to collective responsibility. In this way, practitioners may 
become critically aware of the networks of which they are a part and, more precisely, the 
nonhumans they design with. These nonhumans include various technologies, artifacts, 
resources, and documents that materialize various goals, policies, processes, principles, 
and values. I also hope this study motivates designers to critique their networks and 
redesign their processes to enable more ethics-focused design. Additionally, I hope that 
my position as a practitioner in professional design and the combined accounts of 17 
other practitioners provides descriptions and insights that are resonant with the 
experiences of professional designers and the logic of design itself. 
For design researchers, this study is based on multiple accounts to generate 
thick descriptions (Geertz, 1973) and on the ground descriptions (Gray & Chivukula, 
2019) of ethics in design practice. In this way, I hope this study helps narrow the gap 
between design research and design practice (Colusso et al., 2017; Goodman et al., 
2011; Gray et al., 2014; Stolterman, 2008) as well as the gap between design ethics and 
design practice. Additionally, I hope that this study contributes to posthuman design 
scholarship by further challenging both the humanist and individualist approaches to 
design and ethics. To do this, I apply ANT as the methodology to analyze the data and 
generate novel descriptions of designer-networks. While ANT has been used to study 
the processes of science, it has not been used to empirically study professional design 
practice at technology companies or design consultancies. 
3.2. Research Questions 
The research questions are informed by the research objectives and concepts 
from the literature review, including design practice, design ethics, and posthuman 
concepts of agency, ethics, and design. The primary aim of this study is to explore and 
describe agency and ethics in design practice. I also hope to identify who and what is 
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active within the controversies of design practice. The results are descriptions of agency 
and ethics in design, as well as accounts of specific designer-networks. 
Specifically, in this study I ask: 
Central Research Question: How do professional designers describe how they 
enact ethics in design practice and by whom and what are they enacted? 
As my central research question, I aim to understand the actions and actors that 
help or hinder ethics in professional design practice. 
RQ1: How do professional designers describe and enact ethics in design 
practice? 
With this question, I aim to learn the ways in which ethics are defined and 
performed by professional designers in their practice at technology companies and 
design consultancies. 
RQ2: Who and what are the humans and nonhumans that constitute the 
networks of professional designers? 
This question looks to identify the other practitioners and stakeholders and the 
technologies, objects, artifacts, and documents in professional design practice and to 
trace the associations between actors. The result is an accounting of the actors that 
constitute networks of professional design practice. 
These research questions reflect the motivation and objectives of this study. The 
research questions also informed the focus group, participant interviews, and follow-up 
questions. The data generated from the interview questions were then analyzed to 
generate themes and a series of three vignettes. Next, I describe in more detail the 
methodological approach and the supporting concepts used in this study. 
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3.3. Methodological Approach 
3.3.1. Qualitative Research 
Qualitative modes of research aim to understand phenomena based on the 
experiences, knowledge, practices, and actions of people. In this way, “qualitative 
research begins with assumptions and the use of interpretive/theoretical frameworks that 
inform the study of research problems addressing the meaning individuals or groups 
ascribe to a social or human problem” (Creswell & Creswell, 2013, p. 44). As a result, 
qualitative researchers take an active and reflexive approach to inquiry and may employ 
a variety of research methods for data collection. These include interviews with open-
ended questions, ethnographic observation, and the collection of various documents and 
artifacts. The researcher then analyzes the corpus of data for themes and insights that 
address the research problem and questions. In this way, and while the researcher is the 
instrument in qualitative research, it is the goal of these methods to rely upon the 
accounts of participants as much as possible. 
This is a qualitative research study. I use constructivist grounded theory 
(Charmaz, 2006) to generate a thematic analysis and actor-network theory (Latour, 
2007; Michael, 2016) to trace the various actors, associations, and negotiations in the 
networks of professional designers. As such, this study utilizes a social constructivist 
interpretive framework by which I describe the ways individuals understand the world 
and the varied, multiple, and complex meanings they attribute to their experiences 
(Creswell & Creswell, 2013, p. 24). ANT draws on social constructivism but breaks with it 
by including nonhumans as participants in the ‘social’. In this way, and consistent with 
ANT, this study takes up the theoretical commitments of posthumanism in that humans 
and nonhumans are considered symmetrically as being agents (Latour, 2003, p. 258). 
3.3.2. Actor-Network Theory 
There are no humans in the world. Or rather, humans are fabricated–in 
language, through discursive formations, in their various liaisons with 
technological or natural actors, across networks that are heterogeneously 
comprised of humans and nonhumans who are themselves so comprised. 
Instead of humans and nonhumans we are beginning to think of flows, 
movements, arrangements, relations. It is through such dynamics that the 
human (and the nonhuman) emerges. (Michael, 2000, p. 1) 
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If the agency of the designer is contingent, entangled, and distributed, then who 
or what else is active in design practice and what does this mean for ethics? To answer 
this question, I conducted one focus group and a series of 12 individual interviews with 
design and technology industry practitioners. Participants included executives with 
technical (x2), design (x1), and business (x1) backgrounds, as well as design managers 
(x7), designers (x5), and an engineering manager (x1). All participants are active 
participants in professional design processes. The interviews were transcribed, and the 
data was coded using open and axial coding methods based on constructivist grounded 
theory to generate themes with which to engage literature and theory. Next, ANT was 
utilized to further analyze and code the corpus of data for human and nonhuman actors 
and the process of translation. 
ANT emerged from the sociology of science. However, ANT scholars broke from 
science studies traditions by concluding that existing “social theory had failed on science 
so radically that it’s safe to postulate that it had always failed elsewhere as well” (Latour, 
2007, p. 94). Instead, and according to Latour, it became clear in the course of their 
early studies that the “Objects of science may explain the social, not the other way 
around” (2007, p. 99). ANT draws from microsociology and ethnomethodology. 
Microsociology emphasizes “the analysis of discrete occasions of local interactions as a 
way of grasping the production of social order” while ethnomethodology emphasizes the 
“culturally local and distinctive” and “practical procedures” (Michael, 2016, p. 24). 
ANT also challenges the seemingly ‘modern’ divide between the domains and 
practices of the social and the scientific. This division results in what Latour refers to as 
purification and a Constitution (1993) that separates the social, cultural, subjective, and 
human from the scientific, natural, objective, and nonhuman. Instead, according to ANT, 
there are processes that work to mix or hybridize the social and the scientific, the natural 
and the cultural, the subjective and the objective, and human and the nonhuman. These 
processes are known as translations which result in the formation of hybrid associations 
between the two sides of this divide. 
Finally, I acknowledge the ways in which ANT has been critiqued as a 
methodology for its apparent lack of concern for ethics and morality. However, according 
to Latour, the “Morality that seems totally absent from the engineering dreams of ANT, 
may be very abundant if we care to take it also for a certain type of circulation” (1999b, 
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p. 24). Further, it is the view of ANT scholars that the method itself is “an ethical practice 
of description rather than a moral one” (Lee & Stenner, 1999, p. 98). According to ANT, 
the matters of fact, objects, and black boxes that ANT seeks to deconstruct are instead 
considered matters of concern around which human and nonhuman actors gather. In 
this study, I utilize ANT to track the ways in which morality circulates within the networks 
of design practice and take care to describe the ethical controversies and issues around 
which actors gather and the processes of translation that ensue. Next, I turn to some key 
ANT terminology to describe the actors and networks. 
Actors 
In this study, I ask, How do professional designers describe how they enact 
ethics in design practice and by whom and what are they enacted? To answer this 
question, ANT instructs the researcher “to follow the actors themselves” (Latour, 2007, 
p. 12). An actor, according to ANT, is “any entity (human or nonhuman) within a network 
(hence actor-network)” (Michael, 2016, p. 153). Latour describes an actor as “something 
that acts or to which activity is granted by another” (1996a, p. 373). Actors may also be 
considered “individual humans, nonhumans, groups, [and] institutions” (Michael, 2016, p. 
47). According to Callon, human and nonhuman actors may “conceive, elaborate, 
circulate, emit or pension off intermediaries” or they may themselves be an “intermediary 
that puts other intermediaries into circulation” (1990, p. 141). Latour asks, “Does it make 
a difference in the course of some other agent’s action or not? Is there some trial that 
allows someone to detect this difference?” (2007, p. 71). That is, according to ANT, 
actors act or make others act. They make a difference. They leave a trace. If there is no 
action or difference or trace, then the entity is not an actor. The primary concern for the 
ANT analyst is to trace the action and it is meaningless whether the action is by a human 
or nonhuman (Latour, 2003, p. 232). 
Humans, Nonhumans, and Hybrids 
Based on classical ANT studies of science in the laboratory, the ANT analyst 
“follow[s] such actors as scientists as they go about making experiments, differentiating 
facts from artifacts, writing papers and reports, marshalling resources, translating 
interests, attributing agencies, arranging meetings, circulating texts, etc.” (Michael, 2016, 
p. 26). It is the scientists in these accounts who associate with and act through other 
actors. Additionally, Latour assigns humans the role of “spokesman (or spokeswoman, 
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or spokesperson, or mouthpiece)” (2003, p. 71) such that nonhuman actors may also be 
represented. This is because, as Latour notes following Samuel Butler, “becoming silent 
is what [things] are so good at” (2007, p. 79). Examples of groups of human actors from 
ANT literature include the scientists of the Salk Institute (Latour & Woolgar, 1986), the 
scientists and fishermen of St Brieuc Bay (Callon, 1984), or the engineers of the Aramis 
project in Paris (Latour, 2002). In the accounts that follow, human actors include 
designers, stakeholders, experts, and users. 
The nonhumans that count in ANT include arrays of objects, artifacts, and things. 
In We Have Never Been Modern, Latour describes nonhumans as “inert bodies, 
incapable of will and bias but capable of showing, signing, writing, and scribbling on 
laboratory instruments before trustworthy witnesses” (1993, p. 23). In his work, Latour 
offers lists of nonhuman actors; including “things, objects, [and] beasts” (1993, p. 13); 
“air pumps, sword, blade, invoices, computers, files and palaces” (1993, p. 111); 
“microbes, scallops, rocks, and ships” (2007, p. 11), “documents, writings, charts, files, 
paper clips, maps, organizational devices, in brief intellectual technologies” (2007, p. 
76), and “texts, reports, accounts and tracers” (2007, p. 127). Further, Latour (2003) 
provides one particularly detailed description of the nonhumans (and a few humans) 
present in science studies: 
What is behind the claims? Texts. And behind the texts? More texts, 
becoming more and more technical because they bring in more and more 
papers. Behind these articles? Graphs, inscriptions, labels, tables, maps, 
arrayed in tiers. Behind these inscriptions? Instruments, whatever their 
shape, age and cost that end up scribbling, registering and jotting down 
various traces. Behind the instruments? Mouthpieces of all sorts and 
manners commenting on the graphs and “simply’ saying what they mean. 
Behind them? Arrays of instruments. Behind those? Trials of strength to 
evaluate the resistance of the ties that link the representatives to what they 
speak for. It is not only words that are now lined up to confront the 
dissenter, not only graphs to support the words and references to support 
the whole assembly of allies, not only instruments to generate endless 
numbers of newer and clearer inscriptions, but, behind the instruments, 
new objects are lined up which are defined by their resistance to trials. (p. 
79) 
Latour grants a measure and form of agency to nonhumans as well. By 
anthropomorphizing nonhumans, he lists what things can do: “kettles ‘boil’ water, knifes 
‘cut’ meat, baskets ‘hold’ provisions, hammers ‘hit’ nails on the head, rails ‘keep’ kids 
from falling, locks ‘close’ rooms against uninvited visitors, soap ‘takes’ the dirt away, 
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schedules ‘list’ class sessions, price tags ‘help’ people calculating, and so on” (2007, p. 
71). He also lists the ways nonhumans can facilitate and frustrate action: “Things might 
authorize, allow, afford, encourage, permit, suggest, influence, block, render possible, 
forbid, and so on” (2007, p. 72). In this study, I set out to bring forward the nonhumans 
that are present and active in design situations and ways they ‘encourage’ or ‘forbid’ 
ethics in design practice. The various ‘intellectual technologies’ in this study include 
computer hardware, design software, prototypes, artifacts, documents, and more. These 
nonhumans stabilize the networks of design and make them durable. 
As noted previously, Latour suggests that there are processes by which nature 
and culture, science and society, the objective and subjective, and the human and 
nonhuman come together. These elements are mixed to form hybrids. For Latour, 
hybrids are “a mixture of two pure forms” (1993, p. 78), they are ‘monsters’, and they are 
‘cyborgs’ (Haraway & Wolfe, 2016). In this study, individual designers and the humans 
and nonhumans through which they directly act are hybrids. 
Mediators and Intermediaries 
In ANT terms, humans and nonhumans can be both mediators and 
intermediaries. Mediators are human and nonhuman actors that ‘make a difference’ in 
that they “transform, translate, distort, and modify the meaning of the elements they are 
supposed to carry” (Latour, 2007, p. 39) and “make other actors do unexpected things” 
(Latour, 2007, p. 129). Put another way, mediators are “actors endowed with the 
capacity to translate what they transport, to redefine it, redeployment it, and also to 
betray it” (Latour, 1993, p. 81). In this study, I follow professional designers as they and 
other actors ‘make a difference’ in design practice. 
An intermediary is a human or nonhuman that makes no difference. It faithfully 
“transports meaning or force without transformation: defining its inputs is enough to 
define its outputs” (Latour, 2007, p. 39). According to Callon, intermediaries can include 
“scientific articles, computer software, disciplined human bodies, technical artifacts, 
instruments, [and] contracts and money” (1990, p. 134). In ANT, intermediaries that 
circulate and carry meaning within networks are referred to as immutable mobiles. 
These “meanings tend to remain stable, and [they] are highly transportable” (Michael, 
2016, p. 44) as they circulate within and across networks. For Latour, intermediaries and 
immutable mobiles “circulate from office to office in the form of paper, plans, 
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departmental memos, speeches, scale models, and occasional synopses” (2002, p. 24). 
Intermediaries are of interest to this study in the way the concepts, processes, and tools 
of design proliferate between designers and within organizations. 
Networks 
We have to be as undecided as the various actors we follow as to what 
technoscience is made of; every time an inside/outside divide is built, we 
should study the two sides simultaneously and make the list, no matter 
how long and heterogeneous, of those who do the work. (Latour, 2003, p. 
258) 
According to Michael, “the point of ANT is to investigate the rise (and fall) of 
networks” (2016, p. 25). To do this, the researcher sets out “to follow the actor 
themselves” (Latour, 2007, p. 12) and identifies their associations and interactions in 
networks. For Latour, “The word network indicates that resources are concentrated in a 
few places—the knots and the nodes—which are connected with one another—the links 
and the mesh: these connections transform the scattered resources into a net that may 
seem to extend everywhere” (2003, p. 180). Further, “networks are simultaneously real, 
like nature, narrated, like discourse, and collective, like society” (Latour, 1993, p. 6). It is 
by empirically analyzing and following the actor through these processes that the 
network can be traced and attributed its specific contents, meanings, and actions. 
The ANT researcher could endlessly trace a network as it emerges and extends. 
There are limitless actors, associations, and actions that could be followed. However, for 
the purposes of defining a network and the vignettes that follow, I refer to the ANT 
concept of a frame. For ANT, the actors “make everything, including their own frames, 
their own theories, their own contexts, their own metaphysics, even their own ontologies” 
(Latour, 2007, p. 147). There are two principles that I will use to define, or frame, a 
network: 1) if an actor leaves no trace then it is not part of a network and 2) the actors, 
actions, and associations that are described in a network will be framed as a matter of 
taste and practicality (Michael, 2016, p. 50). With this in mind, and through the interviews 
with participants, I frame each situation based on the human and nonhuman actors, the 
mediators, the intermediaries, and their associations and actions as described in the 
focus group, interviews, and follow-up questions. 
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3.4. Study Protocol 
In classical ANT studies (Callon, 1984; Latour, 2003; Latour & Woolgar, 1986), 
‘following the actor’ was achieved through ethnographic fieldwork and longitudinal 
studies. In this way, Latour describes the typical fieldwork of ANT to include “conducting 
interviews, passing out questionnaires, taking notes and pictures, shooting films, leafing 
through the documentation, [and] clumsily loafing around” (2007, p. 123). In this study, I 
rely on conducting interviews with participants in which they describe enacting ethics in 
design practice and reconstitute specific situations. I also took notes during the 
interviews, transcribed the interviews, and contacted a subset of participants for a follow-
up questionnaire to add detail for rich, thick descriptions of the humans and nonhumans 
in designer-networks. According to Latour, if networks are traces and assemblies, then 
they can be retraced and reassembled (2007, p. 128). This is in line with other ANT-
based works that similarly feature interviews as a method to capture the experiences of 
key actors as networks emerge and extend (Johnson, 2016; Kraal, 2007). For this study, 
a focus group and individual interviews are the methods to reassemble and retrace the 
networks of design and technology practitioners. These are also suitable methods given 
that participants in this study live and work across Canada, the United States, the 
European Union, and the United Kingdom. Further, restrictions associated with the 
COVID-19 pandemic made the sites or oligopticons of design—studios, offices, and 
meeting rooms—inaccessible for direct observation.  
For this study, data was collected from one focus group session and 12 individual 
interviews. The result is a diverse set of seventeen participants who represent a range of 
backgrounds, expertise, seniority, roles, and perspectives. In total, 12 participants are 
male and five are female; geographic representation includes Canada, the United 
States, European Union, and the United Kingdom; and education levels include 
doctorate, master’s, undergraduate, and self-taught. In the tables below, I identify each 
participant by a pseudonym, and I describe their professional role and the type of 
company they work for. Throughout this report, I anonymize other identifiable elements 
related to their work context to protect the privacy of the participant and organization. 
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3.4.1. Focus Group 
Participants 
The first phase of data collection involved a focus group interview with five 
participants. They included three design consultancy executives, one designer at a 
design consultancy, and one engineering leader at a technology company. I recruited 
these participants from a discussion group I founded and host in Vancouver, Canada 
called Ethicism. At Ethicism meetings, a group of design and technology practitioners 
gather to discuss ethical issues from the technology industry. The group meets on a 
semi-monthly basis, so participants have developed a rapport and are comfortable 
discussing issues related to ethics and practice. At the conclusion of this session, I 
asked participants to refer professional designers for this study who would be suitable 
participants for individual interviews. 
Table 3.1. Group Interview Participants 
Participant Role Company Type 
Finn Engineering Manager Technology Company 
Gareth Founder, CEO Design Consultancy 
Malcolm Co-Founder, Design Director Design Consultancy 
Molly Designer Design Consultancy 
Hubert Founder, CEO Design Consultancy 
 
Procedure: Video Conference Focus Group 
The focus group session was semi-structured. I based the discussion on three 
key questions (see Appendix A), and I probed and asked clarifying questions as 
necessary. The discussion questions were intended to identify ethics in the design 
process, the effects of ethics in design practice, and stakeholders who are involved in 
the way ethics are enacted in technology companies and design consultancies. This 
group session was scheduled for 60 minutes and was hosted via video conference 
software (i.e., Zoom) and audio recording software. 
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3.4.2. Designer Interviews 
Participants: Design Practitioners 
Next, I conducted a set of 12 semi-structured interviews with individual 
participants. These participants included one team leader, seven design leaders, and 
four designers who represent eight technology companies and four design 
consultancies. Participants were recruited in two ways. Some participants were recruited 
using the snowball method as focus group participants and one individual interview 
participant recommended additional participants. Other participants were recruited from 
my existing professional network. Individual interview participants are in Canada, the 
United States, European Union, and the United Kingdom. 
Table 3.2. Individual Interview Participants 
Participant Role Company Type 
Bobby Team Leader Technology Company 
Damien Design Leader Technology Company 
Casey Product Design Manager Technology Company 
Peter Design Manager, Mixed Reality Technology Company 
Boone Senior User Experience Designer Technology Company 
Hollis Design Director Design Consultancy 
Bernard  Design Director Design Consultancy 
Conroy Co-Founder, Head of Design Technology Company 
Cath Design Researcher, Interaction Designer Design Consultancy 
Rei User Experience Designer Technology Company 
Turner Senior User Experience Designer Technology Company 




Video Conference Interviews 
The individual interviews were semi-structured. Each interview was scheduled for 
60 minutes. I based the interview on 10 key questions (see Appendix B). The interview 
questions addressed the ways in which designers describe ethics, responsibility, and 
agency in design; actions they take to anticipate, validate, and mitigate ethical risks in 
design; situations of ethical alignment and misalignment; and tools, resources, and 
activities they use to facilitate reflection on ethics in design. Throughout the interviews, I 
asked for relevant examples. Since each interview focused on one participant, I probed 
on especially interesting concepts and anecdotes and asked clarifying questions as 
necessary. The individual interviews were hosted and recorded via video conference 
software (i.e., Zoom). 
Follow-Up Questions 
To describe how designers exercise agency and enact ethics in professional 
design practice, I selected three accounts to develop into vignettes. Bobby and Damien 
worked together on a project at a technology company that, together, constitute one 
vignette. Then, Casey and Peter each describe their design practice at technology 
companies. I sent three follow-up questions to these 4 participants (see Appendix C). 
The purpose of the follow-up questions was to get a more detailed accounting of the 
humans and nonhumans in their specific design process. The follow-up questions were 
submitted to four participants via email. 
3.5. Data Management 
3.5.1. Transcribing 
The focus group and individual interview sessions were recorded using video 
conference software. After all the interviews were complete, I manually transcribed each 




Once the interviews were transcribed, I utilized a constructivist grounded theory 
(Charmaz, 2006) approach to code my participant interview data. In this way, I coded the 
interview data in three phases: open coding, axial coding, and theoretical coding. First, I 
used open coding to review the transcripts for key themes based on the research 
objectives, research questions, and interview questions. Next, I used axial coding to 
analyze the key themes and relationships between codes and categories. Finally, I used 
theoretical coding to apply ANT concepts to the data. 
3.5.3. Assembling the Data 
Once I had transcribed the participant focus group and interviews, I 
simultaneously coded the data and assembled it into a spreadsheet. As I transferred 
data from the transcripts to the spreadsheet, I progressively added new themes and 
codes. As new themes and categories emerged, I continuously consolidated the codes 
and data accordingly. Then, as I generated the thematic analysis and vignettes, I 
referenced the transcripts to verify the meaning of each quotation and the spreadsheet 
to verify the themes and codes. 
3.6. Data Analysis 
There are two phases to the data analysis for this study. In the first phase, a 
constructivist approach to grounded theory was used to analyze the data for themes and 
codes based on the research objectives, research questions, and literature review. 
Based on the findings of this grounded theory analysis, I generated a thematic analysis 
that encompasses the interviews with all 17 participants to describe how ethics are 
present and at risk in design practice, as well as strategies used by designers to mitigate 
those risks. This study draws on Charmaz (2006) following Glaser (1978) and utilizes 
theoretical coding to relate themes and codes in the data to concepts and commitments 
from actor-network theory. Based on ANT, I then generate a series of three vignettes to 
describe ways in which designers align the humans and nonhumans in design towards 
more ethical approaches to design. 
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This study utilizes two modes of qualitative research. This means that the 
researcher is present and active in the research and, as such, acts as the ‘instrument’ by 
which data is collected. This also means the researcher constructs the themes and 
assembles descriptions based on the constructivist grounded theory and actor-network 
theory analysis of the data. According to Charmaz, “The relative truth of an account is 
situated and constructed. Our renderings of these accounts are further constructions” 
(2006, p. 71). For Latour, actor-network theory can be used to assemble actors and 
retrace networks (2007, p. 128). In this study, my position as a practitioner and 
researcher affected how the interviews were conducted, and how the thematic analysis 
and vignettes were constructed. For example, the categories in the thematic analysis are 
constructed in a way that is consistent with my own experiences of ethics as present and 
at risk in design. The mitigation strategies used by designers are also consistent with my 
own experience and understanding of ethics in design practice. The vignettes are 
constructed in a way that is consistent with my attempts to align organizations towards 
more ethics-focused approaches in design. Additionally, I am a former colleague of 
some participants, others are members of the Ethicism technology ethics discussion 
group, and others still are connections from my professional network. These prior 
relationships will also have affected how the accounts were described by participants 
and how I reassembled and constructed them. 
3.6.1. Constructivist Grounded Theory 
Grounded theory sets out to study a process or an action based on the views of 
many individuals and develop a theory that explains a phenomenon. Traditional 
approaches to grounded theory are structured, systematic, and positivist. However, this 
study follows a constructivist grounded theory approach based on the work of Charmaz 
in which “Research participants' implicit meanings, experiential views—and researchers' 
finished grounded theories—are constructions of reality” (2006, p. 10). Further, 
constructivist grounded theory emphasizes “diverse local worlds, multiple realities, and 
the complexities of particular worlds, views, and actions” (Creswell & Creswell, 2013, p. 
87). Further, and following Charmaz, constructivist grounded theory “uncovers 
experiences with embedded, hidden networks, situations, and relationships; and makes 
visible hierarchies of power, communication, and opportunity” (Creswell & Creswell, 
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2013, p. 287). Open and axial coding phases were used to generate the thematic 
analysis, and theoretical coding based on ANT was used to generate the vignettes. 
Thematic Analysis 
The thematic analysis of the focus group and individual interviews highlight key 
themes that are relevant to the research objectives, research questions, and literature 
review. Additionally, the accounts of all 17 participants are represented in this analysis. 
As such, the themes are consistent with the vignettes but are representative of a broader 
set of experiences and perspectives. The key themes that emerged in the thematic 
analysis include ways in which ethics are at work and at risk in design practice, 
designers’ strategies for mitigating ethical risk in design, and the human and nonhuman 
actors present in the design process. Additionally, and in keeping with Charmaz (2006), I 
provide definitions for concepts and themes based on the data. 
3.6.2. Actor-Network Theory 
Actor-network theory originates from science studies. It has also been used to 
analyze an array of technical processes and controversies; most notably those involved 
in the development of science and technology (Callon, 1984; Latour, 2002, 2003; Latour 
& Woolgar, 1986). As such, ANT provides a particularly relevant frame for analyzing 
design and innovation practice inside technology companies and design consultancies. 
ANT has been related to design in the works of Yaneva (2009) on architecture, Gaver et 
al. (2015) and Michael and Gaver (2009) on speculative design, and Kraal (2007) on 
design research. However, these works do not empirically analyze professional design 
practice within technology companies or design consultancies, nor do they address 
ethics. Therefore, it is the aim of this study to use ANT to explore the networks of 
professional designers and describe how they, as human and nonhuman hybrids, 
exercise agency and enact ethics in design practice. ANT provides the methodological 
framing and guidance for such analysis. 
In analyzing a network, ANT does not privilege the human or the nonhuman and 
avoids any a priori assumption about who or what constitutes a network. Instead, ANT 
uses a series of neutral or “meaningless” (Latour, 2007, p. 30) concepts to describe the 
actors, associations, and actions within a network. In this way, ANT is likened by its 
founders to “an open building site” (Callon, 2001, p. 65), “a flatland” (Latour, 2007, p. 
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220), and “a negative, empty, relativistic grid” (Latour, 2007, p. 221). These neutral 
concepts, referred to by Latour as infralanguage (2007, p. 30), are used so that 
researchers and analysts can fill them with their meaning. This infralanguage is used to 
name the steps in the process of translation that I describe below: problematization, 
interessement, enrolment, mobilisation, and dissidence. Finally, I conclude this section 
by describing the vignettes based on ANT. 
The Process of Translation 
By following fact-builders in action we are going to see one of their most 
extraordinary feats: they are going to do away with explicit interest so as 
to increase their margin for manoeuvre. (Latour, 2003, p. 114) 
Networks emerge and extend through the processes of translation. In this study, 
translation is the process by which designers persuade, enrol, and mobilize the various 
groups of humans and nonhumans towards the designers’ goals. Latour describes the 
process of translation as “combining two hitherto different interests [...] to form a single 
composite goal” (1999a, p. 88) and then “channelling people in different directions” 
(2003, p. 117). The term translation linguistically means “relating versions in one 
language to versions in another one” and geometrically it means “moving from one place 
to another” (Latour, 2003, p. 117). For ANT, this means the convergence of meaning 
and movement within networks. Processes of translation can also mean “displacement, 
drift, invention, mediation, [and] the creation of a link that did not exist before and that to 
some degree modifies the original two” (Latour, 1999a, p. 179). In this way, the process 
of translation is the way that the interests of one actor become the shared interests of 
other actors such that one can “enrol and control” the others (Latour, 2003, p. 167). 
Why do actors engage in this process to translate the interests of others? Latour 
states that through the process of translation, actors “do away with explicit interest so as 
to increase their margin for manoeuvre” (2003, p. 114). This is a key insight for this 
study. It is by the processes of translation that designers can increase their agentic 
capacity. Further, Latour claims that the “margin of freedom would be much increased if 
new goals could be devised” (2003, p. 115). This means that actors utilize processes of 
translation to increase agency. In the vignettes, I demonstrate how designers use the 
process of translations to increase their ‘margin of manoeuvre’. According to Callon 
(1984), the stages in the process of translation include problematization, interessement, 
enrolment, mobilization, and dissidence. I use the same categories for my analysis. 
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Problematization 
Problematization is a process by which a key actor identifies other actors and 
suggests that their interests are not being met (Callon, 1984). This is done to show to 
other actors that they have a problem, and their goals cannot be achieved. For this, 
Latour suggests, “Why not make them have a problem?” (2003, p. 117). The key actor 
proceeds to displace the goals of the other actors with their own such that they can 
become indispensable (Callon, 1984). In ANT terminology, the key actor and their 
program are now positioned as the obligatory passage point. Other actors must pass 
through the key actor’s program if the shared goal is to become realized. In this way, key 
actors are rendered indispensable. For skills like design, Latour notes that “‘Technical 
skill’ and ‘technical personnel’ apply to those with a unique ability, a knack, a gift, and 
also to the ability to make themselves indispensable” (1999a, p. 191). In the vignettes, I 
demonstrate how designers become indispensable. Next, the key actors make their 
proposal to the other actors. 
Interessment 
Once the other actors are made to have a problem, the key actor sets out to 
interest the other actors in their goal. The ANT term interessement refers to this process 
of ‘interesting’ and inter-positioning other actors such that the new goals can be attained. 
According to Latour, “‘interests’ are what lie in between actors and their goals, thus 
creating a tension that will make actors select only what, in their own eyes, helps them 
reach these goals amongst many possibilities” (2003, pp. 108–109). At this stage, the 
key actor will utilize a variety of actions, processes, and devices to inter-position and 
inter-relate the other actors. This may mean convincing or interesting “people and things 
at the same time; that’s really the challenge” (Latour, 2002, p. 56). Callon refers to the 
act of interessement as an “experiment” (1984, p. 219) in that others may not become 
interested or aligned. At this stage, the other actors are assigned a new identity or role to 
perform within the network and the problematization of the previous step is accepted. 
Enrolment 
By now the interests of other actors are reconfigured—or translated—to align 
with the interests of the key actor. Next, the key actor employs a set of strategies to 
enrol or enlist other actors for participation in the program by taking up new roles 
associated with or implied by the new goals. According to Latour, “Other [actors] have to 
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be recruited, seduced, modified, transformed, developed, [and] brought on board” and it 
is up to key actors to “recruit them, sign them up, bring them on board [and] negotiate 
with them” (2002, p. 57). The strategies for enrolling other actors in the program may 
involve “multilateral negotiations, trials of strength and tricks” (Callon, 1984, p. 211) or 
“physical violence [...], seduction, transaction, and consent without discussion” (Callon, 
1984, p. 214). Once other actors are enrolled, the key actor is now successfully 
positioned as the way by which the interests of other actors may be attained. The 
network is now ready to mobilize. 
Mobilisation 
The next step in this process of translation is mobilization. In this stage, the 
actors begin to act and circulate according to their new roles and shared interests. 
According to Latour, mobilization is “the ability to make configuration of a maximal 
number of allies act as a single whole in one place” (2003, p. 172). Nonhuman actors 
that circulate while otherwise remaining stable are immutable mobiles. These may 
include artifacts and documents that circulate between the actors and across the 
network. In this stage of the choreography, the actors coordinate, relocate, and act, 
finally, as a network. According to Latour, “When such a cohesion is obtained we at last 
have a black box” (2003, p. 131). 
Dissidence 
Typically, ANT accounts describe the betrayals and controversies of science and 
technology and often demonstrate the weakness of the networks. For Latour, “The full 
difficulty of innovation becomes apparent when we recognize that it brings together, in 
one place, on a joint undertaking, a number of interested people, a good half of whom 
are prepared to jump ship, and an array of things, most of which are about to break 
down” (2002, p. 58). In Callon’s account of the scallops at St. Brieuc Day, he details the 
behaviours of scallops in the experiments of the scientists. In the first experiment, “about 
a hundred larvae gathered in nets” (Callon, 1984, p. 219). However, in the experiments 
that followed, the scallops did not gather. They were carried away by other actors. In the 
same case, some fishermen disobeyed their union representatives and harvested the 
protected scallops that the union had agreed to protect. The scallops and fishermen 
became dissidents. Actors do not act as expected and, as a result, the roles of the 
actors can be easily destabilized, and networks can dissolve at any moment. 
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Vignettes 
Based on interviews with four participants, I present accounts of three networks 
as vignettes. The vignettes are meant to provide thick descriptions (Geertz, 1973) of the 
actors, associations, and actions within each network. Latour refers to ANT descriptions 
as “textual accounts” in that they strive for accuracy and truthfulness (2007, p. 126). 
However, he also suggests that accounts of this sort may take on a narrative or fictional 
quality in that they describe what the various actors do, what they mediate and 
transform, and how they cause other actors to act. In this way, ANT descriptions are 
themselves hybrids. They are at once scientific and objective in their quest for accuracy 
and they are also social and subjective in that the accounts are mediated and 
constructed. Latour suggests that, by being both artificial and accurate, these textual 
accounts are necessarily risky and, as such, are like the scientist’s laboratory. A textual 
account is a place for trials, experiments, and simulations (Latour, 2007, p. 149). Still, by 
following these actors and attending to their associations and actions, the vignettes take 
the form of descriptive narratives that seek to accurately trace a network. 
Additionally, throughout the vignettes, I list partial sets of the human and 
nonhuman actors that constitute each designer-network. Bogost refers to this “general 
inscriptive strategy” that “involves the revelation of object relationships without 
necessarily offering clarification or description of any kind” as “ontography” (2012, p. 38). 
He also notes the lists of objects that occur in Latour’s work and refers to them as 
‘Latour litanies’. According to Bogost, a Latour litany “gathers disparate things together 
like a strong gravitational field” (2012, p. 49) and “helps catalog material, conceptual, 
and fictional objects” (2012, p. 58). For Bogost, “Lists of objects can do the philosophical 
work of drawing our attention towards them with greater attentiveness” (2012, p. 45). In 
this way, I also provide partial maps of the designer-networks at the end of each vignette 
to draw attention to the humans and nonhumans in design. 
3.7. Trustworthiness and Transparency 
To ensure the trustworthiness and transparency of this research, a series of 
measures are taken and addressed in the design of this study. These strategies include:  
1)  Triangulation: Themes are consistent across multiple interviews and 
related works,  
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2)  Negative case analysis: Where applicable, I note participant 
perspectives that are inconsistent with themes in multiple accounts,  
3)  Clarifying researcher bias: In the introduction, I describe my own 
experiences and biases related to the topic of study,  
4)  Member checking: I distributed the vignette accounts to participants to 
provide feedback regarding their accuracy, and  
5)  Rich, thick description: This study is based on the perspectives and 
experiences of 17 design and technology practitioners and, as such, 
“provides abundant, interconnected details” (Stake, 2010, p. 49).  
Additional strategies include recording the interview sessions and manually transcribing 
the data to increase familiarity with the data and ensure its accuracy. Additionally, and 
while coding the participant interview data, I cross-checked existing codes before 
expanding them to ensure their integrity and robustness. Finally, and following Yin 
(2009) for case study research, I document the procedures, steps, and participant 
interview questions for the study in this report such that this study could be replicated by 
other researchers. However, as a qualitative research study, I do not aim for 
generalizable findings. Rather, the aim of this study is to generate descriptions of ethics 
in design practice based on participant accounts. 
3.8. Summary 
In Chapter 3, I provided readers with detail about the research methodology and 
protocols. In this chapter, I presented the research objectives and questions for this 
study. I also described the qualitative approach to this study based on constructivist 
grounded theory for the thematic analysis (Chapter 4) and foundational theoretical and 
methodological background for actor-network theory which was used to generate the 
vignettes (Chapter 5). In this chapter, I also detailed my approach to research and data 
management for both the focus group and the individual interviews. Finally, I described 
measures taken to ensure the results of this study are trustworthy and transparent. 
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Chapter 4.  
 
Thematic Analysis 
This study aims to understand how professional designers at technology 
companies and design consultancies integrate ethics into design practice. To gather 
these accounts, I conducted 12 semi-structured interviews and one focus group with five 
participants. What follows are findings that emerged through a constructivist grounded 
theory (Charmaz, 2006) approach to coding the interview data from all participants.  
A variety of themes emerged from the focus group and participant interviews. For 
ethics in design practice, I note ethical theories, values, ethics-oriented methods, and 
organizational practices that enable ethics in design. For ethical risk in design practice, I 
describe aspects of design complexity, blind spots, and unintended consequences. For 
strategies to mitigate ethical risk, I address aspects of individual responsibility and 
practices. What emerges are distinctly humanistic and individualistic conceptions of 
ethics in design, as well as a ‘missing mass’ of objects, artifacts, and nonhuman things. 
4.1. Ethics in Design Practice 
For participants in this study, ethics is about understanding “What does good 
look like?” and defining “how we make decisions,” “how you want to work,” and “the 
outcomes you want to have” (Bernard). Part of what makes ethics in design difficult is 
that it can be both normative and relative. For Bernard, “there’s something that needs to 
be true for our team or organization and […] there’s something that needs to be true for 
this project, for this audience, for this context.” According to participants, designers have 
different versions of what that ‘good’ is (Peter, Cath, Julius). The same is true for internal 
and external stakeholders: “the people that you have as part of your team, the people 
you’re working with, the audience, [and] the community” (Bernard). The result, for 
designers, is that “there’s never going to be a perfect moral principle,” and ethics are 
“not black and white [or] that binary” (Bernard). Rather, ethics in design are “tricky” 
(Damien, Casey) and “tough to dissect” (Boone). Designers experience ethics as 
present and active in design practice. The explicit and implicit presence of major ethical 
theories, values and principles, and organizational practices enable ethical design. 
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4.1.1. Ethical Theories 
In the way Steen (2015) opened the black box of design and found ethics at 
work, I also found ethics present in design practice based on interviews with professional 
designers. These include the ethical theories of deontology, consequentialism, virtue 
ethics, feminist ethics, and applied ethics. 
Deontology 
Deontology, also known as duty ethics, is the ethical theory that is based on 
external principles to guide actions and decisions. While there may not be a ‘perfect 
moral principle’, designers agree that, at minimum, designers must ‘do no harm’ 
(Damien, Cath, Julius). Moreover, designers have a duty to protect users from harm 
(Casey). For Damien, “It is your job, first and foremost, to not do harm.” To do otherwise 
means “you suck at your job as a human” and “you’re just dead inside.” According to 
Bobby, these values have “higher ground than just compliance” and in situations where 
they conflict, “you’ve got to pick ethics over everything else.” 
Consequentialism 
Consequentialism, also known as utilitarianism, is the ethical theory that 
calculates the greatest good for the greatest number of people. For Bernard, this means 
“anticipat[ing] those futures, those consequences, [so] we can make better decisions 
today.” It means expanding the benefit of a product, service, or system so it is accessible 
to more users. According to Bobby, people have a “right to have [what is] now is only a 
privilege to a certain part of the society” and “there’s a lot more value in here to a lot 
more people.” For Damien, designers must “be equitable and fair in the near to short 
term and still try to bend the arc towards a positive future.” He posits that if the benefits 
outweigh the risks, it’s “for that greater good.” 
Virtue Ethics 
Virtue ethics is the theory that appeals to internal guidance and human morals 
applied to decisions and actions. Bernard referenced the work of Shannon Vallor on 
technology and virtue ethics and suggested that companies “need to develop the virtues 
of our people” and their “capacity to continue making good decisions.” Virtue ethics can 
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keep designers from the “slippery slope from which, you let this one go, what else are 
you going to let go?” 
Feminist Ethics 
Feminist ethics is an extension of virtue ethics that offers a moral theory that 
focuses on relationships, care, and equality. Cath worked for a non-profit organization 
that is theoretically grounded in feminist HCI. The organization prioritized hiring female 
team members, its projects were “not driven by a money-making agenda,” and 
“interaction design [was] based on feminism.” This also meant more “flexibility, freedom, 
and openness to taking the time [for] doing the research.” 
Applied Ethics 
Applied ethics is the practical application of moral considerations using 
frameworks for decision-making, scenarios, and tools. Three applied ethics frameworks 
emerged in this study. Bernard referenced the work of The Omidyar Network which, 
alongside the design consultancy, Artefact, launched an “Ethical OS and their most 
recent, Ethical Explorer.” For Bernard, “both [are] really good examples of emerging 
applied ethics frameworks.” Cath highlighted “equityXdesign which is a really interesting 
anti-racist design framework” and “equity audits.” 
4.1.2. Designer Values 
When considering the role of ethics for design, designers describe the ‘good 
intentions’ they bring to their work. According to Peter, designers want to “make a 
difference in the world” and “[their] intent is honest and good.” Hollis considers herself 
“idealistic and optimistic” and suggested that “if it isn’t going to be me showing up with 
the set of values to have this conversation, who will?” For Bernard, the values he brings 
to his design practice came because of “developing the moral framework for myself and 
how I wanted to do my practice.” For him, “there is a lot of freedom in that, and it actually 
helps us be more decisive and selective about how you choose to be working.” 
However, the designers alluded to a tension generated by ambition. As Bobby put it, “I 
don’t want to make things that never make an impact [so] you have to solve all the risks.” 
Designers hold values for their relationships with users, clients and team 
members, the community, and society. The values held by designers include empathy 
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for the situation and experiences of users (Boone, Hollis, Cath, Turner), respect for the 
individual (Hollis), care for the planet (Molly, Hollis, Conroy, Julius), safety from harm 
(Casey), privacy (Malcolm, Hollis, Rei), agency in decision making (Bernard), 
establishing trust (Gareth), simplicity in communicating information (Bernard, Rei, 
Turner), transparency about how a technology works (Boone), integrity to problem solve 
(Turner), trust with clients (Cath, Julius), transparency about the design process (Boone, 
Hollis), equity and fairness (Malcolm, Damien, Boone, Bernard, Cath), efficiency and 
ease (Bernard), productivity (Turner, Julius), satisfaction (Peter, Boone, Turner), and 
diversity and inclusivity (Damien, Peter, Boone, Cath, Julius). 
4.1.3. Design Process 
Human-Centered Design 
In keeping with Steen (2015), designer values and principles are present in 
human-centered design. These include, as noted by Steen, ethics of alterity as well as 
values of empathy (Boone, Hollis, Cath, Turner), simplicity (Bernard, Rei, Turner), 
efficiency and ease (Bernard), and advocacy for the user in design (Malcolm, Bobby, 
Rei). HCD is a series of methods that are based on information about and feedback from 
the users of a product, service, or system. Peter suggested that designers “need to be 
bought into that […] true user-centric value.” According to Rei, “that would be [design’s] 
job; it’s to be the advocate for the user.” For Hubert, the scope of HCD must be 
expansive enough to “give those being affected by work that's being done influence and 
voice over the work that's happening.” HCD provides designers with the opportunity to 
“walk with a clear conscience and say we still stood by the user” (Bernard), while Peter 
hoped “that designers are seen as […] vanguards for the real humans and users.” 
Personas 
In particular, the designer value of empathy and the principle to advocate for the 
user is materialized as personas. For Boone, it is important to base personas “off of user 
studies that are more broad than just interviewing ten people and then choose a name 
for these ten people.” It is also an opportunity to include “the commonalities but also the 
things that are not so common with all these users” (Boone). 
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4.1.4. Organizational Practices 
Designers can also act ethically based on organizational practices (Gray & 
Chivukula, 2019) and values. In an organizational context, these values and practices 
are related to the business model, policies, principles, and people. For the business 
model, this could mean becoming a certified B Corporation and being accountable to a 
triple-bottom-line of profitability, social impact, and environmental sustainability (Gareth). 
Companies integrate values into their policies and governance structure. For this, Hubert 
offered the example of a credit union. Additionally, an organization’s principles codify 
values and guide decision-making. The non-profit organization for which Cath worked 
has the values of democracy “actually written down [to] anchor the work of the team.” 
The values of an organization may be criteria for hiring (Damien, Peter), prescribed in 
company-mandated resources and courses (Peter), and embodied and enacted by 
people at the company. For Casey, there is an ethical design team that supports 
designers for particularly “gray areas.” Boone suggested there is a “point person for 
these things” and “a team of people working on ethics.” For Peter, there is also a 
“diversity and inclusion branch” and internal regulations or “checks and balances” 
throughout the design process. For Bernard, if the “CEO, however, is not interested in 
making good choices, [or] if they don’t have the expanded understanding of what good 
decisions look like for the organization then it can be really hard for you as an individual 
to make any solid change.” This also means a diversity of people and perspectives 
represented on a team (Bobby, Damien, Peter, Boone, Hollis, Bernard, Cath, Julius). 
Values ought to be integrated into every level of the company. According to Cath, “It has 
to be holistic,” or the company is “just grinding along the gears of capitalism” which is 
“not really good enough.” 
4.2. Ethics at Risk in Design Practice 
While values and ethics are at work in professional design practice, there are 
also ethical risks. By black box, I mean the complexity of design practice (Stolterman, 
2008). In this study, I aim to open the black box of design to understand the ways ethics 
are made present and active amidst the complexity that involves various actors, actions, 
and associations. By “gray areas” I mean the blind spots and unintended consequences 
of design. For designers, what is right or wrong in any given situation is a difficult 
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assessment to make. According to Casey, “there’s a bunch of gray area and the gray 
area is the really tricky stuff.” A “gray area” is a situation in which “there might not be a 
law against this, but we are actually seeing a trend in this particular behavior leading to 
this harmful outcome” (Casey). Further, she describes the “gray areas” as “the really, 
really hard stuff,” “it’s the stuff we don’t always get right,” and situations in which “there 
are no good choices.” According to Casey, “anyone who’s looked into this stuff knows 
that like nobody in the industry’s getting it exactly right.” 
4.2.1. Design Complexity 
Power Dynamics 
According to ANT, “power, like society, is the final result of a process and not a 
reservoir, a stock, or a capital that will automatically provide an explanation” (Latour, 
2007, p. 64). Participants in this study are employees at technology companies and 
design consultancies who relayed how company processes exerted power. For Hubert, 
“all organizations are going to have power dynamics at play.” According to Damien, it is 
this “power structure, the hierarchy” that meant “[designers] rarely have the ability […] to 
just say ‘No, I ain’t going to do it’” when a CEO is “giving you a directive that you 
fundamentally are opposed to.” In this section, I note the ways in which power moves 
between actors. 
Size and Scale 
The complexity of design and its inherent risks can be made more complex and 
riskier based on the size of an organization and the scale of its technologies. Finn asked, 
“at what point does it turn evil [for] a young company at the turn of the century [that set 
out to] “‘Do no evil’ and ‘Organize the world's information’?” He suggests companies like 
this “can't do that much harm until they get to be big enough” like “a little spider” that at 
scale becomes “a huge spider.” He went on to recall a conversation with a colleague in 
which they suggested, “it is impossible to make a trillion-dollar company that isn't morally 
problematic.” Those are huge spiders. 
Business Model 
Technology companies operate on a business model that determines how it 
offers value to customers and generates revenue. For Rei, these business models 
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dictate many design decisions and patterns. She provided the example of Amazon 
Prime as “this business idea [where] everything is a subscription.” In her experience, 
“design question[s]” are really “business questions” and that “it becomes really difficult to 
be ethical from a designer’s perspective because we’re not designing that system.” 
Instead, “it’s the CEO designing it.” 
Profitability & Incentives 
Technology companies are themselves incentivized to increase profitability. For 
Peter, this means that the companies are “beholden to the shareholders.” Based on his 
experiences, “anything that gets in the way of that […] is […] something you should keep 
to yourself.” Employees are incentivized to “[not] stop the train” but rather to keep it 
moving. Further, and paraphrasing Charles Bukowski, Damien suggests that “the three 
most addicting things are carbohydrates, heroin, and a steady paycheck” and, 
paraphrasing Mark Twain, he suggests, “You can’t convince somebody of something if it 
runs counter to their livelihood.” 
Job Security 
With the growth and profitability of technology companies comes a high demand 
and compensation for designers. For Bobby, this means “you’re very easily replaceable” 
and “if I don’t do it someone else would” so “it’s very easy to justify pretty doing anything 
to just be the winner at any cost” including “put[ting] those ethics aside.” According to 
Damien, “right now people feel like it’s either the ethical call or their paycheck and their 
livelihood.” Rei recalls a situation in which she sensed “your next meal is relying on you 
designing this thing” and feeling that “I can’t let go of this project.” 
Working Conditions 
Contributing to design complexity are the conditions in which design is carried 
out. For Peter, errors occur because designers are “racing to a deadline, [and] those 
things get skipped over because you’re like, ‘We gotta get this thing out, we gotta 
launch, we gotta do this, we gotta do that’.” Damien emphasizes that designers operate 
in a “work-work-work all the time every minute of the workday is agenda-ed and 
scheduled and there’s deliverables at every moment.” 
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Organizational Misalignment 
Organizations set missions, goals, principles, and values to align the actions and 
decisions of their people. However, alignment across organizations becomes less 
reliable as they grow. For Rei, this leads to “inconsistent management, inconsistent goal 
setting, [and] inconsistent expectation setting.” These are situations of organizational 
misalignment. 
The mission and goals of an organization may, on their own, fail to align the 
actions and decisions of employees and users. According to Finn, there are technology 
companies “where certainly the mission statement was good” and “employees, 
management, senior management, executives had good intentions, and, in the face of 
the markets and some scale, you end up in very ethically problematic contexts.” Damien 
took Facebook as an example; “their mission […] to connect the world’s people 
outweighs all of the election and Russian meddling and whatever else you want to talk 
about that they’re accused of.” Gareth and Peter offered Google as an example. 
Google’s mission “is to simply bring information to the world” but once the founders left, 
“they hired people and the only KPI for those people was financial.” There is also team- 
and project-level goals that affect the design and can lead to “dark patterns.” These 
include return-on-investment (Boone, Hollis, Bernard), traction (Damien), engagement 
(Finn, Gareth, Bernard), and retention (Gareth). 
An organization’s values and principles may also be misaligned with its mission 
and goals or rendered ineffective. Examples of such principles include ‘Move fast and 
break things’ (Casey, Peter), ‘Disagree and commit’ (Damien), and “Google and 
Microsoft with the AI principles” (Boone). For Boone, principles also fail to “hold true all 
the time” and are “almost a little shallow.” Instead, he suggests that “internal principles 
and external principles [are used to] shield ourselves of responsibility” and “outwardly to 
look good as companies and individuals.” 
Project Constraints 
For participants in this study, budget and timeline constraints can mean there are 
limited people to work on an issue and projects can be rushed. For Boone, this can 
mean some of the project goals go unmet. It also means that “it’s hard to anticipate 
consequences in today’s society where everything is moving so quick and [and] 
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technology’s moving quicker than ever before.” The design consultancy that Hollis works 
for “is a very fast-paced business [and] I don’t even think corporations work as fast as 
we position ourselves.” 
Remote Work 
Another issue that arose in the interviews with designers is the impact of the 
COVID-19 pandemic on the way design teams work together. While Damien is “a big 
proponent of having the ability to remote work,” this way of working has “completely 
regimented and agendified our whole way of working and relating to one another.” This 
means “there’s no meta-space to talk about these kinds of issues” or conversations at 
“the watercooler and in the hallway and over lunch.” 
Psychological Safety 
There is also conflict between employees. Casey describes instances of “bullying 
at work” between colleagues in response to political disagreements and social justice 
issues. In these situations, “people feel so strongly about what’s happening in the world 
right now that they are bringing all of that to work and suddenly calling each other out in 
a work setting and disagreeing with each other and then harassing each other publicly.” 
This can lead to situations where team members stop speaking up (Damien). 
Product Lifecycle 
Depending on the stage of the product lifecycle, designers may also have more 
flexibility. Rei describes working at a company that was “ten plus years old” which is 
“quite late into a product.” This meant that there are “decisions that had been made that 
are a lot more difficult to change.” So, when she suggested, “Oh, let’s do it this way” the 
reply was “Oh no, we can’t do it because the code doesn’t allow for it or there’s technical 
limitations based on how we initially had designed it.” 
Plurality of Actors 
Following this descriptive account of how ethics are active or at risk in design 
practice, I provide an inventory of the human and nonhuman actors identified in the 
participants’ accounts. It is not the case that each actor listed here represents some form 
of ethical risk. Rather, it is the sheer quantity of actors in each situation and how they 
relate and act that simply contribute to the complexity of design. 
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Humans 
There is a variety of roles that are attributed to humans in the networks of 
designers, including: other designers (Hubert, Rei), researchers (Malcolm, Molly), 
product owners (Malcolm), product managers (Rei, Turner), data scientists (Casey), 
technologists (Malcolm, Turner), managers (Malcolm, Turner), other stakeholders 
(Gareth, Molly, Turner), the CEO (Finn, Bernard, Cath, Rei), company founders (Gareth, 
Malcolm), policy teams (Bobby, Casey), legal teams (Bobby), security teams (Finn), 
privacy teams (Finn), the trust and safety teams (Finn), the PR team (Finn), marketing 
teams (Finn), human resources (Casey), subject matter experts (Molly, Cath), investors 
(Malcolm, Damien) and shareholders (Finn), end users (Finn, Gareth, Molly, Damien, 
Boone, Hollis), customers and vendors (Bobby), and non-users who are affected by 
work (Molly, Hubert, Bobby, Hollis), and authors and industry leaders (Bobby, Damien, 
Peter, Bernard, Rei). 
Nonhumans 
There are also a variety of nonhuman entities in the networks of designers, 
including: the planet (Molly, Hollis, Conroy, Julius) and the ecosystem (Molly), private- 
and public-sector clients (Malcolm, Hubert, Boone, Hollis, Bernard, Turner, Julius), 
advertisers (Finn, Gareth), institutional investors (Malcolm, Finn), books (Bobby, 
Damien, Hollis, Bernard, Cath, Rei), articles and papers (Bobby, Damien, Turner, Cath), 
films (Cath, Julius), Tweets (Bobby, Damien, Turner), types of data (Malcolm, Bobby, 
Casey, Rei, Turner, Julius), Figma (Rei), Photoshop (Damien), Dropbox Paper (Rei), 
Asana (Rei), Slack (Damien), Zoom (Damien), Google Hangouts (Bobby), applied ethics 
frameworks and tools (Bernard, Cath), Journey Maps (Damien), User flow (Rei), 
Personas (Boone), onboarding emails (Rei), product features (Casey, Boone), 
ecommerce websites (Bernard, Boone, Turner), websites and mobile applications 
(Peter, Cath, Turner), smartphone platforms (Peter), blockchain applications (Rei), 
augmented and virtual reality applications (Peter), and robots and hardware (Bobby, 
Damien). 
4.2.2. Blind Spots 
There are factors that make ethical risks more difficult to identify in the design 
process. Participants cited designer education, different biases, an optimistic (or 
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uncritical) stance, error, and a lack of processes and tools as reasons for designer blind 
spots. 
Education 
One major issue for design ethics is that it is not part of design curricula and 
education. Damien references Mike Montiero stating, “these programs that spit out 
people that go on to the Facebooks and Googles of the world are so off the mark from 
where they should be.” According to Damien, “they cut out even more of the 
fundamental juice of what you should be learning” like “theory of mind and rhetoric” or 
“Kant or Thomas Kuhn.” For Damien, “there needs to be a big piece, a dedicated class 
for this, ethics of design, but [it] needs to be in every single class, no matter what class it 
is, from ‘learn Photoshop or Figma’ to how to do user research that has this as a base 
layer” (Damien). Hollis reflected on ethics in her education and said, “It was not in my 
design education. No, I did not get trained.” 
Bias 
Designers also bring their own experiences and perspectives to their work. 
According to Hollis, “design is biased from the minute it starts and it’s laden with values.” 
Hollis suggests that designers would “like to be the most objective creatures but I don’t 
think that we are. I think we bring our personal values into everything we create.” For 
Hubert, it’s a matter for “the practitioner themselves and how curious and self-aware and 
understanding their biases and aware of the power dynamics. I think a lot still rests on 
the people in the machine.” 
Optimism 
Another challenge for practitioners is the inherent optimism that is required to 
design and develop technologies. According to Finn, “within the product team one 
almost always needs an optimistic point of view and so that you often end up blind.” For 
Rei, this means that “as a designer, there’s a desire to just, make cool stuff and design 
fun things and solve hard problems.” For her, the result is that “the ethics of it isn’t the 
first thing on your mind.” 
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Error 
Designers also make mistakes. In considering the harms of design and 
designers, Peter suggests, “do not attribute to malice what cannot be explained by 
stupidity.” In his experience, “if you think about the development of products and you 
think about things that have gone bad, most of the time, it’s human error.” In his 
experience, "it could be a coding error that’s exposed something and it’s one line in like 
a million lines of code and it’s one query or its one piece of syntax.” For Peter, it is easier 
to assess blame than to address error and acknowledge “the fragility of everything that 
we build.” 
Processes and Tools 
According to some participants, there is no ethics-based process for guiding and 
facilitating ethics in design. According to Damien, “I’m sure if you Google the words ‘UX 
design process’ you probably won’t find any example that says think about ethics along 
the way. It’s probably not written down or codified in any sense, which I think is a big f-
ing problem and I think that points to the problem.” According to Casey, the design 
process “need checks and balances for this stuff.” Rei adds, “I don’t think there’s really 
any frameworks that I’ve used for how to be ethical.” She is aware of “a lot of 
frameworks on how to be accessible and [but] not really how to be ethical” (Rei). Julius 
asks, “I don’t know, is there a toolbox?” before answering his own question, “No.” 
4.2.3. Consequences 
A variety of consequences and risks result from the complexity and blind spots in 
design. According to participants, design is “not ever net-neutral” and it “move[s] the 
world in some way” (Damien). I have categorized these risks and consequences as 
intended and unintended. 
Intended 
In some cases, design is used to persuade or manipulate people. For Peter, 
design has an “ability to sway someone’s thought process around a given topic or a 
given thing” and the “AR/VR space [...] has an incredible chance to manipulate your 
worldview.” These design strategies include “dark patterns” (Peter) and “hooked” (Rei). 
“Dark patterns are the manipulation [of people] into agreeing to things they may not 
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agree to if they would think about it for more than a second or were not forced into 
funnels” (Peter). Malcolm provides a similar example of default subscriptions set to auto-
renew. Another intended or known effect is job displacement. According to Bobby, 
"anything that does automation reduces possibilities for other people to do the work.” He 
cites the ATM as an example. For Damien, “there is a brutality in technology, that it kind 
of steamrolls people.” Finally, another intentional risk is the willful avoidance of 
addressing risks in design. According to Casey, “There’s people who [are] avoiding 
things that they could see coming and [...] willfully ignoring the thing and then you have a 
tough decision on how to handle that.” 
Unintended 
Designers are unable to anticipate ways in which technologies are used. One 
example for Boone came when working on an e-commerce website for “for young, 
fashion-minded people.” He and his team wanted to “[open] up this whole world where 
we can communicate easier around fashion” through a commenting feature that was 
used by some users to anonymously cyberbully and criticize other uses to the point of 
issuing death threats. For Boone, this was “frightening.” Now, “It’s usually thinking about 
how the user is going to react using a tool that I built or how the user will potentially take 
my tool and create other things.” In another example, Damien was involved in a project 
with a privacy breach where requiring users’ real names resulted in other users gaining 
access to their contacts. Participants also directly referenced the concept of ‘unintended 
consequences’ (Malcolm, Bobby, Damien, Casey, Bernard) while others referred 
specifically to unexpected uses of technologies (Casey, Peter, Boone). 
4.3. Strategies for Mitigating Ethical Risk in Design 
There are a variety of ways in which designers mitigate ethical risks in design. 
First, they take individual responsibility. Then, designers exercise individual agency to 
cultivate a series of practices, disciplines, gatherings, design methods, and resistances. 
4.3.1. Individual Responsibility 
Designers are motivated, to varying degrees, to take personal responsibility for 
ethical issues in design. For Rei, “it’s really necessary to have someone to be an 
advocate for the user.” It is because the design process “is so user-focused, [that] 
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there’s a lot of burden that we take on to be the ethical person.” For Damien, integrating 
ethics in design is an urgent concern. He says, “it just pisses me off because the gap is 
so big and I dealt with this my whole career and it’s just such a source of pain and 
indigestion.” He adds that “people are still making, not thinking about it, and making 
horrible decisions.” Peter is motivated to “drive in harder now, understanding how to 
solve some of these problems and bring back some kind of credibility to the practice of 
design.” However, as a contrary example, Turner denies the subtle or unforeseen ways 
design can lead to harm. He states, “No, I don’t think I could harm people, I guess, 
unless you have really hardcore, bad intentions, committing something truly stupid.” 
4.3.2. Individual Practices 
Following Gray and Chivukula (2019), designers utilize individual practices to 
mediate ethics in their design practice. The practices that follow are in line with what 
Schön refers to as reflection-on-action and reflection-inaction (1983). These are ways 
designers critically reflect on their practice. These include various disciplines, gatherings, 
design methods, and objections. 
Disciplines 
Disciplines are ways that designers shape their own practice. This is in line with 
Michel Foucault’s notion of subjectivation (Dorrestijn, 2012; Verbeek, 2016). 
Realign 
With the various goals and influences that are part of design processes, 
designers re-evaluate their work against personal goals and values. Bernard developed 
a personal moral framework “to inform the jobs that I took and the jobs I didn’t take.” This 
led him to “work in the philanthropic field” before joining a design consultancy that works 
with public organizations. For Damien, this means, “tak[ing] time to even think about 
defining [boundaries] for ourselves, so we even know where the lines are.” 
Advocate 
Designers take up an activist stance to remain attentive to the concerns of 
minority and oppressed groups as well as environmental issues. Cath “got involved in 
Occupy [Wall Street] and got into a lot of different activist groups.” Now, she sees herself 
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“as a design activist” with a design practice that is “is geared toward positive social 
change,” “building community or creating environmental impact.” 
Personal Research 
Research is another practice of design practitioners. For Bobby, this means 
staying “on top of those ideas and understand what the future looks like [and] reading a 
lot, whether it’s articles or even Tweets of certain people” or “an interesting event 
happens [that] you can draw parallels from.” Damien finds content on Twitter “that will 
make me think of something and then I’ll think about how that relates to what I’m working 
on and will spur those kinds of thoughts.” Turner tracks “blog[s], leading articles” and 
“brows[es] the feed.” Further, the members of the design collective that Cath participates 
in are “finding resources and papers and sharing them with each other.” For Julius, this 
means, “you have to know more about the dark side in order to avoid it.” 
Upskill 
Related to the discipline of research, designers also develop new skills. In her 
view, designers “have to upskill” and become informed beyond the core skills and 
methods of design:  
The nature of the design industry, the design discipline, has had to 
morph and change and […] while somebody may be trained as a visual 
designer or somebody may be trained as an interaction designer or an 
industrial designer, what we’re seeing is there is such a need for people 
to be more than just the one vertical. You often hear about the T-shaped 
designer, like, you go deep in one area and […] I think the reach of the 
‘T’ has had to go farther and wider. 
For example, Hollis “saw a gap” related to her design consultancy’s knowledge of the 
European Union’s General Data Protection Regulation (GDPR). She studied this area to 
become an expert for her team as the horizontal line of the T-shape with sustainable 
design as the vertical line of the T-shape. 
Principles 
Designers also develop personal sets of principles and goals to guide their 
actions and decisions. Boone describes “mak[ing] my own principles or pillars for each 
design” to help “look at the problem and turn it as many times as I can like a Rubik’s 
Cube.” This could result in “three main goals,” “product or feature goals or what I’m 
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trying to accomplish,” or “a checklist for myself throughout the project that is usually 
based off of user research or insights that we gain from […] users or previous business 
insights from an earlier version of the same product.” By using project-specific principles 
as a lens in this way, Boone aims “to find all the unintended consequences.” Casey 
makes “even-over statements” instead of principles so that designers on her team know 
to choose “this thing even over that thing.” For project teams, Bernard refers to these 
sets of principles as “project charters.” 
Gatherings 
Designers also influence others in design practice. By convening conversations, 
converging interests, educating stakeholders and the public, and making proposals, 
designers bring others into their program to share their interests. These strategies are in 
line with the ways actors become interested, enrolled, and mobilized in the process of 
translation. 
Convene 
Designers convene conversations about ethics in design. According to Casey, 
she is “the one organizing the conversations, the tough conversations and mediating 
those, facilitating that discussion.” This means “literally just bringing people into a room 
and getting them to talk about the tough things.” In these conversations, Casey allows 
“room for dissent and for disagreeing and then we slowly come back together into a 
space where we’ve talked it out enough that we can agree with this.” Further, Casey 
suggests there is “a lot of really interesting practice when it comes to conflict resolution 
and mediation.” For Bernard, this also means bringing the “tools of facilitation and 
dialogue as frameworks and approaches for teams to have those conversations.” 
Educate 
In the process of converging business, stakeholder, and user interests, designers 
also educate them. According to Malcolm, “you're enlightening people a little bit as to 
what the ramifications are and whether and have the considered certain things;” 
including “privacy issues” or “data collection issues.” In his view, “there's a lot of 
advocating for education and fail-safes in the work that we were doing” so that people 
“really understand what's happening [and] really take the responsibility for this and 
understand what it is that's at play.” Designers also educate internal and external 
69 
stakeholders (Bobby, Casey, Boone) and clients (Hollis). For Hollis, this means “giving 
[clients] Sustainability 101 training just because they’re not necessarily all level-set in 
that space and […] it does at least give them a glossary of terms about how to think 
about the planet as something that holds value.” 
Converge 
While the company, project team, stakeholders, and users all have goals for a 
project, designers use their position as conveners and facilitators to converge those 
interests with their own. Bobby refers to this as the “convergence of interests […] or 
confluence of interests.” This means "shaping things in a certain way” and “bringing 
everyone else on the same page.” The result is that Bobby can “do what I really want to 
do because of my values but at the same time make it about the business […] and make 
sure all these things are in sync. Then we can do really awesome things.” 
Propose 
Designers are also in positions within their companies to propose solutions to the 
problems they observe. For Casey, “what tends to work well is when people suggest, 
ideas, alternatives, solutions.” For example, at her company, employees were “walking 
out” and, in response, the company hosted a conversation and asked, “What could we 
do about this?” Employees “suggest[ed] ideas, suggest[ed] solutions [and] the 
organization responded really well to it.” At Peter’s company, “the good ideas bubble up 
and get people rallying around then and then it creates a critical mass.” 
Design Methods 
Beyond taking a human-centred approach to design and using artifacts like 
personas, designers take other forms of ethical action. This means anticipating possible 
risks, making values-aligned decisions, iterating based on new information, validating a 
design with users and a market, and documenting and sharing new learnings and 
methods. 
Anticipate 
Designers also attempt to anticipate negative effects in their design practice. Finn 
suggests that “if I hear the words ‘Should we do this?’ or ‘We shouldn't do this’ that 
would be a sign that somebody is looking at a possible scenario; they’re anticipating a 
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possible negative outcome.” Malcolm uses “ecosystem diagramming or ecology 
diagramming” to “look at the unintended consequences—the potential unintended 
consequences.” For Boone, designers “should think about our users and how our 
products are being used” or “thinking about how the user is going to react using a tool 
that I built or how the user will potentially take my tool and create other things.” At the 
consultancy that Julius works at, they host “brainstorming session[s] […] to imagine that 
our new product can be abused and used by someone with awful intent.” 
Project Research 
Another strategy by which designers can mitigate ethical risk in design is through 
research. For Bobby and his team, this means “We need to go outside and find out what 
those unknown-unknowns are.” Also, part of the research for Damien is “Doing your user 
testing with a broad base of people so that they can catch these kinds of things and say, 
‘Hey, you haven’t thought about this or this’.” Boone prefers “to know the user as much 
as I can even though [...] you’re designing for millions of users, they tend to be very 
different.” Turner works at a large technology company in which “there are research 
projects and research findings [are] shared by user researchers [in] presentation decks 
and summary findings.” 
Collaborate 
Part of the research process is designing alongside stakeholders, subject matter 
experts, and users. Bernard is “a big advocate for collaborative design or co-design” 
which means making “the users or the stakeholders or the community […] part of the 
decision-making process.” For Cath and her team, this can mean “if this project is about 
public participation, it should also be participatory.” 
In/Exclude 
Related to collaboration, designers also have a role in inviting others into the 
process. For Damien, this means “people […] with different levels of abilities [like] sight 
challenged, hearing challenged.” For Hollis, this means “working on things that relate to 
either the very ignored in society, so working with children, with ageing populations, with, 
farmers in Ghana, for example.” Cath and her team are “very intentional about including 
people of colour.” 
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Decide 
Designers can make values-aligned decisions in their process. For Bernard, 
“design is a series of decisions” and “balanc[ing] different things and in that necessity of 
making those choices.” Designers make decisions related to the process itself, as well 
as the ways information is communicated, and the degree of agency given to users. 
Iterate 
Designers also seek input from users to improve their designs. For Turner, 
iteration provides “a very clear path towards improvement [and] if you fail, fail fast so that 
we can readjust, recalibrate, and go back into solving the right problem.” This often 
means designers “dial” or “tweak” their designs. Damien also suggests that time for 
iteration is a key factor in the success of a design project. He refers to iteration as 
“secret sauce” and cites a Jeff Bezos quote about how “the best leaders change their 
mind.” Designers can also iterate on the process itself. The company Hollis works for is 
“globally unpacking ways that we can think about improving processes.” 
Validate 
Validation is a matter of getting data to know that a design is approved and 
accepted by the market. Validation means asking “I think this is good, do you think this is 
good too?” (Julius) and finding “product-market fit with my opinions, with my ideas” 
(Bobby). For Turner, design processes are oriented towards making the minimum viable 
product (MVP) so that the company and designers get validation. 
Document 
As designers experiment with integrating ethics into their practice, they can 
document and share their learnings. Cath and her non-profit organization write papers 
and make presentations at conferences about their learnings. According to Casey, 
others in her company will find out about “a particular tough workshop on a thing and 
then they’ll start recommending you to people.” Then, if a designer “find[s] a way that 
seems to be working” and documents and shares it, other designs respond “Cool, I want 
to try that.” 
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Resistances 
Finally, designers exercise agency within the design process by finding ways of 
objecting to the decisions and actions of their colleagues and companies. This includes 
challenging company decisions, refusing to do what is asked, leaving a job or a 
company, or staying despite disagreement while continuing to disagree. 
Challenge 
Designers can hold companies accountable to their employees and challenge 
decisions. One example of this is when Boone, when working at a design consultancy, 
and he and a couple of others on the team challenged company leadership about taking 
on an oil company as a client “that everybody kind of knew had like major big effects on 
climate change.” They suggested to company leadership that they take a company-wide 
vote about it and, after the vote, “decided we wouldn’t take on the client because more 
people felt like it was conflicting with our personal ethics.”  
Refuse 
Another way designers protest is to disobey directions or stop work. Damien 
paraphrases Mike Montiero that designers must say, “No, I ain’t going to do it.” Similarly, 
Peter notes that in response to public outcries “designers [are] saying ‘No, no way, 
we’ve had enough’, ‘Not doing that’, ‘You can fire me, you can fire us all,’ ‘You can do it 
yourself if you want to do it’.” For Hollis, this means being “free to say I do not feel 
comfortable working on that project. For Boone, that has meant declining a position on a 
contract with a military customer. 
Walk Away 
A more drastic action taken by designers is to resign or turn down positions 
within the company. If Damien was ethically misaligned with any of the products he’s 
worked on, then he “would bounce.” Again, he references Mike Montiero who 
encourages designers to “just walk away [so] I won’t have, at least, my hands tainted, 
my agency’s hands tainted on this thing.” Following a project that achieved “200% ROI in 
a month” for an e-commerce website, Bernard quit that job because “it wasn’t the 
outcome I was hoping to create. So, I left.” 
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Stay 
The final way designers protest the decisions and actions of a company is to stay 
and continue to raise issues and advocate for change. For Damien, designers decide 
that it is “a point for a walkout or is that a point to disagree and commit?” He has friends 
in the industry who say, “I may lose a battle but I’m going to stick around so I can win the 
war.” Designers at these companies “weather the storm” and “keep banging the drum in 
the long term” in hopes that the company “eventually come[s] on the right side of 
history…and ends up becoming, in the long arc of history, more of a positive than a 
negative to reset that balance.” 
4.4. Summary 
In Chapter 4, I provided an overview of the key insights from the focus group and 
individual interviews. This includes how ethics are present and at risk in design practice, 
as well as strategies used by designers to mitigate risk in design. Participants referenced 
key ethical theories (deontology, consequentialism, virtue ethics, feminist ethics, applied 
ethics), designer values, and design processes like human-centred design and design 
methods like personas. They also suggested organizational practices that enable ethics 
in their design practice. Ethical risks described by participants in this study included 
issues related to design complexity like power dynamics, working conditions, and the 
plurality of human and nonhuman actors in design practice. Other ethical risks in design 
are related to blind spots, like design education and processes, as well as designer bias, 
optimism, and error. In this chapter, I also described various intended and unintended 
consequences. Finally, I provided a series of strategies that designers use to mitigate 
ethical risks in design, including taking individual responsibility and taking up individual 
practices, including various disciplines, gatherings, methods, and resistances. 
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Chapter 5.  
 
Vignettes 
To describe how professional designers exercise agency and enact ethics in 
design practice, I selected three accounts to develop into vignettes. The vignettes 
demonstrate the categories from the thematic analysis (Chapter 4) of ethics in design 
practice, ethics at risk in design practice, and strategies for mitigating those risks, 
including disciplines, gatherings, design methods, and resistances. To generate the 
vignettes, I utilize actor-network theory and the process of translation based on the work 
of Callon’s “Some elements of a sociology of translation” (1984). Each vignette is based 
on an actor or pair of actors as they associate with other human and nonhuman actors 
as networks. Bobby and Damien worked together on a project at a technology company 
developing a delivery robot. Bobby was the team lead and Damien was the design lead. 
Together, their accounts constitute one vignette that provides a holistic perspective on 
the design process. Casey is a product design manager at a global technology company 
where designers must design for company policy and—when more than policy is 
needed—they engage the ethics of a situation. Peter is a design leader in an emerging 
technology division at a global technology company where designers have aligned the 
company around the shared goal of user-centric value. Taken together, the three 
vignettes depict different controversies at technology companies and approaches to the 
process of translation and the stages of problematization, interessment, enrolment, 
mobilization, and dissidence. 
While the stages of the process of translation are structured in a linear manner, 
the situations and actions described in the vignettes are non-linear. For example, while 
some actors are being enrolled and mobilized, others may still be at the problematization 
stage. In this way, actor-networks are a mess, and the assembly of actors and the 
activation of networks are a continuous process in need of constant maintenance. So, as 
the analyst, I rely on the descriptions of the participants to “let the actors clean up, so to 
speak, their own mess [so that] some order can be retrieved” (Latour, 2007, p. 161). I 
use the process of translation as a framework to put in order what is otherwise non-
linear, overlapping, and iterative. 
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5.1. Vignette 1: Designers for Societal Acceptance 
There are two participants featured in this vignette. Bobby is the leader of a start-
up company and Damien was the design leader for an on-demand delivery technology 
company based in the United States. The goal of the project was to design and deploy a 
delivery robot. Bobby describes himself, in the context of this project, as an entrepreneur 
and “actually in charge of making a vision into reality.” Damien adds that Bobby is both 
an engineer and an academic. It was Bobby who cast the vision for “robots in the street,” 
crafted the strategy, and assembled the team of designers and engineers that delivered 
a new robot to the market. His partner on the project, Damien, has been a designer for 
20 years and now, as a design leader, builds and manages teams of designers. 
Together, the team designed every aspect of the robot; including the hardware and the 
artificial intelligence (AI) which directs the way it navigates, behaves, and interacts with 
people. The team had eight people when Damien joined and grew to approximately 80 
during the project. 
In this vignette, I describe how Bobby and Damien convinced project 
stakeholders to share the goal of societal acceptance for the robot. To this end, they 
refactored the design process; built a team of designers, technologists, product 
managers, agency partners, and consultants; and persuaded all stakeholders—including 
the public—that this goal serves their all interests. 
5.1.1. Problematization 
The delivery service operates as a three-sided marketplace and the robot is 
designed to solve “last mile logistic problems.” Stakeholders include “customers who use 
the service,” merchants “who sell on the platform,” and personnel who deliver the 
merchant’s products to customers. The role of the robot is to increase the company’s 
capacity to deliver. These customers, merchants, and delivery personnel are the robot’s 
users and, as such, are key stakeholders in the design of every aspect of the service. 
However, for this project, the design team identified a fourth stakeholder: the public.  
The public is made up of people who are non-users of the service but who 
nevertheless share the street and sidewalk as the robot makes its deliveries. According 
to Damien, these people are “actually interacting with the robots more than the users of 
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the platform.” The public is also a broad and diverse group. Of particular concern for this 
project are “people with disabilities who are going to be impacted when you have robots 
moving around them.” The implication is that not only does the robot need to be 
designed for customers and merchants to adopt it, but it also needs to be designed for 
delivery personnel and the members of the public to adapt to it. The design team needed 
to persuade the company that the primary risk to the project is if the robot fails to be 
accepted by the public. 
Additionally, the project leaders needed to persuade the public that they benefit 
from robots like this one. This was no small challenge. The team quickly discovered that 
the public has a “perception of dystopia” about the expanding role of robots in everyday 
life. Damien cites the bank teller and the elevator operator as roles in the workforce that 
have diminished due to the “brutality” of automation and how it “steamrolls people.” The 
design team also found that other robots are “hideous,” “big,” “scary,” and “intimidating” 
with “a tired design.” So, for this project to be successful, not only does the team need to 
overcome fears of robot dystopias, but project stakeholders within the company must 
similarly want the robot to be accepted by the public. This would require a coordinated 
program by the project leaders and designers to become the obligatory passage points 
by which the company gets a socially accepted robot and customers get an improved 
and expanded delivery service. 
5.1.2. Interessement 
As the primary leader of the project, Bobby decided to set “social acceptance as 
a key measure of success” for the robot. If the project team could align the stakeholders 
towards achieving this goal, then Bobby would “shape the world to the way I like to 
shape it” and to “the [moral] code that I have.” He refers to this as the “convergence” or 
“confluence of interests.” This goal would also give the entire project team permission to, 
as suggested by Damien, “take a step back and say, ‘Is what we’re building not only the 
right thing for the business, but is this right for the person, for the people around them, 
for society?’” It would also affect how the robot was designed. That is, designers would 
not only consider “how might it impact—not even the customer—but people around the 
customer; the world, the industry, other people.” To make the robot socially acceptable, 
the project team set additional criteria that the robot ought to be “pleasant,” “friendly,” 
and “fresh.” According to Bobby, a delivery robot of this sort would “surprise and delight 
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people” and give them the “best possible first impression.” Not only was this in the best 
interest of users and the public, but it was in the best interests of the company.  
The company, however, had its own means of persuasion. The company 
employed incentives like salary and job security to ensure that the goal of societal 
acceptance served business interests. This is a trial of strength. According to Bobby, the 
problem for leaders and designers who prioritize ethics is that “you’re very easily 
replaceable” and that “if I don’t do [something unethical] someone else would.” Bobby 
recalls “as employees we are replaceable” and that “if I prioritize something that comes 
up that adds costs to the project, I could be put aside in favour of someone else who 
would be putting those considerations aside.” According to Damien, “people feel like it’s 
either the ethical call or their paycheck and their livelihood” and, citing Charles 
Bukowski, he recalls “the three most addicting things are carbohydrates, heroin, and a 
steady paycheck.” The net result is a situation in which the interests of an employee and 
the company are so intertwined and co-dependent that employees can justify a violation 
of their ethics out of self-interest and self-preservation. Bobby suggests that this conflict 
of interest and ethics results in a blind spot and an ability to rationalize; noting, “We are 
very smart people.” Again, designers find themselves having to strike a tricky balance: 
acting in their own interests while enrolling the company, users, and the public into a 
program for societally accepted robots. 
5.1.3. Enrolment 
With the goal of social acceptance for the robot in place, the next step was to 
enroll company stakeholders, their growing project team, and the public. To achieve the 
goal of acceptance by the public, the project team first turned their attention to 
stakeholders within the company. This meant an ongoing process of persuasion about 
the importance and advantages of societal acceptance as a project goal and the various 
ways that can be achieved. The project team used a set of tactics to achieve this. For 
Bobby, a robot that is accepted by passersby is “something that we can really use to 
make ourselves stand apart from others” and give the company a “leg up over 
everybody else.” They also found that company stakeholders were persuaded by 
recommendations with supporting data. For example, they responded positively to any 
evidence that a particular feature could be correlated to positive business outcomes. The 
team leveraged data from precedents or prior examples to describe, “here’s what 
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happened and the result that might also happen to us.” To persuade stakeholders in the 
company, Bobby said, “you need validation,” so they brought forward research and test 
results throughout the project. Aside from company stakeholders, the team collaborated 
closely with the company’s policy and legal teams. These teams kept their “eyes on the 
ball” of relevant regulatory developments. The project team notified these teams of 
“issues to consider” and ensured they “had a voice at the table,” by getting their “position 
on many things.” The project team took these steps to enroll the company’s stakeholders 
in the goal of social acceptance for the delivery robot. 
Next, those inside the project team needed to adopt the goal of societal 
acceptance. Early in the project, Bobby had “written a document of the culture” and 
“anybody that comes to this team needs to read [it] and agree to it before continuing.” It 
was a living document that the team “would update from time to time if we found holes or 
evolved our thinking in some way.” The document set expectations for the behaviours 
and beliefs of the project team, which would guide its approach to recruiting. Bobby 
sought to build “a design team whose job it was to make the robot accepted by society.” 
This would be a matter of recruiting well, ensuring the team would be built in “[his] own 
image,” represented his values and the project’s goals. This meant considering “What 
kinds of questions […] you ask them and how […] you look at their portfolio and their 
work to be able to assess character, judgment, [and] ethics.” To be hired for this team, 
Damien recalls, “our first bar was not only they can’t be assholes but are they good 
people?” By focusing on applicant skills as well as their character, judgement, and 
ethics, the team came to be made up of “good designers and product people” with an 
“internal compass, an internal voice.” Another goal for recruiting is “diversity in the team 
itself.” The result for Bobby is a team that would “uphold those values” and “hold me 
accountable to those things” by asking, “Hey, what’s going on here?” With people 
enrolled in the project who were aligned to its goal and principles, the next challenge 
would be to enroll the public. 
The project team used entirely different tactics to interest the public in accepting 
the robot. Bobby says that he is “in the business of ideas” and “I want to shape those 
ideas.” To do this, he shared his ideas and mission to make robots societally acceptable 
through the media to “anyone who would listen, including other stakeholders, 
policymakers, interest groups, and I was teaching them about why they should care 
about this.” The robot project was featured in notable magazines and best inventions 
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lists, and Bobby was invited to give a high-profile presentation about the project. The 
distribution of this messaging was such a success that, according to Bobby, “other 
people are copying the language even sometimes that I’ve been using to the letter.” 
According to Bobby, the case to the public was, “You should be asking for this” and 
“making this ask from people like me doing this job because if that becomes their ask 
then it becomes a condition for the success of the project.” This is a matter of describing 
the problem in such a way that the public becomes motivated to “demand solutions for 
them.” If the company and the public become interested in the goal of societal 
acceptance for robots, then the future and success of the project could be assured for 
everybody. 
5.1.4. Mobilization 
Once the project started, it was time to put the people and process in motion. In 
the project’s first week, the team took a “robot on the sidewalk” to teleoperate its 
interactions with the public. To see how the public reacts to their robot, the team 
strapped Bobby’s smartphone to the robot to act as the camera and, “because we 
couldn’t get our code finished for video streaming,” they navigated it using the live video 
feed from Google Hangouts. The insight from this first test confirmed that “[the robot] is 
invisible to people.” According to Bobby, “that’s why being outside matters so much 
when you build a product because you want to understand how other people are 
reacting to it.” In this case, that members of the public were oblivious to the robot caused 
the design team to adopt a more flexible process. The team and process were “built 
around this idea that we don’t know most of what we need to know to build this.” This is 
because, according to Bobby, the robot is “such a new thing” and “no one has ever 
made anything like it.” Standard design processes would not do the trick. To design an 
emerging technology like the robot, Damien suggests, “there is no cut-and-dry process 
or right and wrong answer here and I think it’s going to be situational.” The team came 
up with a process that is oriented around principles of reflection, diversity, and iteration. 
This new process required time for reflection about “second-order effects,” a 
diversity of users and time for iteration. In contrast to the value of speed in typical sprint-
based processes, the team sought to anticipate possible consequences. This took “a 
moment of deliberation” and a “chance to reflect on that problem more” to ask, “Hey, 
what did we do wrong? Why did we miss this?” and, “Where were the holes in our 
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thinking and what would be the things that could negatively impact the world because of 
this product?” For this, the designers looked at each problem “through multiple lenses, 
not just the user lens which is the one that everybody thinks about.” For example, when 
the design team was “doing journey mapping or just trying to understand who the 
personas are,” they would ask, “Do you I have it right?” and, “Are there other people that 
are going to be impacted by this that we may have not thought about?” The design team 
brought in a diversity of users in its research process to answer these questions. 
According to Damien, the team worked with users and representatives of the public “with 
different levels of abilities—sight challenged, hearing challenged—and had them look at 
the robot, touch the robot, give us their pain points, and their frustrations.” The team also 
included a consultant with a disability. In so doing, different users “can catch these kinds 
of things and say, “Hey, you haven’t thought about this or this.” When these diverse 
perspectives were not in the room for a design decision, team members were assigned 
advocacy roles for users, members of the public, merchants, and buyers. The project 
team went “outside and find out what those unknown-unknowns are” so they could 
speak to the risks of a robot that uses the same sidewalks and crosswalks as people 
and their varying mobility modes and abilities. This process had to afford the time and 
space for iteration and reflection. According to Damien, the design team was able to 
consider the public’s experience and possible ‘second-order effects’ because “We had 
breathing room, we had time to get it right, we had time to iterate, and we had time to 
reflect, to post-mortem, to pre-mortem, and that’s what you want.” This approach also 
“allows for book club” and “water cooler conversations” and “going to lunch together with 
your people.” This type of work is not possible or advisable for “a company where it’s just 
work, work, work all the time every minute of the workday is agenda’d and scheduled 
and there’s deliverables at every moment so there’s no breathing room.” 
At this point, the project team put the design process in motion. According to 
Bobby, the team conducted “prototyping and experimentation that would eventually 
translate into design outputs that are in the form of recommendations or actual physical 
or digital designs.” This includes “industrial design for what the hardware looks like” and 
“designing UI and UX for every user type,” including “merchants who must load the 
robot, customers who retrieve items, bystanders who share the sidewalk and negotiate 
right of way, our internal remote supervisors who oversee and occasionally help robots, 
and field agents who assist robots physically.” According to Damien, the industrial 
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design phase was concerned with “the robot's physical form factor” and was a 
collaboration between the design team, “our industrial design partner, and our internal 
hardware team.” In collaboration with the engineering team, interaction design focused 
on “the robot's behaviour, expressed via its various hardware features”—its “lights, 
screen, sound, motion.” Finally, the software design accounted for integrations with other 
applications and resources. 
The result is a process by which Bobby and Damien aligned company 
stakeholders, users, and the public to the goal of societal acceptance for the delivery 
robot. For this, Bobby and Damien gathered an assemblage of actors in an 
interessement device that materialized and embodied the goal of societal acceptance. 
These included various “hideous,” “big,” “scary,” “intimidating,” and “tired” competitor 
robots; “pleasant,” “friendly,” and “fresh” robot prototypes; mobile phones and Google 
Hangouts at sidewalks and crosswalks; research and test results; data and prior 
examples; policies; journey maps and personas; magazine articles, presentations, and 
awards; culture documents and portfolios; agendas and schedules; books and 
watercoolers; and consultants and design agencies. The result is a human and 
nonhuman assemblage (or device) for interesting and enrolling other actors in the 
designer-network towards the goal of societal acceptance.  
5.1.5. Dissidence 
In the complexities of designing new technology, practitioners may lose ‘battles’ 
over ethics so that they can “tough it out” and “stick around [and] win the war.” The 
project team did run into an unexpected conflict with their company stakeholders. To 
accommodate users unable to meet the robot due to physical or health limitations, the 
designers wanted to give users the ability to set a preference for the mode of delivery: by 
a human and/or a robot. The company, however, did not want to grant this option to 
users. Company stakeholders were concerned that if too few people chose the robot 
option, the company wouldn’t reach its adoption targets. The designers proposed an opt 
out solution for robot delivery. In the end, users were given the ability to opt-out by 
contacting support. According to Damien, this is an example of the type of “gray area” 
encountered by designers which can "either be a point for a walkout or […] a point to 
‘disagree and commit’.” 
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While designers, at times, “disagree and commit” to decisions made by others in 
their company and on their team, they will also “raise a hand” and express their 
concerns. For the project team, “anybody’s free to […] raise their hand in public.” Team 
members sent Bobby and Damien notes to say, “This isn’t working for me,” or, “There’s 
probably a better way to do this, what do you think?” The project team encouraged an 
“up-for-it-ness” to say, “let’s give it a try.” This openness in the process is connected to 
“ethics [because] I think it just shows rigidity versus flexibility and being open to new 
ideas.” The reality for designers is that ‘raising a hand’ must be balanced with “disagree 
and commit” because “that’s where the rubber hits the road.” However, this is only true 
to a point. For Damien, designers must also have the “ethical ability and spine to walk 
out if that red line is crossed for them and for them to even have thought about where 
the red line is.” 
The project team remained committed to the goal of societal acceptance by the 
public. They watched for indicators where the robot was not accepted by the public to 
share its sidewalks and streets. Bobby learned that “when the robot is not liked or 
accepted you will have vandalism at a higher rate.” In the comment fields of an online 
presentation about the robot, viewers replied, “I want people delivering my [products], ‘F’ 
the robot.” Beyond rejection and vandalism by the public, Bobby also anticipated, “you 
will have regulations against you because those kinds of political groups would find a 
platform to run.” Societal acceptance of the technology was a worthwhile goal for a 
design team not only for the robots’ preservation and safety but also for the influence in 




Figure 5.1. Vignette 1 Designer-Network 
5.2. Vignette 2: Designers as Quasi-Ethicists 
The designer for this vignette, Casey, is a product design manager in the United 
Kingdom. Casey works for a multinational technology company that is headquartered in 
the United States. The products she designs for are typically mature in their lifecycle with 
a global userbase. The designers at Casey’s company are well-intentioned, but she 
acknowledges “we’re not always getting it right and we need to do something about it 
and it’s important.” The issue at hand is how the company’s products are used to harm 
people and how difficult it is for designers to anticipate and mitigate these harms. 
However, just what it is that needs to be done and what it means to ‘get it right’ is a 
matter of debate within the company. With the shared goal of ‘getting it right’, the 
company and its designers are introducing a variety of complementary and conflicting 
interventions into the design process. 
In this vignette, I describe how Casey and the designers she works with are 
designing for company policy and, if more than policy is needed, taking on the role of 
quasi-ethicist. That is, designers are proposing solutions and informally experimenting 
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with new methods and principles without any guiding ethical theory or framework other 
than the goal of minimizing harm. 
5.2.1. Problematization 
According to Casey, the designers at her company hold to the commitments of 
human- and user-centered design. A typical design process begins with an idea, an 
insight from research or data, “or just an idea we've had in our heads,” then the product 
team meets to “get clear on what problems we want to solve for [and] figure out how big 
the opportunity is.” Designers “explore solutions” while technologists “explore how we'd 
be able to build it.” Then, the teams set out to “validate some of our hypotheses” based 
on user research and iteration. Next, the product is built “so we can launch it and 
measure the results.” Part of the challenge is that design processes have proven 
inadequate for designers to anticipate ways a product can harm users on a global scale. 
According to Casey, this process means designers are “quite good at thinking about 
individuals and quite bad at thinking about society;” especially “when a whole country is 
using it [or] the whole world is using it.” Designers at the company must change the way 
they work if they are to resolve the risks, consequences, and harm associated with the 
company’s products. Meanwhile, the company is instituting its own program of policies 
and principles to mitigate risk. 
Rather than hinge its prospects on the methods of human-centred design, the 
company turns to laws for guidance. Based on the law, the company creates policies 
that set “hard rules” for employees and define different forms of harm. These policies 
can take years to develop. Casey describes a situation in which people were using one 
of the company’s products to make it look like they had plastic surgery and bullying 
others based on skin tone. While the company had policies to restrict this type of 
content, it was not made available to the public and specific guidance was not provided 
internally regarding which content was permitted and which content was prohibited. As a 
result, users and the design team remained unclear. Finally, after two years of 
deliberation, explanations and guidance were provided to which users and designers 
could adhere. 
The company also develops principles to guide employees in the making of its 
products. These principles operate at every level of the company. Some have helped 
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designers make difficult decisions in the past. Currently, the company emphasizes 
principles of integrity and safety. Integrity means “[making] things clear” and keeping 
users informed.” Safety means “[keeping] people safe” and “[thinking] a lot about how to 
protect people from things” like “harmful content [and] behaviours.” However, just as the 
design process is insufficient for anticipating harm, the company’s policies and principles 
are also inadequate for preventing harm. Policies and principles turn problems into 
binaries. According to Casey, “sometimes it can’t be, you have to find something in 
between and that’s hard.” Casey calls the space between design and the company’s 
policies and principles “a bunch of gray area” and “the really tricky stuff.” For example, 
“there might not be a law against this, but we are actually seeing a trend in this particular 
behaviour leading to this harmful outcome.” For the company and its users to avoid the 
risks and harm associated with its products, designers must find ways to address these 
“gray areas” and the “tricky stuff.” If they can, they become the obligatory points of 
passage. 
5.2.2. Interessement 
While designers are forced to orient their process towards this ever-expanding 
and ever-changing set of principles and policies, they are not specific enough to guide 
‘on the ground’ decisions. For this, designers are changing the role of the designer to 
include quasi-ethics as they set out to resolve the “gray areas.” This means designers 
are developing a toolset for quasi-ethics; including new types of workshops and 
facilitation skills from “conflict resolution and mediation.” Designers are also creating 
project-level principles to help team members “make the tough trade-off clear.” 
Additionally, designers are proposing new “ideas, alternatives, solutions” in response to 
urgent issues within the company. For matters to do with especially “gray areas,” a 
squad of ethical design specialists have started up within the company. The group is in 
its very early stages and consists of four to eight people from different backgrounds. It is 
their job to join teams in critical situations and “help facilitate sessions,” “organize 
things,” and bring in best practices and other industry experts, consultants, and 
academics. Ultimately, they are there to help project teams consider “the ethics of what 
they’re doing and [ensure] they have tools and resources to make tough decisions.” In 
these ways, designers are using proposals, a flexible design toolset, project-specific 
principles, and the ethical design team to intervene in the “gray areas” and “the really 
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tricky stuff.” In these ways, designers at the company are taking on the role of quasi-
ethicist to define what is harmful and to protect people from it. 
As designers change the role of design to include quasi-ethics, the company is 
embodying, enacting, and enforcing its principles and policies with new roles and 
participants for the design process. This is the trial of strength. First, laws are enforced 
by legal representatives and policies are written and enforced by policy representatives. 
These representatives, as well as the policies themselves, are now participants in a 
cross-functional design team and process. Second, once clear definitions, policies, and 
rules are in place, “machines” are brought in to materialize them and automate the 
detection of harm and the enforcement of policies. These “machines” are now 
participants in a human-nonhuman design team and process. For situations that are too 
tricky for the machines, the detection of harm then triggers human moderators to verify 
and resolve the issues. In this way, the company is deploying policy representatives and 
“machines” for the ethical “gray areas.” 
5.2.3. Enrolment 
For the role of design to include practices of quasi-ethics, designers across the 
company must be enrolled in this program. This means they must first assume 
responsibility. To achieve this, Casey proactively engages team members directly. If a 
designer is shirking responsibility and “willfully ignoring the thing,” she will “push the 
issue” and say, “Hey, it seems like we’re avoiding this thing” until they “suddenly start 
acknowledging it.” At a team level, Casey is “also typically the one organizing the 
conversations, the tough conversations” and “bringing people into a room and getting 
them to talk about the tough things.” She also reinforces the behaviour of team members 
in the design process by acknowledging and encouraging “other people who spot the 
things I don’t spot.” It is through interactions like these that designers and project team 
members are enrolled. 
It also means collaborating across the company. This means designers “have to 
work with policy; [they] have to bring product designers and different data scientists, 
researchers, all sorts of cross-functional people together around a problem.” Company 
leadership must also enable the role of design to change and expand within the 
company. For example, designers have joined other employees and participated in 
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company-wide walkouts. After a disagreement with the company over a policy decision, 
employees challenged leadership and said, “We’re putting down tools,” “No, this is not 
okay for these reasons and stop thinking about this as a binary decision, it’s not a binary 
thing, there should be other options.” It is through protests, convening conversations, 
and challenging and reinforcing behaviour that designers’ peers and company 
leadership are enrolled in the designers’ program. 
5.2.4. Mobilization 
Now, designers are positioned to address the “gray areas” and “tricky stuff” that 
company policy and principles are unable to resolve. They have taken up the role of 
quasi-ethicist and are enrolling others in the company. Designers and their core working 
groups are proposing new ideas, alternatives, and solutions to address risks and harms. 
For example, designers are making the case that “if we don’t do this [proposal], we might 
have these risks,” and “if we’re not thinking about this we’re going to be surprised over 
time and reactive and all of that.” When confronted with crises and harms to users, 
designers are “motivated to act, to do something now.” In these situations, designers 
and others within the organization may generate “five hundred new solutions for that 
thing.” Then, “depending on the severity of the thing,” these proposals and ideas are 
reviewed by higher-level managers. If successful, proposals can continue to travel “all 
the way up the chain” to the “top-top bosses of everyone.” Take the walkout example. 
There was “a huge conversation” afterwards between management and employees 
where both sides constructively asked, “What could we do about this?” In response, 
“people started to suggest ideas, suggest solutions, [and] the organization responded 
really well to it and said, ‘We’re going to basically lockdown and look at some of these 
things and figure some of these things out’.” According to Casey, this response by the 
company has “actually made a difference and shifted some thinking.” 
As the company has grown, many of its principles have become too general to 
be useful. Too often, these principles are “generic, friendly statements” and “just some 
good guidelines we’re going to put down.” For Casey, principles like usability are 
“truisms” that drive her “absolutely crazy” because “of course you want your thing to be 
usable.” Instead, Casey facilitates her own project-level “principles sessions.” For Casey, 
a well-formulated principle helps the designer make “the tough trade-off clear.” The 
principles her teams create are structured as “even-over statements.” This way 
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designers know to select “this thing even over that thing.” For example, an even-over 
statement may address issues like ease of implementation versus longer-term risks. The 
process of arriving at these principles also creates room for dissent, disagreement, and 
“making sure you actually are aligned on your shared values.” 
Designers at the company are in the process of experimenting with new ways of 
working. For Casey, this has included “doing a particular tough workshop on a thing.” 
Designers like Casey are also documenting and sharing new learnings and methods. 
This is “to share publicly, this is how we came to these decisions, and this is our 
process.” When other teams learn of an approach taken by Casey and her team, she is 
referred to other designers and leaders throughout the company. She will also “do one 
or two calls with designers on different teams just to help them figure out how to do 
some of these things.” Meanwhile, the ethical design team is facilitating workshops 
across the organization and piloting a new approach that, if successful, will be rolled out 
across the company more broadly. 
The result is a process by which Casey and other designers are aligning 
company stakeholders to the goal of design as quasi-ethics. For this, they have gathered 
an assemblage of actors in an interessement device that materialized and embodied this 
goal. These included various new design processes, methods, workshops, tools, 
documents, and resources; principles and even-over statements; risk cases, proposals, 
and solutions; prototypes and mock-ups; behavioural data; content and design 
guidelines; as well as an ethical design team and various experts, consultants, and 
academics. The result is a human and nonhuman assemblage (or device) for interesting 
and enrolling other actors in the designer-network towards the goal of design as quasi-
ethics. 
5.2.5. Dissidence 
The controversy between the company and its policies and principles and the 
designers and their methods for quasi-ethics is not settled. One issue is that not all 
designers are enrolled in this program and are taking responsibility to address the ethical 
risks in their work. According to Casey, “as designers, we’re the mediators of what 
humans are doing and what the tool is capable of so maybe we have a responsibility 
here.” However, when confronted with harms and risks, some designers say, “I care 
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about these things” but fail to put this concern into action beyond public gestures and 
posturing. Further, designers defer to the law or policy and say, “Those are the laws of 
this country, I don’t have to worry about that” or “Oh, that’s a policy thing.” So, while 
designers demonstrate awareness and concern for the effects of their work, they have 
not completely taken up the responsibility to be the mitigators of risk and harm within the 
company. Additionally, according to Casey, aligning the company’s definitions, policies, 
and rules with “machines” and humans is also “really, really hard.” For Casey, “Nobody 
in the industry’s getting it exactly right.” 
5.2.6. Designer-Network 
 
Figure 5.2. Vignette 2 Designer-Network 
5.3. Vignette 3: Designers for User-Centric Value 
The key actor in this vignette, Peter, is a design leader within a future devices 
division at a multinational technology company. The company is headquartered in the 
United States and Peter works at one of their regional offices. He is part of a team that 
designs AR and VR experiences for a global user base. For Peter, the practice of design 
has an ethical side to it. And, while it was this side that originally motivated him to 
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become a designer, he acknowledges that design has a “dark side” too. It can be 
“malevolent.” According to Peter, its objects can exert “power and sway” over people 
and use “dark patterns” to limit their agency. For example, websites use “tonality and 
language” to convince customers to add unnecessary insurance when buying plane 
tickets. Social media companies experiment with persuasive methods to manipulate 
users and ensure engagement. AR/VR also “has an incredible chance to manipulate 
your worldview.” For Peter, “There’s still that great power that comes with—whether 
you’re building smartphone platforms or AR glasses or websites—[the ability] to 
manipulate people; to make them see what you want them to see.” In this way, the 
practice of design and, by extension, technologies can be helpful and harmful. And so, in 
relating design to ethics, Peter invokes the maxim “with immense power comes 
immense responsibility.” 
In this vignette, I describe how Peter and the designers at his division have 
aligned the company towards the goal of “user-centric value.” That is, the company has 
redesigned the design process to include internal regulation, it has removed project 
deadlines so designers can “Walk slow and fix things along the way,” it is hiring an 
increasingly diverse design team, and it is training designers to be more aware of 
design’s “dark side.” 
5.3.1. Problematization 
The sense of designers’ immense responsibility is in response to design’s “dark 
side,” “dark patterns,” and designers’ propensity to make mistakes. According to Peter, 
designers and technologists are not “Doctor Evils who are like, ‘Let’s build this like super 
evil machine’.” Instead, he invokes Hanlon's razor and says, “Do not attribute to malice 
what cannot be explained by stupidity.” These harms are often the result of “human 
error,” “a coding error that’s exposed something and it’s one line in like a million lines of 
code,” “one query or its one piece of syntax,” or its “the size of some of these companies 
and the sheer complexity of communication and teams and technology.” The result is 
that technology “comes off the rails, and it’s doing things it should not be doing or [...] not 
doing what it was actually intended to do.” Designers simply make mistakes and are 
unable to anticipate possible harms once technologies are deployed. 
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The result is that public awareness about the risks of technologies is increasing 
and “public perception” is turning against technology companies. Specifically, this has 
resulted in “public outcries” against the company where Peter currently works. This 
includes “people who [are] vehemently against [a technology]” saying “look what it’s 
going to do to society.” This is the ‘tech-lash’. While this “dark side” of design is part of 
the problem, designers can also be part of the solution. For Peter, “good is something 
that you feel and that if other people feel it, [...] if it’s a defensible thing, then I think that’s 
good, the intent is honest and good, you really are trying to help people.” Designers are 
positioned within the company to define “what is good,” ensure a product is defensible, 
and “at least minimize those bad things.” To do this, designers must persuade others in 
the company that they can minimize harm and “public outcries.” If they can do this, 
designers and their processes are positioned as the obligatory passage points through 
which the company and its technologies must pass to be valued by users. 
5.3.2. Interessement 
To achieve this, designers are taking on the role of advocate for the public and 
insist on being persuaded of the “user-centric value […] before we can really do the job.” 
It is this proposition that forces the realignment of the network. In recent years, 
according to Peter, companies see that designers are more “fully aware of the 
implications of the work that they do” and, as such, “companies are now more open to 
that kind of questioning.” For Peter, the ethics of products and design are “taken 
incredibly seriously.” For designers, this means designing a product with the knowledge 
that, “Yeah, this is not for us. This is not about what we think is right or wrong or what we 
think is ethical here right now in America.” According to Peter, the discussion at the 
company between designers is about “What is fundamentally bad, what is fundamentally 
wrong with this approach?” The intent is to design technologies that are accepted, 
adopted, and adored by users. At this point, the interests of the designers, users, and 
company converge. As Peter wryly adds, “even the bean counters are wanting a thing to 
be loved cause, of course, if people love things, it makes more beans.” 
Note: In this vignette, the company is aligned to the designers’ goal of “user-centric 
value” and based on Peter’s description there is no trial of strength or opposition from 
the company. The company, however, has many business lines; some of which are 
extremely profitable. It is possible that for projects involving high-risk and emerging 
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technologies, that “user-centric value” is a shared goal while the pressures of budgets, 
timelines, and profitability are more acute for other divisions and products. 
5.3.3. Enrolment 
To enroll the company into the program of “user-centric value,” designers insist 
that it be a shared goal. According to Peter, designers will raise red flags and say “‘Not 
doing that’, ‘You can fire me’, ‘You can fire us all’, ‘You can do it yourself if you want to 
do it’.” The public outcry and insistence by designers for “user-centric value” amounts to 
what Peter refers to as a “one-two punch.” And the company is responding. “They’ve 
realized the risk of ignoring those signals.” As such, the company has successfully 
adopted the designers’ program for “user-centric value” as evidenced by company 
regulations, removal of deadlines, hiring practices, and its training and resources. 
To this end, the company has put in place measures to align its actions and 
enforce ways in which design is performed. One method of aligning itself to this goal is 
to institute internal regulations “to help catch those gotchas.” These regulations mandate 
additional checks and balances by which technologies-in-design are vetted. The 
company has also introduced “check gates” for its processes. Finally, the company has 
largely removed deadlines for this profile of the project. For Peter, “When you remove 
the concept of deadline and you say, ‘We’ll launch it when it’s gone through all these 
checks and balances whenever that may be’, then you’re freed up.” This approach to 
design slows design processes down, but “you’re much more likely to catch those 
problems because you’re not dancing to the beat of someone else’s drum who’s given 
you an arbitrary goal to mind, and I think you get better products from it.” As opposed to 
the mission to ‘Move Fast and Break Things’, Peter notes that designers at his company 
can “Walk slow and fix things along the way.” 
Beyond guidance for design processes, the company reinforces the goal of 
“user-centric value” in its hiring practices. As part of this, the company has a diversity, 
equity, and inclusion (DE&I) division. This division oversees the processes by which 
people are recruited into the company and how they are treated. The result is a design 
team that is increasingly racially, ideologically, and politically diverse. According to Peter, 
“the team is more diverse now so you have much more different points of view.” This 
means that “if you have a diverse group leaning into an idea, they’re going to be able to, 
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from their own individual experiences, say ‘Hey, we didn’t, where I live or where I come 
from or whatever, this actually, kind of like, means this, or this would signal this’.” To that 
end, the company is “looking for designers to espouse those values when they come 
through the door, not after they’ve come through.” For Peter, this means “the 
roundedness of your experience is more important now than it was” and that companies 
need “better designers who’re a little bit humble, less bombastic.”  
Additionally, there are “colossal amounts of resources around ethics, diversity, 
[and] inclusion.” For Peter, this means that “every six months [there is] a course that I 
have to qualify for” and “you have exams to do every six months to prove that you are 
actually up on these things.” This is to ensure that people at the company, especially 
those in leadership positions, stay up to date on these issues. In these ways, the 
company and designers have taken up their new roles and are ready to respectively 
support, perform, and participate in design processes for “user-centric value.” Now, with 
this program instituted at the company, “the risk of screwing up” is shifting from the 
company alone and to be shared with designers. According to Peter, designers must 
now catch the risks. They can’t miss them. That is the risk now. 
5.3.4. Mobilization 
For a design process that prioritizes “user-centric value,” the company must 
permit more time-consuming design processes. This design process starts with research 
for business needs, customer needs, technical capabilities, and “any related ‘prior art’ 
that may have customer data points.” The next steps include generating hypotheses, 
sharing product requirement documents with stakeholders to measure their response, 
and gaining an understanding of potential costs and roadmaps. Then, Peter begins 
steps of sketching out the concept, iterating and generating variants, rapid prototyping, 
and segmented user testing. This means information architecture, user experience 
flows, and visual language creation. Then, based on feedback, Peter iterates on the 
design before preparing it for integration into the engineering approach (i.e., Waterfall, 
Agile, Kanban). In this design process, however, “decision making is not fast.” For Peter, 
there is very little “expedited design, design decisions, or thinking in these spaces 
because of the complexity.” In this way, designers defend the interests of the public. 
They raise red flags to say, “This doesn’t tick the boxes” and “This is not going to work 
and here’s why.” This means designers “are aware of implications, nefarious bad actors, 
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[...] how they can be used [...] and you don’t want to move past the next gate unless you 
solve that.” If the technology doesn’t tick the boxes, the design will “be brought back, 
rethought out, and then redone again [...] multitudes of times.” Designers will discuss 
and deliberate some more. A conversation between two designers may go something 
like, “Wait, we’ve been talking about this for a year and we’re still talking about it,” and a 
colleague will reply, “Yeah, we’re not sure yet, maybe we should, like, really think about 
this.” Finally, designers report back to the company and say “‘It didn’t work so we did this 
and removed this to make it work’.” If designers can ensure “user-centric value,” then 
there are more beans for the company to count. 
Designers, now the spokespersons for the public, are advocating for “user-centric 
value” in the design and development of new technologies. Designers at Peter’s 
company have the time and the space to get it right. They are “design[ing] things in the 
next largest context” and “imagining the environment that this [technology] lands in.” 
They can ask “‘Is this good?’ ‘Is it genuinely defensible as a thing that should exist and 
help people?’” In this program, Peter and designers like him are afforded the time to 
identify a technology’s implications with greater frequency, based on a plurality of 
experiences and perspectives, and in consideration of users the world over. 
Technologies must also make it through the internal regulation and check gates. These 
include “a whole bunch of hurdles: regulatory, ethical, and, basically, everything you can 
think of.” Even with a design process that is oriented towards “user-centric value,” it is 
“those things can just kill a multi-million-dollar project in one swoop.” 
The result is a process by which Peter and other designers in his division are 
aligning company stakeholders to the goal of user-centric value. For this, they have 
gathered an assemblage of actors in an interessement device that materialized and 
embodied this goal. These included various internal regulations (i.e., check gates, 
checks and balances); DE&I division, courses, and resources; ethics courses and 
resources; prior art and customer data; VR and AR hardware; Bluetooth peripherals; 
Unity and Blender software; sketches and flows; physical mock-ups and prototypes; and 
product requirement documents, budgets, and roadmaps. The result is a human and 
nonhuman assemblage (or device) for interesting and enrolling other actors in the 
designer-network towards the goal of user-centric design. 
95 
5.3.5. Dissidence 
Still, the company can anticipate resistance from the public. Based on previous 
outcries, the company and its designers bring products to users by “tiptoeing gingerly 
into the marketplace, confidently knowing that your product is going to get scrutinized, as 
it should, and you have got to have done [the] work to make sure that it holds up and it 
holds up to that scrutiny.” Issues may also arise from unexpected places within the 
company. The company that Peter works for “is very large and has many different 
divisions” and “it’s actually a very, very nebulous company.” This means “it’s not like 
there’s a design team and they do all the things,” and that there are different motivations 
for different teams working on different product lines and experiences. This also means 
that there are “many cultures and philosophies” within the company; including “extreme 
left-wing people and extreme right-wing people because that’s the world.” Hypothetically, 
this could mean that teams that include “flat earthers,” “hardcore Trumpists,” and 
“vegan-green warriors.” For Peter, this raises an internal ethical issue: “How do you 
create an open playing field where everybody is judged on their individual merits, [but] at 
the same time an understanding that you would have to inherit a bunch of different 
philosophies around the world and life?” For Peter, “it’s a real paradoxical thing for the 
company.” And the result is that internally for design teams and externally for users, 




Figure 5.3. Vignette 3 Designer-Network 
5.4. Summary 
In Chapter 5, I described three specific accounts based on actor-network theory 
that demonstrate how designers align the networks of professional design and increase 
their ‘margin of manoeuvre’. In these vignettes, the designers align other actors toward 
the shared goals of 1) societal acceptance, 2) quasi-ethics, and 3) user-centric value. 
Through the process of translation, the vignettes show designers associating in networks 
with other human and nonhuman actors. Then, they advance other actors through the 
stages of problematization, interessement, enrolment, and mobilization. I also note how 
humans and nonhumans constitute interessement devices and how designer-networks 
can come apart. 
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Chapter 6.  
 
Discussion 
In this chapter, I set out to consider the implications of the findings from the 
thematic analysis and the vignettes for ethics in design research and design practice. To 
do this, I present two summarizing ideas for this chapter: 1) analysis of the black box of 
design practice shows that agency is distributed across networks of human and 
nonhuman actors in design practice, and 2) there are new possibilities for ethics within 
the human and nonhuman networks of design. Based on the participant data, I 
summarize how human and nonhuman agencies are present in design. Then, I offer a 
series of ethical commitments for human designers and opportunities for nonhumans in 
design. Finally, I conclude this chapter with a description of the limitations of this study. 
6.1. Human and Nonhuman Agency in Design Practice 
In this section, I consider the ways in which human and nonhuman agency is 
present and active in design practice. According to Latour, “Agency is about the most 
difficult problem there is in philosophy” (2007, p. 51). So, in this section, I simply aim to 
establish that these agencies are present and active in the human and nonhuman 
networks of professional design practice. 
6.1.1. Human Agency 
Agency is necessary for designers to act ethically. Through the focus group and 
individual interviews, I set out to locate the agency of professional designers as they 
attempted to enact values and ethics in design practice. In this section, and based on 
participant accounts and theoretical framings, I describe how human agency is present 
in design. 
Designer Agency 
According to Coole, human agency is diverse, partial, haphazardly manifested, 
emergent, interactive, leaky, and contingent (2005, p. 125). In what follows, I present 
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descriptions of designer agency along Coole’s spectrum of agentic capacities: corporeal, 
singular, and transpersonal. 
Corporeal Agency 
According to Coole (2005), corporeal agency is a somatic process by which the 
body reacts in some non-cognitive way. In this study, Damien was the only participant to 
reference to corporeal agency when talking about the lack of ethics in design. For him, it 
is “just such a source of pain and indigestion.” For professional designers, this can serve 
as a reminder to attend to bodily and emotional responses to the ethical issues in design 
and in reactions of users and stakeholders. 
Singular Agency 
In the thematic analysis, I also describe ways that professional designers enact 
ethics in design practice as singularities. Singularities are individuals and collectives who 
act coherently as agents or selves (Coole, 2005, p. 133). I relate the participants’ actions 
as singularities to the individual practices (Gray & Chivukula, 2019) designers can use in 
mediating ethics. These actions included various disciplines, gatherings, design 
methods, and resistances. For disciplines, designers can realign their practice with their 
values, advocate for minority or oppressed individuals and groups, research issues in 
design ethics, upskill to specialize in emerging disciplines or knowledge areas, and 
cultivate personal goals and principles. For gatherings, designers can convene 
conversations with other designers and project teams, educate various groups about 
design ethics issues, converge stakeholder goals, and propose solutions for user and 
company problems. For design methods, designers can anticipate negative effects, 
decide among a variety of options, iterate to improve a design based on feedback, and 
document and share learnings across the organization and beyond. Relatedly, the 
methods of human-centred design can be adopted and enacted by designers within an 
organization. In so doing, designers fold values like efficiency, ease of use, and empathy 
into design practice. Finally, for resistances, designers can challenge others within the 
company, refuse to proceed based on moral conflict, walkout or resign from a position, 




Designers in this study recounted ways design ethics are both enabled and 
prohibited by the organizations—or structures—within which designers work. According 
to Coole (2005), this form of agency is transpersonal or intersubjective and can both 
enable and prohibit the agency of designers. 
In the ways that organizations can enable ethics in design practice, I reference 
Gray and Chivukula (2019) and organizational practices. The business model of an 
organization can direct design towards profitability goals, but it may also expand the 
goals of design to consider social and environmental impacts (e.g., B Corporation 
certification). Company policies guide employees to act and behave in certain ways and 
its principles outline values that guide employee decision-making. Finally, companies 
reinforce their values by hiring employees who share and embody those values, while 
also educating employees about their policies and principles. 
However, the organizations within which designers work may also prohibit ethics 
in design practice. The design situation is complex (Stolterman, 2008) and designers 
seldom have all the information, tools, or skills required to identify, mitigate, and 
anticipate design’s unintended consequences. Contributing factors include a company’s 
sheer size and scale and the technologies they design, the company’s specific business 
model, incentives such as salary and perks, or, paradoxically, a perceived lack of job 
security. Further, working conditions related to timeline, resources, and budget can limit 
designer agency. Designer values can become misaligned with the mission, goals, 
principles, and values of an organization. Concerns about psychological safety arise as 
designers bring ethical issues and values forward in diverse working groups and high-
pressure situations. During the COVID-19 pandemic, designers have also worked 
remotely and lost opportunities for much of the ad hoc interactions with peers within 
which conversations about ethical issues often occur. Finally, designers are limited in the 
ways they can positively affect a technology based on where it is in its lifecycle. The 
more mature a product, the more difficult it is for a designer to make positive changes. 
The result is that, for professional designers, there can be a limited number of ways to 
enact ethics in design practice. 
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Designer Ethics 
Participants in this study described agency in distinctly humanist terms. And, if 
agency is necessary for ethics, it follows that participants also held a humanist view of 
ethics. This is in line with a humanist tradition of design that prioritizes “human needs, 
capabilities, and behaviour” (Norman, 2013, p. 8). Further, according to Braidotti (2013, 
p. 43), there is also a humanist tradition in the ethics of technology as well as is evident 
in Isaac Asimov’s famous Three Laws of Robotics:  
0) A robot may not harm humanity, or, by inaction, allow humanity to come 
to harm 1) A robot may not injure a human being or, through inaction, allow 
a human being to come to harm. 2) A robot must obey the orders given to 
it by human beings, except where such orders would conflict with the First 
Law, 3) A robot must protect its own existence as long as such protection 
does not conflict with the First or Second Laws. (Asimov, 2008) 
Accordingly, designers describe design ethics and values consistent with a concern for 
—and centering of—the human. This also motivates a deep sense of personal 
responsibility for ethics in their work. These are problems human designers must solve. 
Ethical Theories 
In this study, professional designers expressed familiar ethical theories when 
describing ethics in design practice. For deontology, designers suggested they have a 
duty to ‘do no harm’. For consequentialism, designers compared the benefits and the 
risks to make a judgement based on ‘the greater good’ or that ‘the ends will justify the 
means’. For virtue ethics, designers looked to develop their moral capacity and that of 
those they work with. For feminist ethics, designers took up values like care and 
equality, along with practices for equity, advocacy, and justice. Finally, designers were 
aware of a limited number of applied ethics frameworks for design. Still, the theory and 
application of these ethical frameworks depend on human agency and action for the 
well-being and benefit of other humans. 
Designer Values 
Participants also expressed predominantly humanist values. These include 
empathy for users; respect for the individual; safety from harm; data privacy; autonomy 
in decision making; trust with users and clients; simplicity in communicating information; 
personal integrity; transparency about how technologies work and design processes; 
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equity and fairness; universal usability; productivity, and inclusivity. A possible exception 
to the humanist values described by designers was the value of environmental 
sustainability for design. 
Designer Responsibility 
Based on these findings from the thematic analysis, designers hold humanist 
conceptions of agency, ethics, and design. The result is that ethics and values in design 
become a singular responsibility. Designers sense that they must do something. It is 
often the designer who takes on the responsibility to advocate for the user and it is 
designers who, when confronted with an ethical issue, may generate innumerable 
possible solutions and proposals. For most participants in this study, it is a personal 
priority to further integrate ethics in their design practice. 
6.1.2. Nonhuman Agency 
Recalling Latour’s (1992) ‘missing masses’, what emerges in the accounts of 
professional designers is that design practice is at once teeming with both human and 
nonhuman actors. According to Yaneva, the objects of design that constitute the 
networks of the designer include mockups, artifacts, scale models, and prototypes 
(2009, p. 281). In the interview sessions, participants identified various nonhuman 
actors; including the planet, design artifacts, prototypes, software, robot parts, VR 
headsets, code, data, whiteboards, post-it notes, documents, books, films, Tweets, and 
watercoolers. Some of these nonhumans can be classified as intermediaries in that they 
faithfully transport the agency of an actor. Others are mediators. They ‘kick back’. They 
‘make a difference’. They permit and prohibit. They may be ‘stubborn’ and ‘recalcitrant’ 
(Tenner, 1996). In this way, “Artifacts are able to exert influence as material things, not 
only as signs or carriers of meaning” (Verbeek, 2011, p. 10). What I propose to do in the 
rest of this chapter is to reset this balance. In ANT terms, I consider design ethics as a 
responsibility that is shared symmetrically between the human and nonhuman actors of 
professional design practice. 
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6.1.3. Distributed Agency and Ethics in Design Practice 
I have now established that agency can be attributed to both humans and 
nonhumans in design. In a design situation, Verbeek (2011) suggests there are three 
forms of agency at work:  
(1) the agency of the human being performing the action or making the 
moral decision, in interaction with the technology, and appropriating the 
technological artifact in a specific way; (2) the agency of the designer, who, 
either unintentionally or in deliberate delegations, gives a shape to the 
technology and thus helps to shape its eventual mediating role; and (3) the 
agency of the technology mediating human actions and decisions, 
sometimes in unforeseen ways. (p. 99)  
In this way, agency is attributed to humans and nonhumans in design. 
Similarly, agency is distributed across human and nonhuman assemblages in 
professional design practice. That is, “agency is associated with an actor’s 
heterogeneous composition of ‘network-ness’” (Michael, 2016, p. 47). According to ANT, 
distributive agency flows or circulates temporally and spatially between actors and 
across the network (Michael, 2016, pp. 68–69). In the process of design, designers 
attribute and distribute agency to the humans and nonhumans they encounter. Taking 
this a step further, Pickering posits that humans and nonhumans engage in a dialectical 
process in which technologies resist humans and, in response, humans accommodate 
the technologies. He refers to this as the dance of agency or tuning as “a dialectic of 
resistance and accommodation” (1995, p. 22). In response to material resistance, 
humans can accommodate material agency by revising goals and intentions and 
changes to the material agency.  
Nonhumans may resist or require accommodation, but they are also essential for 
human agency. Human and nonhuman agency can be combined more locally as a 
hybrid. A hybrid describes the way that a human actor acts and perceives the world with 
and through nonhumans. That is, hybrids are entangled and entwined “mixtures of 
humans, natures and technologies” (Michael, 2016, p. 158). In this way, actors take on 
the same star shape as oligopticons. Designers are surrounded by other mediators and 
intermediaries which make them act and through which they act. According to Verbeek, 
“freedom [or agency] is a hybrid affair, most often located in associations of humans and 
artifacts” (2011, pp. 60–61). Following Noland (2009), Dorrestijn describes human 
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agency as experiences of new “I can’s” that “arises as a sense of mastery in performing 
technically mediated gestures” (2012, p. 238). It is within the human-technology 
associations that agency lies and, therefore, where moral decisions are made. 
Next, I draw on posthuman conceptions of ethics. By tracing what it is that actors 
do, I now take stock of how agency is exercised, and ethics are enacted 
heterogeneously across a network. Regarding human moral responsibility, Bennett 
notes that “the concept of moral responsibility fits only loosely and to which the charge of 
blame will not quite stick” (2010, p. 28). According to Braidotti, posthuman ethics “implies 
a new way of combining ethical values with the well-being of an enlarged sense of 
community, which includes one’s territorial or environmental inter-connections” (2013, p. 
190). Put another way, if agency and ethics are distributed, humans cannot be held fully 
responsible. For Latour, “It is neither people nor guns that kill. Responsibility for action 
must be shared among the various actants” (1999a, p. 180). For Wakkary, design ethics 
is about “ethics-with” nonhumans and “creating possibilities for care” (2021, p. 213). This 
means that designers do not act alone. They design for and against the agencies of the 
other actors in their network. In this way, designers are human-nonhuman hybrids made 
up of multiple agencies. While concerns related to ethics in design and technology are 
primarily understood as human or social issues, the presence of nonhumans in the 
networks of professional designers implies a rethinking of human and nonhuman 
responsibilities. 
6.2. Possibilities for Ethical Networks and Things 
In this thesis, I have described how designers experience agency and ethics in 
design practice. I have also outlined the ethical risks encountered by professional 
designers and the ways companies enable and prohibit ethical action. Additionally, I also 
provided three accounts of the processes used by designers to increase their agency 
within technology companies to act ethically in design. What emerges from these 
participant descriptions is a perception among designers that agency and ethics are 
exclusively human capacities. What also becomes evident is the volume and variety of 
nonhuman actors that participate in the processes of design. 
In this section, I share implications of distributed agency and ethics as a shared 
responsibility for the different actors in design practice. First, I discuss the ethical 
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commitments for the human designer in the designer-network. I refer to this as Human 
Commitments for Ethical Designer-Networks. I revisit the actors and actions described 
by designers to consider ways in which human designers can increase the ethical 
agency of their networks. Second, I discuss the ethical implications for the nonhumans in 
the designer-network. I refer to this as Nonhumans for Ethical Designer-Networks. I 
speculate about ways in which the nonhumans in design can be remade to be more 
present, agentic, and ethical. It is a proposal to increase both the human and nonhuman 
ethical agencies in the design process. 
6.2.1. Human Commitments for Ethical Designer-Networks 
Human designers, as human-nonhuman hybrids, are singular actors inside 
heterogeneous networks. They are made to act by others in the network and they make 
others act. In this way, the agency of designers is partial, variable, and distributed. Still, I 
propose that designers are largely responsible for what happens within the network. 
According to Verbeek, even “Some degree of freedom [or agency] can be enough for 
one to be held morally accountable for an action” (2011, p. 59). With this, I propose six 
ethical commitments for human designers associated with nonhumans in design: 
attachments, gatherings, translations, care, advocacy, and delegations. These are 
commitments to a reflective practice based on a posthuman ethical stance. 
These commitments point to ways designers can increase both their subjectivity 
and agency within design practice. For Verbeek, such a move is “a sophisticated form of 
moral agency: the careful coshaping of one’s moral subjectivity” and “a form of meta-
agency—agency directed at shaping one’s agency” (2011, p. 87). This includes 
relationships to humans and nonhumans in design. Similarly for Dorrestijn, “the point is 
not to remain free of the influences of technology, but instead to achieve the experience 
of freedom, agency, conducting oneself, by actively coping with the effects of 
technologies” (2012, p. 238) and “caring for the quality of one’s hybrid mode of being” 
(2012, p. 234). 
Designer Attachments 
I return here to the concept of the designer as a star-shaped hybrid. Human 
designers can change who and what they are attached to. For Latour, “freedom is 
getting out of a bad bondage, not an absence of bonds” (2007, p. 230). He suggests that 
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“If it is no longer a question of opposing attachment and detachment, but instead of good 
and poor attachments, then there is only one way of deciding the quality of these ties: to 
inquire of what they consist, what they do, how one is affected by them” (1999, p. 22). 
Similarly, Verbeek suggests that freedom (or agency) needs to be reinterpreted “as an 
agent’s ability to relate to what determines him or her” (2011, p. 60). For Bennett, this 
means that the ethical responsibility of the designer “now resides in one’s response to 
the assemblages in which one finds oneself participating” (2010, p. 37). Following 
Wakkary, humans are joined with certain nonhumans in constituencies (2021, p. 8). As 
networks change, actors may seek new associations and relations. In the language of 
ANT, these moves are called propositions (Michael, 2016, p. 119) and the combinations 
of actors in a network are called compositions (Michael, 2016, p. 166). That is, networks 
change shape and composition as actors make propositions to other actors. The 
decision is not whether to attach oneself to others, but simply to which others one is 
attached and the nature of that attachment. 
Based on the accounts of participants in this study, designers determine which 
companies they work for and, as a result, which users they help or harm. Designers 
determine the company they keep in the teams and industry peers with whom they 
relate. Designers also determine which industry leaders and lore they are influenced by 
and the theories they integrate into their work. In these ways, designers can change their 
bonds, attachments, compositions, and constituencies for better or for worse. 
Designer Gatherings 
As part of the design process, designers can gather or convene the humans and 
nonhumans to which they are attached. For Latour, this means that the process of 
design renders what might otherwise be considered ‘objects’ or ‘matters of fact’ into the 
gatherings around ‘things’ and ‘matters of concern’. While the construction and 
production of indisputable “matters of fact” is the “general drift” of science (Latour, 
1999a, p. 307), Latour prefers the phrase matters of concern because it points to the 
“real, objective, atypical and, above all, interesting agencies” (2007, p. 114) that gather 
the social and scientific and the cultural and natural. It is the idea that “‘things’ are 
gathered or assembled together, that [are] composed out of a multitude of elements, 
practices, ‘interests’ and so on” (Michael, 2016, p. 118). Further, the concept of matters 
of concern represents a world in which ‘things’ and people co-shape one another and 
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co-emerge and co-become. Latour also refers to this as dingpolitik in which “politics is 
conducted not simply by humans but includes the many concerns with which they are 
entangled” (Michael, 2016, p. 118). Matters of concern imply that everything is 
composed so the question, according to ANT, becomes “what is well and what is badly 
constructed or composed?” (Latour, 2010, p. 474). 
Designer Translations 
By ‘following the actors’ in design practice and analyzing the accounts of 
designers according to ANT, I described how designers attempt to resolve or prevent 
controversies in design practice through the processes of translation. It is how 
professional designers align the interests and goals of other actors in the network. 
According to Latour, it is through this process of translation that designers “do away with 
[or converge] explicit interests so as to increase their margin for manoeuvre” (2003, p. 
114). By increasing their agentic capacity through processes of translation, designers 
also increase their capacity to enact ethics. To uncover how this happens in design 
practice, I studied the actions, dramas, and controversies of design practice and traced 
the movements of designers through stages of problematization, interessement, 
enrolment, and mobilization (I exclude dissidence here as it is not the goal of translation 
that actors betray the network but rather that they are enrolled and, according to the next 
commitment, cared for). 
In what follows, I review the stages of the processes of translation to describe 
ways professional designers increase agency in design practice. I also note the roles 
played by nonhumans in these processes to demonstrate how agency in the networks of 
professional design is distributed.  
Problematization 
Problematization is the process by which the designer makes the case that the 
goal of another group of actors is not being met. The original goal is displaced for the 
goal of the designer so they become the obligatory passage point through which the 
other actors must pass. In Vignette 1, Bobby and Damien problematize conventional 
robot designs and instead propose that the design process must address the public’s 
experience with robots on the street. In Vignette 2, Casey and the designers at her 
company problematize both human-centred design and company policies and principles 
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as unable to prevent harm to users. In Vignette 3, Peter and the designers at his 
company problematize the constraints of typical design processes. 
Interessement 
For interessement, the designer aims to interest or inter-position other actors 
such that new goals can be attained. To interest the other actors, designers may use 
human and nonhuman assemblages of processes, methods, objects, actions, concepts, 
artifacts, and people. These can be thought of as interessement devices. In Vignette 1, 
designers proposed the goal of societal acceptance as the key measure for success; 
with the supporting goals of “pleasant,” “friendly,” and “fresh.” In Vignette 2, designers 
proposed the goal of ‘getting it right’ and preventing harm to users by new design 
methods, principles, and proposals that I refer to as quasi-ethics. A specialized ethical 
design team is also used for especially “gray areas” and “tricky stuff” (Casey). In 
Vignette 3, designers proposed the goal of user-centric value for emerging technologies. 
There is an ethical quality to te goals for societal acceptance, quasi-ethics, and user-
centric value. In these ways, designers used the process of translation and 
interessement devices to increase their own agentic and ethical capacities. 
The three vignettes focus on technology companies but there are roles for design 
consultancies. Ethical risks are most acute, and the consequences are most severe, at 
technology companies like these. Design consultancies and external consultants can be 
seen as part of the assemblage that constitutes the interessement device. As specialists, 
they are invited into the process to reinforce the goals put forward at the stage of 
interessement. In this study, design consultancies take up goals like supporting public-
sector clients (Hubert, Bernard), sustainability (Hollis), and democracy and social impact 
(Cath). In these ways, it can be the role of design consultancies to be aligned with, 
embody, and support the values-aligned goals to enroll other actors. 
Enrolment 
At this stage, the interests of other actors are realigned with the designer’s 
interests. Next, they must take on the roles assigned to them if the new goal is to be 
attained. In Vignette 1, the project leaders persuaded company stakeholders and the 
public through a series of presentations such that they supported and funded a process 
that focuses on public engagement and acceptance. They also recruited, hired, and 
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trained team members for alignment to this goal. Further, the project leaders engaged 
the public in research and public relations exercises to prepare the public for robots in 
the street. In Vignette 2, Casey and other designers at her company enrolled other 
actors in the designers’ program for quasi-ethics by convening confrontations and 
conversations with other designers and project teams. Company leaders were enrolled 
through employee protests, walkouts, and proposals. In Vignette 3, other actors are 
enrolled in the designers’ program for user-centric value because of public outcries as 
well as designers’ resistance and protest. Internal regulations, “check gates,” and hiring 
practices were established, and deadlines were removed in the design process. The 
company also provided ethics resources and courses for employees. Once other actors 
are enrolled, the designers are now positioned as the conduit by which the shared 
interests of the network may be attained. The network is now ready to mobilize. 
Mobilisation 
For mobilization, the actors take up their new roles and act towards the shared 
goal. Artifacts and documents begin to circulate between actors in the network. In 
Vignette 1, the various members of the project team, consultancies, and consultants 
carried out a design process that was oriented towards bystanders and passersby, while 
users are engaged in research and testing activities. In Vignette 2, Casey and other 
designers began modes of quasi-ethics in design by proposing new solutions, crafting 
project-specific principles, and creating new methods and workshops. Their new ethical 
design team hosted workshops and engaged in design projects within the company. In 
Vignette 3, designers engaged in a design process that was oriented towards the goal of 
user-centric value with check gates and regulation and was without deadlines. 
In each case, nonhumans were present and active alongside human actors. 
Prototypes, artifacts, documents, robots, sidewalks, crosswalks, books, watercoolers, 
code, and data were all actors in the participants’ experiences. Designers gained some 
‘margin for manoeuvre’ to design more ethically as they engaged in processes of 




Designers can apply the ethical principle of care to their attachments, gatherings, 
and the ‘things’ they design. Latour warns that “We are exceeded by what we create” 
(1996b, p. 237). This is particularly acute for designers trying to anticipate unintended 
consequences. If designers are exceeded by their creations, then unintended 
consequences are sure to follow and cannot be fully anticipated. To illustrate this point, 
Latour references the story of Frankenstein. The moral of the story is how Victor 
Frankenstein abandoned the creature instead of rightly caring for it. For designers, “The 
only solution is to do what Victor Frankenstein did not do, that is, not to abandon the 
creature to its fate but continue all the way in developing its strange potential” (Latour, 
1999b, p. 24). Victor Frankenstein is forever associated by name with the creature, so 
too is a designer bound with their creations. This is like Wakkary’s concept of designer-
as-biography (2021) in how designers are morally bound to the technologies they design 
over time. In this way, designers are responsible to care for the things they design and to 
which they are attached. 
Based on the accounts of participants in this study, designers care for and 
ensure the improvement of the various robots, digital products, and AR/VR experiences 
they design. They also choose to stay with the companies and teams for whom they 
work to advocate for change over time. In the case of Rai and Turner, they moved to 
technology companies from design consultancies because it became important to them 
to stay with a product longer. 
Designer Advocacy 
Designers advocate for the human and nonhuman actors in design. That is, 
designers can take on the role of spokespeople (Latour, 2003, p. 71) or speaking 
subjects (Wakkary, 2021) for the underrepresented people groups and mute nonhumans 
within the design process. Based on the accounts of participants in this study, designers 
typically take up the role of advocate for the user. They can also advocate for diversity in 
the users they design for and the colleagues they design with. Finally, designers can 




Finally, designers can delegate certain values and principles to nonhumans. 
Delegation refers to the “redistributing competences and performances of actors in a 
setting” (Akrich & Latour, 1992, p. 262) and the translation of action into another kind of 
expression (Latour, 1999a, p. 187). Latour offers speed bumps and seatbelts as 
examples of nonhumans that have been delegated values and laws related to safety. 
Once ethical action is delegated to a nonhuman actor, it is then prescribed by the 
nonhuman to human actors in the way that speed bumps and seatbelts go on to enable 
the safe action of drivers. Next, I attend to the moral attributes of the nonhuman things in 
design. 
6.2.2. Nonhumans as Ethical-Designer Things 
Based on distributed and collective conceptions of agency and ethics, I propose 
possibilities for nonhumans as ethical designer-things. This is to say that the moral 
capacity of designers as a human and nonhuman hybrid can increase if values are 
inscribed in the nonhumans in design practice. In the ways that seatbelts and 
speedbumps have made driving safer, the ethics of design and the values of designers 
can be delegated to nonhuman things. 
Possibilities for Ethical Designer-Things 
In this section, I recap the virtues and values that designers hold, and the 
nonhuman actors present in professional design practice. Then, I consider how certain 
values could be materialized in the nonhumans that are present in design. I propose new 
ethical designer-things to take on and enforce these values. Following Latour (1992), 
these would be the ‘missing masses’, the seatbelts, the speedbumps, and the Berliner 
door keys of design. In near limitless ways, the ethics of design can be delegated to 
ethical designer-things. 
The participants in this study expressed the values of honesty, self-control, 
humility, justice, courage, empathy, care, civility, flexibility, generosity, wisdom, integrity, 
trust, openness, calmness, fairness, inclusivity, and accountability. As human actors, 
they attempted to implement these in their design practices and often encountered limits 
to their individual agency. An opportunity lies in materializing these values in new ethical 
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designer-things. These could be hardware and devices (robots, laptops, mobile phones, 
AR/VR hardware, Bluetooth peripherals, 3D printers, and hardware components) 
designed with care for nonhuman others, environmental sustainability, and repair as 
defaults. Design software and tools (Blender, Solidworks, Figma, Sketch, Framer, 
Origami, Invision, Unity, and Blender), resources (data sets, stock video and images, 
icon libraries, and illustration libraries), and artifacts (mockups, models, prototypes, 
wireframes, journey maps, user flows, personas, diagrams, mood boards, and videos) 
could be based on values of diversity, equity, respect, safety, privacy, autonomy, 
consent, and transparency. These virtues and values could be materialized and 
activated in various documents (proposals, risk cases, design system guidelines, content 
design guidelines, legal and privacy policies, goals and planning documents, product 
roadmaps, agendas, schedules, design specifications, technical requirements, policies, 
culture documents, budgets and timelines, product requirements, and internal 
regulations) and educational resources (conferences, courses, books, and other media). 
Finally, they could be part of the ways designers are incentivized in their KPIs, 
remuneration, and awards. Combining virtues and values with the nonhumans in design 
could make durable more ethical design practices. This is material for future speculation 
and experimentation. 
What I propose here is a type of moral-material hybrid for design practice. 
‘Things’ for the process of design to which design ethics are delegated and in which 
morality and material become one (Latour, 2011). Following Braidotti, both explorations 
of networked ethics are opportunities and matters for pragmatic experimentation (2013, 
p. 45). Following Wakkary (2021), this means integrating nonhumans in design for 
“designing-with” and “ethics-with.” Now, I return to Casey who hopes, “all the 
organizations who come up with design activities, design processes, design frameworks, 
all of them, would sit down and figure out how to bake some [ethics] into what they have 
out there. Everybody republishes their thing.” 
Intermediaries and Mediators 
Many of the nonhumans in the design process listed above may be themselves 
the result of human-centeredness in design. This means that a humanist conception of 
design has possibly filled the design processes with software, tools, and frameworks that 
perpetuate humanism in design and ethics. It may not be surprising, then, that many 
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nonhumans in design are intended more as intermediaries than mediators. They are 
designed to be passive and faithful transmitters of designers’ meaning and action over 
mediators that make a difference and ‘kick-back’. However, given the preceding 
discussion about ethical issues and risks in design and the inherent complexity and 
heterogeneity of design, I argue that this should not be the case. Perhaps new 
nonhumans in design can come to life and materialize and activate the values of 
designers and human and nonhuman stakeholders. As Verbeek suggests, “When the 
spirit is willing, technologies can be used to strengthen the flesh” (2011, p. viii). 
I conclude by joining the critique of human-centred design offered by Coulton and 
Lindley (2019), Giaccardi and Redström (2020), and Wakkary (2021). They critique that 
human-centred design has narrowed the focus of design on human users at the expense 
of other actors and stakeholders. In this way, according to Wakkary, human-centered 
design “is not the answer […] but rather, in its dominant role, may be part of the 
problem?” (2021, p. 1). I agree with these criticisms and add that human-centred design 
privileges the agency of the human designer at the expense of nonhuman agencies. In 
this way, human-centred design assumes that design is by humans and for humans 
when it is really a hybrid affair. 
6.3. Limitations 
There are several limitations to this study. The first limitation of this study has to 
do with the roles of the research participants. Of the 17 participants in this study, 13 are 
designers and four are participants in the design process but otherwise have a business 
or technical background. As such, at times I refer to all seventeen participants as 
‘designers’ in the way they participate in the design process, but more than designer 
perspectives are represented. This is largely due to beginning this study with participants 
in the technology ethics meet-up group who are a professionally and academically 
diverse group. Each of these focus group participants is a design and technology 
practitioner and participant in the design process, but only two of the five focus group 
participants are designers by trade. Of the twelve interview participants, eleven are 
designers and one, Bobby has a technical background but was referred to me to 
participate in this study by a participating designer. In this way, the perspectives of these 
participants provide a holistic description of professional design practice but are based 
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on the accounts of 13 designers and four participants with adjacent roles who otherwise 
support and participate in design. 
Second, this study began as an open exploration of the experience of 
professional designers and their experience of agency as they attempted to integrate 
ethics into design practice. I recruited members of the technology ethics meetup group 
for an initial focus group. Then, I recruited interview participants from my professional 
network and, using the snowball method, through introductions from focus group 
participants. The interviews were semi-structured, and the questions focused on how 
professional designers exercise agency and enact ethics in their design practice (see 
Appendix B). What emerged from the interviews were descriptions of the various actors, 
associations, and actions in design practice; ethical dilemmas and moral conflict in 
design practice; and the array of human and nonhuman actors involved the design 
process. It was then that I turned to actor-network theory as a methodology to analyze 
data from the focus group and interview sessions. Then, after I had completed the ANT 
analysis, I contacted the participants represented in the vignettes for additional detail 
regarding the nonhuman technologies (hardware/software), artifacts, resources, and 
documents that are present in their practice (see Appendix C). From that point onwards, 
a nonhuman (or posthuman) perspective on the ethics of design practice became the 
central orientation and theme of this study. Ideally, I would have decided on a 
posthuman perspective at the outset of this research and decided upon ANT as the 
methodology. As it happened, as the nonhumans emerged into view so too did the 
research methodology and the insights it generated. 
A third limitation to this study is that it was conducted during the global COVID-19 
pandemic. This limited my access to ‘follow the actor’ in person and, as such, conduct a 
longitudinal and ethnographic study in keeping with classical ANT studies. However, 
professional design practice is increasingly mediated by video conference software and, 
as such, I was able to recruit and interview participants located in Canada, the United 
States, the United Kingdom, and the European Union. This also means that this study 
relies on after-the-fact accounts by participants and is without the benefit of seeing the 
actors and actions I set out to trace with my own eyes over extended periods of time. 
Relatedly, this also means that I was unable to witness specific processes by which to 
make a judgement about which human and nonhuman participants are mediators in the 
design process and which are mere intermediaries. 
114 
6.4. Summary 
In Chapter 6, I related theoretical concepts from the literature review (Chapter 2) 
with the findings from the thematic analysis (Chapter 4) and the vignettes (Chapter 5). In 
this chapter, I presented the summarizing ideas that agency is distributed across human 
and nonhuman networks in design practice and new possibilities emerge for human and 
nonhumans actors in design. As such, I summarized the humanist conceptions of 
agency and ethics expressed by participants in this study. Then, I proposed possibilities 
for ethical commitments for humans in designer-networks and new possibilities for 
nonhumans to materialize and activate ethics and values in design. 
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Chapter 7.  
 
Conclusion 
7.1. The Black Box of Design Practice 
In this section, I describe what I found when I opened the black box of 
professional design practice. In his study, I do this in two ways. First, I took a grounded 
theory approach to note emerging themes and insights related to the agency and ethics 
of designers. I then coded the data according to actor-network theory to reassemble and 
analyze the networks of professional design practice. As such, I take up Latour’s call to 
study design by ‘following the actors’ and trace the networks of professional designers 
as they enact ethics within the design process. ANT is particularly useful in this regard, 
as it tracks who and what are present and active in the controversies and failures of 
science and technology. In this way, I specifically employ ANT to un-black box 
professional design practice at technology companies and design consultancies. 
In this study, I provide examples from professional practice ways in which design 
is complex. This is in line with the concept of design complexity in the way the designer’s 
agency is constrained by limited information, timelines, and budgets when there is 
limitless possible information and boundless technological possibilities (Stolterman, 
2008). This is also what Pickering (1995) refers to as the mangle of practice. Design 
complexity in these accounts breaks down into categories of power dynamics, working 
conditions, and a plurality of actors in design practice. Issues related to power dynamics 
include the size and scale of technology companies and their products, the business and 
revenue models which dictate many design decisions, the related orientation towards 
profitability for shareholders, incentives including high salaries and perks for employees, 
and the perceived lack of job security for employees that challenge their employers. 
Issues related to working conditions include misalignment between company missions, 
goals, and principles and the values of the company or the designer; project constraints 
related to timelines and budgets; the loss of “meta-space” related to remote work and 
the COVID-19 pandemic; psychological safety from bullying in the office; and the ability 
for designers to affect change in a late-stage technology product.  
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Finally, there is a plurality of human and nonhuman actors in professional design 
practice. These include other designers, researchers, product owners and managers, 
data scientists, technologists, legal and policy representatives, marketing and PR 
personnel, company stakeholders, members of the public, users, and industry leaders. 
There are also nonhumans like productivity and design software, lines of code and data, 
websites, hardware components in drawers and on countertops, walls covered in design 
artifacts and post-it notes, streams of Tweets, stacks of books, and more. In these ways, 
the heterogeneous actors in any design situation have the effect of variably enabling and 
limiting the ways in which designers exercise agency and act ethically. 
7.2. Ethical “Gray Areas” in Design Practice 
Inside the black boxes of design are “gray areas” and “tricky stuff.” These are the 
ethical dilemmas and controversies that result from the complexity of design practice. In 
my thematic analysis, I note that designers describe two types of risks: intended and 
unintended. Intended risks are ways designers knowingly use design to increase the 
probability or otherwise permit some form of harm to users. Designers persuade users to 
excessively engage with a product. Designers also use “dark patterns” by knowingly 
withholding information or limiting choices for users in a way that deceives them into 
actions they would not otherwise take. Other consequences are intended or, at least, 
predictable. For example, the immersive quality of augmented and virtual reality or how 
automating technologies displace workers. Other intended risks include environmental 
impacts and issues related to data privacy and reselling. Finally, designers may willfully 
avoid anticipating the risks or harms of technology. Unintended risks are ways designers 
are unable to anticipate harm to users, other people, and/or the planet. Unintended 
consequences are described as harms to users by one participant while others describe 
them as simply unexpected uses of technologies. This study demonstrates that design 
practice is a black box in how the work is done, while who and what does the work is 
hidden from view. Only its inputs and inputs tend to matter. Still, in this study, I aim to 
identify the “gray areas” and “tricky stuff” in design practice and the ways designers 
increase their own capacity for agency and ethics to mitigate or minimize the harms and 
surprising uses of those outputs. 
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7.3. Processes of Translation in Professional Design 
Practice 
In this study, I utilize actor-network theory to analyze the controversies of 
professional design practice and the strategies used by designers to resolve them. 
According to ANT, actors attempt to problematize, interest (that is, interessement), enroll 
and mobilize others towards their goals. This is not a straightforward process. There are 
trials of strength and actors behave in surprising and dissident ways. To demonstrate 
this process, I present three vignettes in which professional designers align the networks 
of design practice towards the goals of 1) design for societal acceptance, 2) design as 
quasi-ethics and 3) design for user-centric value. In each vignette, designers attempt to 
increase their ‘margin for manoeuvre’. Next, I review each vignette. 
7.3.1. Vignette 1 
In Vignette 1, the designers set societal acceptance as the project goal to 
normalize delivery robots and gain customer adoption. According to the designers in this 
situation, the public is predisposed to reject robots because most are “hideous,” “big,” 
“scary,” “intimidating,” and “tired” robots. This means standard human-centred and user-
centred approaches are insufficient. Societal acceptance is set as the key measure for 
success, including the supporting goals of “pleasant,” “friendly,” and “fresh.” During the 
design process, the project team collaborated with internal stakeholders and included 
various groups of users and would-be bystanders. Additionally, the project leaders 
employed a variety of ongoing tactics to persuade internal stakeholders of the 
importance of societal acceptance and external stakeholders to accept their robot, 
including presentations to company stakeholders, presentations to the public, getting 
articles and press, and winning awards. Finally, a design process in service of societal 
acceptance began with its network of humans (project team, stakeholders, users, 
bystanders, consultancies, and consultants) and nonhumans (prototypes, presentations, 
documents, robots, mobile phones, data, Google Hangouts, journey maps, personas, 
sidewalks, crosswalks, books, watercoolers, articles, and awards). Still, there are ways 
in which this designer-network can come apart. Disagreements occur between project 
team members and other stakeholders, designers ‘raise a hand’ to challenge decisions, 
and the public may yet reject and vandalize the robot. 
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7.3.2. Vignette 2 
In Vignette 2, designers took on the role of quasi-ethicist to interpret company 
policies and principles to prevent harm in design. This meant designers attempted to 
align the network around designer-generated proposals, project-specific principles, and 
design methods. This was in response to a situation for designers that was increasingly 
oriented towards the law and various internal policies to direct what designers do and 
how they do it. To shift the role of design to include quasi-ethics, designers 
problematized standard human-centred approaches to design as well as the company’s 
own policies and principles. Both were rendered ineffective at preventing harm to users. 
According to the designers, a more quasi-ethical approach to design included new 
proposals, principles, and methods for design to “get it right” when policies and 
principles are not enough. This also included a specialized ethical design team for 
especially “gray areas” and “tricky stuff.” The company countered by embodying its 
policies and principles in human representatives and materializing (and automating) 
them as “machines.” The various actors in this drama were enrolled by ongoing 
confrontations and conversations initiated by designers as well as employee protests 
and walkouts. Then, the designer-network mobilized as new solutions were proposed, 
project-specific principles were crafted, new methods and workshops were introduced, 
facilitated, documented, and shared across the organization. This included the various 
human (other designers, researchers, engineers, data scientists, general counsel, policy 
managers, academics, and users) and nonhuman (chat and commenting features, 
Figma, algorithms, behavioral data sets, system diagrams, stock videos, risk cases, and 
privacy policies) actors in the network. This designer-network too may not survive as 
some designers fail to accept responsibility and defer to laws and policies. 
7.3.3. Vignette 3 
In Vignette 3, designers aligned the company towards the goal of “user-centric 
value” to prevent public outcries against emerging technologies. This meant 
acknowledging the probability of designer error and the public outcries that follow. 
According to the designers in this drama, a design process that prioritizes “user-centric 
value” is without the standard pressures that come with timelines and includes internal 
regulations and check gates. This is especially the case for the design of emerging 
technologies. Beyond the noted public outcries that have come because of the “dark 
119 
side” and errors of design, designers and other employees have initiated protests and 
walkouts within the company. Internal stakeholders are further enrolled in this program 
by internal regulations, ethics resources and courses provided by the company, and 
hiring new, diverse, and values-aligned team members. The result is a design process in 
which decisions are made with deliberation and designers can “walk slow and fix things 
along the way.” The actors in this designer-network include various humans (other 
designers, the DE&I division, product managers, systems architects, technical support 
contributors, fanatics and critics ‘tech bros’, bean counters) and nonhumans (Unity, 
physical mockups, Bluetooth peripherals, “dark patterns,” product requirement 
documents, ethics courses, and the work of Bruce Sterling, Julian Bleecker, Mike 
Montiero). It may also dissolve in response to harm and fallout that results from errors in 
the design of emerging technologies. 
7.4. Revisiting the Research Questions 
Then, considering the thematic analysis and the processes of translation towards 
the goals of 1) design for societal acceptance, 2) design as quasi-ethics and 3) design 
for user-centric value, I briefly respond to each of the four research questions that 
motivated this study. 
Central Research Question: How do professional designers describe how they 
enact ethics in design practice and by whom and what are they enacted? 
Based on the accounts of participants in this study, ethics are enacted in 
professional design practice by designers taking some (distributed) responsibility, then 
carrying out various ethical disciplines, gatherings, methods, and resistances. Designers 
increase their agentic and ethical capacities by aligning designer-networks to goals like 
societal acceptance and user-centric value as well as reconfiguring design to include 
quasi-ethics. 
RQ1: How do professional designers describe and enact ethics in design 
practice? 
Participants in this study primarily describe ethics as the deontological duty to ‘do 
no harm’. Designers also make references to consequentialism and virtue, feminist, and 
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applied ethics. To varying degrees, all participants in this study acknowledge and share 
the concern that design has the potential to harm others. 
RQ2: Who and what are the humans and nonhumans that constitute the 
networks of professional designers? 
The processes of design (and translation) are performed by arrays of humans 
and nonhumans. Human actors include participants or internal and external stakeholders 
in professional design practice. Nonhuman actors are those that transmit, mediate, 
reshape, kick back, enable, and prohibit the various associations and actions in design. I 
identify these actors throughout this thesis as litanies as provided in the work of Latour 
and as described by Bogost (2012) as well as designer-network maps (see figures 5.1, 
5.2, and 5.3). 
7.5. Research Contributions 
I hope this study contributes descriptions of designer-networks and the 
implications of distributed agency and shared ethical responsibility between humans and 
nonhumans. Specifically, this research offers three contributions. 
Firstly, I offer an empirical application of actor-network theory to professional 
design practice at technology companies. Additionally, I describe the process of 
translation to demonstrate how designers can aligned other groups to their goals. Just 
as ANT originally demonstrated the role of nonhumans in science studies, I apply ANT to 
the ethical controversies in design. 
Secondly, and based on the ANT analysis, I offer empirical accounts of the 
human and nonhuman networks in professional design practice. These networks include 
various designers, internal and external stakeholders, and users as well as arrays of 
hardware, software, prototypes, algorithms, datasets, artifacts, and documents. I use 
ANT to analyze the design practice and provide a full accounting of who and what is 
involved. 
Thirdly, and based on the descriptions of designer-networks, I show how the 
agency of the designer is distributed and ethical responsibility is shared. This means that 
while designers take a human-centered approach, there are many nonhumans present 
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and active in these processes. This raises questions about the normative humanistic 
perspective in design. 
7.6. Closing the Design Research-Practice Gap 
I conclude this study with a reflection on the design research-practice gap. Based 
on my professional experience, it is also my view that there is a gap between the needs 
of design practice and the many of the findings and outputs from design research. This 
gap is evidenced by the claim that ethics-focused methodologies like value sensitive 
design have not been widely adopted and adapted within professional design practice 
(Friedman & Hendry, 2019, p. 178). So, with this study, I join the “turn to practice” (Gray 
& Chivukula, 2019) and the “turn to ethics” (Felton et al., 2012) to study “the ethical 
engagement of design practitioners on the ground” (Gray & Chivukula, 2019, p. 1). This 
study is based on interviews with 17 practitioners from technology companies and 
design consultancies. Based on participants’ descriptions, I provide thick descriptions of 
specific scenarios from design practice, the ethical issues encountered by professional 
designers, and the strategies they utilized to increase their agency and enact ethics. As 
a result, and following Gray et al. (2014), I hope this study represents a meaningful 
bubbling up of information from design practice and a trickling down of possibilities for 
design practice such that professional designers experience rationality resonance 
(Stolterman, 2008) in this work. Ultimately, it is my hope that this work of design 
research will help close both the design research-practice gap and the design ethics-
practice gap. 
7.7. Future Research 
In this section, I point to future directions for research based on this thesis 
project. Firstly, future research may build on actor-network theory in professional design 
practice. Perhaps this includes the longitudinal and ethnographic studies to observe 
‘design in action’ that I sought to reassemble through participant interviews. Also, 
following the agentic capacities of nonhumans, future ANT-based studies could inquire 
about which nonhuman actors in professional design practice are faithful intermediaries 
and which are the more active and difference-making mediators? This could bring 
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designer-networks into a sharper view and motivate new possibilities for ethical-designer 
things. 
Secondly, future research may also draw from more recent actor-network theory 
developments. This is referred to as post-ANT. According to post-ANT, research events 
are gatherings around “matters of concern” in which particular marginalized or excluded 
human and nonhuman actors are “enacted [and] rendered real” (Michael, 2016, p. 116) 
such that they are given representation and a voice. Perhaps this means giving 
nonhuman stakeholders voices in design through various representations.  
Thirdly and finally, future research may extend the concept of ethical-designer 
things. I envision ethical designer-things to be speculative variations of the many 
physical and digital nonhuman objects, products, artifacts, and ‘things’ in design. Ethical-
designer things may also materialize or perform designer and human and nonhuman 
stakeholders in design. Following directions proposed in Chapter 6, I ask, What 
possibilities are there for ethical-designer things in professional design practice? How 
might nonhumans materialize or symbolize values and virtues in design? How might 
human designers delegate aspects of design ethics to nonhumans in design? How might 
the nonhumans already present and active in design be granted more agentic and 
ethical capacity? Future research can take up these questions through various modes of 
speculative design, including counterfactual research products (Odom et al., 2016) and 
modes of material speculation (Wakkary et al., 2015). 
7.8. Summary 
In Chapter 7, I summarized the key findings from the focus group and participant 
interviews. This includes a review of professional design practice as a black box and 
design ethics as “gray areas.” Next, I reviewed the processes of translation from the 
three featured vignettes and the ways designers aligned networks of other actors to 
increase their ‘margin of manoeuvre’ towards the goals of 1) design for societal 
acceptance, 2) design as quasi-ethics and 3) design for user-centric value. I then 
responded to the research questions, describe the contributions of this research, and 
consider how this research attempted to close the design research-practice gap. Finally, 
I point to future work based on ANT, post-ANT, and modes of speculative design. 
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Focus Group Questions 
1. In your experience, how do you identify ethics in the design process? 
2. In what ways do ethics affect your actions and decisions as a designer? 
3. In your opinion, who are the primary stakeholders that influence how ethics are 
integrated in the design process? 
4. Can you introduce me to a colleague or peer with whom you’ve discussed these 





1. In your practice, what is that you design? (prompt: artifacts, objects, products) 
2. What does ethics mean to you in your professional design practice? 
3. In your opinion, how do ethics relate to design? 
4. In what ways do ethics affect your decisions and actions as a designer? 
Can you provide an example? 
5. What is an example of a time when your ethics were well aligned in a design 
process? What is an example of a time when your ethics were challenged or 
misaligned? 
What actions, if any, did you take? 
6. In your experience, what conditions or factors facilitate the integration of 
ethics into your design process? What conditions or factors frustrate ethics in 
the design process? 
Can you provide examples? 
7. What tools, resources, or activities do you use to facilitate reflection on ethics 
within your design practice? (prompt: frameworks/activities, 
newsletters/blogs, mentorship, events and meet-ups, etc.) 
Can you provide an example? 
8. What is an example of a discussion about issues of ethics in professional 
design practice you have had with another designer or peer? 
Can you introduce me to them for an interview or is there another designer or 
peer you suggest I interview for this study? 
133 
9. Is there anything you would like to add to any of your previous answers? 





1. What are the primary activities or tasks involved in your typical product design 
process? 
2. What are the primary technologies (hardware/software), artifacts, resources, and 
documents that are necessary for your typical product design process? 
3. Finally, who are the core and supporting people (by role) involved in your typical 
product design process? 
