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Resumen 
Millions Instructions Per Second (MIPS) es 
una, aunque no la única, de las métricas 
tradicionales de performance de los 
procesadores. Por otro lado Bit Length (BL) 
puede ser considerado como una métrica para 
medir la fortaleza de un método de encriptación 
asimétrico. 
Dentro del contexto de desarrollo de sistemas 
y métodos de seguridad, esta investigación tiene 
como objetivo el concretar un análisis integral 
de las fortalezas y debilidades de métodos de 
encriptación asimétricos que permita predecir el 
nivel de seguridad que dichos métodos 
presentan hacia el futuro, considerando la 
longitud de la clave con relación al poder 
computacional existente. 
Proponemos estudiar la seguridad, en un 
lapso de tiempo dado, de un método de 
encriptación basado en factorización, tal como 
RSA [19], estableciendo una relación entre el 
poder computacional necesario para quebrar 
una clave y el BL usado en la encriptación. Esta 
relación permitirá una estimación del lapso de 
tiempo en que una encriptación con un BL dado 
será segura frente a posibles ataques. 
 
Palabras clave: Seguridad de Sistemas 
Informáticos. Evaluación de la Seguridad de 
Sistemas Informáticos. Métodos asimétricos de 
encriptación. Factorización. Poder 
computacional. Esfuerzo computacional de 
factorización. 
Contexto 
Este trabajo de investigación se viene 
llevando a cabo dentro del SEG (Software 
Engineering Group), en el ámbito de la 
Universidad Nacional de San Luis y se 
encuentra enmarcado dentro de una de las líneas 
de investigación del Proyecto de Ciencia y 
Técnica P-031516 “Ingeniería de Software: 
conceptos, prácticas y herramientas para el 
desarrollo de software de calidad” (Director: 
Daniel Riesco, Co-Director: Roberto Uzal. 
Acreditado con evaluación externa. 
Financiamiento: Universidad Nacional de San 
Luis. 
Introducción 
Aunque hay varias formas de explicar el  
mecanismo de cifrado y descifrado de RSA 
[19], podemos decir que está basado en dos 
claves: una clave pública kpub = (n, e), y una 
clave privada kpr = (d, n). Donde d • e ≡ 1 (mod 
(p – 1) • (q – 1)), (e es el inverso multiplicativo 
de d módulo (p – 1) • (q – 1)) 
El proceso de cifrado en RSA consiste en que 
dada la clave pública kpub = (n, e), y un texto 
claro (no cifrado) convertido a un número M, la 
función de cifrado, que produce el texto cifrado 
C es: 
 
𝐶 = 𝑒(𝑀) ≡ 𝑀௘𝑚𝑜𝑑 𝑛 
Eq 1 
donde: 
 𝑛
= 𝑝
•  𝑞; (𝑝, 𝑞) son números primos 
y 𝑀, 𝐶 ∈ ℤ௡  
 
 
Descifrar, en RSA, consiste en que dada la clave 
privada kpr = (d, n) y el texto cifrado C la función 
de descifrado es: 
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𝑀 = 𝑑(𝐶) ≡ 𝐶ௗ𝑚𝑜𝑑 𝑛 
Eq 2 
donde: 
𝑑 es un entero grande que es  
relativamente primo a: 
(𝑝 − 1) • (𝑞 − 1), 
  que es lo mismo que 
𝛷(𝑛) =  (𝑝 − 1) • (𝑞 − 1) 
o sea, gcd (𝑑, (𝑝 − 1) • (𝑞 − 1) = 1 
y 𝑀, 𝐶 ∈ ℤ௡ 
 
Como hemos dicho, la clave (n, e) es pública, es 
decir conocida por todos, la clave de descifrado 
d es privada; además, (p, q) también son sólo 
conocidos por el propietario de la clave de 
descifrado. 
n es también llamado el módulo, y siendo que n 
es el producto de dos números primos (p y q en 
Eq 2) la seguridad de RSA está basada en la 
dificultad del problema de la factorización. Por 
otro lado, el tema de si el llamado ‘RSA 
problem’ es más o menos difícil que factorizar 
un número grande, está tratado en [1], [2], [5], 
[6]. En general, los casos informados en la 
literatura, se trata de la factorización de un 
número RSA, por ejemplo [8], [9], [10], [22]. 
Líneas de Investigación, Desarrollo e 
Innovación 
Así, guardar un secreto basado en la 
dificultad de una computación (factorización en 
este caso) en un momento dado y pretender que 
así sea por un período de tiempo dado, entonces, 
entre otros aspectos, tanto el incremento del 
poder computacional como el avance del 
criptoanálisis deben ser considerados. Es decir 
que, si al tiempo t0, un documento es cifrado con 
una clave de x0 bits y al tiempo t1 el cifrado es 
hecho normalmente con una clave de x1 bits (x1 
> x0), ¿puede un documento cifrado con x0 bits 
ser descifrado al tiempo t1? y, de ser así, ¿cuánto 
más grande debe ser x0? ¿al menos x0 = x1?, ¿o 
mayor?; y ¿cómo estimar, cuando se está en t0, 
el valor de x0 para que resista, al menos, hasta 
t1? 
Esto es significativo, ya sea que la 
codificación sea empleada para seguridad en 
comunicaciones o en el uso de la firma digital 
de documentos público o privados. Además, es 
sustancial señalar que, en la mayoría de los 
casos, un  mensaje requiere de un corto lapso de 
tiempo para su seguridad, cosa que no es así 
cuando se usa en la firma digital donde el lapso 
de tiempo requerido para la seguridad de la 
firma digital, puede llegar a ser mucho más 
externso, tan es así que se puede hablar de 
décadas o generaciones, por lo que la seguridad 
de la clave en el tiempo es mucho más crítica. 
Dado que la seguridad de RSA está basada 
en la dificultad de encontrar los factores primos 
de un número, en este caso de n, si un atacante 
consigue factorizar n, es decir obtiene p y q, 
puede conseguir d (ver Eq 2), y por supuesto M, 
como se muestra en Eq 3. 
Paso  
1er 𝛷(𝑛) =  (𝑝 − 1)
• (𝑞 − 1) Eq 3 2do 𝑑ିଵ ≡ 𝑒 mod 𝛷(𝑛) 
3ro 𝑀 ≡ 𝐶ௗ  mod 𝑛 
  
Hay un gran número de algoritmos de 
factorización. Actualmente el más empleado es 
el Number Field Sieve [12]. El esfuerzo 
computacional requerido para factorizar un 
número n empleando alguno de los algoritmos 
más conocidos (NFS, QFS) [11], [15], es 
(empleando notación L): 
 
𝐿[𝑛, 𝑢, 𝑐] = 𝑒𝑥𝑝(𝑐(ln 𝑛)௨ (ln ln 𝑛)ଵି௨) 
Eq 4 Donde c = (64/9)
1/3  1.923 y u = 1/3 
L[n, u, c] es a veces mencionado como 
L[n] 
  
Resultados y Objetivos 
En una primera etapa nos encontramos 
trabajando en un primer modelo de análisis del 
problema, empleando por un lado el esfuerzo 
computacional (tal como se muestra en Eq 4) 
requerido para factorizar un número y por otro 
lado el crecimiento del poder computacional 
considerado a partir de la llamada ley de Moore 
[16], [17], el cual es empleado, entre otras 
métricas, en la literatura [7], [13], [14], [18], y 
que permite relacionar el tiempo con el poder 
computacional y así establecer un parámetro 
para el tamaño de la clave dado un lapso de 
tiempo dado; es decir, tratar de ‘relacionar’, 
esfuerzo computacional, su incremento en el 
tiempo con el tamaño (p.e. en bits) de la clave 
para poder ‘predecir’ cuánto tiempo durará la 
seguridad provista por una clave de longitud 
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dada. 
Como parte del trabajo futuro, esperamos, en 
una etapa siguiente, incluir el costo monetario 
en la evaluación, así como otros parámetros 
tales como la importancia del procesamiento en 
la nube en el poder computacional. En principio 
y de acuerdo con algunas evaluaciones 
preliminares que ya hemos realizado, podría 
decirse que el mismo sigue de cerca lo 
establecido en Moore. 
También nos encontramos trabajando en la 
generación de un cuestionario para las empresas 
proveedores de sistemas de seguridad 
informática, y organizaciones que emplean 
encriptación, en todos sus niveles, con el objeto 
de obtener mayor información sobre las 
características de los sistemas ofrecidos, con el 
objeto de evaluar las características de 
seguridad de los mismos con relación a los 
niveles de encriptación empleados. 
Formación de Recursos Humanos 
Dentro del SEG (Software Engineering 
Group), en el ámbito de la Universidad Nacional 
de San Luis, en el que se enmarca el Proyecto 
de Ciencia y Técnica P-031516 “Ingeniería de 
Software: conceptos, prácticas y herramientas 
para el desarrollo de software de calidad”, se 
han llevado a cabo numerosas tesis de grado y 
de posgrado. Asimismo, se han desarrollado 
modelos de evaluación de seguridad informática 
[3], [4], se ha iniciado una línea en Ciberdefensa 
[21] y se están realizando otros trabajos en el 
tema [20], así como tesis de posgrado en 
seguridad informática. 
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