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Abstract
General birth-and-death as well as hopping stochastic dynamics of
infinite particle systems in the continuum are considered. We derive
corresponding evolution equations for correlation functions and gener-
ating functionals. General considerations are illustrated in a number
of concrete examples of Markov evolutions appearing in applications.
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1 Introduction
The theory of stochastic lattice gases on the cubic lattice Zd, d ∈ N, is one of
the most well developed areas in the interacting particle systems theory. In
the lattice gas models with spin space S = {0, 1}, the configuration space is
defined as X = {0, 1}Z
d
. Given a configuration σ = {σ(x) : x ∈ Zd} ∈ X , we
say that a lattice site x ∈ Zd is free or occupied by a particle depending on
σ(x) = 0 or σ(x) = 1, respectively. The spin-flip dynamics of such a system
means that, at each site x of the lattice, a particle randomly appears (if the
site x is free) or disappears from that site. The generator of this dynamics
is given by
(Lf)(σ) =
∑
x∈Zd
a(x, σ)(f(σx)− f(σ)),
where σx denotes the configuration σ in which a particle located at x has
disappeared or a new particle has appeared at x. Hence, this dynamics may
be interpreted as a birth-and-death process on Zd. An example of such a
type of process is given by the classical contact model, which describes the
spread of an infectious disease. In this model an individual at x ∈ Zd is
infected if σ(x) = 1 and healthy if σ(x) = 0. Healthy individuals become
infected at a rate which is proportional to the number of infected neighbors
(λ
∑
y:|y−x|=1 σ(y), for some λ ≥ 0), while infected individuals recover at a
rate identically equal to 1. An additional example is the linear voter model,
in which an individual located at a x ∈ Zd has one of two possible positions
on an issue. He reassesses his view by the influence of surrounding people.
Further examples of such a type may be found e.g. in [Lig85], [Lig99].
In all these examples clearly there is no conservation on the number of
particles involved. In contrast to them, in the spin-exchange dynamics there
is conservation on the number of particles. In this case, particles randomly
hop from one site in Zd to another one. The generator of such a dynamics is
given by
(Lf)(σ) =
∑
x∈Zd
∑
y∈Zd:|y−x|=1
c(x, y, σ)(f(σxy)− f(σ)),
where σxy denotes the configuration σ in which a particle located at x hops
to a site y.
In this work we consider continuous particle systems, i.e., systems of
particles which can be located at any site in the Euclidean space Rd, d ∈ N.
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In this case, the configuration space of such systems is the space Γ of all
locally finite subsets of Rd. Thus, an analog of the above mentioned spin-
flip dynamics should be a process in which particles randomly appear or
disappear from the space Rd, i.e., a spatial birth-and-death process. The
generator of such a process is informally given by
(LF )(γ) =
∑
x∈γ
d(x, γ \ {x}) (F (γ \ {x})− F (γ))
+
∫
Rd
dx b(x, γ) (F (γ ∪ {x})− F (γ)) ,
where the coefficient d(x, γ) indicates the rate at which a particle located at
x in a configuration γ dies or disappears, while b(x, γ) indicates the rate at
which, given a configuration γ, a new particle is born or appears at a site x.
By analogy, one may also consider a continuous version of the contact
and voter models above presented. Both continuous versions yield a similar
informal expression for the corresponding generators.
Moreover, one may also consider the analog of the spin-exchange dynam-
ics. We consider a general case of hopping particle systems, in which particles
randomly hop over the space Rd. In terms of generators, this means that the
dynamics is informally given by
(LF )(γ) =
∑
x∈γ
∫
Rd
dy c(x, y, γ) (F (γ \ {x} ∪ {y})− F (γ)) ,
where the coefficient c(x, y, γ) indicates the rate at which a particle located
at x in a configuration γ hops to a site y.
Spatial birth-and-death processes were first discussed by C. Preston in
[Pre75]. Under some conditions on the birth and death rates, b and d, the
author has proved the existence of such processes in a bounded volume on
Rd. In this case, although the number of particles can be arbitrarily large,
at each moment of time the total number of particles is always finite. Later
on, the problem of convergence of these processes to an equilibrium one was
analyzed in [LS81], [Møl89].
Problems of existence, construction, and uniqueness of spatial birth-and-
death processes in an infinite volume were initiated by R. A. Holley and
D. W. Stroock in [HS78] for a special case of neighbor birth-and-death pro-
cesses on the real line. An extension of the uniqueness result stated therein
may be found in [CR79].
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E. Glo¨tzl analyzed in [Glo¨81], [Glo¨82] the birth-and-death and the hop-
ping dynamics of continuous particle systems for which a Gibbs measure µ is
reversible. Although he could not prove the existence of such processes, he
has identified the conditions on the coefficients, b, d and c under which the
corresponding generators are symmetric operators on the space L2(µ). For
the particular case of the Glauber stochastic dynamics, such a process was
effectively constructed in [KL05]. The procedure used therein was extended
in [KLR07] to a general case of birth-and-death dynamics and to the hop-
ping dynamics. Recently, in [KS06] the authors have proved the existence
of a contact process. Further details concerning all these constructions are
properly archived throughout this present work.
In this work we propose an alternative approach for the study of a dy-
namics based on combinatorial harmonic analysis techniques on configuration
spaces. This particular standpoint of configuration space analysis was intro-
duced and developed in [KK02], [Kun99] (Subsection 2.1). For this purpose,
we assume that the coefficients b, d and c are of the type
a(x, γ) =
∑
η⊂γ
|η|<∞
Ax(η), a = b, d, c(x, y, γ) =
∑
η⊂γ
|η|<∞
Cx,y(η), (1)
respectively. This special form of the coefficients allows the used of harmonic
analysis techniques, namely, the specific ones yielding from the natural re-
lations between states, observables, correlation measures, and correlation
functions (Subsection 2.2). Usually, the starting point for the construction
of a dynamics is the Markov generator L related to the Kolmogorov equation
∂
∂t
Ft = LFt.
Given an initial distribution µ of the system (from a set of admissible ini-
tial distributions on Γ), the generator L determines a Markov process on Γ
which initial distribution is µ. In alternative to this approach, the natural
relations between observables (i.e., functions defined on Γ), states, correla-
tion measures, and correlation functions yield a description of the underlying
dynamics in terms of those elements (Subsection 2.2), through correspond-
ing Kolmogorov equations. Such equations are presented under quite general
assumptions, sufficient to define these equations. However, let us observe
that on each concrete application the explicit form of the rates determines
specific assumptions, which only hold for that concrete application. Such an
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analysis is discussed separately. In Subsection 2.3 we widen the dynamical
description towards the Bogoliubov functionals [Bog46], cf. [KKO06].
Let us underlying that assumptions (1) are natural and quite general. As
a matter of fact, the birth and death rates on the Glauber, the contact model
and the linear and polynomial voter models dynamics, are both of this type
(Subsections 3.2.1–3.2.4), as well the coefficient c for the Kawasaki dynamics
(Subsection 4.2.1).
From the technical point of view, the procedure that is presented here
turns out to be an effective method for the study of equilibrium and non-
equilibrium problems for infinite particle systems in the continuum. This has
been recently emphasized in the construction of a non-equilibrium Glauber
dynamics done in [KKZ06], cf. considerations at the end of Subsection 3.2.1.
In our forthcoming publication [FKO07] we present an extension of this
technique towards multicomponent systems. In particular, it yields a new
approach to the study of, e.g., conflict, predator-prey, and Potts-Kawasaki
models.
2 Markov evolutions in configuration spaces
2.1 Harmonic analysis on configuration spaces
The configuration space Γ := ΓRd over R
d, d ∈ N, is defined as the set of all
locally finite subsets of Rd,
Γ :=
{
γ ⊂ Rd : |γΛ| <∞ for every compact Λ ⊂ R
d
}
,
where |·| denotes the cardinality of a set and γΛ := γ∩Λ. As usual we identify
each γ ∈ Γ with the non-negative Radon measure
∑
x∈γ δx ∈ M(R
d), where
δx is the Dirac measure with unit mass at x,
∑
x∈∅ δx is, by definition, the zero
measure, and M(Rd) denotes the space of all non-negative Radon measures
on the Borel σ-algebra B(Rd). This identification allows to endow Γ with the
topology induced by the vague topology onM(Rd), i.e., the weakest topology
on Γ with respect to which all mappings
Γ ∋ γ 7−→ 〈f, γ〉 :=
∫
Rd
dγ(x) f(x) =
∑
x∈γ
f(x), f ∈ Cc(R
d),
are continuous. Here Cc(Rd) denotes the set of all continuous functions on Rd
with compact support. We denote by B(Γ) the corresponding Borel σ-algebra
on Γ.
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Let us now consider the space of finite configurations
Γ0 :=
∞⊔
n=0
Γ(n),
where Γ(n) := Γ
(n)
Rd
:= {γ ∈ Γ : |γ| = n} for n ∈ N and Γ(0) := {∅}. For n ∈ N,
there is a natural bijection between the space Γ(n) and the symmetrization
(˜Rd)nupslopeSn of the set (˜Rd)n := {(x1, ..., xn) ∈ (Rd)n : xi 6= xj if i 6= j} under
the permutation group Sn over {1, ..., n} acting on (˜Rd)n by permuting the
coordinate indexes. This bijection induces a metrizable topology on Γ(n),
and we endow Γ0 with the topology of disjoint union of topological spaces.
By B(Γ(n)) and B(Γ0) we denote the corresponding Borel σ-algebras on Γ
(n)
and Γ0, respectively.
We proceed to consider the K-transform [Len73], [Len75a], [Len75b],
[KK02], that is, a mapping which maps functions defined on Γ0 into func-
tions defined on the space Γ. Let Bc(Rd) denote the set of all bounded Borel
sets in Rd, and for any Λ ∈ Bc(Rd) let ΓΛ := {η ∈ Γ : η ⊂ Λ}. Evidently
ΓΛ =
⊔∞
n=0 Γ
(n)
Λ , where Γ
(n)
Λ := ΓΛ∩Γ
(n) for each n ∈ N0, leading to a situation
similar to the one for Γ0, described above. We endow ΓΛ with the topology
of the disjoint union of topological spaces and with the corresponding Borel
σ-algebra B(ΓΛ).
Given a B(Γ0)-measurable function G with local support, that is, G↾Γ\ΓΛ≡
0 for some Λ ∈ Bc(Rd), the K-transform of G is a mapping KG : Γ → R
defined at each γ ∈ Γ by
(KG)(γ) :=
∑
η⊂γ
|η|<∞
G(η). (2)
Note that for every such function G the sum in (2) has only a finite number
of summands different from zero, and thus KG is a well-defined function
on Γ. Moreover, if G has support described as before, then the restriction
(KG)↾ΓΛ is a B(ΓΛ)-measurable function and (KG)(γ) = (KG)↾ΓΛ (γΛ) for
all γ ∈ Γ, i.e., KG is a cylinder function.
Let now G be a bounded B(Γ0)-measurable function with bounded sup-
port, that is, G↾
Γ0\
“FN
n=0 Γ
(n)
Λ
”≡ 0 for some N ∈ N0,Λ ∈ Bc(Rd). In this situa-
tion, for each C ≥ |G| one finds |(KG)(γ)| ≤ C(1 + |γΛ|)
N for all γ ∈ Γ. As
a result, besides the cylindricity property, KG is also polynomially bounded.
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In the sequel we denote the space of all bounded B(Γ0)-measurable functions
with bounded support by Bbs(Γ0). It has been shown in [KK02] that the
K-transform is a linear isomorphism which inverse mapping is defined on
cylinder functions by(
K−1F
)
(η) :=
∑
ξ⊂η
(−1)|η\ξ|F (ξ), η ∈ Γ0.
As a side remark, we observe that this property of the K-transform yields a
full complete description of the elements in FP(Γ) := K (Bbs(Γ0)) which may
be found in [KK02], [KKO04]. However, throughout this work we shall only
make use of the above described cylindricity and polynomial boundedness
properties of the functions in FP(Γ).
Among the elements in the domain of the K-transform are also the so-
called coherent states eλ(f) corresponding to B(Rd)-measurable functions f
with compact support. By definition, for any B(Rd)-measurable function f ,
eλ(f, η) :=
∏
x∈η
f(x), η ∈ Γ0\{∅}, eλ(f, ∅) := 1.
If f has compact support, then the image of eλ(f) under the K-transform is
a function on Γ given by
(Keλ(f)) (γ) =
∏
x∈γ
(1 + f(x)), γ ∈ Γ.
As well as theK-transform, its dual operatorK∗ will also play an essential
role in our setting. Let M1fm(Γ) denote the set of all probability measures µ
on (Γ,B(Γ)) with finite local moments of all orders, i.e.,∫
Γ
dµ(γ) |γΛ|
n <∞ for all n ∈ N and all Λ ∈ Bc(R
d). (3)
By the definition of a dual operator, given a µ ∈ M1fm(Γ), the so-called
correlation measure ρµ := K
∗µ corresponding to µ is a measure on (Γ0,B(Γ0))
defined for each G ∈ Bbs(Γ0) by∫
Γ0
dρµ(η)G(η) =
∫
Γ
dµ(γ) (KG) (γ). (4)
Observe that under the above conditions K|G| is µ-integrable. In terms of
correlation measures this means that Bbs(Γ0) ⊂ L
1(Γ0, ρµ).
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Actually, Bbs(Γ0) is dense in L
1(Γ0, ρµ). Moreover, still by (4), on Bbs(Γ0)
the inequality ‖KG‖L1(µ) ≤ ‖G‖L1(ρµ) holds, allowing then an extension of
the K-transform to a bounded operator K : L1(Γ0, ρµ) → L
1(Γ, µ) in such
a way that equality (4) still holds for any G ∈ L1(Γ0, ρµ). For the extended
operator the explicit form (2) still holds, now µ-a.e. This means, in particular,
(Keλ(f)) (γ) =
∏
x∈γ
(1 + f(x)), µ−a.a. γ ∈ Γ, (5)
for all B(Rd)-measurable functions f such that eλ(f) ∈ L1(Γ0, ρµ), cf. e.g.
[KK02].
We also note that in terms of correlation measures ρµ property (3) means
that ρµ is locally finite, that is, ρµ(Γ
(n)
Λ ) < ∞ for all n ∈ N0 and all Λ ∈
Bc(Rd). By Mlf(Γ0) we denote the class of all locally finite measures on Γ0.
Example 1 Given a constant z > 0, let πz be the Poisson measure with in-
tensity zdx, that is, the probability measure on (Γ,B(Γ)) with Laplace trans-
form given by
∫
Γ
dπz(γ) exp
(∑
x∈γ
ϕ(x)
)
= exp
(
z
∫
Rd
dx
(
eϕ(x) − 1
))
for all ϕ ∈ D. Here D denotes the Schwartz space of all infinitely differ-
entiable real-valued functions on Rd with compact support. The correlation
measure corresponding to πz is the so-called Lebesgue-Poisson measure
λz :=
∞∑
n=0
zn
n!
m(n),
where each m(n), n ∈ N, is the image measure on Γ(n) of the product measure
dx1...dxn under the mapping (˜Rd)n ∋ (x1, ..., xn) 7→ {x1, ..., xn} ∈ Γ(n). For
n = 0 we set m(0)({∅}) := 1. This special case emphasizes the technical role
of the coherent states in our setting. First, eλ(f) ∈ L
p(Γ0, λz) whenever f ∈
Lp(Rd, dx) for some p ≥ 1, and, moreover, ‖eλ(f)‖
p
Lp(λz)
= exp(z‖f‖pLp(dx)).
Second, given a dense subspace L ⊂ L2(Rd, dx), the set {eλ(f) : f ∈ L} is
total in L2(Γ0, λz).
Given a probability measure µ on Γ, let µ ◦ p−1Λ be the image measure
on the space ΓΛ, Λ ∈ Bc(Rd), under the mapping pΛ : Γ → ΓΛ defined by
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pΛ(γ) := γΛ, γ ∈ Γ, i.e., the projection of µ onto ΓΛ. A measure µ ∈M
1
fm(Γ)
is called locally absolutely continuous with respect to π := π1 whenever for
each Λ ∈ Bc(Rd) the measure µ ◦ p
−1
Λ is absolutely continuous with respect
to π ◦ p−1Λ . In this case, the correlation measure ρµ is absolutely continuous
with respect to the Lebesgue-Poisson measure λ := λ1. The Radon-Nikodym
derivative kµ :=
dρµ
dλ
is the so-called correlation function corresponding to µ.
For more details see e.g. [KK02].
2.2 Markov generators and related evolutional equa-
tions
Before proceeding further, let us first summarize graphically all the above
described notions as well as their relations (see the diagram below). Having
in mind concrete applications, let us also mention the natural meaning of
this diagram in the context of a given infinite particle system.
✲✛
✻
✲✛
❄
G
F µ
ρµ
〈F, µ〉 =
∫
Γ
dµ(γ)F (γ)
〈G, ρµ〉 =
∫
Γ0
dρµ(η)G(η)
K K∗
The state of such a system is described by a probability measure µ on Γ
and the functions F on Γ are considered as observables of the system. They
represent physical quantities which can be measured. The expected values
of the measured observables correspond to the expectation values 〈F, µ〉 :=∫
Γ
dµ(γ)F (γ).
In this interpretation we call the functions G on Γ0 quasi-observables, be-
cause they are not observables themselves, but they can be used to construct
observables via the K-transform. In this way we obtain all observables which
are additive in the particles, namely, energy, number of particles.
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The description of the underlying dynamics of such a system is an es-
sentially interesting and often a difficult question. The number of particles
involved, which imposes a natural complexity to the study, on the one hand,
and the infinite dimensional analysis methods and tools available, once in a
while either limited or insufficient, on the other hand, are physical and math-
ematical reasons for the difficulties, and failures, pointed out. However, it
arises from the previous diagram an alternative approach to the construction
of the dynamics, overcoming some of those difficulties.
As usual the starting point for this approach is the Markov generator
of the dynamics, in the sequel denoted by L, related to the Kolmogorov
equation for observables
∂
∂t
Ft = LFt. (KE)
Given an initial distribution µ of the system (from a set of admissible initial
distributions on Γ), the generator L determines a Markov process on Γ which
initial distribution is µ. Within the diagram context, the distribution µt of
the Markov process at each time t is then a solution of the dual Kolmogorov
equation
d
dt
µt = L
∗µt, (KE)
∗
L∗ being the dual operator of L.
The use of the K-transform allows us to proceed further. As a matter of
fact, if L is well-defined for instance on FP(Γ), then its image under the K-
transform Lˆ := K−1LK yields a Kolmogorov equation for quasi-observables
∂
∂t
Gt = LˆGt. (QKE)
Through the dual relation between quasi-observables and correlation mea-
sures this leads naturally to a time evolution description of the correlation
function kµ corresponding to the initial distribution µ given above. Of course,
in order to obtain such a description we must assume that at each time t the
correlation measure corresponding to the distribution µt is absolutely con-
tinuous with respect to the Lebesgue-Poisson measure λ. Then, denoting by
Lˆ∗ the dual operator of Lˆ in the sense∫
Γ0
dλ(η) (LˆG)(η)k(η) =
∫
Γ0
dλ(η)G(η)(Lˆ∗k)(η),
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one derives from (QKE) its dual equation,
∂
∂t
kt = Lˆ
∗kt. (QKE)
∗
Clearly, the correlation function kt corresponding to µt, t ≥ 0, is a solution
of (QKE)∗. At this point it is opportune to underline that a solution of
(QKE)∗ does not have to be a correlation function (corresponding to some
measure on Γ), a fact which is frequently not taken into account in theoretical
physics discussions. An additional analysis is needed in order to distinguish
the correlation functions from the set of solutions of the (QKE)∗ equation.
Within our setting, some criteria were developed in [BKKL99], [Len75b],
[KK02], [Kun99].
In this way we have derived four equations related to the dynamics of
an infinite particle system in the continuum. Starting with (KE), one had
derived (QKE)∗, both equations being well-known in physics. Concerning the
latter equation, let us mention its Bogoliubov hierarchical structure, which in
the Hamiltonian dynamics case yields the well-known BBGKY-hierarchy (see
e.g. [Bog46]). In our case, the hierarchical structure is given by a countable
infinite system of equations
∂
∂t
k
(n)
t = (Lˆ
∗kt)
(n), k
(n)
t := kt↾Γ(n), (Lˆ
∗kt)
(n) := (Lˆ∗kt)↾Γ(n), n ∈ N0. (6)
In contrast to (KE), note that each equation in (6) only depends on a fi-
nite number of coordinates. This explains the technical efficacy of equation
(QKE)∗ in concrete applications.
Although equations (QKE) and (KE)∗ being also known in physics, their
studied is not so developed and usually they are not exploit in concrete
applications. However, in such applications those equations often turn out
to be an effective method.
Before proceeding to concrete applications, let us observe that for some
concrete models it is possible to widen the dynamical description towards
Bogoliubov functionals [Bog46].
2.3 Generating functionals
Given a probability measure µ on (Γ,B(Γ)) the so-called Bogoliubov or gen-
erating functional Bµ corresponding to µ is the functional defined at each
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B(Rd)-measurable function θ by
Bµ(θ) :=
∫
Γ
dµ(γ)
∏
x∈γ
(1 + θ(x)), (7)
provided the right-hand side exists for |θ|. In the same way one cannot
define the Laplace transform for all measures on Γ, it is clear from (7) that
one cannot define the Bogoliubov functional for all probability measures on
Γ as well. Actually, for each θ > −1 so that the right-hand side of (7) exists,
one may equivalently rewrite (7) as
Bµ(θ) :=
∫
Γ
dµ(γ) e〈ln(1+θ),γ)〉,
showing that Bµ is a modified Laplace transform.
If the Bogoliubov functional Bµ corresponding to a probability measure
µ exists, then clearly the domain of Bµ depends on the underlying mea-
sure. Conversely, the domain of a Bogoliubov functional Bµ reflects special
properties over the measure µ [KKO06]. For instance, if µ has finite local
exponential moments, i.e.,∫
Γ
dµ(γ) eα|γΛ| <∞ for all α > 0 and all Λ ∈ Bc(R
d),
then Bµ is well-defined for instance on all bounded functions θ with compact
support. The converse is also true. In fact, for each α > 0 and each Λ ∈
Bc(Rd) the latter integral is equal to Bµ((eα − 1)ıΛ). In this situation, to a
such measure µ one may associate the correlation measure ρµ, and equalities
(4) and (5) then yield a description of the functional Bµ in terms of either
the measure ρµ:
Bµ(θ) =
∫
Γ
dµ(γ) (Keλ(θ)) (γ) =
∫
Γ0
dρµ(η) eλ(θ, η),
or the correlation function kµ, if ρµ is absolutely continuous with respect to
the Lebesgue-Poisson measure λ:
Bµ(θ) =
∫
Γ0
dλ(η) eλ(θ, η)kµ(η).
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Within Subsection 2.2 framework, this gives us a way to express the
dynamics of an infinite particle system in terms of the Bogoliubov functionals
Bt(θ) =
∫
Γ0
dλ(η) eλ(θ, η)kt(η)
corresponding to the states of the system at each time t ≥ 0, provided the
functionals exist. Informally,
∂
∂t
Bt(θ) =
∫
Γ0
dλ(η) eλ(θ, η)
∂
∂t
kt(η) =
∫
Γ0
dλ(η) (Lˆeλ(θ))(η)kt(η). (8)
In other words, given the operator L˜ defined at
B(θ) :=
∫
Γ0
dλ(η) eλ(θ, η)k(η) (k : Γ0 → R
+
0 )
by
(L˜B)(θ) :=
∫
Γ0
dλ(η) (Lˆeλ(θ))(η)k(η),
heuristically (8) means that the Bogoliubov functionals Bt, t ≥ 0, are a
solution of the equation
∂
∂t
Bt = L˜Bt. (9)
Besides the problem of the existence of the Bogoliubov functionals Bt, t ≥ 0,
let us also observe that if a solution of equation (9) exists, a priori it does
not have to be a Bogoliubov functional corresponding to some measure. The
verification requests an additional analysis, see e.g. [KKO06], [Kun99].
In applications below, in order to derive explicit formulas for L˜, the next
results show to be useful. Here and below, all Lp
C
-spaces, p ≥ 1, consist of
p-integrable complex-valued functions.
Proposition 2 Given a measure µ ∈ M1fm(Γ) assume that the correspond-
ing Bogoliubov functional Bµ is entire on L
1
C
(Rd, dx). Then each differential
of n-th order of Bµ, n ∈ N, at each θ0 ∈ L1C(R
d, dx) is defined by a sym-
metric kernel in L∞
C
((Rd)n, dx1...dxn) denoted by
δnBµ(θ0)
δθ0(x1)...δθ0(xn)
and called the
variational derivative of n-th order of Bµ at θ0. In other words,
∂n
∂z1...∂zn
Bµ
(
θ0 +
n∑
i=1
ziθi
) ∣∣∣
z1=...=zn=0
=
∫
Rd
dx1 θ1(x1) · · ·
∫
Rd
dxn θn(xn)
δnBµ(θ0)
δθ0(x1)...δθ0(xn)
,
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for all θ1, ..., θn ∈ L
1
C
(Rd, dx). Furthermore, using the notation
(
D|η|Bµ
)
(θ0; η) :=
δnBµ(θ0)
δθ0(x1)...δθ0(xn)
for η = {x1, ..., xn} ∈ Γ
(n), n ∈ N,
the Taylor expansion of Bµ at each θ0 ∈ L
1
C
(Rd, dx) may be written in the
form
Bµ(θ0 + θ) =
∫
Γ0
dλ(η) eλ(θ, η)
(
D|η|Bµ
)
(θ0; η), θ ∈ L
1
C
(Rd, dx).
In terms of the measure µ, the holomorphy asssumption in Proposition 2
implies that µ is locally absolutely continuous with respect to the measure
π and the correlation function kµ is given for λ-a.a η ∈ Γ0 by kµ(η) =(
D|η|Bµ
)
(0; η). Moreover, for all θ ∈ L1
C
(Rd, dx) the following relation holds
(
D|η|Bµ
)
(θ; η) =
∫
Γ0
dλ(ξ) kµ(η ∪ ξ)eλ(θ, ξ), λ− a.e., (10)
showing that the Bogoliubov functional Bµ is the generating functional for
the correlation functions kµ↾Γ(n), n ∈ N0. For more details and proofs see
e.g. [KKO06].
2.4 Algebraic properties
As discussed before, the description of the dynamics of a particle system is
closely related to the operators L, Lˆ, and Lˆ∗. To explicitly describe these
operators in the examples below, the following algebraic properties turn out
to be powerful tools for a simplification of calculations.
Given G1 and G2 two B(Γ0)-measurable functions, let us consider the
⋆-convolution between G1 and G2,
(G1 ⋆ G2)(η) :=
∑
(η1,η2,η3)∈P3(η)
G1(η1 ∪ η2)G2(η2 ∪ η3)
=
∑
ξ⊂η
G1(ξ)
∑
ζ⊂ξ
G2((η \ ξ) ∪ ζ), η ∈ Γ0,
where P3(η) denotes the set of all partitions of η in three parts which may
be empty, [KK02]. It is straightforward to verify that the space of all
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B(Γ0)-measurable functions endowed with this product has the structure
of a commutative algebra with unit element eλ(0). Furthermore, for every
G1, G2 ∈ Bbs(Γ0) we have G1 ⋆ G2 ∈ Bbs(Γ0), and
K (G1 ⋆ G2) = (KG1) · (KG2) (11)
cf. [KK02]. Concerning the action of the ⋆-convolution on coherent states
one finds
eλ(f) ⋆ eλ(g) = eλ(f + g + fg) (12)
for all B(Rd)-measurable functions f and g. More generally, for all B(Γ0)-
measurable functions G and all B(Rd)-measurable functions f we have
(G ⋆ eλ (f)) (η) =
∑
ξ⊂η
G (ξ) eλ (f + 1, ξ) eλ (f, η \ ξ) . (13)
Technically the next result shows to be very useful. We refer e.g. to [Oli02]
for its proof. In particular, for n = 3, it yields an integration result for the
⋆-convolution.
Lemma 3 Let n ∈ N, n ≥ 2, be given. Then∫
Γ0
dλ(η1)...
∫
Γ0
dλ(ηn)G(η1 ∪ ... ∪ ηn)H(η1, ..., ηn)
=
∫
Γ0
dλ(η)G(η)
∑
(η1,...,ηn)∈Pn(η)
H(η1, ..., ηn)
for all positive measurable functions G : Γ0 → R and H : Γ0 × ...× Γ0 → R.
Here Pn(η) denotes the set of all partitions of η in n parts, which may be
empty.
Lemma 4 For all positive measurable functions H,G1, G2 : Γ0 → R one has∫
Γ0
dλ(η)H(η)(G1 ⋆ G2)(η)
=
∫
Γ0
dλ(η1)
∫
Γ0
dλ(η2)
∫
Γ0
dλ(η3)H(η1 ∪ η2 ∪ η3)G1(η1 ∪ η2)G2(η2 ∪ η3).
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3 Markovian birth-and-death dynamics in con-
figuration spaces
In a birth-and-death dynamics, at each random moment of time and at each
site in Rd, a particle randomly appears or disappears according to birth and
death rates which depend on the configuration of the whole system at that
time. Informally, in terms of Markov generators, this behaviour is described
through the operators D−x and D
+
x defined at each F : Γ→ R by
1
(D−x F )(γ) := F (γ \ x)− F (γ), (D
+
x F )(γ) := F (γ ∪ x)− F (γ),
corresponding, respectively, to the annihilation and creation of a particle at
a site x. More precisely,
(LF )(γ) :=
∑
x∈γ
d(x, γ \ x)(D−x F )(γ) +
∫
Rd
dx b(x, γ)(D+x F )(γ), (14)
where the coefficient d(x, γ) ≥ 0 indicates the rate at which a particle located
at x in a configuration γ dies or disappears, while b(x, γ) ≥ 0 indicates the
rate at which, given a configuration γ, a new particle is born or appears at
a site x.
3.1 Markovian birth-and-death generators
In order to give a meaning to (14) let us consider the class of measures
µ ∈ M1fm(Γ) such that d(x, ·), b(x, ·) ∈ L
1(Γ, µ), x ∈ Rd, and for all n ∈ N0
and all Λ ∈ Bc(Rd) the following integrability condition is fulfilled:∫
Γ
dµ(γ) |γΛ|
n
∑
x∈γΛ
d(x, γ \ x) +
∫
Γ
dµ(γ) |γΛ|
n
∫
Λ
dx b(x, γ) <∞. (15)
For F ∈ FP(Γ) = K(Bbs(Γ0)), this condition is sufficient to insure that
LF is µ-a.e. well-defined on Γ. This follows from the fact that for each
G ∈ Bbs(Γ0) there are Λ ∈ Bc(Rd), N ∈ N0 and a C ≥ 0 such that G has
support in ∪Nn=0Γ
(n)
Λ and |G| ≤ C, which leads to a cylinder function F = KG
such that |F (γ)| = |F (γΛ)| ≤ C(1 + |γΛ|)
N for all γ ∈ Γ (cf. Subsection 2.1).
Hence (14) and (15) imply that LF ∈ L1(Γ, µ).
1Here and below, for simplicity of notation, we have just written x instead of {x}.
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Given a family of functions Bx, Dx : Γ0 → R, x ∈ Rd, such that KBx ≥ 0,
KDx ≥ 0, in the following we wish to consider KBx and KDx as birth and
death rates, i.e.,
b(x, γ) = (KBx) (γ), d(x, γ) = (KDx)(γ). (16)
We shall then restrict the previous class of measures in M1fm(Γ) to the set of
all measures µ ∈M1fm(Γ) such that Bx, Dx ∈ L
1(Γ0, ρµ), x ∈ Rd, and∫
Γ
dµ(γ) |γΛ|
n
{∑
x∈γΛ
(K|Dx|) (γ \ x) +
∫
Λ
dx (K|Bx|) (γ)
}
<∞ (17)
for all n ∈ N0 and all Λ ∈ Bc(Rd). Under these assumptions, theK-transform
of each Bx and each Dx, x ∈ Rd, is well-defined. Moreover, KBx, KDx ∈
L1(Γ, µ), cf. Subsection 2.1. Of course, all previous considerations hold. In
addition, we have the following result for the operator Lˆ on quasi-observables.
Proposition 5 The action of Lˆ on functions G ∈ Bbs(Γ0) is given for ρµ-
almost all η ∈ Γ0 by
(LˆG)(η) = −
∑
x∈η
(Dx ⋆ G(· ∪ x)) (η \ x) +
∫
Rd
dx (Bx ⋆ G(· ∪ x)) (η). (18)
Moreover, Lˆ (Bbs(Γ0)) ⊂ L
1(Γ0, ρµ).
Proof. By the definition of the K-transform, for all G ∈ Bbs(Γ0) we find
(KG)(γ \ x)− (KG)(γ) = −(K(G(· ∪ x)))(γ \ x), x ∈ γ,
(KG)(γ ∪ x)− (KG)(γ) = (K(G(· ∪ x)))(γ), x /∈ γ.
Given a F ∈ FP(Γ) of the form F = KG, G ∈ Bbs(Γ0), these equalities
combined with the algebraic action (11) of the K-transform yield
(LF )(γ) = −
∑
x∈γ
d(x, γ \ x) (K (G(· ∪ x))) (γ \ x)
+
∫
{x:x/∈γ}
dx b(x, γ) (K (G(· ∪ x))) (γ)
= −
∑
x∈γ
(K (Dx ⋆ G(· ∪ x))) (γ \ x) +
∫
Rd
dx (K (Bx ⋆ G(· ∪ x))) (γ).
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Hence, for LˆG = K−1(LF ), we have
(LˆG)(η) = −
∑
ξ⊂η
(−1)|η\ξ|
∑
x∈ξ
(K (Dx ⋆ G(· ∪ x))) (ξ \ x) (19)
+
∫
Rd
dxK−1 (K (Bx ⋆ G(· ∪ x))) (ξ). (20)
A direct application of the definitions of the K-transform and K−1 yields for
the sum in (19) ∑
x∈η
∑
ξ⊂η\x
(−1)|(η\x)\ξ| (K (Dx ⋆ G(· ∪ x))) (ξ)
=
∑
x∈η
K−1 (K (Dx ⋆ G(· ∪ x))) (η \ x)
=
∑
x∈η
(Dx ⋆ G(· ∪ x)) (η \ x),
and for the integral (20)∫
Rd
dxK−1 (K (Bx ⋆ G(· ∪ x))) (η) =
∫
Rd
dx (Bx ⋆ G(· ∪ x)) (η).
In order to prove the integrability of |LˆG| for G ∈ Bbs(Γ0), first we
note that each G ∈ Bbs(Γ0) can be majorized by |G| ≤ CıFN
n=0 Γ
(n)
Λ
for some
C ≥ 0 and for the indicator function ıFN
n=0 Γ
(n)
Λ
∈ Bbs(Γ0) of some disjoint
union
⊔N
n=0 Γ
(n)
Λ , N ∈ N0,Λ ∈ Bc(R
d). Hence the proof amounts to show the
integrability of |LˆıFN
n=0 Γ
(n)
Λ
| for all N ∈ N and all Λ ∈ Bc(Rd). This follows
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from ∫
Γ0
dρµ(η)
∑
x∈η
(
|Dx| ⋆ ıFN
n=0 Γ
(n)
Λ
(· ∪ x)
)
(η \ x)
+
∫
Γ0
dρµ(η)
∫
Rd
dx
(
|Bx| ⋆ ıFN
n=0 Γ
(n)
Λ
(· ∪ x)
)
(η)
≤
∫
Γ0
dρµ(η)
∑
x∈η
ıΛ(x)
(
|Dx| ⋆ ıFN−1
n=0 Γ
(n)
Λ
)
(η \ x) (21)
+
∫
Λ
dx
∫
Γ0
dρµ(η)
(
|Bx| ⋆ ıFN−1
n=0 Γ
(n)
Λ
)
(η) (22)
=
∫
Γ
dµ(γ)K
(∑
x∈·
ıΛ(x)
(
|Dx| ⋆ ıFN−1
n=0 Γ
(n)
Λ
)
(· \ x)
)
(γ) (23)
+
∫
Λ
dx
∫
Γ
dµ(γ)K
(
|Bx| ⋆ ıFN−1
n=0 Γ
(n)
Λ
)
(γ), (24)
where a direct calculation using the definition of the K-transform gives for
the integral (23)∫
Γ
dµ(γ)
∑
x∈γ
ıΛ(x)K
(
|Dx| ⋆ ıFN−1
n=0 Γ
(n)
Λ
)
(γ \ x)
=
∫
Γ
dµ(γ)
∑
x∈γΛ
(K|Dx|) (γ \ x)
(
KıFN−1
n=0 Γ
(n)
Λ
)
(γ \ x),
cf. (11).
Taking into account that ıFN−1
n=0 Γ
(n)
Λ
∈ Bbs(Γ0), and thus
(
KıFN−1
n=0 Γ
(n)
Λ
)
(γ) ≤ (1 + |γΛ|)
N−1,
one may then bound the sum of the integrals (23) and (24) by∫
Γ
dµ(γ) |γΛ|
N−1
∑
x∈γΛ
(K|Dx|) (γ\x)+
∫
Γ
dµ(γ) (1+|γΛ|)
N−1
∫
Λ
dx (K|Bx|) (γ),
which, by (17), shows the required integrability. 
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Remark 6 Integrability condition (17) is presented for general measures µ ∈
M1fm(Γ) and generic birth and death rates of the type (16). From the previous
proof it is clear that (17) is the weakest possible integrability condition to
state Proposition 5. In addition, its proof also shows that for each measure
ρ ∈ Mlf(Γ0) such that Bx, Dx ∈ L
1(Γ0, ρ) and such that for all n ∈ N0 and
all Λ ∈ Bc(Rd)
∫
Γ0
dρ(η)
{∑
x∈ηΛ
(
|Dx| ⋆ ıΓ(n)Λ
)
(η \ x) +
∫
Λ
dx
(
|Bx| ⋆ ıΓ(n)Λ
)
(η)
}
<∞,
one has Lˆ (Bbs(Γ0)) ⊂ L
1(Γ0, ρ). Moreover, this integrability condition on
ρ ∈ Mlf(Γ0) is the weakest possible one to yield such an inclusion. This
follows from (21), (22) and the fact that ıFN
n=0 Γ
(n)
Λ
=
∑N
n=0 ıΓ(n)Λ
.
Remark 7 Taking into account (13), we note that:
(1) if each Dx is of the type Dx = eλ(dx), then the sum in (18) is given by∑
x∈η
∑
ξ⊂η\x
G(ξ ∪ x)eλ(dx + 1, ξ)eλ(dx, (η \ x) \ ξ);
(2) Analogously, if Bx = eλ(bx), then the integral in (18) is equal to
∑
ξ⊂η
∫
Rd
dxG(ξ ∪ x)eλ(bx + 1, ξ)eλ(bx, η \ ξ).
Remark 8 For birth and death rates such that |Bx| ≤ eλ(bx), |Dx| ≤ eλ(dx),
for some 0 ≤ bx, dx ∈ L
1(Rd, dx), and for measures µ ∈ M1fm(Γ) that are
locally absolutely continuous with respect to π and the correlation function
kµ fulfills the so-called Ruelle bound, i.e., kµ ≤ eλ(C) for some constant
C > 0, one may replace (17) by the stronger integrability condition∫
Λ
dx
(
exp
(
2C‖bx‖L1(Rd,dx)
)
+ exp
(
2C‖dx‖L1(Rd,dx)
))
<∞, ∀Λ ∈ Bc(R
d).
(25)
Corollary 9 Let k : Γ0 → R
+
0 , R
+
0 := [0,+∞[, be such that∫
Γ
(n)
Λ
dλ(η) k(η) <∞ for all n ∈ N0 and all Λ ∈ Bc(R
d). (26)
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If Bx, Dx ∈ L
1(Γ0, kλ) and for all n ∈ N0 and all Λ ∈ Bc(Rd) we have
∫
Γ0
dλ(η) k(η)
{∑
x∈ηΛ
(
|Dx| ⋆ ıΓ(n)Λ
)
(η \ x) +
∫
Λ
dx
(
|Bx| ⋆ ıΓ(n)Λ
)
(η)
}
<∞,
then
(Lˆ∗k)(η) = −
∫
Γ0
dλ(ζ) k(ζ ∪ η)
∑
x∈η
∑
ξ⊂η\x
Dx(ζ ∪ ξ) (27)
+
∫
Γ0
dλ(ζ)
∑
x∈η
k(ζ ∪ (η \ x))
∑
ξ⊂η\x
Bx(ζ ∪ ξ), (28)
for λ-almost all η ∈ Γ0.
Proof. According to the definition of the dual operator Lˆ∗, for all G ∈
Bbs(Γ0) we have∫
Γ0
dλ(η) (Lˆ∗k)(η)G(η) =
∫
Γ0
dλ(η) (LˆG)(η)k(η). (29)
Due to (26), we observe that the measure k(η)λ(dη) on Γ0 is in Mlf(Γ0).
Therefore, according to Remark 6, under the fixed assumptions the integral
on the right-hand side of (29) is always finite. The proof then follows by
successive applications of Lemmata 3 and 4 to this integral. This procedure
applied to the sum in (18) gives rise to∫
Γ0
dλ(η) k(η)
∑
x∈η
(Dx ⋆ G(· ∪ x)) (η \ x)
=
∫
Rd
dx
∫
Γ0
dλ(η) (Dx ⋆ G(· ∪ x)) (η)k(η ∪ x)
=
∫
Rd
dx
∫
Γ0
dλ(η1)
∫
Γ0
dλ(η2)Dx(η1 ∪ η2)
∫
Γ0
dλ(η3)G(η2 ∪ η3 ∪ x)k(η1 ∪ η2 ∪ η3 ∪ x)
=
∫
Γ0
dλ(η1)
∫
Γ0
dλ(η)G(η)k(η1 ∪ η)
∑
x∈η
∑
ξ⊂η\x
Dx(η1 ∪ ξ).
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Similarly, for the integral expression which appears in (18) we find∫
Γ0
dλ(η) k(η)
∫
Rd
dx (Bx ⋆ G(· ∪ x)) (η)
=
∫
Rd
dx
∫
Γ0
dλ(η1)
∫
Γ0
dλ(η2)
∫
Γ0
dλ(η3)Bx(η1 ∪ η2)G(η2 ∪ η3 ∪ x)k(η1 ∪ η2 ∪ η3)
=
∫
Γ0
dλ(η1)
∫
Rd
dx
∫
Γ0
dλ(η2)
∫
Γ0
dλ(η3)G(η2 ∪ η3 ∪ x)Bx(η1 ∪ η2)k(η1 ∪ η2 ∪ η3)
=
∫
Γ0
dλ(η1)
∫
Γ0
dλ(η)G(η)
∑
x∈η
∑
ξ⊂η\x
Bx(η1 ∪ ξ)k(η1 ∪ (η \ x)).
Taking into account the density of the space Bbs(Γ0) in L
1(Γ0, λ), the required
explicit formula follows. 
Remark 10 Concerning Corollary 9, observe that:
(1) if each Dx is of the type Dx = eλ(dx), then the integral in (27) is given
by ∫
Γ0
dλ(ζ)k(η ∪ ζ)
∑
x∈η
eλ(dx + 1, η \ x)eλ(dx, ζ);
(2) Analogously, if Bx = eλ(bx), then (28) is equal to∫
Γ0
dλ(ζ)
∑
x∈η
k(ζ ∪ (η \ x))eλ(bx + 1, η \ x)eλ(bx, ζ).
Under quite general assumptions we have derived an explicit form for
the operators Lˆ, Lˆ∗ related to the generator of a birth-and-death dynam-
ics. Within Subsection 2.2 framework, this means that we may describe the
underlying dynamics through the time evolution equations (KE), (QKE),
and (QKE)∗, respectively, for observables, quasi-observables, and correlation
functions. The next result concerns a dynamical description through Bogoli-
ubov functionals.
Proposition 11 Let k : Γ0 → R
+
0 be such that for all θ ∈ L
1
C
(Rd, dx) one
has eλ(θ) ∈ L
1
C
(Γ0, kλ), and the functional
B(θ) :=
∫
Γ0
dλ(η) eλ(θ, η)k(η)
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is entire on the space L1
C
(Rd, dx). If Bx, Dx ∈ L1(Γ0, kλ) and Lˆeλ(θ) ∈
L1
C
(Γ0, kλ) for all θ ∈ L
1
C
(Rd, dx), then
(L˜B)(θ) = −
∫
Γ0
dλ(η) eλ(θ + 1, η)
∫
Rd
dx θ(x)(D|η|+1B)(θ, η ∪ x)Dx(η)
+
∫
Γ0
dλ(η) (D|η|B)(θ, η)eλ(θ + 1, η)
∫
Rd
dx θ(x)Bx(η),
for all θ ∈ L1
C
(Rd, dx).
Proof. In order to calculate
(L˜B)(θ) =
∫
Γ0
dλ(η) (Lˆeλ(θ))(η)k(η),
first we observe that the stated assumptions allow an extension of the oper-
ator Lˆ to coherent states eλ(θ) with θ ∈ L
1
C
(Rd, dx):
(Lˆeλ(θ)(η) = −
∑
x∈η
θ(x) (Dx ⋆ eλ(θ)) (η \ x) +
∫
Rd
dx θ(x) (Bx ⋆ eλ(θ)) (η).
Using the special simple form (13) for the ⋆-convolution, a direct application
of Lemma 3 for n = 2 yields∫
Γ0
dλ(η) k(η)
∑
x∈η
θ(x) (Dx ⋆ eλ(θ)) (η \ x)
=
∫
Rd
dx θ(x)
∫
Γ0
dλ(η)Dx(η)eλ(θ + 1, η)
∫
Γ0
dλ(ξ)k(η ∪ ξ ∪ x)eλ(θ, ξ).
Due to the holomorphicity of B on L1
C
(Rd, dx), the latter integral is equal to
(D|η∪x|B)(θ, η ∪ x) cf. equality (10). Similarly,∫
Γ0
dλ(η) k(η)
∫
Rd
dx θ(x) (Bx ⋆ eλ(θ)) (η)
=
∫
Γ0
dλ(η) (D|η|B)(θ, η)eλ(θ + 1, η)
∫
Rd
dx θ(x)Bx(η).

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Remark 12 For functions k : Γ0 → R
+
0 such that k ≤ eλ(C) for some con-
stant C > 0, the functionals B defined as in Proposition 11 are well-defined
on the whole space L1
C
(Rd, dx), cf. Example 1. Moreover, they are entire on
L1
C
(Rd, dx), see e.g. [KK07], [KKO06]. For such functions k, one may then
state Proposition 11 just under the assumptions Bx, Dx ∈ L
1(Γ0, kλ) and
Lˆeλ(θ) ∈ L
1
C
(Γ0, kλ) for all θ ∈ L
1
C
(Rd, dx).
Remark 13 Proposition 11 is stated for generic birth and death rates of the
type (16). In applications, the concrete explicit form of such rates allows
a reformulation of Proposition 11, generally under much weaker analytical
assumptions. For instance, if Bx and Dx are of the type Bx = eλ(bx), Dx =
eλ(d), where d is independent of x, then the expression for L˜B given in
Proposition 11 reduces to
(L˜B)(θ) =
∫
Rd
dx θ(x)
(
B(θ(bx + 1) + bx)−
δB(θ(d+ 1) + d)
δ(θ(d+ 1) + d)(x)
)
.
In contrast to the general formula, which depends of all variational derivatives
of B at θ, this closed formula only depends on B and its first variational
derivative on a shifted point. Further examples are presented in Subsection
3.2 below. Although in all these examples Proposition 11 may clearly be stated
under much weaker analytical assumptions, the assumptions in Proposition
11 are sufficient to state a general result.
3.2 Particular models
Special birth-and-death type models will be presented and discussed within
Subsection 3.1 framework. By analogy, all examples presented are a contin-
uous version of models already known for lattices systems, see e.g. [Lig85],
[Lig99].
3.2.1 Glauber dynamics
In this birth-and-death type model, particles appear and disappear according
to a death rate identically equal to 1 and to a birth rate depending on the
interaction between particles. More precisely, let φ : Rd → R ∪ {+∞} be
a pair potential, that is, a Borel measurable function such that φ(−x) =
φ(x) ∈ R for all x ∈ Rd \ {0}, which we assume to be bounded from below,
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namely, φ ≥ −2Bφ on Rd for some Bφ ≥ 0, and which fulfills the standard
integrability condition ∫
Rd
dx
∣∣e−φ(x) − 1∣∣ <∞. (30)
Given a configuration γ, the birth rate of a new particle at a site x ∈ Rd \ γ
is then given by b(x, γ) = exp(−E(x, γ)), where E(x, γ) is a relative energy
of interaction between a particle located at x and the configuration γ defined
by
E(x, γ) :=


∑
y∈γ
φ(x− y), if
∑
y∈γ
|φ(x− y)| <∞
+∞, otherwise
. (31)
In this special example the required conditions (16) for the birth and
death rates are clearly verified:
d ≡ 1 = Keλ(0), b(x, γ) = e
−E(x,γ) =
(
Keλ(e
−φ(x−·) − 1)
)
(γ).
Comparing with the general case (Subsection 3.1), the conditions imposed
to the potential φ lead to a simpler situation. In fact, the integrability
condition (30) implies that for any C > 0 and any Λ ∈ Bc(Rd) the integral
appearing in (25) is always finite. According to Remark 8, this implies that
for each measure µ ∈ M1fm(Γ), locally absolutely continuous with respect
to π, for which the correlation function fulfills the Ruelle bound we have
L(FP(Γ)) ⊂ L1(Γ, µ).
The especially simple form of the functions Bx = eλ(e
−φ(x−·)−1) andDx =
eλ(0) also allows a simplification of the expressions obtained in Subsection
3.1. First, as Dx is the unit element of the ⋆-convolution, using (13) we
obtain for (18)
(LˆG)(η) = −|η|G(η) +
∫
Rd
dx
(
eλ(e
−φ(x−·) − 1) ⋆ G(· ∪ x)
)
(η) (32)
= −|η|G(η) +
∑
ξ⊂η
∫
Rd
dx e−E(x,ξ)G(ξ ∪ x)eλ(e
−φ(x−·) − 1, η \ ξ).
Due to the semi-boundedness of φ, we note that this expression is well-defined
on the whole space Γ0. This follows from the fact that any G ∈ Bbs(Γ0) may
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be bounded by |G| ≤ Ceλ(ıΛ), for some C ≥ 0 and some Λ ∈ Bc(Rd), and
thus, by (12),∫
Rd
dx
∣∣(eλ(e−φ(x−·) − 1) ⋆ G(· ∪ x)) (η)∣∣
≤ C
∫
Rd
dx ıΛ(η)
(
eλ(|e
−φ(x−·) − 1|) ⋆ eλ(ıΛ)
)
(η) ≤ C |Λ| (3 + 2e2Bφ)|η|.
Here |Λ| denotes the volume of the set Λ. Second, by Remark 10, for λ-almost
all η ∈ Γ0 we find
(Lˆ∗k)(η) = −
∫
Γ0
dλ(ζ) k(η ∪ ζ)
∑
x∈η
eλ(1, η \ x)eλ(0, ζ) (33)
+
∫
Γ0
dλ(ζ)
∑
x∈η
k(ζ ∪ (η \ x))eλ(e
−φ(x−·), η \ x)eλ(e
−φ(x−·) − 1, ζ)
= −|η|k(η) +
∑
x∈η
e−E(x,η\x)
∫
Γ0
dλ(ζ) eλ(e
−φ(x−·) − 1, ζ)k((η\ x) ∪ ζ).
According to Remark 13, we also have a simpler form for L˜,
(L˜B)(θ) = −
∫
Rd
dx θ(x)
(
δB(θ)
δθ(x)
− B((1 + θ)(e−φ(x−·) − 1) + θ)
)
. (34)
The Glauber dynamics is the first example which emphasizes the tech-
nical efficacy of our approach to dynamical problems. As a matter of fact,
for a quite general class of pair potentials one may apply standard Dirich-
let forms techniques to L to construct an equilibrium Glauber dynamics,
that is, a Markov process on Γ with initial distribution an equilibrium state.
This scheme was used in [KL05] for pair potentials either positive or su-
perstable. Recently, in [KLR07], this construction was extended to a general
case of equilibrium birth-and-death dynamics. However, starting with a non-
equilibrium state, the Dirichlet forms techniques do not work. Such states
can be so far from the equilibrium ones that one cannot even use the equi-
librium Glauber dynamics (obtained through Dirichlet forms techniques) to
construct the non-equilibrium ones. Within this context, in a recent work
[KKZ06] the authors have used the (QKE)∗ equation to construct a non-
equilibrium Glauber dynamics. That is, a Markov process on Γ starting
with a distribution from a wide class of non-equilibrium initial states, also
identified in [KKZ06]. The scheme used is the one described in Subsection
2.2.
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3.2.2 Linear voter model
Within this model, the individual’s motivation to vote is determined by the
attitude of surrounding people towards political participation: willingness or
lack of motivation to vote (perception of voting as a civic duty or political
indifference). Mathematically, this means that, given a population γ of pos-
sible voters, an individual x ∈ γ loses his willingness to vote according to a
rate
d(x, γ) =
∑
y∈γ
a−(x, y) = (Ka−(x, ·)) (γ),
for some symmetric function a− : Rd × Rd → R
+
0 such that
sup
x∈Rd
∫
Rd
dy a−(x, y) <∞;
while an individual x wins a perception of the importance of joining the
population γ according to a rate
b(x, γ) =
∑
y∈γ
a+(x, y) = (Ka+(x, ·)) (γ),
for some symmetric function a+ : Rd × Rd → R
+
0 such that
sup
x∈Rd
∫
Rd
dy a+(x, y) <∞.
Within Subsection 3.1 framework, one straightforwardly derives from the
general case corresponding expressions for this special case:
(LˆG)(η) = −
∑
x∈η
∑
y∈η\x
a−(x, y) (G(η \ y) +G(η)) (35)
+
∑
y∈η
∫
Rd
dx a+(x, y) (G(η ∪ x) +G((η \ y) ∪ x)) ,
and
(Lˆ∗k)(η) = −
∫
Rd
dy k(η ∪ y)
∑
x∈η
a−(x, y)− k(η)
∑
x∈η
∑
y∈η\x
a−(x, y) (36)
+
∫
Rd
dy
∑
x∈η
k((η \ x) ∪ y)a+(x, y) +
∑
x∈η
k(η \ x)
∑
y∈η\x
a+(x, y).
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In addition,
(L˜B)(θ) =
∫
Rd
dx
∫
Rd
dy a+(x, y)(1 + θ(y))θ(x)
δB(θ)
δθ(y)
(37)
−
∫
Rd
dx
∫
Rd
dy a−(x, y)(1 + θ(y))θ(x)
δ2B(θ)
δθ(x)δθ(y)
.
3.2.3 Polynomial voter model
More generally, one may consider rates of polynomial type, that is, the birth
and the death rates are of the type
d(x, γ) =
∑
{x1,...,xq}⊂γ
a(q)x (x1, ..., xq), b(x, γ) =
∑
{x1,...,xp}⊂γ
a(p)x (x1, ..., xp),
= (Ka˜(q)x )(γ) = (Ka˜
(p)
x )(γ)
for some symmetric functions 0 ≤ a
(q)
x ∈ L1((Rd)q, dx1...dxq), 0 ≤ a
(p)
x ∈
L1((Rd)p, dx1...dxp), x ∈ Rd, p, q ∈ N, where
a˜(i)x (η) :=


a
(i)
x (x1, ..., xi), if η = {x1, ..., xi} ∈ Γ
(i)
0, otherwise
, i = p, q.
A straightforward application of the general results obtained in Subsec-
tion 3.1 yields for this case the expressions
(LˆG)(η) = −
∑
x∈η
(
a˜(q)x ⋆ G(· ∪ x)
)
(η \ x) +
∫
Rd
dx
(
a˜(p)x ⋆ G(· ∪ x)
)
(η)
= −
∑
x∈η
∑
ξ⊂η\x
|ξ|=q
a˜(q)x (ξ)
∑
ζ⊂ξ
G(ζ ∪ (η \ x) \ ξ)
+
∑
ξ⊂η
|ξ|=p
∑
ζ⊂ξ
∫
Rd
dx a˜(p)x (ξ)G(ζ ∪ (η \ ξ) ∪ x) (38)
and
(Lˆ∗k)(η) = −
q∑
i=0
1
i!
∫
Γ(i)
dm(i)(ζ) k(ζ ∪ η)
∑
x∈η
∑
ξ⊂η\x
|ξ|=q−i
a˜(q)x (ζ ∪ ξ) (39)
+
p∑
i=0
1
i!
∫
Γ(i)
dm(i)(ζ)
∑
x∈η
k(ζ ∪ (η \ x))
∑
ξ⊂η\x
|ξ|=p−i
a˜(p)x (ζ ∪ ξ),
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where m(i) is the measure on Γ(i) defined in Example 1 (Subsection 2.1).
Moreover,
(L˜B)(θ)
= −
1
q!
∫
Γ(q)
dm(q)(η) eλ(θ + 1, η)
∫
Rd
dx θ(x)(Dq+1B)(θ, η ∪ x)a˜(q)x (η)
+
1
p!
∫
Γ(p)
dm(p)(η) (DpB)(θ, η)eλ(θ + 1, η)
∫
Rd
dx θ(x)a˜(p)x (η). (40)
3.2.4 Contact model
The dynamics of a contact model describes the spread of an infectious disease
in a population. Given the set γ of infected individuals, an individual x ∈ γ
recovers at a constant rate d(x, γ) = 1 = eλ(0), while an healthy individual
x ∈ Rd \ γ becomes infected according to an infection spreading rate which
depends on the presence of infected neighbors,
b(x, γ) = λ
∑
y∈γ
a(x− y) = (K(λa(x− ·))) (γ)
for some function 0 ≤ a ∈ L1(Rd, dx) and some coupling constant λ ≥ 0. For
this particular model, the application of the general results then yields the
following expressions
(LˆG)(η) = −|η|G(η) + λ
∑
y∈η
∫
Rd
dx a(x− y) (G(η ∪ x) +G((η \ y) ∪ x)) ,
(41)
and
(Lˆ∗k)(η) = −|η|k(η) + λ
∫
Rd
dy
∑
x∈η
k((η \ x) ∪ y)a(x− y)
+λ
∑
x∈η
k(η \ x)
∑
y∈η\x
a(x− y). (42)
In addition,
(L˜B)(θ) = −
∫
Rd
dx θ(x)
δB(θ)
δθ(x)
(43)
+λ
∫
Rd
dy
∫
Rd
dx a(x− y)(1 + θ(y))θ(x)
δB(θ)
δθ(y)
.
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Concerning the corresponding time evolution equation (9), the contact model
gives a meaning to the considerations done in Subsection 2.3. As a matter of
fact, one can show that there is a solution of equation (9) only for each finite
interval of time. Such a solution has a radius of analyticity which depends
on t. For λ ≥ 1 the radius of analyticity decreases when t increases [KKP07].
Therefore, for λ ≥ 1 equation (9) cannot have a global solution on time.
For finite range functions 0 ≤ a ∈ L1(Rd, dx), ‖a‖L1(Rd,dx) = 1, being
either a ∈ L∞(Rd, dx) or a ∈ L1+δ(Rd, dx) for some δ > 0, the authors in
[KS06] have proved the existence of a contact process, i.e., a Markov process
on Γ, starting with an initial configuration of infected individuals from a wide
set of possible initial configurations. Having in mind that the contact model
under consideration is a continuous version of the well-known contact model
for lattice systems [Lig85], [Lig99], the assumptions in [KS06] are natural. In
particular the finite range assumption, meaning that the infection spreading
process only depends on the influence of infected neighbors on healthy ones.
Concerning the infection spreading rate itself, its additive character implies
that each individual recovers, independently of the others, after a random
exponentially distributed time [KS06]. Within Subsection 2.2 framework,
in a recent work [KKP07] the authors have used the (QKE)∗ equation to
extend the previous existence result to Markov processes on Γ starting with
an initial distribution. Besides the construction of the processes, the scheme
used allows to identify all invariant measures for such contact processes.
4 Conservative dynamics
In contrast to the birth-and-death dynamics, in the following dynamics there
is conservation on the number of particles involved.
4.1 Hopping particles: the general case
Dynamically, in a hopping particles system, at each random moment of time
particles randomly hop from one site to another according to a rate depending
on the configuration of the whole system at that time. In terms of generators
this behaviour is informally described by
(LF )(γ) =
∑
x∈γ
∫
Rd
dy c(x, y, γ) (F (γ \ x ∪ y)− F (γ)) , (44)
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where the coefficient c(x, y, γ) ≥ 0 indicates the rate at which a particle
located at x in a configuration γ hops to a site y.
To give a rigorous meaning to the right-hand side of (44), we shall consider
measures µ ∈ M1fm(Γ) such that c(x, y, ·) ∈ L
1(Γ, µ), x, y ∈ Rd and, for all
n ∈ N0 and all Λ ∈ Bc(Rd) which fulfills the integrability condition∫
Γ
dµ(γ) |γΛ|
n
∑
x∈γ
∫
Rd
dy c(x, y, γ) (ıΛ(x) + ıΛ(y)) <∞. (45)
In this way, given a cylinder function F ∈ FP(Γ), |F (γ)| = |F (γΛ)| ≤
C(1 + |γΛ|)
N for some Λ ∈ Bc(Rd), N ∈ N0, C ≥ 0, for all γ ∈ Γ one finds
|F (γ \ x ∪ y)− F (γ)| ≤ 2C(2 + |γΛ|)
N(ıΛ(x) + ıΛ(y)).
By (45), this implies that µ-a.e. the right-hand side of (44) is well-defined
and finite and, moreover, it defines an element in L1(Γ, µ).
Given a family of functions Cx,y : Γ0 → R, x, y ∈ Rd, such thatKCx,y ≥ 0,
in the following we wish to consider the case
c(x, y, γ) = (KCx,y)(γ \ x). (46)
Therefore, we shall restrict the previous class of measures in M1fm(Γ) to all
measures µ ∈M1fm(Γ) such that Cx,y ∈ L
1(Γ0, ρµ), x, y ∈ Rd, and∫
Γ
dµ(γ) |γΛ|
n
∑
x∈γ
∫
Rd
dy (K|Cx,y|) (γ\x) (ıΛ(x) + ıΛ(y)) <∞ (47)
for all n ∈ N0 and all Λ ∈ Bc(Rd). In this way, the K-transform of each Cx,y,
x, y ∈ Rd, is well-defined, KCx,y ∈ L1(Γ, µ), and L(FP(Γ)) ⊂ L1(Γ, µ).
Proposition 14 The action of the operator Lˆ on functions G ∈ Bbs(Γ0) is
given by
(LˆG)(η) =
∑
x∈η
∫
Rd
dy (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x))) (η \ x),
for ρµ-almost all η ∈ Γ0. We have Lˆ (Bbs(Γ0)) ⊂ L
1(Γ0, ρµ).
32
Proof. By the definition of the space FP(Γ), any element F ∈ FP(Γ) is of
the form F = KG for some G ∈ Bbs(Γ0). The properties of the K-transform,
namely, its algebraic action (11), then allow to rewrite LF as
(LF )(γ) =
∑
x∈γ
∫
{y:y/∈γ\x}
dy c(x, y, γ) (K (G(· ∪ y)−G(· ∪ x))) (γ\x)
=
∑
x∈γ
∫
Rd
dy (K (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x)))) (γ\x).
Hence
(LˆG)(η) = K−1
(∑
x∈·
∫
Rd
dy (K (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x)))) (· \ x)
)
(η)
=
∑
ξ⊂η
(−1)|η\ξ|
∑
x∈ξ
∫
Rd
dy (K (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x)))) (ξ\x)
=
∫
Rd
dy
∑
ξ⊂η
(−1)|η\ξ|
∑
x∈ξ
(K (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x)))) (ξ\x)
=
∫
Rd
dy
∑
x∈η
∑
ξ⊂η\x
(−1)|(η\x)\ξ| (K (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x)))) (ξ)
=
∑
x∈η
∫
Rd
dy (Cx,y ⋆ (G(· ∪ y)−G(· ∪ x))) (η\x).
As in the proof of Proposition 5, to check the required inclusion amounts
to prove that for all N ∈ N and all Λ ∈ Bc(Rd) one has LˆıFN
n=0 Γ
(n)
Λ
∈
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L1(Γ0, ρµ). Similar arguments then yield∫
Γ0
dρµ(η)
∣∣∣(LˆıFN
n=0 Γ
(n)
Λ
)
(η)
∣∣∣
≤
∫
Γ0
dρµ(η)
∑
x∈η
∫
Rd
dy
(
|Cx,y| ⋆ ıFN
n=0 Γ
(n)
Λ
(· ∪ y)
)
(η\x)
+
∫
Γ0
dρµ(η)
∑
x∈η
∫
Rd
dy
(
|Cx,y| ⋆ ıFN
n=0 Γ
(n)
Λ
(· ∪ x)
)
(η\x)
≤
∫
Λ
dy
∫
Γ
dµ(γ) (1 + |γΛ|)
N−1
∑
x∈γ
(K|Cx,y|) (γ\x)
+
∫
Rd
dy
∫
Γ
dµ(γ) |γΛ|
N−1
∑
x∈γΛ
(K|Cx,y|) (γ\x),
which, by (47), complete the proof. 
Remark 15 Similarly to the proof of Proposition 5, the proof of Proposi-
tion 14 shows that (47) is the weakest possible integrability condition to state
Proposition 14 for generic measures µ ∈ M1fm(Γ) and generic rates c of the
type (46). Its proof also shows that for each measure ρ ∈ Mlf(Γ0) such that
Cx,y ∈ L
1(Γ0, ρ) and such that for all n ∈ N0 and all Λ ∈ Bc(Rd)∫
Γ0
dρ(η)
∑
x∈η
∫
Rd
dy
(
|Cx,y| ⋆ ıΓ(n)Λ
)
(η\x) (ıΛ(x) + ıΛ(y)) <∞,
we have Lˆ (Bbs(Γ0)) ⊂ L
1(Γ0, ρ). This integrability condition for measures
ρ ∈Mlf(Γ0) is the weakest possible one to yield this inclusion.
Remark 16 Concerning Proposition 14 we note that if each Cx,y is of the
type Cx,y = eλ(cx,y), then
(LˆG)(η) =
∑
x∈η
∑
ξ⊂η\x
∫
Rd
dy (G(ξ∪y)−G(ξ∪x))eλ(cx,y+1, ξ)eλ(cx,y, (η\x)\ξ),
cf. equality (13).
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Remark 17 For rates Cx,y such that |Cx,y| ≤ eλ(cx,y) for some 0 ≤ cx,y ∈
L1(Rd, dx), and for measures µ ∈M1fm(Γ) that are locally absolutely continu-
ous with respect to π and the correlation function kµ fulfills the Ruelle bound
for some constant C > 0, one may replace (47) by the stronger integrability
condition∫
Rd
dx
∫
Rd
dy exp(2C‖cx,y‖L1(Rd,dx)) (ıΛ(x) + ıΛ(y)) <∞, ∀Λ ∈ Bc(R
d).
Similarly to the proof of Corollary 9, successive applications of Lemmata
3 and 4 lead to the next result.
Proposition 18 Let k : Γ0 → R
+
0 be such that∫
Γ
(n)
Λ
dλ(η) k(η) <∞ for all n ∈ N0 and all Λ ∈ Bc(R
d).
If Cx,y ∈ L
1(Γ0, kλ) and for all n ∈ N0 and all Λ ∈ Bc(Rd) we have∫
Γ0
dλ(η) k(η)
∑
x∈η
∫
Rd
dy
(
|Cx,y| ⋆ ıΓ(n)Λ
)
(η\x) (ıΛ(x) + ıΛ(y)) <∞,
then the action of the operator Lˆ∗ on k is given by
(Lˆ∗k)(η) =
∑
y∈η
∫
Rd
dx
∫
Γ0
dλ(ξ) k(ξ ∪ (η\y) ∪ x)
∑
ζ⊂η\y
Cx,y(ξ ∪ ζ)
−
∫
Γ0
dλ(ξ) k(ξ ∪ η)
∑
x∈η
∑
ζ⊂η\x
∫
Rd
dy Cx,y(ξ ∪ ζ),
for λ-almost all η ∈ Γ0.
Remark 19 Under the conditions of Proposition 18, if each Cx,y is of the
type Cx,y = eλ(cx,y), then
(Lˆ∗k)(η) =
∑
y∈η
∫
Rd
dx eλ(cx,y + 1, η\y)
∫
Γ0
dλ(ξ) k(ξ ∪ (η\y) ∪ x)eλ(cx,y, ξ)
−
∫
Γ0
dλ(ξ) k(ξ ∪ η)
∑
x∈η
∫
Rd
dy eλ(cx,y + 1, η\x)eλ(cx,y, ξ).
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Proposition 20 Let k : Γ0 → R
+
0 be such that eλ(θ) ∈ L
1
C
(Γ0, kλ) for all
θ ∈ L1
C
(Rd, dx), and the functional
B(θ) :=
∫
Γ0
dλ(η) eλ(θ, η)k(η)
is entire on the space L1
C
(Rd, dx). If Cx,y ∈ L1(Γ0, kλ) and Lˆeλ(θ) ∈ L1C(Γ0, kλ)
for all θ ∈ L1
C
(Rd, dx), then for all θ ∈ L1
C
(Rd, dx) we have
(L˜B)(θ) =
∫
Γ0
dλ(η)eλ(θ+1, η)
∫
Rd
dx (D|η|+1B)(θ, η∪x)
∫
Rd
dy (θ(y)−θ(x))Cx,y(η).
Proof. This proof follows similarly to the proof of Proposition 11. In this
case we obtain
(Lˆeλ(θ))(η) =
∑
x∈η
∫
Rd
dy (θ(y)− θ(x))(Cx,y ⋆ eλ(θ))(η\x)
=
∑
x∈η
∫
Rd
dy (θ(y)− θ(x))
∑
ξ⊂η\x
Cx,y(ξ)eλ (θ + 1, ξ) eλ(θ, (η \ x) \ ξ),
where we have used the expression (13) concerning the ⋆-convolution. Argu-
ments similar to those used in the proof of Proposition 11 lead then to∫
Γ0
dλ(η) k(η) (Lˆeλ(θ))(η)
=
∫
Rd
dx
∫
Γ0
dλ(η) (D|η∪x|B)(θ, η ∪ x)eλ(θ + 1, η)
∫
Rd
dy (θ(y)− θ(x))Cx,y(η).

Remark 21 According to Remark 12, for functions k : Γ0 → R
+
0 such that
k ≤ eλ(C) for some constant C > 0, one may state Proposition 20 just
under the assumptions Cx,y ∈ L
1(Γ0, kλ) and Lˆeλ(θ) ∈ L
1
C
(Γ0, kλ) for all
θ ∈ L1
C
(Rd, dx).
Remark 22 As before, in applications, the concrete explicit form of the rate
Cx,y allows a reformulation of Proposition 20, in general under much weaker
analytical assumptions. For instance, if Cx,y = eλ(cy) for some function cy
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which is independent of x, then the expression for L˜B given in Proposition
20 reduces to
(L˜B)(θ) =
∫
Rd
dx
∫
Rd
dy (θ(y)− θ(x))
δB(θ(cy + 1) + cy)
δ(θ(cy + 1) + cy)(x)
.
In contrast to the general formula, which depends of all variational derivatives
of B at θ, this closed formula only depends on the first variational derivative
of B on a shifted point. Further examples are presented in Subsection 4.2.
Although in all such examples Proposition 20 may clearly be stated under
much weaker analytical assumptions, the assumptions in Proposition 20 are
sufficient to state a general result.
4.2 Particular models
Special hopping particles models will be presented and discussed within Sub-
section 4.1 framework. By analogy, such examples are a continuous version
of models already known for lattice systems.
4.2.1 Kawasaki dynamics
In such a dynamics particles hop over the space Rd according to a rate which
depends on the interaction between particles. This means that given a pair
potential φ : Rd → R ∪ {+∞}, the rate c is of the form
c(x, y, γ) = cs(x, y, γ) = a(x− y)e
sE(x,γ\x)−(1−s)E(y,γ)
= K
(
a(x− y)e(s−1)φ(x−y)eλ(e
sφ(x−·)−(1−s)φ(y−·) − 1)
)
(γ\x)(48)
for some s ∈ [0, 1]. Here a : Rd → R+0 and E is a relative energy defined as
in (31).
For a ∈ L1(Rd, dx) and for φ bounded from below and fulfilling the inte-
grability condition (30), the condition (47) is always fulfilled, for instance, by
any Gibbs measure µ ∈M1fm(Γ) corresponding to φ for which the correlation
function fulfills the Ruelle bound. We recall that a probability measure µ on
(Γ,B(Γ)) is called a Gibbs or an equilibrium measure if it fulfills the integral
equation ∫
Γ
dµ(γ)
∑
x∈γ
H(x, γ\x) =
∫
Γ
dµ(γ)
∫
Rd
dxH(x, γ)e−E(x,γ) (49)
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for all positive measurable functions H : Rd×Γ→ R ([NZ79, Theorem 2], see
also [KK03, Theorem 3.12], [Kun99, Appendix A.1]). Correlation measures
corresponding to such a class of measures are always absolutely continuous
with respect to the Lebesgue-Poisson measure λ. For Gibbs measures de-
scribed as before, the integrability condition (47) follows as a consequence
of (49), applying the assumptions on φ and the Ruelle boundedness. For
such Gibbs measures µ and for a being, in addition, an even function, it is
shown in [KLR07] the existence of an equilibrium Kawasaki dynamics, i.e.,
a Markov process on Γ which generator is given by (44) for c defined as in
(48). Such a process has µ as an invariant measure.
The general results obtained in Subsection 4.1 yield for the Kawasaki
dynamics the expressions
(LˆG)(η) = (50)∑
x∈η
∑
ξ⊂η\x
esE(x,ξ)
∫
Rd
dy a(x− y)e(s−1)E(y,ξ∪x)
·eλ(e
sφ(x−·)−(1−s)φ(y−·) − 1, (η \ x) \ ξ)(G(ξ ∪ y)−G(ξ ∪ x)),
and
(Lˆ∗k)(η) (51)
=
∑
y∈η
∫
Rd
dx a(x− y)esE(x,η\y)−(1−s)E(y,η\y∪x)
·
∫
Γ0
dλ(ξ) k(ξ ∪ (η\y) ∪ x)eλ(e
sφ(x−·)−(1−s)φ(y−·) − 1, ξ)
−
∫
Γ0
dλ(ξ) k(ξ ∪ η)
·
∑
x∈η
∫
Rd
dy a(x− y)esE(x,η\x)−(1−s)E(y,η)eλ(e
sφ(x−·)−(1−s)φ(y−·) − 1, ξ),
where we have taken into account Remark 19. In terms of Bogoliubov func-
tionals, Proposition 20 leads to
(L˜B)(θ) (52)
=
∫
Γ0
dλ(η)eλ(θ + 1, η)
∫
Rd
dx (D|η|+1B)(θ, η ∪ x)
·
∫
Rd
dy a(x− y)e(s−1)φ(x−y)(θ(y)− θ(x))eλ(e
sφ(x−·)−(1−s)φ(y−·) − 1, η).
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In particular, for s = 0, one obtains
(L˜B)(θ) (53)
=
∫
Rd
dx
∫
Rd
dy a(x− y)e−φ(x−y)(θ(y)− θ(x))
δB((1 + θ)(e−φ(y−·) − 1) + θ)
δ((1 + θ)(e−φ(y−·) − 1) + θ)(x)
,
cf. Remark 22.
Remark 23 In the case s = 0, in a recent work [FKL07] the authors have
shown that in the high-temperature-low activity regime the scaling limit (of a
Kac type) of an equilibrium Kawasaki dynamics yields in the limit an equi-
librium Glauber dynamics. More precisely, given an even function 0 ≤ a ∈
L1(Rd, dx) and a stable pair potential φ, i.e.,
∃Bφ ≥ 0 :
∑
{x,y}⊂η
φ(x− y) ≥ −Bφ|η|, ∀ η ∈ Γ0,
such that ∫
Rd
dx
∣∣e−φ(x) − 1∣∣ < (2e1+2Bφ)−1
(high temperature-high temperature regime), the authors have considered an
equilibrium Kawasaki dynamics which generator Lε is given by (44) for c
defined as in (48) for s = 0 and a replaced by the function εda(ε·). We
observe that such a dynamics exists due to [KLR07]. Then it has been shown
that the generators Lε converge to
−α
∑
x∈γ
(F (γ \ x)− F (γ))− α
∫
Rd
dx e−E(x,γ) (F (γ ∪ x)− F (γ)) ,
which is the generator of an equilibrium Glauber dynamics. Here α :=
k
(1)
µ
∫
Rd
dx a(x) for k
(1)
µ := kµ↾Γ(1) being the first correlation function of the
initial distribution µ.
4.2.2 Free hopping particles
In the free Kawasaki dynamics case one has φ ≡ 0, meaning that particles
hop freely over the space Rd. Therefore, all previous considerations hold for
this special case. In particular, for every even function 0 ≤ a ∈ L1(Rd, dx)
the construction done in [KLR07] yields the existence of an equilibrium free
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Kawasaki dynamics. Actually, in this case the generator L is a second quan-
tization operator which leads to a simpler situation. The existence result
extends to the non-equilibrium case [KLR07] for a wide class of initial config-
urations also identified in [KLR07]. This allows the study done in [KKO+07]
of the large time asymptotic behaviours and hydrodynamical limits.
4.2.3 Polynomial rates
In applications one may also consider rates of polynomial type, i.e.,
c(x, y, γ) =
∑
{x1,...,xp}⊂γ\x
c(p)x,y(x1, ..., xp) = (Kc˜
(p)
x,y)(γ \ x)
for some symmetric function 0 ≤ c
(p)
x,y ∈ L1((Rd)p, dx1...dxp), x ∈ Rd, p ∈ N,
where
(c˜(p)x,y)(η) :=


c
(p)
x,y(x1, ..., xp), if η = {x1, ..., xp} ∈ Γ
(p)
0, otherwise
.
A straightforward application of the general results obtained in Subsection
4.1 yields for this case the expressions
(LˆG)(η) =
∑
x∈η
∫
Rd
dy
(
c˜(p)x,y ⋆ (G(· ∪ y)−G(· ∪ x))
)
(η \ x), (54)
and
(Lˆ∗k)(η)
=
∑
y∈η
p∑
i=0
1
i!
∫
Γ(i)
dm(i)(ξ)
∫
Rd
dx k(ξ ∪ (η\y) ∪ x)
∑
ζ⊂η\y
|ζ|=p−i
c˜(p)x,y(ξ ∪ ζ)
−
p∑
i=0
1
i!
∫
Γ(i)
dm(i)(ξ) k(ξ ∪ η)
∑
x∈η
∑
ζ⊂η\x
|ζ|=p−i
∫
Rd
dy c˜(p)x,y(ξ ∪ ζ), (55)
where m(i) is the measure on Γ(i) defined in Example 1 (Subsection 2.1). In
terms of Bogoliubov functionals, the statement of Proposition 20 leads now
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to
(L˜B)(θ) = (56)
1
p!
∫
Γ(p)
dm(p)(η) eλ(θ + 1, η)
∫
Rd
dx (Dp+1B)(θ, η ∪ x)
∫
Rd
dy c˜(p)x,y(η)(θ(y)− θ(x)).
As a particular realization, one may consider
c(x, y, γ) = b(x, y) +
∑
x1∈γ\x
c(1)x,y(x1) = K
(
b(x, y)eλ(0) + c˜
(1)
x,y
)
(γ \ x),
where b is a function independent of γ. From the previous considerations we
obtain
(LˆG)(η) =
∑
x∈η
∫
Rd
dy b(x, y)(G((η \ x) ∪ y)−G(η)) (57)
+
∑
x∈η
∑
x1∈η\x
∫
Rd
dy c(1)x,y(x1)(G((η \ {x, x1}) ∪ y)−G(η \ x1))
+
∑
x∈η
∫
Rd
dy (G((η \ x) ∪ y)−G(η))
∑
x1∈η\x
c(1)x,y(x1),
and
(Lˆ∗k)(η) =
∑
y∈η
∫
Rd
dx1
∫
Rd
dx k(x1 ∪ (η \ y) ∪ x)c
(1)
x,y(x1) (58)
−
∫
Rd
dx1 k(η ∪ x1)
∑
x∈η
∫
Rd
dy c(1)x,y(x1)
+
∑
y∈η
∫
Rd
dx k((η \ y) ∪ x)
(
b(x, y) +
∑
x1∈η\y
c(1)x,y(x1)
)
−k(η)
∑
x∈η
∫
Rd
dy
(
b(x, y) +
∑
x1∈η\x
c(1)x,y(x1)
)
.
In addition,
(L˜B)(θ) =
∫
Rd
dx
δB(θ)
δθ(x)
∫
Rd
dy b(x, y)(θ(y)− θ(x)) (59)
+
∫
Rd
dx1 (θ(x1) + 1)
∫
Rd
dx
δ2B(θ)
δθ(x1)δθ(x)
∫
Rd
dy c(1)x,y(x1)(θ(y)− θ(x)).
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4.3 Other conservative jumps processes
Before we have analyzed individual hops of particles. We may also analyze
hops of groups of n ≥ 2 particles. Dynamically this means that at each
random moment of time a group of n particles randomly hops over the space
Rd according to a rate which depends on the configuration of the whole
system at that time. In terms of generators this behaviour is described by
(LF )(γ) =
∑
{x1,...,xn}⊂γ
∫
Rd
dy1 . . .
∫
Rd
dyn c({x1, . . . , xn}, {y1, . . . , yn}, γ)
· (F (γ \ {x1, . . . , xn} ∪ {y1, . . . , yn})− F (γ)) , (60)
where c({x1, . . . , xn}, {y1, . . . , yn}, γ) ≥ 0 indicates the rate at which a group
of n particles located at x1, . . . , xn (xi 6= xj , i 6= j) in a configuration γ hops
to the sites y1, . . . , yn (yi 6= yj, i 6= j). As before, we consider the case
c({x1, ..., xn}, {y1, ..., yn}, γ) = (KC{xi},{yi})(γ \ {x1, ..., xn}) ≥ 0,
where C{xi},{yi} := C{x1,...,xn},{y1,...,yn}. Similar calculations lead then to the
expressions
(LˆG)(η) = (61)
ıF∞
k=n Γ
(k)(η)
∑
{x1,...,xn}⊂η
∫
Rd
dy1...
∫
Rd
dyn
∑
ξ⊂{y1,...,yn}
(
C{xi},{yi} ⋆ G(· ∪ ξ)
)
(η \ {x1, ..., xn})
−ıF∞
k=n Γ
(k)(η)
∑
{x1,...,xn}⊂η
∫
Rd
dy1...
∫
Rd
dyn
∑
ξ⊂{x1,...,xn}
(
C{xi},{yi} ⋆ G(· ∪ ξ)
)
(η \ {x1, ..., xn}),
and
(Lˆ∗k)(η) =
∫
Γ0
dλ(ζ)
∫
Γ(n)
dm(n)(ξ)
∑
η1⊂η
k(ζ ∪ (η \ η1) ∪ ξ) (62)
·
∫
Γ0
dλ(τ)ıΓ(n)(η1 ∪ τ)
∑
η2⊂η\η1
Cξ,η1∪τ (ζ ∪ η2)
−
∫
Γ0
dλ(ζ)
∫
Γ0
dλ(ξ) k(ζ ∪ η ∪ ξ)
∑
η1⊂η
ıΓ(n)(η1 ∪ ξ)
·
∫
Γ(n)
dm(n)(τ)
∑
η2⊂η\η1
Cη1∪ξ,τ(ζ ∪ η2).
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Moreover
(L˜B)(θ) =
1
n!
∫
Γ0
dλ(η) eλ(θ + 1, η)
∫
Γ(n)
dm(n)(ξ) (D|η|+nB)(θ, η ∪ ξ)
·
∫
Γ(n)
dm(n)(ζ)Cξ,ζ(η)
(
eλ(θ + 1, ζ)− eλ(θ + 1, ξ)
)
. (63)
Remark 24 If the rate c does not depend on the configuration,
c({x1, . . . , xn}, {y1, . . . , yn}, γ) = c({x1, . . . , xn}, {y1, . . . , yn}),
one can show that each Poisson measure πz, z > 0, is invariant. If, in addi-
tion, the rate c({x1, . . . , xn}, {y1, . . . , yn}) is symmetric in x1, . . . , xn, y1, . . . , yn,
then these Poisson measures are symmetrizing.
In particular, the conditions of the previous Remark hold for n = 2 and
C{x1,x2},{y1,y2} = p(x1 − y1)p(x1 − y2)p(x2 − y1)p(x2 − y2)eλ(0),
where p : Rd → R+0 is either an even or an odd function. In this case,
denoting by c(x1, x2, y1, y2) = p(x1 − y1)p(x1 − y2)p(x2 − y1)p(x2 − y2), one
obtains the following explicit formulas(
LˆG
)
(η) (64)
= ı|η|≥2
∑
{x,y}⊂η
∫
Rd
dx′
∫
Rd
dy′c (x, y, x′, y′) [G (η ∪ {x′, y′} \ {x, y})−G (η)]
+2ı|η|≥2
∑
{x,y}⊂η
∫
Rd
dx′G (η ∪ x′ \ {x, y})
∫
Rd
dy′c (x, y, x′, y′)
−ı|η|≥2
∑
{x,y}⊂η
(G (η \ x) +G (η \ y))
∫
Rd
dx′
∫
Rd
dy′c (x, y, x′, y′) ,
and
(Lˆ∗k)(η) (65)
= ı|η|≥2
∑
{x,y}⊂η
∫
Rd
dx′
∫
Rd
dy′c (x, y, x′, y′) [k (η ∪ {x′, y′} \ {x, y})− k (η)]
+
∑
x∈η
∫
Rd
dx′
∫
Rd
dy′
∫
Rd
dy c (x, y, x′, y′) [k(η ∪ {x′, y′} \ x)− k(η ∪ y)] .
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Additionally,
(L˜B)(θ) =
1
2
∫
Rd
dx
∫
Rd
dy
δ2B(θ)
δθ(x)δθ(y)
∫
Rd
dx′
∫
Rd
dy′ c(x, y, x′, y′) (66)
· [(θ(x′) + 1)(θ(y′) + 1)− (θ(x) + 1)(θ(y) + 1)] .
Acknowledgments
This work was supported by DFG through SFB-701 (Bielefeld University)
and by FCT POCI, PDCT, and PTDC, FEDER.
References
[BKKL99] Yu. M. Berezansky, Yu. G. Kondratiev, T. Kuna, and E. W.
Lytvynov. On a spectral representation for correlation measures
in configuration space analysis. Methods Funct. Anal. Topology,
5(4):87–100, 1999.
[Bog46] N. N. Bogoliubov. Problems of a Dynamical Theory in Statisti-
cal Physics. Gostekhisdat, Moscow, 1946. (in Russian). English
translation in J. de Boer and G. E. Uhlenbeck (editors), Studies
in Statistical Mechanics , volume 1, pages 1–118. North-Holland,
Amsterdam, 1962.
[CR79] C. Cocozza and M. Roussignol. Unicite` d’un processus de nais-
sance et mort sur la droite re´elle. Ann. Inst. H. Poincare´ Sect. B,
15:93–106, 1979.
[FKL07] D. L. Finkelshtein, Yu. G. Kondratiev, and E. W. Lytvynov.
Equilibrium Glauber dynamics of continuous particle systems as
a scaling limit of Kawasaki dynamics. Random Oper. Stochastic
Equations (to appear).
[FKO07] D. L. Finkelshtein, Yu. G. Kondratiev, and M. J. Oliveira. Markov
evolutions and hierarchical equations in the continuum II. Multi-
component systems. In preparation, 2007.
[Glo¨81] E. Glo¨tzl. Time reversible and Gibbsian point processes. I. Marko-
vian spatial birth and death processes on a general phase space.
Math. Nachr., 102:217–222, 1981.
44
[Glo¨82] E. Glo¨tzl. Time reversible and Gibbsian point processes. II.
Markovian particle jump processes on a general phase space.
Math. Nachr., 106:62–71, 1982.
[HS78] R. Holley and D. W. Stroock. Nearest neighbor birth and death
processes on the real line. Acta Math., 140:103–154, 1978.
[KK02] Yu. G. Kondratiev and T. Kuna. Harmonic analysis on config-
uration space I. General theory. Infin. Dimens. Anal. Quantum
Probab. Relat. Top., 5(2):201–233, 2002.
[KK03] Yu. G. Kondratiev and T. Kuna. Correlation functionals for
Gibbs measures and Ruelle bounds. Methods Funct. Anal. Topol-
ogy, 9(1):9–58, 2003.
[KK07] Yu. G. Kondratiev and T. Kuna. Harmonic analysis on configu-
ration space II. Bogoliubov functional and equilibrium states. In
preparation, 2007.
[KKO04] Yu. G. Kondratiev, T. Kuna, and M. J. Oliveira. On the relations
between Poissonian white noise analysis and harmonic analysis on
configuration spaces. J. Funct. Anal., 213(1):1–30, 2004.
[KKO06] Yu. G. Kondratiev, T. Kuna, and M. J. Oliveira. Holomorphic
Bogoliubov functionals for interacting particle systems in contin-
uum. J. Funct. Anal., 238(2):375–404, 2006.
[KKO+07] Yu. G. Kondratiev, T. Kuna, M. J. Oliveira, J. L. Silva, and
L. Streit. Hydrodynamic limits for the free Kawasaki dynamics
of continuous particle systems. In preparation, 2007.
[KKP07] Yu. Kondratiev, O. Kutoviy, and S. Pirogov. On the continuous
contact model. In preparation, 2007.
[KKZ06] Yu. Kondratiev, O. Kutoviy, and E. Zhizhina. Nonequilib-
rium Glauber-type dynamics in continuum. J. Math. Phys.,
47(11):113501, 2006.
[KL05] Yu. Kondratiev and E. Lytvynov. Glauber dynamics of contin-
uous particle systems. Ann. Inst. H. Poincare´ Probab. Statist.,
41:685–702, 2005.
45
[KLR07] Yu. G. Kondratiev, E. Lytvynov, and M. Ro¨ckner. Equilibrium
Kawasaki dynamics of continuous particle systems. Infin. Di-
mens. Anal. Quantum Probab. Relat. Top., 10(2):185–209, 2007.
[KLR06] Yu. Kondratiev, E. Lytvynov, and M. Ro¨ckner. Infinite interact-
ing diffusion particles I: Equilibrium process and its scaling limit.
Forum Math., 18:9–43, 2006.
[KLR07] Yu. G. Kondratiev, E. Lytvynov, and M. Ro¨ckner. Non-
equilibrium stochastic dynamics in continuum: the free case.
arXiv:math.PR/0701736 Preprint, 2007.
[KS06] Yu. Kondratiev and A. Skorokhod. On contact processes in con-
tinuum. Infin. Dimens. Anal. Quantum Probab. Relat. Top.,
9(2):187–198, 2006.
[Kun99] T. Kuna. Studies in Configuration Space Analysis and Appli-
cations. PhD thesis, Bonner Mathematische Schriften Nr. 324,
University of Bonn, 1999.
[Len73] A. Lenard. Correlation functions and the uniqueness of the state
in classical statistical mechanics. Commun. Math. Phys., 30:35–
44, 1973.
[Len75a] A. Lenard. States of classical statistical mechanical systems of
infinitely many particles I. Arch. Rational Mech. Anal., 59:219–
239, 1975.
[Len75b] A. Lenard. States of classical statistical mechanical systems of
infinitely many particles II. Arch. Rational Mech. Anal., 59:241–
256, 1975.
[Lig85] T. M. Liggett. Interacting Particle Systems. Springer Verlag,
New York, 1985.
[Lig99] T. M. Liggett. Stochastic Interacting Systems: Contact, Voter
and Exclusion Processes. Springer Verlag, Berlin, 1999.
[LS81] H. W. Lotwick and B. W. Silverman. Convergence of spatial
birth-and-death processes. Math. Proc. Cambridge Philos. Soc.,
90(1):155–165, 1981.
46
[Møl89] J. Møller. On the rate of convergence of spatial birth-and-death
processes. Ann. Inst. Statist. Math., 41:565–581, 1989.
[NZ79] X. X. Nguyen and H. Zessin. Integral and differential characteri-
zations of the Gibbs process. Math. Nachr., 88:105–115, 1979.
[Oli02] M. J. Oliveira. Configuration Space Analysis and Poissonian
White Noise Analysis. PhD thesis, Faculty of Sciences, University
of Lisbon, 2002.
[Pre75] C. Preston. Spatial birth-and-death processes. In Proceedings of
the 40th Session of the International Statistical Institute (War-
saw, 1975), volume 2, 1975. Bull. Inst. Internat. Statist. 46
(1975), 371–391.
47
