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Volume increasing processes in rocks can induce various types of fractures, such as hierarchical domain
division of the unreacted material and spalling of the reacted material. The mechanism responsible for
the selection of a particular fracture type is generally not known. We study such deformations and
fracture mechanisms in a simpliﬁed system with a range of numerical techniques, and ﬁnd that sharpness
of reaction fronts and magnitude of volume increase are the main parameters controlling which fracture
type forms. Spalling dominates when there is sharp reaction fronts and large magnitude of volume
change, otherwise, we get mainly domain dividing fractures. Increasing reaction front sharpness and
magnitude of volume change also increases the fracture density, and we argue that the change in fracture
density can be important for the viability of in situ CO2 sequestration in ultramaﬁc rock.
© 2014 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-SA license.1. Introduction
In situ CO2 sequestration in ultramaﬁc rocks has been sug-
gested as a means for permanent storage of anthropogenically pro-
duced CO2 (Kelemen and Matter, 2008; Matter and Kelemen, 2009;
Kelemen et al., 2011, and references therein). In this process,
cations of magnesium, iron and calcium in the ultramaﬁc rock
are dissolved, and carbonate minerals as magnesite, siderite and
calcite precipitate. Naturally occurring carbonation has been ob-
served in a variety of different settings, e.g. partially serpentinized
olivine at the Mid-Atlantic ridge (Andreani et al., 2009), man-
tle peridotite in Oman (Kelemen and Matter, 2008), serpentinized
peridotite under subarctic conditions in Norway (Beinlich and Aus-
trheim, 2012) and ophicarbonates in the Italian Alps (Ferry, 1995).
The estimated carbonation rates are generally far too slow to
be of any practical importance for industrial scale CO2 seques-
tration, but through various means such as heating of the rock,
increasing partial pressure of CO2 and fracking of the rock, it
has been estimated that the overall carbonation rate can be in-
creased by eight to nine orders of magnitude (Rudge et al., 2010;
Kelemen and Matter, 2008). This indicates that accelerated carbon-
ation is potentially a viable option for permanent CO2 sequestra-
tion, although it is still unknown whether growth of carbonates in
pore space during the carbonation process will reduce permeabil-
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0012-821X © 2014 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-Sity and limit the extent of reaction, as indicated by Hövelmann et
al. (2012), or if the rock will remain permeable.
Rudge et al. (2010) assumed that net volume increase during
the carbonation reaction can make the rock fracture, thus opening
new ﬂuid pathways into the rock and giving access to fresh, unre-
acted surfaces. This could help maintain permeability and serve as
a positive feedback in the carbonation process. They also assumed
that the fracture formation gives a stable front of reaction; and
fractures that are moving into the rock with constant velocity,
and they studied different means for increasing the front velocity,
and thereby also the total carbonation rate. Andreani et al. (2009)
studied the differences between fractures with preferential ﬂow,
fractures with reduced ﬂow and fractures with very low ﬂow in a
carbonation process, and found that fractures with very low ﬂow
tended to be clogged by carbonates. Thus, the behaviour of the sys-
tem during carbonation can be expected to depend on details of
the fracture pattern, possibly with some fracture systems getting
clogged by carbonate growth and some remaining open to trans-
port. If increases in total carbonation rate can change the fracture
pattern formed in a carbonation process, this indicates that the
fracture pattern formation can be an important feedback in the to-
tal carbonation rate. Understanding fracture pattern formation can
thus potentially be important in engineering industrial scale CO2
sequestration. The possibility of changes in fracture pattern when
the carbonation rate is artiﬁcially increased seems largely to have
been ignored.A license.
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studied in a variety of different settings, e.g. weathering of do-
lerites (Røyne et al., 2008), replacement reactions in silica-poor
igneous rocks (Jamtveit et al., 2009), heat expansion of clay spheres
(Preston and White, 1934) and element exchange in alkali feldspar
(Neusser et al., 2012). Røyne et al. (2008) observed both spheri-
cal weathering and hierarchical domain division on a metre scale
in the same outcrops, and Jamtveit et al. (2009) observed both
fractures resembling the spalling of outer layers during spheri-
cal weathering and hierarchical domain divisions on a micrometre
scale. Preston and White (1934) studied spalling and domain di-
vision in clay spheres on a decimetre scale while heating them
in an oven, thereby introducing stresses due to heat expansion.
They found domain divisions at low external temperature, and a
tendency to spall at higher temperatures, with the pieces break-
ing off getting thinner as the temperature was further increased.
Neusser et al. (2012) studied exchange of potassium and sodium
in alkali feldspars, getting a volume increase when potassium re-
placed sodium. They found spalling for sharp reaction fronts, and
domain divisions when the compositional shift in the feldspar
was more subtle. Both Røyne et al. (2008) and Jamtveit et al.
(2009) have reproduced some of the observations using numer-
ical models, but there is still a lack of detailed understanding
of the conditions under which the different fracture types are
formed.
In this work, we perform a numerical study of initiation and
growth of planar tensile and shear fractures during a general vol-
ume increasing process, to ﬁnd the conditions where different frac-
ture patterns form. We model the process as a volume increasing
chemical reaction, and use a ﬁnite difference model (FDM) and a
ﬁnite element model (FEM) to study initiation of fractures in one
and two dimensions, respectively. Then, we use a discrete element
model (DEM) to study both initiation and subsequent growth of
individual fractures. The three different models have different ad-
vantages, and complement each other. In all the cases, we solve
a reaction–diffusion equation for the chemicals based on the ap-
proach used by Rudge et al. (2010) to ﬁnd the extent of reaction,
and assume a linear volume increase when the extent of reaction
is increased. We then use the volume increase as input to a me-
chanical model in either FDM, FEM or DEM.
Unlike the work by Røyne et al. (2008), our focus is single do-
mains without feedback from fracture transport. This simpliﬁcation
of the process allows us to gain deeper insights into the nature of
fracture initiation under volume expansion, and map out a large
parameter space. From this parameter study, we ﬁnd the param-
eters controlling initiation and growth of different fracture types,
and discuss the effect this could have on CO2 sequestration.
2. Methods
The models describe the elastic behaviour of a solid undergoing
a local chemical reaction leading to a volume increase. We assume
that independent of the speciﬁc microscopic reaction mechanism,
the reaction can be described as a type of recrystallisation for
bulk material, in which partly reacted material can be present and
full transfer of stress from reacted to unreacted material is pos-
sible. We let a mobile reactant W be transported into the solid
by effective diffusion, and let this reactant be consumed in a sim-
pliﬁed chemical reaction converting the initial solid reactant A to
the solid product B . The volume of the solid increases linearly
with extent of reaction, up to a given maximum change for a
completely reacted solid containing only B . The volume change is
then used as input to elastic solvers, to ﬁnd the mechanical be-
haviour.2.1. The reaction–diffusion process
For the reaction–diffusion process, we use the formulation in-
troduced by Rudge et al. (2010), in which the following simpliﬁed
second order reaction is considered:
ρW + sA → B
where W is a mobile phase, A an immobile solid and B the immo-
bile solid formed by the reaction, and ρ and s are stoichiometric
constants. Rudge et al. (2010) let the mobile phase W be trans-
ported with an effective diffusivity D , and let the product B be
formed at a rate Q deﬁned as Q = kwa, where w(x, t) is the
concentration of the mobile phase W (molm−3) and a(x, t) is the
concentration of the immobile solid A (molm−3), letting x denote
position vector and t denote time. k is the rate constant for the re-
action (mol−1 m3 s−1). When we introduce b(x, t) as the amount
of produced immobile solid B (molm−3), the process can be de-
scribed by the equation system
∂w
∂t
= D∇2w − ρQ (1)
∂a
∂t
= −sQ (2)
∂b
∂t
= Q (3)
For convenience, Rudge et al. (2010) introduces the rate con-
stant (s−1) κ = skw0, which results in the rate of product forma-
tion Q = κ ww0 a.
For a domain Ω with boundary dΩ we introduce the boundary
condition
w(x, t) = w0, x ∈ dΩ (4)
and initial conditions
w(x,0) = 0, x ∈ Ω\dΩ (5)
a(x,0) = a0, x ∈ Ω (6)
b(x,0) = 0, x ∈ Ω (7)
We deﬁne b0 = a0s , which is the amount of B formed when all
of A is reacted. Then, we introduce dimensionless variables w∗ =
w
w0
, a∗ = aa0 , b∗ = bb0 , ∇∗ = R∇ , x∗ = xR and t∗ = tDR2 . Here, R is
used as a typical domain dimension, and for a circular geometry,
it will be taken as the domain radius. Notice that the time scale
here is made dimensionless using the diffusion time scale. From
this, we ﬁnd the dimensionless system of equations:
∂w∗
∂t∗
= ∇∗2w∗ − Γ
Θ
w∗a∗ (8)
∂a∗
∂t∗
= −Γ w∗a∗ (9)
∂b∗
∂t∗
= Γ w∗a∗ (10)
where we have deﬁned two dimensionless parameters governing
the system:
Γ = sR
2κ
D
(11)
Θ = sw0
ρa0
(12)
Versions of the factor Γ are otherwise known as the Damköhler
number II, and gives the ratio of the speed of the chemical reaction
to the speed of the diffusive reactant transport. A large Γ gives a
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reaction front, whereas a small Γ gives a diffuse front.
Θ describes to what degree the reactant transport is rate limit-
ing. A small Θ means that a lot more mobile reactant W than the
maximum amount present in pore space is needed to completely
react the solid, whereas a high Θ means that even a relatively low
amount of W will be suﬃcient to completely react the solid.
We denote the dimensionless domain Ω∗ , and the boundary of
this domain dΩ∗ . The boundary condition now becomes
w∗
(
x∗, t∗
)= 1, x∗ ∈ dΩ∗ (13)
and with initial conditions
w
(
x∗,0
)= 0, x ∈ Ω∗\dΩ∗ (14)
a
(
x∗,0
)= 1, x ∈ Ω∗ (15)
b
(
x∗,0
)= 0, x ∈ Ω∗ (16)
For the 1D model, we assume a circular domain with radius R
and dimensionless radial position r∗ ∈ [0,1], and recast the system
in dimensionless polar coordinates as
∂w∗
∂t∗
= 1
r∗
∂
∂r∗
(
r∗ ∂w
∗
∂r∗
)
− Γ
Θ
w∗a∗ (17)
∂a∗
∂t∗
= −Γ w∗a∗ (18)
∂b∗
∂t∗
= Γ w∗a∗ (19)
The boundary condition now becomes
w∗
(
1, t∗
)= 1 (20)
and the initial conditions become
w∗
(
r∗,0
)= 0, r∗ ∈ [0,1) (21)
a∗
(
r∗,0
)= 1, r∗ ∈ [0,1] (22)
b∗
(
r∗,0
)= 0, r∗ ∈ [0,1] (23)
We assume an isotropic and homogeneous diffusion and reac-
tion, and neglect any changes to permeability and porosity due to
the reaction and potential fracture formation.
In FDM, we solve the system deﬁned by Eqs. (17)–(23) using a
standard implicit discretisation with centered differences. In FEM,
we solve the system deﬁned by Eqs. (8)–(16) using an implicit ﬁrst
order scheme on the temporal derivative and use a weak formu-
lation of Galerkin FEM on a triangular grid with ﬁrst order shape
functions. To ﬁnd the concentrations b using DEM, we use the DEM
nodes for a discretisation of the system deﬁned by Eqs. (8)–(16) in
a ﬁnite difference style. The basic idea is that we deﬁne concentra-
tions wi , ai , bi for each DEM node i, and solve for transport of W
between neighbour nodes and local consumption of W to ﬁnd wi
using a reworked version of Eq. (8). Then, we use a reworked ver-
sion of Eqs. (9)–(10) to calculate ai and bi for every node. Details
are given in Appendix B. The boundary condition is implemented
by setting w j = 1 for all nodes j located at the domain boundary
at each time step. Initial conditions are set by setting wi = 0 for all
nodes i except nodes at boundary, and set ai = 1 and bi = 0 for all
nodes i. The concentrations bi are given as input to the mechanical
DEM model.
2.2. Elastic models
To solve the mechanical problem, we use three different meth-
ods, a 1D ﬁnite difference method (FDM), a 2D ﬁnite element
method (FEM) and a 2D discrete element model (DEM). In the 1Dmodel, we assume axial symmetry in a circular domain. This gives
a model valid until the ﬁrst fracture would be formed, thus break-
ing symmetry. In 2D FEM, we are able to study behaviour of more
complex domains, but we are still limited to studying the ﬁrst frac-
ture formed. In 2D DEM, we are able to study both the initiation
of fractures, and the subsequent growth of fractures for any do-
main.
The FDM is a continuum based model, solving directly a sim-
pliﬁed version of the equations of linear elasticity for a circular
domain in cylindrical coordinates for the dimensionless displace-
ment u. The full analysis is presented in Appendix A, with the ﬁnal
equation repeated here:
∂2u
∂r2
+ 1
r
∂u
∂r
− 1
r2
u = 1+ ν
1− ν
∂ε∗
∂r
(24)
where r represents radial position in dimensionless coordinates,
ν is Poisson’s ratio and ε∗ is the eigenstrain due to the reaction
deﬁned as (Timoshenko and Goodier, 1970, Chapter 13)
ε∗ = 1
3(1− ν)

V
V
b
b0
(25)
We discretise the system using a centered difference scheme.
For each eigenstrain, determined from the reaction–diffusion pro-
cess, the displacement is found, and we use displacement to ﬁnd
stresses.
The FEM is also a continuum based model, in which we solve
the full equations of linear elasticity in 2D, assuming plane strain.
We use a weak formulation of Galerkin FEM, and use a triangular
grid with ﬁrst order shape functions. The stress–strain relations
are the same as given in Eqs. (A.2)–(A.4), replacing rr and θθ by
xx and yy, respectively, for use in a Cartesian coordinate system.
The same eigenstrain as deﬁned in Eq. (25) is used for introducing
volume change in FEM.
The discrete element model is a beam-based model, which was
ﬁrst introduced in a simpler version by Cundall and Strack (1979).
We model the solid as consisting of a collection of separate cir-
cular nodes that ﬁll the entire domain. The nodes are connected
by beams withstanding both tensile and shear stresses. A fracture
is represented by the irreversible removal of a beam when the
stresses become too high locally. We use a quasistatic approach,
assuming that the material will always reach equilibrium at each
time step. Forces between nodes are linearised, and we solve the
linear system of equations using the conjugate gradient method.
We have used an unstructured grid, to avoid grid-induced bias
in fracture directions. The nodes are randomly placed on the grid,
and have unequal radiuses linearly distributed within ±20% of the
mean radius, enough to assure that an ordered geometrical ar-
rangement does not occur, according to André et al. (2012). The
collection of nodes is ﬁrst relaxed to an equilibrium state using
only solid sphere contact forces in a box with periodic bound-
ary conditions, then beams are connected between nodes within
a given cutoff distance of each other. This process gives a square
domain, and we remove everything outside a circle to make a cir-
cular geometry. The equilibrium length Leq of each beam is set to
the distance between the center of the two nodes it connects. We
introduce a scaling parameter α = Leqri+r j , where ri and r j are ra-
diuses of the nodes the beam connects, to relate equilibrium length
of the beam to node radius.
The volume increase is introduced by increasing the radius rn
of node n according to the relation
rn = rn,0
(
1+ 
V
V
b∗n
)1/3
(26)
where rn,0 is the initial radius of the node, b∗n is the dimensionless
amount of B in node n and 
V is the total volume change in theV
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and j after the nodes have expanded is then computed as
Leq,i j = α(ri + r j) (27)
The equilibrium length of the beam is thus increased, trying to ex-
pand the solid. If the material is prevented from expanding freely
by e.g. conﬁnement or connection to parts of the solid that are not
expanding, stresses will build up in the material.
We assume the material to be isotropic. For all solvers, we as-
sume that the boundary of the domain is mechanically free, to
avoid the extra complication of having to study the effect of differ-
ent lithostatic pressures. In the real world, there would be stress
relaxation processes (see e.g. Fletcher and Merino, 2001). The com-
petition between the time scales of stress buildup and stress relax-
ation is outside the scope of this paper, and is thus ignored.
The FDM and FEM solvers were benchmarked by inserting dif-
fusion proﬁles for B with known analytical solutions for the elas-
ticity problem. The DEM code is then benchmarked against FDM
and FEM using a reaction–diffusion proﬁle for B (details are pre-
sented in Appendix C, Fig. C.8).
2.3. Fracture criteria
We model failure using the Coulomb criterion, as deﬁned by
Pollard and Fletcher (2005), rewritten in the form:
σCC =
[(
1+ μ2i
)1/2 + μi]2σ1 − σ3 − Cu > 0 (28)
where σ1 and σ3 are the major and minor principal stress, respec-
tively, μi is the internal friction coeﬃcient and Cu is the uniaxial
compressive strength of the material, deﬁning the situation where
a shear fracture will occur. We will in the following use the term
Coulomb stress to refer to σCC .
In addition, we have the tensile criterion σ1 > Tu , in which Tu
is the uniaxial tensile strength of the material, giving the state at
which a tensile fracture will form. Depending on the situation, ei-
ther of the two criteria could be fulﬁlled ﬁrst.
In FDM and FEM, it is straightforward to use these criteria,
as we are solving for displacement and can calculate stress using
displacement–stress relations. In DEM, our primary variables are
the positions of nodes, and we need to compute the stress state
in the material to be able to use the fracture criteria. We ﬁnd the
stress at each node using the sum of forces acting on the node,
and then assume the stress state in each beam to be equal to the
mean value of the stress in the nodes it connects.
2.4. Parameter estimates
The behaviour of the reaction–diffusion part of the problem is
completely determined by Γ and Θ , so we need reasonable es-
timates of them. In a rough estimate of magnitudes we neglect
stoichiometric constants, as these are often close to unity (see e.g.
Kelemen et al., 2011, for reaction details). For a serpentinization
process we assume equal molar volumes for the mobile reactant
water and the solid rock, as they are of the same order of magni-
tude. With these assumptions, Θ ≈ Vw/Va for a serpentinization
process, where Vw is the volume of water in pore space, and Va
is the volume occupied by solid A. We limit our study to rocks
containing pure A, in which Va is the entire solid volume, but in
principle, the rock could contain only a small fraction of A. For
low porosity rocks, the fraction Vw/Va is close to the porosity of
the rock. Thus, setting Θ equal to porosity is a decent approxima-
tion for serpentinization. Reasonable values for porosity reach from
more than 10−1 to less than 10−4 for tight rocks. For a carbonation
process, in which the mobile reactant is CO2 dissolved in water,
we also need to take into account the solubility of CO2 in water,since including the entire pore space in Θ is in this case clearly an
overestimate. The solubility depends mainly on pressure, by Hen-
ry’s Law the solubility increases linearly with increasing pressure,
whereas temperature increase from 25 ◦C to 185 ◦C is reducing the
solubility by an order of magnitude (e.g. Ellis and Golding, 1963).
At atmospheric partial pressures of CO2, the solubility is of order
10−7, increasing to order 10−2 at 15 MPa and 185 ◦C (e.g. Ellis and
Golding, 1963), the conditions suggested by Kelemen et al. (2011)
for industrial sequestration of CO2. Thus, we can expect that Θ is
two to seven orders of magnitude lower for carbonation than for
serpentinization.
Reaction rates κ for serpentinization and carbonation are given
in parametrised form by Kelemen and Matter (2008). Serpentiniza-
tion rates are found to be in the range 10−11 s−1–10−6 s−1 for
temperatures from 25 ◦C to the optimal temperature 260 ◦C. Car-
bonation rates are in the range 10−11 s−1–10−4 s−1 for temper-
atures from 25 ◦C with atmospheric CO2 levels to the optimal
temperature 185 ◦C and 15 MPa partial pressure of CO2. The ef-
fective diffusivity in a rock is usually assumed to be proportional
to porosity and diffusion of water in water for polycrystalline rocks
(e.g. Watson and Baxter, 2007). Using measured data from Krynicki
et al. (1978), we ﬁnd diffusion constants for diffusion of water in
water ranging from 2 · 10−9 m2 s−1 to 3 · 10−8 m2 s−1 for temper-
atures ranging from 25 ◦C to 260 ◦C, where the diffusion constant
for 260 ◦C is extrapolated from 225 ◦C. This gives for the suggested
porosity range effective diffusivities in the range 10−13 m2 s−1 to
10−9 m2 s−1. Notice that Rudge et al. (2010) suggest diffusion con-
stants for diffusion of water in water ranging from 2 ·10−11 m2 s−1
to 10−10 m2 s−1 for temperatures ranging from 50 ◦C to 185 ◦C
based on an extrapolation of high temperature data from Farver
and Yund (1992). This indicates an approximately two orders of
magnitude lower effective diffusivity, but with roughly the same
temperature dependence. Since effective diffusivity is usually de-
termined by diffusion along grain boundaries between mineral
grains (Watson and Baxter, 2007), we can expect several orders
of magnitude slower transport if we study a single grain instead
of bulk rock. Relevant domain dimensions range from metres in
an outcrop to less than a millimetre. Thus, assuming a stoichio-
metric constant s close to unity, relevant values for Γ range from
10−7 to 1010 for carbonation. The upper limit is based on effective
diffusivity from Rudge et al. (2010) at 185 ◦C, and the lower limit
is based on data from Krynicki et al. (1978) at 25 ◦C. Since water
is consumed in a serpentinization reaction, this could give a local
drop in pore pressure, leading to pressure gradients and faster ef-
fective diffusion. In addition, the reaction rate for serpentinization
at optimal temperature is two orders of magnitude lower than for
carbonation. It can thus be expected that serpentinization has sev-
eral orders of magnitude lower Γ than carbonation.
As a summary for carbonation of rock, starting with 25 ◦C and
atmospheric pressure of CO2 at 40 Pa, heating to the suggested
temperature gives three orders of magnitude increase in Γ and
one order of magnitude reduction in Θ . Also notice that the one
order of magnitude increase in D reduces the time scale in the
dimensionless formulation an order of magnitude. Increasing the
pressure of CO2 to 15 MPa without heating gives three orders of
magnitude increase in Γ and six orders of magnitude increase
in Θ .
We also need reasonable mechanical rock properties to be able
to study the elastic behaviour of the rock. The dimensionless for-
mulation of the elasticity equation (24) is independent of Young’s
modulus E , and only depends on Poisson’s ratio ν and volume
change 
VV , in addition to the distribution of B from the reaction–
diffusion solver. We assume ν = 0.25, and limit our study to a
modest volume change of less than 1%. For the fracture criteria,
we assume typical material properties as introduced by Pollard and
Fletcher (2005), and choose Cu/E = 1/300, Cu/Tu = 16, μi = 0.9.
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for Γ = 10−1,100,101, Θ = 10−4. The sharpness of the front increases signiﬁcantly
when Γ is increased.
3. Results
In this section, we present a detailed 1D study of the behaviour
of the reaction–diffusion model and the resulting stress concen-
trations in a circular domain, before we address the DEM results
for the same simpliﬁed geometry. Finally, we present results for a
reaction–diffusion process in a real grain modelled in 2D FEM and
study the fractures formed in the same grain using DEM.
3.1. 1D model
Since the reaction–diffusion process in our simpliﬁed model
does not depend on the elastic deformations, we separate the
problem into two parts: First we address the details of the be-
haviour of the reaction–diffusion equation, and then we study the
mechanical consequences of the reaction–diffusion process.We start by studying the behaviour of changing Γ for a ﬁxed
value of Θ = 10−4. Fig. 1 shows the amount of immobile reac-
tant B present at different radial positions in the domain at the
time T = 100. We notice that increasing Γ gives a sharper reac-
tion front. This front advances rapidly into the domain during an
initial transient period while front shape is changing before an ap-
proximately steady state with a constant front shape is reached.
In the steady state the front advances into the domain with a po-
sition that increases proportionally to the square root of time, as
expected for a diffusion-limited process, when the front has not
advanced far into the domain. A deviation is observed when the
front reaches further into the domain, as studied in detail by Abart
et al. (2009).
If we instead reduce the value of Θ while Γ is kept constant,
two effects are observed: The reaction–diffusion front advances
more slowly, and the front becomes sharper. As seen in Section 2.4,
Θ  1 in systems undergoing mineral carbonation or serpentiniza-
tion. In this limit, it can be shown that the front velocity is pro-
portional to Θ , and also that the front shape depends on the ratio
Γ/Θ .
For a suﬃciently slow process, where we can assume that frac-
ture growth is much faster than the chemical reaction, the front
velocity will not affect fracture growth except for setting the time
scale for the process. The fracture pattern therefore only depends
on the ratio Γ/Θ , and changing Θ has the same effect as an
inverse change of Γ . This is also supported by Eq. (17) which
contains the ratio Γ/Θ . We can therefore span the whole range
of relevant behaviours by varying Γ while keeping Θ constant.
In this article we choose Θ = 10−4 and ignore the behaviour at
high Θ , which is not relevant for the system of interest.
The effect of changes in the shape of the reaction front on the
elastic deformation and stresses is shown in Fig. 2a–d. These ﬁg-
ures show the stress proﬁles for the three reaction fronts shown
in Fig. 1 for a volume change 
V = 0.005. The radial stress inVFig. 2. Stress distribution as function of radial position at t = 100 for the same settings as in Fig. 1, Γ = 10−1,100,101, Θ = 10−4, and 
VV = 0.005. Observe that the
individual stress components are quite similar for different Γ , apart from sharper gradients with higher Γ , but that the effect on the Coulomb stress is signiﬁcant.
O.I. Ulven et al. / Earth and Planetary Science Letters 389 (2014) 132–142 137Fig. 3. Stress development in time for Γ = 1, 
VV = 0.005, Θ = 10−4. The dotted and dashed lines show the boundaries of the reaction–diffusion front, the dotted line shows
the point where 1% of the material is reacted and the dashed line where 99% is reacted. It is clear that the tensile stress has a maximum value in the entire unreacted core,
and that the Coulomb stress has a maximum value at the outermost boundary of the reaction–diffusion front. Decreasing Θ will correspond to increasing Γ by the same
factor.
Fig. 4. Domain in temporal–radial space where the different fracture criteria are fulﬁlled for (a) Γ = 10−1, (b) Γ = 100, and (c) Γ = 101, 
VV = 0.005. Domain where the
tensile criterion is fulﬁlled is shown in light gray, whereas domain where the Coulomb criterion is fulﬁlled is shown in black. In the dark gray domain, both criteria are
fulﬁlled. For low Γ , we see that the tensile criterion is fulﬁlled ﬁrst. For higher Γ , the Coulomb criterion is fulﬁlled both earlier and closer to the surface, thus fulﬁlling that
criterion ﬁrst. All results are for Θ = 10−4, decreasing Θ will correspond to increasing Γ by the same factor.Fig. 2a is always positive, and takes its highest value in the unre-
acted core. The axial stress and tangential stress in Fig. 2b–c also
have their highest values in the unreacted core, but these stresses
are compressive in the outer, reacted part of the domain. Notice
that apart from higher gradients and curvatures for sharper re-
action fronts, the stress distributions are relatively similar in the
three cases.
Upon detailed inspection we ﬁnd that the radial stress σr is
always the largest of the three stress components and that the ax-
ial stress σz is always the lowest. Using σr as the major principal
stress component and σz as the minor principal stress component
in the Coulomb criterion given in Eq. (28), we get the Coulomb
stress as shown in Fig. 2d. We notice that the Coulomb stress
takes its highest value at a point near the reaction–diffusion front,
and that an increased Γ results in a signiﬁcantly higher Coulomb
stress. Fig. 2a–c shows that the individual stress components do
not depend on Γ to the same degree, since the stresses for dif-
ferent Γ are nearly equal except for at the reaction front. At the
reaction front, a high Γ gives a sharper transition from negative to
positive stress for σt and σz . The high Coulomb stress is a result
of the axial stress going through a sharp transition at the reaction
front, whereas the radial stress changes gradually throughout the
entire reacted zone.
Fig. 3 shows the temporal and spatial development of the
reaction–diffusion front and the resulting stresses. As the front
progresses into the domain, stresses increase. At all times, the ten-sile stress is nearly constant through the unreacted core, and has
its maximum value there. As seen previously, the Coulomb stress
takes its highest value at a point near the reaction front, and we
notice that this is valid at all times.
Using the stress proﬁles from Fig. 3 and inserting the mate-
rial strength introduced in Section 2.4, we can determine when a
failure will occur, and which type of fracture that will occur, see
Fig. 4. A systematic study of the type of the ﬁrst fracture is pre-
sented in Fig. 5, where we have run the 1D code for combinations
of 750 values for Γ and 500 values of 
VV . The code was run un-
til the ﬁrst fracture formed, or the mean concentration of reactant
B reached 99.5% without any fracture formation. We see that the
two different criteria are fulﬁlled ﬁrst in two separate domains.
The Coulomb criterion is fulﬁlled ﬁrst when both Γ and 
VV are in
the upper part of the chosen range, thus initiating a shear fracture
in the reacted material. The tensile criterion is fulﬁlled ﬁrst oth-
erwise, initiating a tensile fracture in the unreacted material. For
low Γ and volume change, we see in the plot that no fractures
will form.
The effect of changing material properties is now quite obvious.
• Reducing/increasing the uniaxial compressive strength Cu will
make the domain where the Coulomb criterion is fulﬁlled
grow/shrink.
• Reducing/increasing the uniaxial tensile strength Tu will make
the domain where the tensile criterion is fulﬁlled grow/shrink.
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of Γ and 
VV . At low Γ and

V
V , we see that no fractures will form. Eight marked
points A–H are studied further with DEM. All results are for Θ = 10−4, decreasing
Θ will correspond to increasing Γ by the same factor.
• Reducing/increasing the internal friction coeﬃcient μi will
make the domain where the Coulomb criterion is fulﬁlled
shrink/grow.
3.2. DEM results
In this section, we look in more detail at the result of initi-
ating different fracture types. We run DEM simulations for eight
different settings chosen from the phase plot in Fig. 5, with the
same material properties as in the previous section. Simulations
have been run until T = 1000, using time steps 
T = 0.01. A thick
rim of reacted material has then been formed, while the core of
the material is still unreacted.
In the DEM simulations, we observe that different values for
Γ and 
VV have a large impact on the fracture pattern formed,
as seen in eight different parameter combinations in Fig. 6. Both
increasing Γ and increasing 
VV tend to increase the fracture den-
sity, and thus reduce the size of the ﬁnal domains formed in theprocess. We notice a pattern change when we enter the domain
where shear fractures are expected. In general, the amount of frac-
tures cutting into the unreacted core material is reduced when the
Coulomb criterion is fulﬁlled ﬁrst. Going from the lower left cor-
ner of the phase plot to the upper right corner, we can also notice
that the dominating fracture direction changes from radial to tan-
gential.
From the one-dimensional results, we expect tensile fractures
to form in the unreacted core of the material. This is indeed what
we see in case E in Fig. 6. As a result the core is broken into sep-
arate domains. Increasing the volume change from case E to case
A gives an increased fracture density, but the tendency to form
mainly radial fractures is the same. With higher Γ the density of
fractures in the reacted material increases more than the density
of fractures cutting through the core. With low volume change,
primary fractures are still cutting through the core, but there is a
strong secondary growth of radial fractures at the reaction front
for large Γ , penetrating into the core at the same rate as the re-
action front. With high volume change, increasing Γ leaves the
unreacted core increasingly intact with tangential fractures break-
ing off reacted material, with higher Γ leading to thinner spalls
breaking off.
3.3. Serpentinization of olivine
Fig. 7a shows a back-scattered electron (BSE) image of an
olivine grain from the Feragen ultramaﬁc body, Eastern Norway
(see e.g. Beinlich and Austrheim, 2012, for geological setting),
being serpentinized. The initial grain shape is estimated by the
red line. We have tested our FEM and DEM approach on this
grain shape, using the following estimated parameters: grain ra-
dius R ∼ 10−4 m, porosity of a single grain is as low as 10−6.
We assume high temperature transformation from olivine to ser-
pentine, with reaction rate and effective diffusion from Section 2.4
given by κ ≈ 10−6 s−1 and D ≈ 10−13 m2 s−1. This gives Γ ≈ 0.1,
and Θ = 10−6. We assume the same mechanical properties as in
the previous section. It has been shown (Plümper et al., 2012)
that an amorphous serpentine phase is formed at the interface be-
tween olivine and serpentine. It seems reasonable to assume that
stress relaxation is fast in this amorphous layer, thus reducing theFig. 6. DEM results and concentration proﬁles for the eight points shown in Fig. 5 at time step T = 1000, showing transitions between different types of fractures. Black lines
indicate fractures. The colour scales represent the local value of the ﬁrst invariant of the stress tensor, in units of 10−3/E . Thus, bright yellow indicates a material under
tension, whereas dark brown indicates compression in each case. One can notice that the maximum tensile stresses in all cases are quite similar, whereas the maximum
compressive stress is increasing signiﬁcantly in the domain in Fig. 5 where shear fractures is expected. The white line plotted below shows the cross-sectional distribution
of the reaction product B , with completely reacted material near the edge of the domain, and unreacted material in the core. All results are for Θ = 10−4, decreasing Θ will
correspond to increasing Γ by the same factor. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
O.I. Ulven et al. / Earth and Planetary Science Letters 389 (2014) 132–142 139Fig. 7. DEM results for an olivine grain being transformed to serpentine. (a) BSE image of an assumed original olivine grain, outlined in red, partly transformed to serpentine.
(b) Reaction–diffusion proﬁle calculated using a FEM solver, showing remaining olivine in black, and serpentine in bright colour. (c) Stress in grain, presented as the ﬁrst
invariant of the stress tensor, from the DEM solver. Fractures are shown in black, stresses are in units of 10−3/E . (d) Reaction–diffusion proﬁle calculated using the DEM
solver, showing remaining olivine in brown and completely reacted serpentine in yellow. (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)stresses. Since our model does not include stress relaxation, we
set a moderate volume increase of 0.5% to avoid unphysically high
stresses, and study the initiation of fractures when the outer layer
starts expanding.
In Fig. 7b, we see the reaction–diffusion proﬁle we get when we
run the FEM solver to T ∼ 5000. The unreacted core has a shape
reminiscent of the relict olivine grains in the BSE image. Figs. 7c–d
show stress and reaction–diffusion proﬁle in the grain at T ∼ 54,
and we can notice that at this early stage, the dominating frac-
ture directions in the BSE image are to some degree reproduced by
DEM. If we let the reaction–diffusion front penetrate deeper into
the domain, we observe an increased fracture density that is not
present in the BSE image, mainly in the serpentine. This could be
due to the lack of stress relaxation in the relatively weak serpen-
tine. It could also indicate that details of the reaction mechanism
are important at this length scale, since there is strong evidence
this process is governed by a dissolution-precipitation mechanism
with chemical transitions that are sharp on a nanometre scale
(Plümper et al., 2012). In this process, there is no direct transfer
of shear stresses between the dissolved phase and the precipitated
phase, thus potentially producing lower stresses than observed us-
ing our model.
4. Discussion
In this work, we have developed simpliﬁed models including
only diffusional transport. Neglecting advective transport, we ﬁnd
that the reaction fronts move into the model domain with a po-
sition proportional to the square root of time. There is strong ev-
idence suggesting reaction fronts will move linearly in time whenfractures are formed (e.g. Malthe-Sørenssen et al., 2006), but we
have seen that the reaction fronts formed are not time dependent
after an initial transient period, and with the assumption of frac-
tures forming a lot faster than the front advances, the fractures
formed will not depend on the actual front speed. Thus, the pos-
sible error in front speed is assumed to be of little importance in
this work. We have limited our study to low volume changes, but
simulations show that we can expect tensile fractures for low Γ
and shear fractures for high Γ also for high volume change, and
an increased fracture density with higher volume change.
We have focused on changes in Γ , but should keep in mind
that the fracture pattern is controlled by the ratio Γ/Θ in addi-
tion to the magnitude of volume change. In the one dimensional
model, we have seen that the reaction–diffusion process leads to
compression in the outer, reacted layer, and a tensile stress in the
unreacted core. For sharp reaction fronts and a large volume in-
crease, compressive stress builds up fast in the reacted material
close to the domain surface. A thin layer of reacted material is un-
able to produce signiﬁcant tensile stresses in the core, thus making
compressive stress in the outer layer the reason for fracture initi-
ation, initiating a shear fracture in the outer layer. On the other
hand, lower volume increase or lower Γ implies that the reac-
tion can progress further into the domain without producing high
enough compressive stress in the reacted material to fracture the
rock. This makes it possible to build up high enough stress in the
core to initiate a tensile fracture in the unreacted rock.
From the DEM simulations, we see that initiation of tensile frac-
tures in the unreacted core leads to domain dividing fractures,
whereas spalling of outer layers occur due to initiation of shear
fractures in the reacted material. Both fracture types are seen to
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end-member conditions, domain division for low Γ and volume
change, and spalling for high Γ and volume change.
Since the characteristic length scale of the material is part of
the numerator in the expression for Γ , this indicates that different
fractures will initiate in different sized domains, shear fractures
for large domains, and tensile fractures for small domains. This
means that large boulders will tend to spall, whereas small grains
will split. Small enough grains will not be able to build up the
stress necessary to form further fractures, thus limiting the mini-
mum grain size. The same is valid for very slow reactions or fast
transport, as Γ → 0, transport becomes a lot faster than the reac-
tion, thus yielding a nearly isotropic reaction in the entire domain.
This gives a nearly homogeneous volume increase of the entire do-
main, which will not introduce signiﬁcant stresses, and thus no
fractures. Similarly, tight rocks will tend to spall and give onion
skin weathering, while more porous rocks will split, since porosity
enters both terms in the ratio Γ/Θ .
Our results are in accordance with what Preston and White
(1934) found, with internal domain splitting fractures for low ex-
ternal temperatures and spalling for high external temperatures,
since higher external temperatures give sharper temperature gra-
dients and thereby sharper gradients in volume change. The re-
sults are also in perfect agreement with the ﬁndings of Neusser
et al. (2012), as they found spalling for sharp reaction fronts, and
domain divisions for less sharp reaction fronts. The spalling and
domain division observed by Røyne et al. (2008) and Jamtveit et
al. (2009) can be expected to initiate for moderate to high values
of Γ/Θ , where we observe both spalling and domain division in
our simulations.
In the simulations with low Γ , we observed that the domain
dividing fractures cut through the entire unreacted domain rapidly
after initiation. On the other hand, in the spalling for high Γ , frac-
tures are continuously growing, from the reacted material into the
unreacted material. Feedback from ﬂuid transport could potentially
be different for the two different fracture modes, thus having an
effect on CO2 sequestration. This is a topic for further work.
The FEM and DEM simulations show that our 2D models can
capture some features of a real 3D grain, even without considering
transport feedback from fracture formation. The DEM simulation of
the grain captures the dominating fracture directions in the grain
to a surprising extent, possibly indicating that the original grain
shape is controlling fracture directions. It is highly questionable
whether the fracture growth for the real grain is valid after the
ﬁrst domain dividing fractures form, since it is obvious from the
BSE image in Fig. 7 that the process has been accelerated locally
due to transport. Thus, only fracture initiation at early stages of the
process is studied.
4.1. Implications for CO2 sequestration
If we assume that at least some features for a circular domain
can be generalised to other domains, we can study the effect dif-
ferent fracture patterns might have for CO2 sequestration. It seems
reasonable to assume that other domain shapes will also spall at
high Γ , tend to subdivide by tensile fractures for smaller Γ and be
stable for low enough Γ . As shown by Røyne et al. (2008) and seen
in Fig. 7, we must also expect sharp corners breaking off and ob-
long domains subdividing, but the remaining unreacted domains
are seen to become more circular as the reaction progress when
ﬂuid transport in fractures is included (Røyne et al., 2008), thus
indicating that data from circular domains can be used for qualita-
tive analysis of general domains.
It is often assumed that ﬂuid transport in fractures will in-
crease the total rate of peridotite carbonation (Rudge et al., 2010).
Andreani et al. (2009) have shown that different fracture typeswill behave differently, surfaces of fractures with primary ﬂow will
tend to be inhibited, thus limiting reaction, whereas reduced ﬂow
areas will precipitate magnesite as long as CO2 is available, thus
clogging the fractures. They conclude that optimal carbonation will
occur in fractures with an intermediate ﬂow rate. Thus, denser
fracture networks will need a higher total ﬂow rate into the rock
to avoid clogging the fractures. Similarly, less dense fracture sys-
tems require lower injection rates to avoid the potential problem
of inhibiting the fracture surfaces due to high ﬂow rate. If all CO2
injected reacts to carbonate, an increased injection rate also means
an increased total carbonation rate.
Kelemen et al. (2011) suggest heating the rock to the opti-
mal temperature 185 ◦C, increasing the partial pressure of CO2 and
performing hydraulic fracturing of the rock to increase the car-
bonation rate. The effect of hydrofracturing is outside the scope
of this work, but the effect of changing partial pressure of CO2
and increasing temperature can be analysed based on the param-
eter study in Section 2.4. We take 25 ◦C and atmospheric pressure
of CO2, 40 Pa, as our starting point, and describe the effect of
increasing pressure and temperature, both individually and simul-
taneously.
Increasing the temperature to 185 ◦C increases Γ/Θ four orders
of magnitude. This leads to sharper reaction fronts and increased
fracture density. Since Θ is reduced an order of magnitude, the
effective time scale of the process is increased an order of mag-
nitude, as seen in Section 3.1. This cancels the one order of mag-
nitude reduction in diffusive time scale due to changes in D , thus
keeping the effective timescale of the process constant.
Increasing the partial pressure of CO2 reduces Γ/Θ three or-
ders of magnitude, and reduces the effective time scale six orders
of magnitude due to changes in Θ . Although the time scale is re-
duced signiﬁcantly, the fracture density will also be reduced. Thus,
increasing pressure also has a negative feedback, as it requires
lower injection rate.
The combined effect of increasing both pressure and temper-
ature is thus a six orders of magnitude reduction in time scale,
which is obviously beneﬁcial. It is also similar to previous esti-
mates (Kelemen and Matter, 2008; Rudge et al., 2010). The ratio
Γ/Θ is increased one order of magnitude, thus giving a denser
fracture network. If it is possible to have high enough injection
rates without cooling the rock well below 185 ◦C, this indicates
that changes to fracture pattern will be an individual positive feed-
back when trying to accelerate the carbonation process.
5. Conclusion
In this work, we have studied single blocks without any feed-
back from fracture transport. Doing this, we have broken the pro-
cess into simple steps, allowing us to study the details of fracture
initiation. We have shown that the fracture formation in a volume
increasing process is controlled by how sharp the reaction front is,
and the total volume change in the process. Sharp reaction fronts
and high volume increase leads to spalling of outer layers from the
reacting domain, whereas more diffuse reaction fronts or low vol-
ume increase give domain divisions. Our attempt at reproducing
fractures in ﬁeld examples shows that FEM and DEM in two di-
mensions is able to reproduce some features of the process, but
that ignoring transport in fractures limits the validity of this study
to early stages of processes.
The fracture density is seen to increase with both sharper re-
action fronts and higher volume increase, and we argue that an
increased fracture density could both allow and require a higher
injection rate in carbonation of ultramaﬁc rock to avoid clogging
the fractures. If the injection rate can be increased without cooling
the rock signiﬁcantly, this makes denser fracture patterns a posi-
tive feedback in the carbonation process. This work clearly shows
O.I. Ulven et al. / Earth and Planetary Science Letters 389 (2014) 132–142 141that fractures can form even at low volume changes, and thus
increase permeability in an ultramaﬁc rock during carbonation, al-
though it is still uncertain whether this is enough to avoid clogging
the rock due to carbonate growth in fractures and pores.
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Appendix A. FDM elastic model
We assume cylindrical coordinates (r, θ, z), axial symmetry with
no variation in θ or z-direction, and that no body forces are
present. The equilibrium condition can then be given by (see e.g.
Timoshenko and Goodier, 1970, Chapter 13)
∂σrr
∂r
+ σrr − σθθ
r
= 0 (A.1)
where σrr is radial stress, and σθθ is tangential stress.
We assume plane strain, in which the strain components εzz =
εrz = εθ z = 0. With that assumption, we can use the constitutive
equations for thermal stress in a cylinder given by Timoshenko and
Goodier (1970, Chapter 13), rewritten as
σrr = E
(1+ ν)(1− 2ν)
[
(1− ν)εrr + νεθθ − ε∗(1+ ν)
]
(A.2)
σθθ = E
(1+ ν)(1− 2ν)
[
νεrr + (1− ν)εθθ − ε∗(1+ ν)
]
(A.3)
σzz = ν(σrr + σθθ ) − ε∗E (A.4)
where E is Young’s modulus, ν Poisson’s ratio, σzz axial stress and
εrr , εθθ , εzz is radial, tangential and axial strain, respectively. In-
stead of thermal strain, we have introduced the eigenstrain due to
the reaction ε∗ as (Timoshenko and Goodier, 1970, Chapter 13)
ε∗ = 1
3(1− ν)

V
V
b
b0
(A.5)
in which 
VV indicates the maximum volume change in the pro-
cess, b is the amount of the immobile reactant B formed in the
reaction, and b0 is the maximum amount of B formed. The nec-
essary strain-displacement relations with the given simpliﬁcations
are
εrr = ∂ur
∂r
(A.6)
εθθ = ur
r
(A.7)
where ur is displacement in radial direction. Inserting Eqs. (A.6)
and (A.7) in Eqs. (A.2) and (A.3), we get the relations between dis-
placement and stress. When we insert these relations in Eq. (A.1),
we ﬁnd the ﬁnal expression
∂2u
∂r2
+ 1
r
∂u
∂r
− 1
r2
u = 1+ ν
1− ν
∂ε∗
∂r
(A.8)
Appendix B. DEM reaction–diffusion model
Here, we present the derivation of the reaction–diffusion model
implemented in DEM. The reaction–diffusion model on dimension-
less form from Section 2.1 is given by∂w
∂t
= ∇2w − Γ
Θ
wa (B.1)
∂a
∂t
= −Γ wa (B.2)
∂b
∂t
= Γ wa (B.3)
where we have for convenience omitted the asterisk (*) on scaled
variables. We rewrite B.1 as
∂w
∂t
= ∇2w − Γ
Θ
wa = 1
R2
∇s · ∇sw − Γ
Θ
wa (B.4)
where ∇s is the differential operator with dimension, related to
the dimensionless differential operator through ∇s = R∇ .
We integrate over volume V , and apply Gauss’ theorem to ﬁnd
a surface integral over the surface S:
∫
V
∂w
∂t
dV = 1
R2
∫
V
∇s · ∇sw dV − Γ
Θ
∫
V
wadV (B.5)
= 1
R2
∫
S
∇nw dS − Γ
Θ
∫
V
wadV (B.6)
where ∇n is a surface normal differential operator, outward facing
from the integration volume. Performing the volume integrations,
we ﬁnd
∂w
∂t
= 1
R2V
∫
S
∇nw dS − Γ
Θ
wa (B.7)
We choose the individual DEM nodes as integration volumes,
which makes the surface S the node surface. We assume that only
beams in the DEM model are transporting the mobile reactant
across the node surface, thus allowing us to replace the surface
integral with a sum over beams connected to the node:
∂w
∂t
= 1
R2V
∑
beams
(Sb∇nw) − Γ
Θ
wa (B.8)
To avoid changing the system when fractures form, we also include
broken beams in the sum. For one given beam connected to nodes
i and j, this gives discretised for node i in a backward in time
scheme with time steps denoted n:
wn+1i − wni =
Si, j
t
R2Vi Li j
(
wn+1j − wn+1i
)− 
t Γ
Θ
wn+1i a
n
i (B.9)
where we have introduced Si, j as the cross-sectional area of the
beam. This gives the linear implicit scheme
wn+1i
(
1+ αSi, j
t
R2Vi Li j
+ 
t Γ
Θ
ani
)
− wn+1j
αSi, j
t
R2Vi Li j
= wni (B.10)
where α is an empirical scaling factor, equal for all beams, which
is set using pure diffusion problems with analytical solutions as
benchmark. Combining the parts from each beam, we have set up
a linear sparse matrix–vector system, and solved the system using
the conjugate gradient method.
The amount of A and B is now conveniently found using dis-
cretised versions of Eqs. (B.2) and (B.3):
an+1i = ani − 
tΓ wn+1i ani (B.11)
bn+1i = bni + 
tΓ wn+1i ani (B.12)
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Fig. C.8. Comparison of radial and tangential stress from FDM solution, FEM solution
and DEM solution for reaction–diffusion in a circular geometry for T = 660, Γ =
3200, Θ = 10−4 and 
VV = 0.003. For FEM and DEM, a mean value is computed
for radial positions from stress in individual elements and nodes, respectively. We
can notice that apart from a deviation near the core for the FEM solution, the three
plots are more or less indistinguishable. The colour scales for individual DEM nodes
represent the density of nodes with a given stress state at each radial position.
We see that most nodes have a stress state close to the mean value, but that the
unstructured grid used in the DEM simulation results in a signiﬁcant deviation in
local stress at some nodes.
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