Consider an rr-vertex, m-edge, undirected graph with maximum llow value v. We give a method to find augmenting paths in such a graph in amortized sub-linear (O(n@) time per path. This lets us improve the time bound of the classic augmenting path algorithm to O(m + nvsi2) on simple graphs. The addition of a blocking flow subroutine gives a simple, deterministic O(nm2/3v1/6)-time algorithm, We also use our technique to improve known randomized algorithms, giving @rtr+nv5/4)-time and d(m+-nt'~gv)-time algorithms for capacitated undirected graphs.-For simple graphs, in which v s II, the last bound is a(n2s2), improving on the best previous bound of O(n2*5), which is also the best known time bound for bipartite matching.
Introduction
In this paper we consider the problem of finding maximum ff ows in undirected graphs with small ff ow values. Traditionally, only a special case of this problem has been considered: unit-capacity graphs with no parallel edges (called s[nrple graphs), Until recently, the best known algorithm for this special case used the blocking flow method of Dinitz [2] , which Karzanov [15] and Even and Tarjan [3] showed runs in O(nrmin{rt2/3,nr*/2,v}) time. Here n is the number of nodes, NZ is the number of edges, and v is the value of the maximum flow, Note that for graphs with no parallel edges 1114 rr2 and for simple graphs v 5 n, so the above bound is O(n8/3), In an exciting new result, Goldberg and Rao [7] extended Dinitz's algorithm to capacitated graphs, achieving Even-Tarjan-like bounds of 6(mmin{n2/3,m*/2,v}) = 'MIT Labontory for Compuler Science, Csmbridge, MA 02138. Supported by NSF conlrnct CCR-9624239 nnd nn Alfred I? Sloane Foundation Rllowohip, cmnil: {kargcr,mslevine)Qtheory.lcs.mit.edu. URL:httpr//theory.lcs.mit.edu/~{karger,mslevin~~ @z8j3) time' on graphs whose edge capacities are polynomially bounded.
Recently, several algorithms have been developed that exploit the special properties of lrmfirectedgraphs to get better time bounds for finding small flows. Karger [12, 141 , has given several randomized algorithms culminating in an a(v@iE) = &S/2) time bound. Note that Karger's latest algorithms do apply to graphs with capacities, although they are only useful when v is small. At the same time, Goldberg and Rao [S] gave a blocking-flow based algorithm that runs in O(n&$ = O(n"l") time on simple graphs.
The main result of this paper is inspired by the simplegraph algorithm of Goldberg and Rao [S] . They use bounds on the residual flow in a graph and a sparsification technique due to Nagamochi and Ibaraki [17] to throw away edges that need not be used by a maximum flow. We use a related idea, showing that we can find augmenting paths in O(n&) amortized time per path by putting aside most of the edges and only bringing them back when necessary. Our approach is different from theirs in that they always keep enough edges to find all of the flow, reducing when possible, whereas we only ever work with enough edges to find a few augmenting paths, adding when necessary.
As a tirst application, we get simple deterministic algorithms that are faster than all previous ones for the most difficult values of m and v on simple graphs. First, we can find flow by augmenting paths in O(m+nva/2) time (substituting O(nfi for m in the classic O(mv)-time algorithm). Second, by incorporating a blocking flow subroutine, we can find flow in O(nm2/3vt/6) time. The first algorithm is the best known deterministic algorithm for dense graphs with small v; the second algorithm is the best known deterministic algorithm for dense graphs with large v. The second time bound is also at least as good as the Goldberg- 6(m+nv5/j) and d(m +IZ"/~Y). The latter time bound is &z~*~) in the worst case for simple graphs, which is better than O(n2s), the best bound previously known [S, 141 . These algorithms are complicated, so likely not practical, but they do demonstrate that O@Z~*~) is not the right time bound for m&mum flow in undirected simple graphs. Both of these algorithms also work for the capacitated case.
Even more notable, however, than the fact that O(nzs) is not the right time bound for flow, is the fact that O(n2*') is better than the best known time bound for bipartite matching, which is O(mulii) = O(n2*5). This suggests that we should be able to improve the time bound for bipartite matching! Unfortunately, the well known reduction from bipartite matching is to flow on a directed graph, and does not work if we try to make the graph undirected [6] . So we do not improve the time bound for bipartite matching, but this work suggests that it may be possible to do so.
Another way to look at our results is as follows. We prove that a flow of value 1' never needs to use more than O(nfl edges. This suggests that we should be able to restrict attention to these "important" edges, thereby effecting a replacement of m by O(nJi;) in the time bound of any flow algorithm. For esample, our (3(m+rd4)-time bound is achieved by applying this substitution to Karger's b(vmtime algorithm. Unfortunately, we do not know how to identify the right O(q@) edges without finding a flow. Nevertheless, we devise methods to achieve all or part of this speedup on undirected graphs.
Note that Galil and Yu [S] previously proved that flows need only use O(n& edges on simple graphs, but they did not show how to exploit the fact. Their proof was also somewhat complex. Henzinger, Kleinberg, and Rao [9] dently simplified the proofs of Galil and Yu, using essentially the same argument we use. Our result is stronger: we show that any acyclic flow uses few edges, even on capacitated graphs.
In order to summarize the restrictions and performance of the various algorithms, we have done two things. Table 1 summarizes the history of the various algorithms we refer to in this paper. (The long history of @mn)-time algorithms, which are still best for large v, and were until recently [7] the only option for graphs with capacities, has been omitted.) Further, in order to show which algorithms have the best performance for different values of m and v relative to tl, we have drawn pictures (Figures 1 and 2 ): one for deterministic algorithms only, and one including randomized algorithms. A point in the picture represents the value of nt and v relative to n. Specifically, (a, b) represents v = ~t~,m = Ito. Each region is labeled by the best time bound that applies for values of m and v in that region. Note that the region m > M, is uninteresting, because the sparsification algorithm of Nagamochi and Ibaraki [ 171 can always be used to make 11r< ttv in O(ttt) time. The shaded regions correspond to algorithms given in this paper. Note that the O(nm2/3vt/6)-time algorithm (which is the fastest algorithm for the region surrounded by a dashed line) is the only one in the picture thnt cannot handle capacities or parallel edges, so the picture looks strange at v = n. If capacities are being considered, then this algorithm should be removed from the picture; if only simple graphs are being considered, then the picture should end at v = n. The complexity of these diagrams suggests that more progress can be made. The rest of this paper is organized as follows. In Section 2 we review some notation and basic definitions. In Section 3 we give two algorithms for fast augmenting paths in simple graphs. In Section 4 we give two deterministic algorithms based on our fast augmenting paths subroutine. In Section 5 and 6, we apply fast augmenting paths to some randomized algorithms of Karger [ 12, 141 . In Section 7 we show how to extend fast augmenting paths to capacitated graphs, and discuss the implications for our other algorithms. We conclude and discuss some open questions in Section 8. The only unusual item here is Ef. 7Svo facts motivate this dcftnition: 1) The residual graph G/ is necessarily a directed graph, because flows are directed. 2) Undirected graphs have special properties that we can exploit. Since most flow algorithms work by repeatedly finding some flow and then restricting attention to the residual graph, it would seem that fact 1 renders fact 2 useless. However, the syrnmetry of an undirected graph is not entirely lost in GJ. In particular, since the capacity of a directed edge in GJ is its capacity in G minus the value off on that edge in that direction, it is only the edges with non-zero flow that "become directed". The unused edges still have the same capacity in both directions, so they may still be considered undirected. Therefore, in order to make good use of the properties of undirected graphs, we think of Gf as having an undirected part, the unused edges, and a directed part, EJ. We also use the following definitions: 3 Finding augmenting paths quickly
In this section we show how to find augmenting paths in an undirected simple graph in O(n,/$ amortized time per path. We focus on simple graphs, deferring discussion of graphs with capacities to Section 7. There are two facts that make our result possible. The first is that an acyclic flow in a simple graph uses only O(n,/iJ) edges. The second is that in an undirected graph, a maximal spanning forest on the unused edges, together with the flow-carrying edges El, contains an augmenting path if there is one. So the basic idea is to maintain a maximal spanning forest T of the undirected edges and use T UEf to search for an augmenting path in O(n +n& = O(nfi time. There are two ways to do this. The direct approach is to use a dynamic connectivity data structure to maintain a maximal spanning forest. The other possibility is to compute many spanning forests at once and use them for many paths, amortizing away the cost of finding the forests. We describe both approaches.
We begin by proving the structure theorems we need, and then give the details of the two approaches.
Structure theorems

.l Flows use few edges
The first important theorem is that small flows in simple graphs use few edges: Theorem 3.1 An acyclicJIow f in a simple graph uses at most 3nm edges.
Note that this theorem is very close to a theorem proved by Galil and Yu [5] and simplified by Henzinger, Kleinberg, and Rao [9] that says there exists a flow that uses only O(lt&j edges. Our proof is very much the same as that of Henzinger, Kleinberg and Rao, although we proved it independently.
We use two lemmas to prove the theorem:
In a simple graph with a flow f, the maximum residualfiow value is at most 2(n/df)2. (Recall that df is the length ofthe shortest source-sinkpath in Gp)
Proof. Define the distance of a node to be the length of the shortest path (in the residual graph) from that node to the sink. Let \$ be the set of nodes at distance i. Since s is in Vdr and the sink is in NJ, the cut separating lJi<iVi from U,>iVj is an s-t cut. Call this cut the canonical cut separating Vi from \G+l. Observe that a node in \$+I cannot have an edge to a node in 19 for any j c i since it would then be in 11;+1. So edges leaving V&l can only go to V' with j 1 i. Since there are no parallel edges, the number of edges crossing the canonical cut separating Vi+1 from \$ is at most jK+~ljVij. Now consider the I$ in pairs: 1% U VI, V2 U V3,. . . . There are [(df + l)/ZJ such pairs, and they are vertex disjoint, so some pair has at most 2n/df vertices in it. The canonical cut separating this pair has at most max&c)(2n/df -x) = (n/df)2 edges crossing it. Each edge of the residual graph has capacity at most 2 (one original unit and possibly one more if it is carrying flow in the wrong direction), so the maximum residual flow value is 2(n/df)2. Proof. Restating Lemma 3.2, we have that when x flow remains in Gf, the length of the shortest source-sink parh in Gf is at most n&.
In the execution of any augmenting path algorithm, x takes on each value from 1 to If I once, so if we always use the shortest augmenting path in Gf we see that the total length of the paths is Lemma 3.3, if we were to find a max-flow in Ef by shortest augmenting paths, the total length of these paths would be at most 3nfl, meaning that at most 3nm edges were used. But this (uniaue) m&s-flow is f, so f uses at most 3ltmedges.
. * . Observe that Theorem 3.1 is tight up to constant factors. Figure 3 gives an example of a graph with an acyclic maximum flow that uses O(n&) edges. Proof. Let G' = T U Ep Since G' is a subgraph of Gf, it is clear that if G' has an augmenting path then Gf does. For the other direction, suppose that there is an augmenting path in Gf, but not in G'. By the max-flow min-cut theorem, we can restate this condition as follows: there is an s-t cut C that has a residual edge e crossing it (from the s to the t side) in Gf, but no edges crossing it in G'. If e is in Ef, then it is in G', a contradiction. So e must be in Gf -EF But T is a maximal spanning forest of Gf -Ef, which means that it contains an edge from every nonempty cut of Gf -Ef. Since C is nonempty in Gf -Ef (e crosses it) some edge of T, and thus of G', crosses C. This contradicts our (restated) originnl assumption.
q With these two results, we can now give some algorithms.
3.2 An algorithm based on a dynamic connectivity data structure.
In this section we show how to exploit Theorem 3.4 in the most literal way: by maintaining an acyclic flow El and a maximal spanning forest of Gf -Ef. The most important piece of this implementation is a data structure for dynamic connectivity:
Lemma 3.5 [IO] It is possible to maintain a ntcruirnal spanning forest of an undirected graph under edge insertions and deletions in O(log2 n) amortized time per operation.
We also need to worry about whether our flow is acyclic, because Theorem 3.1 only applies if it is. Fortunately, using a procedure due to Sleator and Tarjan [IS] , it is easy to remove all cycles from a flow (we will refer to this procedure as &cycling). Since we are largely concerned with the simpler case of unit-capacity graphs, we observe that their algorithm minus the dynamic trees works a little faster in a unit-capacity graph: Ecmrna 3.6 In a unit-capacity graph, it is possible to take a jlow f and&d an acyclicjlow f' of the same value (If'1 = 1 f 1, in 0( IEjI) time.
Proof. Do a depth first search from the source on edges carrying flow, Whenever the sink is reached, retreat. Whenever a back edge (an edge leading to vertex already on the current depth-first search path) is found, we have found a cycle. Delete the cycle and continue the search from the head of the back edge, (The head of the back edge is the node furthest from the source and still on the current depth-first search path,) Deleting a cycle leaves a flow of the same value. The scnrch only advances over each edge once, and only deletes each edge once, so it takes O(lEjI) time. Note that it is easy to show by contradiction that there are no cycles left in Ef when this procedure terminates. m We can now give the basic algorithm for fast augmenting paths:
SparceAugmentl (G, f) nput: Graph G, flow f Mput: maximum flow in G insert all edges of G that are not carrying flow into a dynamic connectivity data structure, and use it to maintain a maximal spanning forest T repeat:
look for an augmenting path in E/U T if no such path exists return f else augment f using the path f i-decycle(f) update the connectivity structure as appropriate
Note that in practice we might decycle the flow only when it has many edges, To show that this algorithm is correct, we just need to know that G' contains an augmenting path if and only if Gf does. This result is immediate by Theorcm 3. 4 . It remains to analyze the running time. It remains to account for the dynamic connectivity operations. First consider deletions. An edge is deleted from the data structure when we place flow on it. This happens to at most n edges in any one augmenting path, for a total of nr deletions taking O(nrlog2n) time. Now consider insertions. Initially, we insert all edges in the structure in O(mlog2n) time. Later, edges are inserted in the data structure when flow is removed from them. Note, however, that flow cannot be removed from an edge until flow has been added to the edge, We have already counted the cost of deleting edges when we add flow to them; this cost can also absorb the equal cost of inserting those edges when the flow is removed. n 3.3 An algorithm based on sparse connectivity certificates
Another way to exploit Theorem 3.4 is to find several spanning forests at once and use them to find several augmenting paths, thus achieving the same average time per augmenting path. To do this, we use an idea and algorithm given by Nagamochi and Ibaraki [ 171:
Definition 3.8 For an undirected graph G = (V,E), a sparse connectivity certificate is a partition of E such that Ei is a maximal spanning forest in G-El UE2 U *+-UEi-t. for i = 1,2,... ,lEI, where possibZy Et = Et+1 = a** = EIEI = 0 for some i.
Definition 3.9 A sparse k-certificate is the subgraph Gt = (V,El UEzU...UEk) derivedfrom a sparse connectivity certificate.
Lcmma3.10 [17]
The value of a minimum s-t cut in a sparse k-certificate Gk of G is equal to the smaller of k and the value of the minimum s-t cut in G.
Lemma 3.11 [17] In an undirectedgraph with unit capacity edges, it is possible to construct a sparse connectivity certi@i-cute in O(m) time.
Notice that one easy application of this construction is to reduce m to nv. By Lemma 3.10, using a sparse nv-certificate does not reduce the value of any s-t cut below v, so a maximum flow in the certificate is a maximum flow in the original graph. This gives an O(m + &)-time flow algorithm using standard augmenting paths.
This construction turns out to be precisely what we want. We formalize this idea with the following generalization of Theorem 3.4: Theorem 3.12 Let Gk be a sparse k-certi$cate of Gf -Ef. Then Ef U Gk contains i < k augmenting paths ifand only if Gf has i augmenting paths, and Ef U Gk contains ut least k paths ifGf contains at least k.
Proof. The idea here is the same as that of Theorem 3.4, except that now we have several spanning forests instead of one. Again G' = Ef U Gk is a subgraph of Gf, so can have no more augmenting paths than Gf. For the other direction, consider a minimum s-t cut of G'. Suppose Gf has more residual edges crossing this cut, that is, has an edge crossing the cut that is not in G'. It is impossible for this edge to be in Et, because G' contains all edges of Ep So there must be more unused edges crossing the cut in Gf -Ef than in GJ;. But by Lemma 3.10, this can only happen if more than k edges cross the cut in Gf -Ef, in which case at least li edges must cross the cut in Gk. This completes the proof. Gk t a sparse k-certificate of unused edges of G G't E&tGr; run augmenting paths on G' until k paths are found or no more paths exist if the previous step found less than k paths return f
To show the correctness of this algorithm, we just need to know that when we find less than X-augmenting paths in G', we have a maximum flow in G. This is immediate from This bound is somewhat unsatisfactory, in that the cost per augmenting path becomes fi when m 1 nv. But if we knew v at the beginning, we could find a sparse v-certificate and ensure that we only worked with nv edges for the rest of the algorithm. This would give the amortized O(Q) time per path that we want. A complicated way to solve this problem is to use the graph compression technique of Benczlir and Karger [l] to get a 2-approsimation to v in 6(m + nv) time. A simpler approach is to simulate knowing v by taking a sm~J1 guess and doubling it until we are correct: Notice that G,, C Gz,,., so we do not start over each iterution, we just continue with more of the edges from G. This is irrelevant to the time bound, but seems likely to yield better constant factors in practice. by Lemma 3.13. (Here the notation xi is used to mean the value of x in the ith iteration.) Since nzi doubles with each iteration, the sum over iterations of the first term is O(w). Let k be the number of iterations. It must be the case that w/+1 < v in order for the (k -1)" iteration to not terminate. Thus rnk-1 5 nv. Since we attempt to double nri, ending up with at most one spanning forest too many, ntk s 2rw + 11 = O(nv) . Since C rj = r, the sum over iterations of the second term is O(r+). The total is O(m + rnfl.
I 4 Applications of fast augmenting paths
The main result of Section 3 can be used in several ways to give fast flow algorithms. Most obviously, direct application of SparseAugment gives a simple, deterministic O(m+ n6'/2)-t.ime flow algorithm. In the worst case, when m = O(n") and v = Q(n), this gives an O(n"/2) time bound, which is as good as all previous known algorithms'. For smaller v this is the best deterministic algorithm known. Note that ours is the first deterministic algorithm to achieve this bound without blocking flows, and unlike previous blocking flow approaches it benefits from small v. If we do use blocking flows, we can do better for large v: Proof, Finding a blocking flow takes O(m) time. We compute at most k blocking flows, which takes O(mk) = O(rrm2~3v1~G) time. We then have df 1 k, so by Lemma 3.2 the remaining flow is O((n/k)2). Thus the time for the second step is O(n3fi/k2), which is also O(nm2/3v1/6). m This algorithm also takes O(n5i2) time in the worst case, but it is better when the graph is sparse but the flow value is lar e, O(n3 P It is always at least as good as the bound of 2m1/2) given by Goldberg and Rao [8] , and in general better by a factor of (n3/mv)li6.
Note that unlike Dinitz's algorithm, where the improved running time arose by changing the analysis of the algorithm to augmenting paths at a certain point, we must explicitly change the execution of the algorithm at a certain point to achieve our bounds. Since our*algorithm must change its actions, wc need to know what that point is. In particular, we need to know v in order to achieve our bound. We can again get around this limitation by either estimating v with another algorithm and computing a sparse certificate or using the iterative doubling trick of SparseAugment3.
6 New tricks for an old DAUG Using our fast augmentation, we can also improve the running time of the "divide and augment" algorithm (DAUG) given by Karger [ 121, This result is of relatively minor interest in itself, but we make good use of it in the next section.
The idea of DAUG is that if we randomly divide the edges of a graph into two groups, then about half of the flow can be found in each group, So we can recursively find a maximum flow in each half, put the halves back together, and use augmenting paths to find any flow that was lost because of the division, In the original version, the time spent finding augmenting paths at the top level dominated the running time, a0 it is natural to expect an improvement with f&ter augmentations. Here is the original algorithm:
if G has no edges, return the empty flow randomly divide the edges of G into two groups, giving Gl and G2 fi +DAUG(G) Thus when we divide the edges into two groups (effecting p = l/2 in each group), the minimum s-t cut in each group is at least f (1 -O(dm) ).
So the flow in each half has at least this value, giving us a flow of value at least v (1 -O(&$@) when we put the two halves together. This leaves only O(vd&$) augmenting paths to be found in Step (*). It turns out that this step is the dominant part of the running time (the time bound for DAUG is O(mvdw)), so it makes sense to use SparseAugment. We refer to this new algorithm as newDAUG. Now, by Theorem 3.14, the time to find the augmenting paths is O(m -I-nvdw).
So a recurrence for the running time of newDAUG is
This solves to a(m+nvfi), but unfortunately, because of the randomization in the algorithm, the problem reduction is expected, not guaranteed, so solving this recurrence does not actually prove anything about the running time of newDAUG. We need to look at the recursion tree (See [12] for a full discussion). This proof is more technical than interesting, and goes the same way as in [12], so we just sketch it.
Theorem5.3 The running time of newDAUG on a cconnected graph is a(m + nvfl).
Proof. (Sketch) As in the original algorithm, the depth of the recursion tree is O(logm), and the time spent looking unsuccessfully for augmenting paths is O(mlogm). It remains to bound the time spent in successful augmentations. Consider a recursion node N at depth d. Each edge of the original graph ends up at N independently with probability 2-d, so the graph at this node is equivalent to one obtained by sampling with probability 2-d.
Consider the nodes at depths exceeding log(c/ logn). By Theorem 5.2, at these nodes the flow is @v/c). So by Theorem 3.14, the total time spent on successful augmenting paths is b(nv@). At the nodes at depth d 5 log(c/logn), the argument from [12] eontinues to apply, showing that the number of augmenting paths that need to found is O(v~G$Fc).
S' mce the value of the flow is O(V/~~), the time taken is S((vfi)n&j$) = &143/2~).
Adding this up over the whole recursion, we get the claimed bound. The algorithm of the previous section is only an improvement over the U(m+nva/2)-time algorithm if c is large.. Nevertheless, we can take advantage of it by using ideas from [Id] . In that paper, a number of ideas are put together to get a fast ff ow algorithm, CompressAndFill, that runs in a(~&@) time on any undirected graph. For our purposes, that aIlgorithm can be summarized with the following theorem: Theorem 6.1 [14] We improve on this algorithm by replacing the subroutines A1 and A2 and the augmenting path step appropriately. In particular, we use newDAUG instead of DAUG for A2 and we find atqqnenting paths at the end with SparseAugment. We also consider two possibilities for Al: CompressAndFill and the 6(mn2j3)-time algorithm of Goldberg and Rao. Note that we investigated using a recursive strategy again, but we were unable to get an improvement that way. Proof. Use Theorem 6.1 with Al = the ti(nrn2/3)-time algorithm of Goldberg and Rao [7] , A2 = newDAUG, and SparseAugment to find the augmenting paths at the end, The time is Besides extending to capacitated graphs, this theorem yields better constants, even for Wsimple-graph case, than the similar theorems of Gab1 and Yu [S] and Henainger et al [9] . The lower-bound example of Figure 3 shows that our bound is tight to within a factor of 2.
Notice also that restricting a capacitated graph to have no parallel edges is no restriction at all, because in time linear in the input we can merge parallel edges into one edge with capacity equal to the sum of the capacities of the edges that make it up, and at the end we can split the flow on such an edge among the edges that make it up.
Our proof of Theorem 3.1 bounded the number of edges used by a flow by breaking it down into augmenting paths and counting their total length. That argument does not work, because a single path of length n and capacity v would cause the total length of augmenting paths to be nv. However, a very similar argument does work. The problem is that one edge can be in many paths, so our old proof counts it many times. The idea of the new proof is to redefine the length of an edge so that the total length of augmenting paths gives a more accurate bound. Specifically, define the length of a residual edge to be 1 if it has unit capacity and 0 if its capacity is larger. Again we begin with a lemma: Lemma 7.2 In a graph with j7ow f that has no parallel edges, the maximum residualflow value is at most (rz/df)2, where df is the length of the shortest (with respect to the length function defined above) source-sink path in Gfi Proof. The argument used in the proof of Lemma 3.2 continues to imply that there is a canonical cut with only (n/dj)2 edges crossing it. The only difference now is that the edges of Gf are not limited to capacity 2. However, no length 0 edge can cross a canonical cut from the s side to the t side, because that would violate the definition of the cut, (A node w at distance i from the sink cannot possibly have n length-0 edge to a node at distance less than i, because w would then be at distance less than i.) Therefore only length l-that is, cap&y l-edges cross canonical cuts, so the residual flow vnluc io at most (n/df)2. n Proof of Theorem 7.1. As in the proof of Theorem 3.1, WC consider finding a max-flow in Ep To do this, define a graph G' = (V,El) where the capacity of an edge is equal to the value off on it. Again, since Ef has no cycles, the maximum flow in G' is unique and therefore must use all the capacity of all the edges.
Consider fmding a maximum flow in G' by repeatedly finding and augmenting one unit of flow on a shortest path (with respect to the length function above) in G;. Lemma7.2 tells us that the length of the path is at most n/fi. In the execution of any augmenting path algorithm, x takes on each value from 1 to IfI once, so if we always use the shortest augmenting path we see that the total length of the paths is Since every edge is reduced to 0 capacity at the end, every edge hns length 1 at least one of the times it is on an augmenting path, It follows that the total length of the augmenting paths is an upper bound on the number of edges used by fo Note that during the augmenting path algorithm the lengths of edges can change in unpredictable ways, but this does not affect our analysis, All we care is that each edge has length 1 during at least one augmentation through it. w Given that IEfj is still small for a capacitated graph, we need to make sure that we can still decycle and that our methods to sparsify the unused edges still work. Fortunately, the original Slcator-Tarjan decycling algorithm [18] already takes care of capacitated graphs, and a later paper of Nagamochi and Ibaraki [16] says that we can still find sparse certificates quickly. It follows immediately that we can find augmenting paths in a capacitated graph in amortized &nfi time. Almost all of our simple-graph time bounds extend as easy corollaries. Thcorcm 7.5 In an undirected graph, it is possible to find r au,q~rentinl: paths in 6(m + rnfi time.
Corollary 7.G A ma.ximumJIow in an undirected graph can be found in 6(m + nv312) time.
Corollary 7.7 A maximum flow in an undirected graph can be found in 6(m + n$f4) expected time.
Corollary 7.8 A maximumjow in an undirected graph can be found in o(rn +n"/gv) expected time.
Notice that BlockThenAugment does not extend, because it relies on Lemma 3.2 to bound the remaining flow after several blocking flow computations. However, the remaining algorithms do extend. In [14] , Larger shows how to extend DAUG to graphs with capacities. Ignoring the details, the bottom line is that m has to be increased to m i-nc. The time bound for newDAUG is independent of m, so it remains 6(nvfi).
CompressAndFill was originally designed to work with capacities, so given that newDAUG and fast augmenting paths continue to work with the same time bounds (up to logarithmic factors), our algorithms of Section 6 do as well.
Conclusion
We have given algorithms that improve the time bounds for maximum ff ow in undirected graphs. However, our results seem to open more questions than they resolve,By giving an algorithm that runs in G(m -I-rNgv) = O(n2e2) time, we show that O(n25) is not the right time bound for maximum flow in undirected simple graphs. Further, for the case when v = d(c), we give an algorithm that runs in a(m) time. This reopens the question of what the right time bound is. The hope that the time bound has a simple form leads us to conjecture that it is possible to find flows in 6(m 9 nv) time, which is d(n2) on simple graphs.
We have also shown that maximum flow in undirected simple graphs can be found faster than bipartite matching. As discussed before, the standard reduction of bipartite matching to flows is to directed flows, so our techniques do not help. This opens the question of whether bipartite matching can be reduced to undirected flow or, more generally, whether the time for bipartite matching is really correct.
It is also natural to ask whether our techniques can be extended further. The best performance improvement we could hope for from our present techniques is reduction of m to nfi, we achieve this reduction for augmenting paths, but only get part-way when blocking flows are involved. It would be nice to find a way to spa&y for a blocking flow computation. In particular, if we could achieve a full reduction to nfi edges when blocking flows were involved, it would imply an O(n,/Gz2/3) = O(n2*18)-time algorithm. Further, the structure theorem, that a flow does not use many edges, holds for directed graphs, but our sparsification techniques do not. It would be nice to close the gap between directed and undirected graphs.
