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• Desde el afio 1960 en que S. Smale demostró la Conjetura de Poincaré en dimensiones
• superiores a cuatro mediante la asociación de asas ([Sm]), esta técnica cobra especial
e
• importancia en el estudio de las variedades diferenciables. Por otro lado, la técnica de
• cirugía de Milnor y Thom ([Mi.1]), concebida en principio como algo independiente de la
• asociación de asas, es fácilmente formulable a partir de ésta.
e
• La Teoría de Morse establece la íntima conexión que existe entre la asociación de asas
• (y por tanto la cirugía) y las funciones de Morse (aquéllas cuyos puntos ¿ríticos son no
e
• degenerados), conexión que es formulada en los llamados Teoremas de Deformacion.
• Esta memoria trata algunos problemas concernientes a los fundamentos, de estas ideas
e
• (asociación de asas, cirugías y funciones de Morse), y en mayor medida, algunas de sus




• Con relación a los fundamentos de la asociación de asas, la sección 1 del Capitulo II
• establece la existencia de una estructura diferenciable con borde anguloso en la vane-
dad topológica obtenida por asociación de asas, y frente a esta estructura o frente a lae
• estructura diferenciable con borde diferenciable definida usualmente por la técnica del
• redondeamiento de esquinas ([Mi.2]), se propone una estructura diferenciable con borde
e
anguloso generalizado como la natural.
• El Capítulo 1 se sitúa así en el contexto de las variedades diferenciablesBanásicas con
e
borde anguloso y de clase arbitraria. En el estudio de este tema, la noción de subvariedad
• definida a partir de las cartas adaptadas ([M.O.]) ha planteado diversos problemas, entre
• ellos el de la transitividad. La aportación fundamental que se lleva a cabo én esta materia
e






subvariedad (F-subvariedad), mostrando como estas nuevas nociones son las naturales en
este contexto. Esta naturalidad es justificada por el sentido físico de las nuevas definiciones
(véase la página 4), la simplicidad con que ahora se enuncian los resultados (véanse por
ejemplo el Teorema 4.7 o la Proposición 2.20) y el hecho de que aquellos resultados que
son esperados (y con la vieja definición no conseguidos) son ahora ciertos, como son el caso
de la transitividad (Proposición 2.8), el hecho de poder sumergir las variedades en algún
Espacio de Banach como subvariedad bien situada (Proposición 2.?5) -o el deducir que
la intersección de dos subvariedades que se cortan transversalmente es una subvariedad,
sin restricciones sobre la situación de las subvariedades (Proposición 4.22). Además,
el nuevo concepto de inmersión aparece ahora como el concepto dual del de sumersión
(Proposición 1.2).
Ahora bien, el no poder contar con las cartas adaptadas nos lleva a veces a demostra-
ciones más complejas. Así, el primer resultado esencial es la creación de las cartas adap-
tadas a partir de una F-inmersión (Teorema 1.9), que nos permitirá la comparación del
concepto de E-inmersión con el de inmersión. Haciendo uso de este resultado, se de-
muestra que los conceptos de F-subvariedad totalmente bien situada y de subvariedad
totalmente bien situada coinciden (Teorema 2.17), y que toda subvariedad bien situada
es una F-subvariedad (Teorema 2.18). El resultado anterior es de gran trascendencia: el
de F-subvariedad es un concepto que generaliza al de subvariedad bien situada, requisito
este último imprescindible para establecer la conexión entre subvariedades y transversa-
lidad (véanse 7.1.14 y 7.1.15 de [M.O.]). De hecho, logramos probar (Teorema 4.7) que si
una aplicación es transversal a una F-subvariedad Z, su imagen inversa es entonces una
E-subvariedad, sin la hipótesis adicional de que Z esté bien situada.
El Capitulo 1 contiene además otro resultado no trivial (Teorema 2.23), el cual, for-
mulado de modo impreciso, asegura que localmente toda F-subvariedad es F-subvariedad
y subvariedad si agrandamos la variedad ambiente de modo adecuado. Por último,
este capítulo muestra un interesante ejemplo de prueba delicada sobre sumersiones y
F-subvariedades (Ejemplo 3.3).
Así pues, el Capítulo 1 y la sección 1 del Capítulo II pueden ser entendidos como un
estudio de los fundamentos de la estructura diferenciable en la asociación de asas. El resto
de la memoria está dedicada al análisis de algunas aplicaciones de la Teoría de Morse y
la Cirugía al estudio de hipersuperficies y úariedades de dimensión baja.
e• iii
Así, en la sección 2 del Capítulo 11, probamos un resultado que permite obtener
• cualquier hipotética esfera exótica de dimensión cuatro a partir de k cirugías disjuntas de
• tipo (3,2) en la suma conexa de k copias de S2 x S2 (Teorema 2.1).
El Capítulo III está dedicado íntegramente al estudio de las hipersuperficies de] Espacio
• Euclídeo. En un primer resultado (Teorema 1.13), se construye, para cada hipersuperficie
compacta de R”~1 no necesariamente conexa, una función de Morse propia de Rn+í en R
con un número finito de puntos críticos y que tiene a la hipersuperficie como1nivel regular.
• Estas buenas propiedades de la función nos van a permitir estudiar la relación entre el tipo
• diferenciable (o topológico o de homotopía) de la hipersuperficie y los puntos críticos de
la función en la región exterior que define la hipersuperficie, a pesar de la np compacidad
• y falta de variedad nivel de partida de dicha región exterior. Esto queda plasmado en el
• Teorema 2.1 (en la sección 2 del Capítulo III), el cual, dicho de modo impreciso, asegura
e
• que la hipersuperficie es una esfera si en la región exterior no existen puntos críticos.
• A partir de este resultado deducimos el Corolario 2.5, el cual, formulado también dee
modo impreciso, asegura que en el caso de las superficies de R3, éstas son difeomorfas al
• toro si en la región exterior existe un único punto crítico. La importancia del resultado
• anterior radica más en la demostración que en la curiosa información que ofrece. Dicha
e demostración nos da un modo general de estudiar las hipersuperficies a partir de la región
• exterior y los Teoremas Clásicos de Deformación de la Teoría de Morse. Un bonito ejemplo
• del Corolario 2.5 es el Ejemplo 2.6, en el que aparecen infinitos puntos critic¿s en la región
e
acotada por la superficie y sólo uno en la región exterior.
• Señalar por último, respecto al Capítulo III, la existencia de dos resultados básicose
usados repetidas veces a lo largo de este capítulo. Estos son el Lema 1.9, sobre funciones
• propias, y el Lema 2.4 sobre la conexión de niveles regulares de aplicaciones diferenciables.
e
El Capítulo IV vuelve a estar dedicado a las variedades de dimensión baja, en concreto
• a la dimensión tres. En él se aportan algunas ideas en torno al problema de Kirby
• de simplificación de enlaces referenciados. Nuestra idea consiste en señalar los enlaces
referenciados de Lickorish ([L.2]) como canónicos o minimales, y dar un algoritmo, al
• menos para ciertas importantes familias de enlaces referenciados, que transforme dichos
• enlaces en enlaces referenciados de Lickorish. Este algoritmo se basa en un refinamientoe
del llamado Teorema Fundamental de la Cirugía en 3-variedades, reflejado en el Lema 2.12
• y el Corolario 2.13. Dicho refinamiento se lleva a cabo con la introducción del concepto





canonicamente incluido en R~, denotado por M9 (Definición 2.1), y la distinción que
hacemos de un homeomorfismo de torsión y su inverso (Definición 2.7 y proposiciones
anteriores).
A partir del concepto de autorreferencia se define el concepto de enlace totalmente
incluido en M2. Dicho de modo resumido, el Corolario 2.15 se ve entonces como un algo-
ritmo para transformar en enlaces referenciados de Lickorish cualquier enlace referenciado
totalmente incluido en M2.
Ahora bien, ¿qué separa a un enlace referenciado arbitrario de un enlace totalmente
incluido en Mg? Este problema es abordado en la sección 3 (del Capítulo IV) para una
importante familia de enlaces referenciados, a los que denominamos cadenas simples.
(Estos enlaces incluyen, por ejemplo, los recubridores cíclicos de S
3 ramificados sobre el
nudo trébol). El resultado fundamental de esta sección es el Teorema 3.9, el dual, a través
de dos pasos bien diferenciados y el Corolario 2.15, transforma en enlace de Lickorish
cualquier cadena simple. En general, la posibilidad de transformar en enlace de Lickorish
cualquier enlace referenciado depende entonces de la habilidad en la aplicación de los dos
pasos antes mencionados.
La belleza y sencillez de los enlaces referenciados de Lickorish nos han llevado a pro-
poner a éstos como enlaces canónicos o minimales para las 3-variedades, pero sería de
gran importancia (para el problema de decidir cuándo dos enlaces referenciados definen
la misma 3-variedad) el poder comparar dos enlaces de Lickorish entre sí, aunque esta
cuestión no es analizada en la memoria.
Nos gustaría; en otro orden de cosas, hacer algunas apreciaciones que permitiesen
hacer una lectura de la memoria lo más amena posible. Cada capítulo está acompañado
de una extensa introducción que permite leerlos por separado. En estas introducciones
se detallan los resultados más importantes que se han obtenido, muchas veces junto a
aquellas ideas que nunca constituyen “resultados” pero que nos parecen fundamentales en
el modo de pensar matemático. La introducción incluye además una brevísima referencia
a la bibliografía esencial (que no suficiente) del capítulo, salvo en el caso del capítulo II,
para el cual la bibliografia es mas extensa pero menos significativa. Finalmente, en las
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• SOBRE INMERSIONES Y
• SUBVARIEDADES
e
Aunque pueda parecer paradójico, uno de los problemas que hoy en día ocupa al topólogo
• diferencial consiste en decidir qué tipo de espacios deben ser objeto de su estudio. De
• modo genérico, a estos espacios se les ha llamado variedades diferenciables
• La primera acotación de estos objetos se debe a Gauss. Así, una variedad era un
• subconjunto del Espacio Euclídeo de dimensión tres de modo que en cada punto existiese
un plano tangente a dicho subconjunto. A estos objetos Gauss los llamó superficies.
• Riemann amplió esta categoría: ya no es necesario ver las variedades incluidas en un
• Espacio Euclídeo de un lado, y de otro no hay razón para limitar su din½nsión. Con
algunos matices, Riemann había introducido la noción de variedad diferenciable que hoy
• en día, siglo y medio después, sigue siendo la utilizada en la Física Matemática.
Posteriormente otras importantes posibilidades han sido introducidas: él borde dife-e
• renciable en la Teoría de Integración y la Topología de dimensión baja y la dimensión
• infinita en el Cálculo Variacional son dos ejemplos de este hecho.
• En esta necesidad de solucionar las limitaciones de los espacios tratados, ha surgido
• el concepto de borde anguloso. Es, por ejemplo, el modo natural de tratar el producto
de variedades cuando ambas tienen borde diferenciable. Cuando uno se introduce en el
• estudio de estas variedades observa que no se trata simplemente de añadir cómplicaciones
• técnicas a las variedades existentes, sino que hay una nueva sensacion de lo 4ue puede ser





2 1. SOBRE INMERSIONES Y SUBVARIEDADES
es definible con curvas que se mueven por el borde exclusivamente).
En este contexto de las variedades con borde anguloso situamos este primer capítulo.
En él, esencialmente, se da contestación al siguiente interrogante: ¿qué debemos entender
por subvariedad de una variedad con borde anguloso?
La referencia básica de este capítulo es [M.O.]. Las variedades diferenciables Banásicas
de clase arbitraria y con borde anguloso son descritas en su primer capítulo. Cualquier
concepto, notación o resultado usado del que no se dé una referencia exacta puede en-
contrarse allí. Nuestro punto de partida es el estudio de su tercer capítulo, concerniente
al tema de las inmersiones y subvariedades. Como en cualquier caso una subvariedad
es definible a partir del concepto de inmersión, será precisamente en este concepto de
inmersión en el que centraremos primeramente nuestro análisis.
Recordemos previamente las definiciones y resultados- básicos dados en [MO.]:
Definición de inmersión (3.2.1 de [M.O.]) Sean X y X’ variedades diferenciables de
clase p, f: X —* X’ una aplicación de clase p y x E X. Diremos que f es una inmersión de
clase p en x si existen C = (U, q, (E, A)) carta de X centrada en x, C’ = (U’, ~‘, (E’, A’))
carta de X’ centrada en f(z) con f(U) c U’, E es subespacio lineal cerrado de E’
admitiendo suplementario topológico en E’, «U) c =11(Ut)y qS’of¡uoqY’ = y : «U) ~>
es la inclusión.
Definición de subvariedad (3.1.1 de [M.O.]) Sea X una variedad diferenciable de
clase p y X’ un subconjunto de X. Entonces X’ es una subvariedad de clase p de X si
para cada Y E X’ hay una carta C = (U, ~, (E, A)) de X centrada en Y, un subespacio
lineal cerrado E’ de E que admite un suplementario topológico en E y un sistema finito y
linealmente independiente A’ de elementos de £(E’, fi), tal que «Un X’) = «U) fl (E’)%
y este conjunto es un abierto de (E’)t, (de una tal carta de X se dice que está adaptada
al subconjunto X’ en el punto r’ mediante (E’, A’)).
En tal caso se construye una estructura diferenciable de clase p sobre cada subvariedad,
que es coherente con la topología inducida:
Proposición (3.1.5 de [M.O.]) Sea X’ una subvariedad de clase p de X. Entonces
existe una uníca estructura diferenciable de clase p en X’ tal que para cada Y E X’
y cada carta C = (U,&(E,A)) de X adaptada a X’ en Y mediante (E’,A’), C’ =




• Ambos conceptos quedan relacionados por el siguiente resultado (el enunciado ha sido
modificado):
e
Proposición (3.2.4 de [M.O.]) Sean X’ un subconjunto de X, variedad diferenciable
• de clase p y j : X’ ‘—* X la aplicación inclusión. Entonces X’ es una subvariedad
• diferenciable de clase p de X si y sólo si existe una estructura diferenciable~de clase p en
• X’ cuya topología es la inducida por X y j : X’ ‘—> X es inmersión en todo -punto de X’.
• En tal caso, dicha estructura diferenciable es única.
e
Nuestra aportación aquí es la introducción de un nuevo concepto de subvariedad: no
• se trata simplemente de una definición más y el análisis de sus propiedades, comparadas
• con las que aparecen en [M.O.], sino que pensamos que este es el concepto natural
para subvariedades que debe sustituir a aquel otro. Esto es, por supuesto; una opinióne
• subjetiva en un primer momento. El propósito de este capítulo es convencer al lector de
• este hecho.
• Definición 1.1 Sean f: X —* X’ una aplicación de clase p y x C X. Se dice que f es una
• F-inmersión G’ en x si para toda variedad diferenciable Z de clase p y toda aplicación
• h : X —* Z de clase p existen un entorno abierto VX de x en X, un entorno~abierto VI(x)
• de f(x) en X’ y una aplicación g : —* Z de clase p de modo que f(Vx) c vJ(~) y





• Esta es la definición básica, y a partir de ella damos el concepto de F-subvariedad:
Definición 2.1 Un subeonjunto Y de una variedad diferenciable X de clase p se dice que
• es una F-subvariedad de clase p de X si existe una estructura diferenciable de clase p
• en Y cuya topología asociada es la que induce X y la inclusión natural j : Y ‘—* X es
• F-inmersión G~’ en todo punto de Y.




1. SOBRE INMERSIONES Y SURVARIEDADES4
Además el nuevo concepto de F-subvariedad está dotado de un claro sentido físico (de
ahí el uso de la letta F para distinguir los nuevos conceptos de los usados en [Mol).
Si X, Y y Z son variedades diferenciables de clase p e Y es F-subvariedad G~ de X,
e;~ denotará el haz de las funciones diferenciables de X en Z que se anulan en Y: el
sentido físico de una variedad diferenciable queda reflejado en los haces de funciones
diferenciables de ésta en cualquier otra variedad. Entonces, si Y es F-subvariedad de X,
se tiene la exactitud de la sucesión corta de haces
para cualquier variedad diferenciable Z de clase p, es decir, las aplicaciones diferenciables
sobre la F-subvariedad serán localmente la restricción de las aplicaciones diferenciables
sobre la variedad y ninguna otra más. Este sentido físico no se tiene para las subvariedades
(véase el ejemplo 1.7).
Por otro lado, los resultados a los que dan lugar los nuevos conceptos se enuncian
ahora con una enorme simplicidad, y aquellos resultados que son esperados (y con la
anterior definición no conseguidos, como por ejemplo el de la transitividad) son ahora
ciertos. Ahora bien, el no poder contar con las cartas adaptadas nos lleva a veces a
demostraciones más complejas, algunas de gran dificultad técnica. El primero de estos
resultados es la “creación” de las cartas a partir de una F-inmersión, comparando este
concepto con el de inmersión. Este es el resultado esencial de la sección 1:
Teorema 1.9 Sean f : X —~ X’ una aplicación el»’ y x C X. Supongamos que
1)- f preserva el borde localmente en x.
2,1- f preserva el índice de los vectores tangentes interiores en
En estas hipótesis, f es F-inmersión 6»’ en x si y sólo si f es inmersión 6»’ en z.
En la sección 2, basándonos en el Teorema 1.9 y en bonitas combinaciones geométricas
de los vectores interiores del borde anguloso, se comparan de modo exhaustivo los concep-
tos de F-subvariedad y subvariedad. Previamente recordamos las nociones de estar bien
situado y totalmente bien situado:
Definición 2.16 Si X es F-subvariedad (o subvaricdad) C~ de X’, se dice que está bien
situada si óx = óx’nx, y se dice que está totalmente bien situada si indx(x) = indx}x)
para todo x E X.
5Teorema 2.17 Sean X’ una variedad diferenciable de clase p y X un subebujunto de X’.
Entonces X es F-subvariedad diferenciable G’ totalmente bien situada de X’ si y sólo si
X es subvariedad diferenciable G~ totalmente bien situada de X’.
Teorema 2.18 Toda sub variedad diferenciable bien situada es F-subvaried¿zd.
• El resultado anterior es de gran trascendencia: el de F-subvariedad e~ un concepto
• que generaliza el de subvariedad bien situada, definición esta última imprescindible para
• establecer la conexión entre subvariedades y transversalidad (véanse 7.1.14 y 7.1.15 de
• [Mt.]). De hecho logramos probar (sin las hipótesis adicionales sobre la situación de la
subvariedad -véase 7.1.14 de [Mt.]-) el siguiente resultado, test definitivo de las nuevas
• definiciones:
Teorema 4.7 Sea f : X —* Y una aplicación 6»’ transversal a una F-subvariedad dije-
• renciable Z de clase p de Y. Entonces f1(Z) es F-subvariedad diferenciable de clase p
• deX.
• Por supuesto habrá que definir “transversalidad a una F-subvariedad”, pero a dife-
• rencia de lo que ocurre con los nuevos conceptos de inmersión y subvariedad, las modifl-
caciones necesarias para la nueva definición no son en modo alguno esenciales. Aún así,
• para facilitar la lectura y evitar confusiones, utilizaremos el término F-transversalidad
para referirnos a la transversalidad a F-subvariedades, e introduciremos de modo conciso
• aunque sin demostraciones aquellos resultados básicos que usaremos en la. demostración
• del Teorema 4.7. Esto se hará en la sección 4.
La sección 2 contiene además otro importante resultado:
• Teorema 2.23 Sean U’ un entorno abierto de O en (E’)% y h: U’ —* EZ un~z F-znmerston
• de clase p en O con h(0) = O. Entonces existe A” C A tal que h : U’ —* Ef es znmerszon
• y F-inmersión de clase p en O.
• Dicho de modo impreciso, esto significa, al menos localmente, que toda F-subvariedad
• es F-subvariedad y subvariedad si se agranda la variedad ambiente adecuadamente.
• Por último, la sección 3 muestra un ejemplo no trivial del siguiente hecho:
Ejemplo 3.3 Si una aplicación de clase p es sumersión en todos los1 puntos de la
• tmagen inversa de una F-subvariedad, para poder asegurar que esta imagen inversa es
• F-subvariedad, necesariamente la aplicación ha de preservar el borde en estos puntos lo-
calmente.
6 1. SOBRE INMERSIONES Y SUBVARIEDADES
1 F-INMERSIONES
Definición 1.1 Sean X y X’ variedades diferenciables de clase p, f : X —* X’ una
aplicación de clase p y x E X. Diremos que f es una E-inmersión C~ en x si para toda
variedad diferenciable Z de clase p y toda aplicación h : X —* Z de clase p existen un
entorno abierto VV de x en X, un entorno abierto VÍ(r~) de f(x) en X’ y una aplicación
g : —* Z de clase p de modo que f(VV) c Vj~ y hlvx = gof¡vx, es decir, el




Proposición 1.2 Sea f : X —* X’ una aplicación C~, con p > 1. Las siguientes afirma-
ciones son equivalentes:
a) f es F-inmersión 67 en x.
b) Existen un entorno abierto WV de x en X, un entorno abierto WI(V) de f(x) en
y una aplicación a —* WV de clase p con f(WX) c W1~ y aofiwx = lwr.
Demostración: b) !=.a) Sean Zuna variedad diferenciable O’ y h : X —* Z una aplicación
C~. Por hipótesis existen W~ entorno abierto de x en X, WJ(V) entorno abierto de f(x) en
con f(WX) c y existe a: W1<’> —~* Wt aplicación de clasep con acflwx = lwr.
Tomamos VV = W~, V1fr) — WJ(’> así que f(Vx) c V1<L~~1 y definimos g = hlvxoa.
Entonces h¡vx = hlvxolvx = hlvxoaoflwx zgoflv±.
a) t’ b) Por hipótesis, para la variedad diferenciable Z = X y la aplicación h =
existen VV entorno abierto de x en X, Vf(x) entorno abierto de f(x) en X’ con f(VX) c
Vf(x) y existe g : VJ(V) ~4 X aplicación O”’ con goflvx la inclusión 5: V” ‘—* X.
Tomamos WJ(V) —
9
1(VX) entorno abierto de f(x) en VJW, y por tanto en X’ (nótese
que 1(x) E g~(VV) pues f(x) c V1~> y g(f(x)) = x), y tomamos W~ = V’k Es claro que
f(WV) G WJOfl (si y E W~ = V~, f(y) E VJ(V> y g(f(y)) = y E VV). Consideramos en-
tonces a = : Wf(V) —* WV G~. Ahora, si u C WV, entonces <f(y)) = g(f(y)) = y.
Ej
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La caracterización de F-inmersión dada mediante la anterior proposición evidencia
como este concepto es dual del de sumersion: una F-inmersión es aquélla aplicación
que localmente funciona como sección de una sumersión. Por otro lado, Veremos en la
sección 2 como la definición de F-inmersión provee de sentido físico a las F-subvariedades.
Comparamos ahora los conceptos dados de inmersion.
Proposición 1.3 Sean f : X —* X’ aplicación G~
Jnt(X’). Entonces, si f es E-inmersión C~ en x,
z E ax y TVX es infinito dimensional).
conp=l y xcXconf(x)c
f es inmersión G~ eA x (p E N si
Demostración: Como f(x) e Ini(X’), el resultado es consecuencia directá del siguiente
lema y de 3.2.6 de [M.O.].
Lema 1.4 Sean f : X —* X’ O’ y x E X. Entonces, si f es F-inmersióvi O’ en x, ~j
es inyectiva y T±f(TVX)admite suplementario topológico en
Demostración: Es consecuencia directa de la primera proposición y de resultados básicos
sobre suplementarios topológicos: por la proposición 1.2, existen un entorno abierto WX
de x en X, un entorno abierto WJ(x) de 1(x) en X’ y una aplicación a : Wf(V) ~
de clase p con f(WX) c W<~ y aof~wx = lwx. Luego TV(lws) = Tf(V)ojoTV(fIwx) así
que TV(fIwx) (y por tanto T2,f) es inyectiva. Veamos que Ker(TÍ<V>a) es suplementario
topológico de TVf(TXX) en
a) Ker(TÍ(V>a) es obviamente cerrado de
b) TVI(TTX) es cerrado de TÍ(V)X’: si {TVf(vfl)} converge a tu E TÍ(~)X’, entonces
{vj = {TJ(V)aoTVf(vfl)} converge a TÍ(V)a(w) E TVX así que tu E TVf(Ta,X).
c) TX.f(TVX) fl Ker(TJ(V)a) = O pues si tu E TVI(TXX), tu = T,,f(v) coik u E TVX, así
que TJCV>a(w) = TJ(V>UOTVJ(v) = y. Si además tu E Ker(Tf(V)a), entonces y = O y por
tanto tu = O.
d) TJ(V)X’ = TVI(TVX) + Ker(TÍ(V)a): dado tu E T¡(V)X’, sea y = TJ(f)a(w) E TVX.
Entonces tu = 21,1(v) + (tu — 21,1(v)) con 21,1(v) E TXf(TVX) y T¡(2ja(w — 211(v)) =
Tf(V)a(w) — u = 0. Ej
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Ejemplo 1.5 La hipótesis .1(x) E Int(X’) es necesaria en la anterior proposición. Sean
las variedades diferenciables de clase infinito
X = {(x,y) E fi2,/(z — 1V + y2 = 1} ~ X’ —
y sea 1 = j : X ‘—* X’ la inclusión, que es una aplicación G~.
inmersión G’ en x = (0,0), pero síes F-inmersión G~ en x.
Se tiene que f no es
Que f no es inmersión O en x se comprueba de
3.2.7 de [M.O.]. Para probar que f es F-inmersión C~
= W~) fl X donde
modo análogo a lo que se hace en
en x, probamos b) de 1.2, tomando
= {(x,y) E X’/z2 + y2 < 1}




Proposición 1.6 Sean 1 : X —* X’ aplicación G~ y x E Jnt(X). Entonces, si f es
znmersión O’ en x, f es también F-inmersión G~ en x.
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Demostración! Por hipótesis existen G = (U, ~, E) carta de X centrada en x, G’ =
(U’, ~‘, (E’, A’)) carta de X’ centrada en 1(x) con 1(U) c U’ y E subespacio lineal (ce-
rrado) de E’ admitiendo suplementario topológico en E’ con ~‘ofIuo~i 4 j : «U)
~‘(U’)la aplicación inclusión. Sea F un suplementario topológico de E en E’ y sea
e : E x E -~ E’ el homeomorfismo lineal dado por e(u, y) = u + u. qomo «U) es
abierto de E, «U) x E es abierto de E x E, e(q’4U) x E) es abierto de E’ y por tanto
x F) fl ~‘(U’)es abierto de =b’(U’)así que de (E’)t,, y por supuesto contiene al
cero.
Tomamos W~ = U, WÍ(V) = (W)1(e(«U) x E) fl ~‘(U’)). Desde luego W” es un
entorno abierto de x en X y es un entorno abierto de f(x) en X’. Veamos que
f(WT) c WJ<r>. Sea y E WX. Claramente f(y) c U’ y lo que queremós ver es que
~‘(f(y)) E ~(«U) x E) fl ~‘(U’),o sea que e—1(~’(f(y))) E «U) x E. Pero esto ocurre
sí (y sólo si) e—l(á~#(y)) E «U) x E, o lo que es lo mismo, («~)~O) E «U) x E, lo que
es obvio.
Definimos a como la composición
a: ~ —+ ~(«U) ,< E) n ~ (U) —> «U) x E ~* «U) —~ U =
que es trivialmente G~. Veamos que a ofIwx = lwx y se concluiría por 1.2. Sea y E W~ =
U; entonces
a(f(y)) = <(pi (e1(~’(f(y))))) = fi (p’ (e1 (j(«y)))))
<(pi(«y),0)) = <«y) = y.
o
Ejemplo 1.7 La hipótesis x E Int(X) es necesaria en la anterior proposición. Sean las
variedades diferericiables de clase G~ X = [0,1)y X’ = (—1,1) y sea f = 5: X ‘—* X’ la
aplicación inclusión, que es C~. Entonces f es inmersión G~ en x = (0,0) E X pero no
es F-inmersión G1 en x.
Trivialmente f es inmersión G~ en z. Que f no es E-inmersión G’ en x será deducido
de un resultado posterior, que asegura que las F-inmersiones preservan el borde.
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‘e
El siguiente teorema vuelve a comparar los conceptos de inmersiones, pero ahora lo ‘e
‘e
hará en una situacion no trivial. Además nos llevará al resultado análogo al de sumersiones e
que se tiene en 4.1.13 de [M.Oj.Esta analogía es completa teniendo en cuenta el siguiente ti
resultado, interesante en sí mismo. ‘e
ti
‘e
Proposición 1.8 Sean f : X —* X’ aplicación G~ y x E X. Supongamos que f es e
sumersión G~ en x y que existe un entorno W~ de x en X con f(WV fl OX) G OX’. ‘e
ti
Entonces ind(v) = ind(T~f (u)) para todo u E (TVX)~. (Para la definición de (T±X)’,
vease la pdg.68 de [M.Oj) ‘e
e
Demostración: Por 4.1.13 (a ~t d) de [Mt.] existe un entorno W de z en X tal que 1 es ‘e
e
sumersión G~ en y para todo y E V~ y además f(VX n OX) c ox’. Se sigue de 4.1.14 de
[M.O.]que para todo y E VV ind(y) = ind(f(y)) [*]. Por 4.1.13 (a != c) de [M.O.]existen ‘e
G = (U, ~, (E, A)) carta de X centrada en x con U c VV, G’ = (U’, <, (E’, A’)) carta de e
eX’ centrada en f(x), f(U) ci U’, existe q E flE, E’) sobreyectiva con Ker(q) admitiendo e
suplementario topológico en E tal que q(«U)) ci q5’(U’) y ~‘ofIuo&’ = qI~(U). ‘e
e
Sea tu E (T~X)1 y veamos que ind(tu) = ind(TVI(w)). Para ello tómese u E hi)j con
e~jv) = tu y un e >0 con ev E «U). Entonces e
ind(tu) = indE+(v) = ind~+(cv) = indx(f1(cv)) (~l indx«f(t’(cv))) = ‘e
A A
‘e








‘eTeorema 1.9 Sean f: X —* X’ aplicación C~ y x E X. Supongamos que:
1)- Existe un entorno VV de x en X con f(VX fl OX) c OX’ (es decir, f preserva el ti
borde localmente en x). ‘e
‘e
2)- Para todo u E (TVX)1 se cumple que ind(v) = ind(T~f(v)) (por 1.6.17 de [M.O.j ‘e
se cumple que T~f((T~X)~) ci (T~«
31X’)1). ‘ee
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a) f es una F-inmersión O” en x.
• b) T~f es juyectiva y T~f(T~X) admite suplementario topológico en
• c) f es una inmersión O” en ay
• Demostración:
e
• a)=*-b) Es el lema 1.4, sin necesidad de suposiciones.
e
• b>e’c) Véase 3.2.12 de [M.O.].
c)zt.a) Sólo usa la suposición 2) -y entonces la 1) se cumple-.
• Por ser f inmersión G~ en x, existen G = (U, ~,(E, A)) carta de X centrada en
e O’ = (U’,~’,(E’,A’)) carta de X’ centrada en 1(x), con f(U) ci U’, E es subespacio
• lineal de E’ admitiendo suplementario topológico en E’, «U) ci =b’(U’)y ~‘ofIuo~’ =
• 5: «U) ‘—* d”(U’) la aplicación inclusión (en particular, al ser 5 = D(~’ofIuo~’)(0)
y suponer 2), tendríamos que f preserva localmente el borde en x). La demostración se
• basa en la siguiente afirmación:
Existe un subespacio lineal F2 de E’ con E’ = E eT E2 tal que si e : ‘E x E’2 —* E’
• es el homeomorfismo lineal que lleva (y, tu) a y + tu, entonces (E x E’2 )te = ES x E2 (la
• prueba de este hecho sigue las líneas de las págs. 138 y 139 de [M.O.]).
• Dividimos la demostración de esta afirmación en quatro pasos:
1) E~ — (E’)t nE
• Claramente eard(A) = ind(x) = ind(0~) = ind(Qr(~)) = card(A’) = k así que E =e
• EX®T<XI,. . .,xk> con x~ E E,k(x5) = ¿í~donde A = {X1,. ..,Ak} y E’ = (E’)%eT
• <zi,. . . , zk> con z~ E E’, >«z5) =
3ig donde A’ = {>4,. . . , 4} (proposición 1.1.4 de [M.04).
Por supuesto x
1 E E,!j ci (E’)11 pues f es inmersión G” en X, y por 2) x1 = e1 + a51z51
• con e1E(E’)%,a~~>0,j1E{1,...,k},j¿#j1’ sii#i’
Dado y E (E’)%flE,y = t+/3l(ei+as~z5,)+...+fik( ek+ aJkz~k) dondet E EXC (E’)%
• (de nuevo, la última inclusión es por ser f inmersión), O =A(y) = fi¡a11 así que fl~ =O
pues a5~ > O y por tanto y E E5 (como ejercicio, que no se requiere en el resto de la
• demostración, puede comprobarse que (E’)% fl E = EX).
II) Existe {Yi,. . . ,y4 ci E con E = EX er <yi,. . . ,y¡~> y >~(yj) = ¿j~ de modo que
• E’ = (E’)% eT <YI, . .
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{y,,... ,y,~} se consigue reordenando {~L,... , r-}. En efecto, en 1) la biyección
{1,. . . , k} .—* {1,..., k} que lleva i a j~ definida por la condición x~ = e~ + a~~z~1 puede
tomarse la identidad reordenando previamente Qn1,... ,xk} pues entonces A (i) =
A; (t + zí) =
III) Existe un subespacio lineal E’2 de E’ con E’ = E e~ E’2 tal que E’2 ci (E’)%.
Sea H un suplementario topológico de E en E’ y O un suplementario topológico de
EX en (E’1, así que E’ = E e~ H y (E’)% = EX ®r O. Por II) se tiene {yi,. . . , y4 ci E
con E = EX e~ <yi,.. . , yk> y E’ = (E’)% &T <~1,..., yk>. Entonces E’ = (E’)% eT
= (E~@TO)@T<y1,...,yk> = G+E, ysi y E GnE, y = x +Z~1cv~y~ con
x E EX de donde y—x; = ~ E (E’)% fl <y1,...,yk> así quey = Y, E OflEX y
por tanto E’ = E ®T O. Se toma entonces E’2 = O.
IV) (EXE’2)te=EZXE’2
Si (v,w) E (Ex E’2)t,e, entonces para todo A’ E A’,A’(v+ tu) =0,ypor III) A’(v) =0.
Como y E E, de 1) se tiene que u E EZ. Y si (v,w) E E)Q x E’2, entonces para todo
A’ E A’, A’9(v, w) = A’(v+tu) = A’(v)+A’(w) =O por III) y 1), así que (y, tu) E (ExF2)ite.
Se considera entonces Vf(x) — (~‘)—1Q3(#(U) x E’2) n ~“(U’))que es abierto de X’ pues
«U) x E’2 lo es de EZ x E’2 = (E x E’)te, y se considera también VV = U. Definimos a
como la composicion
~‘IvI(’) e—’
—* 41(Ut) ni (3(«U) x E’2) —* ~(U)x E’2 ~N«U) —* U = VV
que es trivialmente O”. Además f(VX) ci Vj<’~ pues si y E «U), 3(y) = 9(j(y),o) E
<9(sI4U) x E’2) 11 #‘(U’), y aoflvr = lvxya que si y E V~, se tiene que a(f(y)) =
=1’—’(pi(E>~
1(~’(f(y))))) = ~ (pi (9—1 (j(44y))))) = ~ (pi(44y), 0)) = ~ o ~(y) = y.
Ej
A continúación, dos resultados generales:
Proposición 1.10 Sea f : X —* X’ aplicación O” con p =1. Entonces
Qn E X/j’ es F-inmersión O” en
es abierto de X.
Demostración: (compárese con la de 3.2.2 de [M.O.]) Es corolario inmediato de 1.2. Ej
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Proposición 1.11 Sea f : X —> X’ F-inmersión G” en x E X con p =1. Entonces
f preserva el borde localmente en x, es decir, existe un entorno V~ de x en X tal que
f(1~” ni OX) ci OX’. En particular> f(x) E ox’ ~ ~ ~ ox.
Demostración: Por la anterior proposición, basta probar el “en particular”.
Por 1.2 existen un entorno abierto WV de x en X, un entorno abierto WÍ(x) de f(x)
en X’ y una aplicación a: W~~”> W~’ de clase p con f(WX) ci Wj<”> y lwx = aoflwz.
Así que a es sumersión O” en f(x) de sección f~wi. Luego si f(x) E Int(X’), entonces
x = a(f(x)) estaría en el interior de X por 4.1.11 de [M.O.]. Ej
Definición 1.12 Una aplicación f : X —* X’ de clase p se dice que es una F-znmerszon
O’ si f es una F-inmersión G~ en todo x de X.
El siguiente resultado es un test fundamental para la definición dada de F-inmersión.
Proposición 1.13 Seaf : X —* X’ una F-inmersión Gp, y sea h: Z —* X una aplicación
continua donde Z es una variedad diferenciable de clase p. Entonces h es O’ si y sólo si
f.h es O”.
Demostración: (compárese con la de 3.2.3 de [M.04) !=~) La composición de aplicaciones
O” es una aplicaciói3 O’-
@ ) Sea z E Z. Como f es F-inmersión Gp en h(z), existen un entorné abierto
Wh(z) de h(z) en X, un entorno abierto WÍ(h(z)) de f(h(z)) en X’ y una aplicación
a : WI(h(z)) ~ W’«~) de clase p con f(Whfr>) ci W~~~(’«~» y aofIwh(¿) = lWh(t). Como
h es continua, existe un entorno abierto UZ de z en Z tal que h(UZ) ci Wh(z). Así que
hiuz = íWh(Z) O hluz = a o flwhz h~uz, por tanto es O”. Ej
Proposición 1.14 (compárese con el enunciado de 8.2.16 de [M.O.]) Sea 1 : X —>
una E’-inmersión O’ en x E X y sea y : X’ —> X” una F-inmersión O’ en 1(x) E X’.
Entonces la composición gcf : X —. X” es F-inmersión O” en x.
Demostración: Sean Z una variedad diferenciable O” y h : X —* Z una aplicación de
clase p. Como f es E-inmersión G” en x, existen un entorno abierto VÍ(x) de f(x) en
‘e
e
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e
‘e
una aplicación a: Vífr> —+ Z de clase p y un entorno abierto UV de x en X de modo que ef(UX) ci Vj~ y h(y) = aof(y) para todo y E UX.
Como g es E-inmersión G” en f(x), claramente gjvÍ(~) : VJ(X) ~ X” es F-inmersión ‘e
‘eO” en f(x), así que existen un entorno abierto VS(x) de g(f(x)) en X”, una aplicación
¡3 : VS(f(x)) —* Z de clase p y un entorno abierto UJ(x> de 1(x) en VI (a’) (así que en X”) e
de modo que g(U1(a’>) ~ i3¡g(f(x)) y cx(y’) = 1
3o9(y’) para todo y’ E ~ ‘e
e
Como f es continua y f(x) E UJV, el conjunto Va’ definido como Ua’ ni f-1(U-”(a’)) es ‘e
abierto de X y x E Va’. Además gof(Va’) ci V~<1<a’» (gof( Va’) = g(f(W)) ci
9(UíÚa’)) ci St
‘ey para todo y E Va’ se tiene que h(y) = c~of(y) = ¡3ogof(y), la primera igualdad
porque y E Va’ ci Ua’, y la segunda igualdad porque f(y) E U
1~a’~ dado que y E Va’. Ej ‘e
‘e
e
Corolario 1.15 La composición de dos F-inmersiones G” es una F-inmerston O”. ‘e
ti
‘e
Proposición 1.16 (compárese con el enunciado de 8.2.19 de [M.Oj) Sean 1 : X —* X’
y g X’ —+ X” aplicaciones de clase p, tales que la composición gof es F-inmersión G” e
en x E X. Entonces f es F-inmersión O” en ay ‘e
‘e
Demostración: Sea Z una variedad diferenciable de clase p y sea h : X —* Z una apli- ‘ee
cación de clase p. Como gof es E-inmersión G” en c E X existen un entorno abierto
V”~j~a’~~ de g(f(x)) en X”, una aplicación a : —> Z de clase p y un entorno abierto ‘e
Ua’ de x en X de modo que gcf(Ua’) ci VWfr» y h(y) = aogof(y) para todo y E Ua’. ti
eClaramente V~<a’> — g~1(V2(J(a’fl) es abierto de X’ y ¡3 = aog¡~px) : V-’~a’~ —~ Z es O” ‘e
puesto que g lo es, y f(Ua’) ci v-’(a’) dado que g(f(Ua’)) ci V~<a’>). Además para todo




Corolario 1.17 Sean 1: X —> X’ y g : X’ —* X” aplicaciones de clase p, tales que e
la composición gof es E’-inmersión O”. Entonces f es F-inmersión O”.
e
Proposición 1.18 Sean f : X —~ X’ F-inmersión O” en x E X y g : y —~ Y’ F- ‘e
‘e
inmersión O” ca y E Y. Entonces la aplicación fx g : X x Y —* X’ x Y’ es F-inmcrszón
O” en (x,y). ‘e
e
Demostración: Como 1 es F-inmersíon O’ en x, existen U” entorno abierto de x en ‘e




a : V~<a’> .—* (Ja’ de clase p con a~ flu= = 1u=~ Como y es F-inmersión O” en y, exis-
ten U~ entorno abierto de y en Y, V~<~~> entorno abierto de g(y) en Y’ con g(UV) ci V~’>
y existe una aplicación ¡3: VU(V> —* UV de clase p con flog¡uy =
Entonces Ua’ x U~ es un entorno abierto de (x, y) en X ><
entorno abierto de (f x g)(x,y) = (f(x),g(y)) en X’ x Y’,
f(Ua’) x g(U~) ci V.«a’~ x VS(v> y a x ¡3 : vI<a’) v~(’4 —*
cando que (a x ¡3)o(f xg)~uxxuy = lux X 1u~ =
Corolario 1.19 Seanf : X —* X’ y g
f x y : X >c Y —* X’ >< Y’ es F-inmersión O”.
Y, V1<a’~ vf(v) es un
(f x g)(Ua’ x U”) =
x U” es O” verifi-
Ej
Y —> Y’ F-inmersiones O”. Entonces
2 F-SUB VARIEDADES
Como se anunciaba en h introducción a este
conduce a un nueva definición de subvariedad:
capítulo, el concepto de F-inmersíon nos
Definición 2.1 Sean X una variedad diferenciable de clase p con p = 1 e Y un
subconjunto de X. Diremos que Y es una F-subvariedad diferenciable de clase p de X si
exzste una estructura dzferenciable [A] de clase p en Y tal que:
1) La topología T[Á] asociada a [A] es la topología que Y hereda de X.
2) La aplicación inclusión 5: (Y, [A]) ‘—y X es F-inmersión O’.
En tal caso, la estructura diferenciable en la F-subvariedad es única:
Proposición 2.2 Sea Y una E’-subvariedad de clase p de X. Entonces
estructura diferenciable [A] en Y cumpliendo 1) y 2).
Demostración: (compárese con la prueba de 3.1.5 de [M.O.]) Supuestas
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Como [A]y [13]verifican 1), ly es homeomorfismo y que es O’ se sigue de la condición
2) para [8] y la proposición 1.13. De igual manera se prueba que su inversaes declasep. Ej
Observación 2.3 Si Y es F-subvariedad diferenciable de clase p de X, hablaremos sim-
plemente de Y para referirnos a la variedad diferenciable (Y, [A]), donde [A] es la única
estructura diferenciable O” en Y que cumple las condiciones 1) y 2) de la definición 2.1.
Proposición 2.4 Sean X una variedad diferenciable O” y V un abierto de X. Entonces
V es F-subvariedad de X y su estructura diferenciable como tal coincide con la definida
en el ejemplo E) después de 1.2.19 de [M.O.].
Proposición 2.5 Sean f : X —~ X’ un O’ difeomorfismo e Y una F-subvariedad O” de
X. Entonces 1(Y) es F-subvariedad Gp de X’ y f~y : Y —* f(Y) es O” difeomorfismo.
Proposición 2.6 Si Y es F-subvariedad de X e Y’ es F-subvariedad de X’, entonces
la variedad diferenciable producto Y x Y’ es F-subvariedad de X >< X’ (y la estructura
diferenciable producto de las estructuras de subvaricdad es la estructura de subvariedad
del producto).
Demostración: Es consecuencia del corolario 1.19. Ej
Proposición 2.7 Sean Y E’-subvariedad O’ de X, Z variedad diferenciable dc clase p y
Z —~ Y una aplicación. Entonces f es de clase p si y sólo si la composición jof es de
clase p, donde 5 : Y ‘—> X es la inclusión.
Demostración:
=*) La composición de aplicaciones de clase p es de clase p.
~=)Como 3 of es continua e Y es subespacio topológico de X, .f es continua. Entonces
se concluye por la proposición 1.13. Ej
Una de las primeras razones que nos indujeron a pensar en un nuevo concepto de
subvariedad fue el problema no resuelto de la transitividad de éstas. Con las nuevas
definiciones, la solución es clara:
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Proposición 2.8 (compárese con el enunciado de 8.1.16 de [M.Oj) Sean Z variedad
• diferenciable de clase p y X ci Y ci Z subeonjuntos. Supongamos que Y es
• F-subvariedad O’ de Z y X es F-subvariedad O” de Y. Entonces X es F-subvariedad
O” de Z (y la estructura diferenciable que hace a X F-subvariedad de Z es la que la hace
• F-subvariedad de Y).
• Demostración: Es consecuencia directa de la propiedad transitiva de las topologías ini-
ciales y el Corolario 1.15. Ej
Un resultado en la misma dirección es el siguiente:
• Proposición 2.9 (comp drese con el enunciado de 8.2.20 de [M.Oj) Sean Z una variedad
• diferenciable de clase p y X ci Y ci Z subeonjuntos. Supongamos que X e Y son
F-subvariedades diferenciables G” de Z. Entonces X es F-subvariedad diferenciable O”
• deY.
• Más aún, tenemos el siguiente resultado: sean Y y Z variedades diferenciables de clase
• p, X ci Y ci Z subeonjuntos y X F-subvariedad O” de Z. Suponemos que las aplicaciones
• inclusiones
Xc~*Y y Yc~*Z
son de clase p y la topología de Y es la que hereda de Z. Entonces X es F-subvariedad
• diferenciable O’ de Y (mediante la estructura diferenciable que la hace E’-subvariedad de
•
Demostración: Es consecuencia del Corolario 1.17. Ej
• Proposición 2.10 Sean X variedad diferenciable de clase p e Y un subconjunto de X
tal que para todo y E Y existe un entorno abierto VV de y en X de modo que Y ni V~ es
• F-subvariedad O” de X. Entonces Y es F-subvariedad diferenciable de clase p de X.
• Demostración: Sean [X] la estructura diferenciable de X y para cada y c Y, [A1jla
única estructura diferenciable O” en Y ni VV tal que T[Á~] = T[x]LynvY y la inclusión
• (Y ni VV, [Aj) ‘—* X es F-inmersión O”. Se cumplen las siguientes condiciones:
• 1)Y=U~6~(YniV~)
18 1. SOBRE INMERSIONES Y SUBVARIEDADES
2) Para todos x,y E Y se tiene que (Y ni Va’) ni (Y ni VV) es abierto de (Y ni Va’, TrÁ~l):
(YnVflni(YniVV) = (YniVa’)niV~ es abierto de (YniVa’,TrÁ~,l) dado que VV es abierto
de X y T[Á~] = T~xu¡ynvs.
3)Para todos x,y e Y, [Áa’1I(ynvx)n(ynvu)= [Aj¡(ynvx)n(ynvY). En efecto, ambas
estructuras diferenciables hacen a (Y ni Va’) ni (Y ni VV) F-subvariedades O” de X por la
proposición 2.8, así que coinciden por la proposición 2.2.
Por 2.4.5 de [M.O.] existe una única estructura diferenciable [Y] de clase p en Y tal
que para todo y E Y, Y ni VV es abierto de (Y,T[y]) y [Y]l(n-~vu) = L4~]~ Claramente esta
estructura diferenciable hace a Y F-subvariedad diferenciable O” de X. Ej
La relación entre F-subvariedades y sumersiones (véase 4.1.1 de [MO.]) es ahora
fácilmente obtenible:
Proposición 2.11 Seanf : X —* X’ aplicación de clase p y Z una E’-subvariedad O” de
X’. Supongamos que para cada x e f”(Z), f es sumersión de clase p en x y existe un
entorno Va’ de x en X tal que f(Va’ ~ OX) ci OX’. Entonces f—i (Z) es F-subvari edad O’
de X.
Demostración: Sea x E f—1(Z). De 4.1.13 d) de [MO.] se tiene un entorno abierto V
de x en X, un abierto V’ de X’ con f(V) ci V’, una variedad diferenciable X” de clase p
sin borde y una aplicación h : V — X” de clase p tal que (h,f 1v) : y —+ X” x V’ es O”
difeomorfismo. Claramente V ni f~1(Z) = (h, flvfli (X” x (y’ ni Z)), así que V ni f’ (Z)
es F-subvariedad de clase p de V (por las proposiciones 2.4, 2.8 y 2.9 se tiene que V’ ni Z es
F-subvariedad O’ de V’ pues V’ es abierto de X’ y Z es F-subvariedad O” de X’. Luego
se aplican las proposiciones 2.6 y 2.5). Por la proposición 2.8 se verifica que V ni f1(Z)
es F-subvariedad O” de X. El resultado se sigue ahora de la proposición 2.10. ni
El siguiente resultado es una generalización de 4.1.11 de [M.O.]:
Proposición 2.12 Sea f : X —* X’ una aplicación de clase p. Supongamos que T~f es
sobre yectiva para cierto x e X. Entonces indx(x) =indx’(f(x)).
Demostración: Sean O = (U, ~,(E, A)) carta de X centrada en x y O’ = (U’, ~‘, (E’, A’))
carta de X’ centrada en f(x) con 1(U) ci U’. Sea g = ~‘ofIuo&’ : «U) —*
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la localización-de f en x, así que (etY>)—’.T~f.% = Dg(O) : E —* E’. Sean A =
{Ai,...,Am} y A’ = {A1,...,A~}, tales que E = EX e~ <yl,...,ym>1con y~ E E,
= ¿~ y E’ = (E’)1~ eT <xi,..., x,.> con x~ c E’, A(x~) =
3q~ Queremos pro-
bar que m > n.
Por hipótesis Dg(O) es sobreyectiva, y en cualquier caso Dg(0)(E~) ci (E’)% (1.2.10 de
[M.O.]). Estos dos hechos son suficientes para comprobar que la aplicación composición
es sobreyectiva (dado w E <xi,..., x,,> existe y - ¿ E tal que P2 oDñ(0)(v) = tu,
u = e + >D~L
1 A~y1 con e E EX, así que p2oDg(0)oi(~’i1 ~jy~)= p2oDg(0)(v — e) =
p2úDg(0)(v) —p2oDg(0)(e) = p2oDg(0)(v) = tu). - U
Corolario 2.13 Sea f : X —* X’ una sumersión O” en x E X. Entonces indx(x) >
tndx’(f(x)).
Consecuencia del anterior corolario y el hecho esencial de que el concepto de
F-inmersión es el dual del de sumersión (proposición 1.2) es el siguiente resultado:
Corolario 2.14 Sea f : X —* X’ una E-inmersión C~ en x E X. Entonces indx(x) <
zndx’(f(x)). En particular, si x E OX, entonces f(x) E OX’.
Nos disponemos ahora a establecer una relación exhaustiva entre los conceptos de
F-subvariedad y subvariedad. Las relaciones establecidas aquí, aparte de su obvia necesi-
dad, son usadas de modo básico para establecer la relación entre el concepto de
F-subvariedad y el de transversalidad, que se dará en la sección 4. Dos hechos claves
serán obtenidos: toda F-subvariedad totalmente bien situada es una subvariedad, y toda
subvariedad bien situada es una F-subvariedad. En ambos casos, la demosttación se basa
en el Teorema 1.9 y en bonitas ideas geométricas sobre el borde anguloso y sus vectores
interiores. Veamos previamente una importante observación y una definición:
Observación 2.15 Supóngase que X es una F-subvariedad y una subvariedad de clase
p de X’, así que existen estructuras diferenciables [A] y [13]en X tales que T[Áí = T<51 y
son las inducidas por X’, la inclusión 3: (X, [Al)‘—* X’ es E-inmersión O” y la inclusión
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5: (X, [5])~—* X’ es inmersión O”. Entonces
lx: (X,[A]) —* (X,[B])
es obviamente homeomorfismo, es de clase p por 8.2.8 de ¡MO.] y su inversa es de clase
p por la proposición 1.18, de modo que [A] = [13].
Definición 2.16 (véase 8.1.10 de [MO.] para las mismas definiciones en subvariedades)
Sea X una E’-subvariedad de clase p de X’. Diremos que X está bien situada en
si OX = OX’ ni X y que X está totalmente bien situada en X’ si para todo x E X,
indx(x) = indx’(x).
Teorema 2.17 Sean X’ una variedad diferenciable de clase p y
Entonces las siguientes afirmaciones son equivalentes:
X un subconjunto de X’.
a) X es subvariedad O” totalmente bien situada de X’.
b) X es F-subvariedad O’ totalmente bien situada de X’.
Demostración: a) =~‘ b) Sea 5 : X ‘—~ X’ la inclusión de X en X’. Para probar que
X es F-subvariedad diferenciable O” de X’, consideramos [A]la estructura diferenciable
O” de X que da a) y que hace que j : (X, [A]) ‘—* X’ sea inmersión y T[Áí la topología
inicial asociada a 5. Basta pues probar que j : (X, [A]) ‘—* X’ es F-inmersión de clase p.
Para ello probaremos la condición 2) del Teorema 1.9 (la condición 1) se tiene por estar
X totalmente bien situada en X’).
Sean pues x E X, w E (T~X) y comprobemos que ind(tu) = ind(T~j(w)). Para ello
tomamos cartas O = (U,~,(E,A)) de X centrada en x, y O’ = (U’,#,(E’,A’)) de X’
centrada en 5(x) con 5(U) ci U’ de modo que E sea subespacio lineal de E’ en donde
admite suplementario topológico, ‘¡4(J) ci =b’(U’)y la localización sea la inclusión, o sea
fojluo&1 = i : «U) <—~ t’(U’), así que D(c,b’ojluo&’)(0) es la inclusión i : E ~ E’.
Sea y E EZ con e~4v) = tu, así que T~j(tu) = T~joe~(v) = e~.,oi(v) = e~,(v).
Entonces, si elegimos e > O con ev e «U), tenemos
ind(tu) = indE+(ev) = indx(qY”(cv)) =
A
zndx’(j(401(cv))) = ind(EI,
1 (41050 #—‘ (ev)) = ind(EF)+,( CV) =


























































b) !=. a) De nuevo usaremos fundamentalmente el Teorema 1.9. Por hijótesis existe
una estructura diferenciable [A] de clase p en X tal que j : (X, [A])‘—* X’ es F-ínmersion
O’ y homeomorfismo sobre la imagen. Se trata de probar que 5 : (X, [A])‘—* X’ es
inmersión de clase p.
Sea x E X. Como X está totalmente bien situada en X’, para poder aplicar el
Teorema 1.9 basta demostrar la condición 2) de sus hipótesis. Sea pues w C (T~X)1 y
veamos que ind(w) = ind(T~j(w)).
Sean O = (U, </i, (E, A)) carta de X centrada en x, O’ = (U’, 41, (E’, A’)) carta de X’
centrada en 5(x) con 5(U) ci U’ y llamamos g a la localización de 5 en estas cartas, es
decir, g = q5’ojjUoq’r1. Como indx(x) = indx’(j(x)), se tiene que card(A) = card(A’), y
obviamente g es F-inmersión O” en O con g(O) = 0. Además, si y E i4 coA %(v) = tu,
entonces ind(tu) = ind~z(v) y ind(T~j (tu)) = ind(Dg(0)(v)). Así pues, es suficiente
demostrar la siguiente afirmación:
Sean U un abierto de EZ con O E U y g : U —+ (E’)% una F-inmersión O’ en O con
g(0) = O. Supongamos que card(A) = card(A’). Entonces Dg(O) : E —* E’ conserva
el índice de los vectores, es decir, indE+(v) = ind(E~)+(Dg(O)(v)) para todo y E EZ.
Como g es F-inmersión G” en 0, por la proposición 1.10 es F-inmersión O” en todo
punto de un cierto entorno abierto W0 de O en U. Entonces por el corolario 2.14 se
tiene que ind~+(x) = ind<~I)+(g(x)) para todo x E W0. Además, de aduerdo con la
proposición 1.2, existen U0 entorno abierto de O en U y V0 entorno abierto de O en (E’)t
con g(UO) ci V0 y existe una aplicación a : V0 —> U0 de clase p tal que tuo = aogjuo.
En particular l~ = D(aog¡uo)(0) = Do}0)oDg(0) : E —* E. De 1.2.10 de [M.O.] se sigue
que
Dg(0)(E) ci (E’)t,, Da(0)((E’)t) ci EZ
y
Dg(O)(E~) ci (E’)%, Da(O)((E’)1~) ci
Por supuesto
Da(O)(Dg(0)(EX)) = EX.
Pongamos card(A) = n = card(A’) siendo A = {X
1,. . . , k~} y A’ = {M
Paso 1: ind(Dg(O)(v)) =ind(v) para todo y E EZ.
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Si y E EZ, Dg(O)(v) = lim~...o+ s(tv) e md (~(tv)) = ind(g(tv)) =md (iv) = ind(v),
la desigualdad porque iv E W0 si i > O es suficientemente pequeño. Luego Dg(0)(v)
lim~.~ y,. con ir¿,d(y,.) =ind(v) y es fácil comprobar entonces que ind(Dg(0)(v)) =
ind(v).
Paso 2: si ind(v) = n, entonces ind(Dg(O)(v)) = n.
Es trivial por el paso 1 y las igualdades card(A) = n = card(A’). Es, de hecho, la
inclusión Dg(O)(E~) ci (E’)%.
Paso 8: si ind(v) = u — 1, entonces ind(Dg(0)(v)) = n — 1.
Si y E EZ con ind(v) = n —1, por el paso 1, Dg(O)(v) tiene indicen —1 ó u, y si fuese
u, Dg(0)(v) E (E’)%, así que Da(0)(Dg(0)(v)) E EX pero esto es el propio u que no está
en EX pues su índice es u — 1, no n.
Paso 4: si ind(v) = u — 2, entonces ind(Dg(O)(v)) = u — 2.
Sean {vi,...,v,.} ci E con A~(v~) = ¿~j demodo que E = EXeT<ví,...,v,.> y y E EZ
con znd(v) = u — 2. Abusando de la notación, supongamos que u = e
0 + a1v1 + a2v2 con
e0 E EX, a1 > O ya2 > O. Como Dg(O)(EX) ci (E’)%, ind(Dg(O)(v)) = ind(Dg(O)(aivi +
a2v2)). Además Dg(O)(aivi + a2v2) = Dg(O)(aivi) + Dg(0)(a2v2) y por el paso 8
Dg(0)(aivi) y Dg(0)(a2v2) tienen índice u — 1. Sea A~ E A’ el único elemento de A’
que no se anula en Dg(0)(aivi) y A E A’ el único elemento de A’ que no se anula en
Dg(O)(a2v2), así que
A(Dg(0)(aivi)) > O y >1(Dg(0)(a2v2)) > 0.
Si fuese i ~ 5, obviamente Dg(O)(aiv1) + Dg(O)(aivi) tendría índice u — 2 y habríamos
acabado. Supongamos pues que = 5 (véase la figura de la página siguiente).
Entonces Dg(O)(aivi) = t~ + ¡3íw,~ y Dg(O)(a2v2) = tg + ¡32wk donde E’ =
(E’)% eT <tui,... ,tu,.>, w~ c E’ con A~(tu~) = ¿~ ~ e (E’)%, ¡3í > O y ¡32 > O
(véase 1.6.17 de [M.Oj) y k e ji,..., u]> Tomamos ih = faíví y y2 = a2v2 así que
Dg(0)(i91 + y2) = Ep~(t’0 + ¡3ízvk) + tU+fJ2tuk —02 j’ + t~ E (E’)%. Luego ~1 + ~ E 4
pero >ií(ví + ~2) = 2t2.ai ~ 0, lo que es una contradiccion.
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Paso 5: ind(v) = ind(Dg(0)(v)) para todo y e EZ.
Teniendo en cuenta los pasos anteriores, puede suponerse que ind(v) = n — k con
k>3 esdecir,v=eo+alvl+...+akvkcona~>0yk=3(denuevoabusamosdela
notación por simplicidad). Es claro que ind(Dg(0)(v)) = ind(Dg(0)(aiv1 + ... + akvk)),
Dg(O)(aivi + ... + akvk) = Dg(0)(aivi) + ... + Dg(O)(a~vk), y que Dg(’))(a~v~) tiene
indice n — 1 por el paso 8. Luego se tiene una aphcacion
{1,.. . ,k} A {í,. . . ,n}
definida por la condición de que Á~.(¿> es el único elemento de A’ con >4(~)(Dg(0)(a¿v~)) > O.
Es trivial ver que si r es inyectiva, entonces ind(Dg(O)(aivi + ... + a~v~)> = n — k y el
paso 5 estaría concluido, y con él la prueba del teorema.
Supongamos que no es inyectiva. Por comodidad en la notación, supongamos que
r(1) = r = ‘r(2) para un cierto r e {1,. . . , n}. Así que >4. es el único elemehto de A’ que
no se anula en Dg(O)(aivi) y es el único elemento de A’ que no se anula en Dg(0)(a2v2). O
sea >4(Dg(0)(a1v1)) > O, >4(Dg(0)(a2v2)) > O y A~(Dg(O)(a1v1)) = O = A~(’Dg(O)(d2v2))
para todo i e {1,. . . , n} — {r}. Resulta entonces obvio que a1v1 + a2v2 tiene indice n —2
en EZ y Dg(0)(aivi + a2v2) = Dg(0)(a1v1) + Dg(O)(a2v2) tiene índice n —Y en (E’)I, en
contradicción con el paso 4. Ej
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Veamos ahora como el concepto de F-subvariedad es una generalización del concepto
de subvariedad bien situada:
Teorema 2.18 Sea X una subvariedad diferenciable de clase p de X’ bien situada. En-
tonces X es F-subvariedad O~ de X’.
Demostración: Sea 5 : X ‘—* X’ la inclusión. Por hipótesis, existe una estructura
diferenciable [A]de clase p en X tal que T[Áí es la topología que X hereda de X’ y
5 : (X, [A])‘—* X’ es una inmersión O”. Sea x c X y veamos que 5 es F-ínmersíon O” en
Y.
Como 5 : (X, [A])~—* X’ es inmersión en x de clase p, existen O = (U, ~,(E, A)) carta
de (X, [A])centrada en x, O’ = (U’, ~‘, (E’, A’)) carta de X’ centrada en 5(x) = x con
5(U) = U ci U’, E es subespacio lineal de E’ admitiendo suplementario topológico en E’,




dado que X está bien situada en X’. Así pues, la cuestión ha sido reducida a un problema
local:
Sean V un entorno abierto de O en EZ, E’ = E eT E’ e i : V c~~* (E’)t, la inclusión.
Supongamos que i(8V) ci 5(E’4 e i(IntV) ci Jnt(E’)%. Entonces es
F-inmersión O” en 0.
Paso 1: se verifica que card(A) =card(A’).
SeanA={A1,...,A,,}yA’={>4,..., A~}asiqueE=E~®x(xi,...,x~>conx~EE,
= ¿~~yE’ = (E’)%eT<yí,...,ym> conyj cE’, A(y~) = ¿jj. PorsupuestoD(i)(O) =





donde t~ E (E’)% y aI~ =0. Consideramos la matriz
t a11 &21 . -. a,.1 ‘1a12 a22 a,.2a1,,. a2m a,.,,. )
Nótese que toda fila debe tener un elemento distinto de cero, pues de no ocuiYir así para la
fila i-ésima, entonces x1 +... + x,. ~ <9EZ y x1 +... + x,. E (E’)% ni (E’)t ci 8((E’)fl.
Así, para cada fllaj E {1,. . . ,rn} existe un i~ E {1,. . . ~4 tal que a~g # 0.
Supongamos ahora que u > m. Se tiene entonces x~1 +... + x1,,, E OEZ«pero por otro
lado x~, + ... + Yjm ~ 8(E’)% ya que si k e {1,. . . ,m}, >4(x~, +... + xi,,.) =>4(xik) =
A~(tjk + a~k1y1 + ... + cyj~mym) = A~,(a~kkyk) = a.kk > 0.
Paso 2: Existe una aplicación inyectiva r : .1.... , n} —* {1,. . . , m} tal que para todo
sE {1,... ,n} se tiene que = r5A~ con cierto r5 > O.
Como para cadaS E {1,...,n},xí+...+&i+...+x,. E O(E)Z,xi+...+&i+...+x,. =
(t~+.. .+t~j+. . .+t,.)+(aí¡+.. .+&j1±. - .+a,.i)yi+.. .+(aím+. . .+¿qm+anm)ym E a(E’)%
de modo que existe una fila i = i(5) con a1~ = ... = cy = ... = a,.~ =‘0. Definimos
entonces -r(5) = i(5) y r~ = >4<5>(x1) que es mayor que cero pues >4<5>(xi -t . . . + x,.) > O
y
Es ahora una cuestión fácil comprobar que para todo 5 E .1.... , n} se cumple que
=
(sobre EX se anulan pues EX ci (E’)%, en x1,... ,xj,. . . ,x,. valen cero y eú xj valen r5).
Veamos que la aplicación r es inyectiva. Si, por ejemplo, r(l) = r(2) = £ E .1....,
a2, = ... = a,., = O (r(1) = s) y a1, = a3, ... a,., = O (i-(2) s), así que
a1, = a2, = a3, = ... = a,., = O contradiciendo el que toda fila tiene un elemento no
nulo.
Paso 8: Sea V un entorno abierto de O en EZ, y E’ — E ~T E’. Sea i : V ‘—~
la inclusión. Supongamos que n = card(A) =card(A’) = m y existe una aplicación
inyectiva 7- : {1,. . . , n} —* {l,. . . , m} tal que para todo i E {1,. . . , n} existe un r~ > O
con = r1A~. Entonces la inclusión i es F-inmersión O~ en 0.
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Consideramos A” = . . , que tiene cardinal n. Obviamente (E’)t ci
y es suficiente probar que i : V ‘—* (E’)%, es E-inmersión O”’ en 0. Ahora bien,
D(i)(0) = i : E ‘—+ E’ es inyectiva y su imagen E admite suplementario topológico E’
en E’, de modo que será suficiente probar las condiciones 1) y 2) del Teorema 1.9 para
deducir que i : V ‘—* (E’4. es F-inmersión (y también inmersión) O”’ en 0.
Dado que Di(O) = i, bastará ver que i : V ‘—> (E’)Z~1 conserva el índice de los puntos
de V, es decir; que para todo x E V, indE+(x) = ind(E.)+ (x). Pero esto se comprueba
fácilmente dado que = r1A1 con r1 > O para todo E .1...., n}. Por supuesto, los
pasos 1, 2 y 8 concluyen la demostración del teorema. O
Observación 2.19 La idea que subyace en la demostración del teorema anterior puede
ser ilustrada mediante el siguiente ejemplo:
X = {(x,y) E 11
2/x = y =0}
es subvariedad bien situada de clase infinito de (~2)t~1,~2> y se demuestra que también es
F-subvariedad eliminando algún elemento de {Pí,P2} para poder aplicar el Teorema 1.9.
-~ <IV)
El nuevo concepto de subvariedad permite establecer una equivalencia sin restricciones
sobre e) borde (compárese con 3.3.10 de [M.O.]> entre e] hecho de que una ap]icaczon sea
de clase p y que su gráfica sea F-subvariedad:
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Proposición 2.20 Sean X y X’ variedades diferenciables de clase p y f
aplicación. Las siguientes afirmaciones son equivalentes:
—* X’ una
1)f es de clase p.
2) C~ = {(x,f(x)) E X x X’/x E X} es F-subvaricdad O’ de X x 2<’ con 8G~ ci
OX x X’ y para todo x E X, T(a’j<a’>)(pl las): T(,,f(~))Gf —* T,,X es homeomárfismo lineal.
Además, en tal caso X y G~r son O’ difeomorfas.
Demostración: Es como en 3.3.10 de [M.Oj, salvo en la parte 1) =~ 2), donde ahora la
aplicación r1 : X —* X >< X’ dada por I?j(x) = (x, f(x)) es F-inmersión de ¿laseppor ser
la sección de la sumersión Pi : X x X’ —* X. o
De hecho, puede probarse lo siguiente:
Proposición 2.21 (compárese con 8.2.28 de [M.Oj)Seanf : X —* X’ una
de clase p en un punto x de X y y : X —* X” una aplicación de clase p.
aplicación (f,g) : X —* X’ >< X” es F-inmersión O” en x.
Ejemplo 2.22 La aplicación f : R —> [0,+oc) definida por f(t)
infinito, así que por la proposición 2.20 se tiene que Gj = {(t, t
2)
F-subvariedad O”’ de (fi24 (y no es subvariedad).
— (t, t?)
e
E’- znmers z on
Entonces la
es de clase
It E R} es
Para concluir el estudio comparativo entre los conceptos de F-subvariedad y sub-
variedad, estableceremos un nuevo e interesante resultado que las relaciona al menos
localmente: si U es entorno abierto de O en EZ y h : U —* (E’4 es F-inmersión de
clase p en cero, por el teorema 3.2.6 de [M-O.] se tiene que h : U —> E’ es inmersión de
clase p en 0, así que, localmente, toda F-subvariedad es subvariedad si seve en un sitio
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más grande sin borde. El interés del nuevo resultado radica en
variedad ambiente con cuidado para que Ja F-subvariedad que
subvariedad sin dejar por ello de ser F-subvariedad (siempre, se
siguiente ejemplo ilustra la naturalidad de este proceso:
X = {(t,t) e fi2¡t =0}
que podemos agrandar la




por lo que es subvariedad de fi2,
y, lo que es más interesante, es subvariedad y F-subvariedad de (R2)+:
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Teorema 2.23 Sean U’ un entorno abierto de O en (E’4 y h : U’i —> EZ una
F-inmersión de clase p en O con h(O) = O. Entonces existe A” ci A tal que h : U’ —* EZ,,
es inmersión y E-inmersión de clase p en O.
Demostración: Por ser h : U’ —~ EZ F-inmersión de clase p en O con h(0) =0, existen W
entorno abierto de O en EZ, V’ entorno abierto de O en U’ (y por tanto en (E’)%) y una
aplicación q : W —* V’ de clase p de modo que h(V’) ci W y 1v’ = qohlv’. En particular
q(0) = O y ‘E’ = DqQiJ)’Dh(0).
Sean A’ = {A,...,A~} y A =
x~ E E’, >ú(xí) = ¿ji y E = (E)~ e~ <y~,...
corolario 2.14 n ‘Cm
.
así que E’ = (E’)R, eT <xi,
,Ym> con yj E E, >4(y~) 4




11 a21t &12 a22a— a1,,, a2m












y s E {1,.. . ,n}, al conservarse los vectores tangentes interiores mediante lá diferencial.
Dado que x~ = Dq(O)oDh(0)(x1) para todo i E {1,. . .,n}, se tiene que la matriz
producto ¡3a es la identidad J,,,<,,.
Como fi11a11 + ¡3naj2 + .. . + ¡3,niaín, = 1, existe i1 E {1,. .. , m} con ¡3~,íaí~~ > 0, así
que fl~,í > O y por tanto a2~, = ... = a,,~, = O de acuerdo con la primera fila de ¡Ja, y
a1~, >0 así que ¡31,2=... = ¡3~,,, =0 de acuerdo con la primera columna de ¡Ja.
Dh(O)(x1) = ei+ajíyí +...+ajmym con e~ E EX
Dq(0)(y~) = ejj + ¡3~xí + ... + ¡35,.x,. con e E (E’)% y SE{1,t,m}.
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Razonando de modo análogo para cada elemento de la
que lo contienen, obtenemos {i1,. . . ,j~} ci 11,... ,m} tales
diagonal y la fila y columna
que
O = Wc = ... = Pi,n = ¡3121 = ¡3123 = ... = ¡3i2n = ... = fi~i = . =
y
O = a2~, = ... = a,.~ = a112 = a312 = ... = a,.12 = ... = a1~ = ... =
Tomamos A” = {A~,,. . . , A~~} ci {A1,. . . = A. Reordenando A si es preciso, podemos
suponer que i~j = j y por tañto que A” = {A1,. . .,A,.} (obsérvese que i~ # ii~ si 5 ~ 5’)’










Por supuesto se tiene bien definida la aplicación h: U’ —> EZ,, dado que4 ci 4,, pues
A” ci A y obviamente Dh(0) es inyectiva y su imagen admite suplementario topológico en
E (pues h : U’ —* EZ es F-inmersión O” en 0). Además ind(EI)+(v) = indE:,,(Dh(0)(v))
por la elección hecha de A”, así que para concluir es suficiente comprobar la condición 1)
del Teorema 1.9, es decir, que h preserva el bordé localmente en O.
Para ello probaremos que existe un abierto U” de (E’)Z, con O C U” ci U’ tal que para
cada i c {1,. . . , n}, h(U”ni(E’)%) ci E~. (esto conllevaría que h(8U”) ci 5EZj. De no ser
así, existirían i E {1,. . . ,n} y una sucesión {Vk}kEN ci (E’)%, {lIk}kEN ci V’ ci U’ ci
con { Vk}kcN kS~ o c E’ y >~(h(vk)) > O para todo k E PL
Consideramos entonces la aplicación dada por la composición
A~v’oq : W -t V’ ‘—* (E’)I. —* [O,+oo)
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que es de clase p obviamente. Fijemos un k E N. Como Vk E V’, h(vk) E W y
>.~oq(h(vk)) = A~(qoh(v~)) = >.~(vk) = O pues vk e (E’)%. Como A~(h(vk)) > O existe
e > O tal que para todo t E (—e,e), h(vk) + ty~ E W y por tanto D(AIv’oq)(h(vk))(y1)





donde ahora t toma tanto valores positivos como negativos, así que dicho límite es cero,
o sea
D(>~jvtoq)(h(vk))(y~) = O para cada k E PL
Como ~Mlv’oq es de clase p y {h(vk)} tIZ h(O) = O pues {vk} ~. 0, se tiene quele—. +oo
D(A~jv’ oq)(h(vk)) —* D(A~Iv: oq)(0), y por tanto
D(A~~v~oq)(0)(y¿) = 0.
Por otro lado, y de acuerdo con la Regla de la Cadena,
D(A~jvtoq)(O)(y~) = D(A~Iv.)(0)oD(q)(0)(yj) = A~(Dq(0)(y~)) = flí~ >0
lo que es una contradíccion. El
Concluimos esta sección demostrando el Teorema de Inmersión de Whitney para
F-subvariedades. La prueba de este resultado es básicamente la dada en 111.3.8 de [M.O.1]
y sólo ciertas funciones adicionales son requeridas en su desarrollo. Nosotros damos aquí
la demostración por razones de completitud.
Para formular el resultado de modo más conciso, establecemos la definición de
E-inmersión difeomórfica de clase p y obtenemos la caracterización esperada de ésta.
Definición 2.24 Una aplicación 1 : X —~ X’ de clase p se dice que es una E’-:nmerszon
difeomórfica de clase p si:
1) f es F-inmersión O’.
es homeomorfismo sobre la imagen.
Proposición 2.25 Sea f : X -~ X’ una aplicación de clase p. Las siguientes afirma-
czones son equivalentes:
a) f es E-inmersión difeomórfica O’.
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St
Demostración: Es análoga a 3.3.2 de (M.O.j, sustituyendo 3.2.4 de IM.O.] por la definición ‘e




Proposición 2.26 (Teorema de Inmersión de Whitney para F-subvariedades) Sea X una ‘e
‘e
variedad diferenciable de clase p compacta y Hausdorff, localmente de dimensión finzta n
fija. Entonces existen q c 1% A ci {Pí,. . . ,p~} y una E-inmersión O’ difeomórfica cerrada u
f: X -~ (fiq)~ tal que 1(X) es F-subvariedad bien situada de (R~)t. ‘e
e
e
Demostración: Como X es compacta y Hausdorff, podemos suponer sin pérdida de e
generalidad que X es conexa y de dimensión finita n. Como en 111.3.8 de [M.O.1], se ‘e
tienen: ‘e
e
i) 01 = (U1,~1,(fi’tAÚ), ..., Orn = (Urn,&n,(RtAm)) cartas de X con A~ ci St
{p~,... ,p4, ~~(U~) = (Rtt y X = U711 ~[1(B(O,1)ni (fitt)- Ste
u) Una aplicación .\ : R~ —* [0,1] de clase infinita con B[O, 1] = A-1 (1) y (B(O, 2))c = ‘e
‘e
‘e
iii) Aplicaciones pq : X —* R de clase p dadas por ‘e
‘e
jt~(x) =1 A(Mx)) si x E tJ~10 si x ~ (J~ Stti
paracadaic{1,...,m}. ‘e
ti
iv) Aplicaciones f~ : X —~ (~~)t de clase p dadas por ‘e
e
f~(x)= { Pi(x»i(x) si x E U~(0,.’t,O) ~U~ epara cada i¿ { 1,... m}. St
Construimos además las siguientes aplicaciones: ‘ee
v)Paracadaie{1,...,m},ai:(fi’flt (~~)t es una aplicación de clase infinita e
verificando ‘ee
a~(x) = ••~ 0) si xE B[0, 1] ni (R~4.{ (1,2,0, 1) si x E (B(0, 2)~ ni
Una tal a~ puede venir dada como la composición ‘e
‘e





donde e(t) = (t,.’t,t) y s es cualquier aplicación de clase infinita que verifique que
y s((B(O,2))C) = 1.
vi) Para cada i E {l,...,m}, gi : X —> (~“)Z es
gí(x) = { adMx))
La aplicación Yi es de clase p porque {U1,X




1(B[O,2])} es un recubrimiento
abierto de X, gilx ~~‘(B[o2]) es constante y g.¡u~ = a.o st,.
vii) Para cada i E {l,. . .,m}, h
1 : X —> (fi”)I• es la aplicación de clase p dada por
h~(x) = L(x) + gí(x) para todo x c X, es decir, h~ = f~ + gj.
Entonces ((fi”)Z1 x fi) x ... x ((R’§)t x R) — donde q = rn(n + 1) y
A = {Pk1... . , p~8 } con s <mn, y la aplicación de clase p
fi):= (fiq)+
es F-inmersión difeomórfica cerrada con f(X) bien situada en (fi94.
En primer lugar veremos que f es inyectiva. Sean x,y E X, x y. Por definición de
,í¿ y ser X = u:1 #71(B(O, 1) ni (R”4), se tiene que X = U~ pTí(1). Tórnese entonces
uni E {1,...,m} conx E ¡<‘(1). Si y ~ p[1(1),claramentef(x) # f(y),ysi y E ¡¡71(1)
en particular x, y E (J~ y por tanto
h~(x) = f¿(x) + gj(x) = p~(x)sti(x) + gj(x) = stdx) + gí(x) =
(la última igualdad es consecuencia de que st~(x) E B[0, 1], ya que >(q$i(x))
= B[0, 1]). Y, análogamente, h~(y) =
5t~(y), así que h~(x) ~ h1(y).
pi(x) = 1 y
Como f es de clase p e inyectiva, X es compacto y (fi9 )I es Hausdorff, f es homeo-
morfismo sobre la imagen y ésta es cerrada.
Veamos ahora que f es F-inmersión de clase p. En primer lugar, nótese que
nl tfl
= U stT1CB(O, 1) ni (~“)t) = U Int(p71(1))
i=1 i=1
(x E ¡¡71(1) ~ ¡z~(x) = 1 ~ A(st~(x)) = 1 ~ st~(x) E B[O, 1] ~ x C #71(B[O, 1]) y se tiene
la igualdad Int(=t[’(B[O, 1])) = st71(B(0, 1))). Luego si x E X, existe g E {1,.. . ,m} con
.s(B[O, 1]) = {0}
x E st71(B(O, 1)) = Int(s7’(1)). Entonces h
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e
x pues sobre st» (B(O, 1)) se verifica que h5 = f~ + g1 = f~ = ~p la penúltima igualdad St
e
porque si y E st1
1(B(O, 1)) = Int(g71(1)), >~j~~(y)) = 1, así que st~(y) E B[O, 1] y por ‘e
tanto gi(y) = a
5(~~(y)) = (0,.~.,O). e
Entonces, por la proposición 2.21, f es F-inmersión O’ en x. ‘e
‘e
Por último, se trata de ver que la F-subvariedad 1(X) de clase p de (fiq4 está bien St
ti
situada. Por supuesto, es suficiente ver que f(IntX) ci Int((fi~)~). Si x E JntX,
f(x)= ((hí(x)qíí(x)),. ..,(h~(x),p~(x))) E ((lr’)I, x fi) x ... x ((R”)im x fi) — (fiq)+ e
y por tanto ind(R4)+(f(x)) = 2~LI ind(Rfl)+(h~(x)). Sea i c {1,. . . m} y veamos que ‘e
eind(ft~>+(h~(x)) = O. Si x ~ st7’(B(O,2)), h¿(x) = gi(x) = (1, .
Tr, 1) y por tanto
ind<Rfl>+ (h~(x)) = O, y si x e st71(B(O,2)), x e U~ y h~(x) = f~(x) + gj(x) = ‘e
¡¡j(x)#í(x) +gj(x) = A(st
1(x))st~(x) +gj(x), >(st~(x)) >0 pues #1(x) E Jnt((fi”)I.) ya que ti
xEJntXyg~(x)=(bi,...,b,,)conb>0 así que md ~+(h~(x)) =0. El ‘e1— (R>A. e
e
e
Problema. ¿Es posible encontrar, para cada variedad diferenciable de clase p dada, un
Espacio de Banach E, un subconjunto finito y linealmente independiente A ci £(E, fi) y
una F-subvariedad totalmente bien situada de EZ de clase p difeomórfica a la variedad
edada? Puede intentarse responder a esta pregunta al menos para variedades diferenciables




3 F-SUBVARIEDADES Y SUMERSIONES
‘e
En la sección 2 probamos el siguiente resultado: e
ti
Proposición 2.11 Sean 1 : X —* X’ una aplicación de clase p y Z una F-subvariedad e
O” de X’. Supongamos que para cada x ~ f—
1(Z), f es sumersión de clase p en x y f ‘e
e
preserva el borde localmente en x. Entonces f—’(Z) es E’-subvariedad O” de X.
Así pues, en este punto el resultado anterior es análogo al que se tenía para subva- ‘e
e
riedades (véase 4.2.1 de [M.O.]). Nuestro propósito en esta seccion es demostrar que la
condición de que f preserve el borde localmente en x es imprescindible. Incluimos también ‘e
un ejemplo (igualmente original) de la necesidad de la condición sobre el borde en 4.2.1 ti
de [M.O.]. De hecho empezaremos por aquí: ‘e
ti
e
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e
• Por supuesto X e Y son variedades diferenciables de clase infinita y Z es subvariedad
e
Ct-’0 de Y. Consideramos la aplicación f : X —* Y de clase infinita dada por f(x,y,z) =
• (y,x+z2) para cada (x,y,z) EX. Entonces f es sumersion O”’ en todo punto de f’(Z)















• Que f’(Z) = {(x,y,z) E X/y = x+z2} no es subvariedad diferenciable O’ de X se
• demuestra de modo análogo a lo que se hace en 3.2.7 de [M.O.].
e
• Veamos que para todo p E F’(Z), f es sumersión C~ en p. Claramente Df es
• sobreyectiva en todo punto de X, así que si p E IntX, f es sumersión 0”’ en p. Sea pues
e
p = (xo,yo, za) E f—1(Z) ni OX. Diferenciamos dos casos:
• Si za = O, entonces la aplicación a: Y —* X dada por a(x, y) = (y, x, 0) e~ sección local
0”’ de len p, ya que a(f(xo,yo,O)) = a(yo,xo) = (xo,yo,0) y f(a(x,y)) f(y,x,0) =e
• (x,y).
e Y sí z
0 >0, corno p = (xo,yo,zo) Ef 1(Z), Ya = x0 +zg así que ya >0, y como
• p E OX, x0 =0. Entonces la aplicación a’ : Y —* X dada por a’(x,y) = (O,x,+$) es
• sección local O”’ de f en p = (0,ya,zo), pues a’(f(0,yo,zo)) = a’(yo,z~) = (0,yo,zo) y
= (x,y).
• f(a’(x,y)) =
• Observación 3.2 Z es E’-subvariedad O”’ de Y (esto se obtiene del teor~ma 2.18 ó de
• la proposición 1.2) y f
1(Z) es E’-subvariedad 0”’ de X pues es (salvo difeomorfismos)
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El siguiente elemplo es más elaborado y la demostración de que la imagen inversa de
la F-subvariedad no es una F-subvariedad es delicada, aunque sea fácil ver que tal imagen
inversa no es subvariedad:
Ejemplo 3.3 Sean X e Y las variedades diferenciables de clase infinito definidas en el
ejemplo anterior, y sea Z = {(x, y) E Y! y = x2} ci Y, que es F-subvariedad diferenciable
de clase infinita de Y (pero, por el típico problema de tangencia, no es subvariedad).
Consideramos la aplicación de clase infinita f: X —> Y dada por f(x, y, z) = (y, Y + z4).
Entonces f es sumersión de clase infinita en todo punto de f’(Z) = {(x,y,z) E X¡x =
2 — f1(Z) esy 09 pero no F-subvariedad de X.
1
y
En primer lugar veamos que f es sumersion en todo punto de f’(Z). Claramente
Df(x) es sobreyectiva para todo punto x de X, así que si p E IntX, f es sumersión O”’
en p. Sea pues p = (x
0, Yo, za) E f1(Z) ni OX. Diferenciamos dos casos:
Si z
0 = 0, entonces la aplicación a : Y —* X dada por o}x,y) (y,x,O) es seccion
local 0”’ de f en p, ya que a(f(xo,yo,0)) = a(yo,xo) = (xo,yo,0) y f(a(x,y)) =
f(y,x,0) = (x,y).
Y si zo >0, como p = (xo,yo,zo) E f1(Z), xo = Y~ —4 así que yo> O, y como
p E OX, x
0 = 0. Entonces la aplicación a’ : Y —~ X dada por a’(x,y) = (0,x,+$) es
seccion local O”’ de f en p = (0, yo,za), pues a’(f(O,yo,zo)) = a’(y01zg) = (0, yo, zo) y
f(a’(x,y)) = f(O,x,+$) = (x,y).
Demostramos a continuacion que f
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no es F-subvariedad 01 de ~ Si lo fuese, existiría una estructura diferen-e
• ciable [A] de clase 1 en ft’(Z) de modo que T(ÁI es la topología usual. de f1(Z) y
• 5: (f1(Z), [A]) ‘-~ ~ es F-inmersión de clase 1.
e
• Sea O = (U,&(E,A)) una carta de t1(Z) centrada en p = (0,0,0). Podemos
• suponer que «U) es convexo, y necesariamente E fi2 por razones topológicas. Además,
• card(A) = 2 necesariamente (si fuese card(A) E {0, 1]> existiría un e > 0 y una curva dee
• clase infinita ¡3: (—qe) —* (fi2){ con ¡3(0) = ay D¡3(0) ~ 0, y por tanto a =jo&10¡3
• (—e, e) —* (~3)t ~ sería 01 con a(O) = 0 E (R3)t
1~2~3í así que tendrian?ios Da(0)=O
por un lado, y por otro Da(O) = Dj(O,0,0)oD&~’(0,0)oD¡9(0) ~ O ya qúe D¡3(0) # 0,
• Dst—’ (0,0) es isomorfismo y D5(0, 0,0) es inyectiva).
Consideramos la aplicación composición h =5Iu~&i : st(U) —* (~3)t1~2~3} que seriae
• F-inmersión 01 y homeomorfismo sobre la imagen. Luego existirían un entorno abierto V
• de (0,0) en (fi2)~p~,p;} y un entorno abierto W de (0,0,0) en (~3)t~1~2~3} y una aplicación
e q = (qí,q2) : W —* V de clase 1 con h(V) ci W y qch = 11v.
• Como h(0, O) = (0,0,0), «U) es convexo y h es homeomorfismo sobre la imagen, se
e verifica, por razones puramente topológicas, que
• h(Int(44U))) ci Int(R3)t~~~} (1.1)
• y
h(t, 0) E (fi3)% para todo (t, 0) E st(U) (1.2)e
• h(0, s) E (fi%% para todo (O, s) E «U) (1.3)
• obien
• h(t,0) c (fi3)~, para todo (t,0) E ~b(U) (1.4)
e
• h(O,s) E (R3)% para todo (0,s) E «~) (1.5)
• Por comodidad, asumiremos que se cumplen (1.2) y (1.3) ((1.1) por supuesto). Tomemos
• x E f1(Z) ni (fi3)% ni U ni W distinto de (0,0,0) y un entorno abierto Va’ de x en
{0} x [0, +oo) x [0, +oo) con Va’ ci W y Va’ sin borde en {O} x [0, +co) x JO, ±oo).
• Consideramos la aplicación qí~vx : Va’ —~ [0, +oo) que es de clase, 1, y qi(x) =
• qí(h(0,s)) = 0, la primera igualdad porque x E U y se cumplen (1.1) ~ (1.3) y la se-
• gunda igualdad porque (qí(h(0,s)),q
2(h(0,s))) = q(h(O,s)) = (0,s). P¿r el Lema de
• Invariancia del Borde (véase 1.2.12 de [M.O.]) se cumple que D(qílvx)(4) = 0, y por
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e
Llegaremos a una contradicción probando que ~j’~(0,0,0) ~ 0. Para ello consideremos
la aplicación g : [0, +oo) —* (~3)t~1 ,P2,P3} de clase 1 dada por g(t) = h(t, 0). Se cumple que ‘e
e(hí(t, 0), h2(t, 0), h3Q, O)) = hm ((h2(t, 0))2, h2(t, 0), 0) (0 A, O),
Dg(0)(1) = hm e
&40+ t k40+ t ‘e
la segunda igualdad por (1.2) e im(h) ci f1(Z) y la última igualdad porque Stti
= 2h
2(0,0)D(h2(~0))(0) = O e
e
ya que h2(0,O) = O. Ahora bien, qí og = 1lro,+~) ((qí(g(t)),q2(g(t~l) = q(g(t)) = ‘e
St
q(h(t,0)) = (<0)) de modo que
Oq ‘e
1 = D(qjog)(Oftl) = D(qí)(0,O,0)(Dg(0)(1)) = D(qj)(O,0,O)(0,A,0) — A1(0, 0,0), ti
ay ti




4 F-SUBVARIEDADES Y TRANSVERSALIDAD
‘e
La transversahidad es una de las ideas claves en la Topología Diferencial, permitiendo
ti
construir subvariedades como imágenes inversas, invariantes algebraicos de variedades y
de aplicaciones diferenciables, etc.
ti
En esta sección tratamos de establecer la relación existente entre transversalidad y
el nuevo concepto de subvariedad introducido, en lo que se podría considerar como el ‘e
test definitivo para la nueva definición. Este test es superado con creces: adaptando la ‘e
tidefinición de transversalidad a una F-subvariedad (aunque esto sea sólo una cuestión for- St
mal), el resultado básico no necesita ahora de hipótesis extraordinarias sobre la situación ti
de la F-subvariedad. En efecto, probaremos el siguiente resultado: ti
‘e
Teorema 4.7(compárese con 7.1.14 de [M.O.]) Sea f: X -~ Y una aplicación de clase p ‘e
que es transversal a Z, una F-subvariedad O” de Y. Entonces f’(Z) es F-subvariedad St
de X. Ste
Dado que la definición de transversalidad a una F-subvariedad será necesariamente
tidistinta a la dada en 7.1.1 de [MO.], al menos formalmente por no disponer ahora de cartas
adaptadas, usaremos el término F-transversalidad para referirnos a ella, y para facilitar la ‘e
lectura y evitar confusiones, introduciremos de modo conciso y sin demostraciones aquellos
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• éste usa 7.1.14 de [M.O.] en su parte fácil, y en su parte más delicada nos muestra que,e
• en cierto sentido, sólo puede haber transversalidad a una F-subvariedad bien situada.
• Como consecuencia de 4.7, obtendremos que la interseción de dos F-subvariedades que
• se cortan E-transversalmente es una F-subvariedad, sin necesidad de hipótesis adicionales
• sobre la situación de éstas (proposición 4.22). La comparación de este resultado con 7.3.5
• de [M.O-] es una forma más de ver como el concepto de F-subvariedad se impone de modoe
natural al de subvariedad.
• Definición 4.1 Sean f : X —+ X’ una aplicación de clase p y X” una F-subvariedad
diferenciable de clase p de X’, con 5’ : X” ‘—+ X’ la inclusión. Diremos que f es
• E-transversal a X” en un punto x E X si f(x) ~ X” o bien f(x) E X” y entonces existen
• un entorno abierto U de x en X, una carta 0’ = (U’, st’, (E’, A’)) de X’ centrada en f(x)
e
con f(U} ci U’, y existe un suplementario topológico E’ de E” —
• en E’ tales que la aplicación de clase p definida por la composición
e flu ~‘ e—’
• h:U—*U’——-*#’(U’)’—>E’—-----*E xE’—*E’ -
e
• es sumersión de clase p en x, donde e : E” x E —~ E’ es el homeomorfismo lineal dado
e
pore(u,v)=u+v.
• En tal caso, escribiremos fiiJjX”. Usaremos la notación fi1J~X” para decir que
• f~:X” para todo x E A, A ci X, y fWFX~t para fW~X”.
• Observación 4.2 En cualquier caso, aunque h no sea sumersión de cláse p en x, sí
• f(x) E X” se cumple que (las pruebas son inmediatas):
e
• a) T~h = E{, ~e—1~(e&x)<í oTa’f donde 0~ = (E’, ‘F, E’) es la carta canónica de E’.
b) Ker(T~h) = (T~f)1 (Tf(a’)5’(TJ(a’)X”)).
e
• Corolario 4.3 Sean f : X —* X’ una aplicación de clase p F-transversal a una
F-subvariedad X” de clase p de X’. Sea 5’ : X” —* X’ la inclusión. Supongamos quee
• x E X con f(x) c X” y f?¿’X”. Entonces:
a) TJ(~)X’ = im(T~f) + TJ(a’)5’(Tf(a’)X”).
e
b) (Ttrf<’(TJ(a’)5’(TI(a’)X”)) admite suplementario topológico en T~X.
e
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Observación 4.4 Nótese que las condiciones a) y b) equivalen a la siguiente condición:
La aplicación composición
a : T~X .3=4Tffr)X’ 4 TJ(a’)X’/TJ(a’)5’(TJ(a’)X”)
es sobreyectiva y Ker(a) admite suplementario topológico en T~X.
La siguiente proposición recoge la información básica en torno al nuevo concepto de
transversalidad:
Proposición 4.5 Seanf : X —* X’ una aplicación de clase p y X” una F-subvariedad de
clase p de X’. Sea 5’ : X” —* X’ la inclusión. Supongamos que x E BkX, y f(x) E X”.
Entonces las siguientes afirmaciones son equivalentes:
i) filJX”
u) flBkXW:X”.
ni) Tf(~)X’ = im(TX(flfikx)) + Tf(~)j’(Tf(~)X”) y (TX(f¡n~x)<’(Tf(X)j’(TÍ(a’)X”)) ad-
rnite suplementario topológico en Ta’(BkX).
iv) Para todo U entorno abierto de x en X, para toda carta O’ = (U’, st’, (E’, A’)) de
X’ centrada en f(x) con f(U) ci U’ y para todo suplementario topológico E’ de E” =
(e&a’>)—1(Tf(~)s’(TJ(~)X”)) en E’ la aplicación de clase p definida por la composzcíon
tu e—’ P2
es sumersión de clase p en x, donde e : E” x E’ —* E’ es el homeomorfismo lineal dado
por e(u, y) = u + y.
El siguiente resultado nos muestra que las dos definiciones de tranversalidad dadas
son equivalentes, siempre que tengamos a la vez una F-subvariedad y una subvariedad:
Proposición 4.6 Sea f : X —* X’ una aplicación de clase p, y supongamos que X” es
al mismo tiempo E’-subvariedad y subvariedad C” de X’. Entonces fil4jX” si y sólo si
fifÁX”.
Demostración: Se sigue directamente de las definiciones y la observación 2.15. Es
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• Pasamos ya a enunciar y demostrar el resultado más importante de esta seccion:
Teorema 4.7 Sean f : X —~ X’ una aplicación de clase p con p = 1 y X” una
• F-subvariedad diferenciable de clase p de X’. Supongamos que flkFX~~. Entonces se
• tienen:
• 1) Para todo x E f’(X”) existe un entorno abierto V1~a’~ de f(x) en X’ tal que
• vf<a’) ni X” es subvariedad diferenciable bien situada de X’.
• 2) f’(X’) es F-subvariedad diferenciable totalmente bien situada de cLise p de X.
Demostración: En primer lugar probaremos 2) a partir de 1). Por la proposición 2.10
• basta encontrar para cada x E X con f(x) E X” un entorno abierto Wa’ de x en X
• tal que WX ni t1(X”) sea F-subvariedad diferenciable totalmente bien situada de X.
• Por 1) existe un entorno abierto VJ<a’) de f(x) en X’ tal que VJ<r> ni X” e~ subvariedad
diferenciable bien situada de X’. Consideramos Wa’ = f1(V’(a’>). Por la ptoposición 4.6
• fIwx7T(X” ni Vífr)). Como X” ni V’~a’~ es subvariedad diferenciable bien situada de X’
por 7.1.14 de [M.O.] (f¡wx]>1(X” ni V1<a’)) — Wa’ ni f1(X”) es subvariedad diferenciable
totalmente bien situada de X, así que también es F-subvariedad totalmenfr bien situada
• de X por el Teorema 2.17.
Ahora probamos 1). Por la proposición 4.5, podemos suponer que 8X = Ql. Sea
• 5’ : X” ‘—* X’ la inclusión, y sea x E X con f(x) E X”:
e
• a) Supongamos que f(x) E IntX’. Por ser X” F-subvariedad de X’, f(x) estaría
• en IntX” y se concluiría tomando un abierto VJ(X> de X’ con f(x) c VÍ(a’> tal que
• VJ<a’>niOX’=0.
• b) No es posible el caso f(x) E ox’ ni IntX”. Como OX = Ql y f(x) E, OX’, se tiene
que
• T~f(T~X) ci TÍ(±,>(BÑ’X’)
e
siendo k’ = ind(f(x)) en X’, y al ser f(x) E OX’ ni JntX”, se deduce que
• Tf(,,)j’(TJ(~)X”) ci TI~(BwX’),
obteniendo ambas implicaciones a partir de 1.2.10 de [M.O.]. Luego
T~f(T~X) + Tf(45’(Tf(~)X”) ci T~>(B~X’) ~T
1<~~X’,
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e
c) Supongamos que f(x) E OX’ ni OX”. En este caso, dividiremos la demostración en ‘ee
tres pasos:
c.l) Se verifica que indx’¡(f(x)) = indx’(f(x)). ‘e
ti
Sean O = (U, st1 E) carta de X centrada en x, 0” = (U”, st”, (E”, A”)) carta de X” ‘e
ti
centrada en f(x), y O’ = (U’, st’, (E’, A’)) carta de X’ centrada en f(x) de modo que
f(U) ci U’ y j’(U”) = U” ci U’. e
‘e
Por supuesto card(A”) = indx”(f(x)) = n y card(A’) = indx’(f(x)) = m. Pongamos St
A” = {A7,...,A~} yA’ = {A,...,¾,} asíqueE” = (E”)%,er<xí,...,x,.> dondex~ CE” e
y ~(x¿) = para todo i,5 E {1,. . .,n} y E’ = (E’)% eT <Yí,. . . ,ym> donde y,. E E’ y St
‘e
= ¿rs para todo r, .5 E (1,..., m}. Como 5’ : X” ‘—* X’ es E-inmersión de clase p
en f(x), por el Corolario 2.14 se tiene que n = indx”(f(x)) =indx¡(f(x)) = m. Por otro e
lado, se tiene la conmutatividad del diagrama ‘e
ti






E E’________ ‘e____________________ D(st’o5’¡unc(st”fl”)(0) E”
y por ser fW’X”, se cumple que e
ti
E’ = D(st’ofluost’)(0)(E) + D(st’o5’Iuno(st”fí)(0)(E”). ti
Por 1.2.10 de [M.O.] se tiene que D(st’oflu ostí)(O)(E) ci (E’)% (OX = Ql) y también té
tiD(st’o5’~u”o(st”fl1)(0)(E”)%t ci (E’)%. Entonces la aplicación composición




En efecto, dado tu E <yí, ... , y,,,>, acabamos de ver que existen elementos u E E” y ‘e
u E E con tu = D(st’of~uostí)(0)(u) + D(st’o5’ju~o(st”)í)(O)(v). Sea e” E (E”)%, con ti
té
u = e” + ZL~ A
1x1. Entonces se tiene ti
‘e
P2 o D(st’ o5’lu¡¡ o (st”)~’)(0)(N3 >~x~) = P2 o D(st’ ‘.i’ju” o (st”)’)(O)(v — e”) = ‘e
i=i ‘e
ti
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p2(W — D(st’ flu o st1)(0)(u)) — p2(D(st’ o5¡u~~ o (st”)—’ )(0>(e”)) = w.
• Por tanto n m y hemos concluido c.1) (hasta aquí, en cualquier caso, hemos demostrado
que indx¡4f(x)) = indx’(f(x)) para todo x E f1(X”), pero no sabemos nada de los
• puntos de X” que no están en la imagen por f de X).
c.2) 5’ : X” ‘—* X’ es inmersión de clase p en un entorno de f(x).
• Por 3.2.2 de [M.O.] es suficiente demostrar que 5 : X” —* X’ es inmersión de clase p
e en f(x), pero esto se sigue del Teorema 1.9: por ser]’ F-inmersión de clase p, se tiene la
• condición 1) de dicho teorema, y la condición 2) es consecuencia inmediata de la afirmación
• realizada en la demostración del Teorema 2.17 (b!=.a),ya que indx’4f(x)) indx’(f(x))
por c.1).
• c.3) Existe un entorno abierto Vf(a’> de f(x) en X’ tal que X” ni Vj<a’~ es subvariedad
diferenciable bien situada de X’.
• De acuerdo con c.2), sólo nos queda ver lo de la buena situación. Si y E OX”, entonces
e y e OX’ pues X” es F-subvariedad diferenciable de clase p de X’, así que de no ser
• cierto c.3), existiría una sucesión {y,.},.EN de puntos incluidos en IntX” H OX’ tal que
• lim,,....~ y,. = f(x). Llegaremos entonces a una contradicción viendo que en tal caso f no
• sería E-transversal a X” en x.
• Para ello, tomamos 0” = (U”, st”, (E”, A”)) carta de X” centrada en f(x) y 0’ =
e (U’, st’, (E’, A’)) carta de X’ centrada en f(x), con 5’(U”) = U” ci U’. Como y,. E OX’
• para todo n E N, existe un A’ E A’ tal que A’(st’(y,.~)) = O para todo k E H, siendo {Yflk}
• una subsucesión de {y,.}, que seguiremos denotando por {y,.}.
• Por 1.2.lOde [M.O.], alsery,. E JntX”setienequeD(st’o5’¡u:~o(st”]>’)(st”(y~))(E”) ci
• (E’)2,. Como {st”(y~)} converge a 0, D(st’oj’Iut¡o(st”flí)(0)(E”) ci (E’)% (en efecto,
D(st’ oJ’(j’Jt¿ o (st”)’) : st”(U”) —* £(E”, E’) es continua pues 5’ es de clase p con p =1, así
• que la evaluacion e: st”(U”) x E” —* E’ dada por e(z,v”) = D(st’oj’~u~~o(st”fl’)(z)(v”) es
• continua y por otro lado (E’)% es un subespacio cerrado de E’).
e
• Definimos H como el subespacio lineal
e
• H — e-’~a’~((E’)%) ~TJ(~)X’ (1.6)
e
• Como (E’)% ci (E’)%, si U = indx}f(x)) = card(A’), entonces
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té
Además Tf(~)j’(Tf(~>X”) = T1<,~J<(e~ff)(E”)) = ega’>(D(st’ oj’Iu¡¡ o (st”Y’)(0)(E”)) ci e
— H, o sea
TJ(r)5’(TJ(a’)X”) ci H (1.8) St
e
Por 1.6, 1.7, 1.8 y T~f(T~X) ci T.r(a’)(BwX’) (OX = 0) se tiene que ti
e
té
T~f(T~X) + Tf(a’)5’(Tf(a’)X”) ci T1~>(B~X’) + H ci H 9Tf(~)X’





La relación entre F-tranversalidad y sumersiones queda reflejada en el siguiente resultado: e
ti
Proposición 4.8 Sean f: X —* X’ una aplicación de clase p, X” una E’-subvariedad de St
y x E f1(X”). Entonces: St‘e
a) Si Y E IntX, f(x) E Int(X’) o bien X” está totalmente bien situada en X’, y f es ‘e
sumersión de clase p en x, entonces fiifX”. St
b) Si Y E IntX, f(x) E Int(X’) o bien f preserva el borde localmente en x, y ‘e
ef 4k;{f(~)}, entonces f es sumersión de clase p en x. St
ti
Demostración: Análoga a la de 7.1.12 dc [M.O.]. El ‘e
té
e
Haciendo uso de 7.1.18 de [M.O.], la proposición 4.6 y el Teorema 4.7, obtenemos una ti
prueba rápida del siguiente resultado:
‘e
e
Proposición 4.9 Sean f : X —* X’ una aplicación de clase p y X” una F-subvarzedad ‘e
cerrada de clase p de X’. Entonces {x E X ¡ f~4jX”} es un abierto de X. ti
e
Demostración: Sea x E X con fW~’X”. Si f(x) «X”, existe un entorno abierto Va’ de x ‘e
‘e
en X tal que f(W) ci X’ — X” por ser X” cerrado, así que f~J&X”. Si f(x) E X”, por el ‘e
Teorema 4.7 existe un entorno abierto VJ(a’> de f(x) en X’ tal que VJ(a’> ni X” es subvarie- té
tidad bien situada de X’. Tomamos un entorno abierto (Ja’ de x en X con f(Ua’) ci
Entonces para todo y E (Ja’, ft’X” si y sólo si f~u¿J4’(X” ni V1fr>), lo que equivale (por e
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e
• Antes de dirigirnos a nuestro último objetivo en este capítulo, nos gustaría hacer un
• comentario sobre la representación local de la F-transversalidad. Para F-subvariedadese
• se tiene el resultado análogo (con igual demostración) a 7.1.19 de [M.O.]:
• Proposición 4.10 Sea f : X —* X’ una aplicación de clase p, X” una F-subvariedad
• totalmente bien situada de X’ y x E t1(X”) con ind(x) = le. Entonces las siguientes
afirmaciones son equivalentes:
a)fT4X”.
• b) Existen O = (U,st,(ExGxflk,Apa)) carta deX centrada enx conA
u st(U) = V
1 x V2 x Va; 0’ = (U’, st’1 (Ex E”, A”p2)) carta de X’ centrada en f(x), f(U) ci
• U’, «(U’) = V1 x V” y st’(U’ niX”) = -(01 x y”, y una aplicación ji : V1 x V2 x -~ V” de
• clasep tal que ~‘cfost1(yj,y21y3)=(yíqi(yí,y21ya))para cada(yí,y21y3) E V1XV2xV3.
De este resultado no puede esperarse mejora alguna que venga dada por el nuevo con-
• cepto de F-transversalidad, dado que, de acuerdo con el Teorema 4.7, la F-transversalidad
• conlíeva el que la F-subvariedad es (localmente en los puntos de la imagen def) subva-
riedad bien situada. Así pues, una mejora en la anterior proposición conllevaría lo mismo
• para subvariedades bien situadas.
El resto de la sección está dedicado a obtener el siguiente resultado:
• Proposición 4.22 Supongamos que X e Y son F-subvariedades de Z que se cortan
F-transversalmente. Entonces su intersección es una F-subvaríedad.
• En lo que sigue, y de modo breve y conciso, introducimos la noción de transversalidad
e de F-subvariedades a través de familias de aplicaciones F-transversales, y probamos el
• resultado anterior basándonos en el Teorema 4.7.
e
• Definición 4.11 SeaF= {fí : X1 —* Y,.. .,f,~ : X,. —~ Y} una familia den aplicaciones
de clase p, todas con valores en una misma variedad diferenciable Y. Diremos que Y es
• F-transversal en (x1,. . . , x,.) E X1 x ... x X,. si
e
• (fíx...xf~)l4~,, Xn)~
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Observación 4.12 á es F-subvari edad de Y” pues es de hecho subvariedad bien situada
de Y”, así que Y es F-transversal en ....... , x,.> E X1 x ... x X,. si y sólo si Y es
transversal en (Y1, ... , x,.) E X1 x ... x X~.
Demostración: Lo primero se sigue del Teorema 2.18, aunque puede probarse directa-
mente, y lo segundo es consecuencia de la proposición 4.6. ‘3
Corolario 4.13 Sean Y = {fí : X1 —~ Y,..
de clase p, y x=(xí,...,x,.)EXí x...
supongamos que le1 = ind(x¿) para cada i E
siguientes afirmaciones son equivalentes:
—4 y}
x X,. con fí(xi)
{1,.. . ,n} y
una familia de aplicaciones
le = r;1 le1. Entonces las
a) Y es F-transversal en (x1,.. .,x~).
b) Y es transversal en (x1, ..., x,.).
c) La aplicacion composición
T~(fl1 fl)IBgnr X.
)
ak : Tx(Bk(11t.í X1))
es sobre yectiva y su núcleo admite suplementario topológico, donde 5’ : ‘—* Y” es la
inclusión.
d) La aplicación composición
H1 Ta’I(fhlBkx,) 4(TVY)” —~
es sobre yectiva y su núcleo admite suplementario topológico, donde
(T~Y)”.
es la diagonal de
Demostración: Es consecuencia de la anterior observación y de 7.2.2 de [MO.].
Un caso especial es cuando Y = {fi : X1 —~ Y, .12
aplicaciones dc clase p con valores en una misma variedad
entonces fí7K,~2>f2 si Y es F-transversal en (x11x2), y el
asi:
—* Y~ es una pareja de
diferenciable Y. Escribimos
anterior corolario se enuncia
(T~Y)”/D’
Ej
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Corolario 4.14 Sean Y = {fí : X1 —* Y, f2 : X2 —* Y} una pareja de aplicaciones de
clase p, y (xí,x2) EX1 xX2 con fí(xi) = f2(x2) = yE Y, y supongamos que le1 = ind(x1)
parai=1,2, y le = le1 + le2. Entonces las siguientes afirmaciones son equivalentes:
a) fl7qQ,~2)f2
b) f1~¼x,,a’2)f2












¡3k: T~,(Bk1Xí) x T~2(Bk,X2) T~Y
es sobreyectiva y su núcleo admite suplementario topológico.
e) La aplicación
Ta’~(Bk1Xí) x T~2(Bk2X2)
(fi lBklXi) — Ta’2(f21nk2x2)
T~Y
es sobre yectiva y su núcleo admite suplementario topológico.
En particular se tiene la siguiente observación, que es esencial en lo que sigue:
Observación 4.15 Sean Y = {fí : Xí —* Y, .12 : X2 —* Y} una pareja de aplicaciones de
clase p, y (x1, x2) E X1 x Xr¿ con fí(xí) = f2(x2)
verifica que fí(xí) = f2(x2) = y E IntY.
= y E Y. Entonces, si fí~j§,,a’,)f2, se
Demostración: Se sigue de d) del corolario anterior y 2.1.10 de [M.O.]. ‘3
Proposición 4.16 Sean f : X —* X’ una aplicación de clase p, X” una F-subvariedad
































que fik~’X” y f(x) E IntX’.
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ti
Demostración: Como f~[J<~)>5’, por la observación anterior se tiene que f(x) E
Int(X’), y como X” es F-subvariedad de X’, f(x) E Int(X”). Se concluye entonces




Proposición 4.17 Sean f : X —* X’ una aplicación de clase p, X” una E’-subvaríedad
O” de X’ con 5’ : X” ‘—* X’ la inclusión, y x C f—’(X”). Entonces si f(x) E Int(X’) y ‘e
e
se tiene que fW(~J(~>p -
e
Demostración: Como f(x) c X”nilnt(X’) y X” es F-subvariedad de X’, f(x) E Int(X”),
y el resultado se sigue ahora de 4.6 y 7.2.8 de [M.O.]. e
ti
o
Sobre esta última proposición, tenemos los siguientes ejemplos: ‘e
‘e
ti
Ejemplo 4.18 La proposícion anterior no es cierta con el concepto de transtersalidad:
siX=fi,X’=RtX”={(0,y)cfi2/y=0} y f:X—*X’eslaaplicación
de clase infinita dada por f(t) = (t, t2), entonces fWoX”, f(0) = (0,0) E Int(X’) pero
.1 ~‘kooouS’donde 5’ : X” ‘—> X’ es la inclusión.
ti
Ejemplo 4.19 SiX = R, X’ = (~2)Z> X” = {(O,y) E X’/y =01 y f: X —~ X’ e
es la aplicación de clase infinita dada por f(t) = (t, t2), entonces fWtX” y fi&¿(0o»5’
ti
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e
Definición 4.20 Sean X1,X2 F-subvariedades diferenciables de clase p de X, y
• Ji : X1 ‘—~ X, 52 : X2 ‘—* X las inclusiones. Diremos que X1 y >4 son E-transversales en
• (x1,x2) EX1 x X2 si? = {5í,.12} es E-transversal en (xí,x2), y en tal caso escribiremos
e
• Xíkf~,~2)X2. Si Xí y >4 son E-transversales en todo punto de X1 x X2, escribiremos
• X1W~X2.
e
• Observación 4.21 Si x1 ~ x2, obviamente X1Wf,,a’2)X2, así que el caso znteresante es
e
cuando x1 = x2(= x) E X1 ni >4. En tal caso, escribiremos simplemente X1?7~jX2 y
• diremos que X1 y X2 se cortan E-transversalmente en x.
e
• Proposición 4.22 Sean X1 y X2 E’-subvariedades de clase p de X tales que X1WFX2.
ee Entonces X1 ni X2 es E-subvariedad 0” de X.
e
• Demostración: Sean 51 : X1 ‘—* X y 52 : ‘—* X las inclusiones, así que por hipótesise
Ji WF52, y por 4.16 Sí ~FX2. De acuerdo entonces con el Teorema 4.7 X1 flX2 = (51)—1(X2)
• es F-subvariedad de clase p de X, totalmente bien situada, y por la proposición 2.8,


























































































• SOBRE LA ASOCIACIÓNe
• DE ASAS
e
• Cuando se aborda el tema de la asociación de asas para construir variedades diferenciables
• suelen surgir inmediatamente ciertas dudas en torno a los objetos que se están tratando,
provocadas por el modo excesivamente técnico con que se introduce la estructura dife-
• renciable. En muchos casos, el problema es resuelto de un modo bastante indirecto: así,
• por ejemplo, en dimensión tres se presupone conocida la equivalencia entre las categorías
• diferenciable y topológica, y se trabaja con esta última (en donde la definición de la
e
asociación de asas es directa), o en dimensión cuatro se supone igualmente conocida la
• equivalencia entre las categorías diferenciable y P.L [Co], para la cual es fácil también
manejar la construcción de la asociación de asas [RS.]
• En la categoría diferenciable en cambio, la estructura diferenciable se introduce me-
• diante la técnica de lo que Milnor llamó “redondeamiento de esquinas”. Esta idea fue
usada primeramente para introducir una estructura diferenciable en el producto cartesiano
• de dos variedades con borde diferenciable [Mi.2], y citada por S.Smale [Sm] como el modo
• natural de introducir la estructura diferenciable en la asociación de asas. Ahora bien
dado que las variedades con borde anguloso dan lugar al contexto naturaL en el que, sin
• forzamientos, viven las variedades producto, ¿no ocurríra lo mismo con las variedades
• obtenidas por asociación de asas, es decir, no tendrán éstas cabida mas natural dentro
del contexto de las variedades con borde anguloso? El propósito de la primera sección dee
• este capítulo es analizar esta situación. Desgraciadamente, nuestra respuesta a la anterior
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ciertos aspectos de la cuestión son aclarados: en primer lugar, a diferencia de lo que
ocurre con el producto de variedades, la definición de una estructura diferenciable en la
variedad topológica que se obtiene al asociar un asa requiere de importantes y no fáciles
teoremas de isotopía, cuando no hay compacidad. La construcción detallada que hacemos
del proceso dejará patente este hecho. En segundo lugar, dicha construcción nos permitirá
obtener una estructura diferenciable con borde anguloso de modo trivial.
Aún así, algunas reflexiones posteriores a la elaboración de esta memoria nos inducen
a pensar que, si bien la idea esencial expuesta anteriormente (las variedades con borde
anguloso son el contexto natural para la asociación de asas) es correcta, debemos previa-
mente considerar un tipo más general de variedades con borde anguloso: aquellas que
localmente sean la unión de varios semiespacios del Espacio Modelo, aunque tal unión no
sea convexa. Un paso previo al desarrollo de esta idea sería demostrar el teorema de la
función inversa para estos objetos locales (véase [M.O.] para una demostración en el caso
de las variedades tratadas en el primer capítulo de la memoria).
Como ejemplo ilustrativo en el uso de la cirugía, técnica íntimamente conectada con
la asociación de asas, la sección 2 está dedicada a demostrar un resultado sobre el tema
de las esferas exóticas de dimensión cuatro. La dimensión cuatro es la más baja en la que
se pueden encontrar dos variedades diferenciables no difeomorfas pero si homeomorfas,
es decir, existen variedades topológicas de dimensión cuatro que soportan al menos dos
estructuras diferenciables esencialmente distintas. Sobre este tema, una cuestión muy
analizada pero aún sin respuesta es la de saber si existe una variedad diferenciable horneo-
morfa a la esfera usual de dimensión cuatro, pero no difeomorfa. Este es el llamado
problema de la existencia de las esferas exóticas de dimensión cuatro (véanse por ejemplo
[A.K.] y [Gol]).
Nuestra aportación en este tema es dar un modo de obtener cualquier hipotética esfera
exótica de dimensión cuatro mediante la técnica de la cirugía. Probaremos lo siguiente:
Teorema 2.1 Si M es una esfera exótica de dimensión cuatro, existe un numero natural
le tal que M se obtiene de la suma conexa de le copias de 9 x 9 mediante le cirugías
disjuntas de tipo (3,2).
ee
e
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A lo largo de este capítulo quedará patente la relación que existe entré la asociacion
• de asas, la técnica de cirugía y las funciones de Morse (puntos críticos y sus índices). Esta
• conexión, usada de modo fundamental en el Teorema 2.1, estará presente en los restantes
e
capítulos de la memoria.
e
e
• 1 ESTRUCTURA DIFERENCIABLE EN
e
• LA ASOCIACIÓN DE ASAS
e
e
• En esta sección introducimos con rigor una estructura diferenciable en la variedad topoló-
• gica que se obtiene por asociación de asas. El desarrollo detallado de esté proceso nos
e
• permitirá obtener tanto una variedad diferenciable con borde diferenciable (lo que usual-
• mente se define), como una variedad con borde anguloso (en el contexto de [M.O.]). En
• cambio, el propósito que se persigue es mostrar que ninguna de las dos posibilidades an-
tenores es la más natural para tratar la asociación de asas. Este hecho quedará patente
• a partir del Lema 1.4, el cual nos mostrará con sencillez el contexto natural en donde
• surgen las variedades obtenidas por asociación de asas. Como suele ser norma común,
dicho contexto coincide con la intuición geométrica.
e
• Para concretar la idea expuesta, recordamos brevemente algunos conceptos bien cono-
cidos: si E es un espacio de Banach y > E £(E, fi) (las aplicaciones lineales y continuas
• de E en fi), EZ denota el conjunto de vectores x E E tales que >(x) =O, y se le llama
• semiespacio de E definido por A. Si A = jA1,..., ,½}es un conjunto finito y linealmente
de aplicaciones lineales y continuas de E en fi, EZ denota lá intersecciónindependiente
• de los semiespacios EL, i E ji,... ,n}, o sea EZ = A?=1 EL. De EZ se dice que es el
• cuadrante de E definido por A = {A1,.. ., >.,.}. Los objetos locales que sirven para definir
e las variedades diferenciables con borde anguloso (tal y como se estudian en [M.O.] y en el
• capítulo primero de esta memoria) son entonces estos cuadrantes de Espacios de Banach.
• Así, por ejemplo, las variedades diferenciables de dimensión dos están construidas (salvo
e isomorfismos) con algunos de los siguientes cuadrantes: fi
2, {(x
1, x2) E fi
2/xí =0]> o
• bien {(x
1, x2) E R
2/xí =0, x
2 > 0}. En cambio, al analizar la asociación de asas, ob-
• servaremos que es otro el tipo de objeto local que aparece en la construcción, definible
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ejemplo: si el asa es de tipo uno y de dimensión dos, el objeto local
{(x1, x2) E fi
2/xí =O ó x
2 =01 (véase la figura):
que se presenta es
Así pues, parece importante ampliar la categoría de las variedades con borde anguloso,
para incluir aquellos objetos que localmente puedan ser también la unión (no necesaria-
mente convexa) de semiespacios del espacio modelo. Un punto clave en esta cuestion seria
demostrar e] Teorema de la Función Inversa en esta nueva situación local. La prueba que
aparece en [M.O.] en el contexto más restringido necesita. fuertemente de la convexidad
del objeto, pero quizás otra prueba distinta pueda darse en la situación más general. Este
trabajo no se ha llevado a cabo en la memoria.
Para simplificar la exposición, tendremos en cuenta lo siguiente:
Observación 1.1 A lo largo de esta sección el término variedad diferenciable será
sinonímo de variedad diferenciable de clase infinita, !ifausdorff y paracompacta. Igual-
mente, supondremos que toda aplicación y estructura diferenciable es de clase infinita.
Notación 1.2 A lo largo de esta sección usaremos la siguiente notación:
fi+ = -(tE R/t =01, It = {t E fi¡t =01,
y D denotará una copia (la i-ésima) de D’.
Necesitamos previamente recordar algunos resultados esenciales sobre los entornos collares
cuando el borde de las variedades no es compacto. El caso compacto nos servirá para
introducir la técnica de cirugía que relacionaremos con la asociación de asas: supongamos
que X” e Y” son dos variedades diferenciables de dimensión n con borde diferenciable, A y
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e
e
no necesariamente compactos, y f : A —~ B es un difeomorfismo. Consideramos la
• variedad diferenciable suma X UY ( [M.O.], proposición 2-4.1), y en ella la menor relación
• de equivalencia tal que a E A está relacionado con f(a) E B. El espacio cociente obtenido
• por esta relación de equivalencia es denotado por q : X UY —* X U1 Y. No es difícil ver
• que dicho espacio es una variedad topológica. Se hace en cambio más complejo dotar de
• estructura diferenciable a dicha variedad topológica, y que dicha estructura sea uníca en
• algún sentido. Esto requiere de la teoría de entornos collares: ¡
• Definición (Collar) Si A es la unión de varias componentes conexas del borde de una
variedad diferenciable X, un collar c de A en X es una difeomórficainmersióñ
• e: A x R.~. —>X tal que c(a,0) =a para todo a E A.
Es trivial comprobar que e es una aplicación abierta y en particular im(c)ni OX = A.
• Teorema A (Existencia de collares) Si A es la unión de varias componentes conexas del
borde de una variedad diferenciable X de dimensión finita y con borde diferenciable, existe
• un collar e de A en X.
e
Teorema B (Isotopía de collares) Si A es la unión de varias componentes conexas del
• borde de una variedad diferenciable X de dimensión finita y con borde diferenciable, ye0, e1
• son dos collares de A en X, existe una aplicación diferenciable O : (A x 11+) x [0,1] —* X
e
tal que para todo t E [0,1] la aplicación O~ = 0(~ t) : A x fi~ —* X es un collar de A en
• X,06=coyOí=c1.
e
Teorema C (Isotopía ambiente de los gérmenes de collares) Si A es la unión de varias
• componentes conexas del borde de una variedad diferenciable X de dimensión finita y con
• borde diferenciable, yeo, e1 son dos collares de A en X, existe una aplicación diferenciable
e
D : Xx [0,1] —* X tal que para todo tE [0,1] la aplicación D~ = D(,t) :~X —* X es un
• difeomorfismo, D0 = lix, y existe un abierto 11 ci A x fi~ que contiene a A x{0} ytal
• queDíoco¡~=c1jn.
• Una sencilla demostración del Teorema A puede verse en [Hi], en la página 113. Una
• demostración de este resultado para variedades diferenciables modeladas en Espacios de
e Hilbert se encuentra en [M.O.], pág. 263. El Teorema B aparece demostrado en [Ko],
• pág. 50. El Teorema C se deduce a partir del Teorema B haciendo uso del Teorema de
• Extensión de Isotopía de Thom cuando no hay compacidad, aunque sí velocidad acotada
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Volvamos a la variedad topológica cociente q : X UY —* X U1 Y, obtenida al identi-
ficar todo punto a E A con f(a) E B, dondef : A —* B es un difeomorfismo entre A, la
union de varias componentes conexas del borde de X, y B, la unión de varias componentes
conexas del borde de Y. Consideramos CA un collar de A en X, y c~ un collar de B en Y.
Sea g : A x fi —* XU1Y la aplicación dada por g(a,t) = q(cÁ(a,—t)) si t E fi., y
g(a,t) = q(cB(f(a),t)) si t C ~+• Es inmediato entonces probar que existe una única es-
tructura diferenciable en X U1 Y de modo que las “inclusiones” qjxÁ : X — A —* X U1 Y,
qIy-B : Y — .8 —+ X U., Y, y la aplicación g : A x fi —* X U1 Y (unión de los collares CA y
cn) son inmersiones difeomórficas abiertas.
Haciendo uso de la unicidad de collares (Teorema C), se demuestra que dicha estruc-
tura diferenciable es única salvo difeomorfismo con la condición de que las inclusiones
qjx : X —* X U., Y, y qly : Y —* X Uí Y sean inmersiones difeomórficas. Además este
difeomorfismo puede ser escogido de modo que sea la identidad sobre X o sobre Y (véase
[Hi], pág. 184).
La técnica de cirugía (véase [Mi.1]) es un ejemplo de la anterior construcción, en el
caso en que A (así que también B) son compactas. Con precisión, definimos:
Definición 1.3 (Girugía de Milnor-Thom) Sean M” una variedad dzferenciable de di-
mensión n E N, y f : S~ x D”—” —* IntM~ una inmersión difeomórfica. Olaramente
— f(5P x IntD””) es una variedad diferenciable y f(S” x OD”1’) es una com-
ponente conexa del borde de M” — f(S” x IntD””) si p > O y son dos si p = 0.
Por supuesto DP+í x S””’ es una variedad diferenciable con borde 5” x S”” y
.1 ¡SPxDD”—P : S~ x OD”—” —* f(5P x OD”—”) es un difeomorfismo. Denotaremos entonces
por X(Mtf) a la variedad diferenciable
(M” — f(S” x JntD~”)) U D”~1 x
“SP xOD~P
y diremos que se ha obtenido de M” mediante una cirugía de tipo (p + 1, n — p) por la
inmersión f.
La definicion anterior es diferente a la que aparece en el articulo de Milnor [Mi.1]. La
estructura diferenciable definida en tal artículo usa la técnica de encolamiento, lo que
evita los importantes teoremas de collares. En cualquier caso, es un ejercicio no difícil
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e
e
Pasemos ya al análisis con detalle de la estructura diferenciable en la asociación de
• asas. Sea (M”, [M]) una variedad diferenciable de dimensión finita n E N y con borde
• diferenciable. Sean s E N U {0}, y
e
• fl:ODXDr’—*OM”,...,fk:ODiZDZ’---*OM” ¡
• una colección de le inmersiones difeomórficas con imágenes disjuntas. Vamos a definir una
nueva variedad diferenciable de dimensión finita n y con borde diferenciable
• X(M’tf1,.. .,fk;s)
e
• de la que diremos que se ha obtenido de M” por asociación de le asas de tipo s mediante
e
• las instrucciones {L}.
• El espacio topológico subyacente se obtiene de M y U~1 D x Dr—’ id¿ntificando los
e
• puntos que se corresponden por las aplicaciones {fJ. Veremos que la variedad topológica
• así definida tiene una estructura diferenciable natural salvo en las “esquinasfl 0D x
• (i c {1,.. . , le}). La estructura diferenciable global se obtendrá entonces por el proceso
e
de redondear las esquinas. Dicha técnica fue usada por Milnor en [Mi.2] para el caso
• del producto de variedades diferenciables con borde diferenciable. En [Sm] se afirma que
• la situación local en ambos casos es esencialmente la misma, así que la construcción de
Milnor puede usarse también en este caso para dar una definición correcta.
• En lo que sigue, analizamos esto con detenimiento. Por supuesto, si s = 0, la variedad
e
• topológica X(M”; fi,... ,f~; 0) es homeomorfa a la unión disjunta de M” y le copias del
• disco D”, y se puede considerar aquí la estructura diferenciable suma. En general, para
• simplificar la notación, supondremos que asociamos una única asa. El resultado esencial
• es:
• Lema 1.4 Sea (M”, [M]) una variedad diferenciable de dimensión finita n E N y con
• borde diferenciable. Sean s c N U {0} y f : OD’ x D”—’ —> OM” una inmersión
e difeomórfica. En M” UD’ x D”’ consideramos la relación de equivalencia inducida por
• f, esto es, la menor relación de equivalencia tal que cada p E OD’ >c D”’ está relacionado
• con f(p) E OM”. Denotamos por
e
• el paso al cociente inducido por la relación de equivalencia, y por
Tx la topología cociente
e
en X(M”;f; s). Se tiene el siguiente diagrama de aplicaciones:
e
e







donde i: M” ‘—* M” UD’
naturales y por definición
x D”’ y j : D’ x D”—’ c—* M” UDS x son las inclusiones
i = q oi y 5 = q of Se tiene entonces lo siguiente:
i) i : —* X(M~; f; s) y 5 : D’ x D”’ —* X(M”; f; .s) son inyectivas,
es la topología final asociada a las “inclusiones” i : (Ma, TiíMí) —~ X(M”;f; s) y
5 : D’ x D”’ —* X(M”; fi .s). Además i : (M”, TI[M]) —> (X(M”; f; s), T,~’) y
5 : D’ x D”’ —* (X(M”; f; s), Tx) son homeomorfismos sobre la imagen y aplicaciones
cerradas, (X(M”; f; s), Tx) es Hausdorff y paracompacto y (X(M”; f; s), 774 es compacto
si y sólo si M” lo es.
u) Dado un collar h
2 : OD”’ x fi~
una inmersion difeomórfica 77 : f(OD’ x
f(x,h2(y,t)) para todo t E R+, Y E OD’,
de f(OD’ x OD”’) en OM”).
D”’ de OD’>’ en D”’, existe entonces
OD”’) x 1? —* OM” tal que T(fQr,y),t) =
y E OD”’’. (A una tal 77 se le llama bicollar
iii) Sean h1 : OD’ x ~+ —> D’ un collar de OD’ en D’, h2 : OD”’ x ff~-
un collar de OD”’ en D”’, c : OM” x ~+ —* M” un collar de OM~ en M~ y
77 : f(OD’ x OD”’) x 1? —* OM” un entorno bicollar de f(OD’ x OD”’) en 5W
tal que T(f(x,y),t) = f(x,h2(y,t)) para todo i E fi+, x E OD’, y E OD”—5. Sea
A = X(M’%f; s) — 5(OD’ >< OD”—9. Se verifica entonces que la aplicación
g : OD’ x IntD”’ x fi —* A
dada por
g(x,y,s) = { 5(hj(x,—s),y) si s <0
i(c(f(x, y), s)) si s =O
está bien definida, y existe una única estructura diferenciable [A] en A tal que
~~M~—f(8D’x8D”—’): (M” -— f(OD’ x OD”’), [.MLMnÍ(ansxann—s)) —-....+ (A, [A]),
y
lID’ xD~—’—8D’xOD~—’ : D’ x D”’ — OD’ x OD”’ —* (A, [A])
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son inmersiones difeomórficas y la aplicación
g : 3D’ x IntD”’ x fi —* (A, [A])
es inmersión difeomórfica abierta.
Además T141 = TXIA, y si [A’] es otra estructura diferenciable en A tal t¡ue
iIMfl...f(BDixBDfl—*) : (M~ — f(OD’ x OD”’), [.M]¡Mnq(aDsxann—~) —* (A, [A’])
y
5¡D’xD~—’—BD’x8D~—’ : D’ x D”’ — OD’ x 3D”’ —.~ (A, [A’])
son znmerstones difeomórficas, entonces (A, [A]) y (A, [A’]) son variedades difeomorfas.
iv) La aplicación
D : 3D’ x OD”’ x fi x R~ —* 3D’ x OD”’ x ((R+ x fi) U (fi x fi+))
definida como el producto D = 1BD’X8D~—’ x d1, donde
d: (fi.
1. x fi) U (fi x £4-) —+ fi x fi~
es la aplicación dadapord(rcosO,rsenO)=(rcosAR~flS,rsen 26+r) (O =r, —~ O ir) es3 2= =
homeomorfismo, D(x, y, 0,0) = (x, y, 0,0) para todo (x, y) E 3D’ x 3D”—’ y la restricción
DI: 3D’xOD”’ x(RxR4—{(0,0)}) —~ OD’xOD”’ x((fi±xfi)u(RxR+)—{(0,0)})
es un difeomorfismo.
y) La aplicación O: 3D’ x OD”’ x ((fi+ x fi) U (fi x R±))—> X(M”; f; s) dada por{ 5(hí(x, —s), h2(y, t))
i(c(T(f(x, y), t), s))
sí s<0 t>0
st s>0
está bien definida y existe una única estructura diferenciable [X] en X(M”; f; s) tal que
la inclusión
(A, [A])‘—* (X(M”; f; .s), [X])
y la composícion
D
E’: 3D’zOD”’xRxfi~ —~ OD’xOD”’x((fi+xfi)u(fixfi+)) S> (X(M”;f;s), [X])
son inmersiones difeomórficas abiertas. Además T~xj = Tx y (X(M”; f; .s), [X]) es una
G(x,y,t,s)
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ti
es el resultado de hacer en OM” una cirugía de tipo (s,n — s) mediante la inmersión té
e
difeomórfica fIaD’xDn-’ : 3D’ x D”’ —* 3M”, es decir: ‘e
‘e
3(X(M”; f; s), [X]) = (3M” — f(OD’ x IntD”’)) LI D’ x 3D”-’ ‘e
‘e
En particular, el tipo diferenciable del borde es independiente de la elección de las aplica- ti
h1, h2, e y 77. tie
e
Demostración: i) La demostración es sencilla. ‘e
ii)Por supuesto f(3D’xD”—’) es subvariedad diferenciablede 3M”, O(f(3D’xD”’)) = ti
ef(OD’ x 3D”—’) y la aplicación r : f(OD’ x 3D”—’) x fi~ —4 f(3D’ x D”’) definida por
i-(f(x,y),t) = f(x,h2(y,t)) es un collar de f(OD’ x 3D”—’) en f(3D’ x D”—’). Ahora ‘e
extendemos el collar t a una inmersión difeomórfica 77 : f(OD’ st 3D”—’) st fi —~ 3M”. ‘e
ti
Esto es posible como consecuencia del Teorema de Extensión de Isotopía de Thom (véase e
[Hi), comentario que sigue al teorema de la pág. 182). St
St
iii) Es trivial comprobar que g está bien definida (ésto incluye ver que su imagen está e
contenida en A). Notamos ahora lo siguiente: ‘e
ti
1) Si s>2 f(3D’xlntD”’) es una componente conexa de 3M”—f(3D’x3D”—’) = ‘e
O(M” — f(3D’ st 3D”’)), y si s = 1, f(OD’ st IntD”’) son dos componentes conexas St
de 3M” — f(3D’ st 3D”-’) = 3(M” — f(OD’ st 3D”’)). ‘e
‘e
2) Si s > 2 3D’ st IntD”’ es una componente conexa de 3(D’ x D”’ —3D’ st D”—’), ti
e
y si s = 1, 3D’ st IntD”’ es una componente conexa de 3(D’ st D”’ — 3D’ st D”’). St
3) La restricción fI : 3D’ st IntD”’ —* (f(3D’ st JntD”’), [M]I.,(avsxIninn—s))es un St
difeomorfismo. ‘e
‘e
De acuerdo entonces con 1),2) y 3), y haciendo uso del Teorema C (los gérmenes de dos ‘e
ti
collares son siempre ambiente isotópicos), iii) se sigue entonces sin más que observar que la
aplicación g consiste en unir el collar 3D’ st IntD”’ st fi+ —* D’ st D”’ — 3D’ st 3D”’ ‘e
de 3D’ st IntD”’ en D’ st D”—’ — 3D’ st 3D”’ que lleva (x,y,s) a (hdx,s),y), y ‘e
St
el collar f(3D’ st JntD”’) st —~ M” — f(OD’ st 3D”’) de f(3D’ st IntD”’) en
— f(3D’ st 3D”’) que lleva (f(x, y), s) a c(f(x, y), s). ‘e
iv) La demostración es inmediata. ti
ti
y) Es fácil ver que la aplicación O está bien definida. Se comprueba además que G
St
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a) G(x,y, 0, 0) = 5(x,y) = i(f(x,y)) para todo x E 3D’, y E 3D”—’
b) im(G) = i(im(T) st R+) U j(im(hí) st irn(h2)).
c) Si V es un subconjunto de 3D’ st 3D”—’ st ((fi+ st fi) U (fi st fi+)), se verifica que
z (G(V)) = E E ni 3D’ st D”—’ x fi st fi4} y{c(T(f(x,y),t),s) M”/(x,y,t,s) V
y
1(G(V)) = {(hí(x,—s),h
2(y,t)) E D’ xD”’/(x,y,t,s) E Vni3D’ stD”—’ st fi4 stfi...}.
d) i1(im(G)) = i(im(T) st R+) y j’(im(G)) = im(hí) st irn(h2).
e) O es una aplicación abierta.
f) O es inyectiva y continua, así que es un homeomorfismo sobre la imagen.
g) G(3D’ st 3D’”’ st ((fi4 st fi) U (1? st [4)—«0,0)1)) ci A, y la restricción
Ql : 3D’ st 3D”’ st ((fi4 st fi) U (fi st fi+) — {(0,0)})) —* (A, [A])
es una inmersión difeomórfica abierta.
Para demostrar g), nótese en primer lugar que
{3D’ st 3D”’ st fi+ st (fi-. — {0}),OD’ st 3D”—’ st ((fi st R.~.) — (fi4 st
3D’ st 3D”’ st ([4 — {0}) st fi}
es un recubrimiento por abiertos de 3D’ st 3D”—’ st ((fi4 st fi) U (fi st fi±)— {(0, 0)}).
Ahora bien, G(x, y, t, s) =5(hí(x, —s), h2(y, t)) si (x, y, t, s) E OD’st3D”—’stR4st(fl. —{0}),
así que Ges inmersión en todo punto de 3D’ st 3D”—
8 st fi
4 st (fi... — {O}) pues h1, h2 y
5ID’xD”-—OD’x&D~—’ : D’ st D”’ —3D’ st 3D”—’ —* (A, [A])son inmersiones difeomórficas
• (la última aplicación por iii)).
• Igualmente, G(x, y, t, s) = i(c(T(f(x, y), t), s) si (x, y, 1, s) E 3D’st3D”—’st(fixfl4—fl4st{0}),
• así que & es inmersión en todo punto de 3D’ st 3D”-’ st (fi st fi4 — fi4 st {0}) pues c, 77, f
e
• y la aplicación iIMn...1(8DJXDn—s) : (M” — f(3D’ st D”’), [M]IMnq(a~sxDn—s>) —* (A, [A])
• son inmersiones difeomórficas (la última aplicación de acuerdo con iii)).
Y que O es inmersión en todo punto de 3D’ st OD”’ st (fi4 — {0}) st fi es consecuencia
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3D’ st 3D”-’ st (fi4 — {0}) st fi CI (A, [A])
e g
3D’ st IntD”’ st fi
donde e es la inmersión difeomórfica definida por e(x, y, t, a) = (x, h4y, t), s) para todo
(x,y,t,s) E 3D’ st 3D”—’ st (Ii,. — {0}) st fi.
La información restante de y) es ahora fácil de obtener.
A la vista del resultado anterior, es ahora fácil obtener una estructura diferenciable
con borde anguloso en la variedad topológica (X(M”; f; a), Lv). Enunciado con precisión,
se tiene lo siguiente:
Lema 1.5 El Lema 1.4 es cierto si cambiamos iv) por iva) y y) por va), donde los nuevos
apartados iva) y va) son:
iva) La aplicaczon
Da : 3D’ st 3D”’ st fi4 st fi4 —* 3D’ st OD”’ st ((fi4 st fi) U (fi st fi+))
definida como el producto Da =
10D’xaD”—’ std31, donde
da : (fi
4 st fi) U (fi st fi4) —* fi4 st 14
64,r
294q 9<ir)es la aplicación dada por da(r cosO, r sen ~)= (r cos 2 , r sen 6’ (0< r, ~
Ej














4stfi+—{(O, 0)}) —* 3D’st3D”’ st((fi4 stfi)U(fistfi4)—{(0, 0)})
es un difeomorfismo.
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e
• está bien definida y existe una única estructura diferenciable [Xa] en X(M”; f; s) tal que
e
la inclusión
• (A, [A]) —~ (X(M”; f; s), [Xa])
• y la composzcton
e
• Fa: 3D’st3D”’stfi4stfi4 —% 3D’ stOD”’st((fi±stR)U(Rstfi+)) £ (X(M”;f;s),[Xa])
• son inmersiones difeomórficas abiertas. Además
77~x
8j = Tx y (X(M”; f; s), [Xa]) es una
variedad diferenciable de dimensión finita n con borde anguloso: 3
2(X(M”; f, s), [Xa])=
e
• i(f(BD’ st 3D”-’)) y Ok(X(Mn; f, s), [Xa]) = Ql si le > 2.
e
Terminamos la sección con la discusión que se anunciaba en la introducción en torno
• a las estructuras diferenciables con borde diferenciable (Lema 1.4) y con borde anguloso
• (Lema 1.5) dadas en la asociación de asas. En ambos casos, dicha estructura diferenciable
se consigue introduciendo una aplicación auxiliar, D para el caso con borde diferencia-
• ble, y Da para el caso con borde anguloso (en el contexto de [M.O}j. Ahora bien, ¿por
• qué el uso de estas aplicaciones auxiliares para “forzar” la estructura diferenciable en
• la asociación de asas? Lo natural, a nuestro entender, sería dotar a X(M”; fis) de la
única “estructura diferenciable” tal que la inclusión (A, [A]) ‘—~ X(M”; fis) y la apli-
• cación O : 3D’ st 3D”’ st ((14 st fi) u (fi st 14)) —.* X(M”;f;s) (comose definen en
• el Lema 1.4) son inmersiones difeomórficas abiertas. En tal caso, la estructura diferen-
cíable én X(M”; f; s) podría tal vez caracterizarse como la única (salvo difeomorfismos)
• para la cual las inclusiones i y 5 son inmersiones difeomórficas (nótese qué la aplicación
• i : (M”, [M]) —* (X(M”; f; s), [X]) no es siquiera diferenciable). Queda pues abierta la
• puerta al estudio de las variedades con borde anguloso generalizado, es decir, las vane-
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2 UN MODO DE OBTENER CUALQUIER
HIPOTÉTICA ESFERA EXÓTICA
DE DIMENSIÓN CUATRO
El propósito de esta sección es establecer un modo de obtener cualquier hipotética esfera
exótica de dimensión cuatro a partir de la técnica de cirugía. En la prueba del resultado
básico interviene de modo fundamental la relación que existe entre las funciones de Morse
(puntos críticos y sus indices), la asociación de asas y la técnica de cirugía. Esta conexión
estará igualmente presente en los capítulos posteriores.
Una esfera exótica de dimensión cuatro es una variedad diferenciable homeomorfa a
y no difeomorfa. Aunque en la actualidad se conocen ejemplos de variedades topológicas
compactas y sin borde de dimensión cuatro que admiten al menos dos estructuras dije-
rencíables esencialmente distintas, tal cuestión es desconocida para el caso de la esfera
topológica de dimensión cuatro. Nuestra aportación en este punto viene dada por el
siguiente resultado:
Teorema 2.1 Si M es una esfera exótica de dimensión cuatro, existe un número natural
k tal que M se obtiene de la suma conexa de le copias de 52 ~ 9 mediante le cirugías
disjuntas de tipo (3,2).
Demostración: Como Mes homeomorfaa S4, M y54 comparten la forma de intersección,
así que por un conocido resultado de Wall (Teorema 2 de [Wa]), lvi y 54 son h-cobordantes,
es decir, existe una variedad diferenciable compacta W5 de dimension cinco tal que3W5
ML 54 (la suma de las variedades M y 54) y M ‘—* W5 y 54 ~ W5 son equivalencias de
homotopía.
Sea f : W5 —* [0,1] una función de Morse para el h-cobordismo (W5; 54, M), esto
es, f es de clase infinita, 54 = f1(0), M = f—~(1) y todos ~os puntos críticos de f están
incluidos en JntW5 y son no degenerados. Como H
0(W5, 54; 7< = 0, la función f puede
tomarse sin puntos críticos de índice O ( [Mi], Teorema 8.1). Además, al ser 54 ~
una equivalencia de homotopía, W5 y 54 son simplemente conexas, por lo que f puede
tomarse también sin puntos críticos de índice 1. Entonces la función .—f : W5 —* [—1,0]
es de Morse para el h-cobordismo (W5; St M) y no tiene puntos críticos de índice 4 ¿ 5.
De igual manera se puede entonces modificar esta función f hasta que no tenga puntos
ee
e
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e
• críticos de índice O ni 1, sin que por ello aparezcan puntos críticos de índice 4 ó 5.
e
• Obtenemos así una función de Morse f: W5 —* [0,1]para el h-cobordismo (W5; 54, M)
con sólo puntos críticos de índice 2 y 3, y por el Teorema 4.8 de [Mi]podemos suponer
e
• que verifica además que
• {x E 0(f) ¡ ind(x) = 2} ci f1(02)
e
• y
• {x E 0(f) ¡ ind(x) = 3} ci f’(0.3).
• Sean N = f—1 (0.25) la variedad diferenciable de dimensión cuatro compacta y sin borde
• obtenida como la imagen inversa del valor regular 0.25, le = card{x E 0(f) ¡ ind(x) = 2}
e
• y r = card{x E 0(f) ¡ ind(x) = 3)> Es conocido entonces que f—1([O, 0.25]) es una
• variedad diferenciable compacta de dimensión cinco que se obtiene de f-1([O,0.1]) por
• asociación de le asas disjuntas de tipo (2,3) (Segundo Teorema de Deformación de la
e
Teoría de Morse, [S.T], proposición X.9.16), así que por el apartado y) del Lema 1.4 la
• variedad diferenciable N se obtiene de 54 mediante le cirugías disjuntas de tipo (2,3). Del




Supongamos de momento que W
2(’rN) E H
2(N; z
2), la segunda clase de Stieffel-Whitney
de N, es trivial. Entonces (véase [Ma], pág. 12) N es difeomorfa a #k52 st 52, la suma
• conexa de le copias de 52 st 52 (se entiende 54 si le = 0), y M se obtendría de #k52 st 52




una colección de r inmersiones difeomórficas preservando la orientación tales que M =
e
• X(Wf
1,. ..,f,.). Sea X = W — <~V1f~(S2 st IntD2). Se tiene que H~(WX;Z) ZJ si




2 D2,U%~S2 st 51;z) e=





• donde se ha usado el teorema de escisión, el teorema de la homología de una unión disjunta
e
y los teoremas de dualidad de Lefschetz -variedades con borde- y de Poincaré. De forma
• similar se prueba que H~(M,X;Z) V si i = 3,4, siendo trivial en los otros casos.
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(W, X) (se sobreentienden los coeficientes enteros):
-÷ 113(M) -+ H3(M,X) -* 112(X) -+ 112(M) -÷ H2(M,X) -÷H1(X) —+ H1(M) -+
-> H3(W,X) —* H2(X) -÷ H2(W) -÷ H2(WX) - H1(X) -...
En la primera sucesión, H3(M, X; 7< V y los grupos Ha(M; 7/), H2(M; z), H2(M, X; z)
y H1(M;Z) son triviales, de donde H2(X;i¿) t y H1(X;7¿) = 0. En la segunda
sucesión H3(W,X;72) y IJí(X;z) son triviales, mientras que H2(X;7z) H2(W,X;7Z) y
H2(W; z) 7¿2k~ Estos cálculos prueban que le = r. Además le E N pues de lo contrario
f no tendría puntos críticos, así que M no sería una esfera exótica.
Para concluir la demostración basta observar que el h-cobordismo (W
5; M, S4) puede
tomarse sumergido en fi5, lo que permite evitar el Teorema de Wall ya citado. En efecto,
al ser M homeomorfa a St r
1(M) es trivial, w2(TM) = O y el índice de M (esto es, la
signatura de la forma de intersección de M) es cero, por lo que existe una inmersion
difeomórfica i : M —> fi
5 (véase [Co]). Por el Teorema de Separación de Jordan-Brouwer
se tiene que fi5 — M es la unión de dos abiertos disjuntos Go y Qí, uno de ellos acotado
(pongamos Go) y tal que Co, que es 0o U M, es una variedad diferenciable compacta
de dimensión cinco con borde M. Se verifica también que Gí = Qí U M, y aplicando
el Teorema de Seifert y van Kampen a la unión fi5 = G~ U G~ se deduce que 0o es
simplemente conexo (pues M lo es), y por la sucesión de homología de Mayer-Vietoris de
esta unión se deduce que Co tiene la homología de un punto. (De hecho esto demuestra,
de acuerdo con [Mi],pág. 110, que Co es homeomorfa a D5).
Entonces, si 5 : D5 —* Go es una inmersión difeomórfica arbitraria, se tiene que
= Co — 5(IntD5) es el h-cobordismo buscado. W5 es, desde luego, una variedad
diferenciable compacta y de dimensión cinco cuyo borde es la suma de M y St y por ser
0o simplemente conexo y tener la homología de un punto, 54 W5 y M -~ son equi-
valencias de homotopia. Por lo tanto N — f1 (0.25) es una subvariedad diferenciable de
R5 compacta y de codimensión uno, por lo que w2(rN) = O. En efecto, si v~ es el librado
normal de N en fi5, se verifica que TRSIN TN ev1 y O = W2QTRSIN) = W
2QTN ® u’) =
w2(rN) + wí(’rN) ‘—‘ w,(v
1) = w2(TN), la última igualdad porque N es orientable.
‘3
De acuerdo pues con el teorema anterior, el estudio de la existencia de esferas exóticas
de dimensión cuatro se ve englobado dentro del estudio de las colecciones de le nudos
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• disjuntos 52 en #k52 st 52 con librado normal trivial. Por ejemplo, para le = 1, puede
• probarse que si f : STstD2 —* 52st52 esunainmersióndifeomórfica,entoncesX(52st52,f)
• es homeomorfa a 54 si y sólo si 52 ~ 52 — f(52 st {O}) es simplemente conexo.
Observamos finalmente que las hipotéticas esferas exóticas de dimensión cuatro son
• en cualquier caso subvariedades diferenciables de fi5 de codimensión uno ([Co]). En el
capitulo siguiente probaremos que las hipersuperficies que se obtienen como la imagen
• inversa de un valor regular por una función de fi5 en fi de Morse y propia, que no tiene
• puntos críticos en la región exterior, son homeomorfas a 54, así que candidatas a esferas
• exóticas. Más sencillo será probar que una hipersuperficie de fi5 homeomorfa a 54 es una
esfera exótica si todas las funciones de Morse propias de fi5 en fi que la describen como
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Los teoremas esenciales de la Teoría de Morse Clásica establecen la relación entre los
• puntos críticos de una función de Morse definida en una variedad sin bor’de anguloso y
• cómo los niveles regulares de la variedad se van obteniendo de otros niveles regulares
e
• por asociación de asas. Estos resultados han sido generalizados a variedades con borde
• anguloso (véanse por ejemplo [Va] y [H.L.]).
e
Nuestro propósito en cambio es analizar esta relación para hipersuperficies del Espacio
• Euclídeo y funciones de Morse definidas sobre éste para las que dicha hipersuperficie es
• un nivel regular. La diferencia básica con los Teoremas Clásicos es la cohsideración de
e
los puntos críticos de la componente conexa no acotada que define la hípersuperficie en
• el Espacio Euclídeo. Con mayor precisión: estudiamos la relación entre uíáa subvariedad
• diferenciable M” de fi”41 conexa compacta sin borde de codimensión uno, y los puntose
críticos en la componente conexa no acotada de una función de clase infinitá f : fin+í .. fi
• tal que M” coincida con los ceros de f y el cero sea un valor regular def (sección 2).
• Ahora bien, esta función f debe ser lo suficientemente agradable como para permitir el
e estudio de esta relación: por supuesto, si M es la fibra no vacía de un valor regular de
• una aplicación f : fi”41 —> fi diferenciable y propia, entonces M es una hipersuperficie
• de fi”4’ compacta y sin borde (no necesariamente conexa). Demostraremos (sección 1)
e
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La referencia más importante para este capítulo es [Mi]: todos los conceptos esen-
ciales cuya definicion no sea precisada pueden encontrarse allí. Igualmente se tiene allí la
fuente de muchos de los resultados que usaremos. Otros dos puntos claves, el Teorema de
Separación de Jordan-Brouwer y un teorema de Deformación de la Teoría de Morse, se
encuentran en [G.P.]y [ST] respectivamente.
El capitulo está dividido en dos secciones. El objetivo de la primera sección es construir,
para cualquier subvariedad diferenciable M” de fi”4’ compacta sin borde de codimension
uno, una aplicación diferenciable f : fi”41 —* fi con M” = f’ (O) que tenga el mayor
numero posible de buenas propiedades. Probamos así el siguiente resultado:
Teorema 1.13 Sea M” una subvariedad diferenciable de clase infinita de fin+l compacto
sin borde de codimensión uno. Entonces existe una función de clase infinitaf : fi”41 —* 1?
propia y de Morse con un número finito de puntos críticos tal que M” = f—1(0) y el cero
es un valor regular de f.
Desde luego, si M es la fibra no vacía de un valor regular de una aplicación
f : fi”41 —> 1? diferenciable y propia, entonces M es una subvariedad diferenciable de
fi”4’ de codimensión uno, compacta y sin borde, aunque no necesariamente conexa: el
teorema anterior puede entenderse como el reciproco de este resultado bien conocido.
Por otro lado, las buenas propiedades de la aplicación obtenida en el Teorema 1.13 nos
van a permitir estudiar la relación entre el tipo diferenciable (o topológico o de homotopía)
de M” y los puntos críticos de f en la componente conexa no acotada del complementario
de M” en fi”41. Este es el objetivo de la sección 2, cuyo resultado más importante es el
siguiente:
Teorema 2.1 Sea M” una subvariedad diferenciable de clase infinita de fi”41, coneaa,
compacta y sin borde, y de codimensión uno, obtenida como la fibra de un valor regular
de una aplicación f: fi”41 —* fi de clase infinita. Supongamos que f cumple la condición
de Palais-Smale o tiene sus fibras compactas.
Entonces, si f no tiene puntos críticos en la componente conexa no acotada de fi”41 —
se verifica que:
i) M” es una 3-esfera de homotopía si n = 3.
u) M” es homeomorfa a S4 si n = 4.






Algunas aplicaciones de este resultado son analizadas también en la sécción 2. Para
dimensiones altas se obtiene una caracterización de las subvariedades dif4enciables M”
• de fi”41 compactas conexas sin borde que son difeomorfas a 5” cuando n > 5 como
aquellas para las que existe una función diferenciable f: fi”41 —* fi con A” = f’(O), el
O es valor regular de f, f es propia y de Morse y no tiene puntos críticos en la componente
• conexa no acotada del complementario de M” en fi”41 (Corolario 2.8). Por otro lado
para superficies sumergidas en fi3, se deduce un curioso resultado:
•
• Corolario 2.5 Sea 5 una superficie conexa sumergida en fi3 dada como la fibra de un
• valor regular de una aplicación diferenciable f : fi3 —* fi propia. Entonces; si f tiene un
único punto crítico en la componente conexa no acotada de fi3 — 5, y es no degenerado,
• 5 es difeomorfa al toro.
e
El anterior resultado se aplica a un ejemplo concreto: en dicho ejemplo hay que resaltar
• la existencia de una cantidad infinita de puntos críticos en la región acotada que nos define
• la superficie en fi3, así que, en este caso, el recurrir a los puntos críticos de1esta región no
• nos aporta información sobre la superficie.
• Por otra parte, contrario a lo que en un primer momento se podría pensar, no existe
e
relación entre el índice del punto crítico de la región exterior y el modo ~n que el toro
• está sumergido en fi3 (dado que el índice del punto crítico es siempre dos), de modo
e
que nuestro estudio sólo decide el tipo de homotopía de la superficie, y no cómo está
• sumergida. Esto está en consonancia con una idea clave de la Teoría de Morse: la relación
• entre los índices de los puntos críticos y la homología de los niveles regula#es.
e
De hecho, la idea de la demostración del Corolario 2.5 nos permite el estudio de las
• hipersuperficies (en dimensiones arbitrarias) a partir de los puntos critic¿s de la región
• exterior, mediante el uso de los Teoremas de Deformación Clásicos de la Teoría de Morse.
• Así, por ejemplo, podemos obtener un cálculo de la homología de la hipersuperficie a
• partir de los puntos críticos (y sus índices) de la región exterior, análogo al que se obtiene
• en las Desigualdades de Morse a partir de los puntos críticos en la región acotada.
e
e
Por último, hacer notar que en las demostraciones de los teoremas principales es
• esencial el siguiente resultado de carácter topológico, que probamos en la ~ección 1:
e
Lema 1.9 Seaf : fi”41 .—* fi una aplicación diferenciable con n> 1. Supongamos que f
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1 CONSTRUCCION DE FUNCIONES
CON BUENAS PROPIEDADES
Como se anunciaba en la introducción a este capítulo, el propósito de esta sección es la
construcción de una función con el mayor número de buenas propiedades cuyo conjunto de
ceros sea una hipersuperficie compacta dada del Espacio Euclídeo. Por buenas propiedades
de la función estamos entendiendo aquellas que nos permitan obtener cierta información
sobre la hipersuperficie que tenemos.
En este proceso de obtención de información sobre la hipersuperficie a partir de la
función, usaremos de modo básico la Teoría de Deformación de Morse, de modo que dos
propiedades esenciales que debe verificar nuestra función serán la de ser de Morse y la
condición de Palais-Smale (requisito éste último sobre la compacidad de la función). De
hecho conseguiremos que ésta sea propia, condición que implica el ser de Palais-Smale.
Otra propiedad importante de la función será el que tenga una cantidad finita de
puntos críticos, y en particular tendremos finitos puntos críticos en la región no acotada
que define nuestra hipersuperficie compacta en el Espacio Euclídeo. Estas propiedades de
la función constituyen las hipótesis básicas a partir de las cuales iniciamos nuestro estudio
de la hipersuperficie en la sección 2.
Enunciemos con precisión el problema que ahora nos ocupa: por supuesto, si
fi”+l fi es una aplicación de clase infinita y propia, la imagen inversa no vacía
de cualquier valor regular de f es una subvariedad diferenciable de clase infinito de fi”4’
compacta sin borde, de codimensión uno, aunque no necesariamente conexa. El teorema
principal de esta sección es más que el recíproco de este resultado bien conocido. Antes
de enunciarlo, recordamos alguna notación básica:
Observación 1.1 A lo largo de este capítulo, M” denotará una subvariedad diferenciable
de clase infinita de R”41, sin borde y de codimensión uno. Toda esta información será
resumida diciendo que M” es una hipersuperficie de fin+í, y sin = 2, diremos que
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Teorema 1.13 Sea M” una hipersuperficie compacta de fi”41. Entoncls existe- una
función diferenciable f : fi”41 —* fi de Morse, propia y con un número finito de pun-
tos críticos, de modo que O es un valor regular de f y M” es su imagen invYrsa.
Parece interesante plantearse el anterior problema para subvariedades díferencíables
compactas sin borde de codimensión uno de una variedad diferenciable arbitraria, no
necesariamente el Espacio Euclídeo. Como veremos después, este resultado no es cierto
con esta generalidad, debido a que hay variedades en las que no se cumple el Teorema de
Separación de Jordan-Bronwer. ¿Es cierto el resultado cuando en la variedad ambiente
se verifica dicho teorema?
e
e
En lo que sigue recordamos brevemente el Teorema de Separación de Jotdan-Brouwer
• e introducimos alguna de la notación más usada en este capítulo:
Sea M” una hipersuperficie compacta y conexa de fi”41. Entonces, por el Teorema
• de Separación de Jordan-Brouwer, el complementario de M” en fi”41 tienet exactamente
• dos componentes conexas, a las que llamaremos 0o y Q~, y ambas son abiettos de R”41
una de ellas es acotada (pongamos Go) y la otra no lo es, y M” es la frontera común de
• ambas, es decir E’r(Go) = M” = Fr(Oí) (véase por ejemplo [G.P.]). Se verifica además
• que C0 = 0o U M” y C1 = Q~ U M” son subvariedades diferenciables de
conexas y de dimensión n+1, U0 es compacta y el borde de ambas 1coincide con su fronterae
• topológica, es decir 3(C0) = M” = 3(Ci). (Para ver que C0 y U1 son subvariedades de
• fi”
41 de borde M”, nótese que si x E M”, puede conseguirse una carta de fi~4’ adaptada
• aC~ (i = 0,1) mediante una carta de E”41 adaptada a M” con dominio conexo, y teniendo
e
• en cuenta que 0o y Qí son las componentes conexas de fi”4’ — M”).
e
• Para probar el resultado esencial de esta seccion necesitamos un lema de carácter
e
topológico sobre aplicaciones propias, que demostramos a continuación. Este lema será
usado también en la demostración del Teorema 2.1. Introducimos antes una serie de
• definiciones que usaremos aquí y en el resto del capítulo:
e
e
Definición 1.2 Una aplicación diferenciable f : fi”41 ~* 1? se dice qúe cumple la
• condición de Palais-Smale si para toda sucesión {Xn}neN ~ fi”41 con {IIDf(xn)lI}neN
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La condición de Palais-Smale se introdulo en la Topología Diferencial para poder
obtener resultados sobre deformación en la Teoría de Morse sin necesidad de que la va-
riedad fuese compacta (véase [P.S.]).
Definición 1.3 Una aplicación f : fi”41 —* 1? continua se dice que es de fibras compactas
si para todo t c fi se cumple que f1(t) (la fibra de f en t) es compacta.
Definición 1.4 Una aplicación f : fi”41 —* fi continua se dice que es propia si f es
cerrada y de fibras compactas.
Definición 1.5 Una aplicación f : fi”41 —~ fi continua se dice que es cuasi-propia si
f1(K) es compacto para todo compacto 1< ci fi.
Los conceptos anteriores están relacionados por la siguiente proposición:
Proposición 1.6 Sea f : fi”41 —* fi una aplicación continua. Entonces las siguientes
afirmaciones son equivalentes:
i) Para todo ji E fi, pi > O, existe N > O tal que si IIYII > N, entonces if(x)I >1’.
u) f es cuasipropia.
iii) f es propia.
Además, si f es diferenciable, cualquiera de estas condiciones conlíeva que la apli-
cacíon f es de fibras compactas y verifica la condición de Palais-Smale.
Demostración: La prueba de esta proposición es elemental:
i)=t’ii) Sea K un compacto de fi, así que existe un ji E fi, pi > O con 1< ci (—g,p).
Por hipótesis, para este ji existe un N > O tal que si IIYII > N, entonces f(Y)I > ji.
Luego si x ~ B[0,N], IixII > N, así que If(x)I > pi, o sea f(x) ~ (—pi,pi), de modo que
Y ~ f1(K), y por tanto f1(K) ci B[O,N] es acotado. Como por supuesto t’(K) es
cerrado de fi”41, se tiene que f1(K) es compacto de fi”41.
ii)=~i) Sea ji E fi, pi > 0. Por hipótesis f1([—pi, ji]) es compacto de fi”41 , y por tanto
es acotado. Sea N E fi, N > O tal que f1 ([—pi, pi]) ci B(O,N). Entonces si x E fi”41
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ii>~’iii) Es consecuencia de que fi es localmente compacto y Hauisdorff (véase
e [G.M.O.O.P.], proposición 111.4.68).
Veamos ahora que si f es propia y diferenciable, entonces cumple la condición de
e Palais-Smale. Sea {Xn}nEN una sucesión de puntos de fi”41 tal que {f(x~) ¡ n E N}
esté acotado, así que existe un r E fi, r > O con {f(x,.) ¡n E N} ci [—r,r]. Entonces
• f1([—r,r]) es compacto, y por tanto la sucesión {xn}nEN tiene una subsucesión conver-
e
• gente al estar incluida en este compacto ‘3
e
• Ejemplo 1.7 La aplicación diferenciable f : fi2 —> fi dada por f(x, y) = ¡xy cumple la
e
condición de Palais-Smale pero no es de fibras compactas.
e






• por lo que {¡IDf(xn,yn)II}neN converge a O si y sólo si {(x,,,y,,)}fl6N converge a 0, así que
• f es de Palais-Smale. Por otro lado, ninguna fibra de f es compacta. ¡
e










es de fibras compactas y no cumple la condición de Palais-Smale.e
Para ver que f no cumple la condición de Palais-Smale, basta fijarse en la sudesión {n}fleN.
• Por supuesto {IIDf(n)II}nsN converge a 0, {f(n) /n E H} está acotado pero {n}nEN no
• tiene subsucesiones convergentes.
e
e
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Lema 1.9 Seaf : R”4’ —* fi una aplicación diferenciable, con n E N. Supongamos que f
es de fibras compactas y no acotada superiormente. Entoncesf está acotada inferiormente
y es propia.
Demostración: Como la aplicación f es de clase infinita, por el Segundo Teorema de Sard
([M.O.],8.3.10), el conjunto de los valores regulares de f es denso en fi. En particular existe
una sucesión {tm }m~N ci fi de valores regulares de f convergente a +~, y las fibras de estos
puntos t1(tm) pueden suponerse que son no vacias pues f no está acotada superiormente
(e im(f) es un intervalo de fi al ser fin+i conexo y f continua). Como además f es de
fibras compactas, f~i(tm) es una subvariedad diferenciable compacta sin borde y no vacia
de fi”41, y por el Teorema de Separación de Jordan-Brouwer (una versión más general),
fi”41 — f~1(tm) tiene un número finito de componentes conexas, todas acotadas salvo
una que no es acotada, y todas abiertas (aquí es necesaria la hipótesis n E ?a). Sea Am
la componente conexa no acotada de fi”41 — f’(tm). Entonces f(Am) ci (tm, +~) (en
efecto, si existiese p E Am con f(p) < t,,~, por ser f continua, Am conexo y estar Am
incluido en el complementario de f—i(t,~) seria f(Am) ci (~,tm), y por tanto f estaría
acotada superiormente al ser fi”41 — 4m compacto). Que f está acotada inferiormente se
sigue entonces de que f(Am) lo está (por tm) y fi”41 — Am es compacto (nótese que sólo
hemos usado el que haya un valor regular de f con fibra no vacía y compacta).
Veamos ahora que f es propia, probando que para todo pi E fi, pi > 0, existe N E N
tal que si IIxII > N, entonces If(x)I > pi. Ahora bien, como la sucesión {tm}meN converge
a +~, existe un m
0 E N tal que tm0 > pi, y al ser fi”
41 — Am
0 compacto, existe N > O
con fi”
41 — Amo ci B[0, N]. Entonces, si x E fi”41 es tal que IlxII > N, x « B[0, Nl, por
loquex~R”41—Am
0,oseaxE Amo, de donde f(Y)¡=f(Y)>tm0>pi. ‘3
Los siguientes ejemplos muestran la necesidad de las hipótesis en el lema anterior:
Ejemplo 1.10 La condición “n E PV’ del Lema 1.9 es necesaria: la aplicación diferen-
ciablef : fi —~ fi dada por f(t) = et es de fibras compactas, no está acotada superiormente
y no es propia (t1([—1,1]) no es compacto).
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Ejemplo 1.11 La condición «f no está acotada superiormente” del Lem4 1.9 es nece-
sana: la aplicación f : fi2 —* fi dada por f(x,y) = fl(x2 + y2) donde ¡9: fi —* fi es lae




es 0~, sus fibras son compactas (o son vacías, o es un punto o son circunfekncias), pero
e f no es propia pues, por ejemplo, f1([a — 1, a + 1]) no es compacto. (La gráfica de f se




• El anterior resultado es cierto aunque la aplicación f sea sólo continua, pero la demos-
e
tración anterior clarifica cómo están situadas las fibras de f en la sítuacion que realmente
• nos interesa, que es el caso diferenciable. Incluimos aquí, por razones de conápletitud, una
• prueba del caso continuo:
e
• Proposición 1.12 Sea f : fi”4t —> fi una aplicación continua, con n E~N. Suponga-
• mos que f es de fibras compactas y no acotada superiormente. Entonces f está acotada
• inferiormente y es propia.
e
• Demostración: Si f no fuese propia existiría un compacto 1< ci 1? con f1(K) no acotado,
• y por tanto existiría una sucesión {Xm}mEN ci R”4’ convergente (en norma) a +c’o y tal
e
que {f(xm)}merq converge a ,\, para cierto A E 1<. Comof es continua y no está acotada
• superiormente, existe una sucesión {YmlmeN ci fi”4’ convergente (en norma) a +oo y
• tal que {f(ym)}mEN converge a -¡-co. Tomando subsucesiones si fuese necesario, podemos
suponer que para todo mE ~t IIXmII > m, IIymlI > m, f(xm) < A + 1 y f(ym) > A + 1.
• Para cada m E N elegimos un arco am con extremos Ym e y,,, tal que flpí¡ > m para
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Y
Como f(xm) < A + 1 y f(ym) > A + 1 para cada m E N, por continuidad de f existe
Zm E &m con f(zm) = A + 1. Entonces {Zm /m c N} es no acotado (si bien es cierto que
podrían existir m1,m2 E N distintos pero con Zmí = Zmj, y está incluido en la fibra de
A + 1, contradiciendo el que esta fibra es compacta.
Si f no estuviese acotada inferiormente, se razonaría de modo análogo tomando la
sucesión {Ym}mEN ci fi”
41 con las condiciones de que converja en norma a +~o y la
sucesión {f(xm)}meN converja a —~, y considerando A = 0. ‘3
Pasamos ya a enunciar y demostrar el resultado básico de esta sección:
Teorema 1.13 Sea M” una hipersuperficie compacta de fi”41. Entonces existe una
función diferenciable f : fi”41 —* fi de Morse y propia, con un numero finito de puntos
críticos, de modo que O es un valor regular de f y f’(O) — M”.
Demostración: Supongamos en primer lugar que la hipersuperficie es conexa, y pensemos
en 5”H como la compactificación de Alexandroff de fin4i de modo que la hipersuperficie
de fi”41 lo es ahora de ~ y divide a la esfera en dos componentes conexas que la tienen
por borde.
La adherencia de cada una de estas componentes es un cobordismo, y como tal admite
una función de Morse (así que el borde de este cobordismo es el nivel cero de las dos fun-
ciones de Morse). Por la compacidad de estos cobordismos, necesariamente las funciones
de Morse poseen un número finito de puntos críticos.
Ahora las dos funciones de Morse construidas se pueden pegar para dar una función
de Morse sobre toda la esfera, manteniendo exactamente los puntos críticos de las dos
funciones iniciales, y el hecho de que su nivel cero sea M”. Esto se hace siguiendo las
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referencia.
Mediante el lema de Morse, conseguiremos de hecho que la función de Morse construida
sobre la esfera tenga un urnco máximo y un único mínimo absolutos, y por el Teorema de
e
Extensión de Isotopía de Thom podremos suponer que el máximo es el punto que hemos
usado para compactificar fi”41. De este modo habremos conseguido una funqión de Morse
sobre fi”41 con un número finito de puntos críticos, que tiene a O por valor regular, la
e fibra de éste es M”, y todas las fibras de la aplicación son compactas.
Ahora bien, la aplicación así obtenida puede no ser propia. Para asegurar esta
condición (manteniendo las propiedades ya conseguidas), la componemos con un difeo-
morfismo que “desacota” la función, y se concluye entonces por el Lema 1.9.
e
A continuación escribimos los detalles de la argumentación anterior, déstacando los
primeros pasos por separado por ser interesantes en sí mismos:
e
1) Sea 2” una subvariedad diferenciable de
5n+1, conexa, compacta s<n borde y de
• codimensión uno. Entonces existe una aplicación diferenciable
e
• H: 5n41 fi
e
• de Morse, tal que 2” = H
1(0) y O es valor regular de H (nótese que por la compacidad
de 5” la aplicación H tendrá un número finito de puntos críticos).
•
• La prueba de este hecho está contenida básicamente en las ideas del libro de Milnor,e
• [Mi]:se basa en la existencia de funciones de Morse para cobordismos arbiirarios y en la
• idea de la demostración del Lema 3.7 sobre el pegado de funciones de Mors’e.
e
• Por el Teorema de Separación de Jordan-Brouwer, 5”HÁ — 2” tiene exactamente dos
• componentes conexas, a las que llamamos A
0 y A1. Ambas son abiertós de 5h41 y
e
Fr(Ao) = 2” = E’r(Ax). Fácilmente se puede ver que Á0 = A0 U 2” y A1 4 A1 U 2” son
• subvariedades de 5fl±í de la misma dimensión, ambas son compactas y ambas comparten
• el borde diferenciable, que es 3(Á0) = M” = 3(Á1).
e
• Para el cobordismo (74o; 2”, Ql) es conocida la existencia de una función~ diferenciable
• fo: 1 —. [—1,0]con 2” — f1(0), Ql = f¿1(—1), 0(fo) ciA0 y todos estos Piuntos críticos
e
son no degenerados ([Mi], Teorema 2.5). Del mismo modo, para el cobordismo (Aí; 2”, Ql)
• existe una función diferenciable fi : —4 [0,1] con 2” = fj-1(O), Ql = f{1(1), C(f ) ci A1
• y todos estos puntos críticos son no degenerados (L es lo que se llama una función de
e
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Al ser A~ compacto, el número de puntos críticos de f~ es finito, así que existe un
e> O tal que f¿’([—e,0]) n 0(fo) = Ql y f{1([0, e]) n C(f1) = Ql, por lo que, si denotamos
= f¿í([~e,0]) y B
1 = f{
1([0 e]) se tiene que (Bo; f¿1(—e), 2”) y (Bj;2”,f{1(e)) son
cobordismos, foIB
0 : —.+ [—e,O]es función de Morse del cobordismo (.80; fji«e) E”),
fi IB1 : —> [O,e] es función de Morse del cobordismo (Bí; 2~1jf{l(e)) y ambas funciones
de Morse no tienen puntos críticos.
Para cada E {0, 1} se toma un campo tipo-gradiente .~j : —*
T(B~) para
(véase [Mi], Lema3.2), yse considerael norma]izadodeestecampo, es decir qi =
de modo que ndf~InJ es la función constante uno.
De modo análogo a la demostración del Teorema 3.4 de [Mi] (un cobordismo es pro-
ducto si y sólo si tiene una función de Morse sin puntos críticos), se tiene lo siguiente:
si a’IO : D(no) —* es el flujo de ~g, entonces E” st [—e, 0] ci D(ijo),




De igual modo, si a’~ : D(ni) —* Rí es el flujo de ~h, entonces E” st [0, e] ci D(ni),




Sea g : E” st (—e, e) .> Sfl~~ la aplicación definida por
g(a,s) — f a”O(a,s) si .s <01 cr’2i , i >
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Al ser a”~ y a”’ flujos, la aplicación y está bien definida. Sea [A] la éstructura di-
ferenciable de clase infinita usual de 5fl+í, y [P] la estructura diferenciable producto de
E” st (—e, e). Claramente existe una estructura diferenciable de clase infinita [13]en 5”41 tal
que las inclusiones (A0, [AlÁ0])‘—* (S”’’, [13])y (A1, [AlÁ,]) c...* (5n+1, [13]),y la aplicación
g : (E” st (—e, e), [7’])—* (5”+í, [5]) son inmersiones difeomórficas abiertas. Por supuesto
T[B] =





está bien definida (si x E Á0 ni Á1, entonces x E E”, y por tanto fo(x) = O = fí(x)) y
verifica las siguientes condiciones:
i) E’
1(0) = E”
u) E’ es diferenciable, puesto que las aplicaciones FíA
0 = fo : (A0, [AIÁ~])—* [—1,1],
FíA, = fi : (A1, [AIÁ~])—* [—1,1] y Fog = P2 : (E” st (—e, e), [7’])t [—1,1]son
diferenciables. Para ver que E’og = P2, nótese que si s < O entonces
E’ 09(0, s) — F(a~~(a, s)) = fo(a”~ (a, s)) =
la penúltima igualdad pues alio (a, s) E B0 ci A0 y la última por la
primer diagrama, y si s > O entonces
conmutatividad del
E’og(a,s) — F(c01(a,s)) = fi(a”’ (a, s)) =
la penúltima igualdad pues a”’ (a, s) c B
1 ci A1 y la última por la
segundo diagrama.
iii) 0(F) = 0(b) U 0(fí) (así que
conmtitatividad del
0(f) es finito), y todos son no degeikerados. Dado
que FIÁ¿ = fi y [AlÁ1] = [BIÁ1]para i = 0,1, es suficiente ver que E
es consecuencia de la conmutatividad del diagrama
(E” st [—e,e],[7’]) g
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vista en u), y de que g es inmersión difeomórfica abierta con g(E” st {OJ) = E”.
iv) O es un valor regular de E’, de nuevo por la conmutatividad del diagrama anterior
y por ser E” = E’’(O).
Ahora bien, como [A] y [13]son estructuras diferenciables de clase infinita en
obtenidas al pegar los cobordismos Á0 y Áí mediante la identidad de E”, existe un
difeomorfismo U: (S”
41,[A]) —* (S”41,[B]) con G(E”) = E~1 (véase el Teorema 1.4 de
[Mi]).Entonces es trivial comprobar que una solución para 1) es la aplicación composición
H = FaO: (gn4l, [A]) —* [—1,1].
II) La aplicación H de 1) puede tomarse con la condición adicional de tener un unzco
punto máximo y un único punto mínimo absolutos.
Como 5~4í es conexo y compacto, existen a, b E fi, a < b con H(S”41) = [a, b]
(por supuesto H no era constante). Como H1({a,b}) ci 0(H), el conjunto de puntos
extremos absolutos de la función es finito.
Supongamos que Hí(a) = {x,xi,. . . ,x,.}. Por el Lema de Morse ([Mi], Lema 2.2)
existe una carta O = (U,#,R~+í) de S”~ centrada en x tal que H(~’(y
1,. . . ,y~4í)) =
y~t..-y~4í+aparatodo(yi,...,y~) E qS(U),UflE” =QlyUflO(H) = {x}.
Sea e > O tal que B[0,e] ci «U) y a + c
2 < 0, y sea y = &‘(B[O,c]). Claramente
V = Uni{x E 5~41 ¡H(x) =a+é}. Consideramos entonces una aplicación diferenciable
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e
Entonces la aplicación H : 5n+1 —~ fi definida pore
• ft(~f H(y) si y~V
• h(H(y)) si yE V
• es diferenciable, H-.i(O) = H1(0) = E”, 0(4) = 0(H) y siguen siendo todos no
• degenerados; en cambio x es ahora el único punto mínimo absoluto de H, dado que
H(5~+1) — [a— 4,b] y H’(a —4) = {x}. De modo análogo se procederla a dejar un
• único punto máximo absoluto.
e
• III) Sea E” una subvariedad diferenciable de
5n41, conexa, compacta y sin borde, y de
• codimensión uno. Sean p y q dos puntos de una misma componente conexa de 5n41 — E”.
• Entonces existe un difeomorfismo A1 : S”~~ 5~+í tal que A1(E”) = E” yAi(p) = q.
e
• Dados dos puntos distintos de una variedad diferenciable, por el Teoremw de Extensión
• de Isotopía de Thom ([Hi], pág. 180), deducimos la existencia de un difeoffiorfismo que
• ¡
lleva un punto en el otro y es difeotópico a la identidad. Además, esta difeotopía se
• puede construir con soporte en cualquier abierto que coñtenga un camino: diferenciable
e
que conecte los dos puntos, así que bastaría tomar un camino que no cortase a E” y
• como abierto la componente conexa de 5n+1 — E” que contiene a los puntos. De modo
• más detallado, sea r : J Sfl~~ un camino diferenciable conectando p y q sin cortar a
• E”, es decir, r(O) = p, r(1) = q e im(r) ci A, donde A es la componente conexa de
5n+1 — E” que contiene a los puntos p y q. La aplicación ~: {p} st J ... 8n4i dada por
• -y(p,t) = r(t) es una isotopía con irn(-y) ci A, 10(p) = r(0) = p y yi(p) =41) = q, así
que por el resultado ya citado existe una difeotopía A : 5n+1 ~ J ~ S”~~ con A1 o-yc, =
y sop(A) A, así que A1 : S”+~ —* S”~ es un difeomorfismo con A1(E”) —‘E” (de hecho





• Concluimos ahora la prueba del caso conexo: sea z : R”
41 ~
5n4i una inmersion
• difeomórficacon S?t+I~~i(Rn+í) = {N} donde N = (0,.. .,0,1) esel “polo n9rte” de S”~~
• y sea E” = i(M”), así que E” es subvariedad diferenciable de 5fl+l, conexa, compacta sin
• borde y de codimensión uno. Por 1) y II) existe una aplicación diferenciable H : S”
41 —> fi
con H’(0) — E” O es valor regular de H, el conjunto 0(H) de los puntos críticos de
e
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ti
4 ‘e
y un uníco mínimo absoluto. Sea A1 la componente conexa de 5fl+1 — E” que contiene
‘e
a N, y sea A0 la otra componente conexa de 5~-f4 — E”. Al ser O un valor regular ‘e
de H y E” = H
1(0), por argumentos de conexión tenemos que H(A
0) ci (—oc,O) y ‘e
H(A1) ci (O, ±oc)ó viceversa. Podemos suponer (considerando la aplicación —H si fuese ti
‘e
necesario), que H(A0) ci (—oc,O) y H(A1) ci (0,+oo), de modo que tanto p como N ‘e
estén en A1, y por III) existe un difeomorfismo A1 : S”•~ —* 5~41 con A1(E”) = E” y ti
A1(N) = p. Consideramos entonces la aplicación composición ‘e
‘e
f.fifl4i45fl+1 Li> gnA-i H ‘e
—*1? u.
ti
que es obviamente diferenciable y verifica las siguientes propiedades: ‘e
e
i) 1’(O) = M” (1í(o) = i1(Af’(H’(0))) = i—i(A~í(En)) = k1(E”) = M”).u) O es valor regular de ¡ (pues lo es de H). ti
‘e
iii) El conjunto 0(7) de los puntos críticos de ¡ es finito y todos son no degenerados e
(0(H) es finito, todos sus puntos son críticos no degenerados, A
1 es un difeomorfismo y ti
la aplicación i es inmersión difeomórfica abierta). ‘ee
iv) ¡es de fibras compactas. En efecto, si b = H(p) es el valor máximo de II, entonces ‘e
‘e
f(fi”





41 — {N})) ri [O,+oo) = H(S”41 — {p}) ni [0, +oc) = [0,b),
la última igualdad debido a que p es el único punto maximo absoluto de H. Entonces, ti
‘e
si A E imCf), f—1(A) = i’(AT1(H’(A))) es homeomorfo a Af1(H—’(A)) dado que ‘e
N ~ AT1(H—’(A)) (H(A
1(N)) = H(p) = b > A al estar la imagen de ¡ contenida en ‘e
(—oc, b)), y toda fibra de HoAi es compacta porque S”~ es compacto. ti
‘e
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La aplicación buscada es la composición f = aof : fi”41 —* R. Comó a(O) = O y
• a es difeomorfismo, la aplicación f mantiene todas las propiedades de 7. Pero además
• f no está acotada superiormente (f(fi”41) — a(f(R”41)) D c4[0, b)) = [O,+oc)), así que
e por el Lema 1.9, f es propia y la demostración del caso conexo está concluida.
• El caso no conexo sigue esencialmente los pasos anteriores, aunque conviene hacer
e
algunas matizaciones: en primer lugar, una generalización del Teorema de Separación de
• Jordan-Brouwer nos separa la esfera en una componente conexa más de las que tenga M”,
• quedando cada componente conexa de la hipersuperficie como una componente conexa
e
de la frontera de exactamente dos de estas componentes. En segundo lugar, al dar las
• funciones de Morse, una para cada cobordismo en que queda dividida la esfera, se toma
• la precaución siguiente: si A es una componente conexa de M” y X e Y son los dos
cobordismos que la tienen por borde (cobordismos colindantes), la función de Morse para
• X debe ser negativa si la de Y es positiva. Que esto se puede conseguir (a pesar de
• que estos cobordismos pueden llegar a tener varias componentes conexas de M” como
borde) es consecuencia también del Teorema de Separación de .Jordan-Brouwer generali-
e
• zado. Un tercer detalle a tener en cuenta surge a la hora del pegado de las funciones de
• Morse. Para ello se toman dos cobordismos colindantes al azar y se pegan sus funciones de
• Morse. Ahora la nueva función toma valores tanto negativos como positivos, pero ésto no
e
• es un obstáculo para pegarle una función de Morse definida sobre un nuevo cobordismo
• colindante con el cobordismo que se ha formado con la unión de los dos anteriores (el
proceso de pegado de las funciones es esencialmente el mismo, aunque la p¡iimera función
• no sea ahora una función de Morse del cobordismo propiamente dicho: toma valores en
• (—1,1) y la imagen inversa del O no es solamente el borde). Repitiendo este proceso, se
• obtiene una función de Morse sobre la esfera, tal que M” es la fibra del valor regular 0.
e No es difícil, haciendo uso del Lema de Morse, probar que se puede conseguir la función
• de modo que tenga un único máximo absoluto, y que éste esté en la componente conexa
en que cae el punto de la esfera que hemos utilizado para compactificar fi”4’ (para ello,
tómese un máximo relativo de esta componente -al menos hay un extremo relativo, y si
• es necesario, podemos trabajar con la aplicación opuesta-, y como en II), “estiramos este
e
punto hacia arriba”). El resto de la demostración es ya completamente análogo a lo que
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A la vista del teorema anterior, una cuestión que se plantea de modo natural es la de si
el resultado es válido cuando sustituimos el Espacio Euclideo por una variedad arbitraria
como variedad ambiente. La respuesta es negativa, como puede verse en el siguiente
ejemplo.
Ejemplo 1.14 Consideramos la subvariedad diferenciable Z = S~ st {(1, 0)} del toro
51 ~ S~, que es compacta, conexa y sin borde, y de codimensión uno. Entonces no existe
tna función diferenciable del toro en fi para la cual 51 st «1,0» sea una fibra regular.
La razón de ésto radica en que el complementario de Z en 5’ st es conexo. Así, si
Z fuese la imagen inversa de O por una función diferenciable f : 5’ st 5’ —> fi, entonces
necesariamente f(S1 st 51~ Z) ci (0, +oc) ó f(S’ st 5’— Z) ci (—oc,0), y por tanto todos
los puntos de Z serían extremos relativos (así que puntos críticos).
Como se puede observar en el ejemplo anterior, no se tiene un analogo del Teorema
de Separación de Jordan-Brouwer para el toro, motivo suficiente para que no funcione la
prueba del Teorema 2.1 en la situación del ejemplo. Esto plantea de modo natural una
interesante cuestión:
Problema. Supongamos que X es una variedad diferenciable conexa sin borde y que Z
es una subvariedad diferenciable de X, compacta, conexa y sin borde, y de codimensión
uno tal que X -.- Z tiene exactamente dos componentes conexas ambas con frontera comun
Z. ¿Existe entonces una función de Morse sobre X, propia y con un número finito de
puntos críticos, que tenga a Z como fibra regular?
Por supuesto, si X es compacta, la cuestión anterior tiene una respuesta afirmativa,
hecho que se demuestra como el apartado 1) del caso conexo del Teorema 1.13 (desde
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• De modo breve, el hilo conductor de los Teoremas de Deformación de la Teoría de Morse
• puede resumirse así: supongamos que a < b son dos valores regulares de tina aplicación
e diferenciable f : X —* fi de Morse definida sobre una variedad diferenciable compacta
• X. (El que la aplicación sea de Morse significa que todos sus puntos c+iticos son no
• degenerados, y en particular están aislados. Así, como la variedad ambiente es compacta,
e
el número total de puntos críticos es finito). Los Teoremas de Deformación de la Teoría
• de Morse nos relacionan los niveles t1(a) (variedad que suponemos conocida y a la que
• convenimos en llamar nivel de partida) y fi(b), de acuerdo con los puntos críticos de
f.-1 (a, b) y los índices de estos puntos. Así, por ejemplo, si no hay ningún punto crítico en
• f~i(a, 6), se tiene que ft’(b) y f1(a) son difeomorfas (Primer Teorema de’ Deformación
• de la Teoría de Morse), y si se tiene un único punto crítico de indice le E N, entonces
• f1(b) es una variedad que se obtiene de t’(a) por una modificación esférica (cirugía en
• el sentido de Milnor-Thom) de tipo (le, n + 1 — le), donde n es la dimensión de f1(a).
• Esto, por supuesto, no determina el tipo diferenciable de f—i(b), pero provee de una
• información de gran importancia; por ejemplo, permite la comparación de l~s homologías




• Un interesante ejemplo de la situación anterior es cuando M” es una hipersuperficie
• compacta y conexa del Espacio Euclídeo y f : fifl+i —* fi es una función de Morse que
• la tiene por una de sus fibras regulares. De acuerdo con el Teorema de Separación dee
• Jordan-Brouwer, las ideas expuestas anteriormente se podrían aplicar considerando los
• puntos críticos de la región acotada que define la hipersuperficie en el Espacio Euclideo,
e
que es compacta, y el conjunto vacio como variedad nivel de partida.
e
• Pero ¿qué ocurre si nuestra función tiene puntos críticos degenerados1 en la región
acotada, y no los tiene en la región no acotada (región exterior)? (Por supuesto, esta
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‘e
Teoría de Morse Clásica no puede ser aplicada a la componente conexa no acotada por no ‘ee
disponer de ciertas condiciones de compacidad. El propósito de esta seccion es resolver el ‘e
problema que se presenta en esta situación. St
ti
Para explicar la solución aportada, volvamos por un momento a la situación en que ‘e
todos los puntos críticos de la región acotada son no degenerados. Haciendo entonces ti
uso del Lema de Morse se puede modificar la función para que tenga un único extremo ti
ti
absoluto en esta componente, así que, tomando un valor regular lo suficientemente cercano ‘e
al valor extremo, tenemos la situación general descrita arriba, en donde ahora la variedad ‘e
nivel de partida es una esfera. ti
St
Supongamos ahora que nuestra función tiene sólo una cantidad finita de puntos críticos ‘e
en la región no acotada, y que todos son no degenerados. Si la función se pudiese extender
ti
diferenciablemente a la esfera (compactificación de Alexandroff del Espacio Euclideo por
un punto), y este punto fuese un extremo absoluto (supongamos que es un máximo),
entonces, como antes, la imagen inversa de cualquier valor regular mayor que todos los u
St
valores críticos (de la función definida sobre el Espacio Euclídeo) sería una esfera, y
obtendríamos una función de Morse sobre un cobordismo compacto en la región exterior,
con nivel de partida conocido.
St
Nuestra solucion marcha de este modo, aunque por motivos diferentes, pues en general si
es falso que las funciones de Morse sobre el Espacio Euclídeo puedan extenderse diferen-
St
ciablemente a la esfera, vista ésta como su compactificación de Alexandroff. El resultado
básico que nos permite este acercamiento al problema es el Teorema 2.1. Por otro lado,




Demostramos a continuación el teorema esencial de esta sección. La prueba recorre
algunos de los resultados más importantes de la Topología Diferencial (Teorema de Sepa>
ración de Jordan-Brouwer, Teorema del h-Cobordismo, un fuerte teorema de Deformacion St




Teorema 2.1 Sea M” una hipersuperficie compacta y conexa de fi”41 (n =2), y seaf : fi”41 —> R una aplicación diferenciable con M” = f’(0) y O valor regular de f. St
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i) M” es una 3-esfera de homotopía si n = 3.
ti) M” es homeomorfa a ~94si n = 4.
iii) M” es difeomorfa a 5” sin > 5 ó n = 2.
Demostración: Sean 0o y Q~ las dos componentes conexas de fi”41 —; M” ,así que
E’r(Go) = M” = Fr(Oí) y una de ellas, pongamos 0o, es acotada. Además CoyG1
son abiertos de Rn+í y C~ = G~ u M” son subvariedades diferenciables de fiTl+l, con
3(C~) = M”, para i = 0,1.
Como M” es compacta, existe un r > O con M” ci B(O,r), así que C0 C B(O,r) por
argumentos de conexión. Entonces X = C1 ni B[0, r] es subvariedad diferenciable de clase
infinita de fi”
41 con 3X = M” + S,~ la unión disjunta de M” y S~, donde 5t es la esfera
de radio r y centro el origen de fi”41.
Es suficiente entonces demostrar que X es
es decir, las inclusiones
un h-cobordismo entre M” y 5’ si n =2,
M”~->X y 5S—>X
son equivalencias de homotopía. En efecto, en tal caso tendríamos que M” y S~ tienen
el mismo tipo de homotopía, lo que probaría i), y por ser cierta la Conjetura de Poincaré
en dimensión cuatro ([F.Q.], Corolario 7.1B), tendríamos u), es decir M4 és homeomorfa
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ser Sfr simplemente conexa ([Mi), Teorema 9.1), y para n = 2, el que M2 tenga el tipo de
homotopía de 52 conduce por supuesto a que M2 y 52 son difeomorfas.
Se trata pues de ver que M” ‘—* X y ~r‘—> X son equivalencias de homotopia.
Por un argumento ya típico, es suficiente probar que M”, X, S,Q son simplemente conexas
y la inclusión M” ‘—* X es equivalencia de homotopia (en efecto, en tal caso H~ (X, S’; z)
H*(X, M”; 7/) por la Dualidad de Lefschetz, y esta cohomología es trivial por la equiva-
lencia de homotopía M” ‘—* X. Como X y M” son variedades topológicas (con y sin
borde respectivamente), tienen el tipo de homotopía de un 0W-complejo, por lo que la
inclusión S~ ‘—* X sería una equivalencia de homotopía por el Teorema de Whitehead).
Como los G~ son conexos, M” = ft’(O) y O es valor regular de f, podemos suponer que
f(Go) ci (—oo,0) y f(Gí) ci (0,+co).
Supongamos que f cumple la condición de Palais-Smale. Entonces, si 0(f) ni Ci = 0,
existe un difeomorfismo
6: M” st [0,+oc) —>
con 44x,0) = x para todo x E M”.
En efecto, obsérvese que existe e > O con f(0(f)) ni [—e,0] = 0, pues de lo contrario
habría una sucesión {Y,I}nEN ci C0 de puntos críticos de f tal que ~ f(x4) = O.
Por compacidad de C0 hay una subsucesión {Ynk}kEN de {xn}neN que converge a un
punto x E C0. Por la continuidad de f, f(x) = O así que Y c M”, y por la con-
tinuidad de Df, Df(x) = 0, pero O es valor regular de f. Ahora, como f cumple la
condición de Palais-Smale (se entiende fi”41 con su métrica Riemanniana usúal, que es
completa) y f(C(f)) ni [—c,0] = Ql, existe ([S.T], proposición XS.16) un difeomorfismo
h : f—i(O) st (—e,+oc) > f~1(~+oc) con h(x,0) = x para todo Y E f’(0) y
h(f1(0) st {d}) = f—1(d) para todo d E (—e, +oc), de modo que la aplicación
4’ : M” st [0,+oo)—> C1 dada por 4’(x,t) = h(x,t) es difeomorfismo y 4’(x,O) = x para




donde jo(x) = (x, 0) es obviamente conmutativo, por lo que la inclusión M” ‘—+
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es una equivalencia de homotopía. Por otro lado, la inclusión X ‘—> es también
• una equivalencia de homotopía, pues existe (es trivial su construcción) un retracto de
• deformación fuerte de Uí en X. Como M” ci X ci C1, se deduce entonces (véase
[R.F.], pág. 63, prop.7) que la inclusión M” ‘—* X es una equivalencia de homotopía.
• Veamos que C1 es simplemente conexo. Para ello tomamos d> O tal que la intersección
• 4«M” st [d,+00)) niB[O, r] sea vacía (como 4’—’ (B[0, r] niC1) es compacto de M” st [0, +oc),
• existe un d>0 con 4’
1(B[0,r]niCí) ci Mst [0,d), así que .8(0, r]niCí ci i,b(M”st [0,d))).
• Sea p E &1 y a : 1 —> una aplicación continua con o(O) = p = a(l) y veamos
que [a] = O E irí(Cí,p). Consideramos la aplicación E’ : C, st [0,d] —> C1 dada por
• E’(x, t) = 4’(pí(4<’(x)), t+p2(4’1(x)))(= 171(x)), que es continua con E’0 = 1v,. Definimos
• r como la composición ‘r= Fra :1 -~+ C1 £.¶ C1. Nótese que r(0) = Fd(a(O)) = Fd(p) =
Fd(o}1)) = r(1)(= q), y que im(r) ni .8(0, r] = Ql dado que Fd(Cí) ci t,b(M” st [d,±oo))e
• que no corta a B[0,r]. Sea H : 1 st 1 —* Qí la aplicación continua dada por H(s,t) =
• F¿d(a(s))(= JEt(s)). Se tiene que Ho = a, JE, = ‘,- y H(0,t) = H(1,t) para todo t E 1.










• Entonces la aplicación ha : irí(Cí,p) —* ir1 (C,, q) dada por ha(Ly]) = [cr’ * -r * a] es
e un isomorfismo,e
• h0([a*r* ~1]) = [cf’ * a * 7 * cf’ * a] =
e
• y [r] = O e ir,(C,,q) puesto que im(r) ni B[0,r] = 0, fi”4’ — B(0,r) ci C, (ya que
• Co ci B(0, r)) y n ~ 2. Que Ci es simplemente conexo se sigue ahoTa al probar que
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Lema 2.2 Sean a y r caminos cerrados en un espacio topológico X con u(O) = p = a(i)
y ir(O) = q = r(1), y supongamos que existe una aplicación continua H : 1 st 1 —* X con
110 = a y H1 = ir y la condición adicional 11(0, t) = H(1, t) para todo t E 1. Consideramos
el camino a : 1 —> X dado por cv(t) = H(0,t)(= H(1,t)), así que a(O) = p y a(1) = q.
Entonces [a] = [a * ir * a
1] E irí(X,p).
Así pues, la demostración del teorema en el caso en que la aplicación f cumple la
condición de Palais-Smale está terminada. Supongamos ahora que f es de fibras com-
pactas: si f no fuese acotada superiormente, entonces por el Lema 1.9 f sería propia,
así que se cumpliría la condición de Palais-Smale y aplicaríamos la parte del teorema ya
probada. Si f es acotada superiormente, f(G,) = (O, b] ó f(G,) = (0, b) con 6 > O. Al
suponer que 0(f) ni Q~ = 0, estamos en la segunda situación. Consideramos entonces
un difeomorfismo ¡3 : (—oc, 6) .—* fi estrictamente creciente y tal que /3(t) = t para todo
t =b¡2. Entonces la aplicación composición
1 0
es diferenciable, g’(0) = (¡3offl1(0) = f’(Ñ1(0)) = t’(O) = M”, O es valor
regular de g (pues ¡3 es difeomorfismo), y es de fibras compactas (g’(t) = f—’(¡3—’(t)) es
compacto pues f era de fibras compactas), y y no está acotada superiormente (g(Gi) =
!3(f(Gí)) = ¡3(0,6) = (0, +oc)). Entonces, por el Lema 1.9, y es propia y por tanto
cumple la condición de Palais-Smale. Se concluye entonces aplicando la parte del teorema
ya probada. ‘3
Nótese que en la prueba anterior, hemos obtenido lo siguiente:
Observación 2.3 En las hipótesis del Teorema 2.1, se verifica en cualquier caso que f
es una aplicación de fibras compactas.
Nuestro propósito es ahora demostrar un resultado para superficies de fi3. Aparte
de la curiosa información que obtendremos, lo esencial en este resultado es la idea de la
demostración, que nos permite usar los Teoremas de Deformación de la Teoría de Morse
a partir de los puntos críticos de la región exterior a una hipersuperficie en dimensiones
arbitrarias (ésta es la filosofía de la sección 2). Previo a este resultado, introducimos un
lema de carácter general sobre la conexión de las hipersuperficies que vienen dadas como
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• Lema 2.4 Sea f : fi”41 —* fi una aplicación diferenciable de fibras compdctas (n E tq).e
• Entonces, si A E fi es un valor regular de f que es cota superior de f(0(fl)), se verifica
• que f’(A) es conexo (tal vez vacío).
• Demostración: Veamos en primer lugar que, si existe un valor regular A de f que es
• cota superior de f(0(f)) y su imagen inversa es no vacía, entonces 0(f) ~stá acotado.
• En efecto, la imagen inversa de un tal valor regular es una hipersuperfici~ compacta, y
e
por el Teorema de Separación de Jordan-Brouwer, su complementario tiene un numero
finito de componentes conexas, todas acotadas excepto una, a la que llamamós M. Por
• la existencia de extremos relativos, todas las componentes acotadas tienen p,untos críticos
• de f, así que los valores que f toma en ellos son menores que A (A es cotá superior de
• f(0(f))). Entonces, por la conexión de M y ser A un valor regular def, n¿cesariamente
• f(M) ci (A, ±oc)y por tanto no hay puntos críticos en M ya que A es tota superior
• de f(0(f)). En conclusión, 0(f) está incluido en la unión de las componentes conexas
e
acotadas de fin41 — f—1(A), así que está acotado.
• Nótese también que podemos suponer que f no está acotada superiormente. En efecto,
e
• comof es continua y fi”~’ es conexo, im(f) es un intervalo. Sea b E RU{+oc} el supremo
• de im(f). Si f está acotada superiormente, b E Ji. Ahora, si b E im(f), claramente
• b E f(0(f)): en tal caso, si A es un valor regular de f que es cota superior de f(C(f)), se
tiene que A > b y por tanto f—1(A) es vacío. La otra posibilidad es que b «im(f): si a es
• el ínfimo de im(f), entonces a < 6 y existe e E fi, a < e < b. Consideramo~ entonces un
• difeomorfismo a : (—oc, 6) —> fi con la condición a(t) = t para todo t < e ~ la aplicación
diferenciable g = aof. Esta función es también de fibras compactas, y no~ está acotadae
• superiormente. Ahora, si A es un valor regular de f que es cota superior de f(0(.f)),
• entonces a(A) es un valor regular de g que es cota superior de g(C(g)), y por supuesto,
e
f1(A) — g’(a(A)).
• Supongamos pues que f no está acotada superiormente, de modo que f ~s propia por
e
el Lema 1.9. Se verificaentonces que f1(A
1) y f—’(A2) son difeomorfas si A1~ < A2 son dos
• valores regulares de f que son cotas superiores de f(0(f)): en efecto, por ser f propia,
• (f1([Aí,A2]);f1(Aí),f1(A2)) es un cobordismo compacto, y trivialmente
•
• fIÍ—’u~,,x2]) : f’([A1, >2]) —* [Al, A2]e
es una función de Morse sobre este cobordismo, sin puntos críticos. Así, jor el Primer
e
Teorema de Deformación de la Teoría de Morse, las fibras f
1(Aí) y f’(A2) són variedades
e
e
ee -- - — _ ___




De acuerdo con todo lo anterior, es suficiente demostrar la existencia de un valor regu-
lar para f, que sea cota superior de f(C(f)) y su fibra sea conexa, en la situación en que
f es una aplicación propia no acotada superiormente y f(0(f)) está acotado superior-
mente. Es un argumento de conexión un tanto delicado: por un lado, ya hemos visto que
en esta situación 0(f) ci B(0, s) para cierto s > O. Es trivial entonces que si pi es un valor
regular de f con t1Q¡)niB(0,s) = Ql, existe una componente conexa A de fi”41 —f1(pi)
que contiene a 0(f). Por el Teorema de Separación de Jordan-Brouwer generalizado y la
existencia de extremos relativos, si pi es un valor regular de f y fi”41 — f1(pi) tiene más
de dos componentes conexas, al menos dos de estas componentes conexas tienen puntos
críticos def (véase figura), y por tanto no existe una componente conexa de Ji”4’ ~ (pi)
que contenga a 0(f). Por todo lo anterior, si no hay un valor regular de f cota superior
de f(C(f)) con fibra conexa, tendríamos que f(B[0,s]) no estaría acotado. ‘3
aqufhaypuntos críticos
Corolario 2.5 Sea 5 una superficie conexa de fi3 que se obtiene como los ceros de una
función f : fi3 —* fi diferenciable y propia, siendo O un valor regular de f. Entonces, si
f tiene un único punto critico en la componente conexa no acotada de Ji3 — 8, y es no
degenerado, 5 es difeomorfa al toro.
Demostración: Sea Cí la componente conexa no acotada de R3—S. Trabalando con —f si
fuese necesario, podemos suponer que f(C,) ci (0, +oc), y de hecho se da la igualdad al ser
f no acotada superiormente (puesto que f es propia y acotada inferiormente). Entonces,
si p es el único punto crítico de f en Cí, tomando A > f(p) se tiene el cobordismo
compacto (f’([0,A]);S,f1(A)) (f1([0,A]) es compacto pues f es propia) y la función
componentes de f’Q-¿)
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• de Morse sobre este cobordismo dada por
e
.1 IJ—’([0,A]> : f1([O, A]) —* [O,A]e
• con un uníco punto crítico p (la función es de Morse pues este punto es no degenera-
• do). Entonces, por el Segundo Teorema de Deformación de la Teoría de Morse (véase
• [S.T], proposición X.916), f1((—oc, A]) se obtiene de t1((~oc, O]) por asociación de un
e
• asa de tipo k, donde le es el índice del punto crítico p no degenerado, así que f—i (A) se
• obtiene de .1—1(0) por una modificación esférica (cirugía en el sentido de Milnor-Thom
• ([Mi.1])) de tipo (k,3 — le), y por tanto f1(O) se obtiene de [-‘(A) por una cirugía de
e
• tipo (3 — le, le).
• Por otro lado, como A es un valor regular de f que es cota superior de f(0(f)), y f
e
• es de fibras compactas por ser propia, se verifica que f1(A) es conexo, por el Lema 2.4.
• De modo que f-1(2) es una superficie compacta y conexa de Ji3, que seobtiene como
e
la fibra regular de una aplicación propia, y no existen puntos críticos en la componente
• conexa no acotada de Ji3 — f—1(>). Entonces, por el Teorema 2.1, la variedad f1(A) es
• difeomorfa a la esfera 52, y por tanto nuestra superficie se obtiene de 52 mediante una
• cirugía de tipo (3 — le, le), o sea, existe una inmersión difeomórfica h :
53kt1 st D~ > 52
• tal que
• 5 = (S




Ahora bien, si le = 1, 5 = 52 + 52 que no es conexo, y si le — 2, S~ = 3(D
1), así que 5
• es el toro (por supuesto le no puede ser O ni 3, pues al ser 51 = 3D0 = 0, para le = O
e
quedaría 5 = Ql y para le = 3 tendríamos 5 = 52 + 52 no conexo; en cualquier caso,
• siempre podemos asumir que le = 1 ó 2 por la eliminación de los puntos críticos extremos
• relativos cuando el cobordismo y las dos partes señaladas de su borde son cánexos: véase
• [Mi],Teorema 8.1). ‘3
e
e
• Para ilustrar los resultados anteriores, desarrollaremos un sencillo ejemplo en el quee
• se decide el tipo diferenciable de la hipersuperficie de acuerdo con el corolario, mediante
• el conocimiento de los puntos críticos en la región de fuera, mientras que en la región
acotada que encierra la superficie existen infinitos puntos críticos, y por tanto ningunae
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‘e
‘e
Ejemplo 2.6 Sea g: Ji3 —* Ji ¿a aplicación polinómica dada por
g(xí,x
2,xa) = ~ — 10x~ — 1Ox~+9. St
‘e
Entonces 5 = g
1(0) es una superficie de Ji3 difeomorfa al toro 5’ st ~ ‘e
‘e
‘e
Por supuesto g es diferenciable y
St( 44 + 4x
1x~ + 4x~x~ + 12x1 ‘eDg(x,,x2,xa) = 4x~+44x2+4x2x§—2Ox2
4x~ + 44x3 + 4x~x3 — 20x3 ) ti
e
así que 0(g) = {(0,O,0)} U {(O,x2,x3) E R3/Y~+x~ = 51 ypor tanto 0(g)ni§1 (O) = Ql,es decir, O es un valor regular de g. Trivialmente y es no acotada, y sus fibras son ‘e
compactas (la parte homogénea de mayor grado, 4 + x~ + 4 + 244 + 244 + 244 ‘e
‘ees siempre positiva para todo (x,,x
2, x3) # (0,0,0)). Así, por el Lema 1.9, y es propia.
Por otro lado, un sencillo cálculo del Hessiano de y en (0,0,0) nos dice además que este ‘e
punto crítico es no degenerado (con índice dos). ‘e
e
Algo no tan inmediato es demostrar que 5 es conexo. Para ello notése lo siguiente: u
i) O(g) tiene exactamente dos componentes conexas. u) {(0,O,O)} ci A, donde A es la ‘e
única componente conexa no acotada de fi
3 — 5 (g(t, 0,0) = t4 + 60 + 9 > O para todo u.
u.
t =0). iii) Toda componente conexa de Ji3 —5 que esté acotada debe tener puntos críticos e
(debido a la existencia de extremos relativos). Las observaciones anteriores, junto con el ti
Teorema de Separación de Jordan-Brouwer nos dan la conexión de 3. ti
‘e
Por otro lado g tiene un único punto crítico en la componente conexa no acotada de u.
Ji3 —5: ésta es {p E Ji3 /g(p) >01 y 0(g) ni {p E R3 /g(p) >01 = {(0,O,O)}. Entonces,
por el corolario 2.5, 5 es difeomorfo al toro. ‘e
Para concluir este capítulo obtendremos un reciproco del Teorema 2.1 para las esferas
u.
sumergidas en el Espacio Euclídeo. e
‘e
Proposición 2.7 Sea IMP’ una hipersuperficie de Ji”41, con n > 4. Entonces si M” es ti
difeomorfa a 5”, existe una aplicación diferenciable f : Ji”41 —* fi tal que O es un valor ti
ti
regular de f, M” = [-1(0), f tiene un único punto crítico y es no degenerado (así que f
es de Morse), y además f es propia. ‘e
ti
Demostración: Denotemos por N y 5 los poíos norte y sur de ~ respectivamente, ‘e
e
es decir, N = (0,... ,O,1) y 5 = (0,..., 0, —1). Sea j : ~>
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e
• difeomórfica con — j(R741) — {NJ, y sea E = j(M”), así que E es subvariedade
diferenciable de
5n41, difeomorfa a 5”. Por el Teorema de Schoenfiies diferenciable en
• dimensión mayor o igual que cinco ([Mi], pág.112) existe una aplicación diferenciable
• 11: S”41st1 —* 5”+~, cadaH~ = H(..,t) esundifeomorfismo, H~ = l3»+i yHi(E) =
donde i :S” ‘....> 5n+1 está dada por i(y1,.. .,yn+í) = (yí,. .. ,y,~+í,O).e
• Sea h : S”~ —* fi la aplicación altura, es decir, h(y,,. . . , y,,42) = y,,«¿. Por supuestoe
• h es diferenciable, h’(0) — i(S”), 0(h) = {N,S} y ambos son no degenerados. Por
• comodidad supongamos que h(H1(N)) > O (desde luego no es O ya que hí(O) = i(S”) =
• Hí(E)yN ~ E, puesdehechoN ~ j(Ji”+1)). Comoenlil) delTeorema2.1,;sedemuestrae
• que existe un difeomorfismo a : 5n+1 ... gn±1 con a(i(S”)) = i(S”) y a(Hí(N)) = N.
• Es claro entonces que h(a(H,(j(R”~1)))) = [—1,1), y si ir : [—1,1) —* [—i, +oc) es un
• difeomorfismo con ir(t) = i para todo t < 1/2, una solución viene dada por la composición
e
• f de ir con la aplicación composición
e
• fil~+I 3 5fl+i jft> 5fl+i -t 57t+1 ~ [—1,1]
e
• definida sobre la imagen. Por supuesto f es de clase infinita,
e
• f’(0) = j’(H1(a1(h’(ir’(0))))) = 51(H’(a’(h’(0))))
• = ft1(H{1(a1(i(S”)))) = Yí(H{i(i(Sfl))) = ft1(E) =e
• 0(f) = j’(Hj~1(&’(0(h)))) = Y1 (H~7’ (a71({N, S}))) y se tenía que a(H,(N)) = N,
• de donde 0(f) es un único punto crítico (por supuesto no degenerado), y además O es un
valor regular def. Por la construcción de 1 y la compacidad de 5fl+1 es fácil ver que fe
• es de fibras compactas, y no está acotada superiormente gracias al difeomórfismo ir, así
que por el Lema 1.9, la aplicación f es propia. ‘3
e
e
• Corolario 2.8 Sea M” una hipersuperficie compacta y conexa de Ji”4’ co½n > 5. Las
e
siguientes afirmaciones son equivalentes:
• i) M” es difeomorfa a 5”.
e
• u) Existe una aplicación f : Ji”41 .—* Ji diferenciable, 0 es valor regular de f, M” =
• f1(0), f no tiene puntos críticos en la componente conexa no acotada de fin4i —
e
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e
iii) Existe una aplicación f : Ji”41 —* fi diferenciable, O es valor regular de f, M” = ef ‘(0), f no tiene puntos críticos en la componente conexa no acotada de fi”4’ — M”, y
f es de fibras compactas. e
iv) Existe una aplicación f : Ji”41 .—> fi diferenciable, 0 es valor regular de f, M” =
fi(O), f no tiene puntos críticos en la componente conexa no acotada de fi”41 — M”, y
f es propia.
e
Demostración: Por supuesto iv) =~‘ u) y iii), y por el Teorema 2.1 tanto u) como iii)





















• SOBRE EL PROBLEMA DEe
e








Un problema fundamental de la Topología de dimensión baja es obtener una presentación
• de los objetos que estudia, y un modo de saber cuándo dos presentaciones dadas lo son
• del mismo objeto.
e
• A comienzos de la década de los sesenta, W. B. Lickorish obtiene una tal presentación
• para las variedades diferenciables de clase infinita orientables, conexas, compactas y sin
e
borde, de dimensión tres ([L.1]). Cualquier variedad de este tipo (nos referiremos a ellas
• simplemente como 3-variedades) se obtiene retirando los interiores de una colección finita
• y disjunta de toros sólidos incluidos en la esfera de dimensión tres, y volvié~dolos a pegar
de un modo determinado.e
• A la colección de los toros sólidos en 9 y al modo en que deben ser pegados de nuevo se
e
les llama instrucciones de cirugía. Dichas instrucciones pueden ser concretadas señalando
• una colección de curvas cerradas simples (1-nudos) disjuntas en 9 y un número entero
• (referencia) para cada curva: los toros sólidos que se retiran son entornas tubulares de
e estas curvas, y las referencias nos indican la manera de volver a pegar los toros sólidos. A
• una familia finita y disjunta de 1-nudos en 9, junto con las referencias, se le llama enlace
• referenciado en 9, y si L es un tal enlace referenciado, a la 3-variedad que obtenemos
e






loo IV. SIMPLIFICACIÓN DE ENLACES REFERENCIADOS
Aún más, Lickorish demuestra ([L.23 y [L.3J) que toda 3-variedad es M~ donde L
pertenece a una clase muy especial de enlaces referenciados. Los 1-nudos de estos enlaces
referenciados se obtienen a partir de las curvas canónicas (longitudes, meridianos y curvas
de enlace) del toro de género arbitrario, canónicamente incluido en S3, cavadas a distinta
profundidad en el toro sólido que acota, y las referencias sólo pueden ser uno y menos
uno. Es pues bastante razonable referirnos a estos enlaces referenciados con el nombre de
enlaces de Lickorish.
Por otro lado, a finales de la década de los setenta, It. C. Kirby ([14.2]) introduce
dos modos de manipular los enlaces referenciados (a estas manipulaciones las llamaremos
movimientos de Kirby), y demuestra que las variedades MZ y son difeomorfas si y
sólo si E se obtiene de L mediante una serie de estos movimientos y sus inversos (en tal
caso, diremos que L y E son enlaces referenciados 8-equivalentes y escribiremos L E).
En general, al conjunto de las posibles combinaciones de estos movimientos se le conoce
con el nombre de Cálculo de Kirby.
Kirby planteó entonces la posibilidad de obtener un algoritmo para decidir cuando
dos enlaces referenciados definen la misma 3-variedad. A finales de los ochenta, en vista
del escaso progreso habido en esta cuestión, Kirby vuelve a plantear el mismo problema,
ahora desglosado en las siguientes cuestiones ([14.1], págs. 15 y 16):
1- ¿Qué debemos entender por enlace “canónico” o “minimal” de una 3-variedad?
2- Encontrar un algoritmo para que, a partir de un enlace referenciado L arbitrario,
podamos construir mediante movimientos de Kirby un enlace referenciado E canoníco o
minimal (resolver esta cuestión al menos para familias interesantes de enlaces referencia-
dos).
Este capftulo trata estas cuestiones. Nuestra idea es considerar los enlaces de
Lickorish como minimales o canónicos, e intentar responder, al menos en ciertos casos, a
la segunda cuestión. Nos centraremos así en los enlaces que llamaremos cadenas simples
(éstos incluyen, por ejemplo, los recubridores cíclicos de S3 ramificados sobre el nudo
trébol [Ro]).
En particular, el problema de decidir éuándo un enlace referenciado es un díagrama
de Heegaard 4-dimensional, se reducirá a saber cuando un diagrama de Heegaard
3-dimensional que es composición de homeomorfismos de torsión a lo largo de meridianos,



































































e El punto de partida en nuestro proceder es un refinamiento de lo que Rolfsen ([Ro])
e
• llama Teorema Fundamental de la Cirugía sobre 3-variedades, probado en [L.1]. Para ello
• introducimos previamente los siguientes conceptos y notación:
e
e Sea M9 el toro sólido de género g canónicamente incluido en 9 y seaS9 3M9. Sea e9
• un collar de S~ en M9. Un enlace referenciado L se dice incluido en M9 si lascomponentes
e de L son 1-nudos en S~ “cavados” en M9 a distinta profundidad mediante cg.el collare
• Si A es un 1-nudo en Ss,, llamaremos autorreferencia de A al número entero
e
e a = lk(A,c9(A x 1)) (para la definición de número de enlace 1k, véase [R~1, págs. 132
• y siguientes). Entonces, un enlace referenciado L se dice totalmente incluido en M9 si
• está incluido en M9 y además los números de referencia de cada componente de L vienen
dados por la autorreferencia del 1-nudo correspondiente en 59 más o menos 1 (es decir, lose ¡
• 1-nudos en S~ casi determinan lo que han de ser las referencias). Un enlace referenciado L






• Es decir, las componentes de L son c9(C~ x {s~}) donde cada C~ es un 1-nudo en
e s¿ E (O, +~) con .s~ < < s~ y x1 C z es la referencia de c4(C1 x {s~}).
e
e Por definición, un enlace de Lickorish es un enlace referenciado totalmente incluido en
e M de mod ~ espondientes son meridianos, longitudes o curvas
e de9 o que los 1-nudos en 3 corr
• enlace canónicos de Ss,.
e es un en e O (véanse
Si O 1-nudo S~, h
0 denota el homeomorfismo de torsión deS s¿br
• [LA] y [L.2]). En el desarrollo de nuestras ideas será esencial destacar el sentido en que se
• torsiona S~ a lo largo de la curva O: distinguiremos así el homeomorfismo ht (expresado
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de su inverso h~:
-4
e
Nuestro refinamiento del Teorema Fundamental de la Cirugía sobre 3-Variedades queda
ahora plasmado en el siguiente resultado:





(así que los 4 son 1-nudos en .%, 4 = +1 y a~ = lk(A~, c2(A~ xl)) son las autorreferenczas




siendo B~ longitudes, meridianos o curvas de enlace canónicos de S~ y 3~ ±1.
Entonces el enlace incluido en
—31
11= +











e Ahora, dado cualquier enlace referenciado L, para obtener un enlace referenciado L’
e
e de Lickorish mediante movimientos de Kirby, debemos previamente encontrar un enlace
• referenciado L1 incluido en M2 que sea 5-equivalente a L (paso 1), y en sdgundo lugar,
• tal vez modificando los 1-nudos en S~ ligeramente, obtener un enlace referenciado L2
e
a su vez 5-equivalente a L1, L2 ya totalmente incluido en M9 (paso 2). Entonces el
• enlace referenciado L’ buscado se obtendría algorítmicamente a partir de L2 mediante el
• corolario 2.15 haciendo uso de los pasos de [L.2] y [L.3].
e
• Resulta entonces de interés resolver los pasos 1 y 2 para familias importantes de
• enlaces referenciados. Esto se lleva a cabo con éxito para las llamadas cad~nas simples,
e
• que comprenden, por ejemplo, los recubridores cíclicos de 9 ramificados sobre el nudo
e trébol (véase [Ro], págs. 304 y siguientes).
e
e
La belleza y “sencillez” (véase por ejemplo el comentario en [Ro], pág. 279) de los
• enlaces referenciados de Lickorish nos ha llevado a proponer a éstos como enlaces canónicos
• o minimales para las 3-variedades, pero sería de gran importancia (para el problema
e inicial de decidir cuándo dos enlaces referenciados definen la misma 3-variedad) el poder




e El capítulo está dividido en tres secciones: en la primera se recuerdan las definiciones y
• los resultados básicos ya conocidos; la segunda sección refina lo que Rolfsen llama Teorema
e
e Fundamental de la Cirugía en dimensión tres ([L.1], [L.2], [L.3] y [Ro]), qbteniendo el
• Corolario 2.15. Para ello se introduce aquí el concepto de autorreferencia de un 1-nudo en
• S~ (y a partir de esta definición se da la interesante noción de enlace totalmente incluido
e
e en M9), y se distingue entre un homeomorfismo de torsión y su inverso. T~or último, la
• sección 3 aplica estas ideas a una interesante familia de enlaces referenciado~: las cadenas
• simples.
e
• Las referencias básicas usadas en este capítulo son [L.1], [L.2], [L.3], [K.l], [14.2] y
• [Rol (capítulos 2,7 y 9). Estas referencias hacen mención en ocasiones ~ la categoría
e
e diferenciable, y en otras a la topológica: queremos por ello recordar aquí la equivalencia
• entre ambas categorías cuando de la dímension tres se trata. A lo largo del capítulo
e utilizaremos el término inmersión topológica para referirnos a una aplicación entre espacios
e
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e
e
1 ENLACES REFERENCIADOS DE LICKORISH
Y CALCULO DE KIRBY Se
e
En esta sección introducimos de modo breve las definiciones y resultados básicos ya cono- e
cidos que serán usados en el capítulo. Esencialmente éstos son: enlaces referenciados
e
como instrucciones de cirugía, el toro sólido M2 canónicamente incluido en 53 y su borde, e
= SM9, las curvas canonícas de S~, (meridianos, longitudes y curvas de enlace), el
Teorema Fundamental de la Cirugía en dimensión tres de Lickorish, el Cálculo de Kirby
e
y el Teorema Fundamental del Cálculo de Kirby. e
e
Definición 1.1 (1-nudo en S
3 orientado) Un 1-nudo J en 9 es una subespacio de 9 e
homeomorfo a la circunferencia
5~ Así pues, si J es un 1-nudo en S
3, existe una tn-
e
merszón topológica a : 9 —* 33 con J = a(S’), y una orientación en J se obtiene como e
la clase de isotopía con imagen incluida en J de una tal inmersión topológi ca. U
e
Definición 1.2 (Número de referencia) Llamamos referencia de un 1-nudo en 33 a un.
e
numero entero que le asociamos arbitrariamente. e
e
Definición 1.3 (Número de enlace de dos 1-nudos orientados disjuntos) Sean J y 1< dos ‘e
e
1 -nudos disjuntos en 9. Entonces 1f~(S~ — K;Z¿) es isomorfo a Z, y si J es n-veces un
generador de este grupo, se dice que n es el número de enlace de J y 1<, y escribzmos e
llc(J, 1<) = u. La ambigúedad sobre el signo de n desaparece si elegimos un generador e
concreto para 11~(S~ — K;7z) y orientamos J, o lo que es lo mismo, suponemos ambos ee
nudos orientados y seguimos el siguiente convenio: consideramos una proyección regular








La suma de estos números es entonces lk(J,K). ‘ee
e
Observación 1.4 Si f : S~ >< ~ S~ es una inmersión topológica con f(S’ x {(0, 0») = e
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e
Definición 1.5 (Toro sólidó) Un toro sólido es un espacio homeomorfo a 91 x D2. Une
toro sólido de género g E N es un espacio homeomorfo a la suma conexa (ti lo largo del
• borde) de g toros sólidos.
e
Definición 1.6 (Ánima, Curva de Referencia y Número de referencia de uhae
• topológica de 31 >< en 33) El ánima de una inmersión topológica f: 9 x —* 53 es
• el 1-nudo orientado J = f(S’ x ((0,0») (suele denotarse con la letra A
1), y su curva de
referencia es el 1-nudo orientado 1< = f(3
1 x {(1,0)}) (suele denotarse con la letra 7?~).
e El número de referencia de f es el número entero u = lk(A
1, 7?~) (A1 y 7Z11 son 1-nudos
• disjuntos y orientados de 9).
e
e Observación 1.7 Dado un 1-nudo orientado J en 33 con referencia n E 7Z, existe una
e
znmersión topológica f : S~ x —* 9 tal que J = A1 y n = lk(J,%). Además f es
• única a menos de isotopía ambiente de S~.
e
e Definición 1.8 (Enlace en 33) Llamaremos enlace en 33 a una colección finita de
e
1-nudos disjuntos en 9.
e
• Observación 1.9 Cada nudo de un enlace puede ser trivial o estar anudado, y dos nudos
• distintos pueden estar o no «enlazados” entre si. Nótese que dos nudos orientados L y Ee











e Definición 1.10 (Enlace referenciado en 33) Llamaremos enlace referenciado L en 33 aee un enlace en 33 en el que a cada componente le hemos asociado una referencia.
• Escribiremos
L = {(Lí,ní),.. .,(Lr,nr»
e
• para denotar el enlace referenciado en 33 dado por los 1-nudos disjuntos L1, y las refe-
e
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e
Observación 1.11 Toda familia finita de inmersiones topológicas con imágenes disjuntas ‘e




considerando L~ = A1, y ni = lk(L~,7Z.~r,) para cada i E {1,. . .r}. ‘e
Recíprocamente, si ‘e
L = {(L1,nfl,.. . ,(Lr,n,.)} e
es un enlace en existen r inmersiones ‘‘ e




con imágenes disjuntas, dc modo que L
1 = AL ynj = lk(L~,’1Z1~), para todo i e {1,. . . ,r}.
Además la familia {L} es única salvo isotopía de 33, si imponemos la condición adicional e
de que los f~ recorran los 1-nudos L~ en un sentido determinado. ‘e
e
Definición 1.12 (Enlaces referenciados como instrucciones para asociar asas) Si ‘ee
L = {(Lí,n1),. . . ,(Lr,nr)} ‘ee
e
es un enlace referenciado en 33, WÉ denotará la 4-variedad con borde, compacta y conexa,
obtenida al asociar r asas de tipo dos D
2 x D2 al disco D4 de acuerdo con el enlace refe- e







f: [j 5D~ >c D~ —~3~ ‘e
i=1 e
la aplicación que lleva p a f~(p) si p e 5D~ x D?, donde e
e
fi :8D~xD~=S1xD2—*St...,f,.:5D>D~=3’ xD2—~S3 ‘e
e
son inmersiones topológi cas con imágenes disjuntas, y tales que L~ = A,~ y n~ = lk(L
1, 7Zí~) ‘e
para todo i E {1,. . . ,r}. ‘ee
e
Observación 1.13 La definición anterior es consistente de acuerdo con la ‘e
Observación 1.11: por un lado, esta observación nos dice que existe la familia de inmer- ‘e
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e
dosfamilias distintas cumpliendo estas condiciones, existe una aplicación Ji : 33 x ¡ —* 9
• continua, tal que cada nivel Ii~ = H(,t) es un homeomorfismo, Ho = ‘s~ yH1 of~ = fj’oa~
• siendo a~ : 31 >< ,. 31 x D
2 la identidad si f~ y recorren en un mismo sentido,
e _
y a~ = CS x lfl2 si f~ y recorren L
1 en sentido opuesto, donde CS : 9 31 es la
• aplicación CS(9) = —9. Por supuesto, a~ puede extenderse a un homeornorfismo a de
• Y x D
2, y Ji
1 puede extenderse a un homeomorfismo H~ de D
4 pues Ji
1 es isotópico a
• la identidad:e
• 33 ~ c D>D~ D
4 Li D~xD1U ... U D~xD~e
• LA a~ a~ a . . . a’
• 1111 Hl
• ¡•
• 33 -s—L~——8DkD~ cD>D~ D4 U D~xD~LJ ... ti D>D~
e
• Resulta obvio entonces que H~ U a’~ Li ... U a establece un homeomorfismo entre
• X(D4;fi,. . .,f,<2) y X(Dtf,.. .,ffl2).e
e
• Definición 1.14 (Enlaces referenciados como instrucciones de Cirugía) Si
e
• L = {(Lí,ní),..
e
• es un enlace referenciado en S~, M2 denotará la 3-variedad sin borde, compacta y conexa
e
obtenida al hacer r cirugías de tipo (2,3) disjuntas a 3~ de acuerdo con el enlace referen-
• cuido L, es decir:
•




r r r r
• F:c9(LD~x3fl= ~ xS~ —~ Ufi(31 xOD2)=8(53—(Ufi(S1 xIntD2)))
e i=1 1=1 t=1 ¿=1












IV. SIMPLIFICACIÓN DE ENLACES REFERENCIADOS
Observación 1.15 La definición anterior es consistente de acuerdo con la
Observación 1.11: por un lado, esta observación nos dice que existe la familia de inmer-
siones topológicas {f¿} con las condiciones requeridas, y por otro lado, si {fJ y {ffl son
dos familias distintas cumpliendo estas condiciones, existe una aplicación Ji : 33 x 1 —~ 33
continua, tal que cada nivel +J~ es un homeomorfismo, Ji0 = lg~ y H1 of~ = fjoa1 siendo
a1 : 31 x —* 2 x D
2 la identidad si ~ y fi recorren en un mismo sentido, y
a¿ = CS >< lD2 si f~ y fI recorren en sentido opuesto. Claramente aiIslx sl puede
extenderse a un homeomorfismo a7 de D2 x SI:
_ 3,~ G D~ x33 — u:1 fdS’ x JntD2) 31 x
Hl
‘y




x 3~ c D~ x
(33 — u::=1 fic:3’ >< JntD2)) U D~ x 3~ U
Hl
(33 — u:=~ fl(S1 >< JntD2)) U x S~ U
Resulta obvio entonces que Ji
1 U c4’ U
X(3
3;f
1,. . .,fr) y X(5
3;f,. . .
La relación entre las dos construcciones
de prueba trivial:
U a” establece un homeomorfismo entre
anteriores vienedada por el siguiente resultado,
Proposición 1.16 Si L es un enlace referenciado en 33, entonces MZ 5W¿ (dado que
ya habíamos probado que WÉ estaba bien definida, esto es otro modo de ver que MZ está
bien definida también).
En lo que sigue, introducimos la notación que usaremos para referirnos al toro sólido
de género arbitrario, canónicamente incluido en el Espacio Eucídeo de dimensión tres, y
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• Definición 1.17 M9 denotará el toro sólido de género y canónicamente incluido en
Su borde es la superficie orientable del mismo género, y lo llamaremos Ss,. Usaremos
• también la notación e9 para un collar de 39 en Mg, es decir, c9 es una inmersión topológica
• de 3~ x R±en M9 tal que c2(x,0) = x para todo x E Ss,. En el siguiente dibujo mostramos
las curvas canónicas de 3~, esto es, sus longitudes 4, meridianos mj y curvas de enlacee





• Por ejemplo, si y = 1, podemos tomar M1 = H(3
1 x D2) donde Ji es la aplicación
• 5’ x —* S~ dada por Ji((x, y), (a, b)) = ((2+a)x, (2+a)y, b), y para génerós arbitrarios,
usamos sumas conexas de esta aplicación.
• Observación 1.18 y
9 = Adh(3
3 — M
9) es también un toro sólido de genero y incluido




• Observación 1.19 (ver [Ro], págs. 29 a 32) Si T es un toro sólido incluido en R
3 (en
• SU, ~r, 1T y 4 denotan el meridiano, una longitud y la longitud preferida de T. Laee longitud preferida de un toro sólido incluido en R3 está caracterizada por tener numero
• de enlace cero con el ánima del toro sólido. Obsérvese que, para y = 1, se tienen las
• siguientes igualdades: l~ = mM,, mv, = l~<, y 1v, =
Observación 1.20 Normalmente sobreentenderemos la letra y c N, así qu¿ escribiremos
• M, 3, c y V para referirnos a M
9, S~, e2 y V9 respectivamente.
e
• Definimos a continuación los enlaces incluidos en M y los enlaces referenciados de
Lickorish; la formalización de estos conceptos bien conocidos nos simplificará posteriorese
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e
Definición 1.21 (Enlaces incluidos en M) Sea {C1,. .. , C4 una colección finita de ‘ee
1-nudos en 3. Entonces, si s1, . . . ,s,. c (O, +oo) con s~ ~ s~ si i ~ j, diremos que el e
enlace en S~ definido por e
e
L= {c(Ci >< {s1}),...,c(C,. x {sr})} ‘e
e
está incluido en M. (Es posible que C~ n C5 # 0 para i # j, pero en cualquier caso e
e(C~ x {s~}) fl c(C5 x {s~}) = O pues s~ ~ s5). ‘ee
e
Definición 1.22 (Enlace referenciado de Lickorish) Un enlace referenciado en 33 se dice ‘e
de Lickorish si es un enlace referenciado incluido en M con dos condiciones adicionales: ‘e
e
1) Los 1-nudos en 3 que lo definen son meridianos, longitudes o curvas de enlace e
canónicos de 5. ‘e
e
2) Todos los números de referencia del enlace son 1 ó —1. e
e
Con las definiciones introducidas, el Teorema Fundamental de Lickorisb de la Cirugía ‘e
een Dimensión Tres se enuncia así (véanse [L.1], [L.2], [L.3] y [Ro]):
e
Teorema 1.23 Dada cualquier 3-variedad conexa, compacta, sin borde y orientable Nt e
existe un enlace referenciado de Lickorish L con N
3 M2. e
e
Definición 1.24 Se conoce con el nombre de Cálculo de I<irby la combinación de los
movimientos 9.i y 9.2 ó sus inversos definidos en [ff2]. Dos enlaces referenciados L y u
se dicen entonces a-equivalentes si existe una secuencia de movimientos de Kirby que ‘e
epermitan obtener E a partir de L, y en tal caso escribiremos L —‘ E.
e
Teorema 1.25 Sean L y E dos enlaces referenciados en 33~ Entonces M¿ y M2> son e
homeomorfas si y sólo si L iNi L’. ‘ee
e
Corolario 1.26 Para todo enlace referenciado L en 53, existe un enlace referenciado de
Lickorish L’ con L L’. e
e
Demostración: Por el Teorema Fundamental de la Cirugía en dimensión tres, existe un ‘ee
enlace referenciado L’ de Lickorish tal que MI MI,. Entonces, por el Teorema del ‘e
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• En [14.1] (págs. 15 y 16), R.C Kirby plantea el problema de determinar loque debemos
entender por enlace “canónico” o “minimal” L de una 3-variedad diferenciable compacta
• sin borde N3 (así que N3 ~ Mt), y dar un algoritmo usando sus movimientos para pasar
• de un enlace referenciado arbitrario a uno canónico (sugiere, al menos, Éesolver estos
e
• problemas para familias importantes de enlaces referenciados). Es la belleza y “sencillez”
• de los enlaces de Lickorish, junto con el corolario 1.26, lo que nos lleva a proponer a
• estos enlaces como una posibilidad de enlaces canónicos o minimales pata los enlaces
referenciados en 33•
• El propósito de la siguiente seccion es, mediante un refinamiento del Teorema Fun-
damental de la Cirugía de Lickorish, dar un algoritmo para transformar ~n enlaces de
• Lickorish una subfamilia de los enlaces incluidos en M, aquellos a los que llamaremos
• enlaces totalmente incluidos en M. Ahora bien, ante un enlace referenciado arbitrario,
dos son los pasos que lo separan de ser un enlace totalmente incluido en M. En el
• paso 1 se trata de encontrar un enlace L
1 que sea a-equivalente al de pkrtida, y que
• esté incluido en M, y el paso 2 consiste en, tal vez modificando ligeramánte los nudos
de L1 en 3, conseguir un enlace O-equivalente totalmente incluido en M. Ambos pasos
• son descritos con todo detalle para una familia importante de enlaces referenciados (las




• 2 EL TEOREMA FUNDAMENTAL DE
• LA CIRUGIA EN DIMENSION 3
e
• El propósito de esta seccion es lograr un refinamiento de lo que Rolfsen llama Teoremae
• Fundamental de la Cirugía en Dimensión 3 (Teorema 1.23). Este refinamiénto será con-
• cretado en el Corolario 2.15, que es el resultado más importante de la sección: mediante
• este corolario y la información contenida en [L.1], [L.2] y [L.3], se obtiene un algoritmo
• para transformar en enlaces de Lickorish cierta subfamilia de enlaces incluidos en M. Esta
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Préviamente introducimos las dos ideas claves que usaremos en el desarrollo de esta
sección: el concepto de autorreferencia de un 1-nudo en 5, y la distinción que hacemos de
un homeomorfismo de torsión y su inverso. El concepto de enlace referenciado totalmente
incluido en M es introducido precisamente a partir de la definición de autorreferencia de
un 1-nudo en 33•
Pasamos ya a detallar las nuevas definiciones:
Definición 2.1 (Autorreferencia de un 1-nudo C en 5) Sea C un 1-nudo en 5, no nece-
sanamente orientado. Elegimos a : 2 —+ 3 una inmersión topológica con a(S’) = C, y
consideramos la también inmersión topológica a1: 2 —> M dada por ai(&) = c(a(9), 1).
Llamaremos entonces autorreferencia de C al número entero lk(a,aí) (los 1-nudos a y
a1 están orientados y son disiuntos); usaremos la notación lk(C, O x 1) para denotar la
autorreferencia de un 1-nudo O en 3.
Observación 2.2 Nótese que la definición anterior es consistente: por un lado, si cam-
biamos la orientación de a, cambia la de a1, y por otro lado la definición es independiente
del entorno collar e de 5 en M por la unicidad (salvo isotopía) de tales entornos.
Observación 2.3 Las autorreferencias de las curvas canónicas de 5 son todas cero.
Supongamos ahora que C es una curva cerrada simple en una superficie orientable
de género arbitrario. Por supuesto, dicho nudo tiene en la superficie un entorno tubular
cerrado trivial, O x [—1,1]. Un homeomorfismo de torsión de la superficie dado mediante
O, se obtiene cortando la superficie por O, dando una giro completo a 0>40,1], y volviendo
a pegar. Desde luego, este modo de presentar los homeomorfismos de torsión es informal,
pero bastante intuitivo. En [Li] y [L.2], Lickorish denota por h0 al homeomorfismo de
torsión definido por la curva simple C, sin distinguir en qué sentido giramos Ox [0,1] antes
de volver a pegar. Para nuestros propósitos, esta distinción cobrará especial importancia.
Así, diferenciaremos hS de su inverso h¿ de acuerdo con el sentido del giro. En lo que
sigue, veremos un modo de llevar a cabo esta distinción en 3.
En primer lugar, veamos un resultado de prueba trivial:
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Proposición 2.4 Sea A la corona del plano complejo (~ E2)
A = {re6 E C /1 =r =2,6E R}. Entonces, las aplicaciones
definida por
definida por H+(reiO) — rei(62rr) y
definida por Ji~}re10) — ret(Ú+2rr) son homeomorfismos, uno el inverso del otro.
En la siguiente figura se representan esquemáticamente estos homeomotfismos:
Ji-
Consideramos A con la orientación que hereda de R2, éste canónicamehte orientado,
y 3 con la orientación que tiene como borde de M, donde M está orientada de acuerdo
con la orientación canónica de E3. Es decir, si p E 3, una base {u,v} de T~S define
la orientación de 5 en p si {u, y, N~} es una base positivamente orientada de E3, donde
N~ E T~M es el vector normal de 5 en p dirigido hacia fuera de M.
Sean O un 1-nudo en 3 y e : A —* 3 una inmersión topológica preservando la orien-
tación tal que O coincida con e(Sd,
2), donde es la circunferencia f4mada por los
complejos de módulo 3/2.
Proposición 2.5 Las aplicaciones hS(e) : 5 —> 5 dada por




St x E im(e)
y h~(e) : 5 —~ 5 dada por
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Lo que sigue, es un modo gráfico de entender la diferencia geométrica entre los dos
homeomorfismos anteriores: camínese por O, en cualquier sentido, como si M fuese un
extraño planeta, o sea con el cuerpo fuera de M. Entonces 14(e) transformará el rayo r
que se acerca por la derecha en un rayo que nos acompañará en el camino:
-4
Por el contrario, h~(e) transformará el rayo r que se acerca a nosótros por la derecha en
un rayo que se alejará en dirección opuesta a nosotros:
-4
Proposición 2.6 Sean e, e’ : A —~ 5 dos inmersiones topológicas preservando la ornen-
tación, tales que e(S{,2) = O = e’(S~¡2). Entonces 14(e) y ht(e’) son homeomorfismos
de 5 isotópicos (e igualmente lo son h3(e) y
Demostración: Es consecuencia de la unicidad de los entornos tubulares cerrados: en
nuestro caso, los fibrados normales son de dimensión uno y se les ha impuesto la condición
adicional de que los entornos tubulares preserven la orientación, O
De acuerdo con la anterior proposición, la siguiente definición es consistente:
Definición 2.7 Dado un 1-nudo O en 5, definimos hS (respectivamente h¿) como la
clase de homeomorfismos deS módulo isotopía definida por 14(e) (respectivamente ¡¿¿(e)),
siendo e : A —* 3 cualquier inmersión topológica preservando la orientación (recuérdense
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• Haciendo uso del concepto de autorreferencia de un 1-nudo en 3, introducimos a con-
• tinuación el concepto de enlace totalmente incluido en M, y a partir de éste, podremos
• redefinir de modo obvio lo que es un enlace referenciado de Lickorish. Veámos antes un
• modo de presentar los enlaces referenciados incluidos en M que nos será muy útil a partir
• de ahora:
• Definición 2.8 (Presentación de un enlace incluido en M mediante la sémirrecta real)
Si 01,... , C,. son 1-nudos en 5, entonces
• C~
•
• denota el enlace incluido en M
• {c(C~ x {s~}),. . .,c(C,. x {sr})}
•
• donde ~ E (0,+oo) ysí < ... <5,..




• denota el enlace referenciado incluido en M
• {(c(C~ x {sil),xi),. ..,(c(O,. >< {sr}),Zr)}
• donde 51,.••,
5r E (0,+oo) ysí < ... < 5r.
Observación 2.9 Si en las definiciones anteriores consideramos distintos números reales
• positivos s < ... < 4 y/o distinto entorno collar ¿ de 3 en M, el enlace (referenciado)
• que obtendríamos sería isotópico al original, por la unicidad (salvo isotopió) del entorno
collar.
•
• Definición 2.10 (Enlace referenciado totalmente incluido en M) El enlace referenciado
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se dice totalmente incluido (en M) si para todo i E {1, . . ,r} se tiene que
= lk(C1,C~ xl) + 1.
Observación 2.11 De acuerdo con la definición anterior, un enlace referenciado en 33
de Lickorish es un enlace totalmente incluido en M con la condición adicional de que los
1-nudos en 5 son meridianos, longitudes o curvas de enlace canónicos de 5. Así pues,
teniendo en cuenta la observación 2.8, un enlace de Lickorish tiene una presentación
mediante la semirrecta real del tipo
11 +1
01 0,-
donde las curvas C~ están entre los meridianos, longitudes o curvas de enlace canonzcos
deS.
Pasamos ahora al objetivo fundamental de esta sección, que es dar una prueba deta-
llada del Teorema 1.23 escribiendo en forma de corolarios el refinamiento que hacemos de
éste. En un principio, la demostración marcha como en [L.1] y [Ro] (páginas 277-279), e
introducimos las modificaciones en la segunda parte de ésta.
Como es bien conocido, dada cualquier variedad N
3 de dimensión tres, compacta sin
borde y conexa, existe un homeomorfismo h : 5 —~ 5 tal que N3 M Lb M, es decir,
es la variedad que se obtiene al pegar dos copias de M mediante el homeomorfismo h.
Dado que existe un homeomorfismo de M que restringido a 3 invierte la orientación,
podemos suponer que h preserva la orientación.
Es claro que VLh~ M es homeomorfo a 9 por un homeomorfismo que sobre M es la
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Sea f: DV = 3 —* 3 el homeomorfismo dado por ¡a composícion
• f¡¿tohk a... o h)oh~1
Claramente f preserva la orientación por ser composición de homeomorfismos de torsión
• y se extiende a un homeomorfismo fi : V —* M dado que 1 es la suma conexa de y
• homeomorfismos de S~, cada uno de los cuales transforma el meridiano de V1 en el de M1.
En efecto, htohZ,(mví) = htoht1(lí) = ht(li — mí) = 1~— (l~ + m1) = tui (véanse la
• Definición 1.17 y la Observación 1.19).
Definimos fi :5 —* 3 como el homeomorfismo composición fi = h1~cf. Se tiene
• entonces el siguiente diagrama:
• 153
3=VL]
12M y D 011~3 c M c 33
• fi f fi
•
• N
3=MUhM M ~s~s c M
• (obsérvese que si existiese un homeomorfismo fi’ : M —* M que extendiesea fi, entonces
• N3 seria homeomorfa a 33). Como fi = h1 of preserva la orientación, por el Teorema 1
de [L.1], fi es isotópico a una composición de homeomorfismos de torsión, es; decir, existene
• n : 5 —* 3 homeomorfismo isotópico a la identidad, existen A
1,..., A,. mudos en 3 y




• Consideramos ahora el enlace referenciado L constituido por l¿s r 1-nudos
• c(Ar x {1}) = ..... . , c(A1 x {r}) = L,-, obviamente disjuntos, con referencias
• a,. + ~r,... , a1 + e1 respectivamente, donde a1 = lk(A1, A1 x 1) es la autorreferencia del
• 1-nudo A1 en 5, i E {1,.. . ,r}, es decir, Les el enlace totalmente incluido en M dado por




• Se verifica entonces que N
3 MI (es decir, N3 es homeomorfa a la 3-variedad com-
e pacta sin borde conexa que se obtiene al hacer r cirugías disjuntas de tipo (2,3) a 33, de
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e
e
Para probar la anterior afirmación, observemos en primer lugar que podemos suponer
n =
1s~ En efecto, considerando en tal caso h
1 = hon y fi~ = hj~’ of, entonces e
/~1 = ~T
1of = n1o/C1of = rC’ cfi = nionoh2, ~ 0hZ = h~, a... 0hZ e
e
e
y por otro lado, Mljh M MUA
1 M puesto que n es extendible a un homeomorfismo de ‘e
M al ser isotópico a la identidad de 5. ‘e
e
Por comodidad en la notación, supondremos que r = 2, es decir, fi = ~2, oh2,. e
La definición de h2, y ~A2 supone elegidas inmersiones topológicas que preservan la ‘e
orientación, e1 : A —* 3 con ey(3d12) = A1 y e2 : A —~ 5 con e2(3J12) = A2 (véase ‘e
‘e
la Definición 2.7).
Consideramos ‘4 = c(im(e2) x [1,2]) y K1 = c(im(ei) x [3,4]), que son dos toros ‘e
e
sólidos en JntM (topológicos o, si trabajamos en la categoría diferenciable, variedades ‘e
diferenciables con borde anguloso), y disjuntos (están “cavados” en M a distinta profun- ‘e
didad, siendo 1=12 el más superficial). ‘e
e
Consideramos también las aplicaciones e
e
M — IntK2 —> M — IntK2 ‘e
e
definida por
si p ~ c(e2(JntA) x [0,2))
r2(p) = ‘e
x sipe >< ‘e
‘e
y e
‘r1: M — IntEl1 —* M — IntEl1 ‘e
definida por ‘ee
1 si p ~ c(eí(IntA) x [0,4)) ‘e
= <j co(h~ x 1R+)oci(p) si pE c(im(eí) x [0,3]) ‘e
‘e
Se verifica que ~2 (e igualmente Ii) está bien definida, pues si p « c(e2(Jnt A)) x [0,2)) ‘e




2 x ln+)(e2(z),t)) = c(h22(e2(z),I)) = c(e2(z),t) = e
la penúltima igualdad pues z C OA. Es fácil también comprobar que ~2 y ri son homeo- ‘e
morfismos. ‘ee
Como Ji’1 c M — IntEl2 y ~2 es la identidad sobre K1, se tiene entonces el homeomor- ‘e






• 2. EL TEOREMA FUNDAMENTAL DE LA CIRUGíA EN DIMENSION 3 119
• rí(K2) = 1=7’ 10 es, por supuesto, un toro sólido incluido en M — IñK1, y se tiene el
2’ 2
homeomorfismo r1 : M — (IntJ4 U IntEl1) —* M — (IntI=7U IntEl1). Podemos entonces
• considerar el homeomorfismo composición






• Se verifica entonces que r(0I=[2)= OI=% (r(0K2) = ri(r2(0El2)) = ri(0K2)
• r(#51=[í) = 01<1 (r(OI<í) = rí(r2(0I<í)) = r1(OKí) = OKi),y además r¡s ~/3.
• ésto último es consecuencia de la conmutatividad del siguiente diagrama:
e
• 5 C M — (IntI4 U IntEl1)
• .J
•
¡3 SC M—(IntI<2UIntKi) ‘7-
• Ae 1
• 3 C M—(IntI=lUIntEli)
e
• Sea a2 un 1-nudo en OK2 tal que <a2) es el meridiano de I<~, y sea a1 un 1-nudo
• en OK1 tal que <aí) es el meridiano de I<~. Supongamos que y2 9 x —~ M y
• g~ : 31 x —.* M son inmersiones topológicas tales que im(g2) = El2, irn(g1) = El1 y
• además g2(31 x (1,0)) = a2, yí(S1 x (1,0)) = a1. Entonces 1V3 es el resultado de hacer
• cirugía en 53 mediante yí y y
2, dado que la condición necesaria y suficiente para que un
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e




a2 es una longitud de 1<2 con lk(a2,Ax,) = a2 + ½donde a2 = lk(A2,A2 x 1) y e
es el ánima de 1<2, y a1 es una longitud de J<i con lk(aí, AKI) = a1 + i donde ‘ee
a1 = lk(A1,A1 x 1) y A~, es el ánima de El1. ‘e
‘e
Para empezar, nótese que a2 es el 1-nudo de 81=72tal que r2(a2) = mK2 ya1 es el 1-nudo ‘e
de OEli tal que rí(aí) = mx,. En efecto, obsérvese que r induce el homeomorfismo entre ‘e
elos bordes r : OK2 -~-* 814 —~* 8El~ y si r2(a2) = mx2, entonces r(a2) = n(mx2) = mx¡,
siendo la última igualdad consecuencia de que ~í se extiende a un homeomorfismo de 1<2 e
en 14. Igualmente, r induce también el homeomorfismo i- : OK1 ~ 81<1 —~-~ 8I<~ así ‘e
que si rí(aí) = mx,, entonces r(aí) = mx, dado que 7218K, = liax,. Así, el Teorema 1.23 ‘ee
se sigue ahora del siguiente resultado: ‘e
e
e
Lema 2.12 Sean B un 1-nudo en 3, e un signo, y e : A —* 5 una inmersión topológica e
preservando la orientación con e(3J12) = B. Sea W = c(im(e) x [u, n + 1]) para cierto
‘e






1 si p ~ e(e(IntA) >< [0, u + 1)) ‘e
= j >< 1fl4)oc’(p) si pE c(im(e) >< [0,n]) ‘ee
e
está bien definida, es homeomorfismo, 6(8W) = 8W y b¡s = h~.
‘e
A demás 6(a) = mw (mw es el meridiano de W) donde a es una longitud de W tal ‘e
que lk(a, Aw) = lk(B, E x 1) + e siendo Aw = c(B>< {n + 1/2]) el ánima de W. ‘e
e
e
Demostración: La prueba de la primera parte es inmediata (igual que para 6 =
ó 1~1). Veamos el además. Para ello consideremos el 1-nudo R en 0W definido como e
R = c(B>< {n}). Claramente b = llc(B, B x 1) = lk(R, Aw), así que [R] = [l~,]— a[mw] e ‘e
eiri(OW) donde
4~, es la longitud preferida de W -toro sólido incluido en 53~, y mw es
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Es entonces claro que [a] = [1?]— [mw] = [41W— b[mw] — [mw] = [lI?~]+















































la figura en la página siguiente), por lo que a es una longitud de W con lk(ci, Aw) = b— 1.










Corolario 2.13 Sean Of,... ,C~ 1-nudos en
que M[j~M M~ donde
5 y ci,. . . , 4 signos. Se verzfica entonces
h =
y L es el enlace referenciado
semirrecta real dada por




donde c~ = lk(C1,01 x 1) para todo i E {1,. . ,r}.
Demostración: Nótese en primer lugar que h preserva la orientación por ser composición
de bomeomorfismos de torsión. Tomando entonces f = h~ o hZ9 o ... o hj
1 o h)~, : 5 —* 5 y
fi = ¡¿—1 of, se tiene que
fi=hí of=hj~ro...oh¿21ohtoht o...o





1 1~ ... m2 4~
L= ]- {
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siendo c1 = lk(01,C1 z 1), d1 = lk(mí,mí x 1) y d~ = lk(l,,11 x 1), pero
todo i E fi,... ,g} (Observación 2.3), así que el corolario está probado.
Ejemplo 2.14 Los siguientes enlaces referenciados L y





En efecto, si O es la curva cerrada simple de Sí dibujada en la figura,
entonces e = lk(O, O x 1) = —1, así que por el Corolario 2.13, M1 LJh M1
es el homeomorfismo composición h = h7 0140 ht y
1 1 1 —2 —1
11 0
1 + + +




que es L (salvo isotopía de 53).
+
Ahora bien, se tiene que h(mi) = hjjl4(h~(mi))) =
h,,(hS(lí + mi)) = h~}—mj + 11 + 2m1) = h~(l1 + mi) = m1, por lo que MlLJhMI
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Corolario 2.15 Sea el enlace referenciado totalmente incluido en Al
A1 •.. Ar
(así que las A1 son 1-nudos en 3, Ej = +1 y a~ = lk(A1, A1 x 1) son las autorreferencias
de los A1), y supongamos que el homeomorfismo de 5 definido por la composición
hÁ’ ...
coincide con la composición
h~o...oh~4
donde las curvas son longitudes, meridianos o curvas de enlace canónicos de 3, y
= +1. Entonces L —-‘ L’ donde
Demostración: Obsérvese que L r~ L1 donde
1 1 1 1 1 1 1 1 (li+Ci dr+Cr
m1 4 ni9 4 11 m1 ... 4 m9 Ai A,.
(ésto es consecuencia de que hj~ es el inverso de ~Á o puede probarse directamente mediante
combinaciones del cálculo de Kirby). De igual modo, L’ -.-~ L2 donde
1 1 1 1 —1 —1 —1 —1 —
6i —Ss
ml 4 m
9 4 4 ni1 ~l9 m9 . E,
Entonces, si h = htoht, ~ oht oht ohj4’o...oh7’j por el Corolario 2.13 MUhM
M¿1. Como además h = ht o h~1 o ... o o h~ oh
6~ o...oh~ con E
1 meridianos, longi-m4 8,
tudes o curvas de enlace canónicos deS y 6~ = +1, se tiene que MUh M M¿2, también
el Corolario 2.13. Así que M2, M LJK M M3 Lpor L
2’ L1 y Ji e- con lo que
L e-’ L’, que es lo que queríamos demostrar.
o
•1
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3 CADENAS SIMPLES
El propósito de esta sección es, aplicando los résultados obtenidos en la sección 2, encon-
trar un algoritmo que transforme en enlaces referenciados de Lickorish cierta importante
familia de enlaces referenciados: la familia de las cadenas simples. Dicho de modo infor-
mal, estos enlaces referenciados son las pulseras en las que dos eslabones contiguos se han
enlazado de modo arbitrario, y considerando todas las posibles referencias. Esta colección
de enlaces referenciados engloba, por ejemplo, la familia de los recubridores cíclicos de S~
ramificados sobre el nudo trébol (véase [Ro], págs. 304-308). ¡
Nuestro modo de proceder está dividido básicamente en dos pasos, que destacamos por
si mismos, dado que constituyen una regla general para intentar analizar ¿tras posibles
familias interesantes de enlaces referenciados. La posibilidad de tener éxito con otras
familias depende entonces de la habilidad en la aplicación de estos pasos.
una isotopíaDefinición 3.1 Un enlace L en se dice que es una cadena simple si tra.~



















situado en un plano, salvo los “enlazamientos”, que pueden ser
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Ejemplos 3.2 La única cadena simple con una componente es el nudo
cadenas simples con dos componentes tenemos las dos siguientes:
trivial. En cambio,
)
Obsérvese que existe un homeomorfismo (la simetría s : —* R3 que lleva un punto
(x, y, z) a (x, y, —z)) que transforma una cadena simple con dos componentes en la otra
(piénsese del papel como el plano z = 0). Pero esta simetría invierte la orientación de R3
(el determinante de su jacobiano es negativo) así que no es isotópico a la identidad de R3,
y no parece haber una isotopía de S~ que lleve el primer enlace en el segundo.
Proposición 3.3 El número de cadenas simples con n componentes módulo isotopías de
es a lo más n + 1. El número de cadenas simples con n componentes módulo isotopías
de 33 y simetrías por un plano de R3 es [(n + 1)/2], el menor entero mayor que (n + 1)/2.
Demostración: Para n = 1 ó 2 véanse los ejemplos anteriores. Supongamos ahora que
n > 3. Orientamos cada componente del enlace de acuerdo con el siguiente esquema:
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Si hay n componentes, hay n enlazamientos, y junto a cada enlazamiento ~scribimos un
signo (de modo que este signo coincide con lk(L1,L5) de acuerdo con las orientaciones
elegidas para L1 y
¡ji + ¡2.
Así, fijada una primera componente, la cadena simple de n
minada por n signos consecutivos, contados de acuerdo con
ejemplo, — — —— es
componentes queda deter-
la orientación elegida. Por
(
- ‘—, +
Nótese que ... — +... es igual a
de orientación en ésta,



























y — — +— es
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Supongamos ahora que una cadena simple L está (salvo enlazamientos) en un plano y
es del tipo + + — + — — —. Sea s la simetría de R3 respecto de este plano, de modo
que el nuevo enlace s(L) = L’ sigue siendo una cadena simple y es — — + — + + +.
Así que + + — — — por una simetría se transforma en — — ++ +, que es isotópico a
+++ — —, de modo que a lo sumo hay [(n + í)/2] cadenas simples con n componentes
módulo isotopías y simetrías por un plano de R3. Que hay exactamente [(n + 1)12] y no
menos es consecuencia de que las isotopías de 53 y simetrías de 53 por un plano conservan
el número
(número de signos +) — (número de signos —)¡.
O
Ejemplos 3.4 (los números corresponden a la notación usada en [Ro]). Hay dos cadenas
simples con 3 componentes módulo isotopías de 33 y simetrías por un plano de R3:
+




Cuando trabajamos con cadenas simples referenciadas (o sea, cadenas simples en donde
se ha escogido una referencia para cada componente del enlace), sencillas combinaciones
de movimientos del Cálculo de Kirby (ver [Ka] y [14.1]), nos permiten establecer una serie
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de equivalencias entre las cadenas simples referenciadas, que limitarán
para las referencias de las cadenas simples. Para establecer el resultado
sentido, es importante aclarar lo siguiente:
Observación 3.5 Si D1 y D2 son partes de dos enlaces referenciados L1
—‘ D2 significa lo siguiente:
las posibilidades
necesario en este
y L~, la notación
i) Existe una bola cerrada de té tal que L1 y L2 coinciden en el complementario de
su interior, y dentro de ésta vienen dados por D1 y D2 respectivamente.
ii)Se tiene que L1 L2, y esta equivalencia se puede obtener por movimientos del
Cálculo de I<irby que tienen lugar en el interior de la bola setialada exclusivamente.
De acuerdo con lo anterior, establecemos el siguiente resultado:
Proposición 3.6 Se tienen
m+1 1 n+1
las siguientes equivalencias de enlaces referendiados:
m n
y
md 1 n4-1 m n
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Como consecuencia de lo anterior, se tiene el siguiente resultado, que limita nuestro pro-
blema al caso en que todas las referencias son uno o menos uno, y quizás un único cero.
Lema 3.7 Existe un algoritmo para transformar mediante el cálculo de Kirby cualquier
cadena simple referenciada L de dos ó más componentes en una cadena simple referen-
ciada L’ de manera que L’ cumple una de las dos condiciones siguientes:
1) Toda componente de L’ tiene referencia +1 ó —1.
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Demostración: Supongamos que es la referencia de una componente de L tal que
1 x~ > 2. En las siguientes representaciones de las cadenas simples, cada segmento es
una componente de la cadena, y el enlazamiento de dos componentes consecutivas viene
representado por un pequeño segmento vertical; cuando dos representacidnes aparecen
una debajo de la otra, significa que son O-equivalentes. Se tiene entonces, dé acuerdo con
la proposición anterior, lo siguiente:
si x > 2 sí x < —2
ba x
a—1 —1 x—1 b
a—1 —2 —1 x—2 b
a +1 —1 —1 x—2 b
a x b
a+I +1 x+1 b
a+í +2 +1 x+2 ‘b
a —1 +1 +1 x+2 b
N ‘tese que el anterior cálculo es igualmente válido en el caso en que la cadena simple L
tenga dos componentes.
Repitiendo este proceso sobre todas las componentes con referencias x~con
por movimientos de Kirby llegaríamos a una cadena simple con referencias +1,












0 +1 +1 b
0 —1 —1 ba1
si a,. = +1. Repitiendo este proceso u veces,
se transforma en la cadena simple referenciada
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a O O
-1 +
con los a~ = +1, lo que se transforma en
a 1 1 1 a a2,2 b
De este modo todas las referencias quedan uno ó menos uno, salvo quizás un cero, y el
lema está demostrado. o
Observación 3.8 (directa de la prueba del lema) Si el número de componentes con refe-
renc¿a par es impar, quedará una componente con referencia cero, y si el número de
componentes con referencia par es par, todas las componentes quedarán con referencia +1
ó —1.
Pasamos ya a demostrar el resultado más importante de esta sección:
Teorema 3.9 Existe un algoritmo para transfomar en enlace referenciado de Lickorish
cualquier cadena simple referenciada.
Demostración: Por el Lema 3.7, podemos suponer que todas las referencias de la cadena
simple referenciada son +1 ó —1, salvo quizás un cero, y por la Proposición 3.3 que el
enlace es (salvo isotopías de 33 y simetrías por un plano de té) del tipo +... + —
(tal vez —. . . —), donde la componente con referencia cero (si la hay) ocupa el lugar






o tal vez O
4
+ a2n b
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El primer paso consiste en encontrar un enlace incluido en M isotópico a nuestra
cadena simple. Si el número n de componentes de la cadena simple es par, escribimos
las componentes X~ con i impar como longitudes canónicas de M9 donde g= (n/2) +1,
poniendo X1 como longitud y — 1, X3 como longitud y — 2, hasta X,,1 como primera
longitud. Ahora dibujamos las componentes X~ con i par, pero i ~ n (se tienen tres





La componente 2<,-, es la siguiente:
Si el número n de componentes de la cadena simple es impar, tomamos y = ((n + 1)/2) + 1,
y ahora son las componentes X~ con i par las longitudes canonicas de M,’ poniendo 2<2
como longitud g — 2 de M, X4 como longitud y — 3 de M, hasta X,~1 como longitud 1
de M. Las componentes X~ con i impar (i # 1,n) van de acuerdo con los signos, con las
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en que n es par. Para la componente X~ hay ahora dos posibilidades, dependiendo de que
la cadena simple empiece con un signo +,
o bien sea
En cuanto a las “profundidades” a las que deben cavarse estas curvas en M para
obtener un enlace incluido en M isotópico a nuestra cadena simple basta tomar dos
precauciones: las longitudes serán las curvas más hundidas, y la última curva (la corres-
pondiente a X~) la más superficial. Como ejemplos, calculamos el enlace incluido en M
isotópico a la cadena simple de 8 componentes + + + y el enlace incluido en M
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El segundo paso consiste en modificar las curvas cerradas simples en 5 para ajustar
sus autorreferencias a las referencias de las componentes de nuestro enlace. Nótese que
todas las autorreferencias de las curvas cerradas simples en 5 construidas en el primer
paso son cero salvo la autorreferencia de la curva correspondiente a la componente ~ de
la cadena simple, que es +1, y salvo la curva correspondiente a la componente X~ en el
caso en que n es impar y la cadena simple es —... —‘ cuya autorreferencia es también +1.
Así, como las referencias de la cadena simple son +1, salvo quizás cero para la com-
ponente X,, los ajustes necesarios son los siguientes:
i) Si la referencia de X, es ±1,la curva cerrada simple en 5 que le corresponde debe
ser modificada ligeramente hasta obtener una curva con autorreferencia cero y que no
varíe el tipo del enlace. Una tal curva es:
u) Si n es impar y la cadena simple es del tipo — . . —, la curva cerrada simple en 5
que corresponde a se modifica ligeramente hasta obtener una curva con autorreferencia
cero y que no varíe el tipo de enlace. Una tal curva es:
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Hemos obtenido entonces un enlace referenciado totalmente incluido en M isotópico
a nuestra cadena simple de partida. Supongamos que la siguiente es una présentación de





(así que las A1 son 1-nudos en 5, ej = ±1 y a~ = lk(A1,A1 >c 1)). CoAsideramos el
homeomorfismo de 3 definido por la composición
ht~hZo...ch7
Por [L.2]y [L.3]se pueden encontrar (de modo algorítmico) curvas B1~ de entre los
meridianos, longitudes y curvas de enlace canónicos de M y signos 6~ = :11 tales que
h = ht~ o ..oh~. Entonces, por el Corolario 2.15, el enlace de Lickorish presentado
mediante la semirrecta real dado por
—61 — SS
es 8-equivalente a la cadena simple referenciada de partida.
lE
Concluimos este capítulo mostrando un ejemplo de aplicación del teotema anterior.
Previamente enunciamos un sencillo resultado, generalización del Lema 1(i) de [L.2], nece-
sario en la aplicación de los pasos de [L.1] y [L.2] cuando usamos la notación 14 y
para los homeomorfismos de torsión de 3 a lo largo de una curva cerrada ~imple O en 5:
Lema 3.10 Sean B y O dos curvas cerradas simples
tal que h(B) = O y e un signo arbitrario. Entonces
lcí ohSoh.
de 3, h un homeomorfismo de 5
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Ejemplo 3.11 La cadena simple de tres componentes dibujada arriba es 0-equivalente al
enlace de Lickorish
—I
La 3-variedad que define el ejemplo elegido es el recubridor cíclico de 53 con tres hojas
ramificado sobre el nudo trébol (véase [Ro], pág. 304). Por una simetría respecto del
plano en donde descansa el enlace, se obtiene el enlace 0-equivalente
1
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Entonces, de acuerdo con la demostración del Teorema 3.9 (compruébese directamente),












Consideramos entonces el homeomorfismo de 33 dado por la composición h h~chioh;.
De acuerdo entonces con los pasos en [L.2] y [L.3] y el lema 3.10, se demuestra que
hÁ= h~~htohOh~h
y




2 m ohtoh;oh+ oh oh
4 ohoh oh4 cM
1 oh4 oh4 oh4 oh4 m
3 m2 m3 ‘2 ~2 ,m3 02
por lo que
oh o/¿ohhloh ohlohtohoh+ cM ~h




4 oh4oh oh4 oh oh4 ohohoht o/ro
1 12 mj m





01 ‘2 m2 ¡2 0~ ¡j
e y por el Corolario 2.15 se tiene que L’ e-’ L* donde L4- es el enlace de Lickorish siguiente:
—11—1—11—11—111111—111 fl—1 —l
e
2 ni3 e2 12 ni3 ni2 ni3 m2 13 e2 4 ni1 ni2 m1 12 e1 4j e1 12
II
1—1—1—1—1—11—11—11 1—11—1—11 1~1 1
ni1 ni2 m~ 4 e2 l~ ni2 ni3 ni2 ni3 12 e2 ni3 e2 e1 12 m2 12 1 e1 4
El enlace de Lickorish del ejemplo se obtiene entonces mediante combinacionés del Cálculo
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