Abstract: Electron diffraction offers advantages over X-ray based methods for crystal structure determination as it can be applied to sub-micron sized crystallites, and picogram quantities of material. With molecular organic species, however, crystal structure determination with electron diffraction is hindered by rapid crystal deterioration in the electron beam, limiting the amount of diffraction data that can be collected, and by the effect of dynamical scattering on reflection intensities. While automated electron diffraction tomography provides one possible solution, in this paper we demonstrate an alternative approach where a set of putative crystal structures of the compound of interest is generated using crystal structure prediction methods, and electron diffraction is used to determine which of these putative structures is in agreement with the available electron diffraction data. This approach enables the advantages of electron diffraction to be exploited, while avoiding the need to obtain large amounts of diffraction data or accurate reflection intensities. We demonstrate the methodology using the pharmaceutical compounds paracetamol, scyllo-inositol and theophylline.
Introduction
The ability to routinely solve crystal structures by X-ray diffraction was a key scientific achievement of the 20 th century, [1] and is a cornerstone of analytical chemistry. There are, however, limitations with the technique, especially for weakly diffracting organic compounds where it is not always possible to grow crystals of suitable size and quality for structure determination, even when using a synchotron X-ray source. [2, 3] More recently, crystal structure determination using powder X-ray data through direct methods or Rietveld analysis has become a routine process, [3, 4] but is still unlikely to be successful with multi component mixtures, or with binary mixtures where the crystalline form of interest is present as a minor phase.
For beam stable materials, alternative approaches to crystal structure determination using transmission electron microscopy (TEM) have been developed over recent years. [5, 6] These approaches are especially powerful for the characterisation of minor phases in mixtures: provided that a suitable crystallite can be located, the analysis can be performed using exceptionally small amounts of material (< 1 fg). [7] The particular value of TEM lies in the possibility which it offers for combining imaging, diffraction and spectroscopic data from the same sample, with the potential for simultaneous acquisition of different data types. For example, in scanning mode (STEM) direct imaging of the crystal lattice can be coupled with spectroscopic analysis to yield chemical information at the unit cell level. [8] In imaging mode the technique is routinely used for identification and characterisation of defect structures; [9] in diffraction mode, detailed investigations of both symmetry [10] and crystal structure [11] are possible. Precision control of sample position and tilt, coupled with rapid acquisition of digital images, has contributed strongly to the development of holographic methods for the measurement of local fields within structures, [12] and tomographic approaches to three dimensional characterisation of microstructure. [13] Studies of inorganic materials have tended to exploit the high spatial resolution of the technique, which is now better than 0.1 nm for high performance instruments. [14] The above approaches are not, however, routinely applicable to materials such as organic molecular compounds, which are particularly sensitive to electron beam damage. In such systems crystal structure determination by electron diffraction is rarely achieved as the lifetime of even the most stable organic sample in an electron beam tends to be at most a few minutes, [15] which is usually 2 less time than would be required to collect a sufficient number of diffraction patterns for a full structural analysis. For the same reason, direct imaging of the crystal lattice is not usually possible due to the high beam fluxes required when working at high magnifications. [16] In addition, space group determination is often hindered by the combination of anisotropic crystal growth morphologies and the limited tilt range in a TEM microscope, meaning that diffraction from certain crystal planes is rarely, if ever, observed. Additionally, as a result of multiple (dynamical) scattering it is difficult to obtain kinematical diffraction intensities, even with specialised techniques such as precession electron diffraction, [17] and reflections are frequency observed where systematic absences would be expected. [5, 18] Approaches to crystal structure determination based on automated electron diffraction tomography are currently being developed in order to overcome the difficulties described above. [19] Crystal structure prediction (CSP) is a computational approach to investigate the range of low energy crystal structures available to a compound. The most commonly used approach is global lattice energy minimisation, [20] where putative crystal structures are generated by computationally exploring the crystal packing variables (unit cell dimensions, positions and orientations of molecules in the asymmetric unit), often in a restricted set of the most commonly observed space groups. These structures are energy minimised and ranked by lattice energy, with the assumption that the lowest energy structures are most likely to be observed. One of the main uses of CSP calculations is to assess the likelihood of finding new polymorphs of a compound. For example, the calculations might generate structures that have not been observed experimentally, but that are predicted to have similar, or lower, energies than the observed crystal form of the compound. Frequently, the outcome has been an indication of hitherto unknown polymorphs which have subsequently been obtained by further experimentation. [21] CSP has also been successfully used to aid in the determination of crystal structures when it is not possible to grow crystals large enough for structure solution by single crystal X-ray diffraction and only powder data is available. [22, 23] Typically, experimental powder X-ray diffraction (PXRD) patterns are compared with simulated powder diffraction patterns calculated for each of the low energy computationally generated crystal structures to identify which of these structures matches the experimentally observed crystal form. Recently, a similar approach using solid-state NMR (SSNMR) has been reported, [24] where chemical shifts calculated from predicted structures are matched against experimental spectra.
In this paper, we report characterisation of the pharmaceutical compounds paracetamol, scyllo-inositol and theophylline by TEM to demonstrate the use of electron diffraction for the identification of the polymorphic form of individual crystallites in samples via a process of indexing diffraction patterns to one of the known crystal structures of the appropriate compound. The question then arises as to how the diffraction patterns might be interpreted if the crystal structure of the phase being analysed has not been previously determined. To answer this question, we consider the results of CSP, where sets of putative crystal structures for paracetamol, scylloinositol and theophylline were generated 'in silico', and assess which, if any, of these potential structures permit satisfactory indexing of the observed electron diffraction patterns. Using this approach, we demonstrate that, had the crystal structures of the pharmaceutical phases investigated in this study not been determined previously, it would still have been possible to identify a plausible crystal structure for these phases. The key advantage of this methodology for crystal structure determination is that a relatively small number of electron diffraction patterns are required (limited only by the need to establish agreement to only one of the putative structures), and these can be collected before a significant amount of electron beam damage has occurred in the sample. In addition, the process of using reflection intensities to locate atoms and molecules within a unit cell is avoided, though intensities can still be tactically used as a further guide to establishing that a correct crystal structure has been identified.
In a second paper, [25] we highlight a scenario where during postanalysis it is determined that electron diffraction patterns from a crystal cannot be indexed to a known crystal structure suggesting that a new crystal form may have been observed, but where it is not possible to go back to the specimen for further analysis (for example a metastable crystal form which cannot be isolated reproducibly and which rapidly converts to a more stable phase). We demonstrate that the combined electron diffraction and crystal structure prediction approach to crystal structure determination is applicable in such a scenario, using as an example the identification of a previously unknown polymorph of the compound theophylline which has only been observed once during TEM studies with this compound. This analysis was performed on a crystal with a sub-micron thickness, a mass of approximately 3 pg, and despite the new polymorph existing as a minor component in a mixture with Form II of theophylline at a concentration below the limit of detection of analytical techniques such as powder X-ray diffraction. We also discuss the complementary aspects of approaches to crystal structure determination based on electron diffraction / crystal structure prediction and based on automated electron diffraction tomography.
Results

Phase identification with Form I of paracetamol
A TEM image and electron diffraction pattern recorded from a crystal of paracetamol prepared by crystallisation from the melt are shown in Figure 1 . It was possible to perform this analysis before a significant amount of beam damage was induced in the crystal. The electron diffraction pattern shows a regular array of reflections indicating that the electron beam was aligned close to a zone axis of the crystal when the pattern was recorded. The average distances between reflections in two orthogonal directions were measured and used to calculate the d-spacings and interplanar angle of two low index crystal planes that were suitably aligned with the electron beam for diffraction to occur when the pattern was recorded. Using these values (d 1 = 11.51 Å, d 2 = 5.65 Å and θ = 85.4 °), an attempt was made to index against the reported crystal structures of paracetamol, Forms I, II and III (Cambridge Structural Database (CSD) structures HXACAN01, HXACAN23 and HXACAN29 respectively) [26] [27] [28] . The pattern was found to be consistent exclusively with diffraction from the <011> zone axis of Form I of paracetamol, confirming that the crystal was Form I of paracetamol. No acceptable fits using Forms II and III were possible. The bulk sample from which the crystal was taken was confirmed to be Form I of paracetamol by PXRD. 
Phase identification with Form II of paracetamol
A sample of paracetamol was prepared by heating amorphous paracetamol to 125 °C to induce crystallisation (the amorphous phase having been generated by melting paracetamol at 190 °C and then quench cooling). This preparation method has previously been found to generate Form II of paracetamol. [29] Electron diffraction patterns were recorded from a crystal in this sample ( 
Phase identification with scyllo-inositol
TEM analysis was performed on a fragment of a crystal of scylloinositol, a compound where the two known polymorphs have been observed to crystallise concomitantly, [22] prepared by gently crushing crystals between two glass slides. An image and electron diffraction pattern recorded from a crystal fragment are shown in Figure 3 . Attempts were made to index the diffraction pattern against the structures of Forms I and II of scyllo-inositol (CSD structures EFURIH05 and EFURIH04 respectively) [22] . The pattern Figure 2 . Electron diffraction patterns of (a) the <100> zone axis and (b) the <210> zone axis of Form II of paracetamol. In both patterns there are reflections from more than one crystal domain giving rise to a superposition of slightly differently oriented reflections. 
Phase identification with Form II of theophylline
Electron diffraction patterns (shown in Figure 4 ) were obtained from a crystal of theophylline prepared by cooling a saturated solution of theophylline in nitromethane These patterns were indexed (using measured d-spacings and angles of d 1 = 8.53 Å, d 2 = 3.80 Å and θ = 89.9 ° for pattern 4a and d 1 = 8.07 Å, d 2 = 3.79 Å and θ = 87.6 ° for pattern 4b) to the <110> and <111> zone axes of Form II of theophylline respectively (by comparison with CSD structure BAPLOT01) [30] . PXRD analysis was used to confirm that the bulk sample was Form II of theophylline.
Crystal structure determination using electron diffraction and crystal structure prediction
As described in the introduction, the combination of electron diffraction and crystal structure prediction could, in theory, be the basis of a new approach to crystal structure determination of unknown crystal forms.
In order to establish the viability of this approach the electron diffraction data used above for phase identification with crystals of paracetamol, scyllo-inositol and theophylline were compared with sets of putative crystal structures of these compounds generated by CSP where the computer-generated structures corresponding to the experimentally observed crystal forms had been previously identified. Importantly, as the electron diffraction data was recorded from known crystal forms, and it was known which of the computationally generated structures corresponds to each of these forms, it was possible to test that the approach consistently identifies the correct structure. A demonstration that the combination of electron diffraction and crystal structure prediction could potentially be applicable for crystal structure determination would be that electron diffraction data from a particular crystal form could be indexed uniquely to the computationally generated structure that corresponds to that crystal form.
Crystal structure determination with Form I of paracetamol CSP for paracetamol has been performed by Beyer et al, who generated a set of 14 potential crystal structures with lattice energies within 10 kJ.mol -1 of the global minimum (this is the energy range within which polymorphic forms of compounds are usually found). [31] The structures, whose unit cell parameters are Table 1 , are referred to by the coordination group and number from the MOLPAK structure generation routine. [32] The lowest energy predicted structure (AM30) was found to match Form I of paracetamol, and the second lowest in energy (CB47) to match Form II, both with good accuracy (the greatest deviation in predicted lattice parameters compared to room temperature structures being 4.5%, see Table 1 ).
The electron diffraction pattern shown in Figure 1b was then indexed against the 14 computationally derived potential crystal structures for paracetamol from Beyer et al, [31] taking into account d-spacings and the interplanar angle measured from this pattern, and systematic absences, using wide tolerances of +/-5 % for d-spacings and +/-4 ° for the interplanar angle. Only one of the structures had a zone axis which was consistent with the electron diffraction data. The respective d-spacings and interplanar angle of this matching zone axis are shown in Table 2 and a simulated electron diffraction pattern is shown in Figure 5 . This structure was AM30, the predicted structure found by Bayer et al to match Form I.
On the basis of the electron diffraction data, therefore, putative structure AM30 was uniquely identified from the set of computationally generated paracetamol structures as matching the crystal form being analysed by TEM. If, hypothetically, the crystal structure of Form I of paracetamol had not been known in advance, this analysis would have enabled the structure to have been proposed. This result demonstrates that the combination of CSP and electron diffraction is a viable strategy for the identification of unknown crystal forms. An indication of why such an approach to crystal structure determination may be of value can be seen in Figure 1a . The electron diffraction analysis was performed on a selected section of a crystallite of paracetamol (a circular area of diameter 2 µm where the crystal thickness was approximately 0.3 µm), a region corresponding to ~ 1 pg of sample. Indeed, submicron sized areas, and sub-picogram amounts, of sample are routinely characterised with transmission electron microscopy. This amount of material is too small for analysis with techniques which are traditionally used for crystal structure determination and solidstate characterisation of molecular materials such as single crystal X-ray diffraction (even with a synchrotron source), powder X-ray diffraction, Raman spectroscopy and differential scanning calorimetry.
It should be noted that the tolerances which were used when attempting to match reflections in the experimental diffraction pattern to crystal planes in the computationally derived crystal structures of paracetamol are wider than would typically be used when attempting to index a diffraction pattern to an experimentally derived crystal structure. Wide tolerances were required because of the typical structural discrepancies between observed crystal structures and the nearest local minimum on the calculated lattice energy surface. [33, 34] These errors result in part from limitations in computational models used to represent inter-and intra-molecular interactions in the crystal; all predicted crystal structures considered in the present study were energy minimised using interatomic potentials. Also contributing to the slight differences between predicted and observed structures is the comparison between a temperature-less lattice energy minimum and a measured structure at real temperature. Root-mean-squared deviations in atomic positions between predicted and observed crystal structures, as measured for a reference molecule and its 14 or 15 nearest neighbours, are typically on the order of 0.1-0.3 Å, so that the predicted and true structures will have the same overall arrangement of molecules, intermolecular interactions, and space group. [35, 36] Indeed, the extent to which corresponding computationally and experimentally derived crystal structures differ is dependent on factors such as the model used during crystal structure prediction and the nature of the crystal form being predicted. For example, the paracetamol calculations were performed with completely rigidmolecule predictions, an assumption which limits the accuracy of the resulting structures. In contrast, with the scyllo-inositol and theophylline examples described below, flexibility of the molecule was accounted for during the energy minimisations (although differently for those two molecules), and it was therefore possible to use narrower tolerances when attempting to index electron diffraction patterns of these compounds to CSP structures. In addition, the match between corresponding known X-ray and calculated CSP structures of Form I of paracetamol is not as good as that between Form II structures. The effect of these differences can be seen in the simulated PXRD traces of the computationally and experimentally derived structures of Form I and Form II of paracetamol ( Figure 6 ) where the traces of Form II are more closely matched than those of Form I. The magnitude of these differences will govern the ease with which electron diffraction patterns can be matched to the correct computationally derived structure when using a combined TEM/CSP approach for crystal structure determination. . [31] (b) Experimentally derived Form I, HXACAN01. [26] The peaks in these traces that are marked with an asterisk are due to diffraction from the same crystal planes, as are the peaks marked with a † symbol. (c) Computationally derived Form II, CB47. [31] (d) Experimentally derived Form II, HXACAN23. [27] Crystal structure determination with Form II of paracetamol
The two electron diffraction patterns of Form II of paracetamol shown in Figure 2 were indexed against the 14 computationally derived crystal structures for paracetamol using tolerances of +/-4 % for d-spacings and +/-3 ° for the interplanar angle. Three of the computationally derived structures had a zone axis which was consistent with the electron diffraction pattern in Figure 2a , and two of the computationally derived structures had a zone axis which was consistent with the pattern in Figure 2b (sets of symmetry equivalent zone axes were counted as one match). The respective d-spacings and interplanar angles of these possible matches are shown in Table 3 .
It can be seen from Table 3 that two of the 14 computationally generated crystal structures of paracetamol, CB47 and CB9, are consistent with both diffraction patterns of Form II shown in Figure 2 . On the basis of the electron diffraction patterns alone it is not possible to determine unambiguously which of these two crystal forms corresponds to the sample being analysed. It is, however, possible to use additional information generated during the crystal structure prediction process, such as lattice energy and density, to identify which of the two forms is more likely to be observed experimentally. CB47 has a significantly lower calculated lattice energy than CB9 (-106.5 kJ.mol -1 compared to -101.8 kJ.mol -1 ), making it the more likely to be observed, and this is indeed the computationally derived structure corresponding to Form II of paracetamol.
Interestingly, there is a strong similarity between Form II of paracetamol (and also, therefore, CB47) and CB9. The structures are polytypes, sharing the same planar layer type arrangement of paracetamol molecules formed by a 2D hydrogen bond network, and only differ in that adjacent layers in CB9 are translated by half a unit cell along the b-axis in comparison with adjacent layers in Form II (Figure 7 ). Indeed, it is possible that Form II crystals could contain stacking faults where locally the structure is that of CB9. It may be that in future work such domain-like character might be observed within the corresponding TEM images. 
Crystal structure determination with Form I of Scyllo-Inositol
A set of computationally derived scyllo-inositol crystal structures has been reported by Day et al, [22] and the unit cell parameters of the nine crystal structures with lattice energies within 15 kJ.mol -1 of the global minimum are listed in Table 4 . S1 corresponds to the experimentally determined Form I of scyllo-inositol, CSD ref. EFURIH05, [22] while S9 corresponds to the reported Form II, EFURIH04. [22] Attempts were made to index the diffraction pattern shown in Figure 3b against the nine computationally derived scyllo-inositol crystal structures using tolerances of d +/-4 % and θ +/-3 °. The pattern was unambiguously matched to structure S1, that corresponding to Form I of scyllo-inositol (Table 5) . No other predicted structures had zone axes that are consistent with the observed diffraction pattern. Table 4 . Unit cell parameters for the nine lowest energy computationally derived crystal structures of scyllo-inositol. 
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Crystal structure determination with Form II of theophylline
A set of computationally derived theophylline crystal structures was generated by CSP, and the second lowest energy structure, #2, was found to be a match to the experimental crystal structure of the thermodynamically stable polymorph of theophylline, Form II. The 12 lowest energy predicted structures were used in this study, the unit cell parameters of which are listed in Table 6 .
Attempts were made to index the two theophylline Form II diffraction patterns shown in Figure 4 against the 12 computationally derived theophylline crystal structures using tolerances of d +/-4 % and θ +/-3 °. The diffraction patterns were consistent with two of the structures, #2 and #4. Structure #2, the computationally derived structure corresponding to Form II of theophylline, is slightly lower in energy than #4, has a greater density and gives reflection intensities that more closely agree with observed ones, and so is the structure more likely to be a match for the sample under analysis. However, it would be difficult to [010] [001]
[010]
[001] a b 7 completely discount structure #4 as a match for the observed data. In this example, electron diffraction did again identify the Table 6 . Unit cell parameters for the 12 lowest energy computationally derived crystal structures of theophylline and the experimentally derived crystal structure of Form II of theophylline (BAPLOT01) [30] .
CSP Structure computationally derived structure corresponding to the sample being analysed, but not unambiguously.
Structures #2 and #4 do in fact show a significant difference in one unit cell dimension (the a-axis of #2 / b-axis of #4), and an electron diffraction pattern which showed diffraction from the corresponding crystal planes would readily distinguish between the two forms. Unfortunately, crystals of theophylline have a pronounced plate-like morphology, with this particular axis perpendicular to the plate face, and are always oriented on a TEM sample grid (when flat) with this axis pointing close to parallel to the electron beam. Because Bragg scattering angles are small for diffraction of electrons, and the tilt range in a TEM instrument is limited to ~ 60 °, it is not possible to observe diffraction from these planes under our experimental conditions. This limitation associated with crystal habit could be overcome by employing a different sample preparation method which avoided the preferred orientation of crystals on the sample grid.
Discussion
There are some further limitations to a combined CSP/TEM approach for crystal structure determination. Firstly, samples are held under vacuum during TEM analysis, and certain materials such as hydrated and solvated crystal forms are likely to be unstable under these conditions. Additionally, the approach is reliant on the computational methods generating a putative crystal structure which is a good enough representation of the observed crystal structure. The CSP methodology must, therefore, generate as complete a set of crystal structures as possible, and the model used for energy minimisation should result in realistic geometries. Such structure prediction calculations are now routinely successful in generating matches for experimentally observed structures of small, rigid molecules, [35] at least where the molecule does not crystallize in an unusual space group, or with several independent molecules in the asymmetric unit (high Z`). However, reliable crystal structure prediction for molecules with conformational flexibility remains a challenge, [35] due both to the more complex structural space that must be searched and to difficulties in simultaneously modelling differences in inter-and intra-molecular contributions to the lattice energy with the required accuracy. Such challenges are being overcome [37] and the power of combining such modelling methods with TEM will increase as CSP methodologies continue to develop.
Conclusion
It has been shown, using the pharmaceutical compounds paracetamol, scyllo-inositol and theophylline, that electron diffraction is a useful tool for performing polymorphic phase identification on individual crystallites in a given sample of material. Furthermore, it was demonstrated that if the crystal structures of the analysed materials had not been known prior to the analysis, the correct crystal structures could have been proposed by combining electron diffraction data with the results of crystal structure prediction. A TEM/CSP approach to crystal structure determination could find applications in situations where traditional X-ray based approaches to crystal structure determination are not applicable, for example, where only a trace amount of material is available for analysis, or where the crystal phase of interest is present as a mixture with other forms.
Experimental Section
All chemicals were purchased from Sigma-Aldrich and used as received.
Transmission electron microscopy characterization was performed at room temperature on a Philips CM30 instrument operating at 300 kV and data were collected on photographic films which were scanned in order to generate digital images. Samples were supported on holey-carbon films on 300 mesh copper grids held within a double tilt sample holder. The resulting electron diffraction patterns were indexed by comparison with predicted low energy crystal structures: the positions of reflections in experimental diffraction patterns were measured, converted to d-spacings and, along with interplanar angles, matched to calculated values for these predicted structures. The experimental diffraction patterns were then compared with simulated diffraction patterns of the appropriate zone axes to ensure a match. The simulations were carried out using CrystalMaker SingleCrystal v2.2.3 software which performs a rapid, kinematic calculation of the diffraction pattern. Cc, C2, Pc, P2/c, C2221, Fdd2, Pccn, P41, I41/a, P41212, P31, R-3, P3121 and P61) , all with Z`=1. The resulting crystal structures were then re-optimised using the program DMACRYS [39] with intermolecular interactions described by an empirically parameterised exp-6 repulsion-dispersion potential (the FIT potential described by Coombes et al) [33] and an atomic multipole electrostatic model, with multipoles derived from a distributed multipole analysis [40] of the calculated molecular charge density. Calculated lattice energies were found to be particularly sensitive to the orientation of the two methyl groups, so initial crystal structures were generated with two different orientations of the methyl hydrogen atoms; these two sets of structures were then merged and all structures within 10 kJ mol -1 of the lowest energy structure were further optimised, using the CrystalOptimizer method, [41] which combines a quantum mechanical treatment of the intramolecular energy with the atom-atom model of intermolecular interactions. Using this approach, the torsion angles determining the orientation of the two methyl groups were optimised in all crystal structures. The optimised crystal structures were then clustered to remove duplicates. Molecular energies and charge densities throughout the predictions were calculated at the B3LYP/6-31G(d,p) level of theory.
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