The requirements engineering process is a crucial stage of the software development life cycle. It involves various stakeholders from different professional backgrounds, particularly in the requirements elicitation phase. Each stakeholder carries distinct domain knowledge, causing them to differently interpret certain words, leading to cross-domain ambiguity. This can result in misunderstanding amongst them and jeopardize the entire project. We propose a computationally cheap natural language processing approach to find potentially ambiguous words for a given set of domains. The idea is to apply linear transformations on word embedding models trained on different domain corpora, to bring them into a unified embedding space. We then find words with divergent embeddings as they signify a variation in the meaning across the domains. Applying the approach to a set of hypothetical scenarios produces promising results. It can help a requirements analyst in preventing misunderstandings during elicitation interviews and meetings by defining a set of potentially ambiguous terms in advance.
Introduction
In the context of software engineering, requirements engineering aims to describe the intended behaviour of a software system along with the associated constraints. It can be viewed in terms of seven phases: inception, elicitation, elaboration, negotiation, specification, validation, and management (Pressman, 2010) .
Requirements elicitation has been termed as the most difficult, critical, and communication-intensive aspect of software development (Aggarwal and Singh, 2005) . It requires interaction between different stakeholders through various techniques like brainstorming sessions and facilitated application specification technique. A stakeholder is any person with a vested interest in the project, such as potential users, developers, testers, domain experts, and regulatory agency personnel (Singh and Malhotra, 2012) . As these stakeholders come from different professional backgrounds and carry different domain knowledge, cross-domain ambiguity can occur amongst them. One may assign an interpretation to another's expression different from the intended meaning. This results in misunderstanding and distrust in requirements elicitation meetings, and costly problems in the later stages of the software life cycle (Wang et al., 2013) .
The first attempt to deal with cross-domain ambiguity in requirements engineering was by Ferrari et al. (2017) who used Wikipedia crawling and word embed-dings (Mikolov et al., 2013b) to estimate ambiguous computer science (CS) terms vis-Ãăvis other application domains. Mishra and Sharma (2019) extended this work by focusing on various engineering subdomains. Another approach was suggested by Ferrari et al. (2018) which also considered the ambiguity caused by non-CS domain-specific words and addressed some of the technical limitations of the previous work. This approach was later extended to include quantitative evaluation of the obtained results (Ferrari and Esuli, 2019 ). An alternative approach which doesn't require domain-specific word embeddings was suggested by Toews and Holland (2019) .
In this paper, we propose a natural language processing (NLP) approach based on linear transformation of word embedding spaces. Word embedding is a vector representation of a word capable of capturing its semantic and syntactic relations. A linear transformation can be used to learn a linear relationship between two word embedding spaces. The proposed approach produces a ranked list of potentially ambiguous terms for a given set of domains. We construct a word embedding space for each domain using corpora composed of Wikipedia articles. We then apply linear transformations on these spaces in order to align them and construct a unified embedding space. For each word in a set of dominant shared terms, we consider the domain-specific embeddings which satisfy a minimum frequency threshold. An ambiguity score is then assigned to the word by applying a distance metric on these embeddings.
The remainder of this paper is organised as follows: We first provide some background on ambiguity in requirements engineering and linear transformation of word embedding space in Section 2. The existing approaches to cross-domain ambiguity detection are briefly explained in Section 3. We outline the proposed approach in Section 4, and the results are presented and discussed in Section 5. Final remarks are provided in Section 6.
Background

Ambiguity in Requirements Engineering
Ambiguity refers to the ability of a natural language (NL) expression to be interpreted in multiple manners. As requirements elicitation is a communication-intensive process, ambiguity is a major negative factor as it can lead to an unclear and incomplete Software Requirements Specification (SRS) document. SRS needs to be unambiguous since it acts as a legal contract between the developers and customers, guides the subsequent development phases and is vital for quality control (de Bruijn and Dekkers, 2010) . Most of the existing literature on ambiguity in requirements engineering is focused on written requirement documents, and the role of ambiguity in oral NL during elicitation interviews has not been investigated thoroughly (Ferrari et al., 2016) .
Ambiguity can cause misunderstanding situations during elicitation interviews, where the requirements analyst does not understand the customer's expression or interprets it incorrectly. The latter phenomenon is known as subconscious disambiguation and is one of the major causes of requirements failure (Gause and Weinberg, 1989) . It is difficult to identify unless the interpretation by the analyst is not acceptable in his or her mental framework (Ferrari et al., 2016) . The problem of cross-domain ambiguity can be seen as a special case of subconscious disambiguation which is caused due to different domain knowledge.
Word Embeddings
Word embedding is a collective term for language modelling techniques that map each word in the vocabulary to a dense vector representation. Contrary to one-hot repre-sentation, word embedding techniques embed each word into a low-dimensional continuous space and capture its semantic and syntactic relationships (Li et al., 2015) . It is based on the distributional hypothesis proposed by Harris (1954) which states that words appearing in similar linguistic contexts share similar meanings.
One of the most popular word embedding techniques is skip-gram with negative sampling (SGNS) proposed by Mikolov et al. (2013b) . It trains a shallow two-layer neural network which, given a single input word w, predicts a set of context words c(w). The context for a word w i is the set of words surrounding it in a fixed-size window, i.e. {w i−L , · · · , w i−1 , w i+1 , · · · , w i+L }, where L is the context-window size. Each word w is associated with vectors u w ∈ R D and v w ∈ R D , called the input and output vectors respectively. If T is the number of windows in the given corpus, then the objective of the skip-gram model is to maximize
If we use the softmax function to define p(w t+i |w i ), then
where W is the number of words in the vocabulary. However, this formula is not used in practice due to the high computational cost of computing ∆p(w O |w I ). An alternative approximation is the negative sampling method, in which the probability function changes to
where w i ∼ P (w) and P (w) is the noise distribution. Linear Transformation. A linear transformation can be used to learn a linear mapping from one vector space to another. Its use for combining different word embedding spaces was first explored by Mikolov et al. (2013a) who used it for bilingual machine translation. They used a list of word pairs {x i , y i } n i=1 , where y i is the translation of x i . Then they learned a translation matrix W by minimizing the following loss function
This approach can also be used for aligning monolingual word embeddings. If we assume that the meaning of most words remains unchanged, linear regression can be used to find the best rotational alignment between two word embedding spaces. Failure to properly align a word can be then used to identify a change in meaning. This is the basis for our approach towards identifying cross-domain ambiguous words. Similar approaches have been used to detect linguistic variation in the meaning of a word with time (Kulkarni et al., 2015; Hamilton et al., 2016) and to develop ensemble word embedding models (Muromägi et al., 2017) . Significant work has been done to improve the linear transformation method. Xing et al. (2015) noticed a hypothetical inconsistency in the distance metrics used in the optimization objectives in Mikolov et al. (2013a) : dot product for training word embeddings, Euclidean distance for learning transformation matrix, and cosine distance for similarity computations. It was solved by normalizing the word embeddings and by requiring the transformation matrix to be orthogonal. The optimal orthogonal transformation matrix to map X to Y is given by
Dimension-wise mean centering has been shown to improve the performance of linear transformation methods in downstream tasks (Artetxe et al., 2016) .
Related Work
Several approaches have been suggested for identification of cross-domain ambiguous words in the context of requirements engineering. The first approach was suggested by Ferrari et al. (2017) who employed Wikipedia crawling and word embeddings to estimate the variation of typical CS words (e.g., code, database, windows) in other domains. They used Wikipedia articles to create two corpora: a CS one and a domain-specific one, replaced the target words (top-k most frequent nouns in the CS corpus) in the latter by a uniquely identifiable modified version, and trained a single language model for both corpora. Cosine similarity was then used as a metric to estimate the variation in the meaning of the target words when they are used in the specified domain. However, this approach suffers from two drawbacks: (a) the inability to identify non-CS cross-domain ambiguous words and (b) the need to construct a language model for each combination of domains. This approach was extended by Mishra and Sharma (2019) who applied it on various subdomains of engineering with varying corpus size. They used the obtained results to identify a similarity threshold for ambiguous words. Ferrari et al. (2018) suggested an approach based on developing word embedding spaces for each domain, and then estimating the variation in the meaning of a word by comparing the lists of its most similar words in each domain. This approach addressed the above-mentioned drawbacks of the previous one. It was later extended by Ferrari and Esuli (2019) , with the major contribution being the introduction of a systematical evaluation of the approach.
An alternative approach which doesn't require domain-specific word embeddings was suggested by Toews and Holland (2019) . It estimates a word's similarity across domains through context similarity. This approach does require trained word embeddings, but they are not domain-specific, which allows it to be used on small domain corpora as well. If D 1 and D 2 are two domain corpora, then the context similarity of a word w is defined as
where c 1 ⊂ D 1 and c 2 ⊂ D 2 consist of all words from sentences containing w.
Approach
The proposed approach to find a ranked list of potentially ambiguous terms for a given set of domains is depicted in Figure 1 . Figure 1 . The proposed approach based on word embedding space alignment
Wikipedia Crawling
Given a set of domains D = {D 1 , · · · , D n }, this step constructs a set of corpora C = {C 1 , · · · , C n }. Each corpus includes Wikipedia articles from a domain-specific category. Each category is a collection of articles and other subcategories. Given the root category, we perform a breadth-first search on its subcategories and add all the reachable articles to the domain corpus. A maximum subcategory depth of 3 is kept during the search to ensure that only relevant articles are added, and the number of total articles in a corpus is also limited to 20,000 to avoid corpus size imbalance across domains.
Corpus generation is followed by text preprocessing -an auxiliary step not depicted in Figure 1 . This involves (a) converting each word to lowercase, (b) stop-words removal, and (c) lemmatization. Stop-words refer to common words that appear quite frequently in a natural language and are removed before various NLP tasks. Lemmatization refers to the process of reducing a word from an inflectional form to its lemma, i.e. root word.
Embedding Spaces Generation
A word embedding space S i is generated for each corpus C i ∈ C. The SGNS variant of the word2vec algorithm (Mikolov et al., 2013b ) is used to train the word embeddings. This involves defining the dimension of the word embeddings d, context window size L, the number of noise samples η, and the minimum frequency f min for a word to be considered. This step is followed by an auxiliary step called embedding preprocessing, which consists of length normalization and dimension-wise mean centring.
Embedding Spaces Alignment
This step determines a transformation matrix M i for each domain D i which maps it to a unified embedding space. The algorithm for this step is reported as Algorithm 1.
Algorithm 1 Aligning word embedding spaces 1: procedure AlignWordEmbeddings(S) 2:
The transformation matrices are determined incrementally. The transformation matrix M 1 for S 1 is the identity matrix I d . Subsequent M i maps the corresponding S i to the average of the transformed versions of its previous embedding spaces S 1 , S 2 , · · · , S i−1 . More specifically, for each word w j in the vocabulary of S i , the target vector y ij is defined as the average of the corresponding word embeddings in the already transformed spaces. These pairs (S i (w j ), y ij ) are then used to learn the optimal transformation matrix M i which is constrained to be orthogonal.
Cross-Domain Term Selection
The approach for identifying dominant shared terms T D has been reported as Algorithm 2.
Algorithm 2 Selecting dominant shared terms 1: procedure SelectTerms(C, k, ρ) 2:
for w i ∈ Vocabulary(C 1 ) ∪ · · · ∪ Vocabulary(C n ) do 4: if POS(w i ) = NN then 5:
return T D This step requires two numerical parameters, k and ρ. To be considered a dominant shared term, a word w must satisfy two conditions:
1. Its maximum frequency in a domain corpus, i.e. f max = max(count i (w)), should be greater than or equal to k.
2. It should have a frequency of at least ρf max in any other domain corpus.
We limited the scope to only nouns, but this approach can be extended to other parts of speech as well.
Cross-Domain Ambiguity Ranking
This step assigns an ambiguity score to each word in T D based on their cross-domain ambiguity across the corpora C = {C 1 , · · · , C n }. The algorithm for the same is reported as Algorithm 3.
Algorithm 3 Assigning ambiguity scores
1: procedure AssignAmbiguityScores(T D , M, S) 2: Score ← ∅ 3: for w ∈ T D do 4: V ← ∅ 5: counts = {Freq(S 1 , w), · · · , Freq(S n , w)} 6: f max ← Max(counts) 7: for S i ∈ S do 8: if w ∈ S i then 9: V ← V ∪ {M i S i (w)} 10: U ← 0 11: for v i ∈ V do 12: for v j ∈ V \ v i do 13: U ← U + CosineDistance(v i , v j ) 14: Score[w] ← U |V |(|V |−1)
15:
A D ← Sort(T D , Score) 16:
return A D
The idea is as follows. For each word w in the set of dominant shared terms T D , we find the cosine distance for each unordered pair of its transformed embeddings, which is given by
The average of all these cosine distances is the ambiguity score assigned to the word w. All words in T D are sorted according to their score and a ranked list A D is produced.
Our linear transformation-based approach is computationally cheaper than the one suggested by Ferrari and Esuli (2019) which relies on k-nearest neighbour (KNN) search. We also hypothesize that it is logically more sound: the KNN approach assumes that the meanings of the neighbouring words remain constant across domains, but this assumption fails for ambiguous clusters. For example, a lot of topics in artificial intelligence, such as neural networks and genetic algorithms, are inspired by biology. Due to this, certain words appear together in both these domains but carry different interpretations. On the other hand, our approach works on a much weaker assumption that the meaning of most words remains the same across domains. Hence, it judges a word's meaning from a global context rather than a local one.
Results
Project Scenarios
To showcase the working of our approach, we have considered the same hypothetical project scenarios similar that were used by Ferrari and Esuli (2019) . They involve five domains: computer science (CS), electronic engineering (EE), mechanical engineering (ME), medicine (MED), and sports (SPO). 
Experimental Setup
We used the Wikipedia API for Python 1 to create domain corpora. A maximum subcategory depth of 3 and a maximum article limit of 20,000 is set while creating each domain corpus. 2 We converted each article text to lowercase and removed all non-alphanumeric words. The article count, word count, and vocabulary size for each domain corpus is reported by Table 1 . The word embeddings were trained using the gensim 3 implementation of the word2vec SGNS algorithm with word embedding dimension d = 50, context window size L = 10, negative sampling size η = 5, and minimum frequency f min = 10. For identifying dominant shared terms, the parameters were set as k = 1000 and ρ = 0.3.
Cross-Domain Ambiguity Rankings
We have reported the top-20 and bottom-20 ranked terms for each project scenario along with their ambiguity scores in Tables 2, 3 , and 4 (terms referred in the text have been highlighted). Here, we discuss some of the notable inferences that can be made from these results.
1. We can observe that the ambiguity scores for the light controller scenario are considerably lower than that for other scenarios. This is on expected lines as CS and electronic engineering are closely related fields. The ambiguity seems to increase as we go from technical domains like mechanical engineering and medicine to a nontechnical one like sports. This shows that our approach can be used to quantitatively define the technical similarity between domains.
2. Most of the high ranked words in the light controller [CS, EE] scenario seem to be of technical nature, with an important exception being the word family. By inspecting a word's nearest neighbours in individual domain-specific embedding spaces, we can estimate its meaning in those domains. The word family is nearest to mildly, immigrated, and grzegorczyk in the CS domain, and to 6100, 8051, and 7400 in the EE domain. This indicates that it is mostly used to denote an electronic component series in the EE domain. The nearest words for translation are translator, translate, and nlp in CS, and syntax, semantics, and parsing in EE. This is a case of pragmatic ambiguity as the word can be used in an NLP or a compiler design context. 
Conclusion and Future Work
Ambiguous requirements are a major hindrance to successful software development and it is necessary to avoid them from the elicitation phase itself. Although this problem has been studied extensively, cross-domain ambiguity has attracted research only in recent times. We have proposed a novel approach which makes use of linear transformation to map various domain-specific language models into a unified embedding space, allowing comparison of word embeddings trained from different corpora. Our work provides a computationally efficient way of determining potentially ambiguous words. The planned future work includes (a) quantitative evaluation, (b) experiments with distance metrics other than average pairwise cosine distance, (c) defining an ambiguity threshold, and (d) identifying better corpora sources.
