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Abstrat
Inspired by the work of Paterson on C
∗
-algebras of direted graphs,
we show how to assoiate a groupoid GG to an ultragraph G in suh a
way that the C
∗
-algebra of GG is anonially isomorphi to Tomforde's
C
∗
-algebra C
∗(G). The groupoid GG is built from an inverse semigroup
SG naturally assoiated to G.
1 INTRODUCTION
Cuntz and Krieger desribed a way to assoiate a C∗-algebra OA to a nite
square matrix A with entries in {0, 1} in [1℄. Subsequently, their work was set
in the ontext of graphs by a number of authors (see, e.g. [12℄). It was soon
reognized that innite graphs led to problems that were not overed in [1℄ and
numerous attempts over the years have been advaned for dealing with them.
One very interesting attempt was introdued by Mark Tomforde in [10℄, where
he dened the notion of an ultragraph. Roughly speaking, an ultragraph is a
∗
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generalization of direted graph in whih the range of an edge is allowed to be
a set of verties rather than just a single vertex. In [10℄ and [11℄, Tomforde
showed that the lass of ultragraph C∗-algebras inludes all graph C∗-algebras
and all so-alled Exel-Laa algebras, as well as C∗-algebras that are in neither
of these lasses. Our goal in this note is to determine a groupoid model GG
for an ultragraph G in suh a way that C∗ (G) ⋍ C∗ (GG), revealing salient
features of C∗(G). The groupoid onnetion enables one to interpret properties
of C∗ (G) in dynamial terms. In the direted graph setting, this has been done
with onsiderable onsequene in [5℄ and [7℄.
Our approah is inspired by Paterson's paper [7℄. We rst build an inverse
semigroup SG that is designed to reet the representation theory of G. A rep-
resentation of G is determined by ertain partial isometries on a Hilbert spae
indexed by verties and edges from G. The C∗-algebra C∗ (G) of G is the uni-
versal C∗-algebra for suh representations [10, Theorem 2.11℄. A representation
of G may be viewed diretly as a representation of SG by partial isometries.
The groupoid model GG we onstrut is built from SG based on the approah
developed by Paterson and exposed in his book [6℄. We rst build the universal
groupoid anonially assoiated to SG and then take a ertain redution for GG .
We will all GG the ultrapath groupoid of G.
For a bit more detail to help with the motivation, reall that if E is an
ordinary direted graph (but not neessarily row nite or without sinks), Pa-
terson's inverse semigroup SE , is the set of all pairs (α, β), where α, β are
nite paths in the graph E and r (α) = r (β), together with a zero element z
[7℄. The multipliation in SE is dened as follows: (α, α
′µ)(α′, β) := (α, βµ),
(α, α′)(α′µ, β′) := (αµ, β′) and all other produts are the zero z. The involution
on SE is transposition: (α, β)
∗ := (β, α). In an ordinary graph the paths of
length zero are just the verties. However in the ultragraph ase, the paths of
length zero are the sets in a spae that we denote by G0, whih is dened to be
the smallest subolletion of subsets of G0, that ontains {v}, for all v ∈ G0,
ontains r (e) for all e ∈ G1, and is losed under nite union and intersetions.
That is, G0 is the lattie generated by {{v} | v ∈ G0} and the sets r(e),
e ∈ G1. We plae lattie in double quotes beause G0 may fail to be a lattie
in the usual sense in that it may fail to ontain all of G0. Roughly speaking,
we think of enlarging G0 by adding in additional verties, one for eah set r(e),
e ∈ G1, so that the elements of {v : v ∈ G0} ∪ {r (e) : e ∈ G1} play the role
of generalized verties. Then the lattie G0 plays the role of subsets of
generalized verties. Thus, sine C∗ (G) involves partial isometries indexed by
those speial sets, we introdue the set p onsisting of G0 together with the set
of all pairs (α,A), where α is a nite path in G with positive length, and A ∈ G0,
with A ⊆ r (α). That is, α = α1α2 · · ·αl with s(αi+1) ∈ r(αi). We will all p
the ultrapath spae of the ultragraph G . The range map r and the soure map
s extend to p in a natural way. Our inverse semigroup SG is the set of pairs
(x, y) ∈ p× p suh that r(x) = r(y). The operations on SG are dened similarly
to those on SE . However, the struture of SG is rather more ompliated and
muh of our analysis is devoted to keeping trak of the ompliations.
The next setion is devoted to the onstrutions of SG and GG and to showing
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that C∗(G) ≃ C∗(GG). In the subsequent setion we address the amenability of
C∗ (G). We use a groupoid rossed produt argument to show that C∗(GG) is
nulear and hene that C∗(GG) and C
∗ (G) are amenable. The last setion deals
with the simpliity of C∗ (G). We dene an analogue of the so-alled ondition
(K) that appears in the analysis of ordinary graph C∗-algebras. We show
that GG is essentially prinipal if and only if G satises ondition (K). When G
satises ondition (K), then thanks to the amenability of GG , the (norm losed,
two sided) ideals in C∗(G) and C∗(GG) are parameterized by the open invariant
subsets of the unit spae of GG . In partiular, C
∗(G) and C∗(GG) are simple if
and only if GG is minimal.
1.1 Notation and Conventions
We set up here the basi notation we shall use for graphs, ultragraphs and
inverse semigroups. Additional notation will be developed as needed, below.
A direted graph E =
(
E0, E1, r, s
)
onsists of a ountable set of verties E0,
a ountable set of edges E1, and maps r, s : E1 → E0 identifying the range and
soure of eah edge. The graph E is alled row nite if for eah v ∈ E0, the set
of edges starting at v is nite. The graph is alled loally nite if for eah vertex
v ∈ E0, the set of edges starting at v is nite and the set of edges terminating at
v is also nite. A vertex v is alled a sink, if there no edges starting at v. A nite
path is a sequene α of edges e1 . . . ek where s (ei+1) = r (ei) for 1 ≤ i ≤ k − 1.
We write α = e1 . . . ek. The length l (α) of α is just k. Eah vertex v is regarded
as a nite path of length zero. The soure and range maps extend to the set of
nite paths in the natural way. The set of innite paths, is the set of innite
sequenes of edges γ = e1e2 . . ., suh that s (ei+1) = r (ei) for all i. The soure
map extends to that set in the natural way as well.
Following [10℄, an ultragraph is a system G=
(
G0,G1, r, s
)
, where G0 and G1
are ountable sets, alled, respetively, the verties and edges of G; where s is
a funtion from G1 to G0, alled the soure funtion; and where r is a funtion
from G1 to the power set of G0, P
(
G0
)
, suh that r(e) is non-empty for eah
e ∈ G1. We write G0 for the smallest subolletion of P
(
G0
)
that ontains
{v}, for eah v ∈ G0 and ontains r (e) for all e ∈ G1, and is losed under
nite union and intersetions. A nite path in G is either an element of G0 or
a sequene of edges e1 . . . ek in G1 where s (ei+1) ∈ r (ei) for 1 ≤ i ≤ k. If
we write α = e1 . . . ek, the length |α| of α is just k. The length |A| of a path
A ∈ G0 is zero. We dene r (α) = r (ek) and s (α) = s (e1). For A ∈ G0, we set
r (A) = A = s (A). The set of nite paths in G is denoted by G∗. The set of
innite paths γ = e1e2 . . . in G is denoted by p∞. The length |γ| of γ ∈ p∞ is
dened to be∞. A vertex v in G is alled a sink if
∣∣s−1 (v)∣∣ = 0 and is alled an
innite emitter if
∣∣s−1 (v)∣∣ =∞. We say that a vertex v is a singular vertex if it
is either a sink or an innite emitter. Finally given verties v, w ∈ G0, we write
w ≥ v to mean that there exists a path α ∈ G∗ with s (α) = w and v ∈ r (α).
Also we write G0 ≥ {v} to mean that w ≥ v, for all w ∈ G0. See [11, p.8℄.
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Blanket Assumption 1 Throughout the paper we will assume that there are
no sinks in G, unless otherwise speied.
The reason for this is that we want to investigate C∗ (G) using an ultragraph
groupoid GG , whose unit spae G
(0)
G onsists of paths that annot end at a sink.
So if we want to examine C∗ (G) from a groupoid perspetive, then sinks must
be exluded.
A semigroup S is alled an inverse semigroup if for eah s ∈ S, there exists
a unique element t ∈ S suh that sts = s and tst = t. We write the element
t as s∗. Note that s∗∗ = s. Every element ss∗ belongs to the set E (S) of
idempotents of S. The set E (S) is a ommutative subsemigroup of S and so is
a semilattie. There is a natural order on E (S) given by delaring e ≤ f if and
only if ef = e, e and f ∈ E (S), see [6, Proposition 2.1.1, p.22℄.
2 THE INVERSE SEMIGROUP SG OF AN ULTRAGRAPH G AND
THE UNIVERSAL GROUPOID FOR SG
In this setion we have two main objetives. The rst is to obtain an inverse
semigroup model SG for an ultragraph G. The seond is to identify the universal
groupoid HG for SG . The denition of SG stems from the representation theory
of G. Reall the following denition due to Tomforde [10℄.
Denition 2 A representation of G on a Hilbert spae H is given by a family{
pA : A ∈ G0
}
of projetions, and a family
{
se : e ∈ G1
}
of partial isometries
with mutually orthogonal ranges suh that:
(i) p∅ = 0, pApB = pA∩B, and pA∪B = pA + pB − pA∩B, for all A, B ∈ G
0
;
(ii) s∗ese = pr(e), for all e ∈ G
1
;
(iii) ses
∗
e ≤ ps(e), for all e ∈ G
1
;
(iv) pv =
∑
s(e)=v ses
∗
e, whenever 0 <
∣∣s−1 (v)∣∣ <∞.
The family
{
se, pA : e ∈ G1, A ∈ G0
}
is also alled a Cuntz-Krieger G-family.
For a path α := e1 . . . en ∈ G
∗
we dene sα to be se1 · · · sen if |α| ≥ 1 and pA if
α = A ∈ G0.
Every inverse semigroup an be realized as
∗
-semigroup of partial isometries
on a Hilbert spae. See [6, Proposition 2.1.4℄. If G=
(
G0,G1, r, s
)
is an ultra-
graph, and if
{
se, pA : e ∈ G1, A ∈ G0
}
is a universal Cuntz-Krieger G-family
realized on a Hilbert spae H, we know that the C∗-algebra C∗ (G) may be
identied with the losed span, span{sαpAs∗β : α, β ∈ G
∗, A ∈ G0}, see [10,
p.7℄. Note that for eah α, β ∈ G∗, and A ∈ G0 with A ⊆ r (α) ∩ r (β),
the operator on H, T((α,A),(β,A)) := sαpAs
∗
β is a partial isometry, suh that
T ∗((α,A),(β,A)) = T((β,A),(α,A)). So we obtain a
∗
-semigroup of partial isometries
on H, and therefore an inverse semigroup, whih we shall denote by SG . Using
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properties of the generators for C∗ (G), sαpAs∗β , α, β ∈ G
∗
, and A ∈ G0 (see [10,
Lemma 2.8 and Lemma 2.9℄), we will desribe the inverse semigroup SG for G
in a fashion that is independent of any Hilbert spae representation. It turns
out that our inverse semigroup is analogous to the inverse semigroup model for
an ordinary graph that Paterson obtains in [7℄.
Remark 3 While it is lear in a broad sense what one must do to follow the path
laid out by Paterson, there is an important diulty that must be surmounted. It
may be helpful, therefore, to all attention to it here for the purpose of motivating
later detail. Condition (i) in Denition 2 is the soure of the diulty. Notie
that it says that the family
{
pA : A ∈ G0
}
is a proto-spetral measure dened
on the lattie G0. As we build our inverse semigroup and groupoid models, we
will have to keep trak of how to guarantee ondition (i) in what we are doing.
For this purpose, we nd it helpful to enrih the path notation disussed in
subsetion 1.1 and introdue the notion of what we like to all ultrapaths. For
n ≥ 1, we dene pn := {(α,A) : α ∈ G∗, |α| = n, A ∈ G0, A ⊆ r (α)}. We speify
that (α,A) = (β,B) if and only if α = β and A = B. We set p0 := G0 and we
let p :=
∐
n≥0
pn. We dene the length of a pair (α,A), |(α,A)| to be the length
of α, |α|. We all p the ultrapath spae assoiated with G and the elements of
p are alled ultrapaths. We may extend the range map r and the soure map
s to p by the formulas, r ((α,A)) = A and s ((α,A)) = s (α). Eah A ∈ G0 is
regarded as an ultrapath of length zero and we dene r (A) = s (A) = A. It
will be onvenient to embed G∗ in p by sending α to (α, r(α)), if |α| ≥ 1, and
by sending A to A for all A ∈ G0 (See [10℄.) In a sense, our formation of the
ultrapath spae p is analogous to the proess of forming the disjoint union of a
family of not-neessarily-disjoint sets, i.e., their o-produt.
Notation 4 Generi elements of p will be denoted by lower ase letters at the
end of the alphabet: x, y, z and w. However if x ∈ p, and if x ∈ p0 := G0, we
think of x as a set A in G0. Otherwise we think of x as a pair, say (α,A), with
|α| ≥ 1. Algebraially, we treat p like a small ategory and say that a produt
x · y is dened only when r (x) ∩ s (y) 6= ∅1. When x · y is dened, the produt
is eetively onatenation of x and y. That is, if x = (α,A) and y = (β,B),
then x · y is dened if and only if s(β) ∈ A, and in this ase, x · y := (αβ,B).
Also we speify that:
x · y =


x ∩ y if x, y ∈ G0 and if x ∩ y 6= ∅
y if x ∈ G0, |y| ≥ 1, and if x ∩ s (y) 6= ∅
xy if y ∈ G0, |x| ≥ 1, and if r (x) ∩ y 6= ∅
(1)
where, if x = (α,A), |α| ≥ 1 and if y ∈ G0, the expression xy is dened to be
(α,A ∩ y). Observe also that the range of xy, r (xy), beomes r (xy) = r (x)∩ y.
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The notation is a little inonsistant. By denition, s(y) is a set only when y ∈ p0;
otherwise, s(y) is a point in G0. In the latter ase, we really want to identify s(y) with {s(y)}.
We shall do this whenever it is onvenient and not add extra notation to distinguish between
s(y) and {s(y)}.
5
Given x, y ∈ p, we say that x has y as an initial segment if x = y · x′, for some
x′ ∈ p, with s (x′)∩r (y) 6= ∅. We shall say that x and y in p are omparable if x
has y as an initial segment or vie versa. Furthermore, the equation, x = x · y,
holds if and only if y ∈ G0 and r (x) ⊆ y.
Reall from subsetion 1.1 that p∞ denotes the set of all innite paths. We
extend the soure map s to p∞, by dening s(γ) = s (e1), where γ = e1e2 . . ..
We may onatenate pairs in p, with innite paths in p∞ as follows. If y =
(α,A) ∈ p, and if γ = e1e2 . . . ∈ p∞ are suh that s (γ) ∈ r (y) = A, then
the expression y · γ is dened to be αγ = αe1e2... ∈ p∞. If y = A ∈ G0, we
dene y · γ = A · γ = γ whenever s (γ) ∈ A. Of ourse y · γ is not dened if
s (γ) /∈ r (y) = A. In this way, we get an ation of p on p∞.
Denition 5 Let SG := {(x, y) : x, y ∈ p, r (x) = r (y)} ∪ {ω}. We dene an
involution on SG by ω
∗ = ω and (x, y)
∗
= (y, x), and we dene a produt on SG
by the following requirements:
1. (x, r (x)) (r (y) , y) := (x · r (y) , y · r (x)), for all x and y ∈ p with r (x) ∩
r (y) 6= ∅.
2. If x has z as an initial segment, so x = z · x′ for some x′ ∈ p, then
(w, z) (x, y) = (w, z) (z · x′, y) := (w · x′, y).
3. If z has x as an initial segment, so z = x · z′ for some z′ ∈ p, then
(w, z) (x, y) = (w, x · z′) (x, y) := (w, y · z′).
4. All other produts are dened to be ω.
Proposition 6 The set SG with this involution and produt is an inverse semi-
group.
Proof. We rst have to show that the produt in SG is assoiative. If one of
the terms is ω, then this is obvious. So let (xi, yi) ∈ SG (1 ≤ i ≤ 3), and set
s1 = (x1, y1) ((x2, y2) (x3, y3)) and s2 = ((x1, y1) (x2, y2)) (x3, y3). We have to
show that s1 = s2.
The ases that give s1 6= ω are the following (for appropriate ultrapaths
z, w):
1. y2 = x3 · z, for some z ∈ p and y1 = x2 · w for some w ∈ p;
2. y2 = x3, and y1 = x2 · w for some w ∈ p;
3. y2 = x3 · z, for some z ∈ p and y1 = x2;
4. y2 = x3 · z, for some z ∈ p and x2 = y1 · w for some w ∈ p;
5. xi ∈ G0, for some i, with s (xi) ∩ r (yi−1) 6= ∅, together with the ases
above;
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6. yi ∈ G0, for some i, with r (xi+1) ∩ s (yi) 6= ∅, together with the ases
above.
One heks diretly that in eah ase, s2 = s1. ( In ase 4, one needs to
onsider separately the ases x2 = y1 · z′ and y1 = x2 · z′ ). So if s1 6= ω, then
s1 = s2. Similarly, one shows that if s2 6= ω, then s2 = s1. The assoiative law
then follows.
Next we have to show that for eah s ∈ SG , s∗ is the only s′ for whih
ss′s = s and s′ss′ = s′. If s = ω, then this is trivial. So let s = (x, y) 6= ω.
If s′ is suh that ss′s = s, then s′ = (w, z) for some ultrapaths w, z, with z,
x and y, w omparable. (See Notation 1.1) Suppose rst z has x as an initial
segment. We shall show that z = x. A similar argument will show that x = z if
x has z as an initial segment. So if z has x as an initial segment then z = x · z′
for some z′ ∈ p with s (z′) ∩ r (x) 6= ∅. Then from the equation ss′s = s and
from the denition of the produt on SG , the equality, (x, y) = (x, y) (w, y · z′),
holds. We see then that the produt, (x, y) (w, y · z′), is not ω. So we have to
onsider two ases.
Case I w has y as an initial segment. So w = y ·w′ for some w′ ∈ p with s (w′) ∩
r (y) 6= ∅. Then we have (x, y) = (x, y) (y · w′, y · z′) = (x · w′, y · z′), by
denition. (See 2 Denition 5) Thus the equation, (x · w′, y · z′) = (x, y),
holds, whih implies that the equation, y · z′ = y, holds as well. Therefore
z′ belongs to G0, and r (x) = r (y) ⊆ z′. Then x = x · z′ = z.
Case II y has w as an initial segment. In this ase a similar proof gives us that
x = z as well.
Similarly, by onsidering the equation s′ss′ = s′, one an show that w = y,
in the situation when y and w are omparable. Then s′ = s∗. Clearly ss∗s = s
and s∗ss∗ = s∗.
The next theorem shows that there is a bijetion between the lass of repre-
sentations of the ultragraph G, and ertain lass of representations of the inverse
semigroup SG . Compare with [7, Theorem 2, (a), (b)℄, and of ourse please keep
in mind Remark 3.
Theorem 7 There is a natural one-to-one orrespondene between :
(a) the lass RG of representations of G; and
(b) the lass RSG of representations pi of SG suh that:
(i) pi(ω) = 0,
(ii) pi (v, v)−
∑
s(e)=v pi (e, e) = 0, for every v ∈ G
0
, with 0 <
∣∣s−1 (v)∣∣ <
∞, and
(iii) pi (A ∪B,A ∪B) − pi (A,A) − pi (B,B) + pi (A ∩B,A ∩B) = 0, for
every A, B ∈ G0.
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Proof. Let
{
pA, se : A ∈ G0, e ∈ G1
}
be a representation of G, realized on a
Hilbert Spae H. Dene a ∗-map pi : SG → B (H) by pi (x, y) = SxS∗y ,
and pi (ω) = 0, where Sx is dened to be sαpA if x = (α,A), and pA if
x = A ∈ G0. Then pi is a ∗-homomorphism. The proof is simple. One
heks that pi (st) = pi (s)pi (t) for the dierent kinds of produt using prop-
erties of the generator sαpAs
∗
β for C
∗ (G). See [10, Lemma 2.8 and Lemma 2.9℄.
For example heking arefully all the ases, we have pi [(w, z)]pi [(z · x′, y)] =
(SwS
∗
z )(Sz·x′S
∗
y) = Sw·x′S
∗
y=pi [(w · x
′, y)] = pi [(w, z) (z · x′, y)]. Sine pi (ω) = 0
and ses
∗
e = pi (e, e), it follows from (i) and (iv) of Denition 2 that pi ∈ RSG .
Conversely, any pi ∈ RSG determines an element of RG by taking pA =:
pi (A,A), if A 6= ∅ and 0 otherwise. For e ∈ G1 take se := pi (e, r (e)). Sine p∅ =
0 and pApB = pi (A,A) pi (B,B) = pi (A ∩B,A ∩B) = pA∩B, (i) of Denition 2
follows. Also sine ses
∗
e = pi (e, r (e)) pi (r (e) , e) = pi (e, e), (iv) of Denition 2
follows as well. (i) and (iii) follow sine pi is a ∗-homomorphism on SG . This
establishes the orrespondene between the lasses of representations of (a) and
(b).
Every representation pi of SG by partial isometries on Hilbert spae gives a
bounded representation pi of l1 (SG) in a natural way, and C
∗ (SG) is just the
enveloping C∗-algebra of l1 (SG) obtained by taking the biggest norm oming
from all suh pi's. The C∗-algebra that we want here, whih we will denote by
C∗0 (SG), is obtained in the same way but using only pi's for whih pi (ω) = 0 =
pi((v, v)−
∑
s(e)=v (e, e)), for every v ∈ G
0
, with 0 <
∣∣s−1 (v)∣∣ <∞ and for whih
pi((A ∪B,A ∪B)− (A,A)− (B,B)+ (A ∩B,A ∩B)) = 0, for every A and B ∈
G0. In fat C∗0 (SG) is the quotient C
∗
-algebra C∗(SG)/I, where I is the losed
ideal of C∗(l1 (SG)) generated by elements of the form: ω, (v, v)−
∑
s(e)=v (e, e),
for every v ∈ G0, with 0 <
∣∣s−1 (v)∣∣ <∞ and (A ∪B,A ∪B)−(A,A)−(B,B)+
(A ∩B,A ∩B), for every A and B ∈ G0. A priori the quotient C∗0 (SG) ould
be zero, but Tomforde shows that it isn't, in [10℄, and, of ourse, our analysis
will show this, too.
The next objetive is to identify the universal groupoid of SG for a general
ultragraph G. The universal groupoid ([6, Ch. 4℄) H of a ountable inverse
semigroup S is onstruted as follows. The unit spae H(0) of H is the set of
non-zero semiharaters, i.e., homomorphisms, χ, from the ommutative inverse
subsemigroup of idempotents E (S) in S to the semigroup {0, 1} (under multi-
pliation). The topology on H(0) is the topology of pointwise onvergene on
E (S). This implies that the family of sets De,e1,...,en = De ∩ D
c
e1
∩ ... ∩ Dcen ,
(with c standing for omplement and e, ei ∈ E (S), e ≥ ei, 1 ≤ i ≤ n) is a basis
for the topology of H(0), [6, Chap.4, p.174℄. With respet to this topology, the
spae H(0) is loally ompat, totally disonneted and Hausdor, [6, p.173℄.
There is a natural right ation of S on H(0) given as follows. First, an element
χ ∈ H(0) is in the domain Ds of s ∈ S if χ (ss∗) = 1. The element χ · s ∈ H(0)
is then dened by the equation (χ · s) (e) = χ (ses∗), for e ∈ E (S). The map
χ → χ · s is a homeomorphism from Ds onto Ds∗ . Theorem 4.3.1 of [6℄ shows
that the universal groupoid H for S is the quotient
{(χ, s) : χ ∈ Ds, s ∈ S}/ ∽
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where, by denition, (χ, s) ∽ (χ′, t) whenever χ = χ′ and there exists e ∈ E (S)
suh that χ (ss∗) = χ (tt∗) and es = et. That is, two pairs (χ, s) and (χ′, t)
are equivalent if and only if χ = χ′ and s and t have the same germ at χ.
The omposable pairs are pairs of the form
(
(χ, s), (χ · s, t)
)
, where χ ∈ Ds,
χ · s ∈ Dt, and s, t ∈ S; and the produt and inversion on H are given by the
maps
(
(χ, s), (χ · s, t)
)
→ (χ, st) and (χ, s) → (χ · s, s∗), respetively. Also H
is an r-disrete groupoid, where the topology on H is the germ topology. It
has a basis onsisting of sets of the form D(U, s), where s ∈ S, U is an open
subset of Ds, and D(U, s) := {(χ, s) : χ ∈ U}. Further, the map Ψ, where
Ψ(s) = {(χ, s) : χ ∈ Ds} is an inverse semigroup isomorphism from S into the
ample semigroup Ha. (For any r-disrete groupoid G, the ample semigroup Ga
is the inverse semigroup of ompat open, Hausdor G-sets in G, see [6, Chap.2,
Denition 2.2.4, Proposition 2.2.6℄).
The desription of the universal groupoid H = HG of S = SG is in many
respets similar to the desription of the universal groupoid of the graph inverse
semigroup assoiated to a graph. However, there are some important dierenes.
To highlight them, we follow as losely as possible the disussion for the direted
graph inverse semigroup obtained by Paterson in [7℄. The key is to identify the
unit spae H(0) of H . The semigroup of idempotents of SG , whih we denote by
E (SG), is the set {(x, x) : x ∈ p} ∪ {ω}. Reall that for any inverse semigroup
S, there is a natural order on the idempotent subsemigroup E(S) dened by
the presription e ≤ f if and only if ef = e, (e, f ∈ E (S)). In our setting, the
order on E (SG) may be desribed in terms of path length and set inlusion, as
the following remark indiates. We leave the proof to the reader.
Remark 8 If the produt in E (SG), (x, x) (z, z), is not ω then the inequality,
(z, z) ≤ (x, x), holds if and only if either |z| > |x| or, if |z| = |x|, then r (z) ⊆
r (x).
As is the ase with any idempotent semigroup, the elements in E (SG) an
themselves be regarded as semiharaters on E(SG), and for eah element, there
is a lter assoiated with it. That is, given e ∈ E(SG), then χe is the semihara-
ter of E (SG) dened by: χe(f) = 1 if f ≥ e and is 0 otherwise. Its lter e˜, is the
set of idempotents e˜ := {f ∈ E(SG) : f ≥ e}, see [6, p.173-174℄. That is, e˜ is the
prinipal lter determined by e. Furthermore, the set E˜ (SG) := {e˜ : e ∈ E (SG)}
is dense in the set of all nonzero semiharaters of E (SG), whih we shall denote
by Ê (SG). (See [6, Proposition 4.3.1 p.174℄
2
.) The olletion of subsets of
generalized verties in the ultragraph G, whih, reall, is denoted G0 and is
an idempotent inverse semigroup in its own right under intersetion, may be
viewed as an sub-inverse-semigroup of E (SG) via the map A → (A,A). Then
every semiharater on E(SG) restrits to one on G0. This leads to the inlusion,
2
It is ustomary to denote the prinipal lter determined by idempotent e by e, and then
we might write E (S) for the olletion of all suh lters. However, in our setting, this leads
to awkward statements like E (S) is dense in X, whih in turn would lead one to believe
E (S) = X.
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H
(0)
G = Ê (SG) ⊆ Ĝ
0
, where Ĝ0 denotes the set of all non-zero semiharaters of
G0. The topology on Ĝ0 is the topology of pointwise onvergene on G0. Con-
sequently, the family of ompat open sets, D (A,A) := {χ ∈ Ĝ0 : χ (A) = 1},
A ∈ G0, is a subbasis. It follows that the spae, Ĝ0, is loally ompat and
Hausdor as well. (See [6, Chapter 4, p.174℄.) We want to emphasize here that
the spae Ĝ0 is huge. Sine it ontains the disrete spae G0, Ĝ0 ontains the
Stone-eh ompatiation βG0 of G0. Sine G0 is an idempotent inverse semi-
group, the elements in G0 an themselves be regarded as semiharaters of G0,
and eah element determines a prinipal lter. That is, given A ∈ G0, then χA
is the semiharater of G0 dened by: χA(B) = 1 if A ⊆ B and is 0 otherwise.
Its lter A˜, is the set given then by: A˜ = {B ∈ G0 : A ⊆ B}. Consequently, the
set of all semiharaters of the form, χA, A ∈ G0, whih we shall denote by, G˜0,
is dense in Ĝ0 [6, Proposition 4.3.1 p.174℄. This fat plays an important role in
our eorts to overome the diulties alluded to in Remark 3.
Now we proeed to identify the unit spae H
(0)
G = Ê (SG), of the universal
groupoid H = HG of S = SG and its topology in more onrete terms. It is more
onvenient to disuss the spae Ê (SG) in terms of lters rather than in terms of
semiharaters. Reall that given a nonzero semiharater χ in Ê (SG) its lter,
Aχ, is the set Aχ := {(x, x) ∈ E (SG) : χ (x, x) = 1}. (See [6, p.173-174℄.) Eah
ultrapath, y ∈ p, denes a semiharater of E (SG) via the equation,
y (x, x) =
{
1 if (x, x) (y, y) 6= ω, |x| < |y| or; if |x| = |y|, then r (x) ⊇ r (y)
0 otherwise.
(2)
Also an innite path γ ∈ p∞ denes a semiharater of E (SG) via the equation:
γ (x, x) =
{
1 if γ = x · γ′, γ′ ∈ p∞, s (γ′) ∈ r (x)
0 otherwise.
(3)
Consequently, the lter in E (SG) determined by the ultrapath y, Ay, is the
set, Ay := {(x, x) ∈ E (SG) : (x, x) (y, y) 6= ω ; |x| < |y| or, if |x| = |y|, then
r (x) ⊇ r (y) }, while the lter in E (SG) determined by an innite path γ, Aγ ,
is the set Aγ := {(x, x) ∈ E (SG) : γ = x · γ′, γ′ ∈ p∞, s (γ′) ∈ r (x)}.
Remark 9 The orrespondene between ultrapaths and lters is one-to-one,
that is for ultrapaths y and z in p, Ay = Az if and only if y = z. Likewise
for innite paths γ and γ′ in p∞, Aγ = Aγ′ if and only if γ = γ′. Furthermore,
if y is an ultrapath and if γ is an innite path, then Ay 6= Aγ .
Proof. Reall that if y is an ultrapath the set Ay is given by Ay = {(x, x) ∈
E (SG) : (x, x) (y, y) 6= ω ; |x| < |y| or, if |x| = |y|, then r (x) ⊇ r (y)}. Ob-
viously, if y = z then Ay = Az . So suppose that the equality, Ay = Az ,
holds. Then (y, y) ∈ Az and (z, z) ∈ Ay . Hene the produt in E (SG),
(y, y) (z, z), is not ω. Furthermore, sine (y, y) ∈ Az , we see that |y| ≤ |z|,
and sine (z, z) ∈ Ay, it follows that |y| ≥ |z|. Hene |z| = |y|. But again, sine
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(y, y) ∈ Az it follows that r (z) ⊆ r (y) and sine (z, z) ∈ Ay it follows that then
r (y) ⊆ r (z). Consequently, the equality, r (y) = r (z), also holds. To see that
y = z, suppose rst that one of the ultrapaths, y or z, is in G0. Then sine
|y| = |z|, it follows that the other is also in G0. But sine r (y) = r (z), it follows
that y = z. Now suppose that y and z have positive length and reall that the
inequality, (y, y) (z, z) 6= ω, means that the paths y and z are omparable. (See
Denition 5 and see the paragraph following equation (1).) Suppose that y has
z as an initial segment. That is, suppose that y = z ·y′ for some y′ ∈ p. (See the
paragraph following equation (1).) Then sine |z| = |y|, it follows that y′ ∈ G0,
whih yields the equality, y = zy′ . (See equation (1).) But sine, r (y) = r (z), it
follows that, r (z) = r (y) = r (zy′) = r (z) ∩ y′. Thus, the inlusion, r (z) ⊆ y′,
holds and hene, y = zy′ = z. (See the paragraph following equation (1).) A
similar argument shows that z = y, in the ase when, z = y · z′ for some z′ ∈ p.
Next reall that if γ is an innite path, then Aγ = {(x, x) ∈ E (SG) :
γ = x · γ′, γ′ ∈ p∞, s (γ′) ∈ r (x)}. So evidently if γ = γ′ then Aγ = Aγ′ .
Suppose, onversely, that Aγ = Aγ′ and write γ = e1e2 . . . and γ′ = e′1e
′
2 . . ..
For i ≥ 1, and write αi := e1 . . . ei and write α′i := e
′
1 . . . e
′
i. Then, of ourse,
|αi| = |α′i| = i. Sine Aγ = Aγ′ , we see that (αi, αi) ∈ Aγ′ and (α
′
i, α
′
i) ∈ Aγ .
Hene the equations, α′ie
′
i+1 . . . = γ
′ = αiη
′
and αiei+1 . . . = γ = α
′
iη, hold
for some innite paths η and η′. But sine |αi| = |α′i| it follows that αi = α
′
i.
Sine i ≥ 1 was xed but arbitrary, it follows that ei = e
′
i for eah i. Hene
γ = γ′. The last assertion is lear, sine if γ is an innite path, then Aγ ontains
elements (x, x) with |x| arbitrarily large.
The unit spae H
(0)
G = Ê (SG), of the universal groupoid H = HG of S = SG
has an expliit parametrization given by the following proposition.
Proposition 10 The set of semiharaters on E (SG), H
(0)
G = Ê (SG), may be
identied with the disjoint union p ∪ p∞ ∪ {ω}.
Proof. Let χ ∈ Ê (SG) and reall that E (SG) = {(x, x) : x ∈ p} ∪ {ω}. If
χ (ω) = 1, then sine (x, x)ω = ω for all (x, x) ∈ E (SG), we see that χ (x, x) = 1
for all (x, x). That is, χ is the onstant non-zero semiharater on E (SG). So
the lter in E (SG) determined by χ, Aχ, is simply ω˜. Thus χ = ω. So we
may suppose that χ 6= ω. Then χ (ω) = 0. Let M := {|x| : (x, x) ∈ Aχ}.
The strategy here is the following. We will parametrize the lter in E (SG),
Aχ = {(x, x) ∈ E (SG) : χ (x, x) = 1}, ([6, p.173-174℄) by showing that Aχ =
Ay, for an ultrapath y ∈ p if M is nite and by showing that Aχ = Aγ for
a suitable γ ∈ p∞ if M is innite. Then we identify χ either with y or γ.
(See Remark 9.) To begin reall that the set, M , is dened by the equation,
M = {|x| : (x, x) ∈ Aχ}.
Case I M is nite. In this ase there an ultrapath y in p so that (y, y) ∈ Aχ and
so that |y| = maxM . We show that Ay = Aχ. For this end, take any
(x, x) ∈ Ay . Then by the denition of Ay, the inequality, (x, x) (y, y) 6= ω,
holds, and either |y| > |x|, or if |y| = |x|, then the inlusion, r (y) ⊆
r (x), holds. (See the paragraph following equations (2) and (3).) Hene
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by Remark 8, the inequality, (x, x) ≥ (y, y), holds. This means that,
(x, x) (y, y) = (y, y), whih implies the equation χ (x, x)χ (y, y) = χ (y, y).
(See previous paragraph to Remark 8) Sine (y, y) belongs to Aχ, we see
that χ (x, x) = 1. Hene, (x, x) ∈ Aχ, and Ay ⊆ Aχ. On the other hand
suppose that (x, x) ∈ Aχ. Sine χ (ω) = 0, it follows that the produt,
in Aχ, (x, x) (y, y), is not ω. (Reall that (y, y) ∈ Aχ) Moreover, the
inequality, |y| ≥ |x|, holds, sine |y| = maxM . This yields the equation,
y = x · y′, for some y′ ∈ p. If |y| = |x|, then y′ ∈ G0 and hene we must
have y = xy′ . But then r (y) = r (xy′) = r (x) ∩ y′ ⊆ r (x). (See equation
(1) in Notation 4.) Thus (x, x) ∈ Ay and hene Aχ ⊆ Ay. Thus Aχ = Ay.
(Note that Remark 9 shows that y is uniquely determined by χ.
Case II M is innite. We'll show that there is a path γ ∈ p∞ suh that Aχ = Aγ .
Indeed, take a pair (x1, x1) ∈ Aχ suh that |x1| > 0. Sine the set M
is ountably innite, we may nd another pair (x2, x2) ∈ Aχ, suh that
|x2| > |x1|. Moreover, sine the produt (x1, x1) (x2, x2) is not ω, we may
write x2 = x1 · y2, for some y2 ∈ p suh that |y2| > 0. Using the same
argument for the pair (x2, x2), we may nd another pair, (x3, x3) ∈ Aχ,
suh that x3 = x2 · y3 for some y3 ∈ p with |y3| > 0. Continuing this
proess indutively, we obtain a sequene of pairs {(xi, xi)}i≥1 in Aχ so
that eah xi has positive length and xi+1 = xi · yi+1, where yi ∈ p with
|yi| > 0, for all i. So, if we set xi = (αi, Ai) and yi = (βi, Bi), we
may use the relation, xi+1 = xi · yi+1, to dene an innite path γ in
p∞ by the equation γ := α1β2β3 . . .. We show that Aχ = Aγ . For this
end, take any (x, x) in Aχ. Then the produt in Aχ, (x, x) (xi, xi), is
not ω for any i. Sine the set, {|xi| : i = 1, . . .} is unbounded above,
there is a positive integer i0, suh that |xi0 | > |x|. Then by denition,
we have xi0 = x · x
′
i0
for some x′i0 ∈ p with positive length. But by
setting x′i0 = (α
′
i0
, A′i0), we have γ = xi0 · βi0+1 . . . = x · α
′
i0
βi0+1 . . ..
(Note that γ = xi · βi+1βi+2 . . ., for eah i ≥ 1 by the paragraph before
Denition 5.) Thus (x, x) ∈ Aγ and hene Aχ ⊆ Aγ . For the reverse
inlusion, let (x, x) ∈ Aγ . Then γ = x · γ′ for some innite path γ′
in p∞. So in this situation we always may hoose a path xi0 from the
sequene {(xi, xi)}i≥1, so that the produt in E (SG), (x, x) (xi0 , xi0), is
not ω and |xi0 | > |x|. Then sine γ := α1β2β3 . . . = xi · βi+1 . . . for
eah i ≥ 1, Remark 8 shows that the inequality, (x, x) > (xi0 , xi0 ). This,
in turn, yields the equation, (x, x) (xi0 , xi0) = (xi0 , xi0). It follows that
χ (x, x)χ (xi0 , xi0) = χ (xi0 , xi0), and sine χ (xi0 , xi0) = 1, it follows that
χ (x, x) = 1. Thus (x, x) ∈ Aχ, showing that Aγ ⊆ Aχ. Hene Aχ = Aγ .
Again, we may appeal to Remark 9 to guarantee that the innite path γ
is uniquely determined by χ.
Reall that the topology on Ê (SG) is the topology of pointwise onvergene
on E (SG), and so the family, {D(x,x) : (x, x) ∈ E (SG)}, of ompat open sets
forms a subbasis for the topology. In this setting, the subbasi set, D(x,x), is
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given by the equation, D(x,x) = {y ∈ p : (x, x) (y, y) 6= ω; |y| > |x| or, if
|y| = |x|, then r (y) ⊆ r (x)}∪{γ ∈ p∞ : γ = x · γ′, γ′ ∈ p∞, s (γ′) ∈ r (x)}. (See
[6, Chap.4, p.174℄ and equations (2) and (3).) We would like a more onrete
desription of the topology on Ê (SG). For this purpose, it is onvenient to
introdue the following notation and denition.
Notation 11 Let F be a nite subset of E (SG). Let D(x,x);F := D(x,x) ∩⋂
(z,z)∈F
Dc(z,z). Sine we are only interested in non-empty basi sets, we may
suppose that (z, z) < (x, x), for all (z, z) ∈ F . See [6, p.174℄.
Denition 12 Let G =
(
G0,G1, r, s
)
be an ultragraph and let A be a subset of
G0. We say that the edge e ∈ G1 is emitted by A whenever s (e) ∈ A.
Lemma 13 Given an ultrapath y ∈ D(x,x),F there is a nite set K of edges
emitted by the range of y, r (y), and a nite subolletion Q of G0, suh that no
set in Q ontains r (y) and suh that y ∈ D(y,y);K,Q ⊂ D(x,x),F where,
D(y,y);K,Q := D(y,y) ∩
⋂
e∈K
Dc(y·e,y·e) ∩
⋂
C∈Q
Dc(yC ,yC).
Proof. Reall that, the open subset of Ê (SG), D(x,x), is given by the equation,
D(x,x) = {y ∈ p : (x, x) (y, y) 6= ω; |y| > |x| or, if |y| = |x|, then r (y) ⊆
r (x)} ∪ {γ ∈ p∞ : γ = x · γ′, γ′ ∈ p∞, s (γ′) ∈ r (x)}. We leave to the reader
to hek that the ultrapath, y, lies in D(y,y);K,Q. Suppose y ∈ D(x,x),F and x
any (z, z) ∈ F , suh that (z, z) < (x, x). Then sine y ∈ D(x,x),F , we have,
(x, x) (y, y) 6= ω, and so either |y| > |x| or, if |y| = |x|, then r (y) ⊆ r (x) and
y /∈ D(z,z). Also sine (z, z) < (x, x), we have |z| > |x| or, if |z| = |x|, then
r (z) ( r (x). (See Remark 8.) We have the following ases:
Case I |z| ≥ 1. Sine y /∈ D(z,z), if the equation, (y, y) (z, z) = ω, holds, we have
D(y,y) ⊆ D(x,x) ∩D
c
(z,z); otherwise, either the inequality, |y| < |z| , holds
or, if |y| = |z|, then the range of z, r (z), does not ontain the range of y,
r (y). In this situation, we have z = y · z′, for some z′ ∈ p. So we have to
onsider two subases in this rst ase.
I(1) |z′| ≥ 1. Let e′ be the initial edge in G1 of z′. So s (e′) ∈ r (y), and we see
that D(y,y) ∩D
c
(y·e′,y·e′) ⊆ D(x,x) ∩D
c
(z,z).
I(2) z′ ∈ G0. In this ase, the equality, |z| = |y|, holds. So sine y /∈ D(z,z),
the set r (z) = r (y) ∩ z′, does not ontain the range of y, r (y). This
implies that z′ an not ontain the range of y, r (y). Then we see that
D(y,y) ∩D
c
(yz′ ,yz′)
⊆ D(x,x) ∩D
c
(z,z).
Case II z ∈ G0. In this ase, x ∈ G0 and z ( x. But sine y /∈ D(z,z), s (y) * z.
Then we have, D(y,y) ⊆ D(x,x) ∩D
c
(z,z).
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In any of the above ases, we may take the set K to be the union when (z, z)
runs over the set F of the sets {e′z ∈ G
1
: e′z is the initial edge of z
′
, z = y · z′};
while for the set Q, we may take the set, {z′ ∈ G0: z = yz′ , (z, z) ∈ F}. Thus
y ∈ D(y,y);K,Q ⊂ D(x,x),F .
The following lemma desribes the topology on the set of innite paths p∞.
Lemma 14 A neighborhood basis for γ ∈ p∞ is given by the sets of the form
D(y,y), where y = (β,B) and β is an initial segment of γ.
Proof. Let γ ∈ p∞ and γ ∈ D(x,x);F := D(x,x)∩
⋂
(z,z)∈F
Dc(z,z). Sine γ ∈ D(x,x),
γ = x · γ′, where γ′ ∈ p∞ and s (γ′) ∈ r (x). Also sine we are interested in
nonempty basis elements, we may assume that the inequality, (x, x) > (z, z),
holds. So we have z = x·z′, z′ ∈ p. Sine γ′ is an innite path and γ /∈ D(z,z), we
may hoose an initial segment with positive length, y′, of γ′ so that |y′| > |z′|.
Set y := x · y′ and notie then γ ∈ D(y,y) ⊂ D(x,x) ∩D
c
(z,z).
The universal groupoid HG for SG has an expliit parametrization given by
the following theorem.
Theorem 15 The universal groupoid HG for SG an be identied with the union
of {ω} and the set of all triples of the form (x · µ, |x| − |y| , y · µ) where x, y ∈ p,
r (x) = r (y), µ ∈ p ∪ p∞, and x · µ, y · µ ∈ p ∪ p∞. Multipliation on HG is
given by the formula:
(x · µ, |x| − |y| , y · µ) (y · µ, |y| − |y′| , y′ · µ′) := (x · µ, |x| − |y′| , y′ · µ′) ,
and inversion is given by the formula,
(x · µ, |x| − |y| , y · µ)−1 := (y · µ, |y| − |x| , x · µ) .
The anonial map Λ : SG −→ Ha, sends ω to {ω} and any element (x, y) ∈ SG
to the (ompat open) set A (x, y), where
A (x, y) := {(x · µ, |x| − |y|, y · µ) : µ ∈ p ∪ p∞} .
Further A (x, x) = D(x,x), for eah x ∈ p. The loally ompat groupoid HG is
Hausdor.
Proof. The proof is lose to that for the Cuntz semigroup Sn in [6, p.182-
186℄. Also see [7, p.9-10℄. We have to ompute the equivalene lasses (χ, s),
χ ∈ Ds. We suppose rst χ = u, is an ultrapath and then the omputation of
the equivalene lass (χ, s), when χ is an innite path is similar. So let χ = u,
and let s = (x, y) and t = (z, w) be elements in SG suh that χ ∈ D(x,x)(z,z).
Then u = x · u′ and u = z · u′′. If we let u = (u1 · · ·u|u|, U|u|), then without
lost of generality, we may assume that x = u1 · · ·um, and z = u1 · · ·ur, where
m ≤ r ≤ |u|. Thus s = (u1 · · ·um, y) and t = (u1 · · ·ur, w). Let e ∈ E (SG) be
suh that χ = u ∈ De, e ≤ (ss
∗) (tt∗) = (x, x) (z, z) = (z, z) and es = et. Then
e = (f, f), where f is suh that u = f · u′′′, u′′′ ∈ p and f = z · f ′′, f ′′ ∈ p. So
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we an write e = (f, f) = (u1 · · ·ur′ , u1 · · ·ur′), where m ≤ r ≤ r′ ≤ |u|. Then
we have
((u1 · · ·ur′ , y · um+1 · · ·ur′)
= (f, y · f ′) = es = et
= (f, w · f ′′) = ((u1 · · ·ur′, w · ur+1 · · ·ur′) .
This means that w = y ·u1 · · ·ur′ . To link our groupoid with Renault's model for
the Cuntz groupoid Gn, desribed in [6, Setion 4.2, Example 3℄, we assoiate
the pair
(χ, s) = ((u1 · · ·umum+1 · · ·u|u|, U|u|), (u1 · · ·um, y)),
with the triple
((u1 · · ·umum+1 · · ·u|u|, U|u|),m− |y|, y · (um+1 · · ·u|u|, U|u|)).
The argument is reversible and shows that this map is a bijetion.
We now prove that HG is Hausdor, leaving the remaining veriations of
the theorem to the reader. Let a = (x, |x| − |y|, y), b = (x′, |x′| − |y′|, y′) belong
to HG with a 6= b. If A (x, y)∩A (x
′, y′) = ∅, then we an separate a and b using
A (x, y) and A (x′, y′). Suppose that A (x, y) ∩ A (x′, y′) 6= ∅. Then there exist
χ, χ′ suh that
(x · χ, |x| − |y|, y · χ) = (x′ · χ′, |x′| − |y′|, y′ · χ′) .
Then the equation, |x| − |y| = |x′| − |y′|, holds. Furthermore the ultrapaths x,
x′ and y, y′ are omparable. We an suppose that for some u ∈ p, x′ = x · u.
Then y′ = y · w, w ∈ p, where |u| = |w|, and sine u and w are initial segments
of χ, u = w. Then x′ = x · u and y′ = y · u. If |u| > 0 then A (x, y) ∩Ac (x′, y′)
and A (x′, y′) separate a and b. If |u| = 0 then, |x′| = |x| and |y′| = |y|.
But sine a 6= b, we have r (x′) ( r (x) and r (y′) ( r (y). So we see that
A (x, y)∩Ac (x′, y′) and A (x′, y′) separate a and b as well. So HG is Hausdor.
Remark 16 The singleton {ω} is a lopen invariant subset of H
(0)
G . The re-
dution H
(0)
G |{ω} is simply {ω}. Consequently, the interesting part of HG is
HG |p∪p∞ .
At this point, we have just identied the universal groupoid HG for SG .
However, we still need to nd the orret groupoid for G. That is, we want to
nd a groupoid GG suh that C
∗ (G) ⋍ C∗ (GG). (See Denition 2 and Remark
3.) To do this we shall take a loser look at the unit spae of HG , whih is the
disjoint union p ∪ p∞ ∪ {ω}, and use the onept of ultralters to investigate
it. (See [9℄.) Indeed, we give G0 the disrete topology. Then the points of
the Stone-eh ompatiation βG0 of G0 an be regarded as ultralters on
G0. (See the introdution in [3℄.) So, onsider the subolletion of G0, U
(
G0
)
,
dened to be the olletion of all sets in G0 whose prinipal lter in G0 is also
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an ultralter over G0. That is, U
(
G0
)
= {A ∈ G0 : A˜ ∈ βG0}, where A˜ is
the prinipal lter in G0 determined by A ∈ G0, i.e., A˜ = {B ∈ G0 | A ⊆ B}.
(See the paragraph following Remark 8.) Observe that U
(
G0
)
ontains every
singleton set determined by the verties in G0. Furthermore, one an hek that
a topology for U
(
G0
)
may dened by taking the family of subsets of U
(
G0
)
,
{Â : A ∈ G0}, where Â := {B ∈ U
(
G0
)
: A ∈ B˜}, as a subbasis of losed
subsets. (See [9, rst paragraph on page 117 ℄.) An important property of the
olletion, U
(
G0
)
, however, is that, for eah member C in U
(
G0
)
, its assoiated
semiharater, χC , satises the equations:
χC (A ∪B) = χC (A) + χC (B)− χC (A ∩B) and χC (∅) = 0, (4)
for all A,B ∈ G0. (See the paragraph following Remark 8 and see [9, p.104℄.)
Thus, U
(
G0
)
, may be viewed as a losed subset of G˜0 via the map A −→ χA. As
we shall see, this observation is ritial for building the groupoid model for G.
(See seond part of (i) in Denition 2 and Remark 3). We shall all the elements
in U
(
G0
)
ultrasets. Another ruial tool is the next proposition, whih identies
the losure of the set of all innite paths p∞, p∞. This is the key to obtaining
the unit spae of our groupoid for G. (Compare with the rst statement of
Proposition 4 in [7℄.) For this purpose, we need the following generalization of
the notion of innite emitter from the setting of ordinary graphs.
Denition 17 Let G =
(
G0,G1, r, s
)
be an ultragraph and for eah subset A of
G0, let ε (A) be the set {e ∈ G1 : s (e) ∈ A}. We shall say that a set A in G0 is
an innite emitter whenever ε (A) is innite.
Proposition 18 The set of innite paths, p∞, is dense in Y∞ ∪ p∞, where Y∞
is dened to be the set of all ultrapaths y in p whose range r (y) is an ultraset
emitting innitely many edges.
Proof. Take any χ in the losure p∞ in Ê (SG) = p ∪ p∞ ∪ {ω}. Then there
is an innite sequene {γi}i≥1 in p
∞
suh that γi −→ χ. If χ is not an innite
path, then by Remark 16 it must be an ultrapath, say χ = y. So for large i, eah
γi = y · γ′i where, {s(γ
′
i)} −→ r (y) eventually. (See Lemma 14.) Sine U
(
G0
)
is losed and sine eah {s(γ′i)} lies in U
(
G0
)
, it follows that r (y) belongs to
U
(
G0
)
. Therefore r (y) ∈ r̂ (y). Moreover, sine {s(γ′i)} −→ r (y) eventually,
it follows that {s(γ′i)} ∈ r̂ (y), for innitely many i's. Thus r (y) is an innite
emitter. For the reverse inlusion, take any y in Y∞. Then by the denition of
Y∞, the range of y, r (y), is an ultraset emitting innitely many edges. Suppose
that the ultrapath y belongs to the open set in Ê (SG), D(y,y);K,Q, whih is,
D(y,y) ∩
⋂
e∈K
Dc(y·e,y·e) ∩
⋂
C∈Q
Dc(yC ,yC),
where the set K is a nite set of edges emitted by r (y), and Q is a nite
subolletion of G0 onsisting of sets that do not ontain the range of y, r (y).
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(See [6, Chap.4, p.174℄ and Lemma 13.) Then no set C in Q belongs to r˜(y).
(Reall that, r˜(y) =
{
A ∈ G0 : r (y) ⊆ A
}
.) Fix a set C in Q. Then sine
C /∈ r˜(y) and sine r˜(y) is an ultralter on G0, the omplement of C, Cc, must
belong to r˜(y). (See [9, Theorem IV, p.107℄.) That is, r(y) and C are disjoint.
But by hypothesis the set, r (y), is an innite emitter. Consequently, the set,
ε (r (y)), is innite. So we always may hoose an edge e1 in G1, suh that e1 /∈ K
and s (e1) ∈ r (y) ⊆ C
c
. Sine we are assuming that the ultragraph G has no
sinks, we may hoose another edge, say e2, so that s (e2) ∈ r (e1). Indutively,
we may form an innite path, γ := e1e2 . . ., so that s (γ) ∈ r (y) ⊆ Cc. Sine C
was xed but arbitrary, we may onlude that the soure of γ, s (γ), belongs to
r (y) but not to any set C in Q. So setting γ′ = y ·γ, we see that γ′ ∈ D(y,y);K,Q,
and hene, we may onlude that y lies in the losure of p∞, p∞.
We next set X := Y∞ ∪ p∞ ⊂ H
(0)
G . By Proposition 18, X is a losed subset
of the unit spae H
(0)
G = p∪ p
∞ ∪ {ω}. Hene X is a loally ompat Hausdor
spae. Furthermore, sine for every triple, (x · µ, |x| − |y| , y · µ), in HG , the
equation, r (x) = r (y), holds, it follows that X is also an invariant subset of
H
(0)
G . Let GG be the redution of HG to X , i.e. let GG = HG |X . (Compare
with the rst paragraph following the proof of Theorem 1 in [7℄.) Then GG is a
losed subgroupoid of HG , and is an r-disrete groupoid with ounting measures
giving a left Haar system. We will all GG the ultrapath groupoid of G.
For (x, y) ∈ SG , we dene, A′ (x, y) = A (x, y) ∩GG , A′ (x, x) = D(x,x) ∩X ,
and A′ (ω) = {ω} ∩ X = ∅. Then eah A′ (s), s ∈ SG , is a ompat as well as
open subset of GG .
Reall that C∗ (GG) is the ompletion of the spae Cc (GG) of all ontinuous
omplex-valued funtions onGG with ompat support, with respet to the norm
||f || = suppi ||pi (f)||, where the supremum is taken over all I-norm ontinuous
representations pi of Cc (GG), (see [6, p.101℄ and [8, Denition1.5℄.) For eah
A ∈ G0, let qA := 1A′(A,A) and for e ∈ G
1
, let te := 1A′((e,r(e)),r(e)). We will show
that the family
{
te, qA : e ∈ G1, A ∈ G0
}
, of harateristi funtions on GG is a
Cuntz-Krieger G-family in the groupoid C∗-algebra, C∗ (GG). Before we prove
our assertion, we larify our alulations via the following lemma whose proof
we leave to the reader.
Lemma 19 Let A, B ∈ G0. Observe that A′ (A,A) = {µ ∈ X : s (µ) ⊆ A} =
{µ ∈ X : A ∈ s˜(µ)} and, A′ (e, e) = {e · µ ∈ X : µ ∈ p ∪ p∞}. (See Notation 4)
Then:
(1) A′ (A ∩B,A ∩B) = A′ (A,A) ∩ A′ (B,B);
(2) A′ (A ∪B,A ∪B) = A′ (A,A) ∪ A′ (B,B);
(3) A′ (A,A) =
⋃
s(e)∈A
A′ (e, e) ∪G′ (A), where G′ (A) := {B ∈ X : B ⊆ A}.
To hek assertion (2) of Lemma 19, the reader may use Theorem V, Page
117 in [9℄ and the fat that a set B ∈ G0 that lies in X is suh that its prinipal
lter, B˜, is an ultralter over G0.
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Proposition 20 The family
{
te, qA : A ∈ G0, e ∈ G1
}
is a Cuntz-Krieger G-
family in C∗ (GG).
Proof. We leave to the reader to hek that the te's are partial isometries
with mutually orthogonal ranges and the qA's are projetions. Also it is easy to
verify that t∗ete = qr(e) and tet
∗
e ≤ qs(e). Then we have q∅ = 1A′(∅,∅) = 1∅ = 0.
Also for all A, B ∈ G0, we see by (1) and (2) in Lemma 19 that the equations,
qA∩B = qAqB and qA∪B = qA+ qB − qA∩B hold. (Reall Remark 3.) Finally let
v ∈ G0 suh that 0 < |s−1 (v) | <∞. Then by (3) of Lemma 19, qv−
∑
s(e)=v
tet
∗
e =
1A′(v,v)−
∑
s(e)=v
1A′(e,e) = 1G′({v}). But sine 0 < |s
−1 (v) | <∞, it follows that,
{v} /∈ X . Consequently, G′ ({v}) = ∅, and hene qv −
∑
s(e)=v
tet
∗
e = 0.
The following straightforward lemma tells us that the olletion of ompat
open subsets of GG , {A′ (x, y) : x, y ∈ SG}, is a subbasis for the topology of GG .
Lemma 21 Given (x, y) and (z, w) in SG, then
A′ (x, y) ∩ A′ (z, w) =


A′ (x, y) if x = z · x′, y = w · x′, for some x′ ∈ p;
A′ (z, w) if z = x · z′, w = y · z′, for some z′ ∈ p;
A′ (z, z) if x = y ∈ G0, z = w, s (z) ∈ x, |z| ≥ 1;
∅ otherwise
Next dene Λ′ : SG −→ GaG , by setting Λ
′ (x, y) = A′ (x, y). SineX is losed
and invariant subset of H
(0)
G , Λ
′
is a well dened inverse semigroup isomorphism
from SG into the ample inverse semigroup G
a
G . Then Λ
′ (SG) is an inverse
subsemigroup of GaG whih is a subbasis for the topology of GG by Lemma 21.
In fat the span W of harateristi funtions 1A′(x,y) for (x, y) ∈ SG , is I-
norm dense in Cc (GG), [6, Proposition 2.2.7℄. Let
{
se, pA : e ∈ G1, A ∈ G0
}
be
a universal Cuntz-Krieger G-family in C∗ (G) and dene a map ψ on the set of
generators of C∗ (G) into C∗ (GG), by the equations:
1. ψ
(
sαpAs
∗
β
)
:= 1A′(x,y), where x = (α, r (α) ∩ r (β) ∩ A) and y = (β,
r (α) ∩ r (β) ∩ A);
2. ψ (sαpA) := 1A′(x,r(x)), where x = (α, r (α) ∩ A); and
3. ψ (pA) := 1A′(A,A), A ∈ G
0
.
Observe that sαpAs
∗
β 6= 0 preisely when r (α) ∩ r (β) ∩ A 6= ∅. Then ψ
extends to a surjetive homomorphism whih we shall denote also by ψ, suh
that ψ (se) = 1A′((e,r(e)),r(e)) and ψ (pA) = 1A′(A,A). Moreover, sine we are
assuming that G has no sinks, the inequality, ψ (pA) 6= 0, holds for all nonempty
sets A in G0. Let γ be the gauge ation for C∗ (G), see [10, p.7℄. For z ∈ T
dene τz : C
∗ (GG) −→ C∗ (GG), by the equation, τz (f) (h) = zc(h)f (h), where
f ∈ Cc (GG), h ∈ GG and c : GG −→ Z, is the oyle dened by c ((x, k, x′)) =
k, k ∈ Z. Notie that τ is a strongly ontinuous ation of T on C∗ (GG). Also
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by Proposition 20 the olletion,
{
1A′(A,A), 1A′((e,r(e)),r(e)) : A ∈ G
0, e ∈ G1
}
, is
a Cuntz-Krieger G- family in C∗ (GG). A simple omputation shows that, ψ ◦
γz (se) = τz ◦ ψ (se) for all e ∈ G1, and ψ ◦ γz (pA) = τz ◦ ψ (pA), for all A ∈ G0.
Thus the equation ψ ◦ γz = τz ◦ ψ, holds for all z ∈ T. By the Gauge-Invariant
Uniqueness Theorem for ultragraphs, [10, Theorem 6.8℄, ψ is faithful and hene
an isomorphism from C∗ (G) onto C∗ (GG).
We may thus summarize our analysis to this point in the following theorem,
whih is a orollary to Theorem 7.
Theorem 22 If G is an ultragraph without sinks, then C∗ (G) ≃ C∗0 (SG) ≃
C∗ (GG).
3 ULTRAGRAPH GROUPOIDS ARE AMENABLE
Let G be a disrete group, let G =
(
G0,G1, r, s
)
be an ultragraph and let ϕ :
G1 −→ G be a funtion. We introdue an analog of the skew produt graph
onsidered in [4℄; the resulting objet, whih we denote by G ×ϕ G, is also an
ultragraph. We show that the rossed produt of C∗ (G) by the gauge ation,
C∗ (G) ⋊γ T, is isomorphi to C∗ (G ×ϕ Z), where ϕ is the onstant funtion 1
on G1. In this ase, we shall write G ×ϕ Z as G ×1 Z . It turns out that the
ultragraph G ×1 Z has no loops and so by Theorem 4.1 in [11℄, C∗ (G ×1 Z) is
an AF-algebra. It will then follow that C∗ (G) ⋊γ T is AF and, onsequently,
that GG is amenable.
Denition 23 Let G be a disrete group and let G =
(
G0,G1, r, s
)
an ultra-
graph. Given a funtion ϕ : G1 −→ G then the skew produt ultragraph
G×ϕG is dened as follows: the set of verties is G0×G, the set of edges is G1×G
and the struture maps s′ : G1 ×G −→ G0 ×G and r′ : G1 ×G −→ P
(
G0 ×G
)
,
are dened by the equations,
s′ (e, g) = (s (e) , g) and r′ (e, g) = r (e)× {gϕ (e)} .
We write G ×ϕ G for
(
G0 ×G,G1 ×G, r′, s′
)
.
It is lear that G ×ϕ G is an ultragraph.
Remark 24 We note that the ultragraph G has no singular verties if and only
if the skew ultragraph G ×ϕ G has no singular verties.
Proof. This follows from the fat that, for any v ∈ G0 and any g ∈ G,
(s′)
−1
(v, g) = s−1 (v)× {g}.
We may assume that G has no singular verties, i.e. no verties whih are
innite emitters. The reason for this is that given an ultragraph G, one may build
a new ultragraph F that has no singular verties [10, Prop.6.2, p.17℄ suh that
C∗ (G) is strongly Morita equivalent to C∗ (F). (F is alled the desingularization
of G.) Further, sine C∗ (F) is AF, as we shall see, and sine the property of
being AF is preserved under strong Morita equivalene, we may onlude that
C∗ (G) is AF. See also [10, Proposition 6.6.℄.
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Proposition 25 If G is an ultragraph with no singular verties, then the unit
spae G
(0)
G of its groupoid model GG beomes p
∞
, where p∞ denotes the innite
path spae of G.
Proof. The unit spae, G
(0)
G , of GG is the set Y∞ ∪ p
∞ = p∞. Take any y in
Y∞. If 0 < |y|, then the set, A
′ ({s (y)}, {s (y)}), is an open subset of G
(0)
G whih
ontains y. Thus there is an innite sequene of innite paths γk in p
∞
suh
that s (γk) = s (y) for large k. Thus, the vertex, s (y), is an innite emitter and
hene a singular vertex in G, ontrary to hypothesis. If |y| = 0, say y = A in
G0, then set ε (A) is innite and A˜ is an ultralter over G0. (See Proposition
18) Therefore the set A must be innite. (Otherwise G would have a singular
vertex as well.) By Lemma 2.12 in [10℄, there are nite subsets Y1, . . . , Yn of
G1 and a nite subset F of G0 suh that A =
⋂
e∈Y1
r(e) ∪ . . . ∪
⋂
e∈Yn
r(e) ∪ F .
Furthermore, F may be hosen to be disjoint from
⋂
e∈Y1
r(e)∪ . . .∪
⋂
e∈Yn
r(e). So
there is a nite number of edges e1, . . . , en in the sets Y1, . . . , Yn, respetively,
suh that A ⊆ r (e1) ∪ . . . ∪ r (en). Therefore the set, r (e1) ∪ . . . ∪ r (en), lies
in the ultralter, A˜. Hene by Theorem V in [9℄, we have, r (ei) ∈ A˜ for some
i ∈ {1, . . . , n}. Thus the inlusion, A ⊆ r (ei), holds. But then, the ultrapath,
(ei, A), would be in Y∞. Then, as in the ase when the length of y, |y|, is
positive, the vertex, s(ei), will ontradit the ondition that G has no singular
verties. Therefore Y∞ = ∅ and hene G
(0)
G = p
∞
.
Reall that the position oyle c : GG −→ Z is given by the formula
c (χ, k, χ′) = k, k ∈ Z. In the following theorem we show that the skew produt
groupoid obtained from c, GG ×c Z, (see [8℄) is the same as the path groupoid
GG×1Z of the skew ultragraph G ×1 Z.
Theorem 26 Let G =
(
G0,G1, r, s
)
be an ultragraph with no singular verties.
Let G = (Z,+) be the disrete group of the integers under addition and let
ϕ : G1 −→ Z be the funtion dened by ϕ (e) = 1 for e ∈ G1. Then the groupoid
model GG×1Z for G ×1 Z is isomorphi to the skew produt groupoid GG ×c Z,
where c : GG −→ Z is the position oyle on GG .
Proof. Sine G has no singular verties, we may identify the unit spae of GG
with p∞ by Proposition 18. Next, we identify the unit spae p∞G×1Z of GG×1Z
with the unit spae p∞ × Z of GG ×c Z as follows: for (γ,m) ∈ p∞ × Z, dene
f : p∞ × Z −→ p∞G×1Z by
f (γ,m) := (e1,m) (e2,m+ 1) . . . ,
for γ = e1e2 . . .. It is straightforward to hek that this denes an innite path
in G ×1 Z. Dene a shift σ : p∞ −→ p∞ by the formula,
σ (γ) = e2e3 . . . , γ = e1e2e3 . . . ∈ p
∞
,
and dene another shift σ˜ : p∞ × Z −→ p∞ × Z by the formula, σ˜ (γ, n) =
(σ (γ) , n+ 1). Under this identiation the groupoid model GG for G is given
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by the equation,
GG = {(γ,m− l, γ
′) : γ, γ′ ∈ p∞, σm (γ) = σl (γ′)},
while the groupoid model GG×1Z for G ×1 Z is given by the equation,
GG×1Z = {((γ, n) ,m− l, (γ
′, k)) : γ, γ′ ∈ p∞, σ˜m (γ, n) = σ˜l (γ′, k) , n, k ∈ Z}.
Dene a map φ : GG ×1 Z −→ GG×1Z as follows: for γ and γ
′ ∈ p∞ with
σm (γ) = σl (γ′) and n ∈ Z, set
φ [((γ,m− l, γ′) , n)] := ((γ, n) ,m− l, (γ′, n+m− l)) .
Note that
σ˜m (γ, n) = (σm (γ) , n+m)
=
(
σl (γ′) , n+m
)
=
(
σl (γ′) , (n+m− l) + l
)
= σ˜l (γ′, n+m− l) ,
hene ((γ, n) ,m− l, (γ′, n+m− l)) ∈ GG×1Z. So φ is well dened. The rest of
the proof proeeds as in [4, Theorem 2.4℄.
In order to show that C∗ (G)⋊γ T is AF, we need the following lemma.
Lemma 27 Let G =
(
G0,G1, r, s
)
be an ultragraph. Let G = (Z,+) be the
disrete group of the integers under addition and let ϕ : G1 −→ Z be the funtion
dened by ϕ (e) = 1, for all e ∈ G1. Then the ultragraph C∗-algebra, C∗ (G ×1 Z)
is an AF-algebra.
Proof. Observe that the ultragraph, G ×1 Z, has no loops. Thus by Theorem
4.1, in [11℄, C∗ (G ×1 Z) is an AF-algebra.
Corollary 28 Let G =
(
G0,G1, r, s
)
be an ultragraph, with no singular verties.
Then the groupoid C∗-algebra, C∗ (GG ×c Z) is an AF-algebra. Furthermore,
C∗ (GG ×c Z) is nulear and hene GG ×c Z is amenable.
Proof. The proof follows from Theorem 26 and Lemma 27.
Theorem 29 If G is an ultragraph with no singular verties, then C∗ (G)⋊γ T
is AF and the groupoid GG is amenable.
Proof. Fix z ∈ T and let αz (f) (h) = zc(h)f (h), for f ∈ Cc (GG), h ∈ GG .
Then αz ∈ AutC∗ (GG) and {αz}z∈T is a strongly ontinuous ation of T on
C∗(GG) (see [8, Proposition 5.1, p.110℄). So we an form the rossed produt
C∗-algebra C∗ (GG)⋊αT, and by Theorem 5.7 in [8, p.118℄, we have C∗ (GG)⋊α
T≃C∗ (GG ×c Z). Reall the gauge ation γ of T on C∗ (G). Sine C∗ (G) is
dened to be the universal C∗-algebra generated by the se, pA's subjet to the
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relations in Denition 2 and the gauge ation on C∗ (G) preserves these relations
(and so does α via se −→ 1A′((e,r(e)),r(e)) and pA −→ 1A′(A,A)), we have
C∗ (G)⋊γ T ≃ C∗ (GG)⋊α T
≃ C∗ (GG ×c Z)
≃ C∗ (GG×1Z) ≃ C
∗ (G ×1 Z) .
Thus C∗ (G) ⋊γ T is an AF-algebra. Corollary 28 implies that GG ×c Z is
amenable. Sine Z is amenable we may apply [8, Proposition II.3.8℄ to dedue
that GG is amenable.
As we mentioned earlier, we an extend our result to general ultragraphs
using desingularization.
Theorem 30 All ultragraph groupoids are amenable.
Proof. Let G =
(
G0,G1, r, s
)
be an ultragraph, and let F be a desingularization
of G. Then F is an ultragraph with no singular verties. Thus the groupoid
GF is amenable. But then we have C
∗ (GG) ≃ C∗ (G) and C∗ (F) ≃ C∗(GF ).
By Theorem 6.6 in [10℄ C∗ (F) is strongly Morita equivalent to C∗ (G). Thus
C∗ (GG) is strongly Morita equivalent to C
∗(GF ). Therefore GG is amenable.
4 THE SIMPLICITY OF C
∗ (G)
In this setion we will use the groupoid GG to obtain onditions suient for
C∗ (G) to be simple. The result obtained is eetively due to Mark Tomforde
who also proved the onverse (see [11, Theorem 3.11℄). It seems likely that the
approah to the onverse an be adapted to apply within the groupoid ontext
of the present paper.
For a vertex v ∈ G0, a loop based at v is a nite path α = e1 . . . en in G,
suh that s (α) = v, v ∈ r (α) and v 6= s (ei) for all 1 < i ≤ n. When α is a loop
based at v, we say that v hosts the loop α. A loop based at v may pass through
other verties w 6= v more than one but no edge other than e1 may have soure
v. The ultragraph G is said to satisfy ondition (K) if every v ∈ G0 whih hosts
a loop hosts at least two distint loops. (See [2, Dention 7.1, p.17,18℄.)
Reall that a loally ompat groupoid G is essentially prinipal ([8, p.100℄)
if for all nonempty losed invariant subset F of its unit spae, G(0) the set,
{x ∈ F : x has trivial isotropy}, is dense in F . We now show that for a general
ultragraph G, the groupoid GG is essentially prinipal if and only if G satises
ondition (K).
Theorem 31 If G =
(
G0,G1, r, s
)
is an ultragraph, the r-disrete groupoid GG
is essentially prinipal if and only if G satises ondition (K).
Proof. Suppose that G satises ondition (K). Every ultrapath in p has trivial
isotropy. So we just need to onsider the innite paths. Let F be a nonempty
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losed invariant subset of p∞. We have to show that the set of points in F
with trivial isotropy is dense in F . So x any χ ∈ F , and x a basi open
neighborhood D(x,x)∩F of χ, (x ∈ p, |x| ≥ 1). Note that χ must have the form
x · γ where γ ∈ p∞ and s (γ) ∈ r (x). (See Lemma 14.) If every vertex through
whih γ passes hosts no loop, then γ must pass through eah of them exatly
one. Thus the triple, (x · γ, k, x · γ) an belong to GG only if k = 0, and χ itself
has trivial isotropy. So we may assume that the innite path γ passes through
some vertex v hosting a loop, say γ = β · γ′, γ′ ∈ p∞, with s (γ′) = v. Let µ
and ν be distint loops based at v, and dene paths γn ∈ p∞ by
γn := x · βµνµµνν · · ·
n︷ ︸︸ ︷
µ · · ·µ
n︷ ︸︸ ︷
ν · · · ν · γ′.
Observe that eah triple, (γn, kn, x · β · γ′), belongs to GG , (with a substantial
lag kn), and sine F is invariant, eah γn lies in F . The sequene γn onverges
to the innite path,
x · βµνµµνν · · ·
n︷ ︸︸ ︷
µ · · ·µ
n︷ ︸︸ ︷
ν · · · ν · · · ,
whih has trivial isotropy and belongs to D(x,x) ∩F beause F is losed. So we
have approximated χ by a point with trivial isotropy. Thus the groupoid GG is
essentially prinipal.
Suppose onversely that GG is essentially prinipal and suppose that v ∈ G0
is a vertex hosting exatly one loop α = e1 . . . en. Consider the set,
C = {γ = γ1γ2 . . . ∈ p
∞ : s (γi) ≥ v for all i ≥ 1} .
Note that the innite path γ = αα . . . belongs to C. Let F = C, the losure of
C in X . We show F is invariant subset of X . So take any h = (χ, k, χ′) ∈ GG
and suppose that χ ∈ F . Then there is a sequene of innite paths, γn ∈ C suh
that γn −→ χ. Either |χ| = ∞ or |χ| < ∞. Suppose rst that |χ| = ∞. Then
for some x, y ∈ p, and µ ∈ p∞, we have χ = x ·µ and χ′ = y ·µ. Then eventually,
every γn = x · µn, where µn is a sequene in p∞ suh that s (µn) ∈ r (x), and
so y · µn −→ y · µ eventually. Next we show that y · µn ∈ C eventually. It
will follow that χ′ = y · µ ∈ F . For this end, if |y| = 0, then sine x · µn ∈ C
eventually, µn must be in C eventually. But sine |y| = 0, the equation, y ·µn =
µn, holds. Thus y · µn ∈ C eventually. Otherwise let y = (β,B) for some nite
path β with positive length. Set β = β1 . . . β|β|, and, µn = µn1µn2 . . .. Fix any
i ∈ {1, . . . , |β|}. Let η be the nite path starting at s (βi) with range, r (µn1),
that is, η = βiβi+1 . . . β|β|µn1 . Sine x · µn ∈ C eventually, we may hoose a
nite path δ with s (δ) = s (µn2) and v ∈ r (δ). So set θ = η · δ, whih belongs
to G∗. Further, the equations, s (θ) = s (η) = s (βi) and v ∈ r (δ) = r (θ), hold.
Hene s (βi) ≥ v for eah i ∈ {1, . . . |β|}, and sine eah s
(
µnj
)
≥ v, we may
onlude that y · µn ∈ C eventually. So y · µ ∈ F and χ′ ∈ F .
If |χ| < ∞, then r (χ) = r (χ′), and a similar argument gives that χ′ ∈ F .
We may use exatly the same argument to show that, if χ′ ∈ F then χ ∈ F .
Therefore F is invariant.
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We will ontradit the assumption on the vertex v by showing that if µ ∈ F
and s (µ) = v, then µ = γ. (For then, any sequene in F onverging to γ
eventually will not have trivial isotropy.) We an suppose that µ ∈ C, sine
eah µ′ ∈ F of nite length and with s (µ′) = v is the limit of sequene of suh
an innite path µ.
Set µ = e′1e
′
2 . . . and for eah n, let y = e
′
1 . . . e
′
n. Sine µ ∈ C, we have
s (e′n) ≥ v. So there is a nite path β suh that s (β) = s (e
′
n) and v ∈ r (β).
Note that α′ := e′1 . . . e
′
n ·β = y ·β is another loop based at v. Sine α is the only
loop based at v, α′ is of the form αα . . . α. It follows that every initial segment
of µ is an initial segment of γ. Therefore µ = γ and hene the ultragraph G
must satisfy ondition (K).
The following orollary is an immediate onsequene of Theorem 31 and that
fat that ultragraph groupoids are amenable.
Theorem 32 If G is an ultragraph satisfying ondition (K), then the ideals in
C∗(G) are in bijetive orrespondene with the open invariant subsets of the unit
spae of GG. In partiular, C
∗(G) is simple if and only if GG is minimal.
Reall that to say a groupoid is minimal is simply to say that the only
invariant open subsets of its unit spae are the empty set and the entire unit
spae.
Proof. Theorem 31 shows that GG is essentially prinipal when G satises on-
dition (K). On the other hand, Theorem 28 shows that all ultragraph groupoids
are amenable and, therefore, that C∗(G) ≃ C∗(GG) = C∗red(GG). Thus, the
result follows from [8, Proposition 2.4.6℄.
We onlude with a groupoid approah to the suieny part of Theorem
3.11 in [11℄, whih gives neessary and suient onditions for an ultragraph
C∗-algebra to be simple. First we introdue the following denition.
Denition 33 Let G =
(
G0,G1, r, s
)
be an ultragraph and v be a vertex. Let
A be a set in G0 and let α be a nite path in G∗. Then we write v −→α A, to
mean that s (α) = v and A ⊆ r (α). Roughly speaking the vertex v reahes the
set A via one path α. Compare with [11, p.909℄.
Theorem 34 Let G =
(
G0,G1, r, s
)
be an ultragraph satisfying ondition (K).
Then the ultragraph C∗-algebra C∗ (G) is simple if the following two onditions
hold.
(1 ) G is onal ([11℄) in the sense that given a vertex v and an innite path
γ ∈ p∞, there exists an n suh that v ≥ s (γn); and
(2 ) if A ∈ G0 emits innitely many edges in G1, then for every v ∈ G0 there
exists a nite path α ∈ G∗ suh that v −→α A.
Proof. Suppose that G satises ondition (K) and the two onditions (1) and
(2). By the preeding omments, we just need to show that GG is minimal. Let
U 6= ∅ be an open invariant subset of G
(0)
G = Y∞ ∪ p
∞
. Sine p∞ is dense in
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Y∞ ∪ p∞, the inequality, U ∩ p∞ 6= ∅, holds. By onsidering a neighborhood in
G
(0)
G of some γ ∈ U ∩ p
∞
we have D((α,A),(α,A)) ∩ G
(0)
G ⊂ U for some α ∈ G
∗
and some A ∈ G0 with A ⊆ r (α). (See Lemma 14.) Pik a vertex v ∈ A. Take
any γ = e1e2 . . . ∈ p∞. Then by (1), v ≥ s (ei) for some i ∈ N. Then there
is a nite path β ∈ G∗ suh that s (β) = v and s (ei) ∈ r (β). Notie that the
triple, (e1 . . . eiei+1 . . . , |e1 . . . ei| − |αβei| , αβeiei+1 . . .), belongs to GG . Sine
αβeiei+1 . . . ∈ D((α,A),(α,A)) ∩G
(0)
G ⊂ U and sine U is invariant, we must have
γ ∈ U . Next take any y ∈ Y∞. Then the range of y, r (y), is an innite emitter.
Then by (2) v −→α′ r (y) for some α′ ∈ G∗. Thus v = s (α′) and r (y) ⊆ r (α′).
Observe that, the ultrapath, (αα′, r (y)), lies in Y∞. It follows, then, that the
triple, ((αα′, r (y)), |αα′| − |y| , y), belongs to GG . (See Notation 1.1.) Sine
(αα′, r (y)) ∈ D((α,A),(α,A)) ∩ G
(0)
G ⊂ U and sine U is invariant, we must have
y ∈ U . Thus, the inlusion, G
(0)
G = Y∞ ∪ p
∞ ⊆ U , holds, and hene G
(0)
G = U .
So GG is minimal.
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