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ABSTRACT 
A triangular processor array for computing the smgular values of au m X n 
(m > n) matrix is proposed. A Jacobi-type algorithm is used to first triaugularize the 
given matrix and then diagonalize the resultant riaugular form. The requirements are 
in” + O(n) processors and 0( m + nS) time, where S denotes the number of sweeps. 
The “triangular” array can be extended to a “rectangular” one with irnn + O(m) 
processors for the computation of singular vectors. 
1. INTRODUCTION 
Two important factorizations of a given reaf m X n (m > n) matrix A are 
its QR decomposition (QRD) 
A=Q “0, ( 1 (1.1) 
where the matrix Q (m X m) is orthogonal and R (n X n) is upper triangular, 
and its singular value decomposition (SVD) 
A= UZVT, (1.2) 
where the matrices U (m x m) and V (n x n) are orthogonal, and the matrix 
Z (m x n) is nonnegative diagonal. For details about these decompositions 
see Golub and Lnk [lo], Golub and Van Loan [ 111, and Dongarra et al. [7]. 
*The work of the author was supported in part by the National Science Foundation under 
grant MCS-821378 and by the Office of Naval Research under contract NOOO14-89K~74. 
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Recently, there has been much interest in their computation using systolic 
arrays, partially due to the needs of real-time signal processing (Bromley and 
Speiser [5]). QR arrays are presented in Ahmed, Delosme, and Morf [l], 
Bojanczyk, Brent, and Kung [2], Gentleman and Kung [9], Heller and Ipsen 
[ 131, Johnsson [14], Luk [16], and Sameh [19]; SVD arrays in Brent and Luk 
[3], Brent, Luk, and Van Loan [4], Finn, Luk, and Pottle [8], Heller and Ipsen 
[12], and Schreiber [20]. 
The most effective parallel SVD algorithm for full, dense matrices is the 
Jacobi procedure described in [4]. To compute an n x n SVD, the parallel 
scheme requires n2 processors and O(nS) time, where S is a slowly growing 
function of n and is conjectured to equal O(log n) [3]. Jacobi-type methods 
are natural for matrix computations using mesh-connected processors: they 
are proposed for the symmetric eigenvalue decomposition by Brent and Luk 
[3], for the QR decomposition by Luk [16], and for the Schur decomposition 
by Stewart [22]. In addition, the methods used for finding eigenvalues and 
singular values on the first parallel computer, the ILLIAC IV, were also of the 
Jacobi type (Luk [ 151 and Sameh [ 181). Unfortunately, Jacobi-SVD algorithms 
are applicable only to square matrices. For a rectangular matrix A, an obvious 
strategy is to first compute its QR decomposition and then apply the SVD 
procedure to the resultant square matrix R. This approach is particularly 
suitable for the case where m >> n (cf. Chan [S]). However, the interfacing of 
different arrays can be a serious problem. In fact, all but one (viz. Luk [16]) of 
the QR arrays mentioned earlier are different from the square processor array 
described in [4]. 
The purpose of this paper is to develop new QRD and SVD algorithms 
that can be implemented on one programmable “triangular” processor array. 
The QRD algorithm is presented in Section 2 and the SVD algorithm in 
Section 3. A distinctive feature of the latter algorithm is that it preserves the 
triangular structure of R. To compute the singular values of an m X n matrix, 
our two algorithms require an2 + O(n) processors and O(m + 6) time. In 
comparison, the serial SVD algorithm of LINPACK [7] requires time 0( mn2). If 
singular vectors were desired, we could extend the “triangular” array to a 
“rectangular” one that is composed of irnn + O(m) processors. The required 
time remains 0( m + nS). Section 4 contains a discussion and some numerical 
results. 
2. A QRD ALGORITHM 
In this section we propose a parallel algorithm for triangularizing an 
m x n matrix A. Our algorithm is similar to that of Gentleman and Kung [9]. 
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A (small) difference is that we perform 2 X 2 QRDs at each time step, whereas 
they do 2 X 1 QRDs. Our “triangular” processor array is quite alike in overall 
structure to the “square” Schur decomposition array of Stewart [17, 221. 
The basic transformation for this (and the next) section is a plane rotation 
l(e) = ( _$ sino). 
cos 8 
It is chosen such that 
(2.1) 
(2.2) 
If y = 0 we chose 8 = 0; otherwise we use the formulas 
p=!kote, 
sign(p) 
Y 
sin8 = /_ , cos8 = psin6. 
Our computational network consists of a “triangular” array of :rr” + U(n) 
processors and a triangular array of storage cells. Each cell [denoted by $1 
contains a 2 X 1 matrix, and each processor [denoted by (p, CJ)] is associated 
with a 2X2 matrix contained in the two $ cells at its two upper comers. 
Exceptions are processors on the right boundary: they each associate with 
only one cell. We refer to the stored 2n X n “ Hessenberg” matrix as H. See 
Figures 1 and 2 for illustrations of H and the network. Let us denote the ith 
row of A by UT and define a (2n - 1)~2n matrix 2 by 
Z=(e,,e,,..., e2n_1,0), (2.3) 
where ej denotes the j th coordinate vector. Premultiplying H by Z will thus 
annihilate the last row of H. 
Our algorithm has two stages: the first when the matrix A is fed into the 
array, and the second when the “Hessenberg” matrix is triangularized. We 
define one time step as the amount of time required by one processor row to 
do a QRD. The first stage lasts from step 1 to m, and the second from step 
nz + 1 to m + n - 1. The matrix H is initialized to be zero. A typical step (say 
i, 1~ i < m) of the first stage starts with the ith row of A entering the top of 
the array, pushing down each row of H by one position and evicting its last 
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FIG. 1. QRD computational network during stage 1 (n = 5). 
row (consisting of all zeros). Step i ends with each processor row computing 
an appropriate QRD: the diagonal processor determining J( 0) and the others 
applying it (rotations broadcast is assumed). A typical step (say m + j, 
1~ j < n - 1) of the second stage starts with each storage cell on rows 
j,..., n passing its bottom element to its southern neighbor. Consequently, 
each cell on row j contains only one element and is denoted as a + cell (see 
Figures 3 and 4). Step m + j ends after processor rows j + 1,. . . , n complete 
the appropriate QRDs. The computing network completes its task after 
x x x x x 
x x x x x 
x x x x 
x x x x 
x x x 
x x x 
x x 
x x 
X 
FIG. 2. Matrix H in network during stage 1 (n = 5) 
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FIG. 3. QRD computational network at time step t = m +2 (during stage 2; 
n = 5). 
m + n - 1 times steps. All cells have become t cells, and they store the 
desired triangular matrix R. We may “rigorize” the procedure as follows: 
Algorithm QRD. 
H + 0; 
for i = 1, 2,. . . , m do 
begin 
H+- 
Processors perform QRDs {last row of H becomes zero} 
end: 
x x x x x 
x x x x 
x x x 
x x x 
x x 
x x 
X 
X 
FIG. 4. Matrix (becoming trianguhr) in network at time step t = m +2 (during 
stage 2; n = 5). 
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for j=I, 2,...,n-1 do 
begin 
Cells on rows j,. . ., n pass their bottom elements 
neighbors; 
to their southern 
Cells on row j become t cells; 
Processors on rows j + 1, j + 2,. . . , n perform QRDs 
end; 
Cells on row n eject their bottom elements and become t cells. 
To avoid the broadcast of rotation parameters, we need to stagger both 
data entries and processor operations. The scheme, illustrated in Figures 5 
and 6, is well known in the study of parallel algorithms (cf. [3, 4, 16, 17, 221). 
It should be clear why element a i+ 1, j is annihilated one time step after 
element aij. The reason for a twestep delay between the annihilations of 
a. ,, I+ 1 and aij is that, since 2 x 2 QRDs are performed, the arrival of 
a 52 
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FIG. 5. Staggered data flow into the array (n = 5). 
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x x x x x 
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3 5 x x x 
468~~ 
5 7 9 11 x 
6 8 10 12 14 
7 9 11 13 15 
FIG. 6. Order of annihilations for a 7 X 5 matrix. 
element a,+r j+l must be awaited. The whole procedure (without broadcast) 
requires m + 2n - 2 time steps. 
Computing Q is a difficult task. Except for Luk [16], it has not been 
written how this orthogonal matrix can be explicitly determined. Since R 
results from applying the rotations to A: 
the matrix QT is obtainable from applying the same rotations to the m X m 
identity matrix I,,,. We extend the “triangular” network to a “rectangular” 
one of $nn + O(n) processors (see Figure 7), and (assuming rotations broad- 
$ +T $ $ * $ 
(l>l) (L3) (L5) 
* * * $ * t 
(230) (2>2) (2,4) (2.6) 
$ * * t $ t 
(3>1) (3,3) (3>5) 
* $ $ $ $ t 
(4,W ~4~2) (4>4) (4>6) 
* t $ $ * $ 
(5>1) (5>3) (5,s) 
FIG. 7. QRD computational network during stage 1 (m = 6, n = 5, 0: is 
accumulated). 
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cast) route and rotate rows of I,, in exactly the same fashion as those of A. 
Hence 
We are interested in the m X n matrix Qi. It consists of the leading n 
columns of Q and satisfies 
A = Q,R. 
The network actually computes all of QT. But the unwanted Q,’ is shifted out 
the bottom of the array while Qr stays. The computation gets messy if no 
rotations broadcast is allowed. 
3. AN SVD ALGORITHM 
In this section we present an SVD algorithm for an n X n upper triangular 
matrix R. This problem is well studied in [4], where it is pointed out that one 
should merely reduce R to diagonal form and not worry if all the diagonal 
elements are nonnegative and ordered. We assume the same approach here. 
Our SVD algorithm has the distinction that it preserves the triangular form of 
R, an advantage not shared by the algorithm in [4]. 
The basic problem again concerns a 2 X 2 matrix. Plane rotations J( 0) and 
K(G) are used to diagonalize a given upper triangular matrix: 
(3.1) 
The two-stage procedure recommended in [4] is adopted. First, find a rotation 
S( \cI ) that symmetrizes the triangular matrix: 
If x = 0, we choose 1c, = 0; otherwise we compute 
w+z sign(p) 
P= - = cot q, 
x 
sin+= Jz+pz, cos#=psinIC,. 
Second, diagonalize the result: 
WJT( “g :)w = (2 g). 
(3.2) 
(3.3) 
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Suppose q # 0 (else choose + = r/2). It is well known that t = tan+ satisfies 
the quadratic equation 
P+tpt--l=O, (3.4) 
where 
r-p 
- = cot2qJ. 
p= 2q 
The two solutions to (3.4) are 
t= -+dp)[lpl+1/1+], ~ cos+= &, sin+=tcos$ 
(3.5) 
t = sign(p) 
IpI+ ill+ ’ 
sin+ = tcos+. (3.6) 
The angle + associated with (3.5) is the larger of the two possibilities; it 
satisfies r/4 < [+I < r/2. We shall choose this larger angle because we want 
to perform “outer rotations,” recommended by Stewart [22] for his Schur 
decomposition array. If the given matrix were diagonal (x = 0), then Ic, = 0 
and + = 7r/2, so that (3.1) would become 
(!l -x :1(-Y :)=i: 9 
Finally, J(0) is given by 
J(d)‘= Q+)%$x 
i.e., 8 = + + 4. The general transformation is 
qj: R + @Kii, (3.7) 
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where Ji j and Ki j are rotations in the (i, j) plane chosen to annihilate the (i, j) 
and (j, i) elements of R. The pivot block will be restricted to contiguous 
diagonal elements, so as to preserve the upper triangular structure of R. 
Defining 
off(R) = c ri;, 
i<j 
we see that the transformation Ti i+ I will produce a triangular matrix R 
satisfying 
off(R) = off(R) - ri;i+l. 
Our new algorithm is simply 
Algorithm SVD. 
do until convergence 
begin 
for i = 1,3, . . . (i odd) do R + Ii iT+lRKi i+l; 
for i=2,4;..(i even) do R+-ji iT+,RK’i i+l 
end. 
By convergence we mean that the parameter off(R) has fallen below some 
prechosen tolerance. However, it is difficult to monitor off(R) in the setting 
of parallel computation. We propose that iterations be stopped after a 
sufficiently large number S of sweeps [one sweep equals n( n - 1)/2 transfor- 
mations]. It is conjectured in [3] that S = O(log n). Yet we see in [4] that 
S < 9 for random matrices of order n < 230 (albeit for two other orderings), 
and in Table 1 below that S Q 6 for n < 24. We thus venture the choice 
S = 10 for n < 100. 
Our Jacobi-SVD algorithm and related “triangular” computational net- 
work are taken from Stewart’s Jacobi-Schur algorithm and related “square” 
network [22] (the “lower triangular” part of the network is discarded). Each 
processor, denoted by (p, o), is associated with a 2 X 2 matrix stored in its 
four neighboring cells (denoted by t); the boundary processors are associated 
with fewer than four nonzero elements. The network is illustrated in Figure 8, 
and the reader is referred to [17, 221 for details on the computing architec- 
ture, on the significance of “outer rotations,” and on the staggering of 
computations to avoid broadcasting. An important point is that a sweep can 
be completed in O(n) time. Unlike Stewart’s algorithm, no example of 
nonconvergence is known of Algorithm SVD. Yet we must point out that 
computing the Schur decomposition is a much harder task than computing 
the SVD. 
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TABLE 1 
off( R)/NAFTER EACH SWEEP OF ALGORITHM !Yi!‘Ij 
n 0 1 2 
Sweep 
3 
I__- 
4 
,, 
I 
;. 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
2.83 - 1 
3.13 - 1 
3.13 - 1 
3.2~ - 1 
3.1E - 1 
4.33 - 1 
3.8~ - 1 
3.33 - 1 
3.53 - 1 
3.5E - 1 
3.13 - 1 
3.13 - 1 
3.3E - 1 
2.9E - 1 
2.9E - 1 
3.7E - 1 
3.8~ - 1 
3.5E - 1 
2.9E - 1 
3.4E - 1 
l.oE - 2 5.2~ - 6 
3.2~ - 2 3.3E - 5 
1.9E - 2 5.13 - 5 
5.9E - 2 2.63 - 4 
1.33 - 1 1.7E - 2 
7.53 - 2 4.33 - 3 
1.23 - 1 6.23 - 3 
7.3E - 2 2.13 - 3 
7.0E - 2 4.73 - 3 
5.53 - 2 3.2~ - 3 
5.9E - 2 3.6~ - 3 
4.2~ - 2 3.2~ - 3 
7.6~ - 2 1.0E - 2 
5.33 - 2 4.7E - 3 
6.53 - 2 9.2E - 3 
9.83 - 2 1.6~ - 2 
1.0E - 1 1.33 - 2 
7.43 - 2 1.2E - 2 
6.1~ - 2 7.4E - 3 
l.lE - 1 2.9E - 2 
(a 2) 
t t t 
(Ll) 
t t 
c&2) 
t 
-CC 
<t 
2.4~ - 12 
1.0E - 10 
4.6~ - 4 
9.33 -- 6 
1.2E - 4 
1.7E - 5 
1.73 - 4 
2.3~ -- 6 
5.6~ - 5 
1.43 - 5 
2.1E - 4 
4.83 - 5 
4.3E - 4 
4.63 - 4 
6.8~ - 4 
1.23 - 3 
3.6~ - 4 
3.33 - 3 
<t 
KC 
1.4E - 9 
2.5~ - 15 
1.4E ~ 8 
5.8~ - 13 
5.3E -~ 10 
5.2~ - 15 
4.3E ~ 9 
1.2E - 10 
3.0E - 9 
l.lE - 9 
5.2E - 7 
5.1E - 7 
1.3E - 6 
5.8~ - 6 
2.9E - 6 
- 
FIG. 8. SVD computational network (n = 5) 
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The n X n matrices U, and V, of singular vectors of R are easily 
computable (if desired) by accumulating the Jacobi rotations. We need to 
extend the “triangular” processor array to the “square” array of Stewart [22]. 
Both matrices are initialized to be the identity, and updated by the formulas 
‘I3 + ‘RJi,i+l and VR+VRKi i+l. 
With A = QIR and R = U,ZV,‘, and SVD of A is given by 
A = (QrU,)ZV,‘. 
We may wish to determine the explicit product U, = Q&JR, which can be 
computed as follows: 
with Ul initialized as QT. This computation can be performed on a “rectan- 
gular” array that is a natural extension of the “square” one [22]. See Figure 9 
for an illustration, and note the similarities between the processor arrays in 
Figures 7 and 9. The “rectangular” network requires $nn + O(m) processors. 
(%a @,4) 
t t t t t t 
(Ll) (L3) (L5) 
t t t t t t 
(2,Q (2,2) (2,4) (2,6) 
t t t t t t 
(3,1) (3>3) (3,5) 
t t t t t t 
(490) (4.2) (4,4) (4,@ 
t t t t t t 
(5,1) (5,3) 
FIG. 9. SVD computational network (m = 6, n = 5, U$f and V, are accu- 
mulated). 
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4. DISCUSSION 
It is obvious from foregoing descriptions (Sections 2,3 and Figures 1,3, 8) 
that Algorithms QRD and SVD can both be implemented on one programma- 
ble “triangular” computational network. Compared to previous SVD work for 
full dense matrices, our network has the advantage that no complex array 
interfacing is necessary, and its requirements of O(m + nS) time and in” + 
O(n) processors are unsurpassed. If singular vectors were desired, we would 
extend the network to a “rectangular” one composed of $nn + O(m) 
processors (see Sections 2, 3 and Figures 7, 9). The required time remains 
O(m + nS). We know of no other network that can compute these vectors 
without using 0( m2) processors. 
Algorithm SVD was programmed on a VAX-l l/780 at Cornell University. 
Double floating data types were used: each number was binary normalized, 
with an &bit signed exponent and a 57-bit signed fraction whose most 
significant bit was not represented. The machine precision was thus given by 
c = 1.4x lo-17. 
Results of our experiments are presented in Table 1, where 
N= 
n(fl- 1) 
2 . 
The starting matrices R were n X n upper triangular, and their elements 
were chosen from a uniform distribution in the interval ( - 1, 1). The 
algorithm converged quadratically, confirming theoretical predictions, and 
only six or fewer sweeps were required for n < 24. 
The problem of handling matrices whose dimensions differ from the 
effective dimension of the processor array is not taken up in this paper. 
Possible solutions are discussed in [4, $61 and Schreiber [21]. 
The author would like to thank W. M. Gentlemun, R. G. Voigt, and the 
two referees for their valuable suggestions. 
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