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ABSTRACT
Context. Open clusters are a useful tool when investigating several topics connected with stellar evolution; for example the age or
distance can be more accurately determined than for field stars. However, one important parameter, the metallicity, is only known for
a marginal percentage of open clusters.
Aims. We aim at a consistent set of parameters for the open clusters investigated in our photometric ∆a survey of chemically peculiar
stars. Special attention is paid to expanding our knowledge of cluster metallicities and verifying their scale.
Methods. Making use of a previously developed method based on normalised evolutionary grids and photometric data, the distance,
age, reddening, and metallicity of open clusters were derived. To transform photometric measurements into effective temperatures to
use as input for our method, a set of temperature calibrations for the most commonly used colour indices and photometric systems
was compiled.
Results. We analysed 58 open clusters in total. Our derived metallicity values were in excellent agreement with about 30 spectroscop-
ically studied targets. The mean value of the absolute deviations was found to be 0.03 dex, with no noticeable offset or gradient. The
method was also applied using recent evolutionary models based on the currently accepted lower solar abundance value Z∼ 0.014.
No significant differences were found compared to grids using the former adopted solar value Z= 0.02. Furthermore, some divergent
photometric datasets were identified and discussed.
Conclusions. The method provides an accurate way of obtaining properly scaled metallicity values for open clusters. In light of
present and future homogeneous photometric sky surveys, the sample of stellar clusters can be extended to the outskirts of the Milky
Way, where spectroscopic studies are almost impossible. This will help for determining galactic metallicity gradients in more detail.
Key words. Hertzsprung-Russell and C-M diagrams – open clusters and associations: general – Galaxy: abundances – Stars:
abundances – Stars: evolution
1. Introduction
Open clusters are excellent astrophysical laboratories for almost
all important processes connected with stellar formation and
evolution. These include the mechanisms of diffusion, rotation,
mass loss, pulsation, and accretion. One can study not only as-
trophysical processes, but also the connection between various
star classes (e.g. variable stars) and the local metallicity or age.
Star clusters are also immensely important tracers of the inner
and outer galactic spiral arms.
One important characteristic of stellar formation, the metal-
licity, is poorly known for galactic open clusters. In the up-
dated catalogue by Dias et al. (2002) [Version 3.3.1], this pa-
rameter is listed for about 200 clusters, fewer than for 10 % of
the currenty known population. These values were derived from
a wide variety of applied methods, ranging from metallicity-
dependent photometric indices and isochrone fitting, to low- and
high-resolution spectroscopy. The usual convention for express-
ing metallicity is the logarithmic term [Fe/H], which represents
the abundance ratio of iron to hydrogen in the stellar atmosphere.
Carrera & Pancino (2011) have compiled an almost com-
plete list of clusters studied with medium- or high-resolution
1 http://www.astro.iag.usp.br/∼wilton/
(R>= 15 000) spectroscopy. By also including recent literature,
the spectroscopically investigated sample comprises about 100
targets so far. Most targets were studied only once, and the
mean cluster metallicities were on average based on a maximum
of three stars. These are generally red giants since they are the
brightest cluster objects. However, Santos et al. (2012) find dif-
ferences for white dwarfs and giant stars, mainly because of the
use of improper line lists for evolved objects.
Some photometric systems also provide metallicity estimates
(e.g. the Strömgren, Johnson, or DDO systems), but these
also suffer from temperature range restrictions. In the work
by Paunzen et al. (2010), photometric results were compiled for
188 open clusters in total. This list also shows that the major-
ity of targets were investigated only once with data for only a
few stars, and large differences were noticed when comparing
various sources.
Studies based on colour-magnitude diagrams and isochrone
fitting usually neglect the metallicity parameter, setting it for
the sake of simplicity to a solar value for the targets (e.g.
Kharchenko et al. 2005; Subramaniam 2010; Glushkova et al.
2013). Pöhnl & Paunzen (2010), on the other hand, present a
method that offers a valuable approach to investigating metal-
licities using evolutionary models and photometric data of all
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main-sequence stars in a cluster. Nevertheless, it is necessary
to investigate a larger sample of objects to verify whether this
method provides properly scaled results.
2. Method and target selection
To investigate open cluster parameters in a consistent way, we
applied the method by Pöhnl & Paunzen (2010). They calculated
differential evolutionary tracks (normalised to the zero age main-
sequence, ZAMS) for a variety of metallicity/age combinations.
These have to be compared with the observed Hertzsprung-
Russell diagram (HRD) of open-cluster main-sequence stars.
Since spectroscopically determined effective temperatures are
not readily available, photometric data have to be transformed
to the Teff/log(L/L⊙) plane. Using an iterative procedure, the
cluster parameters are altered until the best final solution for all
parameters is found. It is beneficial when some of the input pa-
rameters (the age, reddening, and distance) can be restricted (e.g.
available Hipparcos parallax, reddening deduced from photome-
try). However, incorrectly adopted starting values can be recog-
nised during this procedure. Where targets had distances derived
from Hipparcos data (van Leeuwen 2009), they were utilised as
the initial parameter. Otherwise, we made use of the literature
compilation of cluster parameters by Paunzen & Netopil (2006).
This had been updated with recent investigations to obtain proper
mean starting values for the age, distance, and reddening of our
programme clusters.
We followed the procedure by Pöhnl & Paunzen (2010), but
made use of a broader selection of photometric data by incorpo-
rating among others near-infrared (NIR) 2MASS measurements
(Skrutskie et al. 2006) for some targets. Whenever possible, we
derived individual reddening values for the cluster stars. For
most targets, UBV or Geneva photometry are available, which
allowed us to determine the colour excess for O/B type stars
by means of the Q method (Johnson 1958) and X/Y parame-
ters (Cramer 1982), respectively. Even cooler type stars could
be de-reddened with uvbyβ data and the appropriate calibrations
(e.g. Napiwotzki et al. 1993).
The target open clusters originate in the photometric ∆a sur-
vey (e.g. Netopil et al. 2007), which is dedicated to the detection
of chemically peculiar (CP) stars. So far, about 80 open clusters
have been covered. A homogeneous set of cluster parameters is
essential to investigating possible dependencies between the oc-
currence of CP objects and metallicity or age, for example. How-
ever, very young open clusters cannot be treated safely with the
applied method owing to the too inconspicuous deviation from
the ZAMS and to the restriction of the grids to log t ≥ 7.2. Open
clusters with strong differential reddening, but without sufficient
photometry to determine individual reddening values, were ex-
cluded as well. Nevertheless, we analysed a significant number
of 58 open clusters (listed in Table 2) with the differential grid
(DG) method.
This sample incorporates about 30 targets with available
spectroscopic metallicity determinations. A comparison with
our results thus allowed us to verify that the DG method could
provide a proper metallicity scale for open clusters (see Sect. 6).
3. Defining the temperature scale
To apply the DG method, it is important to define a proper
temperature scale for an accurate transformation of photometric
data to effective temperatures. In contrast to Pöhnl & Paunzen
(2010), who mostly used (B − V) data as an input, we utilised
a broader selection of temperature dependent colour indices and
photometric systems. This guaranteed an increase in the accu-
racy of the temperature, but also allowed us to recognise erro-
neous photometric data. As did Pöhnl & Paunzen (2010), we
adopted the temperature calibration by Alonso et al. (1996) for
the colour index (B − V), as well as their relation for (V − R)J.
Since the colour index is defined for the original Johnson sys-
tem, and CCD studies are generally performed in the Cousins
system, the following transformation by Bessell (1983) needs to
be applied:
(V − R)C = 0.715(V − R)J − 0.02.
To cover a greater wavelength range, we considered the almost
metallicity-independent colour indices (V − I) and (V − K), re-
spectively (see Alonso et al. 1996). This reference provided
temperature calibrations for stars cooler than spectral type F0
(∼ 8 000 K). We therefore adopted the colour-temperature rela-
tions by Bessell et al. (1998) for (V − I)C and by Di Benedetto
(1998) for (V−K)J, both valid up to about 10 000 K. Once again,
the latter colour index is in the Johnson system, but since we in-
corporate 2MASS Ks data for some open clusters, these need
the correction given by Carpenter (2001). To extend the (B − V)
temperature calibration by Alonso et al. (1996) to stars earlier
than spectral type F0, we used the results by Flower (1996).
This author provided a compilation of “fundamental” temper-
atures (for example from Code et al. 1976) for numerous stars of
different luminosity classes and derived temperatures based on
(B−V) and a calibration for the bolometric correction as a func-
tion of colour/temperature. We adopted his list, but used only
stars of luminosity class IV/V with available photometric data in
other passbands taken from the General Catalogue of Photomet-
ric Data (GCPD)2.
Based on a sample of 82 objects that were almost free from
reddening, we defined an extension to the temperature calibra-
tion by Alonso et al. (1996) for (V − R)C, which is valid for the
range between 5 000 to 10 000 K, with a mean standard deviation
σ = 140 K and a correlation coefficient R = 0.993 (see Fig. 1
and equation below):
θeff = 0.487(3)+ 0.947(13)(V − R)C.
The errors of the last significant digits are given in paren-
theses. Noteworthy is that the colour index is already in the
Cousins system, and θeff is defined as 5040/Teff in order to avoid
a higher order polynomial fit. The fit is in excellent agreement
with Alonso et al. (1996) in the overlapping temperature range,
with differences of less than 50 K.
For objects hotter than 9 500 K it is more efficient to use
reddening-free indices, such as Johnson Q or Strömgren [u − b].
We made use of the refined definition Q = (U −B)−0.71(B−V)
by Bessell et al. (1998). For completeness, the [u − b] index is
defined as [u − b] = [c1] + 2[m1] with [c1] = c1 − 0.2(b − y) and
[m1] = m1 + 0.32(b − y) according to Crawford & Mandwewala
(1976). As for the temperature relation presented above, we
made use of stars listed by Flower (1996), but selected only
the hotter ones (>∼ 9 500 K). This sample was extended with
temperatures for O/B type stars presented in the papers by
Morel et al. (2008), Przybilla et al. (2008), Simón-Díaz (2010),
and Nieva & Simón-Díaz (2011). Furthermore, we included re-
sults by Lefever et al. (2010), however only their “well-studied”
objects were adopted (see the reference for details). No signifi-
cant offsets or trends (within the respective errors) were found
2 http://obswww.unige.ch/gcpd/gcpd.html
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Fig. 1. Empirical temperature calibration for the colour index (V−R)C.
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Fig. 2. Empirical temperature calibration for the reddening free UBV
Q-index.
between common stars of the different studies, we therefore
adopted mean values for the subsequent analysis. The compiled
list of stars was checked for luminosity class (IV/V) and vari-
ability, resulting in the exclusion of several β Cephei type stars
or slowly pulsating B-type objects. In total, 46 objects define
our final list of fundamental temperatures. Their relation to the
Johnson Q and Strömgren [u − b] indices are presented in Figs.
2 and 3, respectively, with mean standard deviations of about
350 K and correlation coefficients R = 0.998 for both empirical
calibrations:
θeff = 0.522(2)+ 0.417(4)Q
θeff = 0.165(3)+ 0.286(10)[u− b] − 0.021(7)[u− b]2.
In addition to the temperature calibrations already discussed,
we applied the widely accepted routines by Künzli et al. (1997)
to the Geneva photometry, and the UVBYBETA code developed
by Napiwotzki et al. (1993) to the uvbyβ data. These authors
also provided calibrations in terms of (b − y) and [u − b], the
latter based on only 14 objects. A comparison with our [u − b]
scale shows that both are in reasonable agreement, although the
temperatures by Napiwotzki et al. (1993) around 30 000 K are
underestimated by about 2 %.
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Fig. 3. Empirical temperature calibration for the reddening free [u−b]
Strömgren index.
Table 1. Adopted temperature calibrations.
Colour / System calibration
Q index (UBV) this study
(B − V) Alonso et al. (1996) / Flower (1996)a
(V − R) Alonso et al. (1996) / this studya
(V − I) Bessell et al. (1998)
(V − K) Di Benedetto (1998)
Geneva Künzli et al. (1997)
uvbyβ Napiwotzki et al. (1993)
(b − y) Napiwotzki et al. (1993)
[u − b] this study
Notes. (a) For stars cooler/hotter than ∼ 8 000 K as described in the text.
4. The photometric data and member selection
The WEBDA3 database is probably the most valuable source
available for open cluster data (photometry and auxiliary in-
formation such as membership probabilities). With the imple-
mented tools, the database also allows for an initial compari-
son of different datasets. We retrieved almost all available data
for our programme clusters from it. Photographic measurements
were not directly used for the presented study owing to their high
associated uncertainties. However, they were used to verify the
other photometry.
To identify possible erroneous datasets, a comparison of all
available measurements was conducted. Using the equations by
Harmanec & Božic´ (2001), we also transformed the photome-
try between the UBV, uvbyβ, and Geneva systems, in order to
check the individual zero points. However, compared to some
CCD studies discussed below, the photoelectric studies showed
hardly any significant offsets or gradients. Therefore, we used
photoelectric data instead of CCD measurements, when the pho-
toelectric data are sufficiently complete down to the lower mass
stars.
Paunzen & Maitzen (2002) noticed that the CCD V mea-
surements for NGC 6451 by Piatti et al. (1998) were too bright
compared to other literature results. We determined an offset
of 0.97 mag using data by Kjeldsen & Frandsen (1991). How-
ever, the provided (V − I)C colours by Piatti et al. (1998) were
not influenced. This was verified by comparing the resulting
3 http://webda.physics.muni.cz
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I magnitudes to those from the DENIS survey4. In a follow-
up paper, Paunzen et al. (2003) investigated this cluster and
NGC 6192 with uvby filters. The last object has been studied
well in UBV, so that a comparison using the transformations
by Harmanec & Božic´ (2001) revealed that the V magnitudes
are on the correct scale. However, especially (u − b) was in-
accurately standardised, probably owing to the use of only three
spectrophotometric standard stars. This led to differing temper-
atures based on the routine by Napiwotzki et al. (1993) and the
[u − b] calibration defined in our study. We therefore excluded
the datasets for both clusters.
Kjeldsen & Frandsen (1991) provided UBV CCD photome-
try for 13 open clusters in total, with six of them among our
programme targets. They mentioned that their transformation to
standard (U −B) colours is highly inaccurate. We therefore have
not incorporated this colour index from the latter reference. The
remaining colours appear correctly transformed and were con-
sidered for our analysis.
Recently, Glushkova et al. (2013) have investigated the clus-
ter NGC 7296 by means of BV(RI)C photometry. They notice
some offsets in the data by Netopil et al. (2005), by comparing
these to their measurements and the ones of the AAVSO Photo-
metric All-Sky Survey (APASS5). Therefore, instead of correct-
ing the previously available ones, we adopted only the measure-
ments by Glushkova et al. (2013). They offered a much better
cluster coverage and additional colour information.
For the open cluster Ruprecht 130, the only available pho-
tometric studies are the ones by Piatti et al. (2000) by means of
BVIC and Paunzen et al. (2006). The latter reference used the
former to calibrate their ∆a photometry. Using the Guide Star
Catalog for an initial check of the photometry, an offset simi-
lar to the one found for NGC 6451 can be seen. According to
the observation logs, one can infer that the data presented by
Piatti et al. (1998, 2000) were obtained during the same observ-
ing run. We therefore applied the same offset to the V mag-
nitudes as determined for NGC 6451 (+0.97 mag). Again, the
resulting I magnitudes were compared with the Denis survey,
showing excellent agreement (∼ 0.01 mag). Furthermore, some
cluster stars were covered by the APASS survey. The stellar
magnitudes corresponded well to the corrected V measurements
and the (B − V) colours from Piatti et al. (2000). To obtain the
additional colour index (V − K) for the stars in Ruprecht 130
(see Sect. 3), we queried the 2MASS catalogue. However, this
cluster is very faint, and data with good (“A” quality flag) pho-
tometry are only available for the brightest objects. We therefore
used the DR8plus release of the UKIDSS Galactic Plane Survey
(GPS, Lucas et al. 2008) for an extension to fainter stars. How-
ever, in this area we noticed the following offset and colour de-
pendencies between the UKIDSS and 2MASS photometry. This
was based on about 200 common stars with the highest quality
flags in both surveys:
J2M = JUK + 0.068(39)
(J − H)2M = 0.133(6)+ 1.063(7)(J − H)UK
(J − K)2M = 0.092(10)+ 1.025(8)(J − K)UK .
The UKIDSS GPS survey uses 2MASS in combination with
extinction values from the dust maps by Schlegel et al. (1998)
to define the photometric zero-points (see Lucas et al. 2008, for
details). The reddening value provided by these dust maps is
several magnitudes higher than the actual value for the cluster
4 VizieR online data catalogue: II/263.
5 http://www.aavso.org/apass
(see Sect. 5). Thus, the UKIDSS photometry is probably in-
fluenced in this area. The corrected UKIDSS data were merged
with 2MASS photometry to cover the cluster from the brightest
to faintest objects. We selected only the most accurate measure-
ments using the photometric quality flags from both datasets.
We note that the aforementioned APASS survey is also
still in progress. It currently provides aperture photometry
(17′′diameter), resulting in crucial blends in denser areas. Tak-
ing this limitation into account by selecting isolated stars, we
incorporated APASS data for some closer poorly covered clus-
ters such as Trumpler 10.
Only some photoelectric UBV measurements by
Mohan & Pandey (1984) are available for the brightest
stars in the open cluster King 21. We therefore used this
dataset, together with APASS photometry, to recalibrate the ∆a
photometry by Netopil et al. (2007), in order to obtain at least
V and (B − V) for the fainter stars. The complete available data
set of the APASS survey cannot be safely used for the reason
described previously. However, because King 21 is a young
cluster and we are not able to derive individual reddening values
with the resulting data, a restriction to temperatures lower than
10 000 K was made to avoid erroneous results. Furthermore, we
applied calibrated ∆a photometry for the analysis of NGC 6830,
another poorly studied cluster.
Finally, if several studies in the same colour were available
for individual cluster stars, their mean values were adopted for
the analysis. One exception was the cluster NGC 6705, which
was covered by a BVIC standard field sequence (Stetson 2000).
We therefore used only the latter work, combined with (U − B)
data from Sung et al. (1999).
As mentioned in Sect. 2, the DG method makes use of
main-sequence stars. The most evolved objects (red giants) can
be easily recognised in the various colour-magnitude diagrams
(CMD), and the remainder of non-main-sequence stars are no-
ticeable during final analysis by their large deviation from the
differential grids in luminosity and temperature.
The cluster membership of the individual objects was deter-
mined by means of all available CMD and colour-colour diagram
combinations. Furthermore, the kinematic membership proba-
bilities and spectral types listed in WEBDA were consulted. In
most cases, temperatures were determined using several calibra-
tions. If significant differences are found among individual re-
sults, the objects were excluded in order to obtain a sample of
only the most probable cluster stars with accurate photometry
for further analysis .
Maitzen & Catalano (1986) proposed that there are two clus-
ters at different distances in the direction of NGC 2451. This
has been confirmed by several studies (Hünsch et al. 2004).
Since the mean proper motions differ significantly (see e.g.
Kharchenko et al. 2005), the respective members can be easily
distinguished. We therefore used Tycho-2 proper motions and
additional literature references (e.g. Platais et al. 2001) to extract
30 and 29 members for NGC 2451 A and B, respectively.
5. Results and discussion
Using the temperature calibrations summarised in Table 1, the
compiled photometric data for the programme open clusters
were transformed into effective temperatures. Whenever pos-
sible, individual reddening values for the cluster stars were
derived. We used the reddening-ratios listed by Bessell et al.
(1998) to transform E(B − V) to other colours in the Johnson-
Cousins system, and Strömgren and Geneva reddening val-
ues were transformed as follows (see e.g. Netopil et al. 2008):
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E(B − V) = 1.43E(b − y) = 0.84E[B− V] = 1.14E(B2− V1) =
0.83E(B2−G). If the available data did not allow for determin-
ing individual reddening values, a mean cluster reddening value
was calculated from compiled literature results and used as the
starting value. This was also true for the remaining parameters:
age and distance.
Finally, averaged temperatures were used to derive the bolo-
metric corrections (Flower 1996) needed to obtain luminosity. In
an iterative procedure, the input cluster parameters were altered
until the best fit with the grids by Pöhnl & Paunzen (2010) was
found (lowest σ over the complete luminosity range). A consis-
tency check of the derived parameter set was performed by fitting
Geneva (Lejeune & Schaerer 2001) and Padova (Marigo et al.
2008) isochrones to the CMDs. It was possible to apply the DG
method to 58 clusters in total. For the remaining clusters, there
are too few usable photometric data available. However, the ma-
jority of the clusters that we did not investigate were simply too
young for this method.
The final results are shown in Table 2 and Figs. 7 to 16 (the
figures are available only in the online version). The DG method
provides the overall metallicity (Z), a parameter that is rarely
known for open clusters or even single stars. To allow a com-
parison with other (e.g. spectroscopic) studies, these were trans-
formed into the more common iron abundance ratio [Fe/H] as
given by Pöhnl & Paunzen (2010).
We have to note that it is difficult to list a representative er-
ror for the fits. Although the standard deviation of Z (as listed
in Table 2) can be used as an estimate, also the number of ob-
jects, the coverage down to solar luminosity, and the accuracy
and number of available photometric datasets have to be consid-
ered. A good example is the poorly populated old open cluster
NGC 1901. It only has 11 main-sequence member stars that are
usable for the metallicity determination. We derived a value of
Z=0.019(2); however, the given error is very probably underes-
timated, because the mean standard deviation of all investigated
clusters is twice as large.
From our sample there are ten targets in common with the in-
vestigation by Pöhnl & Paunzen (2010), allowing a direct com-
parison of the results. There was little deviation between the
derived metallicities from the two studies. However, we no-
ticed three clusters whose iron abundances deviate by more than
0.10 dex. For two of them (NGC 2516 and NGC 7092) the dis-
crepancy could be explained by the applied distances. Especially
for NGC 2516, the difference between the true distance moduli
used amounts to − 0.27 mag (former minus present study). Our
distance scale is in line with the comprehensive investigation by
An et al. (2007), who used main-sequence fitting with empiri-
cally calibrated isochrones. The results for the third strongly
deviating cluster (Melotte 20) were probably affected by incor-
rect effective temperatures derived by Pöhnl & Paunzen (2010).
We noticed that the temperatures of their most luminous ob-
jects were underestimated by about 3000 K. This demonstrates
the benefit of incorporating several photometric systems, the use
of reddening free indices for hotter stars, and individually de-
termined reddening values compared to adopting a single colour
index and a uniform reddening value for all objects. The effec-
tive temperatures for Melotte 20 stars derived by us, using UBV,
uvbyβ, and Geneva photometry, are consistent with a mean stan-
dard deviation of 150 K. Owing to the lower temperatures for the
luminous stars, Pöhnl & Paunzen (2010) also obtained a much
older age for Melotte 20 compared to our analysis and those
quoted in the literature so far. No inconsistencies for the other
open clusters in common were noticed.
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Fig. 4. The colour-magnitude diagrams for Ruprecht 130. Black dots
in the NIR CMD represent the stars observed in the visual by Piatti et al.
(2000). Grey dots are additional 2MASS/UKIDSS objects within a
2 ′radius. Open squares indicate the position of stars near the blue hook
and probable blue stragglers, which are noticeable in the visual, with
available good quality NIR data. The solid lines show the isochrones
for our results (560 Myr), and the dashed lines 50 Myr isochrones with
the parameters listed by Piatti et al. (2000).
The largest deviation between starting values and final re-
sults was found for Ruprecht 130, an open cluster already dis-
cussed in Section 4. The derived distance of 2000 pc agrees to
within 10 % of the previous values determined by Piatti et al.
(2000) and Paunzen et al. (2006), although these values are
based on ∼ 1 mag brighter V magnitudes and a 0.20 mag higher
reddening value. However, the most outstanding difference was
noticed for the age. Our analysis resulted in a cluster age
of 560 Myr, whereas the previous studies obtained ages of 50
and 80 Myr. Both studies performed isochrone fitting, how-
ever Piatti et al. (2000) also matched integrated spectra to avail-
able templates. Figure 4 shows the NIR and magnitude cor-
rected visual CMD overlayed with solar composition isochrones
by Marigo et al. (2008). The apparent distance modulus given
by Piatti et al. (2000) was corrected to account for the derived
magnitude offset. For the NIR isochrones, the parameters were
transformed using the relations E(J − KS ) = 0.488E(B − V) by
Bonatto et al. (2004) and AKS = 0.67E(J − KS ) by Dutra et al.(2002).
It is obvious that in the visual region the previous parameters
do not provide a proper fit for the main-sequence at all. Fur-
thermore, the age is set by the brightest and bluest objects. In
contrast, our determined parameters cover the probable red giant
branch, noticeable especially in the NIR diagram. We would like
to draw attention to the fact that the results of the DG method are
based solely on the main-sequence. In light of the older age, the
aforementioned brightest and bluest objects can be assigned to
the blue hook or to the group of blue stragglers.
5.1. The results in light of lower solar abundances
The isochrones by Pöhnl & Paunzen (2010) are standardised on
evolutionary grids with the previously accepted solar metallicity
Z= 0.020 (Anders & Grevesse 1989). However, the solar value
was meanwhile scaled down to Z= 0.0134 by Asplund et al.
(2009). Using a reduced solar metal content, Mowlavi et al.
(2012) present new stellar models ranging from Z= 0.006 to
0.040. Unfortunately, these were provided after the beginning
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Table 2. The results for the programme targets.
Cluster log t (m − M)0 E(B − V)a Z [Fe/H]DG [Fe/H]specb phot. systemsc
Berkeley 11 7.80 12.20 0.96(6) 0.020(5) +0.01(14) UBVpe, UBVRIccd
Collinder 140 7.55 8.05 0.04(4) 0.021(3) +0.04(7) UBVpe, Strpe, G
Collinder 272 7.30 11.75 0.43(3) 0.021(4) +0.06(9) UBVRIccd
IC 2391 7.65 5.80 0.01(1) 0.018(3) −0.03(7) −0.02(1)/2 UBVpe, Strpe, G
IC 2602 7.85 5.85 0.03(2) 0.019(3) +0.00(8) −0.03(4)/2 UBVpe, Strpe, G
IC 4665 7.70 7.70 0.19(3) 0.020(2) +0.02(6) −0.03(4)/1 UBVpe, Strpe, G
IC 4725 7.85 9.00 0.45(5) 0.020(3) +0.03(8) +0.02(2)/1 UBVpe, Strpe
King 21 7.30 12.40 0.86(6) 0.021(6) +0.06(14) UBVpe, ∆a, 2M
Lynga 1 8.10 11.40 0.45(4) 0.021(4) +0.04(10) UBVpe, UBVRIccd
Melotte 20 7.75 6.15 0.09(3) 0.021(5) +0.05(13) +0.09(20)/2 UBVpe, Strpe, G
Melotte 22 8.05 5.50 0.04(2) 0.016(2) −0.08(7) +0.02(4)/5 UBVpe, Strpe, G
Melotte 105 8.60 11.85 0.44(4) 0.022(5) +0.08(12) UBVIccd , Strccd
Melotte 111 8.85 4.70 0.00(1) 0.018(2) −0.04(5) +0.01(8)/2 UBVpe, Strpe, G
NGC 1039 8.25 8.35 0.08(2) 0.021(4) +0.05(10) +0.07(4)/1 UBVpe, BVccd , Strpe, G
NGC 1662 8.60 8.05 0.32(3) 0.021(3) +0.05(8) UBVpe, Strpe, G
NGC 1901 8.90 8.20 0.03(2) 0.019(2) +0.01(5) −0.08(1)/1 UBVpe, UBVccd , Strpe
NGC 2099 8.65 10.55 0.30(1) 0.019(2) +0.00(4) +0.01(5)/1 UBVpe
NGC 2232 7.70 7.65 0.03(2) 0.025(6) +0.14(12) +0.22(9)/1 UBVpe, Strpe, G
NGC 2287 8.40 9.10 0.02(2) 0.014(3) −0.16(9) −0.23(2)/1 UBVpe, Strpe, G
NGC 2343 8.05 9.90 0.20(2) 0.021(6) +0.05(14) UBVpe, byccd
NGC 2422 8.15 8.50 0.09(2) 0.023(4) +0.09(8) UBVpe, UBVIccd , Strpe, G
NGC 2423 9.00 9.80 0.10(1) 0.024(5) +0.11(10) +0.14(6)/1 Strpe, G, APASS
NGC 2447 8.75 10.13 0.01(1) 0.020(3) +0.03(7) −0.03(6)/4 Strpe, G
NGC 2451A 7.70 6.35 0.01(1) 0.017(4) −0.06(11) UBVpe, BVccd , Strpe, G
NGC 2451B 7.70 7.95 0.10(3) 0.020(3) +0.02(9) UBVpe, Strpe, G
NGC 2489 8.75 11.30 0.31 0.022(4) +0.06(10) UBVIccd
NGC 2516 8.25 8.05 0.11(3) 0.020(5) +0.03(12) +0.01(7)/1 UBVpe, Strpe, G
NGC 2546 8.15 9.75 0.14(3) 0.020(4) +0.01(9) UBVpe, APASS, 2M
NGC 2567 8.45 11.05 0.13(3) 0.020(4) +0.02(10) +0.00(5)/1 UBVpe
NGC 2632 8.80 6.30 0.01(1) 0.027(5) +0.17(9) +0.14(10)/4 UBVpe, Strpe, G
NGC 2658 8.50 13.05 0.36(3) 0.020(5) +0.02(12) UBVRIccd
NGC 3114 8.20 9.85 0.07(2) 0.022(5) +0.07(11) +0.04(2)/2 UBVpe, Strpe, G
NGC 3228 7.85 8.35 0.04(1) 0.020(4) +0.03(10) UBVpe, Genf
NGC 3532 8.55 8.35 0.04(2) 0.021(3) +0.04(7) +0.05(4)/3 UBVpe, Strpe, G
NGC 3960 9.00 11.65 0.29 0.020(4) +0.03(9) +0.02(4)/1 BVpe, UBVIccd
NGC 5281 7.90 10.70 0.22(1) 0.019(4) +0.00(11) UBVpe, BVIccd
NGC 5460 8.20 9.20 0.13(1) 0.021(4) +0.06(9) +0.05(24)/1 UBVpe, Strpe, G
NGC 5662 8.05 9.30 0.30(4) 0.022(4) +0.06(9) UBVpe, Strpe
NGC 5999 8.70 11.75 0.46 0.019(3) +0.00(8) BVpe, BVIccd
NGC 6031 8.40 11.00 0.44(3) 0.020(4) +0.02(9) UBVpe, BVIccd
NGC 6087 7.95 9.60 0.19(2) 0.022(5) +0.06(12) +0.06(20)/1 UBVpe, Strpe
NGC 6134 9.00 10.00 0.40(3) 0.026(5) +0.16(9) +0.14(2)/3 UBVpe, BVccd , Strccd
NGC 6192 8.20 11.05 0.63(4) 0.026(7) +0.16(13) +0.12(4)/1 UBVpe, BVccd , 2M
NGC 6204 8.05 10.25 0.47(1) 0.021(5) +0.05(12) UBVpe, BVIccd , byccd
NGC 6281 8.40 8.65 0.17(3) 0.021(3) +0.04(7) +0.05(6)/1 UBVpe, Strpe, G
NGC 6405 7.90 8.45 0.17(2) 0.023(5) +0.09(11) UBVpe, Strpe, G
NGC 6451 8.00 11.75 0.75 0.021(4) +0.04(10) BVIccd
NGC 6475 8.40 7.15 0.07(3) 0.024(5) +0.11(11) +0.09(8)/2 UBVpe, Strpe, G
NGC 6705 8.40 11.60 0.39(3) 0.027(5) +0.18(8) +0.17(9)/2 UBVIccd
NGC 6756 8.10 12.30 1.03(5) 0.023(6) +0.10(14) Strccd
NGC 6802 9.00 11.65 0.79 0.020(5) +0.03(13) BVIccd
NGC 6830 8.10 11.90 0.54(4) 0.031(3) +0.24(5) UBVpe, ∆a, 2M
NGC 7092 8.55 7.45 0.03(2) 0.020(3) +0.02(9) UBVpe, Strpe, G
NGC 7243 8.00 9.45 0.24(3) 0.021(6) +0.06(13) UBVpe, Strpe, G
NGC 7296 8.55 12.15 0.20 0.019(5) +0.00(13) BVRIccd
Ruprecht 115 8.65 11.35 0.74 0.021(3) +0.04(7) BVIccd
Ruprecht 130 8.75 11.50 1.00 0.020(5) +0.03(14) BVIccd , 2M/UKIDSS
Trumpler 10 7.80 8.05 0.03(1) 0.016(3) −0.07(10) UBVpe, APASS, Strpe, G
Notes. (a) The standard deviation of reddening is given in parentheses, if reddening was determined via photometric calibrations (e.g.
UBV − Q method). (b) The mean spectroscopic [Fe/H] ratio and the standard deviation in parentheses. The number of studies used (listed by
Carrera & Pancino 2011, and additional literature) is given by /#. (c) Photometric systems or surveys used for the analysis, e.g. G (Geneva),
Str (Strömgren), 2M (2MASS), whereas pe/ccd stands for photoelectric and CCD data, respectively. For some clusters, V/(b − y) data by
McSwain & Gies (2008) were included (byccd), or ∆a photometry transformed to V/(B − V) as discussed in Sect. 4.
of our investigation, and the models are currently only available
up to 3.5 M⊙. Nevertheless, it is worth investigating the influ-
ence of the different metallicity scales. Therefore, we searched
for a suitable open cluster with sufficient photometry and well
known parameters. The aforementioned mass restriction of the
new models limits one to clusters with an age of log t ∼ 8.3,
in order to be able to cover the complete main-sequence and
the widest possible range in luminosity. Among our programme
clusters, NGC 6475 was a good candidate for this comparison.
Following Pöhnl & Paunzen (2010), we constructed new dif-
ferential grids based on the ones by Mowlavi et al. (2012) with
their Z= 0.014 model as a reference. This was performed for
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Fig. 5. Comparison of the old and new differential grids applied
to NGC 6475. Additionally, some isochrones for the same age but for
different metallicities are shown for a comparison with the dashed lines:
Z=0.010/0.040 (old grid) and Z=0.010/0.030 (new grid). The effective
temperature is normalised (TN) to the ZAMS of the respective solar
metallicity.
ages around our final result of log t = 8.4, which is in very
good agreement with the starting value (log t = 8.34) com-
piled from the literature. The best fit (Fig. 5) was obtained
with the same age (log t = 8.4) and Z= 0.017(4). Using equa-
tion A.5 by Mowlavi et al. (2012) this resulted in a metallicity
of [Fe/H]= 0.14 dex, whereas the original grids gave a slightly
lower value of [Fe/H]= 0.11 dex derived using Z= 0.024(5). The
applied distances agree to within a few percent; 263 pc (new
grid) vs. 269 pc (old grid). Both of them are very close to
the Hipparcos based result of 270 pc (van Leeuwen 2009). One
can conclude that the DG method is independent of the grids
used. The resulting Z values only need to be transformed into
the corresponding [Fe/H] values. Our results are in good agree-
ment with the mean spectroscopic iron abundance of 0.09(8) dex,
which was derived from two sources: [Fe/H]= 0.14(6) dex by
Sestito et al. (2003) and 0.03(2) dex by Villanova et al. (2009).
Differing metallicities are also found for other open clusters (e.g.
Melotte 20 or NGC 2632). By using the spectral resolution and
the number of investigated stars as criteria to determine the most
reliable result, the higher value by Sestito et al. (2003) should be
considered.
6. Comparison with spectroscopic results
Carrera & Pancino (2011) present new abundance determina-
tions for a number of open clusters, as well as a comprehen-
sive list of high-resolution spectroscopic [Fe/H] results compiled
from the literature. We used this list as a reference, along with
studies by An et al. (2007), Pancino et al. (2010), Schuler et al.
(2010), and Santos et al. (2012). All measurements were based
on spectroscopic data with a resolution of at least R= 16 000,
however the majority were obtained with R= 40 000 or higher.
Where several studies were available for one cluster, we calcu-
lated a mean [Fe/H] value and its standard deviation. Otherwise,
we adopted the individual results and quoted errors from these
references.
For 27 programme open clusters, spectroscopic determina-
tions were found in the literature. Furthermore, we included the
DG results for three open clusters (Melotte 25, NGC 752, and
Berkeley 29) investigated by Pöhnl & Paunzen (2010), due to
the availability of spectroscopic data for them. The last cluster
is of particular interest, because it is the most underabundant ag-
gregate in the complete sample so far. This allowed for a better
verification of the metallicity scale obtained by the DG method
(see Fig. 6).
The largest deviation (0.15 dex) between spectroscopic re-
sults and our determination was initially found for IC 4725.
The iron abundance [Fe/H]= 0.18(8)dex was derived by Luck
(1994), as listed by Carrera & Pancino (2011). However, for
the three investigated cluster stars, Luck et al. (2000) present re-
vised metallicities based on spectra with much higher resolu-
tion (R= 60 000 compared to R= 18 000). The resulting mean
[Fe/H]= 0.02(2) dex is in excellent agreement with our study
([Fe/H]= 0.03(8) dex). Somewhat less deviating results were
found for the open clusters Melotte 22 (Pleiades) and NGC 1901
with differences of 0.10 and 0.09 dex, respectively. The spec-
troscopic determination for NGC 1901 was based on a single
star analysed by Carraro et al. (2007). The discrepancy for the
prominent and well investigated Pleiades cluster could be due
to the transformation of the overall metallicity Z to [Fe/H], as-
suming a correlation between the various abundance ratios. The
analysis by Gebran & Monier (2008) showed a deficiency in the
main contributors to Z: the elements C and O. Therefore, our de-
rived iron abundance of [Fe/H]=−0.08(7) dex for the Pleiades is
also very probably underestimated.
Using the complete sample of 30 open clusters with avail-
able spectroscopic metallicity determinations, and adopting the
revised result for IC 4725, we concluded that the DG method
matches the spectroscopic scale very well (Fig. 6). The mean
value of the absolute deviations amounts to 0.03(3) dex, with-
out a noticeable offset or gradient. However, more aggregates in
the underabundant regime are still necessary for a more detailed
comparison.
7. Conclusion
We examined 58 open clusters in total using the differential
grid method introduced by Pöhnl & Paunzen (2010). The com-
parison of the derived cluster metallicities with spectroscopic
metallicity determinations showed that accurate results could be
achieved. Although the mean deviations to spectroscopic stud-
ies were lower than 0.05 dex for [Fe/H], the comparison with
results by Pöhnl & Paunzen (2010) showed that improperly ap-
plied distances can lead to errors that are somewhat larger (∼ 0.1
dex). However, differences of that order are also not uncommon
among spectroscopic studies. Examining the compilation by
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Fig. 6. Comparison of our metallicity determinations to high-
resolution spectroscopic values from the literature. Open symbols are
additional open clusters by Pöhnl & Paunzen (2010), and the straight
line represents the one-to-one relation. The errors of our results are
about 0.1 dex for most clusters, but were omitted for better visibility.
Carrera & Pancino (2011), we found results with much greater
discrepancies (e.g. for Melotte 20, NGC 2632, or Collinder 261).
To verify the effect of the currently accepted solar abundance
value (Asplund et al. 2009), the result for NGC 6475 using the
original differential grids by Pöhnl & Paunzen (2010) were com-
pared with newly constructed grids based on the recent evo-
lutionary models by Mowlavi et al. (2012). Since the derived
parameters were in excellent agreement, we concluded that the
influence of a different solar metallicity (Z= 0.02 compared to
Z= 0.014) is negligible. The resulting metallicity values only
need to be properly transformed into [Fe/H] values. However,
more comparisons will be needed as soon as the new models are
extended to higher masses.
Nevertheless, this method provides a robust way of obtaining
accurate metallicity estimates for large samples of open clus-
ters, necessary for a more in-depth study of various relation-
ships, such as metallicity gradients or age dependencies. The
future availability of deep and homogeneous photometric sur-
veys (e.g. LSST, Pan-STARRS, Vista) will allow the study of
cluster metallicities in the very inner and outer regions of the
Milky Way in a consistent way. Spectroscopic investigations, on
the other hand, are very time-consuming, therefore only about
100 open clusters are covered so far. Furthermore, for most tar-
gets, the overall cluster metallicity has been defined by three or
less stars (as a rule red giants, the brightest objects). The in-
fluence of improper membership determination in these number
limited samples must also be considered.
As soon as accurate astrophysical parameters are known for
numerous individual cluster stars, the DG method allows evo-
lutionary models to be tested. In this respect we would like to
mention the upcoming Gaia satellite mission, which will provide
spectroscopic effective temperatures and metallicities (limited in
distance and temperature domain), as well as parallax, radial ve-
locity, and proper motion data, to identify true open cluster mem-
bers and to derive luminosity. With these data sets at hand, our
method can be extended to investigate topics related with rota-
tion. This parameter was recently implemented in the models by
the Geneva group (Ekström et al. 2012). Furthermore, an exten-
sion of the differential grids to post main-sequence stages will be
helpful when investigating older stellar aggregates (e.g. globular
clusters) in more detail.
The investigated target sample comes from the ∆a photomet-
ric survey (e.g. Netopil et al. 2007), which aims to detect chem-
ically peculiar stars in open clusters. In a follow-up study, the
results of the present paper will be used to investigate the depen-
dencies of this star group with age and metallicity.
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Fig. 7. The best fits of the differential grids by Pöhnl & Paunzen (2010) to data from the programme open clusters, in order to determine the
fundamental parameters including metallicity. For clarity, TN are effective temperatures normalised to the ZAMS. An equal scale is used for a
better comparison of different ages and metallicities. Owing to interpolation in the available grids, the most luminous stars are sometimes not
covered by the isochrone; however, for older clusters we also included evolved stars to illustrate the continuation of the cluster sequences.
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Fig. 8. Continuation of Figure 7.
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Fig. 9. Continuation of Figure 7.
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Fig. 10. Continuation of Figure 7.
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Fig. 11. Continuation of Figure 7.
A&A–aa201321829, Online Material p 15
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
 
log t = 8.50
[Z] = 0.020(5)
 
 
lo
g 
(L
/L
)
NGC 2658
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
log t = 8.20
[Z] = 0.022(5)
NGC 3114
 
 
lo
g 
(L
/L
)
TN
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
log t = 7.85
[Z] = 0.020(4)
TN
 
lo
g 
(L
/L
)
TN
NGC 3228
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
log t = 8.55
[Z] = 0.021(3)
 
 
lo
g 
(L
/L
)
TN
NGC 3532
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
log t = 9.00
[Z] = 0.020(4)
 
 
lo
g 
(L
/L
)
TN
NGC 3960
0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
log t = 7.90
[Z] = 0.019(4)
 
 
lo
g 
(L
/L
)
TN
NGC 5281
Fig. 12. Continuation of Figure 7.
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Fig. 13. Continuation of Figure 7.
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Fig. 14. Continuation of Figure 7.
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Fig. 15. Continuation of Figure 7.
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Fig. 16. Continuation of Figure 7.
