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THE MFS FOR THE IDENTIFICATION OF A SOUND-SOFT INTERIOR
ACOUSTIC SCATTERER
A. KARAGEORGHIS, D. LESNIC, AND L. MARIN
Abstract. We employ the method of fundamental solutions (MFS) for detecting a sound-soft
scatterer surrounding a host acoustic homogeneous medium due to a given point source inside it.
The measurements are taken inside the medium and, in addition, are contaminated with noise.
The MFS discretization yields a nonlinear constrained regularized minimization problem which is
solved using standard software. The results of several numerical experiments are presented and
discussed.
1. Introduction
In this paper we consider the inverse problem of determining the boundary of a sound-soft acoustic
scatterer from noisy internal measurements generated by an internal point source. This inverse
mathematical formulation models the determination of the extent of a reservoir from the data
obtained by lowering a transmitter-receiver combination through a bore hole into the reservoir [23].
This interior problem is apparently more difficult than the usually addressed exterior scattering
problem because all the scattered waves are now trapped inside the domain and are repeatedly
reflected off its boundary [23, 22], see, also, [24]. In addition, this problem is still nonlinear and
ill-posed and therefore difficult to solve. In particular, in [23] the determination of the boundary
of a sound-soft scatterer was achieved using the linear sampling method while the same method
was used for the recovery of an impedance boundary in [24]. In [12], the structural integrity of
a cavity was tested using the Kirsch-Kress approach applied to the analytical extension of the
scattered field to the interior of the tested domain via the solution of the corresponding Cauchy
problem. The boundary of the scatterer in [22] was obtained using a regularized Newton iterative
approach. It should be noted that the representation of the solution as a single-layer potential
with sources distributed inside the scatterer has previously been used by Kirsch and Kress [16, 17].
The method of fundamental solution (MFS) is a meshless Trefftz method which has, in recent
years, been extensively used for the numerical solution of inverse geometric problems [14]. More
specifically, it has been frequently used for inverse geometric problems in acoustics, see e.g. [18,
20, 25]. In contrast to the boundary integral equation method which has also been used for the
solution of obstacle scattering problems [11, 13], the MFS requires neither the meshing of the
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boundary nor surface integration and is thus considerably easier to implement. In it, the solution
is approximated by a linear combination of fundamental solutions of the Helmholtz operator with
singularities placed on a pseudo-boundary surrounding the solution domain [7].
The method proposed in this work is similar to the method proposed in [1] in which, however,
the inverse problem considered is different as it is the exterior boundary that is unknown, and the
measurements are taken on an internal boundary. This type of approach has also been considered
in [3] although the inverse scatterers were not considered to encircle the measurement boundary.
The paper is organized as follows. The mathematical formulations of the direct and inverse
problems are presented in Section 2. The MFS is described in Section 3. Numerical results are
presented and discussed in Section 4 and, finally, some concluding remarks and ideas for future
work are provided in Section 5.
2. Mathematical formulation
Physically, we consider the interior scattering with a wave number k > 0 due to a given point
source z0 inside the two-dimensional, bounded and simply-connected scatterer domain D with a
C2 boundary ∂D. This means that the incident field is given by
uinc(x) = Φ(x, z0) :=
i
4
H
(1)
0 (k|x− z0|), x ∈ R2, (2.1)
where i is the imaginary unit and H
(1)
0 denotes the Hankel function of first kind and of order zero.
The scattered field us satisfies the Helmholtz equation
∆us + k2us = 0 in D. (2.2)
For impenetrable scatterers the boundary condition on ∂D is of the form
B(u) = 0 on ∂D, (2.3)
where u = uinc + us represents the total field and the boundary operator B models the physical
properties of the scatterer, e.g.
B(u) = u, sound soft, (2.4a)
B(u) = ∂u
∂ν
, sound hard, where ν is the outward unit normal vector to ∂D, (2.4b)
B(u) =


u on ∂D1,
∂u
∂ν
on ∂D2,
mixed, where ∂D1 ∪ ∂D2 = ∂D, (2.4c)
B(u) = λu+ ∂u
∂ν
, impedance, where λ is the reciprocal of the impedance. (2.4d)
We assume that:
(A) k2 is not an eigenvalue of −∆ in D with respect to the boundary condition (2.3).
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2.1. The direct problem. Under assumption (A), it is well-known, see e.g. [5], that the direct
scattering problem which requires finding us satisfying (2.2) and (2.3), when D is known, is well-
posed.
In the sequel, we consider the sound-soft scatterer in which case the Dirichlet boundary condition
recasts as
us(x) +
i
4
H
(1)
0 (k|x− z0|) = 0, x ∈ ∂D. (2.5)
2.2. The inverse problem. We consider the Helmholtz equation (2.2) subject to the Dirichlet
boundary condition (2.5) but now the boundary ∂D is unknown and has to be determined from
additional measurements of us on some known interior closed curve Γ assumed to lie inside D.
The condition that z0 ∈ Γ is not essential but in what follows we shall assume, for simplicity, that
Γ is the circle of radius |z0| > 0 centred at the origin, i.e.
Γ = ∂B|z0|(0). (2.6)
Then the above additional condition is
us(x) = f(x), x ∈ Γ, (2.7)
where f is some given measured data which may be contaminated with noise. Of course, for
compatible data, the function f in (2.7) depends on z0.
Assuming that:
(B) k2 is not a Dirichlet eigenvalue of −∆ in the interior of Γ,
then the boundary ∂D is uniquely determined from the knowledge of the (matrix) scattered field
(2.7) for all x and z0 on Γ, see [23]. Note that assumption (B) is not essential since we can always
re-shape and re-scale the given curve Γ, see [26]. The above uniqueness result requires knowledge
of the scattered field us(x; z0) for all x, z0 ∈ Γ, hence for infinitely many point sources z0 ∈ Γ.
However, under the usual assumption, see [6]:
(C) D is contained in a disk of radius t0/k, where t0 = 2.40482 is the first positive root of the
Bessel function J0,
the boundary ∂D can be uniquely determined from only one measurement (2.7) for the scattered
field us at a single point source z0 ∈ Γ, see [22]. Note that this assumption limits the diameter
of D to the tested wave numbers k in the sense that for higher wave numbers, the diameter of D
must be small enough.
The geometry of the problem in depicted in Figure 1.
3. The method of fundamental solutions (MFS)
In the MFS we seek the solution of the inverse Helmholtz problem (2.2), (2.5) and (2.7) in the
form, see e.g. [7],
usM(x) =
M∑
m=1
cmG(x,ym), x ∈ D, (3.1)
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∂D
 D
  z0
Γ
Figure 1. Geometry of the problem. The crosses + denote the MFS singularities.
where ym ∈ R2\D are singularities, as shown in Figure 1, and cm ∈ C are unknown complex
coefficients to be determined by imposing boundary condition (2.5) and condition (2.7). Moreover,
G is the fundamental solution of the two-dimensional Helmholtz operator given by [7]
G(x,y) =
i
4
H
(1)
0 (k|x− y|). (3.2)
We assume that the unknown boundary ∂D is a smooth, star-like curve with respect to the origin.
This means that its equation in polar coordinates can be written as
x = r(ϑ) cosϑ, y = r(ϑ) sinϑ, ϑ ∈ [0, 2π), (3.3)
where r is a smooth 2π−periodic function.
If we let ϑm = 2π(m−1)/M for m = 1,M , be a uniform discretization of the interval [0, 2π), then
the discretized form of (3.3) for ∂D becomes
rm = r(ϑm), m = 1,M. (3.4)
On the unknown star-shaped boundary ∂D we consider the points
xm = rm (cosϑm, sinϑm) , m = 1,M, (3.5)
expressed in polar coordinates, where the radii rm > 0 are unknown. The MFS singularities are
taken to be
ym = η rm (cosϑm, sinϑm) , m = 1,M, (3.6)
where η > 1 is an unknown magnification parameter to be determined as part of the solution, see
the description of the moving pseudo-boundary MFS in [15]. Moreover, the measured data (2.7)
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are given at the points on the circle Γ, see (2.6),
x˜ℓ = |z0| (cosφℓ, sinφℓ) , φℓ = 2π(ℓ− 1)/L, ℓ = 1, L. (3.7)
We thus have 3M + 1 unknowns, namely the radii r = (rm)m=1,M , the complex coefficients
c = (cm)m=1,M and the magnification parameter η in (3.6). These are determined by imposing
the (complex) boundary condition (2.1) at the M points (xm)
M
m=1 which yield 2M equations, and
by imposing the (complex) condition (2.7) at the L points (x˜ℓ)
L
ℓ=1 which yield an additional 2L
equations. We thus have 2M + 2L equations in 3M + 1 unknowns and therefore need to take
2L ≥M + 1.
To obtain a stable approximation to the inverse problem, we minimize the regularized nonlinear
least-squares functional
Tλ1,λ2(c, r, η) :=
M∑
m=1
∣∣∣∣∣
M∑
j=1
cj G(xm,yj) +
i
4
H
(1)
0 (k|xm − z0|)
∣∣∣∣∣
2
+
L∑
ℓ=1
∣∣∣∣∣
M∑
j=1
cj G(x˜ℓ,yj)− f ε(x˜ℓ)
∣∣∣∣∣
2
+ λ1
M∑
j=1
|cj|2 + λ2
M∑
m=2
(rm − rm−1)2, (3.8)
where λ1, λ2 ≥ 0 are regularization parameters, subject to the simple bounds on the variables
|z0| < rm < ζ2 = 2.40482/k, m = 1,M, and 1 < η < 2. (3.9)
The data (2.7) come from practical measurements which are inherently contaminated with errors
due to noise, and we therefore replace f by f ε, and in computation, the noisy data are generated
as
f ε(x˜ℓ) = (1 + ρℓ p) f(x˜ℓ) , ℓ = 1, L , (3.10)
where p represents the percentage of noise added to the data (2.7) on Γ, and ρℓ is a pseudo-random
noisy variable drawn from a uniform distribution in [−1, 1] using the MATLAB c⃝ [21] command
-1+2*rand(1,L).
The first sum in (3.8) corresponds to the satisfaction of the boundary condition (2.5), whereas the
second sum corresponds to the perturbed internal measurement condition (3.10). Since the inverse
problem is ill-posed, in (3.8), the regularization terms λ1
∑M
j=1 |cj|2 and λ2
∑M
m=2(rm− rm−1)2 are
added in order to achieve the stability of the numerical MFS solution uM and of the smooth
boundary ∂D.
The above constrained optimization problem (3.8) and (3.9) is solved using the MATLAB c⃝ toolbox
routine lsqnonlin which does not require supplying the gradient of the functional (3.8) and easily
incorporates the constraints (3.9). The fundamental solution (3.2) in the MFS expansion (3.1) is
calculated using the MATLAB c⃝ function besselh.
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3.1. The plane waves method (PWM). The plane waves method (PWM) is a meshless Trefftz
method closely related to the MFS and applicable to the solution of boundary value problems
governed by the Helmholtz or modified Helmholtz equation in simply-connected domains, [2],
see also [10, Section 11.1.3]. The PWM removes the parameter η in (3.6), (3.8) and (3.9) but is
restricted to the Helmholtz equation whilst the MFS is applicable to any elliptic partial differential
equation for which a fundamental solution is explicitly available.
In the PWM we approximate the solution of the problem (2.2), (2.5) and (2.7) by
uN(x) =
N∑
n=1
Cn e
ikx·dn , x ∈ D, (3.11)
where the vectors dn are N distinct unitary direction vectors taken to be
dn = (cosϕn, sinϕn) , ϕn =
2(n− 1)π
N
, n = 1, N, (3.12)
and Cn ∈ C are unknown complex coefficients to be determined by imposing boundary condition
(2.5) and condition (2.7). This results in the minimization of the regularized nonlinear least-
squares functional
Uλ1,λ2(C, r) :=
M∑
m=1
∣∣∣∣∣
N∑
n=1
Cn e
ikxm·dn +
i
4
H
(1)
0 (k|xm − z0|)
∣∣∣∣∣
2
+
L∑
ℓ=1
∣∣∣∣∣
N∑
n=1
Cn e
ikx˜ℓ·dn − f ε(x˜ℓ)
∣∣∣∣∣
2
+ λ1
N∑
j=1
|Cj|2 + λ2
M∑
m=2
(rm − rm−1)2, (3.13)
subject to the simple bounds on the variables
|z0| < rm < ζ2 = 2.40482/k, m = 1,M. (3.14)
Note that the first two terms in (3.13) impose 2M + 2L equations in M + 2N unknowns and we
therefore need to take M + 2L ≥ 2N .
4. Numerical results and discussion
We take, for simplicity, the wave number k equal to unity. In (3.8), we take λ1 and/or λ2 equal
to zero and base the choice of the non-zero regularization parameter on the L-curve criterion, see
[9, 8]. When λ1 and λ2 are both non-zero and distinct the L-surface criterion, see [4], might also
be employed.
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4.1. Example 1. We first consider the simple case of a circular scatterer of unit radius. We take
z0 = (0.5, 0) and the measured data on Γ are simulated by solving the direct problem (2.2) and
(2.5) using the MFS with M = 60 collocation points, N = 40 singularities on a fixed pseudo-
boundary similar to the physical boundary with a magnification factor of η = 1.2. The data were
generated at L = 32 points on Γ. In the implementation of the inverse problem we took the initial
guess (c0, r0, η0) = (0,0.6, 1.5) and M = 50. In Figure 2 we present the reconstructed boundary
with no noise and no regularization after 1, 5, 50 and 200 iterations (niter). From this figure
it can be seen that there is a very good agreement between the exact and numerical solutions
for niter=50 and 200. The corresponding results with niter=200, noise p = 5%, λ2 = 0 and
regularization with λ1, and λ1 = 0 and regularization with λ2, are presented in Figures 3 and 4,
respectively. From these figures the following conclusions can be deduced:
– the numerical results without regularization are unstable;
– regularization with λ1 between 10
−3 and 10−2, or with λ2 between 10
−2 and 100 achieves stable
and accurate numerical results.
The L-curves corresponding to the two above cases are presented in Figure 5. From Figure 5(a) it
may be seen that the corner of the L-curve corresponds to λ1 = 10
−3 to 10−2 which is consistent
with the results presented in Figure 3. From Figure 5(b) we observe that the corner of the L-curve
corresponds to λ2 = 1 which is consistent with the results presented in Figure 4.
niter=1 niter=5
niter=50 niter=200
Figure 2. Example 1: Results for M = 50, L = 32, no noise and no regularization
for various numbers of iterations.
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λ1=0 λ1=10
−5 λ1=10
−4
λ1=10
−3 λ1=10
−2 λ1=10
−1
Figure 3. Example 1: Results for M = 50, L = 32, noise p = 5%, λ2 = 0 and
regularization with λ1.
4.2. Example 2. We next consider the case of a peanut shape scatterer given by the radial
parametrisation,
r(ϑ) =
1
2
√
1 + 3 cos2 ϑ, ϑ ∈ [0, 2π). (4.1)
We take z0 = (0.25, 0) and all the other details are the same as in Example 1. In Figure 6 we
present the reconstructed boundary with no noise and no regularization after 5, 10, 50 and 200
iterations. The corresponding results with niter=200, noise p = 5%, λ2 = 0 and regularization
with λ1, and λ1 = 0 and regularization with λ2, are presented in Figures 7 and 8, respectively.
From these, conclusions similar to those obtained for Example 1 can be drawn.
4.3. Example 3. We next consider the case of a complicated scatterer given by the radial
parametrisation,
r(ϑ) = 1 + 0.3 cos 3ϑ, ϑ ∈ [0, 2π). (4.2)
All the details are the same as in Example 2, except for the initial guess which is taken to be
(c0, r0, η0) = (0,0.4,0, 1.5). In Figure 9 we present the reconstructed boundary with no noise
and no regularization after 1, 5, 50 and 200 iterations. The corresponding results with niter=200,
noise p = 5%, λ2 = 0 and regularization with λ1, and λ1 = 0 and regularization with λ2, are
presented in Figures 10 and 11, respectively. Compared to the previous two examples, the results
are less stable and more sensitive to the choice of the regularization parameters λ1 or λ2.
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λ2=0 λ2=10
−5 λ2=10
−4
λ2=10
−2 λ2=10
−1 λ2=10
0
Figure 4. Example 1: Results for M = 50, L = 32, noise p = 5%, λ1 = 0 and
regularization with λ2.
4.4. Example 4. We finally consider the case of a scatterer given by the radial parametrisation,
r(ϑ) = 1 + 0.3 cos 4ϑ, ϑ ∈ [0, 2π). (4.3)
All the details are taken to be the same as in Example 3. Comparing (4.2) with (4.3) one can
see that the scatterer in Example 3 has three petals while the scatterer in Example 4 has four
petals. For this more difficult example considerably more iterations were required to obtain an
acceptable reconstruction of the scatterer. In Figure 12 we present the reconstructed boundary
with no noise and no regularization after 1, 200, 1000 and 2000 iterations. The corresponding
results with niter=2000, noise p = 5%, λ2 = 0 and regularization with λ1, and λ1 = 0 and
regularization with λ2, were found to be even more sensitive to the choice of λ1 and λ2 than for
Example 3 and are therefore not presented. Instead, we compare the MFS numerical results of
Figure 12 with the numerical results obtained by employing the PWM. In particular, in Figure
13 we present the numerical results obtained using the PWM for Example 4 with the same initial
guess, the same values of M and L and N = 50. On comparing Figures 12 and 13 it can be seen
that the MFS results are considerably more accurate than the PWM results. This conclusion has
also been observed for the other Examples 1–3 both with and without noise.
5. Conclusions
In this paper the MFS was used for the numerical solution of an inverse interior acoustic scattering
problem. Since this is an ill-posed problem, its discretized version was regularized with respect to
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0.05 0.075 0.1
0.25
0.5
0.75
1
λ1=10
−3
λ1=10
−2
||Residual||2
|| c
|| 2
(a)
0.05 0.1 0.15
10−2
10−1
100
||Residual||2
|| r
′ || 2
(b)
λ2=10
−1
λ2=1
Figure 5. Example 1: L-curves for p = 5%. (a) Varying λ1 with λ2 = 0; (a)
Varying λ2 with λ1 = 0.
not only the magnitude of the MFS coefficients, but also the smoothness of the curve. The values
of the regularization parameters were selected based the L-curve criterion. The numerical results
retrieved for four examples revealed that the method is well suited for the reconstruction of the
unknown boundaries even when the measured data was contaminated with noise. The analysis
was repeated by employing the PWM, but the obtained results were less accurate than the MFS
ones. Moreover, comparison with the methods presented in [12, 22, 23] is also satisfactory.
The extension to three dimensions is currently under investigation and involves replacing through-
out the function
i
4
H
(1)
0 (k|x − z0|) by
eik|x−z0|
4π|x− z0| , the constant 2.40482 by π and using spherical
coordinates instead of polar coordinates.
The more general and difficult interior inverse scattering problem given by equations (2.2), (2.7)
and the boundary condition (2.3) with the impedance boundary operator (2.4d), where λ may or
may not be known, [24], is deferred to a future study.
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Figure 8. Example 2: Results for M = 50, L = 32, noise p = 5%, λ1 = 0 and
regularization with λ2.
Department of Mathematics and Statistics, University of Cyprus/ Πανεπιστημιο Κυπρου,
P.O.Box 20537, 1678 Nicosia/Λευκωσια, Cyprus/Κυπρος
E-mail address: andreask@ucy.ac.cy
Department of Applied Mathematics, University of Leeds, Leeds LS2 9JT, UK
E-mail address: amt5ld@maths.leeds.ac.uk
Department of Mathematics, Faculty of Mathematics and Computer Science, University of Bucharest,
14 Academiei, 010014 Bucharest, and Institute of Solid Mechanics, Romanian Academy, 15 Con-
stantin Mille, 010141 Bucharest, Romania
E-mail address: marin.liviu@gmail.com; liviu.marin@fmi.unibuc.ro
14 A. KARAGEORGHIS, D. LESNIC, AND L. MARIN
niter=1 niter=5
niter=50 niter=200
Figure 9. Example 3: Results for M = 50, L = 32, no noise and no regularization
for various numbers of iterations.
λ1=0 λ1=10
−5 λ1=5 × 10
−5
λ1= 10
−4 λ1=5 × 10
−4 λ1=10
−3
Figure 10. Example 3: Results for M = 50, L = 32, noise p = 5%, λ2 = 0 and
regularization with λ1.
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λ2=0 λ2=10
−5 λ2=4 × 10
−5
λ2= 5 × 10
−5 λ2= 10
−4 λ2=10
−3
Figure 11. Example 3: Results for M = 50, L = 32, noise p = 5%, λ1 = 0 and
regularization with λ2.
niter=1 niter=200
niter=1000 niter=2000
Figure 12. Example 4: MFS results for M = 50, L = 32, no noise and no regular-
ization for various numbers of iterations.
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niter=1 niter=200
niter=1000 niter=2000
Figure 13. Example 4: PWM results for M = N = 50, L = 32, no noise and no
regularization for various numbers of iterations.
