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Summary 
The problem of identifying boundary contours or line structures is widely recog- 
nised as an important component in many applications of image analysis and com- 
puter vision. Typical solutions to the problem employ some form of edge detection 
followed by line following or, more commonly in recent years, Hough transforms. 
Because of the processing requirements of such methods and to try to improve the 
robustness of the algorithms, a number of authors have explored the use of multires- 
olution approaches to the problem. Non-parametric, iterative approaches such as 
relaxation labelling and "Snakes" have also been used. 
This thesis presents a boundary detection algorithm based on a multiresolution 
image representation, the Multiresolution Fourier Transform (MFT), which represents 
an image over a range of spatial/spatial-frequency resolutions. A quadtree based 
image model is described in which each leaf is a region which can be modelled using 
one of a set of feature classes. Consideration is given to using linear and circular arc 
features for this modelling, and frequency domain models are developed for them. 
A general model based decision process is presented and shown to be applicable 
to detecting local image features, selecting the most appropriate scale for modelling 
each region of the image and linking the local features into the region boundary 
structures of the image. The use of a consistent inference process for all of the sub- 
tasks used in the boundary detection represents a significant improvement over the ad- 
hoc assemblies of estimation and detection that have been common in previous work. 
Although the process is applied using a restricted set of local features, the framework 
presented allows for expansion of the number of boundary feature models and the 
possible inclusion of models of region properties. Results are presented demonstrating 
the effective application of these procedures to a number of synthetic and natural 
images. 
Key Words: 
Image Analysis, Multiresolution, Feature Modelling, Fourier Methods 
r' 
"; t: 
Contents 
1 Introduction 1 
1.1 Image Analysis .............................. 1 
1.2 Uncertainty ................................ 3 
1.3 Detecting Image Boundaries ....................... 5 
1.4 Thesis Outline ............................... 12 
2 Towards the MFT 15 
2.1 Scale in Image Analysis ........... ............ ... 15 2.2 Phase-Space Representations 
.................... ... 17 2.2.1 The Windowed Fourier Transform 
............. ... 13 2.2.2 The Wavelet Transform 
.................. ... 22 2.3 The Multiresolution Fourier Transform 
.............. ... 26 2.3.1 What is the MFT? ... ... ..... ..... ..... ... 26 2.3.2 Choice of Window Function for the MFT ......... ... 31 2.3.3 Multiresolution Image Modelling using the MFT ..... ... 48 2.4 Examples ... .... ..... ...... ....... ..... . .. 53 
3 Local Image Features 59 
3.1 Frequency Domain Feature Modelling .......... ........ 59 3.1.1 Linear Features 
.................. ........ 60 3.1.2 Arc Features ....... ............. ........ 64 3.2 Model Based Decision Making 
.............. ........ 67 3.3 Feature Detection 
..................... ........ 70 3.3.1 Linear Features 
............... ... ........ 74 3.3.2 Arc Features 
.................... ........ SS 3.4 Summary 
......................... ........ 92 
4 Feature Detection: Implementation 93 
4.1 Implementation 
...................... ........ 93 4.2 Estimating Linear Feature Parameters 
........... ...... 95 4.2.1 Parameter estimation ....................... 95 4.2.2 Multiple Features 
......................... 99 4.2.3 Feature Extent 
..... ..................... 100 
I 
4.3 Estimating Arc Feature Parameters 
.... ...... ......... 104 4.3.1 Parameter Estimation 
............. ......... 104 4.3.2 Feature Extent 
................. ......... 103 4.4 Computational Requirements 
............. ......... 111 4.5 Experimental Results 
.................. ......... 115 
5 Segmentation and Linking 122 
5.1 Introduction 
...................... ........ .. 122 5.2 Segmentation Algorithm 
............... .......... 123 5.3 Scale Consistency 
................... .......... 128 5.4 Linking Algorithm 
.................. .......... 132 5.5 "Missed" Features 
................... .......... 136 5.6 Discrete Spectrum Transformation 
......... .......... 140 5.7 Spectrum Correlation 
................. .......... 145 5.8 Computational Requirements 
............ .......... 148 5.9 Experimental Results 
........ ......... .......... 150 
6 Conclusions 157 
6.1 Thesis Summary 
............................. 157 6.2 Overview of Boundary Detection Algorithm ............ .. 168 6.3 Limitations and Further Work ...................... 170 6.4 Concluding Remarks 
........................... 173 
Appendix: Conference Paper 175 
Bibliography 180 
List of Figures 
1.1 A simple a=2 pyramid ...... ............. ...... 4 
1.2 Modelling with single linear feature vs. modelling with multiple fea- 
tures or circular arcs ..................... ...... 11 
2.1 Local spectrum interpretation of WFT ................. 19 
2.2 Filter bank interpretation of WFT ................... 20 
2.3 WFT tessellation of time/frequency plane ............... 21 
2.4 WT tessellation of time/frequency plane ................ 24 
2.5 MFT tessellation of time/frequency plane .......... ...... 28 
2.6 Spatial and Frequency sampling points ................. 29 
2.7 Non-relaxed Window: Frequency Domain ................ 36 
2.8 Non-relaxed Window: Spatial Domain ........... ...... 37 
2.9 Non-relaxed 2-d Window in Spatial Domain: Contour Plot - Contours 
at 5 dB. intervals, down to -50 dB .................... 38 
2.10 Non-relaxed Window: Space/Frequency Plot ...... ........ 39 
2.11 Frequency Relaxed Window: Frequency Domain ...... ...... 40 
2.12 Frequency Relaxed Window: Spatial Domain ........ ...... 41 
2.13 Frequency Relaxed 2-d Window in Spatial Domain: Contour Plot - 
Contours at 5 dB. intervals, down to -50 dB ......... ...... 42 
2.14 Frequency Relaxed Window: Space/Frequency Plot . .......... 43 
2.15 Spatial/ Frequency Relaxed Window: Frequency Domain ....... 44 
2.16 Spatial/Frequency Relaxed Window: Spatial Domain ......... 45 
2.17 Spatial/Frequency Relaxed 2-d Window in Spatial Domain: Contour 
Plot - Contours at 5 dB. intervals, down to -50 dB. .......... 46 
2.18 Spatial/Frequency Relaxed Window: Space/Frequency Plot ...... 47 
2.19 Parent - Child Relationship for Regions ................. 48 
2.20 MFT structure - 2-dimensional ..................... 49 
2.21 Image Model: Grey areas represent regions that cannot be modelled 
at a given level .............................. 
51 
2.22 Shapes: Original 256 x 256 image . ..... . .......... ... 56 
2.23 Shapes: MFT Level 2... ... ...... ....... ...... .. 56 2.24 Shapes: MFT Level 3... ..... .... . .... .... ...... 56 
2.25 Shapes: MFT Level 4... ... ...... . ........ ... ... 56 
111 
2.26 Lena: Original 256 x 256 image ............ ......... 57 2.27 Lena: MFT Level 3 ....... ............. . ........ 57 2.28 Lena: MFT Level 4 ....... .... ........ . ....... . 57 2.29 Vineleaf: Original 256 x 256 image .......... ......... 58 2.30 Vineleaf: MFT Level 3 ....... .... ...... . ........ 58 2.31 Vineleaf: MFT Level 4 ..... ........... . . ........ 58 
3.1 Linear feature centroid ................... ....... 63 3.2 Arc .............................. ....... 65 3.3 Arc projection onto t-axis ................. ....... 66 3.4 Estimation, Synthesis and Decision ............ ....... 70 3.5 Feature Detection/Estimation Process 
.......... ....... 71 3.6 Feature Detection/Estimation Process 
.......... ....... 73 3.7 Adjacent frequency displacement vectors ..... .... ....... 75 3.8 Shaded area indicates e00 ................. ....... 81 
4.1 Adjacent Regions ....................... . ..... 94 4.2 Calculation of end points .............. ...... ..... 102 4.3 Two possible arcs with the same energy spectrum ...... ..... 106 4.4 Calculation of arc end points ............ ...... ..... 108 4.5 Shapes: Level 2.... ..... .... ... ...... ... ... .. 116 4.6 Shapes: Level 2......................... 
..... 116 4.7 Shapes: Feature detection - Level 2.............. ..... 119 4.8 Shapes: Feature detection - Level 3.............. ..... 119 4.9 Shapes: Feature detection - Level 4.............. ..... 119 4.10 Lena: Feature detection - Level 3............... ..... 120 4.11 Lena: Feature detection - Level 4............... ..... 120 4.12 Lena: Feature detection - Level 5............... ..... 120 4.13 Vine leaf: Feature detection - Level 3............. ..... 121 4.14 Vine leaf: Feature detection - Level 4............. ..... 121 4.15 Vine leaf: Feature detection - Level 5............. ..... 121 
5.1 Segmentation Algorithm 
.................. ....... 125 5.2 Feature missed at large scale ................ ....... 126 5.3 Feature in parent and child ................. ....... 129 5.4 Arc feature in parent and child .............. ....... 131 5.5 Linking Primitive Feature Segments 
............ ....... 133 5.6 Detecting "Missed" Features ................ ....... 137 5.7 Bilinear Interpolation 
.................... ....... 142 5.8 Sample points at levels n and n+1............ ....... 144 5.9 Spectrum Spreading 
.................... ....... 146 5.10 Coefficient Distance 
..................... ....... 147 5.11 Shapes: Feature detection - over levels 2-4....... ....... 154 
5.12 Shapes: Feature detection - with scale consistency ........... 
5.13 Shapes: Feature linking .......................... 
5.14 Vine leaf : Feature detection - over levels 3-5............. 
5.15 Vine leaf: Feature linking ................ ........ 
5.16 Lena: Feature detection - over levels 3-5............... 
5.17 Lena: Feature linking ........................... 
5.13 Lena: Feature linking - with backtracking for missed features. .... 
154 
154 
155 
155 
156 
156 
156 
6.1 Segmentation and Linking Algorithm .................. 169 
Acknowledgements 
This work was funded by UK SERC, and conducted within the Image and Signal 
Processing Research Group in the Department of Computer Science at the University 
of Warwick. 
I would like to thank all the staff of the Computer Science Department, in partic- 
ular my friends and colleagues, past and present, of the Image and Signal Processing 
Group at Warwick: Abhir Bhalerao, Andrew Calway, Simon Clippingdale, Tao-I. 
Hsu, Andy King, Wooi Boon Goh, Edward Pearson, Hugh Scott, Tim Shuttleworth, 
Martin Todd, June Wong and Horn-Zhang Yang. Their ideas and encouragement 
provided a stimulating environment in which to work, and I am indebted to them. I 
would also like to thank Jeff Smith for invaluable software support. 
In particular my thanks go to my supervisor, Dr. Roland Wilson. This work would 
not have been possible without his profound expertise in the subject and the constant 
support which he has provided. 
I would like to thank my parents and brother for their much valued encouragement 
throughout my education. 
Declaration 
I declare that, except where specifically acknowledged, the material contained in this 
thesis is my own work and that it has neither been previously published nor submitted 
elsewhere for the purpose of obtaining an academic degree. 
9--. 
/ oouzý 
A. R. Davies 
This work is dedicated to my wife, Sarah. 
Chapter 1 
Introduction 
1.1 Image Analysis 
As noted by Marr [64], many writers, including Gibson [39], have been "misled by the 
apparent simplicity of the act of seeing". Our daily experience of using the human 
visual system (HVS) suggests that vision is a simple, almost trivial process. Because 
learning to see is a largely unconscious process, seeing appears to be easy. In fact, 
millions of year of evolution have produced a system that is so well developed and 
suited to its tasks that we are lead to underestimate its complexity. 
Input to the HVS is provided by light from the environment being focused onto 
the retina at the back of eye by the lens, forming an image of the external world[461. 
This continuous retinal image is then sampled by a dense array of photo-receptive 
cells, producing an array of `intensities' that is passed onto the higher level processing 
of the HVS[81]. Vision may be considered as the transformation of this raw, iconic 
image representation into a description of the scene conveyed by the image. Such 
a description may act as an aid to navigation, defence or any number of human 
activities that require information about the immediate environment [49,89]. 
Computer vision may be seen as the artificial equivalent of the HVS. The eye 
1 
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is replaced by a camera and some sampling process to produce a discrete 2-d 
representation of the 3-d scene in front of the camera. The image is represented 
by an array of picture elements (pixels) that represent the intensity of the image at 
a lattice of regularly spaced sample points. The more densely the image is sampled, 
the more closely it represents the continuous image projected onto the focal plane of 
the camera. Increasing the resolution of the image, however, increases the amount 
of data that the system must deal with. A 512 x 512 grey scale image contains 
approximately 4 million pixels. When multiple images are required, for example 
when examining pairs of stereo images [5] or image sequences, the data explosion 
becomes even more dramatic. The first stage of any computer vision process is, 
therefore, often to transform the image into a more useful, and less data intensive, 
representation. Such a representation will be in terms of some class of objects that 
are applicable to the task in hand, and represent the important features of the image 
while eliminating any noise or irrelevant detail. 
The translation of an image to a higher level representation is a complex process 
and as such may not be possible in a single processing step. In the words of Marr 
[64] it is necessary to proceed "to the desirable via the possible". Starting with a 
representation that can be directly computed from the image, a second representation 
can be derived from the first that is closer to the description sought. A further 
processing step can then be applied to this representation to give yet another, and 
so on. For Marr this process transforms the image first to a primal sketch, then to a 
22-d sketch and finally a 3-d model based representation. Each representation makes 
explicit certain information, while hiding or transforming other information in such 
a way that it cannot, if at all, be easily recovered. The sequence of transformations 
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must be carefully chosen, therefore, to ensure they are suited to the desired result. 
1.2 Uncertainty 
As noted by various authors [95,97,29,93,84] such a transformation gives a descrip- 
tion in terms of "what" is "where" in an image, and therefore immediately runs up 
against the uncertainty principle: for a given image position ý; and its neighbourhood 
. 
Af is there an object of class C at 
ý;? Intuitively the dilemma is clear. The larger 
the neighbourhood the more evidence is available on which to base the decision. If, 
for example, a noisy image is being segmented by grey level value, the grey level at 
a particular point can be estimated by local averaging. The best estimate can be 
made by averaging the grey levels over the largest possible area. Thus increasing the 
size of the neighbourhood increases the accuracy of the mean estimate. This brings 
with it problems, however, since using larger neighbourhoods leads to reduced spatial 
resolution. There is therefore a trade off between determining "what" and "where". 
The achievement of localisation in the class space is at the expense of localisation in 
the position space. 
In order to try to `cheat' the uncertainty principle, a number of authors have 
proposed analysis methods based upon multiple resolution representations. The image 
is represented over a range of scales, varying from the initial image, which has low 
feature space resolution, to a low spatial resolution representation that has a high 
resolution in the feature space. Information can then be combined over a range of 
scales to infer high resolution in both domains. The key to such an approach is the 
model that relates the different scales. In cases where such a model and a method 
of multiscale combination based upon this model can be applied, it may appear that 
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Spatial 
Resolution 
Level n+2 
Level n+l 
...... : ý`....... 
ý:.. 
_.. 
º... 
---- 
Level n 
1"- --.... ry .............. 
11 
Figure 1.1: A simple a=2 pyramid 
4 
the uncertainty principle is "beaten". If the model does not fit the image, however, 
the combination over scale will fail to integrate the different image representations 
coherently. The successful adoption of such an approach therefore requires knowledge 
of where the model fits in order to be successful. 
The simplest such representation is the pyramid [14,15], where the resolution is 
reduced by a constant factor, a, between one level and the next. To calculate a level 
from the one below it, each block of 2k0 x 2k0. samples is replaced by its weighted 
average. Choosing a value of k>0 allows these blocks to overlap. At each scale a 
region of the image is represented by its weighted average. A simple (Cr = 2, k= 0) 
pyramid is illustrated by figure 1.1, where each sample at level n+1 is simply the 
arithmetic mean of its four children at level n. 
A related multiresolution representation is the grey level quadtree [86]. This is 
constructed by calculating the mean and variance of the entire image. If the variance 
is below some threshold value then the image can be approximated by the mean, if 
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not the image is split into four quadrants and the test reapplied to each in turn. This 
continues until the image has been segmented into a set of regions that model the 
image by their mean grey levels, within a margin of error defined by the variance 
threshold. 
More complex multiresolution representations such as Wavelets[27,28,61] and the 
multiresolution Fourier transform[16,90], provide more information for each region. 
The MFT represents the image as a stack of local spectrum estimates over a range of 
spatial resolutions. Each level is a complete and invertible representation of the image. 
Indeed each local spectrum provides a complete frequency domain representation of 
the corresponding image region - unlike the local average provided by the simple 
pyramid described above. 
1.3 Detecting Image Boundaries 
The aim of the present work is boundary detection. It is clear that boundaries in 
images give important information to the HVS, as we can often recognise an object 
from a line drawing of it. As noted by Marr and Hildreth [65], these boundaries 
may correspond to the edges of objects in an image or may be the result of varying 
illumination in the image, such as shadows, and their detection amounts to computing 
the "raw primal sketch" of the image [65]. The work of Campbell and Robson [191 
suggests that there are cells in the early stages of the HVS that respond to the areas of 
the image plane containing high spatial frequencies, ie. the rapid changes in intensity 
that correspond to boundaries in the image. Additionally, the majority of cells that 
respond to line and edge stimulus are sensitive to orientation[81,47,111. 
Traditional boundary detection is usually a two stage process. First, some form 
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of edge detection operator is applied to the image to detect points in the image of 
rapid intensity change. A large number of techniques for local edge detection have 
been developed during the past thirty years. The earliest, and most common, is the 
gradient operator as described by Roberts [80], which approximates the first partial 
derivatives in orthogonal directions. This is just one of a class of difference operators 
that have been developed (eg. Prewitt, Sobel and Canny[20]). An overview of these 
methods can be found in [40] or [51]. Related to the edge gradient are edge templates 
such as those used by Kirsch[53]. These methods provide an indication at each point 
of whether the point is on an edge, as well as indication of the edge orientation at that 
point. Another closely related method is based upon the Laplacian[40,4]. As noted 
in [4], however, this has two major disadvantages in that it does not give orientation 
information and, because it approximates a second derivative, it enhances any noise 
present in the image. Since edges correspond to high spatial frequencies it is clear that 
edge detection operations can also be performed in the frequency domain[54,16,61]. 
A general problem facing all methods of edge detection is that of noise, which is 
rapidly changing and therefore produces relatively large responses from differential 
operators. In an attempt to counter this, it is desirable to perform some smooth- 
ing on the image, but the smoothing should be such that, while it reduces the noise 
component of the image, it does not blur the edges significantly. To overcome the 
limitations of fixed scale smoothing, ie. uncertainty, a number of authors have pro- 
posed using smoothing filters at various scales (eg. Marr and Hildreth[65], Rosenfeld 
and Thurston[82] and Witkin[98]). A robust method of combining edge and orien- 
tation information across scale, developed by Wilson, Clippingdale and Bhalerao is 
described in [8,9,92] 
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A further consideration is that of regions with multiple orientations. Many of the 
edge detection processes described give an indication of the dominant orientation for 
each edge point. Such information is clearly useful for linking or other higher level 
processes based upon the edge detection, such as direction-adaptive filtering (eg. [56]). 
However at corners, or other junction points, edges in a number of orientations meet 
and so it is desirable to produce a set of the orientations associated with the point. 
A number of authors (including Freeman[34,35], Andersson[1] and Perona[74]) have 
considered the use of steerable (or controllable) filters in order to test for edges over 
a set of different orientations, as well as proposing methods for detecting junction 
points. At points where there are two dominant orientations, Freeman considers the 
energy profiles along, and perpendicular to, these orientations to decide what sort of 
junction is present, eg. `L', `T' or `X' junctions. Andersson has developed filters for 
detecting line endpoints, based upon dual quadrature filters[54]. 
The application of some edge detection operator(s) provides a representation of 
the image in terms of local edges and orientations. The edge elements, or edgels, that 
result from the local edge detection are simply a set of disjoint points that lie on the 
image boundaries. These points form the input to the next stage of processing in 
order to segment the edgels into "coherent one dimensional (edge) features" [4]. 
A number of methods have been applied to this task. These approaches include 
using similarity in the magnitude, gradient and position information provided by 
the edge detector to link edgels, such as graph theoretic approaches [4,68], pyramid 
based grouping [26] and relaxation methods[58,481. The latter approach is exempli- 
fied by the work of Parent and Zucker [72], who argue that orientation and curvature 
constraints can be used to refine an initial coarse set of trace point estimates, us- 
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ing relaxation labelling [48], before synthesising the curve from the trace [101]. An 
approach similar to this, based upon salient contour analysis, is also considered by 
Freeman [34] 
. 
A more global approach is the Hough transform (HT) [33,50]. Applying this 
to small image regions the edge data is transformed into a parameter array based 
on some parametric feature representation. Although originally used for detecting 
straight segments, these methods have been generalised to consider other parametric 
[4] or non-analytic [3] curves. A hierarchical version [77] has been developed which 
combines local and more global information, by combining line segments detected in 
small spatial regions into larger segments where possible. A problem encountered 
with the Hough transform is that of connectivity. The transform uses accumulator 
arrays to measure the colinearity of edge points. A number of short line segments, or 
texture elements with the same orientation may therefore be detected as a straight 
line, even though they are disconnected. A method of building a connectivity check 
into the HT has been considered in [100]. 
A similar hierarchical approach is used by Shneier [83], which is based upon using 
two hierarchical representations of edge information. The first is the edge pyramid, 
which is constructed by grouping together edgels into edge segments in small, over- 
lapping 4x4 regions. Higher levels are calculated by combining these segments to 
form edge segments that represent larger regions of the image, along with an error 
term indicating how well they do so. This representation is similar to that of the 
Laplacian pyramid [14], but represents a region by using a linear feature, rather than 
a weighted average of the image intensity. Shneier's second representation is the edge 
quadtree, which is constructed in a similar manner to the grey level quadtree [86]. 
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First, an attempt is made to model the image using a single edge. If this is unsuc- 
cessful the image is split into four quadrants and the modelling process is reapplied. 
This continues until each region has been successfully modelled. 
Another approach to boundary detection is based upon active contour models or 
"Snakes" [52]. Snakes are energy minimising splines that `lock onto' local features in 
an image. An energy functional is defined as the sum of three components : internal 
energy to ensure continuity and smoothness of the spline, image energy defining the 
image features onto which the snake should lock, and an external constraint term 
provide by an operator or higher level process. The image energy term may be based 
upon image intensity (line detection) or gradient (edge detection), and may include 
a scale space element allowing "minimisation by scale continuation" [98,99,52]. The 
problem with this approach is its reliance on some external process to guide it. Some 
outside agent, either a human operator or some other "intelligent" overseer must 
decide on the snake's starting point. Zucker's linking algorithm [101] attempts to 
overcome these problems by using local dynamic splines that initially minimise a 
local energy functional, but may also join together if they begin to overlap. 
All of the above methods follow the processing framework suggested by Marr in 
that the image is transformed from its initial representation (a pixel array) to an array 
of edge points, which is then transformed, or segmented, into a set of line segments. 
The work of Calway [16,18] combined both of these processing steps - edge detection 
and feature detection - into a single step. By first transforming the image into a set 
of local spectrum estimates over a range of scales, the MFT, a linear feature detector 
can be directly applied to a complete and invertible representation of any part of 
the image. The resulting feature estimate can then be used to produce a measure 
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of how well this feature models the image region concerned, and hence whether the 
feature fits the model. Since an image region may fit a model at some scales, but 
not at others, such a decision allows the selection of an appropriate scale at which to 
represent it. 
The above methods are based on edges rather than regions. It should be noted, 
however, that there is an implicit link between boundaries of image regions and the 
regions themselves. Much work in the area of image region segmentation has in- 
cluded some form of boundary information, such as the Markov random field (MRF) 
approaches described in [38,42]. A multiresolution approach to combining edge and 
region information has also been explored by Bhalerao and Wilson [9,7]. It is there- 
fore desirable that, although segmentation based upon regional properties is outside 
the scope of the current work, the framework adopted for the boundary detection 
should be of a form that does not exclude the possibility of the incorporation of 
region information. 
The object of the current work is to extract from a grey level image a representation 
of the line and boundary structures within it. The approach used follows that of both 
Calway[16] and Shneier[83], in that the initial problem may be regarded as that of 
constructing some form of quadtree, where each leaf represents an area of the image 
in terms of some feature model. Shneier notes that quadtrees constructed for a closed 
boundary and for the region enclosed by that boundary have closely related shapes. 
Furthermore, it has been shown that a multiple scale representation related to that 
used for boundary detection in the current work can be successfully applied to the 
segmentation and analysis of feature regions based upon their textural properties[S5]. 
This indicates that the processing framework used should be readily extendible to 
CHAPTER 1. INTRODUCTION 
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Regions Modelled 
using arcs and multiple 
features 
Regions Modelled 
using single linear 
features 
Figure 1.2: Modelling with single linear feature vs. modelling with multiple features 
or circular arcs 
allow detection of both local (edge) features and regional (textural) features. 
A limitation of Calway's work is the simplicity of the local feature model used 
- only regions containing a single linear feature are considered. This implies that 
regions with high curvature boundaries must be split into smaller regions, in which 
the segments can be approximated using linear features. As previously mentioned, it 
is desirable to perform the feature detection at a high feature space resolution in order 
to increase the accuracy of the parameter estimates. One way in which to increase the 
scale at which the region can be modelled is to use a feature model that fits curved 
boundaries. In the current work, this is done by including a model for segments of 
a circular arc. Figure 1.2 illustrates the difference in scale of feature detection that 
may result from including such a feature model. 
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A similar problem occurs for regions containing corners or junction points. Re- 
stricting the model to regions containing only a single feature forces corner regions 
to be modelled at a high spatial resolution, as shown in figure 1.2. To overcome this, 
the modelling can be extended to allow regions containing a number of linear features 
in different orientations. This extension parallels that used in edge detection (eg. 
Freeman [34]) to detect multiple orientations at a given image point. 
One motivation for attempting to model an image region directly is that it is then 
possible to build consistency constraints into the local feature model, rather than 
apply an additional relaxation stage to the output of an edge detection process (cf. 
Parent and Zucker [72]). It is clear that if a region can be modelled by a linear feature 
the edge points within that region must have a constant orientation. Similarly if a 
circular arc can be used to model the edge in the region, the orientations at the edge 
points must be consistent, and the curvature constant, over the region. - 
By extending the range of models within the same general framework as Calway, 
it is intended to increase the power and flexibility of the methods, without sacrificing 
the advantages of speed and representational completeness of his work. 
1.4 Thesis Outline 
Chapter 2 considers the importance of representation in image analysis. Specifi- 
cally it deals with the importance of representing an image at a scale, or range of 
scales, most suited to the required analysis. The trade-off between spatial resolu- 
tion and some "property space" (or phase-space) is considered. Two representative 
phase-space representations are considered and the multiresolution Fourier transform 
(MFT) is presented. The MFT may be considered as a form of generalised pyramid, 
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each level representing the image at a different spatial resolution. However instead 
of representing each region by a single mean grey level[14], it is represented by an 
estimate of its local Fourier spectrum. Additionally each level completely represents 
the image and could therefore be used to reconstruct it. A multiresolution image 
model, representing an image as a set of disjoint regions over a range of scales, is 
presented. 
The use of local spectrum estimates as a basis for region modelling is considered in 
chapter 3. A framework is described for detecting local image features and estimating 
their parameters. Models are derived for the spectra of regions containing one or more 
linear features (such as straight lines or edges) or a single arc feature. Parameter 
estimators are derived for these regions and a method of determining how well the 
models fit the actual image data, using correlations, is presented. Chapter 4 presents 
the implementation of these estimation and detection procedures using single levels 
of the MFT to provide a set of local spectrum estimates. Results are presented 
for several synthetic and natural test images to demonstrate the effectiveness of the 
estimators. 
In chapter 5, the combination of features estimated over a range of scales is exam- 
ined. An algorithm, based upon the image model described in chapter 2, is developed, 
for segmenting an image into regions that fit the local feature models described in 
chapters 3 and 4. The implementation of the algorithm using the MFT is considered 
and results of applying the segmentation algorithm to some test images are presented. 
This segmentation may be compared to the construction of an edge quadtree [83]. 
Each region is represented by a set of coefficients from the MFT, and as such the 
segmentation provides an invertible representation of the image[16]. 
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In most real images, local features will be parts of some larger scale boundary struc- 
ture. An algorithm is presented for linking the local features into larger, compound 
features by comparison of the local spectra representing them. A method for "back- 
tracking" to search for features that may have been missed by the feature detection 
process is also presented. This uses features that have been detected in neighbouring 
regions to suggest the existence and approximate position of the missing features. 
The results presented at the end of chapter 5 demonstrate that the approach 
developed in this work has the potential to provide an effective method of detecting 
object boundaries within a general image analysis framework. However it is clear 
that before the potential of this approach can be fully realised a number of issues 
need further consideration. Some of these are mentioned in chapter 6, along with a 
synopsis of the work and discussion of future areas of development. 
Chapter 2 
Towards the MFT 
2.1 Scale in Image Analysis 
Much has been made in recent years of the usefulness of local processing in image 
analysis. The use of global image properties for analysis assumes that these give a 
good indication of what is going on in all parts of the image, whereas in many cases 
different image localities may have very different properties. By analysing regions 
in an image, the properties local to those regions can be determined or utilised in a 
large number of image processing tasks. Each locality can be treated in the way most 
appropriate to it - as opposed to using some global, compromise method which may 
not be right for any given region of the image. 
In image restoration [51,6], for example, knowledge of the signal structure can aid 
in the choice of filter that will reduce the noise content, while, as much as possible, 
leaving the signal intact - such as the derivation of Wiener filters [71, M, 60] based 
on statistical signal/noise models. However, considering the image as a set of local 
regions [25], or sub-images, the restoration process can vary over the image. In flat, 
or slowly varying regions, some form of averaging would be sufficient to remove the 
noise, but in a region of a more rapid change, such as near an edge, such averaging 
15 
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may cause blurring of perceptually important image features and so an alternative 
must be chosen. 
The present work is concerned with the detection of local image features, from 
a number of different feature classes. To this end, it is desirable to represent these 
feature classes in a similar way, allowing their detection to take place within a coherent 
framework. Although the present work is concerned with edge and boundary detection 
it would be desirable to have a representation that is sufficiently expressive to include 
additional feature classes such as texture elements, allowing the detection process to 
be generalised whilst keeping the same basic framework. 
Since the aim is to detect local features, it is necessary to consider the scale at 
which the analysis should take place. The image can be viewed through a set of 
analysis windows, each of which provides a view of just a small portion of the image. 
What size should these windows be? For any given analysis window there may be 
multiple features present and each of these could be from any of the feature classes. 
Choosing a fixed window size, or analysis scale, therefore, requires that the feature 
models and detection processes be sufficiently complex to deal with regions containing 
these multiple features. 
Another way to deal with this is to allow the analysis window size to vary inde- 
pendently of the feature model. The scale and model can then be selected so that 
they give the best fit to the image data. Since any feature can in general exist at any 
scale, it is necessary that the representation provides for any compact region of the 
image to be represented without interference from any features outside of the region. 
This allows the image to be segmented into differently sized regions, each of which 
can be modelled using the available feature classes [16]. 
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The rest of this chapter is concerned with explaining why, among possible represen- 
tations, the multiresolution Fourier transform (MFT) provides an effective framework 
for tackling this problem. 
2.2 Phase-Space Representations 
Local analysis is conveniently performed using a phase-space image representation 
[27]. Such a representation conjoins some `property coordinate' to the spatial coor- 
dinate giving an indication of both the local properties of each region of the image 
and of each region's location. Although there are many such representations, there 
are two main classes. 
The first may be considered as the class of space frequency representations. Both 
linear representations, which are closely related to the windowed Fourier transform 
(WFT) [76] and Gabor [37] transforms, and bilinear (quadratic) representations, eg. 
Wigner distributions [22,23,24] and Ambiguity Functions[70], have been examined 
by many authors and applied to numerous applications. A review of this class is given 
in [44]. For these representations, the conjoined co-ordinate is frequency - for each of 
a set of image neighbourhoods the representation provides an indication of the local 
frequency content. Although these representations provide local image information, 
the size of the neighbourhood over which this information is calculated is fixed and 
built into the representation. Thus while the representation is general, it does not 
allow the desired variation of analysis scale. 
The second class are scale-space representations - with scale being the conjoined 
image co-ordinate. This includes the Wavelet Transform (WT) [27,41,611, and 
pyramid based representations, such as the Laplacian pyramid [14]. In both cases, 
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the image is represented as a coarse (low pass) image and a set of detail images that 
must be added to reconstruct the original image. These detail levels represent the 
`features' in the image at increasingly fine scales. The features detected at a given 
scale are determined by the decomposition used. For the Laplacian pyramid [14] the 
features are spatial points of rapid change, such as edges or lines, that do not occur at 
coarser levels. In Mallat's wavelet decomposition, this is expanded to take account of 
the orientation of these features [61]. Although the image is represented at a range of 
scales, the feature class is built into the representation through the choice of wavelet, 
thus reducing the generality of any processing framework. Such a representation is 
tied to a specific class of local image features, consideration of regions containing 
features of different classes would therefore require having multiple representations of 
the image. 
The next sections describe the most common representatives of these classes, the 
WFT and PVT, in more detail. 
2.2.1 The Windowed Fourier Transform 
The windowed Fourier transform (WFT) (often the short time Fourier transform 
(STFT) in 1-d) [i 6,44] is a phase-space signal representation, where a 1-d signal (in 
space) is transformed into a 2-d space/frequency representation. For a continuous 
1-d signal x(f) the forward transform xe(t, w) E LZ(R) is given by the equation 
x8(ß, w) = J-: w*(X - 
ý)x(X) exp[-jwx]dX (2.1) 
where w(ý) is the forward transform window, or analysis window. 
This transform may be considered in two ways. First assume that, for a given 
position ý the signal is premultiplied by the window function shifted so that it is 
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Figure 2.1: Local spectrum interpretation of WFT 
centred at X=ý, as shown in figure 2.1. Since the window decays away from the 
origin, the signal is windowed so that only the signal in the neighbourhood of ý has 
any significant energy. The size of this neighbourhood can be defined in terms of 
the concentration of the analysis window energy, and a measure of this, such as the 
variance, can be used to indicate the scale at which the signal is being analysed 
[70]. Denoting this windowed signal by x,, (ý, x) the WFT is then simply its Fourier 
transform, ie. 
x8 4, w) = 
J: 
xw, xexp_3wxIdx (2.2) 
Thus for a given value of ý, the WFT may be regarded as a `local spectrum', repre- 
senting the spectral properties of the signal in the windowed region. 
A second way of viewing the WFT is to regard it as the output of a bank of 
Bandpass filters, as shown in figure 2.2. Equation (2.1) can be rewritten in terms of 
the Fourier transforms of both the signal and the window, x(w) and w(w) respectively, 
as 
exp[-3wß] Lx(w')4D(w - w) exp[jw ý]dw' (2.3) 
For a given w, the signal spectrum is windowed by a spectral window centred upon 
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w, the passband of which is dependent upon the concentration of the window in the 
frequency domain. 
The WFT can be easily extended to two (or more) dimensions. For an image x( 
H 
where ( is a 2-d position vector, and w is a 2-d frequency vector, the WFT is given 
by 
xe( w} _ 
ýý 
w*(X - )x(X} exPý-7W " YýýX (2.4) 
where `"' denotes scalar product. 
For any type of window, the energy concentrations of the windows in the two 
domains are inversely proportional, since from the similarity theorem [70] 
x(at) i-º -x 
a \a) 
(2.5) 
A decision therefore has to be made about a suitable analysis scale. In order to 
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model an image region as a single feature, an analysis window must be used that 
is sufficiently concentrated that the given region contains no other features. The 
similarity theorem, however, indicates that in the frequency domain the window will 
be spread out, leading to low frequency resolution. The scale of the analysis window 
must therefore be chosen to give an acceptable trade-off between resolution in the 
two domains. Using a measure such as window standard deviation in the spatial 
and frequency domains, ac and a,, respectively, a logon can be defined, following 
Gabor [37], of size oxo which represents the area of the phase-space covered by 
each analysis window. Choosing a set of sample points on the space/frequency plane 
about which these cells are centred, such that they provide a complete tessellation of 
the plane, a description of the signal at a given scale is provided. Figure 2.3 shows 
two tessellations of the space/frequency plane at different scales. The tessellation on 
the left has o= 5Q,  and therefore gives high 
frequency resolution and low spatial 
o, u, and therefore gives 
high spatial resolution resolution, whereas the other has o£ =1 
Low spatial resolution, 
high frequency resolution. 
High spatial resolution, 
low frequency resolution. 
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Other problems arise from the need to choose the analysis scale before the analysis 
of the image starts, so that it cannot be adapted to the local structure of a particular 
image. A choice can only be made using heuristic knowledge of the class of images 
under consideration. Since the scale is constant over the entire image plane, the WFT 
is a single resolution representation, and as such the scale must be chosen to give a 
good compromise between the different scales that could best be used for different 
image regions. 
2.2.2 The Wavelet Transform 
One attempt to tackle the problems inherent in a single resolution approach such as 
the WFT is to use a multiresolution representation, in which different features of the 
signal are represented at different scales. In the Wavelet Transform (WT) [27,41,62], 
the analysis scale varies with frequency. The WT has been used for a number of 
applications such as image coding [2], active vision [21] and multi-orientation edge 
detection [75]. 
The WT can be regarded as a decomposition onto a set of basis functions called 
a family of wavelets. From Rioul [79], the Continuous Wavelet Transform (CWT), 
xýw(ý, a), of a 1-d signal x(ý) E L2(R) is given by 
00 
x(ý)ha, (, i)dX (2.6) 
00 
where ha, x(e) is the analysing wavelet. Each of the analysing wavelets is a scaled, 
shifted version of a single prototype function or mother wavelet, h(e), ie. each basis 
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ha, x(ý) =1h[X- (2.7) 
VII 
-al a 
where X represents the position about which the wavelet is centered and a the dilation 
of the window. Since a and X are independent, this gives a free choice of both scale 
(dilation of wavelet) and position (the point about which the signal is analysed). In 
this case, the WT can be regarded as a scale-space representation. 
Although the wavelet can be any of a large class of bandpass functions, choosing 
a modulated window function as the mother wavelet allows the WT to be regarded 
as a space-frequency representation and shows the similarities between the WT and 
the WFT. Choosing 
h(ý) = w(e) exp [3woý] (2.8) 
where w(C) is a real valued window function, as used for the WFT, and wo is the 
central frequency for the mother wavelet in the frequency domain. Given that the 
scaling factor is related to the central frequency by 
wo 
w (2.9) 
the Wavelet transform can then be rewritten in the form 
ý 
x(X)hW, ý(Y)dx (2.10) 
00 
where 
he(X) =J 
Ill ('0 (X - e)} (2.11) Wo wo 
The advantage of the wavelet transform over the WFT is that the scale parameter 
a determines the resolution in the spatial and frequency domains. The wavelets have 
the property that if we define the standard deviation of energy (about 0) for h(ý) 
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in the spatial domain as of, then the energy of h,, f(ý) is concentrated about ý with 
standard deviation Q4/a. Similarly if we define 
h(w) as the Fourier transform of 
h(ý), then the energy of h,, 4(w) is concentrated about aw with standard deviation 
aou,. Thus, as shown in figure 2.4, it can be seen that increasing a increases the 
concentration in the spatial domain, while spreading out the wavelet in the frequency 
domain. Conversely in order to increase concentration in the frequency domain, a 
must be reduced. The wavelet therefore has a "resolution cell" [62] in the phase-space 
equal to 
[Z - 
014' e+x [aw - au aw + aow]. (2.12) 
aa 
Like the WFT, this may be considered as filtering the signal with a set of Bandpass 
filters. Unlike the WFT, however, the filters do not have constant bandwidth but a 
constant ratio of centre frequency to bandwidth. The wavelet transform can therefore 
be regarded as a form of "constant-Q" analysis [79]. 
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A variation of wavelets, called chirplets have been proposed by several authors 
[67,63]. Wavelets are generated from a mother wavelet by shifting and scaling in 
the time-frequency plane. The generation of a chirplet additionally allows a mother 
chirplet to be sheared in time and frequency. 
Extension of the WT to two dimensions is simple, and may be defined for signal 
xE LZ(R2), as 
i. (41 )= x(X)hE, W(x)dx (2.13) 
-oo ti 
where hZW(-k) is a 2-dimensional window function, centred on ( in the spatial domain 
and w in the frequency domain. In practice, however, most approaches have used a 
set of `mother wavelets', often based on cartesian separable functions. This is done 
for computational and representational reasons. 
Mallat's work with the wavelet transform [61,62] has used wavelets as an orthonor- 
mal basis for computing the level of detail present at each level of a multiresolution 
representation of an image. Following Witkin [98], Mallat defines the detail at a level 
as that information which is present at that level, but not at any level of coarser 
resolution. In doing this he provides a description of the original, sampled image, 
which consists of a coarse representation of the image, at some low level of resolution, 
and an orthogonal set of levels of detail that must be added back to the image, as 
its resolution is increased, in order to recover the original image. Unlike the Lapla- 
cian pyramid [14], however, there are multiple detail images at each scale - each 
representing a different range of feature orientations. 
Since the detail levels are orthogonal, the representation is non-redundant (cf. 
Laplacian pyramid [14]): only N2 samples are needed to represent an NxN image. 
The restrictions of the Wavelet representation become apparent when considering 
CHAPTER 2. TOWARDS THE MFT 26 
the resolution cell of the 1-dimensional case. Cells at high frequencies have low 
frequency resolution. For example, for frequencies centered on wo the resolution cell 
is 
16 - 0, E, 6+ ad x Iwo - o,,,, wo + a, ]. (2.14) 
In order to then consider frequencies around 2wo, a, the scale parameter, must be 
made equal to 2. This gives the following resolution cell 
]x [2wo - 2ou,, 2wo + 2o,, ]. (2.15) [eo -2, ýo +2 
It can be seen that although the frequency information is now centered on 2wo, the 
frequency resolution has been halved and the spatial resolution doubled. 
In two dimensions, if the wavelets are considered in terms of angle and radial 
frequency, the angular resolution is fixed in the frequency domain. A long line (or 
edge) segment in the spatial domain has a narrow, oriented spectrum, whereas a 
shorter segment has a spectrum that is less concentrated. It is desirable to be able 
to alter angular resolution to take account of this. 
2.3 The Multiresolution Fourier Transform 
2.3.1 What is the MFT? 
When considered as a space-frequency representation, the wavelet transform ties to- 
gether scale and frequency. In order to analyse high frequencies a low frequency 
resolution is used. The multiresolution Fourier transform (MFT) is a representa- 
tion that gives space/frequency information over a range of scales, but the scale and 
frequency variables are independent. A 1-d signal is transformed into a 3-d repre- 
sentation in space, frequency and scale. In general, an n-d signal has a (2n + 1)-d 
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representation. The MFT has been successfully used as the basis for image feature 
analysis [16], estimation of stereo disparity [17] and polyphonic audio analysis [73]. 
The continuous MFT of a continuous 1-d signal x(ý) is defined by the equation 
00 
a1/2 
i: 
x(X)w(o, (X - ý)) exp [-Ixw]dX (2.16) 
where w(X) is the window function, w is the Fourier coordinate and o is the scale 
variable. For a given o, it can be be seen that the MFT equation reduces to that 
of the windowed Fourier transform, and that varying the value of o increases or 
decreases the size of the analysis window used. If a finite set of scale parameters is 
used, the MFT may be considered as a stack of WFTs, over a range of scales. As 
such, the generality of the WFT representation is combined with the multiple scales 
of the WT. As shown in [90], the MFT allows any region of the image to represented 
in an interference free manner: any image feature at any scale and position can be 
represented independently of any surrounding features. 
Figure 2.5 shows the different tilings of the time/frequency for a number of different 
scales. Since the representation provides a range of scales for analysis of the image, 
there is no need to make an a priori decision about the scale at which to represent 
the signal. During the analysis of the signal the "best" scale can be chosen for each 
region. It is also clear that for a given scale, the resolution cell is a constant size and 
shape in the two domains. 
ti y 
The continuous MFT of a continuous 2-d signal x(ý), where is a position vector, 
is defined by the equation 
01 2f dYx(k)'w(a(X - ýý) exp[-. 7Y ' w] (2.17) 
where w(Y) is a 2-dimensional window function and w is the Fourier coordinate. 
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The discrete two dimensional MFT may be regarded as a sampling of the contin- 
uous case, and is given by 
x(ýi(n), wi(n), u(n)) = Fx(ýk)wn( k- 
Z(n)) eXP[`7Ck . (n)] (2.18) 
k 
where n is the discrete scale parameter, and &(n) and wi(n), the spatial and frequency 
co-ordinates respectively, are sampled from the continuous domain. 
In order that any given level of the MFT provides a complete representation of the 
signal, the number of sampling points along each spatial axis, NE(n), and the number 
along each frequency axis, N,, (n), must obey the inequality 
NN(n)N,,, (n) >N (2.19) 
assuming that the original signal is m-dimensional, and of size N"'. Given that 
N= 2M, and that the sampling is regular in both spatial and frequency domains, 
the spatial and frequency sampling intervals for scale n, Ek(n) and Q (n) respectively, 
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can be chosen as 
yk(n) = 2na-k-n 
and 
(2.20) 
SZ(n) = 2n+1-MSC (2.21) 
where k>0 represents the degree of oversampling. 
Regarding the origin in both spatial and frequency domains to be in the centre of 
the image/spectrum, between the four central coefficients, the sampling is symmet- 
rical about the origin, as shown in figure 2.6. Since, as described in section 2.3.2, a 
relaxed (k = 1) version of the MFT is being used, the spatial sampling interval is 
=1(n) in each spatial dimension and so for an NxN image, the number of samples 
along each spatial axis is 
Ne(n) = N/"1(n) (2.22) 
For simplicity it is useful to label the sample points starting at the top left and 
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scanning a row at a time from left to right with the index i, in the range 0 to 
N2 (n) - 1, as shown in figure 2.6. The spatial sample vectors, relative to the image 
origin, can then be given by 
i mod Ne(n) - (NN(n) - 1)/2 ý'(n) = "1(n) i -- N4(n) - (NF(n) - 1)/2 
(2.23) 
where `=' denotes integer division. 
In the frequency domain, the sampling interval is Q (n) as given by equation (2.21). 
The number of samples along each spectral axis is therefore 
Nu, (n) = 27r/1(n) (2.24) 
or alternatively 
N,,, (n) = 2kN/NN(n) (2.25) 
=2' i(n) (2.26) 
The frequency samples can be labelled in a similar manner to that for the spatial 
samples, and the sample frequencies are given by 
j mod N,, (n) - (N,,, (n) - 1)/2 wj(n) = P(n) (2.27) i= N41(n) - (NN, (n) - 1)/2 
for 0<j<N, e(n). 
When dealing with the discrete MFT, it makes sense to consider the local spectrum 
of a region as a two dimensional array. In this case the notation is defined by 
x,,, (u, v) °- x( ; (n), wj(n), ý(n)), 0<j<N,, 2(n) 0<u, v < N4, (n) (2.28) 
where u, v and j are related by the expressions 
u=j mod N, (n) (2.29) 
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and 
v=j=N, (n) (2.30) 
Consequently the frequency vector represented by the indices (u, v) is, from equation 
(2.27), 
S2(n) u- 
(Ný, (n) - 1)/2 
v- (N,, (n) - 1)/2 
2.3.2 Choice of Window Function for the MFT 
(2.31) 
For the present work a bandlimited window function is chosen. Since the feature 
models of interest are based in the frequency domain, it is desirable to have each 
coefficient corresponding to a precisely defined range of frequencies. This choice means 
that due to the uncertainty principle the window will be unconfined in the spatial 
domain [97,95]. However, since the feature modelling is concerned with frequency 
spectra corresponding to spatial localities within the image, it is desirable to have a 
window function that is also highly concentrated in the spatial domain. 
The analysis window functions used for the 1-d MFT are `relaxed' forms of the 
Finite Prolate Spheroidal Sequence's (FPSS's) [94,96], which can be shown to have 
the maximum energy concentration in the spatial interval E(n) for a bandlimited 
function with bandwidth 11(n). From [90,16] the window sequences are defined as 
solutions to the eigenvalue problem 
B(2k1(n))I(a-: --o(n))B(1(n))wn = Awn (2.32) 
where I(') is the index limiting operator 
I=j(=) = 
s`' if I&I < EE/2 
0 else 
(2.33) 
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and B(S2) is a bandlimiting operator given by 
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B(S2) = F-'I(Q)F (2.34) 
Three window sequences generated as solutions to these equations are shown in figures 
2.7 - 2.18. All were generated at scale n=3, with Eo(n) = 32 and 9(n) = ir/16 
assuming an image size of 256 x 256. 
If a=1, then the window functions, for k=0,1 are the FPSS and frequency 
relaxed FPSS, described in [90]. Figures 2.7 - 2.10 show the non-relaxed version of 
the window, ie. the solution to equation (2.32) for a=1 and k=0. Although 
this is strictly bancllimited (fig. 2.7), the spatial response (fig. 2.8 and 2.9) has 
large sidelobes right out to the edge. Following Wilson [90] a measure of how well 
concentrated the window is in the spatial domain is y, defined as the ratio of the 
peak value to the value of the largest peak outside of the spatial concentration region, 
E0(n. ). For this window y= -11.78dB. Figure 2.10 shows the window plotted in the 
time-frequency plane, ie. the outer product of the 1-d space and frequency responses. 
The choice of k=1 improves the spatial energy concentration of the window 
by relaxing the bandwidth constraint. This frequency relaxed window is shown in 
figures 2.11 - 2.14. As can be seen in figures 2.11 and 2.12 although the bandwidth 
relaxation reduces the size of the sidelobes, the frequency domain function still has 
a discontinuity at the edges. Once again figure 2.13 show the 2-d spatial response 
of the window on a logarithmic scale, clown to -50 dB. For this window function 
ry = -25.42dB, a large improvement over the non-relaxed window. 
As the windows overlap, each region of the signal is included within more than 
one windowed version of signal. To ensure that any region of the image plane is well 
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represented, it is therefore necessary to ensure that any region is represented in at 
least one of the windowed signals, with minimum interference from other regions. 
Denoting by x,,, (ý;, ý) the original function windowed about the position ;, given by 
xwýSiýS) - wnýSi '_ 
OX(O (2.35) 
the local spectrum corresponding to this windowed sequence is represented by the 
set of MFT coefficients x(e; (n), wj(n), o(n)), 0<j< Eo(n). Since the window is 
not spatially limited, and the local spectrum is subsampled, the spectrum actually 
corresponds to a sequence, f (&, ý), given by 
xu, (ý;, e+ kEo(n)), for k=0, ±1, ±2,... (2.36) 
Assuming that k=1, the spatial sampling interval is, from equation (2.20), 
ýi (n) =2 M-tt-' (2.37) 
for a sequence of length 2m. The spatial concentration interval, however, is 
. wo(n) =2 
M-" (2.38) 
= 2. =i(n} (2.39) 
and so the two adjacent spatial window functions f (ýj, ý) and f (ýj_j, ) overlap by 
50%. Each local spectrum may therefore be considered as corresponding primarily to 
the central region of the windowed signal, ie. the interval [ý? - Eo(n)/4, ýj + Eo(n)/4]. 
Anything outside of this will be in the central region of one of the neighbouring 
windows. Any sidelobes that can affect this central region must be outside of the 
central region of the neighbouring windows, ie. they must be in of the intervals 
[0, ýj - 3: 'o(n)/4] or [ýj + 3"Eo(n)/4, NJ. Defining p to be the ratio of the maximum 
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n p (dB. ) 
k=0 k=1 
a=1 a=1 a=1.125 a=1.25 
2 -16.06 -27.31 -28.63 -27.60 
3 -13.79 -26.67 -27.88 -27.52 
4 -15.41 -26.68 -27.73 -27.49 
5 -22.51 -26.86 - -27.80 
Table 2.1: Values of p for various window parameters 
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sidelobe magnitude in these intervals to the maximum window magnitude, a measure 
can therefore be given to the largest sidelobe that affects the central portion of the 
windowed signal. 
If a=1, the values of p for k=0,1 are -13.79dB and -26.67dB respectively. 
Using this measure of window concentration, it is possible to improve the window 
sequence. By selecting an appropriate value of a>1 and allowing some relaxation 
of the windows spatial energy concentration, the window in the frequency domain 
can be seen to approach zero more smoothly. The window function shown in figures 
2.15 - 2.18 were generated using a=1.125, allowing a relaxation of the spatial 
energy concentration factor of 1/8. For this window function 7= -21.57dB, and 
as such the maximum sidelobe outside of the concentration interval is larger than 
for the frequency relaxed FPSS. However p= -27. SSdB, and this indicates that 
less interference will be caused by the window sidelobes to the central portion of the 
windowed sequence. 
Table 2.1 shows the values of p for scales 2-5 and for various values of the 
parameters k and a. For scale n=5, ie. where 'E(n) = 8, it is not sensible to expand 
by 1/S since it desirable to use a window with an even number of samples. For the 
other scales choosing a=1.125 gives an improvement in the value of p over windows 
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with a=1. Increasing the relaxation, eg. to a=1.25 reduces the value of p and in 
all the tabulated cases leads to an undesirable zero crossing in the frequency response. 
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Figure 2.7: Non-relaxed Window: Frequency Domain - origin between samples 12 
and 13 
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Figure 2.8: Non-relaxed Window: Spatial Domain - origin at sample 128 
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Figure 2.9: Non-relaxed 2-d Window in Spatial Domain: Contour Plot - Contours at 
5 (1B. intervals, down to -50 dB., origin at (125,128) 
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Figure 2.10: Non-relaxed WW'üidow: Space/Frequency Plot - origin in space-frequency 
plane at (128,128) 
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Figure 2.11: Frequency Relaxed Window: Frequency Domain - origin between sam- 
ples 12 and 13 
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Figure 2.12: Frequency Relaxed Window: Spatial Domain - origin at sample 128 
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Figure 2.13: Frequency Relaxed 2-cl Window in Spatial Domain: Contour Plot - 
Contours at 3 dB. intervals, down to -50 dB., origin at (128,128) 
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Figure 2.14: Frequency Relaxed ý\'iuclow: Space/Frequency Plot - origin in 
space frequency plaice at (128,12S) 
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Figure 2.15: Spatial/Frequency Relaxed Window: Frequency Domain - origin between 
samples 12 and 13 
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Figure 2.16: Spatial/ Frequency Relaxed Window: Spatial Domain - origin at sample 
128 
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Figure 2.17: Spatial/Frequency Relaxed 2-cl lVindow in Spatial Domain: Contour 
Plot - Contours at 5 <1B. intervals, down to -50 d1B., origin at (128,128) 
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Figure 2.18: Spatial/Frequency Relaxed \Viuclow: Space/ Frequency Plot - origin in 
Space-frequency plaice at (128,128) 
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Figure 2.19: Parent - Child Relationship for Regions 
2.3.3 Multiresolution Image Modelling using the MFT 
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The MFT gives a representation of the image, over a range of scales, in terms of 
the images spectral properties in the region of regularly spaced sample points. The 
sampling interval and the size of the regions are determined by the scale parameter of 
a given MFT level. A region Ai(n) is associated with each sample point ;= (ýi1 e; 2 )T, 
such that 
y 
E Ai(n) 1ý1 - ýi1j < . Wi(n)/2, l=1,2 (2.40) 
where . E(n) is the spatial sampling interval at level n. For a region A; (n), the set of 
coefficients {x(; (n), wi(n), Q(n)), 0<j< 4ý2(n)}, is a discrete estimate of its local 
spectrum. The spatial regions Ai(n) conform to a quad-tree structure: to each block 
Ai(n) there correspond via (2.40) 4 blocks Ajh(n + 1), 0<k<3, which are disjoint 
and whose union is equal to A; (n), (see Fig. 2.19), 
3 
Ai (n) =U Ai,, (n + 1) (2.41) 
k-o 
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Figure 2.20: MFT structure - 2-dimensional 
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Ancestors of a region A; (n) can be denoted by A; + (n - 1), 1<1<n, where A; i (n -1) 
is the parent and A; 2 (n - 2) the grandparent etc. 
Figure 2.20 shows the MFT for a small image. In the spatial domain, each region 
at level n is split into 4 at level n+1 (its children); thus spatial resolution increases 
with n. From equation (2.20) 
"E(n + m) = 2''"ß(n) (2.42) 
and therefore the size of the spatial region is halved by each increase in level. The set 
of local Fourier coefficients representing the spectrum of each of the children, however, 
is a quarter of the size of that for the parent, i. e. the frequency resolution decreases 
with n. It is clear from equation (2.21) that 
f (n + m) = 2mIZ(n) (2.43) 
and therefore that the frequency sampling interval, in each dimension, doubles with 
each increase in level. 
The image model in this work follows that described in [88,9,16], in that it is a 
variety of a class of linear multiresolution image models first described by Clippingdale 
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[25]. An image can be considered as consisting of a tessellation of differently sized 
square regions, each of which contains features from one of a set of classes. The 
image at a given level, or resolution, will consist of a tessellation of regions that are 
the same size. A linear, recursive version of this model [91], which may be considered 
as a Markov model, is given by 
x(ý, n) = A(C, n)x(C, n- 1) + B(C, n)w(ý, n), 0>n>N (2.44) 
where x(ý, n) is the image at level n, w(ý, n) represent the innovations at level n and 
the functions A( , n) and B(ýý, n) `build' the image at 
level n by selecting features 
from the innovations at the current level, and the features at previous levels. The 
function B(ý, n) may be considered as a "detector" function, indicating regions that 
can be modelled at level n using instances of the feature classes. The other function, 
y 
A(ý, n), may be considered a scale selection function, choosing which regions should 
be modelled at the current level n and which at lower levels n' < n. An example of 
this model is given in figure 2.21. Given 
x(O) = B(O)w(O) (2.45) 
the complete image containing all features at all scales is given by 
x() = x( ý N) (2.46) 
In terms of the local (regional) representation given by the MFT, the image at a 
given level can be considered in terms of the regions at that level, and lower levels, 
which can be modelled by features from a set of feature classes. Associated with each 
region, A; (n), is a set of features 4); (n), that describe, to some satisfactory level of 
accuracy, the features present in the region. Each member of (bi (n), 0;, ß(n), 
is a vector 
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Figure 2.21: Image Model: Grey areas represent regions that cannot be modelled at 
it given level 
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of parameters which represent a detected feature, and include the features class, its 
parameters and the set of local spectrum coefficients which represent it. If a region 
cannot be adequately described at a given level, but may, however, be adequately 
modelled at another level, then (I); (n) = 0. 
H 
The scale selection function A(ý;, n) selects those regions that have been success- 
fully modelled at levels n' < n. 
A(ýj, n) 
= 0, otherwise (2.47) 
If the innovation image in equation (2.44), w(t, n), is defined to be the image 
represented by the MFT at level n, ie. 
w( , n) _ 
{A; (n), Vi} (2.48) 
the detector function at that level, B(ý;, n), chooses those regions which can be mod- 
elled, ie. 
B(;, n) = 1, if -cb; (n) # 0, 
= 0, otherwise (2.49) 
The model in this work allows for two classes of innovation region: 
1. Regions containing one or more linear features such as straight lines and edges. 
2. Regions containing circular are segments. 
This extension from Calway's work allows the image to be segmented into higher 
level regions, since the curves can be piecewise modelled by arc segments that are 
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larger than straight line segments performing the same task. The use of regions 
containing multiple linear features also allows for the modelling of corners within 
regions. As in Calway's work the MFT is the vehicle used in the estimation of model 
parameters and hypothesis testing[16]. 
2.4 Examples 
This section contains a number of different MFT levels for three images. Figure 2.22 
shows a simple 256 x 256 test image containing five geometric figures. The original 
figure was binary but has been slightly smoothed, using a low pass Gaussian filter, to 
reduce aliasing. Figures 2.23 to 2.25 show three levels of the MFT for the "Shapes" 
image, at levels 2 to 4 respectively. Each level corresponds to a windowed Fourier 
transform of the image with a window size related to the scale by equation (2.20). 
The images show the MFT levels as sets of local spectra regularly spaced on the 
image plain. Each spectrum represents a region of the image about one of a grid 
of regularly spaced sample points. As the local spectra are complex, colour is used 
to represent phase. It can be clearly seen, especially at the smaller scales, that 
the energy is highest in those regions of the image which contain a large, relatively 
localised change in intensity - an edge. In these regions, the energy of the local 
spectra is concentrated about an orientation perpendicular to the edge. At the larger 
scales the spectra are generally more complex and spread out, since they correspond 
to larger, more complex regions. 
The next example is a natural image. Figure 2.26 shows the original 256 x 256 grey 
scale "Lena" image. Figures 2.27 and 2.28 show the MFT of "Lena" at levels 3 and 
4 respectively. Again it is clear, particularly at level 4, that the energy is greatest in 
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those regions in the neighbourhood of an edge, and that in these neighbourhoods 
the spectrum energy is concentrated in an orientation perpendicular to the edge 
orientation. 
It is also clear that there is a lot of energy at the edge of the image, implying 
that there is a discontinuity at the image boundary. This boundary discontinuity 
arises from the periodic nature of the discrete Fourier transform (DFT) used in the 
generation of the MFT (see [70] or [13]). When generating the DFT the image is 
regarded as a torus with the top edge joined to the bottom, and the left edge joined 
to the right. Therefore the difference in grey level between the top and bottom, or 
left and right, image boundaries will effectively be an edge. This edge effect is further 
enhanced by centering the local spectra between the four lowpass coefficients when 
generating the MFT. In order to perform this centering, the image is pre-multiplied 
by a complex exponential in order to shift the spectrum by half a sample (shifting 
theorem [13]), ie. 
x'(i, j) = x(i, j)exp[-j7r(ZN 
j)], (2.50) 
The effect of this multiplication may be seen by considering for a given j that the left 
edge (i = 0) is given by 
x'(0, j) =x(O, j)exp[-. j 
N] (2.51) 
while the right edge is given by 
x'(N-l, j) = x(N-1, j)exp[-j 
r(N N +j)] (2.52) 
= x(N - 1, j) exp [-7 N 
1)7r I exp [-. 7r} (2.53) 
= -x(N-l, j)exp[-7(j N 
1)7r (2.54) 
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Although there is a difference in phase (possibly quite small) due to the exponen- 
tial term in equation (2.54), there is an additional x phase shift indicated by the 
negative. If both edges in the original image are the same grey level, after this pre- 
multiplication, one edge will be approximately the negative of the other, causing a 
large discontinuity at the edge of the image. The size of this discontinuity obviously 
depends upon the grey level at the image edges and as such the effect was not no- 
ticeable for the shapes image, which was on a black (zero intensity) background. In 
order to reduce this effect the mean grey level of the image was removed from the 
"Lena" image before the MFT was computed. This serves to lessen the edge effect, 
although it does not entirely remove it. 
Figure 2.29 shows a third test image -a picture of a vine leaf on a slowly varying 
grey background. Figures 2.30 and 2.31 show levels 3 and 4 of its MFT respectively. 
In order to reduce the size of the edge discontinuities, the mean grey level of the 
image was removed before the MFT was computed, but the effects of this on the 
local spectra near the edge of the image can still be seen. 
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Figure 2.29: Viiieleaf: Original 256 x 256 Figure 2.30: Vineleaf: -XIFT Level 3 
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Chapter 3 
Local Image Features 
3.1 Frequency Domain Feature Modelling 
The local feature models derived in this section are based upon the characteristics of 
local spectra. Such an approach models an image region directly using a representa- 
tion of that image region - its local spectrum - and therefore allows for the feature to 
be detected, and its parameters estimated, from that representation. Thus the feature 
detection is a single stage process, unlike the two step approach of an edge detection 
[32,20] followed by some form of line following [4] or Hough transform [33,50,77]. 
The feature models are primarily based upon the phase behaviour of local spec- 
tram, which has been shown to be important in representing the spatial organisation 
of an image. Indeed Oppenheim and Lim [69] have shown that under certain con- 
straints it is possible to reconstruct an image from its Fourier phase. 
The original work of Calway has been extended in two main ways. First, multiple 
linear features are modelled in a similar way to the simple linear features of Calway's 
work. This requires a more complex hypothesis test, but has the considerable advan- 
tage that it can deal with the `junction points' caused by occlusions in images of 3-d 
scenes, which are an important cue to 3-d structure [64]. 
59 
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Secondly, the inclusion of a circular arc model allows boundaries of high curvature 
to be modelled at a larger scale than that which can be achieved with piecewise 
linear approximations. Since most natural objects have curved boundaries, this has 
an obvious attraction in terms of the expressiveness of the model, without a large 
corresponding increase in computation. 
As in Calway's work, the fundamental principle of identifying the largest scale at 
which one of the models fits is retained. A method of combining estimates from a 
range of scales in the framework of a multiresolution image model will be presented in 
chapter 5. In this chapter, the emphasis is on the modelling and associated estimation 
at a given scale. 
3.1.1 Linear Features 
An ideal linear feature of infinite length can be regarded as a 1-dimensional feature, 
since there is only variation orthogonal to the feature orientation. After Calway [16], 
such a feature in the continuous spatial domain can be represented by 
x( x(ý1 cos 9+ ý2 sin 9) (3.1) 
or, by defining an orientation vector 
_ 
cos 9 
ve 
sin 9 
(3.2) 
it can be written in vector form, and shown to be dependent upon only the inner 
product between the position vector and the orientation vector 
yy 
x(O = x((- ve) (3.3) 
The one dimensional function x(") represents the profile of the feature. 
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The Fourier spectrum of such a region is concentrated in an orientation perpen- 
dicular to feature orientation 
x(W) = (W ' ve)s(W . yel) (3.4) 
where `+-º' denotes `transforms to', and v9 j 
is a unit vector perpendicular to ve. The 
position of this feature with respect to the origin of the image plane is related linearly 
to the phase of the spectrum[70]. Denoting the phase by «(w"), the spectrum can be 
written in the form 
x(w) = 1, ý (w)I eXP [-. 70(w)] (3.5) 
For a spectrum corresponding to a single linear feature 
0(w) = o(w ' ve) = raw " VO + e(w " ve) (3.6) 
where q is the centroid of the 1-d function x(ý) and e(w) is a function dependent upon 
the profile of the edge in x(ý). In the cases of interest for the current work, assuming 
that there will be a discontinuity of the feature at x(e) will be of one of two 
forms: 
1. If x(ý) corresponds to a line feature it is real and even in the spatial domain, ie. 
x( - to) = x(-(ý - ýo)) (3.7) 
then (see Bracewell[13]) 
e(w) =0 (3.8) 
2. If x(ý) corresponds to an edge feature it is real and odd, ie. 
TM) = -(x(-V - eo)) - x(0) (3.9) 
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where x(ý) is the mean value of the function, then 
e(w) _ ir/2, if w<0 (3.10) 
_ -ir/2, if w>0 (3.11) 
In practice, such features will be local and confined to regions of the image plane 
and hence not be of infinite length, as assumed in the above case. Again following 
Calway, a local feature of finite extent can be considered as a windowed infinite length 
feature. Such a local feature may be expressed by 
Hy ti 
xW = x(ý - vo)w((. vel) (3.12) 
where w(e) is a window function. This gives in the frequency domain[70] 
14w) = x(w - ve)w(W . Vol) (3.13) 
where tl (w) represents the spreading of the signal in the frequency domain caused 
by the windowing in the spatial domain. The phase of this function is related to the 
centroid of wu(ý) by 
0'(w - vel) (3.14) 
_ 77 w" vex + e'(W - vel) (3.15) 
If it is assumed that the window function is real and even, then e'(w) = 0. 
The phase for the spectrum of the windowed feature can therefore be written in 
the form 
O(w) = 71W - 2'e + 77, W " i)el + E(c - ve) (3.16) 
=w' Nve + 71, vel) + C(w " ve) (3.17) 
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Figure 3.1: Linear feature centroid 
Defining a centroid vector qby 
ny 
,/ 
Mý 
=[] 
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i 
(3.18) 
this gives the centroid relative to a pair of axes parallel and perpendicular to the 
feature orientation, as shown in figure 3.1. Transforming this to coordinates relative 
to the ý-axes, the phase is given by 
where ýo is the centroid vector for the feature, given by 
-ý _ 
cos 0- sin 8 ýo - sin 0 cos 0 
(3.20) 
= R(-e)? (3.21) 
If the image region contains more than one feature, the image spectrum can be 
modelled as the sum of a set of component spectra - one for each component feature. 
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Assuming that there are K features, and that the component spectrum due to the 
k-th feature is 5k(w), the local spectrum is given by 
K-1 
xýw) _ F, Xk(W) (3.22) 
k=O 
where each component spectrum can be modelled by the equations 
xk(W) _I xk(w)I exp [-3ck(w-)] (3.23) 
and 
Ok(w) _ eko "w+ ek(w " ve) (3.24) 
3.1.2 Arc Features 
Regions containing arc features can be modelled in a similar, phase based way to 
that used for linear features. For an ideal linear feature, the phase of its spectrum, 
along an axis perpendicular to the feature orientation, is determined by the centroid 
of the feature, as given in equation 3.19. Similarly, it can be shown that the phase of 
the spectrum corresponding to a circular arc feature, at a given frequency, w, is also 
determined by position of the section of arc in the orientation L. 
An arc centered on ýo with radius R, can be represented as the locus of the point 
y 
&e, given by the equation 
COS B 
ýo R 
sin 0+ 
(3.25) 
where 0 is the orientation of the radial to the arc at fie, as illustrated by figure 3.2. 
Defining a pair of rotated coordinates (t, u), given by 
= Re, (3.26) u 
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Figure 3.2: Arc 
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figure 3.3 shows the projection of an arc feature onto the t-axis, where the projection 
is given by the expression 
xe(t) = x(t, u) du (3.27) 
If it is assumed that the only significant feature is the arc feature, and that there 
is only one point on the arc in any given orientation, then the projection may be 
approximated by a step edge at t= to, where to is the distance from the u-axis of the 
point on the arc with tangent orientation 6, fie. From equation (3.26), to is given by 
to ='e1 cos 0 +'B2 sin 0 (3.28) 
ti 
Substituting for ýe from equation (3.25), gives 
to = R(cos 0 cos 0+ sin 0 sin 0) +'01 cos 0+ 62 sin 0 (3.29) 
= R+&o"ve (3.30) 
The Fourier transform of xe(t), x0(w), is given by 
xo(w) = (: "co(w)l exp [-3tow] (3.31) 
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Figure 3.3: Arc projection onto t-axis 
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_ exi)[-J(R+ u co)w] (3.32) 
Froin the projection slice theorem [60], the 2-d Fourier t. raiisforin of the arc may 
he related to the transforin of the projection by 
cos(LZ), 11,011 sin(Lw0)) (3.33) 
. rZAkII) (3.34) 
Substituting 0= Li and ,, = jj, ýJj into equation (3.31). gives 
(3.35) 
_ ex'[-J(RjJ, 'jj+ýo "w)l (3.36) 
The phase behaviour of the local spectrum for a region containing a circular arc 
contour has thus beeil shown to he dependent ninon the radius and centre of the arc, 
as in (3.36). 
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3.2 Model Based Decision Making 
The feature detection process, described in the following section, is an instance of a 
general model-based decision process that also forms the basis of the image segmen- 
tation and feature linking procedures described in chapter 5. 
The decision process is based upon deciding whether a set of spatial regions can be 
described by some parameterised model. The model may describe a single region in 
terms of some class of feature (feature detection) or the relationship between regions 
(scale consistency checking and feature linking in chapter 5). In each case the deci- 
sion process has two components: deciding whether the model can fit the data, and 
estimating the model's parameters. The process can be regarded as a form of com- 
posite hypothesis testing [30,66]. A choice must be made between the hypothesis Hl 
that the data can be modelled and the null hypothesis Ho that it cannot. Hypothesis 
Hl is composite, because it represents a set of possibilities - that the data can be 
modelled with a vector of parameters from the space of all possible parameters for 
the particular model. 
An approach to deciding between two complex hypotheses is given by the gener- 
alised maximum-likelihood test (eg. Davenport and Root [30]). The process is as 
follows: Assuming hypothesis Hl is true, a maximum-likelihood estimate is made for 
the model parameters. These estimates are used to determine the probability density 
under hypothesis H1. A similar procedure is applied to hypothesis Ho. The two den- 
sities can be used to determine a likelihood ratio and decide between the hypotheses. 
If the density under hypothesis H; (for i=0,1) is a function of an observed data 
vector x and parameter vector q5;, and denoted pi(x, 0; ), the generalised likelihood 
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ratio is given by 
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maxpo(x, 0o) 
I(X) 
0° 
(3.37) 
ýxpi(x, 4) 
The generalised likelihood ratio test is therefore 
Accept Ho if l(x) > ii 
Accept Hl if 1(x) < 
It is clear that the estimation of model parameters is integral to the decision process, 
since the estimated parameters are required to make the decision. 
In terms of modelling an image region, the choice between the two hypotheses, Ho 
and H1, may be regarded as deciding whether a region can be modelled using a given 
feature class or not. The null hypothesis HQ is that there is no signal present, and 
that the observed signal is simply noise, ie. 
Hy 
and Hl may be regarded as the hypothesis that 
(3.38) 
MH ý1 
x( )= ßsi(ý, 4i) +w() (3.39) 
where x(ý) is the two dimensional function that represents the region, ie. is the 
observed signal, and sl((, 4) is a signal that fits the model with a set of parameters 
01 and an amplitude 0>0. 
It can be shown[30] that the likelihood ratio can be interpreted in terms of corre- 
lation. If it is assumed that coil is known, the generalised likelihood ratio, based upon 
an ML estimate of the amplitude 0, is given by 
)x()d 
2 
(3.40) log l(x) = ci 
Li; 
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where cl is a constant dependent upon the magnitude of s1(ß, iil) and g1(e, 01) is the 
impulse response of a filter matched to the modelled signal sl (ý, (il ). Since the actual 
model parameters are unknown, an estimated parameter set, ý, is used to calculate 
the ratio. Although this method relies on ML estimation to maximise the densities, 
it should be noted that not all of the estimation processes in the current work meet 
yw 
this criterion. If the noise is assumed to be white, with energy Ew, and s1( is 
normalised so that cl = 1, equation (3.40) reduces to 
log 1 (x) ý)d12 (3.41) 
The decision rule may therefore be expressed as 
Accept Hi if I fx(s( e, ý)dx) > i1(Eu, ) 
Accept Ho otherwise 
Effectively the test is based on measuring how closely the modelled signal, generated 
using estimated parameters, fits the observed data. The threshold, ii1(E), which is 
dependent upon the noise energy, determines how close this fit must be for acceptance 
of the model. 
This suggests a general three step algorithm for performing the decision, which is 
shown in figure (3.4). 
1. Estimation For a given model, assume that it may be used to represent the data 
set. Estimate the model parameters for this case. 
2. Synthesis Use the set of estimated parameters in the model to synthesise a data 
set with those parameters. 
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Figure 3.4: Estimation, Synthesis and Decision 
3. Decision L se correlation to measure the similarity of the actual data to the sy - 
tliesisecl data set. A decision can then be made as to whether the model fits the 
data. 
The following section cliSciisSes the detection of the arc and linear edge features 
using this form of (letectioii/estüiiatioii procedure. 
3.3 Feature Detection 
The local feature (letectioii process is based on the feature models previously de- 
scribed. Although the present work is, concerned with two classes of local image 
features - circular arcs and linear features - the general framework in which this de- 
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Figure 3.5: Feature Detection/ Estimation Process 
tection takes place could be extented to other feature classes that can be modelled 
similarly in the frequency domain. 
The feature detection problem has two components: 
1. Deciding whether a given class of feature can be used to model a spatial region to 
some predetermined degree of accuracy. 
2. Estimating the set of parameters needed to describe the particular instance of the 
feature. 
Clearly this problem fits into the model based decision procedure described in section 
3.2. The process can be applied for each of the feature models and a decision made 
as to which can best model the region. 
The final decision procedure can be complicated in a number of ways. First, there 
must be a similarity threshold for each feature class which the correlation must exceed, 
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before it can be considered as successfully modelling the region. If this threshold is 
not reached for any of the feature classes, then none of them can be used to model 
the region. This corresponds to accepting the `null hypothesis' in hypothesis testing. 
Secondly, other factors may determine the "best" feature to use, rather than just the 
correlation measure. An obvious example is that of simplicity - if a simple feature 
can successfully model a region, then there is no need to use a more complex one. 
This suggests adapting the algorithm so that a local spectrum is first tested against 
the simplest of the feature models. If this fails, it is tested against the progressively 
more complex models until either one passes the similarity threshold, and is thus 
detected, or else it is decided that none of the feature models fits the data. If a region 
cannot be modelled using any of the classes of local model the detection process can 
be reapplied at a smaller scale, ie. by splitting the region into four quadrants and 
applying the detection process to each. 
The order of testing used in this work is shown in figure (3.6). It is obvious that 
the simplest model for a region is a single linear feature and hence this is tested for 
first. As it is obviously desirable to use one feature to model the region, rather than 
several, the spectrum is tested against the arc model. Finally the spectrum is tested 
for the presence of multiple (two or more) linear features. 
It is clear that the likelihood of being able to model a given region in terms of a set 
of feature models is dependent on the expressiveness of that set. In order to increase its 
expressiveness, the set of models can be extended to include a large number of complex 
models. This leads to a corresponding increase in the computational complexity of 
the detection process, however. 
An alternative solution is to perform the detection process within a multiresolution 
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framework and over a range of scales. By choosing a limited set of feature models 
and systematically varying the analysis scale, it is possible to both guarantee that at 
some scale there will be an acceptable model fit, and that the largest scale at which a 
given region can be modelled can be found [90]. This process is discussed in chapter 
5. 
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3.3.1 Linear Features 
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As described in section 3.1.1 the discrete, sampled spectrum corresponding to a region 
containing a single linear feature is of the form 
i (w) I exp -j [o 0+ e] if w, t0>00<i< N2 (3.42) 
{Ix 
(w; ) exp -j 6" cZ; - e] otherwise - 
where 9o is the feature orientation. To simplify notation when dealing with relative 
frequency samples, it is convenient to define two vectors to denote adjacent samples 
in the wl and w2 directions respectively, as shown in figure 3.7, where 
SZ1 =0I (3.43) 
S22 =I? J (3.44) 
and n is the frequency sampling interval. 
For the continuous spectrum, the feature centroid is proportional to the derivative 
of the spectrum phase. The equivalent for a sampled spectrum is to consider the 
difference in phase between adjacent samples. Defining the forward and backward 
conjugate products between neighbouring samples as 
dml(wi) = x(Oj). F(Wi - ým) (3.45) 
ti 
dm2(Wiý (3.46) 
for n=1,2, it can be clearly seen from equation (3.42) that if the region contains a 
single linear feature, both d,,, l(w; ) and drii2(cv; ) will have a phase proportional to the 
feature centroid. From equation (3.42) it is clear that 
arg d, i 
(w; ) = arg dm2(w=) = eom9i, Vi (3.47) 
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In order to provide a phase estimate that is centred on a frequency coefficient, these 
forward and backward differences can be summed, ie. 
dml(Wi) +dm2(Wi) (3.48) 
A correlation statistic Rm can be defined as the sum of d,,, (w; ) over the sampled 
spectrum, ie. 
N2-1 
0.5 E dml(Wi) + (lm2(wi) (3.49) 
i=o 
Assuming that the spectrum has a linear phase characteristic, and that the expected 
values of d,,, l(w; ) and dm2(w; ) are the same 
N2-1 
E{Rm} = E{O. 5 E (dml(Wi) + dm2(J ))} (3.50) 
i-o 
N2-1 
- exp 
[ 
üm1]E{ (xýW)ýýt(W - Stm)ý} (3.51) 
i-0 
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= exp [jýomQJN2E{I x(W)11 x(w - S2m)I} (3.52 
where the expectation is over the magnitude distribution, it can therefore be seen that 
if the region contains a single linear feature, the phase constant will be proportional 
to the feature centroid. The phase of R,,, gives an unbiased estimate of the linear 
phase constant, and hence a ML estimate of the feature centroid, as in [16], can be 
given by 
1 arg R1 (3.53) Flo =9 arg R2 
where 
E{rjo} = ýo (3.54) 
If the region contains multiple linear features, the corresponding spectrum can be 
modelled as the sum of the spectra of the individual features. If there are K features 
present, then 
K 
lWiý = 
Xk(CJi) 
k=1 
(3.55) 
where xA(w) are the component spectra which can be modelled individually by 
xk(W: ) -_ 
ixk(w+) t exp -j[ GO " LOi + 41 if w; " VOko >00<i< N2 (3.56) 
jxý. (w; ) exp -J[ 4o " w, - ek] otherwise - 
Since any coefficient will be, in general, the sum of the K component coefficients, 
the conjugate products d,,,, (W') and drn2(w) will be dependent upon all the feature 
spectra, and be given by 
KF 
Clmi( ljý jlWiýý\E 
4i- Om)) 3.57) 
j=r k_1 
Kh 
dm2(wiý - (E j(wi + Qmýýiý ýkýW+)) (3.58) 
j=1 k=1 
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The correlation statistic R,,, is therefore given by 
N2-1 KK 
Rm =E (E xj(Wi) 
i=0 j=1 k=1 
KK 
xj(wi + 9. ) xkýwiýý 3.59) 
=1 k=1 
and is dependent upon the pairwise interactions among the component spectra. In 
order to see how this affects the total statistic, a pairwise cross correlation statistic, 
R,,, (j, k) can be defined to show the interference between two components 
Nz-1 
R 
^1(7, k) 
E 
x7(Wi)`Ck(Wi _ 
9m) i3(Z'' ýmýrklWi (3.60) 
i-0 
Substituting this into equation (3.59) gives 
K li 
Rm = 1: 1: R., i(i, k) (3.61) 
)=1 k=1 
The correlation statistic is therefore the sum of all the pairwise cross correlation 
statistics. If a region only contains linear features that differ in their position and 
orientation, since the features concerned are highly concentrated along their orien- 
tations, it can be assumed that to a first approximation their spectra are pairwise 
orthogonal and hence 
E01 xjlWi)xj(Wi - 
Qm) + xjlW= + ým)xjWi if j=k 
=0 otherwise 
(3.62) 
This can be substituted into equation (3.61), which reduces to give 
K 
Rni ER 
m(k, k) 
(3.63) 
k=1 
The expected value of R,,, is therefore given by 
K 
E{Rm} _> E{Rt(k, k)} (3.64) 
k=I 
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The phase of the expected value of the correlation can be seen to be the weighted 
mean of the phases of the expected values of the components R,.. (k, k). Thus the 
estimated value rjo will be the weighted mean of the individual feature centroids. 
From the above, it can be seen that if a region has a linear phase characteristic 
then 1Rm I will be given by 
N2-1 
IRmI -EI ý(W)II x(w - st,,, )I t-o 
(3.65) 
In the case of multiple features, from equation (3.63) it is clear that JR,,, I will be 
smaller clue to the varying phases of the component Rm(k, k) terms. This suggests that 
in these cases the value of the I R, I can be used to determine whether the spectrum 
has a linear phase characteristic. This is not sufficient, however, to determine whether 
a region contains a single linear feature. Consider a region containing two parallel 
and similar features, modelled by the equations 
xi(wý) _I i(wi)I eXP [-J61 "l (3.66) 
H 
l x2(w: )I exp L-jot " wt} (3.67) 
where 
J. i1(w, )j _ jx2(w; )I 0<i< N2 (3.68) 
The local spectrum is given by the sum of these two spectra, 
ý'(w=) = xi(w; ) + xi(wi) (3.69) 
_ I1i(W1)((exp[-7 of w; ]-ýeXP{-Je02"w']) (3.70) 
This can then be simplified to give 
(w'; )I cos (d - c'; ) exp [-7 . r, " w; 
] (3.71) 
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ti 
where is the mean centroid position given by 
4m = arg (exp [ 
&n] + exp [j 021) (3.72) 
and 
ti y 
cl = 0.5 arg (exp 94o, ]- exp L7402]) (3.73) 
It can be seen from equation (3.71) that the spectrum has a linear phase characteristic 
with discontinuities at the points where the cosine term has a zero-crossing. As these 
correspond to parts of the spectrum with low energy, the phase discontinuities at these 
points will have only a minimal effect upon R,,,. This suggests that the magnitude of 
Rm will not allow discrimination between single linear features and multiple parallel 
ones. 
If the energy spectrum corresponding to the feature can be modelled as an ellipse, 
then the orientation about which the energy is concentrated, which is orthogonal 
to the feature orientation in the spatial domain, corresponds to the major axis of 
the ellipse. From Borisenko and Tarapov [12], a moment of inertia tensor I can be 
calculated using the spectrum energy in place of mass, ie. 
1_ 
Iii 112 
(3.74) 121 122 
where 
N2-1 
Ill = p(w)12w 2 (3.75) 
3-o 
N2-1 
I22 = (r(c')ý2w 2 (3.76) 
i-o 
Nz-1 
112 = 121 = Ix(w)I2wiiwi2 (3.77) 
i=0 
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The major and minor axes of the ellipse correspond to the principal axes of the tensor, 
and are in the orientations given by its eigenvectors. The orientation of the feature 
is thus given by the eigenvector corresponding to the largest eigenvalue [57] and may 
be calculated by 
90 = arctan 
A 
11211 
(3.78) 
where 
J 
Iii 
2'22 + 
ý(Ill 
2 122)2 + Ii2s (3.79) 
This application of tensor analysis to orientation estimation is similar to approaches 
used by both Iinutsson[55] and Calway[16]. The elements of the inertia tensor can 
be related to the second order partial derivatives of the image (see Bigiin [10]). Thus 
the tensor, and hence the orientation, could be calculated in the spatial domain using 
the image gradient at each point. 
The last parameter of the model is the phase constant e. The value of e is constant 
over either half of the Fourier plane defined by the feature orientation, ie. for the set 
of frequency indices Oeo, such that 
iE00, w; "veo>0 (3.80) 
This is illustrated in figure 3.8. Once the orientation and centroid have been esti- 
mated, the constant, e, can be estimated from 
e= arg E x(wj) exp L. 7110 " w; ] (3.81) 
iEOeo 
Since from equation (3.54), assuming there is a single linear feature in the region, the 
expected value of ijo is ýo this gives 
E{l} = E{arg 
E I: r(Wi)jexp [ße1} 
iE@oo 
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Figure 3. S: Shaded area indicates Ooo 
Si 
(3.52) 
Once the parameters have been estimated, it is ii(cessar. -, - to determine whether 
the corresl)oii(ling region model is accurate. This check is performed by synthesising 
the local spectrum using the estimated parameters. and then comparing this with 
the actual spectrum. The synthesised spectrum. denoted is generated using the 
magnitude of the real spectrum and phase estimated using the model parameters, ie. 
F'xp. )[ib .Z+ (3.83) 
The comparison is performed by calculating the inner product of the sriitliesise<1 and 
actual coPffici('iits, given by 
N2-I 
r" = (3. S4) 
i-u 
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If the spectrum corresponds to a single feature with centroid ýo, this reduces to 
N2-1 
r=> ki(wi) I2 exp [_J&o " w] exp [7ý1o (3.35) 
1-o 
N2-1 
_E ýx(w; )I2 exp [je " w] (3.86) 
1-o 
where e is the error in the centroid estimate, given by 
e= ('o - Yo) (3. S7) 
It is clear that when e=Ö, r will be maximum, and 
N2-1 
r= 1x(wi)I' = rnýaX (3.88) 
i-o 
ie. the total spectrum energy. Indeed it can be clearly seen that if a single linear 
feature is present in the region then since 
E{rjo} _o 
from equation (3.54), 
(3.89) 
E{exp [31 " w]} = exp [J o w] (3.90) 
Substituting this into equation (3.85) and assuming that the magnitude and phase 
are uncorrelated, gives 
N2-1 
E{r} = E{ E , (Wi; )12} 
i=o 
= 'max (3.91) 
If there is any error in the centroid estimate then the inner product will effectively 
be between the spectrum of the feature and that of a shifted version of the feature. 
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Provided these features are sufficiently concentrated and separated so that they do 
not overlap in the spatial domain then, using Parseval's Theorem [70], it follows that 
r=0 (3.92) 
If the region contains a number of linear features, K, then the inner product from 
equation (3.84) may be rewritten as 
N2-1 K 
r- x(Wi)E4 Ui) 
i-0 k=1 
(3.93) 
From this it is clear that if an inner product term is defined between the synthesised 
spectrum and each component spectrum by 
N2-1 
rk = x(W=)xk(wi) (3.94) 
1-o 
equation (3.84) may be simplified to give 
h 
r=> rk (3.95) 
k=1 
In this case it is useful to consider the expected value of r. From equation (3.95) 
E{rjIi features present} = KE{rk} (3.96) 
Assuming that for any given feature, the errors ek1 and eke are equally likely to take 
any value in the interval [-N/2, N/2] then 
N2-1 1 N/2 N/2 
E{rk} -ý wý)121V2 J-N/2 
I-N/2 
exp [fie . w]deide2 (3.97) 
-o 
_ 
N2-1 IXh(W')12 
sin (Nw; l/2) sin (Nwi2/2) (3.98) 
i=O N2wiiw=2 
Substituting in the frequency values from equation (2.27) and noting that the fre- 
quency sampling interval is given by 
Sý =N (3.99) 
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then equation (3.98) reduces to 
E{rk} =E 
N1 Ix2(W')I2 
(3.100) 
i_0 
N Wilwi2 
By assuming that Pk(wj)I' decreases monotonically from the origin and noting that 
Nwi, n>ir `di, m=1,2 (3.101 
then 
N2-1 
E{rk} < 
;2 
jxk(wi)12 (3.102) 
i-o 
and therefore, assuming that all features have the same energy and 
N2-1 K N2-1 
p(wi)12 = Ixk(wi)I2 (3.103) 
i=0 k=1 i=0 
the expected value of r becomes 
N2-1 
E{rlIi features present} <2 ýx(w; )ý2 (3.104) 
-o 
Therefore substituting from equation (3.91) 
E{rlli features present} < 2E{rl1 
feature present} (3.105) 
The statistic r can therefore be used to indicate whether the region contains a single 
linear feature, which can be modelled with the estimated parameters. 
If a region contains more than one linear feature then, under certain conditions, 
it may be possible to estimate their parameters from the local spectrum. Equation 
(3.64) shows that for a region containing multiple orthogonal features, the value of 
the correlation statistic R,,, for the complete spectrum is the sum of the statistics 
R,,, (k, k) for each of the component spectra. Therefore if it is possible to estimate these 
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component statistics individually, they can be used to provide centroid estimates for 
each of the linear features in the region. The calculation of these statistics requires 
knowledge of the component spectra and therefore in order to perform the estimation 
the spectrum must be segmented into its components. 
Since the feature model is based upon the spectrum phase, this is used to segment 
the spectra. If a spectrum coefficient is dependent upon only one component feature, 
then its phase will be determined by the feature centroid of only that feature. As- 
suming that neighbouring coefficients are due to the same feature, the phase of the 
conjugate products can be used to give an estimate of the centroid of this feature. A 
clustering approach, similar to K-means [87] or ISODATA [36] and based upon this 
centroid estimate, can be used to segment the spectrum. 
If each coefficient is uniquely dependent upon one feature, a partition of the set of 
coefficient indices may be generated with each subset corresponding to one feature. 
If there are K features and Ik is the set of indices corresponding to the kth feature 
then 
iE Ik xk(-v, )#0 (3.106) 
and 
IT = IB UU Ik (3.107) 
k 
where IT is the set of all the indices and IB represents coefficients that belong to no 
features - such as those with zero energy and those that correspond to low energy 
background noise. 
Define the centroid estimate from a single coefficient with index i as 
arg (d11(w1) + di2(wi)) (3.103) 
S2 arg (d21(wt) + daa(wt)) 
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For any given partition of the coefficients into subsets, an error measure e can be 
defined as 
e=1: 
EIl (w i) - 71koII2 (3.109) 
k iElk 
The best partition can therefore be defined as that for which e is minimised. Assuming 
that there is a known number of clusters K, the K-means algorithm can be used to 
generate a series of partitions that converge to one where e is a minimum. The 
algorithm is given by [871: 
1. Choose K arbitrary feature centroids. 
2. Assign each coefficient to the cluster k for which lli (w; ) - ? jkoIt2 is smallest. 
3. Recalculate the feature centroids for each cluster by calculating the mean value 
of q(w; ). 
4. If any coefficients have been reclassified since the last time this step was reached 
return to step 2. If not terminate. 
It can be easily seen that step 2, for a fixed set of feature centroid estimates, 
minimises e by minimising jjrj(w; )-ijkolI2 for each i. Additionally for a fixed partition, 
step 3 minimises e by replacing each cluster centroid estimate with the mean of the 
estimates of the appropriate coefficients. If the error at the end of the nth iteration 
is denoted by e", then 
en+l C en (3.110) 
This suggests that the algorithm will converge to a segmentation for which e is a 
minimum. The iterations will stop when no coefficients are reclassified, which is 
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equivalent to the condition 
en-F1 _ en (3.111 
Since the number of features is unknown, a version of the ISODATA algorithm can 
be used to segment the spectrum, using the Ii -means algorithm, with differing values 
of K, until one is found that models the data sufficiently well. The measures R1(k, k) 
and R2(k, k), given by equation (3.62) can be used to estimate the cluster centroids 
and indicate whether the clusters have a linear phase property: 
1. Set K=2 
2. Use the Ii -means algorithm to segment the image 
3. Throw away "small" clusters by assigning their coefficients to IB 
4. If any given cluster does not have a linear phase characteristic, replace with two 
clusters with estimated centroids displaced from the original and then return to 
step 2. If all clusters pass the test terminate. 
Having segmented the spectrum, each cluster is modelled as in the `single linear 
feature' case and its parameters are estimated. The set of features is then used to 
synthesise a set of coefficients with the magnitudes from the original spectrum and 
phases generated from the estimated model parameters, 
s(2, k)1T(wi)I eXp(-7ýok w+ Ek] (3.112) 
k 
where s(i, k) is a function that indicates whether the ith coefficient is due to the kth, 
and is given by 
s(i, k) =1 if iE Ik (3.113) 
=0 otherwise (3.114) 
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The success of the clustering can then be determined by correlating the synthesised 
and actual spectra - as for the single linear feature. 
3.3.2 Are Features 
In section 3.1.2 the phase model of the spectrum, corresponding to a region containing 
a circular arc was given as 
-") _ 
(wi)I eXP -. 7[RIlw'i11 F w, " ýo -- + if wi ioo >0 (2-1 w; -{I, r(wi)I exp -j[-RIIWilJ + cý'j ' ýo - e] otherwise 
0<i<N 
(3.115) 
In order to estimate the arc parameters, it is necessary to consider the change in 
phase between adjacent coefficients. It suffices to use just the backward differences 
in this case, however. Substituting the expression for the backward difference, given 
by equation (3.115), into equations (3.45), assuming that w; " i90 > 0, gives 
dmnl(wi) =I x(wi)x(W+ - Qm)I exp3[R(IIwiII - 
Ilwi - QmII) + ýom1] 3.116) 
If a vector of the phase-differenced coefficients along the two axes, is defined as 
4ý(w) _[ arg(da, (w)) 
(3.117) 
and y(w) is given by 
H 
9(wß) _ 
II 'i - Q21I - lIWiII (3.113) 
l1will-lIwi-QlII 
It follows from equation (3.118) that 
P(w; )-Wo)"Awi)=0 (3.119) 
Although it has been assumed that w; " veo > 0, it can be seen that this is equally 
valid for w; " veo < 0. 
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In order to derive an estimator for the circle centre ýHo, an error measure, E(w; ), is 
defined for each frequency coefficient 
E(wi Wi 710 )= (WP) -0 -) (3.120) 
where ? jo is an estimate of ýo, and a total error is defined as a weighted sum over all 
of the coefficients, that is 
N2-1 
Px(w=)ýE(w; (3.121) 
-o 
N2-1 
_E1 x(wi)I ((Aw; ) - S2W) " y(w; ))1 (3.122) 
=-o 
The best estimate is defined as that for which the total error E is minimum with 
respect to 77, and 712, which may be expressed in the form 
Oc DE 
ýý1 0172 (3.123) 
Substituting into the partial derivatives from equation (3.122) and taking the deriva- 
tive inside the summation gives 
N2-1 a 
P(W+)ý((4o(w, ) - Stqo) Wýol (ý]o ý?; )) =0 (3.124) 
i=O 
N2-1 
Iw=)ý((4ý(Wý) - Yo) " y(Wi))-. 
2(110 
9(w+)) =0 (3.125) 
i=O 
which can be rearranged to give 
N2-1 N2-1 
9710" Iý(wi)Igl(Wi)y(wi) =E Ix(Wi)Igl(wi)ý(Wi) y(w; ) (3.126) 
i=0 i=0 
N2-1 Nz-1 
9710 " Wi)192 (Wi)y(Wi) _Z x(Wi)I92ý'wi) wi) 
(3.127) 
i=O 1=0 
or in matrix form 
N2-1 N2-1 
Ilo ZT (wi) =T (wý)ýP(w+) (3.123) 
1=o i=o 
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where T(w; ) is a tensor defined by 
90 
T(w1) = jx(Wj)j9(w; )f (w, ) (3.129 
Defining 
N2-1 
T=E T(w; ) (3.130) 
i=o 
equation (3.128) simplifies to 
N2-1 
770 =1 T-1 E T(W+)4g(w, ) (3.131) ii 
i=O 
A similar approach can be adopted to give an estimate f? of the radius of the arc 
R. Defining an error for the estimate at each coefficient as 
£R(wi) = Bpi(w; ) - 94 01 - R(IIW+II - IIwi - ý1II)2 (3.132) 
where yol(w; ) = arg(dll(w; )), the best estimate can be defined as that for which the 
total error ER is minimum, where iR is given by 
N2-1 
ER =E 1ý(wj)JER(w= (3.133) 
=-o 
N2-1 
_1 x(ý'i)1(ýPl(wi) - Qýol - R(Il0 11 - Iýwi - ý1II))2 (3.134) 
i=o 
For the total error to be minimum, 
OR 
and therefore 
(3.135) 
N2-1 
(wi)i(IIw=11- II'= - ý11U(s01(W, ) - Qýol - R(It lI - IIWi - dill)) =0 (3.136) E Ix 
=o i 
Rearranging gives the optimum estimate of R as 
EVÖ 1 (wi)1(11wi11 - 11wi - Qill)((Pi(w; - SZeoi) (3.137) 
I:; '_0 1 I2(w=)I(IIWiII 
- 
Il 
- 
Ol11)2 
LOi 
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Having estimated the centre and radius of the arc, the phase constants can be 
estimated in a similar manner to the linear feature case by using the expression 
E= arg Z Ix(Wi))eXP[7RIIci; II -770 wi] (3.138) 
iE® 0 
Having estimated the are parameters the next stage is to decide whether they 
adequately model the region contents. As with the linear features this detection pro- 
cedure is based upon taking the inner product between the actual feature coefficients 
and a set x(wj) synthesised using the estimated parameters, given by 
00<i< 
N2 -1 I ý(wi)I exp -j[-RII =I1 + wtýlo11 E] o therwise 
: i(A) 
{x(wj)'exp_3[Rl'wjl'+wj. +e] 
(3.139) 
as with the linear features, the synthesised spectrum uses the actual spectrum magni- 
tudes. To test the similarity between the actual and synthesised coefficients, an inner 
product is defined between them as 
N2-1 
r= (3.140) 
i-o 
If there is an arc feature present in the region with parameters R and o, and assuming 
the phase constant s=0, this reduces to 
N2-1 
r= Iý(W=)IZ exp [-ý(( - R)IIW=II (o- i7 )' W+A (3.141) 
i=o 
N2-1 
_: Ix(c. v; )I2exp-J[eRIIw; II+eo"c?; ] (3.142) 
t-o 
where CR and co are the errors in the radius and arc centre estimates respectively. 
The inner product will he maximised when the errors are zero and will be equal to 
the total spectrum energy, ie. 
N2-1 
r. ', =Z 
1i(wi)12 (3.143) 
i_o 
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By comparing r with this maximum value, it is possible to decide whether the esti- 
mated parameters successfully model the region. 
3.4 Summary 
The use of local spectral models to detect features in image regions has been discussed 
in this chapter. The approach taken has been to expand the "single linear feature" 
region model of Calway[16]. It is worth emphasising two points from this discussion. 
First, the choice of feature models requires a trade-off between generality and 
computational demands. The local feature models that have been considered were 
chosen to increase the expressiveness of the image model. Arc features allow the 
modelling of regions containing boundaries of high, but constant, curvature - reducing 
the need to represent such a boundary segment as number of straight line segments. 
The use of the multiple linear feature model allows regions containing junction points 
or corners. It was noted that by using this set of feature models and systematically 
varying the analysis scale it is possible to guarantee that any image region can be 
modelled. 
Secondly, a process of detecting features that can be modelled using the above 
feature classes was discussed. A process of estimation, synthesis and hypothesis 
testing, that may be compared to the statistical composite decision procedure [30,661, 
was presented. Such an approach allows a decision to be made about which, if any, 
of the feature classes can be used to model a region, and an estimate of the feature 
parameters to be obtained. 
Chapter 4 
Feature Detection: 
Implementation 
4.1 Implementation 
In the previous chapter, feature models were defined for two classes of local image 
feature - linear features and arcs, and methods of detecting these and estimating their 
parameters were derived. The models and estimators are based on the properties of 
local spectrum estimates. For the purposes of this work, the estimates are provided 
by the Multiresolution Fourier Transform, as described in chapter 2. A given level 
of the MFT may be regarded as a set of estimates of local spectra corresponding to 
square regions of the image, the size of the regions being determined by the scale at 
that level. Sections 4.2 and 4.3 describe the implementation of these estimators using 
the discrete MFT. 
The implementation of the feature detection algorithm uses the relaxed version of 
the MFT. Adjacent spatial regions therefore overlap by 50%, as shown in figure 4.1. 
The solid lines delineate the inner quarter of each region, while the dotted/dashed 
lines delineate the full region. Due to relaxation of the MFT window, the spatial 
sampling interval is N, while the size of the discrete local spectrum, and the spatial 
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Figure 4.1: Adjacent Regions 
N 
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region to which it correspoiicls. is 2N x 2-Y. The shaded area represents the portion 
of the image plane within both regions. Any feature in this region could be detected 
in both of the regions and so to make sure that, any feature is Dilly' detected office, 
a. feature is only regarded as detected in a. region if it is at least partially in the 
inner quarter of that region. If it is outside this area, their it should be detected 
in one of its neighbours. The feature detection algorit. hiii calculates, for a linear 
feature. its orientation and centroicl relative to the region centre. However. this gives 
no indication of the length of the feature, or. if its centroid is in the outer region, 
whether it extends into the inner region. 
Consider the feature shown in figure 4.1. Given only its centroid, u. and orienta- 
tioll HO, no decision can be iiiade as to «"hc't. ller it extends into the üiiier region and 
should be detected. or should be ignored by this region as it. «"il1 be detected ill a 
neighbour. In order to make this decision, estimates of the feature end point, should 
be calculated. and methods for estimating these for the line and arc features is given 
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in sections 4.2 and 4.3. 
4.2 Estimating Linear Feature Parameters 
4.2.1 Parameter estimation 
The set of MFT coefficients x(ýj(n), wj(n), o(n)) corresponds to the sampled local 
spectrum of a region centered around the spatial coordinate ý;. For notational sim- 
plicity this will be represented by the 2-d array x(u, v), given by equation (2.28). 
The estimation of the feature centroid can be implemented by applying the equations 
for the correlation statistics, Rl and R2, given by equation (3.49), over the discrete 
frequency domain array, ie. 
R1 = 0.5 E (dii(u, v) + di2(u, v)) (4.1) 
(u, v) 
= 0.5 E (x(u, v)i*(u - 1, v) + x(u + 1, v)x*(u, v)) (4.2) 
(u, v) 
and 
R2 = 0.5E (d21(u, v) + d22(u, v)) (4.3) 
(u, V) 
= 0.5 E (x(u, v). E*(u, v- 1) + x(u, v+ 1)x*(u, v)) (4.4) 
(u, v) 
The centroid estimate is then given by equation (3.53), 
_1(argRl ýo =9[ arg R2 
(4.5) 
This phase differencing approach is based upon a spectrum model that assumes 
linearly varying phase, given by equation (3.42). However the phase constant e has 
a different sign in the two half planes defined by the feature orientation (section 
3.1.1). Only when all the spectral coefficients are in the same halfplane, ie. the phase 
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constant for each coefficient has the same sign, does the linear model fit. Consider a 
vertical feature. Because of its orientation, the sign of the phase constant is different 
for coefficients on opposite sides of the v-axis. One of the phase difference terms, in 
the u-direction, is given by arg (dll(N, v) + d12(N, v)) 
dll(N, v) = x(N, v) '"(N - 1, v) (4.6) 
and 
d12(N, v) = x(N + 1, v)x*(N, v) (4.7) 
If 01 and 02 represent the phase gradients, the phase of the first term is given by 
argdl, (N, v) = ((n -N+0.5) 1+(v-N+0.5)'2+e) (4.8) 
-((u-N+1.5)I' +(v-N+0.5)'2-e) (4.9) 
= '1 + 2e (4.10) 
Since the sign of the phase constant is different for the two coefficients, the constants 
are summed. The other phase difference term, d12(N, v), behaves as expected since 
both coefficients are on the same side of the v-axis and the phase constants cancel 
out, ie. 
argd12(N, v) = ((u-N+1.5)ß'1+(v-N+0.5)'2+e) (4.11) 
- ((u -N+0.5)I'l + (v -N+0.5)bb2 + -) (4.12) 
= vi (4.13) 
As the phase of the summation of these two terms is a weighted mean of the two 
individual phases, the phase will be corrupted by the 2e term in equation (4.8). 
Assuming that the phase difference terms have the same magnitude, that is 
Idii(N, v)) = 1d12(N, v)) (4.14) 
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then the phase is 
arg(dii(N, v)+d12(N, v))= '1 +E (4.15) 
If the feature concerned is an ideal line then 
E=o (4.16 
and this term will have no effect on the centroid estimation process. For an ideal step 
edge however 
e= ir/2 (4.17) 
and the error in the centroid estimated by this term alone would be N12. The 
actual effect on the centroid estimate depends on the relative magnitudes of the 
phase difference terms. In order to avoid this error, the magnitudes of the four 
lowpass coefficients, ie. those given by 
(u, v)E (N-1, N- 1)V (N, N-1)V (N-- 1, N)V (N, N) (4.18) 
are set to zero during the calculation of the feature centroid. 
The orientation estimation follows directly from calculation of the moment of in- 
ertia tensor defined by equation (3.74). Since only the relative frequencies of the 
coefficient energies are important, the frequencies in equations (3.75) - (3.77) can be 
replaced by the array indices u and v shifted so as to be relative to dc. This gives the 
equations for the tensor components as 
Ili - E(I . ý(u, v) 
I (u -N +0.5))2 (4.19) 
u, v 
112 = 121 =Ep (U) (u) v) I Z(u -N+0.5)(v -N+0.5) (4.20) 
L, 0 
'22 = E(Ix(u, v)I(v-N+0.5))2 (4.21) 
u, v 
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Once the tensor has been constructed its principal axis can be calculated from equa- 
tion (3.78) and the feature orientation determined. 
The generation of the synthesised spectrum is performed by calculating the phase, 
using the feature model and estimated parameters, and taking the magnitudes from 
the actual coefficients. The estimation of the phase constant (equation 3.81) and 
the calculation of the correlation (equation 3.84) between the real and synthesised 
coefficients can he combined into one operation. The expression for the correlation 
(equation (3.84)) can be rewritten as 
-y =E 17. (u, v)x`(u, v) (4.22) 
which differs from equation (3.84) in two ways. First, the summation is only over half 
the frequency plane, but since the spectrum is hermitian symmetric there is no loss 
of information. Secondly, the synthesised coefficients x(u, v) are generated without 
the phase constant, ie 
i(u, v) =I x(u, v) I exp L7qo " wu, v1 (4.23) 
(cf. equation (3.85)). Substituting for the real coefficients as given by equation (3.42), 
and rearranging the exponential terms gives 
exp (je} EI :i (u, v) 12 exp [. loo wv,, ] exp [-no wu, vý 
(4.24) 
(u, v)EOeo 
Ignoring the constant exponential term, this has the same form as that in equation 
(3.86), and should have half the magnitude. The correlation coefficient given by 
equation (3.86) can therefore be calculated from y by the expression 
fr` = 271 (4.25) 
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Expanding the expression for the estimation of the phase constant, equation (3.81), 
in terms of the 2-d array and rearranging gives 
= arg exp [je] EI x(u, v) I' exp [jýo " Wu,, ] exp [-jqlo " wu,, ] (4.26) 
(u, v)EOeo 
= arg -y (4.27) 
The phase of y can thus be used to give the phase constant of the feature spectrum. 
4.2.2 Multiple Features 
The segmentation process, for detecting multiple linear features, may be implemented 
almost directly as described in chapter 3. For each coefficient a centroid estimate 
is given by equation (3.108) which can be rewritten in terms of the discrete MFT 
spectrum as 
Ul1 arg 
(di , (u, v) + di , (u, v» 
1 
ýl(ý )_[ 
arg(d2i(21, v)+d22(u, v)) J 
(4.28) 
Since dl(u, v) and d2(u, v) have been previously calculated when attempting to fit 
the single feature model, they need not be recalculated. Two initial feature centroid 
estimates are produced by adding small offset vectors to the centroid estimated while 
trying to detect a single linear feature. These two centroids are denoted rji and q'2. 
Each coefficient is initially assigned to one of two sets, Il or 12, each associated with 
one of the initial centroids, according to which centroid it is closest to, ie. for which 
the error term 
ek(uu, v) _ (77k1 - 71i (u, v))2 + (Ykz - 712(u, v))2, for k=1,2 (4.29) 
is minimum. 
The centroids can then be recalculated by evaluating the energy weighted mean 
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given by 
71 k_ 
>(u, 
v)EIk 
I x(u, v) Ili (u, v) (4.30) F-(u, 
v)EIk 
t (u, v)12 
over each set of coefficients. The process is repeated until only some small proportion 
of coefficients are moved from one set to the other. Once the segmentation has 
converged, each set is tested for a linear phase property using the magnitudes of Rkl 
and Rk2i given by equations (4.1) and (4.3) for the two coefficient sets. A given set 
I1. will be considered to have linear phase if, from equation (3.65), 
Rkl >pE Idii(u, v)J + ld12(u, v)I (4.31) 
(u, v)EIk 
and 
Rka >PEI d2l(u, v)I +l d22(u, v)I (4.32) 
(u, v)Elk 
where p is a threshold in the interval [0,1], which determines the strictness of the 
linear phase test. If any cluster does not pass the test then its centroid is replaced 
with two centroids displaced from the original. The coefficient assignment process is 
then restarted until it reconverges. This process continues until either all the clusters 
pass the linear feature test, or else some maximum number of clusters is reached. 
Each set of coefficients is subjected to the orientation and phase constant estima- 
tion procedures. The spectrum can then be synthesised using, for each coefficient, 
the set of parameters of the cluster to which it belongs. 
4.2.3 Feature Extent 
Having estimated the centroid and orientation of the feature, ýo and Bo, the next step 
is to estimate which portion of it lies within the region. In many cases the feature 
will be part of a larger scale boundary feature and as such will pass straight through 
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the region, ie. its endpoints will be at the edges of the region. In other cases the 
feature may form part of a corner in a region, and therefore one of its endpoints will 
be within the region. 
To avoid the complexities of building the spatial window into the feature model, it 
is assumed that the window may be regarded as flat, and have a size between that of 
the inner and outer regions. The size of this intermediate region is denoted N' x N' 
where 
N<N'<2N (4.33) 
A further simplifying assumption is that the feature occupies more than one region. 
Thus the length and end-points of the feature are determined by its orientation and 
the position of the centroid within the N' x N' region. No attempt is made to calculate 
these parameters directly from the local spectrum. 
The estimation of the endpoints can therefore be divided into three stages, illus- 
trated by figure (4.2): 
1 Assuming that the feature is of infinite length calculate its endpoints when clipped 
to the spatial region, (j1, il2), by applying a version of the Lian&"Barsky line 
clipping algorithm [59]. 
2 The feature centroid is midway between the endpoints of the feature. The feature 
should, therefore, be truncated so that the endpoints are equidistant from the 
centroid - (9-1, ßj2). 
3 Since the spatial region of interest is the NxN inner region, the feature resulting 
from step 2 is clipped at the boundary of this region, by a further application of 
the clipping algorithm, to give the line (1,2}. 
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Figure 4.2: Calculation of end points 
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The Liang-Barsky line clipping algorithm [59,43] is based upon a parametric 
expression of a straight line. Since the orientation and position of the feature have 
been estimated, it is possible to express the equation of the line in parametric form, 
ie. 
tH ty S= SO ý'Ivoo (4.34) 
where, if L is the feature length, -L/2 <1< L/2. For any point on the line and in 
the region the following conditions must hold 
N' N' 
2 <- hol +I cos Bo <2 (4.35) 
N' N' 
2< 'O2+lsinBo < (4.36) 
These inequalities can be rewritten (cf. [43]) as 
pkl < qk, k=1,2,3,4 (4.37) 
F---- N/2 
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where 
PI = -cos 90, 
p2 = cos Bo, 
P3 = -sin 90, 
p4 = sin 90, 
N' 
(ii =eoi+ 2 
N' r q2 = bo 2t 
N' 
q3 = 62 + 2 
N' 
q4 =2- CO2 
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(4.38) 
(4.39) 
(4.40) 
(4.41) 
As noted by Hearn and Baker, each value of k corresponds to one edge of the region 
(1 the left, 2 the right, 3 the bottom and 4 the top). If Pk =0 then the feature is 
parallel to the corresponding edge. If additionally qk <0 then the feature is outside 
of the region and can be ignored. If Pk <0 the line crosses the infinitely extended 
boundary edge from the outside to inside of the region as d increases. If Pk >0 then 
the feature crosses from inside to outside. The parameter for the point of intersection 
with the k boundary is given by 
qk 
Pk 
(4.42) 
Assuming that the feature passes through the region, the end points of the feature, 
when it is clipped to the region, ill and ir., are the points where the feature enters and 
leaves the region respectively, and correspond to the parameters li and 1'2. Therefore 
li is the maximum value of the set of 1 values for which Pk < 0. Similarly, 12 is the 
minimum of the set of 1 values for which Pk > 0. If li > l'2 then the line is outside of 
the region and can be ignored - it should be detected in a neighbouring region. The 
full details of implementation of this algorithm are given by Hearn and Baker [43], 
where it is shown to be an efficient method of line clipping. 
Having estimated the points where the line, if infinitely extended, crosses the region 
boundary, the line should be truncated so that both endpoints are equidistant from 
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the centroid. Since the values of I correspond to the displacement of the point from 
the feature centroid the parameters li and l2, corresponding to the feature endpoints, 
ill and 72 in figure 4.2, should have the same magnitude, and are therefore given by 
li =sön(li)min('li+, 1lz1) (4.43) 
and 
I2 = sgn(l'2) min(I lil, I l'2l) (4.44) 
These parameters correspond to the feature as detected in the larger region and so 
this feature must be clipped to the inner NxN region, to give the endpoint parameters 
11 and 12. This is achieved by a second application of the clipping algorithm, this 
time using the smaller region. Once the endpoint parameters, 11 and 12, have been 
calculated the endpoints are given, from equation 4.34, by 
Hy 
ýi =o+ 1i2'eo (4.45) 
and 
a=o+ 12V-Go (4.46) 
4.3 Estimating Arc Feature Parameters 
4.3.1 Parameter Estimation 
The parameter estimation process for the arc detection procedure can be implemented 
by performing the calculations given by equations (3.131) and (3.137) for the discrete 
array of coefficients. If the backwards phase differences for a spectrum coefficient 
äß(u, v) are given by 0(u, v), 
(=I arg 
dll(u, v) (4.47) ýu vL 
arg d21(u, v) 
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arg 5 (u, v)x*(u - 1, v) (4.48) 
arg x(u, v)ýc*(u, v- 1) 
then the centre estimation is given by 
27o = jj7'-1 E T(u, v) '(u, v) (4.49) 
(u, v) 
where 
T=ET (u, v) (4.50) 
(u, v) 
and T(u, v) is a magnitude weighted tensor defined for each coefficient as 
T (u, v) =I x(u, v)W9(u, v)f(u, v) (4.51) 
where 
ti 
g(u, v) 
92 11 - IIw(u, ) II (4.52) II"(u, v) II - IIW(u, v) -hi II 
These vectors can be generated for appropriate values of N and simply "looked up" 
when required. The vector components can be rewritten in terms of u and v by 
substituting from equations (2.31), to give 
v-N+0.5 
= S2 
j(u-N+0.5)2+(v-N+0.5)2 
(4.53) 
y_1 jj[ u-N+0.5 11Au°)11 = v-N+0.5 0 
= S2 (u-N-0.5)2{ -(v-N+0.5)2 (4.54) 
IIA(u, v)-02I) =9 
11[ 
v-N+0.5 -0 
= S2 (u -N+0.5)2 + (v -N-0.5)2 (4.55) 
CHAPTER 4. FEATURE DETECTION: IMPLEMENTATION 106 
ý/. 
-D-. 
+7t 
, 7o ý'ý. R 
Frequency Domain Spatial Domain 
Figure 4.3: Two possible arcs with the saiue eiiergv spectrum 
The estimation of the radius is calculated by evaluating the expression in equation 
(3.13 i) over the array, ie. 
_ 
ý(u. 
r)I. 
i(ll"c)12g2(" 1')(t l(u, l')-Sý/ýuý) 
(4.56) 
The orientation of the arc tiegiiient caii be calculated using the iiioineiit of inertia 
tensor. as use(l for linear features. However. as this is based only upon the energy 
slpectruiii, it only gives an orientation in the interval [-7r/2. ir/21 and will iiiake uo 
distinction lx'tvV('cf tlic arcs shown in figure 4.3. which have the same ('nergv spec- 
triiin. Iii one case. the orientation is 0 and in the other 0+r, . 
However, the coiitroi(l 
estimate. il, generated when testing for a single linear feature. equation (4.5), indi- 
cates approximately the position of the arc relative to the region centre. A vector 
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giving the centroid relative to the circle centre is therefore given by 7jc - rjo. Defining 
the arc orientation, O o, as the orientation of the line about which the spectrum energy 
is concentrated, in the direction of a vector pointing from the circle centre towards 
the arc segment, it follows that 
(7)c- 70) 
-vo >0 (4.57) 
where ve0 is a unit vector in the direction Oo. Therefore if the orientation of the energy 
spectrum is 0 
00 =0 if (ic-7lo)"vo>0 
=0+ it otherwise (4.58) 
As with the linear features the correlation and the parameter estimation process 
can be combined into a single step. Both can be obtained from a single statistic y, the 
inner product between the actual spectral coefficients x(u, v) and a set of coefficients 
synthesised from the estimated parameters x(u, v). This is given by 
E I(u, v). i*(u, v) (4.59) 
(u, v) 
Ii(u, v)I exP-j[(R - R)II' (u, v)II + (CO-710) " w(,,,,, ) + e] (4.60) 
(u, v) 
Substituting with r as given by equation (3.122) and rearranging gives 
r 
^y = exp[-. je} 
r (4.61) 
The correlation r is therefore given by 
In = 2171 (4.62) 
and the phase constant estimate ý by 
E= arg 7 (4.63) 
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Figure 4.4: Calculation of arc end points 
4.3.2 Feature Extent 
N'/2 
N/2 
The next step is to compute the end points for the arc segment. Again it is assumed 
that the local spectrum corresponds to an N' x N' region, in which an arc segment 
has been detected, and that at least one end of the arc continues out of this region. 
A three stage process can be used to estimate these end points, as illustrated in 
figure (4.4): 
1 Assuming that the arc continues out of the larger N' x N' region clip it to the 
region by using an algorithm similar to the Liang-Barsky line clipping algorithm 
used for linear features, this gives a single section of arc with end points )i and 
112, and containing the centre point ýý. 
2 The arc centre is midway between the endpoints of the feature. The feature should, 
_-------------------------1---------- 
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therefore, be truncated so that the endpoints are equidistant from ý-,, giving end 
points 77j and ßj2. 
3 Since the spatial region of interest is the NxN inner region, the feature resulting 
from step 2 is clipped at the boundary of this region, by a further application of 
the clipping algorithm, to give the arc 
A parametric expression for the arc is given by 
HH 
_ ýo + Rv(o0+o) (4.64) 
where Bo is the parameter that gives the centre of the arc, 0 is a parameter that 
sweeps out the arc as it increases from -0/2 to 0/2. For any point on the arc within 
the region the following conditions must hold 
-2< eoi +R cos(Bo + B) < 
N' 
2 (4.65) 
- 
2, 
<_ 4o2+Rsin(Bo+9) <' (4.66) 
The inequalities can be re-expressed as 
pk(0o + 9)R < qk, k=1,2,3,4 (4.67) 
where 
Pi (0) _ - cos 0, qi =( 
N' 
2 + poi) (4.68) 
p2(0) = cos 6, q2 =( 
N' 2 
_ - 401) (4.69) 
p3(0) _ - sin 0, q3 =( 
N 
2 + eo2) (4.70) 
p4(0) = sin e, q4 =( 
N' 2 
- 
eo2) (4.71) 
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Each value of k corresponds to one edge of the region, the left, right, top and bot- 
tom respectively. The value of 0 corresponding to each of the points where the are 
intersects with the region boundaries is given by 
1 
pk(eo + e) =R qk (4.72) 
Depending on the position and size of the arc, for each k this equation will either 
be invalid (q,. will be outside of the interval [-R, R]) or else have two solutions 
corresponding to the two intersection points of the arc and the edge. There are, 
therefore, up to eight intersection points. For each solution, the derivative of pk (80+8), 
pR (Oo + 0), indicates whether the feature is entering or leaving the region as 0 is 
increased. If p' (Bo + 0) >0 then the arc crosses the boundary from inside to outside 
the region as 0 increases. 
The two end parameters, Bi and 02, correspond to the two intersections which are 
closest to the centre point, given by 0=0. The start parameter, 91, is the maximum 
value from the set of solutions for which p (9o + 0) < 0. Similarly 9z is the minimum 
from those for which pý (Bo + 0) > 0. The parameters correspond to the points ýi and 
ij2 in figure 4.4. 
Since the two endpoints should be equidistant from the centre point ýjý, the two 
parameters corresponding to the endpoints should have equal magnitude, ie. 
l/ It 
61 =- 02 (4.73) 
These can then be derived from the intersection parameters by 
9i = sgn(Bi) niin(l91 , 1,19' 1) (4.74) 2 
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and 
82 = sgn(0'') min(10' 1, I0ä1) (4.75) 
The third step is to clip the arc to the inner NxN region. This can be achieved by 
reapplying the arc clipping algorithm described above. This gives the end parameters 
91 and 92, which can be used to give the end points 
_ ýo + Ri (eo+e, ) (4.76) 
and 
ti y 
ýo + Ri3ýeo+e2) (4.77) 
4.4 Computational Requirements 
Assuming that a local spectrum estimate has already been calculated, using the MFT, 
this section considers the additional computational demand of applying the local 
feature detection algorithm. The analysis is in terms of floating point multiplication 
operations. For the sake of simplicity, it is assumed that complex values are held in 
a cartesian form and that each complex multiplication is therefore equivalent to 4 
floating point multiplications. 
The number of multiplications required to perform the single linear feature ex- 
traction process is summarised in table 4.1. The centroid estimation is implemented 
by equations (4.1) and (4.3), and therefore requires 4 complex multiplications per 
coefficient. For the tensor calculation the energy for each coefficient need only be 
calculated once and then, multiplied by the frequency index terms for each of equa- 
tions (4.19), (4.20) and (4.21). This requires 4 multiplications. The synthesis of each 
coefficient requires 5 floating point multiplications. The final step is the calculation 
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Procedure Muliplications per coefficient 
Linear Feature Detection Centroid Estimation 16 
Orientation Tensor 5 
Spectrum Synthesis 5 
Calculation of "y 4 
Total 30 
Arc Detection Centre Estimation 6 
Radius Estimation 4 
Spectrum Synthesis 5 
Calculation of y 4 
Total 19 
Total for both arc and Linear Features 49 
Table 4.1: Muliplications per coefficient required for feature detection 
of -y using equation (4.22). Again this is 1 complex multiply per coefficient. The total 
computational requirement for the application of the single linear feature detector, 
including a measure of its accuracy in modelling the spatial region, is therefore 30 
complex multiplications per coefficient. 
The arc detection is performed after the linear feature process, and therefore some 
calculations, such as the backward conjugate products required for implementation 
of equation (4.47), have already been calculated and require no further computation. 
Additionally, it may be assumed that the values of the vector y(u, v), and the tensor 
formed by its outer product with itself, have been precalculated and may be looked 
up. Therefore calculation of each term in the summation for estimation of the arc 
centre, given, by equation (4.49), only requires 6 multiplications per coefficient. As 
the energy for each coefficient has also been previously calculated, the evaluation of 
equation (4.56), in order to estimate the radius of the arc, requires 4 multiplications 
per coefficient. The spectrum synthesis, as for the linear feature case requires 5 multi- 
plications per sample. The computation of y, in order to estimate the phase constant 
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and correlation coefficient, requires 1 complex multiply (ie. 4 floating point multipli- 
cations) per coefficient. Therefore if the linear feature detector has previously been 
applied to a local spectrum, the additional application of the arc detector requires an 
extra 19 multiplications. This is summarised in table 4.1. 
If the arc detection process were performed in isolation, ie. the linear feature 
detector had not previously been applied, then they have similar computational re- 
quirements. This can be compared to the Hough transform approach, where the com- 
putational requirement is proportional to nN, N being the dimension of the Hough 
space, ie. the number of feature parameters, and n the number of quantising bins in 
each dimension. Thus the change of Hough transform detection process from line to 
circle detection gives an increase in computational complexity from 0(n2) to O(n3). 
The segmentation algorithm may be similarly analysed. The distance calculation 
of equation (4.29) must be applied for each coefficient and each cluster. Assuming that 
there are K clusters, this operation is therefore equivalent to 2K multiplications. The 
recalculation of the centroid is performed using an energy weighted average as given 
by equation (4.30), and therefore requires 2 multiplications per coefficient. Thus 
for each iteration of the K-means algorithm, 2+ 2K multiplications are required. 
If the algorithm converges after I iterations then Ii-means segmentation requires 
1(2 + 2K) multiplications. If there are actually K features in the region, and the K- 
means routine is applied for Ii = 2,.., )C, the number of multiplications per coefficient 
required for the segmentation is 
K 
JVx =1 IK(2 + 2K) (4.78) 
K=2 
where ZK is the number of iterations for a given K. The actual values for this 
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Level MFT calculation Total feature detection 
2 80 238 
3 96 254 
4 112 270 
Table 4.2: Muliplications per coefficient for MFT generation and feature detection 
(256 x 256 image) 
are obviously dependent on the image. Experimental results for regions containing 
two dominant features, such as the corners in the shapes image (figure 2.22), show 
convergence in approximately 5 iterations. This gives , /1r2 = 30. Since the single 
linear feature, and arc feature, detectors have already been applied gives a total of 
approximately 79 multiplications per coefficient. 
Due to oversampling each NXN local spectrum, corresponds to an exclusive 
2Nx 12N region of the image. Additionally, due to hermitian symmetry, it is only 
necessary to apply the above calculations to half of the local spectrum, ie 2 NZ coefii- 
cients. Therefore this operation involves 158 multiplications per pixel, approximately 
equivalent to filtering the image using an 13 x 13 filter kernel. 
From Calway [16] the number of complex multiplications required to generate a 
single level, n, of the MFT for an Mx Al image is given by 
Nn =2' M2(1 + n) (4.79) 
where k is the relaxation coefficient from equation (2.32). It is assumed that k=1, 
for the relaxed MFT used in the current work. An initial DFT of an image has also 
to be generated and if generated using an FFT routine this requires an additional 
M2 log2 AI operations[78]. Table 4.2 summarises the number of calculations required 
per pixel to generate a single MFT level (including initial DFT calculation) for a 
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number of levels of a 256 image. Additionally the requirement for generating the 
MFT and applying the feature detection processes is included. Even at the most 
computationally demanding level (n = 4) this is still approximately equivalent to 
convolution with a 17 x 17 filter. 
4.5 Experimental Results 
The feature detection processes were implemented as described above. The methods 
were applied to the three test images shown in section 2.4 - the "Shapes" image (figure 
2.22), "Lena" (figure 2.26) and the "Vine leaf" image (figure 2.29). 
Figures 4.5 and 4.6 show the level 2 MFT coefficients phase differenced along the 
two frequences axes, d1(w; ) and d2(w1), as given by equation (3.48). Colour is used 
to indicate the phase of these coefficients and it is clear that for regions that fit the 
linear feature model the coefficients that correspond to a single linear feature have 
a constant phase, ie. are of a constant colour. This is obvious for the edges of both 
the square and triangle. The regions corresponding to parts of the circle have spectra 
that are more spread out, however the phase is approximately constant along radial 
lines from the origins of the local spectra, as would be expected from the phase model 
given by equation (3.115). 
Figures 4.7 to 4.9 show the results of applying the feature detection algorithm to 
each of three MFT levels (2-4) for the "Shapes" image. A grid is overlaid on the 
result to indicate the spatial regions in which the features have been detected. The 
features drawn in green have been detected as arcs and those drawn in red as linear 
features. The straight lines and arcs were drawn using versions of the Bresenham line 
and circle algorithms[43] to join the estimated feature endpoints. 
CHAPTER 4. FEATURE DETECTIO \": IIIPLE IIE \"T_-1TIO \" 116 
Figure 4.5: Shapes: Level') 
Horizontal phase differences 
Figure 4.6: Shapes: Level 2 
Vertical please differences 
At level 2 (figure 4.7). it can be seen that all of the square and triangle edges have 
beeil successfitlly detected in the correct orientation and position. The left hand edge 
of the square is positioned at the very edge of the blocks in which it has been detected 
aii(l is hidden by the rid line. Most of the circle has been detected at this level. Part 
of the top of the circle has been detected as a linear feature since only a small part of 
it passes through the region and therefore there is only a small change in orientation 
across the region. The part of the circle that is not detected at this level is in a region 
that is close to the top of the triangle. Since the window used to generate the M'IFT 
is not spatially truncated the local spectrum would be influenced both by part of the 
circle and the edge of the triangle that is in the same orientation as part of the arc. 
It was rioted in chapter 3 that a region can only be modelled if it contains no more 
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than one feature in any given orientation. It is also for this reason that no parts of 
the star or crescent are detected at this level. 
The results of applying the algorithm to level 3 are shown in figure 4.8. At this 
level the square and triangle edges are once again completely detected. The circle 
is also completely detected at this level, however some parts are detected as linear 
features as opposed to arcs. Again this occurs when the size of the region leads to 
it containing only a small arc section, with only a small range of orientations. Parts 
of the crescent are detected (both as arcs and linear features) also. The edges of the 
star are completely detected at this level. On both the crescent and the star corners 
which are very acute, ie. are between two edges of similar orientation, are detected as 
a single line feature because this is how they appear locally within the regions where 
they are detected. 
Figure 4.9 shows the results for level 4. In this image, although most of the features 
are detected, they are mainly detected as linear features due to the small region size. 
Figures 4.10 to 4.12 show the results for the "Lena" image. Once again the algo- 
rithm has been applied to each of MFT levels 3 to 5. The larger scale features, such 
as parts of the hat and the mirror, are detected at level 3, but the more complex 
regions, corresponding to the feathers etc, do not fit the local models at this scale. At 
higher scales, with smaller spatial regions, more of the fine detail is detected, but as 
for the "Shapes", less of the curved features are detected as arcs when smaller image 
regions are considered. 
It is also clear that, even at the highest level the very top of the edge of the hat is 
not detected. This part of the hat is a very low energy feature and when considered 
locally is very difficult to distinguish from the background noise in this part of the 
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image. In order to detect it more global consideration must be given to the edge of 
the hat. This is considered in chapter 5. 
It was noted in section 2.4 that because of the method of computing the MFT 
an artificial edge was placed around the image boundary. When generating these 
results for "Lena" (and for the "Vine leaf") a simple routine has deleted all the 
features detected as running along the image boundary as these are assumed to be 
such artifacts. 
The results obtained by applying the algorithm to the "Vine leaf" image are shown 
in figures 4.13 to 4.15. Few of the image features are detected at level 3, but most of 
the outline and much of the inner detail is detected at the higher scales. 
Comparing the results with those obtained by Calway[16] indicates that the use of 
the extended models gives better curves, especially in regions containing boundaries 
of high curvature. This is most notable for the circle boundary in the "Shapes" image, 
compared to Calways circle result. 
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Figure 4.7: Shapes: Feature detection - Figure 4.5: Shapes: Feature detection - 
I-evel 2 Level 3 
Fiutirr 4.9: Shapes: Feature clotection - 
Level 4 
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Figure -1.10: Lelia: Feature cletectioii - 
Figure 4.11: Lena: Feature detection - 
Leý-el 3 Level 4 
ti 
Figure 4.12: Leith: Featiii ýlýtcctioii 
Level 5 
Jý I 
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Figure 4.13: Vim' leaf: Feature detection - Figure 4.14: Vine loaf: Feature detection 
Le el 3- Level 4 
Figure -1.15: Ville 
l('<if: Fcaturc (letcctiun 
- Level 5 
Chapter 5 
Segmentation and Linking 
5.1 Introduction 
In the last two chapters, the detection of local image features using local spectrum 
estimates, has been discussed. These estimates have taken place at a single scale and 
each image region has either been successfully modelled or left as empty. It is clear 
from the discussion in chapter 2 and results in chapter 4 that images contain features 
at different scales. This chapter is concerned with combining features detected over 
a range of scales. In its simplest form, this consists of starting at a large scale and 
attempting to model the image regions. Each region where this fails is repeatedly 
sub-divided until it can be successfully modelled. This approach has been commonly 
used in earlier work, eg. [9,25,88]. 
Calway [16] included a scale check to ensure that features detected at one scale 
were consistent with those at neighbouring scales. In part, this was necessitated by 
the inability of the linear phase model to distinguish a region containing multiple 
parallel features, a problem solved by using spectrum synthesis to check that a region 
has been successfully modelled (chapter 3). There are other cases, however, where it 
is desirable to check that significant image features are not missed. This consistency 
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check is based on the correlation between parent and child - using the features detected 
in the parent to synthesise the child spectrum and using a correlation to check that 
the child features are accounted for in the parent. 
The segmentation process splits the image into regions containing image bound- 
ary segments. These features will usually be segments of more complex large scale 
features, and therefore it is desirable to link the detected primitive features into the 
more complex features that model the edge/boundary structure of the image. The 
linking process described in this chapter is based on a correlation to test the similarity 
between a local spectrum and the transformed spectrum of a neighbouring region. 
Having linked the local features it may be clear that there are gaps in the larger 
scale boundaries. Features may continue through a region but not appear in the 
appropriate neighbour. This may imply that a local feature exists in the neighbour, 
but has been missed by the feature detection process. Since there will be some 
indication of where such a feature lies, the detection algorithm may be reapplied 
using this information to guide it. 
5.2 Segmentation Algorithm 
Based on the model described in section 2.3.3, a multiresolution segmentation of the 
image may be regarded as the selection of a set of regions from different levels which 
partition the image, so that each region is represented at the highest level for which 
1. The region is successfully modelled by primitive features, and 
2. The features in the region are consistent with the features in its four children. 
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If such a partition of the image is denoted as A0, and region A;, is the parent of region 
A;, then the above conditions can be expressed in the form 
3 
Ao = {(z, n)l`I'+(n) 540 AND (ý;, (n-1) =0 OR (V c(-P+, (n-1), -ý=1(n)) <t. )} (5.1) 
1=o 
where (11(n) is the set of parameters representing the features detected in region A; and 
c(<I; (n), ß;, (n + 1)) is a measure of the consistency of the features in a region, with the 
features in one of its children, and gives a value between 0 (totally inconsistent) and 
1 (completely consistent). The choice of function c((I; (n), 4); ß(n + 1)) and threshold 
td, determine to what extent scale consistency is used to determine the segmentation 
process. 
The simplest case is to assume that if the region Ai(n) is well modelled by the set 
of features 4, (n), then these features must be consistent with any features detected 
in the children, ie. 
c(`I=(n), I (n + 1)) =1 if 11(n) =0 
=0 otherwise (5.2) 
and 
t, = 0.5 
This reduces equation 5.1 to 
(5.3) 
Ao = {(i, n)I (bi (n) 0 AND 4;, (n - 1) _ 0} (5.4) 
This suggests a top-down algorithm for generating Ao, as shown in figure 5.1. 
Starting at an upper level n, each region is tested; if it can be adequately modelled 
using the primitive features, the region indices, (i, n), are added to the set A0. This is 
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Ao=o 
For each n, ni<n<nu 
For each i, 0 <i< 411(n) 
If, A(i, n)nAo=0 AND I); (n) 0 
Ao = Ao U {(i, n) l 
Figure 5.1: Segmentation Algorithm 
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repeated for each region down to level nj, except that indices are only added if those 
of an ancestor are not already in the set. The set A(i, n) is the set of the indices of 
the ancestor regions for region A; (n), and can be written, 
A(i, n) = {(i', n')I ! e, ii(n') - e; j(n)j < =-(n)/2, n' < n. } (5.5) 
In using the consistency criterion of equation (5.2), it is assumed that if a feature 
can be modelled with one of the feature primitives, using the detection methods of 
chapter 3, then it must be consistent with any features that could be detected in its 
children. Implementation of the feature detection process, however, uses a measure 
of how well the image data is modelled by an instance of the feature model. Since 
any image region will contain energy from features other than those of interest, eg. 
texture or noise, it is often necessary to accept a feature model that does not account 
for all of the local spectrum energy. Setting a percentage of the energy that must 
be accounted for in order that a feature is detected takes no account of whether the 
`missing' energy is background texture or noise, and hence should be discounted, or 
due to another, low-level feature, which may be of interest. 
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Figure 5.2: Feature missed at large scale 
Level n 
Level n+l 
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An example of this is shown of figure 5.2. When the region is considered at it large 
scale. 11, the larger, high energy feature accounts for most of the region energy. In 
the feature detection 1>1'0ce5s this edge is detected, and successfully modelled. and 
tiüice this accounts for virtually all the energy it is accepted as modelling the region. 
Since the edge in the bottom left of the region is correspondingly shorter and of 
lower energy. it is, missed. Simply increasing the threshold, would, however. make the 
detection process far more likely to fail in the presence of any background noise or 
texture. At the next scale. o+1, the region is split into four quadrants. Since each 
(1na lrant is treated iziclividually. the second edge will be successfully detected in child 
Detection 
Detection 
2 
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One solution to this problem is to apply the detection process to the children 
of each region that has been successfully modelled, and use a consistency function 
c(ibi(n), (bi, (n + 1)) which checks that each feature that is detected in the children is 
also accounted for in the parent. If it is assumed that there is a set of features, (h; (n) 
that exist in the parent region and have been detected in one of the children, ie. 
3 
U `ý=k(n + 1) (5.6) 
k=0 
then the consistency check can be based upon checking that each feature O, k(n) E 
fi; (n) has been detected at the parent level, ie. that 
O; 
k(n) 
E 'D (n) =: ý Oik(n) E `ý=(n) (5.7) 
From chapter 3, it is clear that in order to detect a feature from a local spectrum, 
the coefficients in the orientation of that feature should be due to that feature and 
nothing else. If every child feature has been detected in the parent, then it should be 
possible to synthesise the child spectrum using the parent features. 
This approach is clearly an instance of the general model-based decision process 
described in section 3.2, ie. 
Estimation: Features detected in the parent regions are truncated to one of its 
children in order to estimate the parameters of features in the child. 
Synthesis: The estimated child parameters are used to synthesise the local spectrum 
corresponding to the child region. 
Decision: By correlating the synthesised spectrum with the actual spectrum corre- 
sponding to features detected in the child region, a decision is made concerning 
whether the child features have been successfully accounted for in the parent. 
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Denoting a spectrum synthesised from a vector of feature parameters 0 in the 
y 
region A;, by x( ; (n), wi(n), a (n), 0), then a synthesised spectrum for a child region 
A;, (n + 1), in terms of features found in Ai (n), is given by 
xI(ýit(n + 1), wj(n + 1), a(n + 1)) _ x(ýit(n + 1), wj(n + 1), u(n + 1), 0) (5.8) 
OEI; (n) 
The scale consistency measure can then be given as a correlation between the 
actual child spectrum and the synthesised child spectrum, ie. 
4°(n)xI(Si1(n), LJG(n), o(n))ý*l itlrl), w (n), o(n)) 
c(ýi(n - 1), 4it(n)) - 4-_(n) /r-. ( (t / 
(5.9) 
Ej_0 1x((n)ßw7(n), (n))jI xlSit(n), j (n), a (n))I 
This will clearly be equal to one, its maximum, if the child has been synthesised 
exactly from parent features. The higher the correlation, the better the synthesis and 
hence the greater the consistency between the scales. 
5.3 Scale Consistency 
The above scale consistency check is based upon synthesising the spectrum of each 
feature detected in a child region using only features detected in its parent. For each 
child, it is necessary to detect each parent feature that passes through it and calculate 
the parameters for that part of the feature `seen' in the child region. 
For a linear feature, a check can be made by first considering the displacement 
vector, perpendicular to the feature, from the child centre to the feature, denoted r;, E, 
which gives the point on the feature which is nearest the centre of the child region. 
This is shown in figure 5.3, where the centre of the parent region is ý; and that of 
the child region ý;, and the feature orientation is 8. Since the centroid of the feature 
relative to the centre of the parent region is given by ý; o, a vector giving this centroid 
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Figure 5.3: Feature in parent and child 
relative to the child region centre is given by 
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rýo = Mio + (ý; - ýtk) (5.10) 
The unit vector in the direction of r; k is 
ve ie. 
rik 
skII 
= V0 (5.11) 
and since the length of r-;, is given by 
IIriklI = rya ve (5.12) 
it follows that 
r=, 
ý = 
Ilr=wjkve (5.13) 
= (r ;o ve) e (5.14) 
Thus r";, gives an indication of how close the feature comes to the child region 
centre. If the edge of the child region is E(n + 1)/2 away from the centre, then for 
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in = 1,2 
Irikm EE(n + 1)/2 If the feature passes through the child region (5.15) 
> z-(n + 1)/2 otherwise (5.16) 
r; 
k can therefore 
be used to test whether or not the feature passes through the region. 
If a feature does pass through the region, the next stage is to estimate its centroid 
within that region. Assuming that the feature is of constant magnitude along its 
length, the centroid can be regarded as the point halfway between the two feature 
endpoints. The end points, ýi, s and ý; ke, can 
be calculated by clipping the parent 
feature to the child region using the algorithm described in section 4.2. The centroid 
relative to the centre of the child region is given by 
'tko = 0.5(&;,, s + C; ke) (5.17) 
This centroid estimate can then be used to synthesise the component spectrum in the 
child that corresponds to the feature, using equation (3.42). 
A similar process must be carried out when considering arc features detected in 
the parent region. In some cases, an arc at the parent level may be detected as an 
arc in its children, but in others the size of the arc segment seen by the child may be 
small enough to be modelled as a linear feature. 
Consider a piece of circular arc, such as in figure 5.4, with radius R and centre, 
ti 
relative to the centre of the parent region, ý, o. In order to determine whether the 
feature passes through the child region Ajk, the vector rik is calculated. This is the 
H 
shortest vector from to the arc and is therefore perpendicular to the arc tangent 
at the point of contact and is on a straight line between the arc centre and the child 
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r; k is given by the expression 
rik = ý1ko 
jjýjkoll -R (5.21) 
II tkOll 
r; k can then be used to determine whether the arc passes through the child region, 
since for rn = 1,2 
ITikmI < '(n -ý 1)/2 If the feature passes through the child region (5.22) 
> =(n + 1)/2 otherwise (5.23) 
If the arc has been found to pass through the child region, then a spectrum can be 
synthesised using the radius R and the arc centre &40 given by equation (5.18) and 
the consistency test applied to it. 
5.4 Linking Algorithm 
The segmentation process produces a set of local image features that represent the 
boundary structures of the image. The local features are usually segments of the large 
scale boundaries of objects in the image. To represent these more complex bound- 
aries it is necessary to link together appropriate local features. This section presents 
a method of doing this based upon the pair-wise similarity of features detected in 
neighbouring regions. 
If two primitives are part of the same compound feature then it may be assumed 
that 
1. They meet at the boundary between the regions in which they have been de- 
tected, and 
2. They have similar curvature at this point. 
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Figure 5.4: Arc feature in parent and child 
ýyyy 
6k0 = 60 + (fit - ýý,, ) (5.1S) 
region centre. If this point is not within the child region then the arc does not pass 
through it. The centre of the circle relative to the centre of the child region, &=ko, is 
given by 
Since the vector , ko 
is in the same orientation as rik, r; k can be calculated by scaling 
C; ko so that 
it has length r; k jj , ie. 
Il 
tk0ll 
Since it can be clearly seen that 
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(5.19) 
jrij _ II' ikOI) -R (5.20) 
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Region I: Region l: 
Detected Feature Local Spectrum 
Transformation 
Correlation 
Region 2: Region 2: 
Detected Feature Local Spectrum 
Figure 5.5: Linking Primitive Feature Segments 
Consider hart of a, curve modelled bfr two linear features in adjacent regions Al (n) 
and 
-11 
(ii) centered oll sample points 1 
(n) and 
&o) 
respectively, as show 11 in figllre 
J. J. If the ('111'V(` 1S co11t11111outi over the two regions, thell the features 'should have 
similar orientation, the (liiference in orientation being clepenclellt upon the curvature. 
Moreover. the positions of the two centroids relative to the region centres NN"ill differ 
according to their orientations. Thus it shoiilcl be possible to transform one local 
feature region into the other using a simple affine co-ordinate transform consisting 
of a rotation and translation. In other words. suppose that the feature's can be 
represented by continuous 2-d functions they lnav he denoted . rjW and r2(5). 
If the 
two features have orielltatiolls Hi and Hz, and centroids relative to region centres dui 
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and 62 then it should be possible to synthesise one feature from the other, using the 
co-ordinate transform 
xäýý) = xi( o2 + R(e2-e1)( - COO) (5.24) 
where x2(0 is the synthesised region, and R. o is the rotation matrix given by 
_ 
cos 8 sin 8 5.25 R8 
- sin 0 cos 0 
It is also possible to consider this synthesis process in the frequency domain, ie. 
synthesising the spectrum of one region from that of the other. Using the shift 
theorem [13], it is clear that the spectrum of the transformed region may be related 
to the spectrum of the original by 
W= exp3[(R(02-01)eoi -boa) w]. ý{xl(R(ez-e1)ý)} (5.26) 
where . F{. 
} is the Fourier operator. The transform of a rotated function is equivalent 
to the rotated transform of that function [60], ie. if 
ti 
x() '-º x(w (5.27) 
then 
x(Reý) +-' x(Rew) (5.2S) 
Hence 
x2(w) = exp3[(R(ez-Bº) of - oz) wýýi(R(ez-el)w) (5.29) 
The test of connectivity between two features can therefore be based upon the 
similarity between the actual region, x2(ý), and the synthesised region, x2(ß). This 
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similarity can be measured by calculating a correlation coefficient between the real 
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and synthesised spectra. In terms of continuous spectra, this is given by 
1 Ir 2r 
r=% 4.2 
41r2 J ,ýJ ,ý 
x2(w)42(w)dwldw2 
xl(R(02_01)w)ý2(w)exPJ[(R(e2_9) o1 -boa) ci1 dwldw2(5.31) 
(5.30) 
In terms of discrete sampled spectra, a rotated spectrum may be considered as a 
resampling of the original spectrum using a rotated set of sample points. Denoting 
these points cv;, then 
wi = R(02-ei )Wi (5.32) 
In addition there is then a phase correction to take account of the centroid variation. 
The correlation is then given by 
N2-1 
r= xllWý)iZ(; ) expj[SO1 " 62 " w=] (5.33) 
1-o 
The correlation will be greatest when the two features are most similar and hence 
most likely to be part of the same boundary contour. It can, therefore, be used to 
decide whether adjacent primitive features can be regarded as part of the same large 
scale feature. It should be noted that this linking process is entirely local, and based 
only on the relationship between features in adjacent regions, a notable difference 
from earlier work [16]. 
It is clear that this approach to feature linking follows the general model based 
decision procedure described in section 3.2. The model is that two adjacent features 
may be related by a simple coordinate transform and therefore the linking procedure 
may be summarised as follows: 
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Estimation: Using the estimated feature parameters, the transformation relating 
the two adjacent spectra is estimated. 
Synthesis: The estimated transform is used to synthesise one spectrum from the 
other. 
Decision: By correlating the synthesised spectrum with the actual spectrum, a mea- 
sure of feature similarity is calculated which is used to decide whether the features 
are part of the same boundary. 
The generality of this linking process gives a method of linking any two regions that 
can be related by a coordinate transform. The estimation of transforms between 
texture regions has been considered by Hsu[45]. 
5.5 "Missed" Features 
There may be parts of any boundary that are missed by the detection procedure 
because they have low energy compared to other features or noise in their locality. 
Although the consistency criterion of section 5.2 may help sometimes, it is easy to 
imagine cases where this will not. These features may only be detected by the human 
visual system because they are part of larger scale features. One way of attempting 
to tackle this problem is based upon the fact that the feature may be part of a larger 
scale boundary. 
In the linking process, detected features are tested against features in neighbouring 
regions and linked to them if they are similar. In some cases, however, a feature may 
appear to continue into the next region, since it is unlikely that a boundary feature will 
end precisely on a region boundary, but no corresponding feature has been detected 
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Figure 5.6: Detecting "Missed" Features 
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in the neighbouring region. This suggests that there may be a feature in the adjacent 
region. lmt that it has been missed by the detection process. Given that there is now 
some evidence that a, feature may exist, and that, due to continuity, it will be in a 
given range of positions and orientations, a, second detection process can be applied. 
As in the linking process, if a feature exists in a neighbouring region, it should be 
possible to synthesise the feature coefficients by transforining the coefficients of the 
detected feature. «liereas. in the linking case, the transformation could be calculated 
from the estiniatecl feature parameters, in this case the second feature is not known 
and may not even be present. 
The approach taken is illustrated by figure 3.6. Regions l and »i are subjected to 
the feature cletectioli process, and part of a hounclarv is detected in l but nothing is 
detected in 111. During the linking process. it is noted that it appears that the feature 
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in region i extends into its neighbour, but no suitable feature is found. Assuming 
that the feature in in, denoted by the continuous function xm(ý), is a transformed 
version of the feature in region 1, xj(ý), then they will be related by equation (5.29). 
The local spectrum of the transformed feature is, therefore, 
xm(w; ) = xý(we`, '") exP 7ý(R01 
, , o1 -- 
dot - ot, m) w; 
] (5.34) 
ý(we`'`) exP? ýýt, *n ' w=ý (5.35) 
Since both 8;, j and ýo; j are unknown, some method of estimating their values is 
required. One approach is to generate a number of transformed spectra, using a range 
of rotations and shifts, and comparing these to the corresponding coefficients in the 
region, using the correlation measure of equation (5.33). If one of these synthesised 
features correlates highly with a subset of the coefficients corresponding to region in 
then the feature detection process can be reapplied to them. Due to the continuity 
of boundary features, the rotation must be limited and it is assumed that 8; j is in 
the interval [-9max, BmB, ýý. Ignoring the centroid shift, a set of transformed spectra, 
rotated by discrete orientations in this interval, separated by 6A can be generated. 
As there will be K+1 of these samples, where 
Ii 29max/8o 
then 
(5.36) 
rk) (w; ) = xj (w; 
0A) for k= -K/2, -K/2 + 1,...., K/2 (5.37) 
Assuming that xt(w; ) fits the model as given by equation (5.35) and that 
k eo = °1, m (5.38) 
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then 
+((, ý_) = x! 
ýWi) exp1[ct, m - W1l 
(5.39) 
Defining the conjugate product pk(w; ) by 
(Lei rn (w; (5.40) 
it can be clearly seen that 
pk(we) _ Ixm(wi)I2exp3[ ,. -c'=] 
(5.41) 
ie. that pk(w; ) has a linear phase characteristic with vector constant An estimate 
of the rm can be made by considering the phase differences of p'(), in a similar 
manner to the centroid estimation process, used for linear feature detection. Defining 
then 
N2-1 
rp =p (w, )pk(w - Sit) (5.42) 
i-o 
N2-1 
rp = expj[1Ot, m] 
E jpk(w; )pk(w - S2i)l (5.43) 
t-o 
An estimate of iii m, generated 
by assuming that the rotation is k8o is therefore given 
by 
ýi 
. ºº _ arg 
(rp ) (5.44) 
For a given orientation and phase, which accounts for the feature centroid shift, 
then a synthesised spectrum can be generated using 
mýwi) - x! 
(w{) exp3[ýl, m ' W=1 
(5.45) 
A measure of how well the synthesis for a given transformation matches the actual 
coefficients is a correlation function, similar to the correlation used to check parameter 
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estimates used in the feature detection process described in chapters 3 and 4. The 
correlation coefficient -yk is defined as 
N2-1 
7k = xm(Wi)xm(Wi) (5.46) 
i-0 
It is clear that this will be maximum if 
xk p- m(w 
(5.47) 
in which case 
N2-1 
7k =I (xm(w=)(2 (5.4S) 
i=O 
The transformation which gives the highest value for yR is the one which best matches 
the coefficients in region m. The set of coefficients that correspond to this synthesised 
feature can then be passed to the detection process for parameter estimation, and 
confirmation that such a feature exists. 
5.6 Discrete Spectrum Transformation 
The basis of both the linking and "missing feature" algorithms described in section 
5.4 is the transformation of the spectrum corresponding to a local feature modelling 
a boundary segment into a feature that can model an adjoining boundary segment. 
When linking detected features this transformation can be calculated from the esti- 
mated parameters of the known features. The transformation can be split into two 
parts. First, a rotation of the spectrum to account for change in orientation, and 
secondly multiplication by a complex exponential, with a linear phase characteristic, 
to account for the change in feature centroid. 
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In section 5.4, the rotation of the spectrum was presented as a resampling of the 
continuous spectrum using a rotated set of sample frequencies. Because implementa- 
tion of the algorithm uses the discrete MFT to provide the local spectrum estimates, 
there is no continuous spectrum to re-sample. An estimate of the rotated spectrum 
has to be derived using the sampled spectrum obtained from the MFT. If it is as- 
sumed that the coefficients vary slowly enough, a bilinear interpolator can be used to 
approximate the rotated coefficients. Calway [16] has shown that this is indeed the 
case and has used it to calculate MFT sample values on a polar separable point set. 
As given in section 2.3.1, the spectrum may be represented as a two dimensional 
array, 5(u, v). The location in the array of a rotated sample point we, is denoted by 
(ue, v°), where in most cases the values will be non-integer. This can be calculated 
by rotating the sample point around the origin, ie. 
ice cos 0 sin 91[u- E(n) + 0.5 E(n) - 0.5 (5.49) [v° 
l 
-sing cos 0J v-(n)+0.5 
]+[ 
(n)-0.5l . 49 1 J 
A rotated coefficient ii(we) may therefore be represented by the value x(u°, v°), 
which lies between four neighbouring array points. Using the floor function, where 
lxJ gives the integer part of the real number x, the four surrounding coefficients are 
x(LuOJ, Lv°J ), -ý([11°J + 1, 
Lvei ), x(lu°j , 
lvej + 1) and x(luoj + 1, lv°J + 1), as shown 
in figure 5.7. A bilinear estimate of x(we) is given by 
x(u°, v°) = x(11°, Lvol) + (x(u°, Lv + 1) - x(u°, Lv°J ))(v° - Lv°J) (5.50) 
where 
. '(ue, Lv°J) = r( [u°J, L'°J) + (x( Lu°J + 1, Lv°J) - . ý(Lu°J , Iv°J))(u0 - LU°J) (5.51) 
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X- Original sample points 
0- Rotated sample point 
Figure 5.7: Bilinear Interpolation 
and 
x(u°, Lv°J+1) = x(Lu°J, Lv°J+')+(x(lu8J+1, lv°J+l)-x(Lu°J, Lv°J+1))(ue-LuOJ) 
(5.52) 
In some regions there may be more than one linear feature and for these regions 
the feature detection process segments the spectrum into component spectra - one 
for each feature. For each feature there is a set of the sample frequency indices that 
correspond to its local spectrum, given by equation (3.106), as 
iE Ik xk(w; ) 0 (5.53) 
for the kth feature. 
Consider synthesising a spectrum xt(w; ), the target spectrum, representing a fea- 
ture in one region, by transforming a source spectrum, x, (w; ), which represents a 
feature in an adjacent region. The set of sample points corresponding to these fea- 
CHAPTER 5. SEGMENTATION AND LINKING 143 
tures are I, and It. To decide whether a rotated spectrum sample can be estimated 
from the desired spectrum, x8(wj), a check can be made on whether it is adjacent to 
at least one of the original sample points associated with the source spectrum. The 
sample frequencies adjacent to the rotated frequency x(u°, v°) can be denoted x(w; na) 
where 
iah = 2(lv°J + a)=-(n) + lu°J + b, for a, b = 0,1 (5.54) 
A selection function s(w?, I, ), defined by 
s(Z , I, 
) = 1, if (ioo E I8) V (ioi E I, ) V (iio E I, ) V (ill E I, ) (5.55) 
= 0, otherwise (5.56) 
indicates whether any of the four neighbouring samples, shown in figure 5.7, are 
within the source spectrum. An estimate of the rotated coefficient is thus given by 
x(w9) = s(4 , I, )x(ue, ve) (5.57) 
where x(ue, ve) is as given by equation (5.50). 
Another part of the transformation may be the "shrinking" of the region, when 
attempting to link adjacent feature segments detected at different scales, ie. in regions 
of different size. The two local discrete spectra represent the same range of frequencies 
but sampled at a different density. In order to compare the spectra, a sample must 
be computed from one spectrum that corresponds to each actual sample in the other. 
Consider two adjacent levels, n and n+1. Since the frequency sampling interval 
doubles with level (section 2.3.1), each sample at level n+1 is positioned centrally 
between four at level n, as shown in figure 5.8. Indeed, it can be clearly seen that the 
four level n samples surrounding (u+i, v+1) at level n-ß-1 are (2u,,, 2v), (2u+1,2v), 
CHAPTER 5. SEGMENTATION AND LINKING 
X- Sample points 1ev n 
144 
"- Sample points lev n+l 
Figure 5.8: Sample points at levels n and n+1 
(2u,,, 2v + 1) and (2u + 1,2v + 1). The real (non-integer) indices at level n, (u;,, v;, ), 
representing the sample point (un+i, vn+l), are therefore given by 
(un, vn) = (2u,, +, + 0.5,2vn+1 + 0.5) (5.58) 
Generalising this to two arbitrary levels, n and n+m, gives 
ý21n, vn) = (2mv +m + 2' -1 - 0.5,2v,, +,,, + 2'-1 - 0.5) (5.59) 
The indices at level n corresponding to the indices at level n+m will therefore be 
centrally placed between four level n samples. The corresponding coefficient can 
therefore be estimated using a simple bilinear interpolator. Since the desired sample 
frequency in this instance is always in the centre of its four neighbours, the bilinear 
interpolator, as defined in equations (5.50), (5.51) and (5.52) can be simplified to give 
'x(2ln, 'Unjn) = 4l1\LunJ, LvnJ, n) 
+ý([u ]+1, 
Lvnj, n) 
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+x(Lunj , Lvn] + 1, n) + x(LujJ + 1, Lv. J + 1, n)) (5.60) 
In other words, it is simply the arithmetic mean of its neighbours. 
5.7 Spectrum Correlation 
In chapter 3, it was shown that the spectrum of a continuous 1-d feature is highly 
concentrated. It was also shown that if local features are considered as windowed 
infinite features, then there is some spreading of the spectrum, perpendicular to 
the spectrum orientation, due to the windowing function. From equation (3.13) the 
sampled spectrum of a local line feature is given by 
x(w; ) = x(w; " veo)2ü(w; " veo) (5.61) 
where ä (w) is the 1-d function along the spectrum orientation, 60, due to the ideal 
feature, w(w) represents the spreading parallel to Oo, due to the windowing function 
and ve and i eo are perpendicular, unit vectors given by 
VO _ 
cos 
sin 
(5.62) 8 
_ 
sin ve 
cos 
9 
(5.63) B, 
In this instance w(w) is the Fourier transform of the 1-d windowing function w(ý). 
If it is assumed that the window function is zero outside of the interval [-oma., max] 
and non-zero within this interval, then the length of the feature may be regarded as 
being the length of the non-zero portion of the window, ie. 2ý1t18X. Providing w(ý) 
is sufficiently smooth, the "spreading" function, w(w) may be considered as having 
most of its energy within a given interval [-52, ngc, S2max]. This bandwidth can be used 
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Figure 5.9: Spectrum Spreading 
toi give a measure of the ainoiuit of spreading. The similarity theorem [13] gives 
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41(0z) ýýý2I' 
((O 
5.64) 
This shows that shortening a feature. equivalent to contracting the windowing func- 
tioii (a > 1). causes the spreading function ic(w) to dilate, increasing the smearing of 
the feature spectrum. Similarly, lengthening the feature recliices the smearing. Thus, 
although the phase of the local spectrum is only dependent upon the nature ancl 
ceiitroidl of the feature. the spread of the spectrum is dependent upon its length. 
Consider the two local features detected iii the regions shown in figure 5.9. It caii 
lxe seen that. (lne to its orientation and position withiii the region, the feature in the 
lower region is shorter than the other. As such. although both have ail oriented and 
coiicentratecl spectrum. the spectrum corresponding to the shorter feature is more 
spread out. This suggests that compensation for the spreading must be built into 
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Figure 5.10: Coefficient Distance 
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the correlation measure, otherwise the measure may well indicate that the spectra 
relate to different features, whereas the difference is simply due to the position of the 
feature, relative to the centre of the window. 
A simple approach to this is to assume that all the spectra are at least two samples 
wide and to compare a narrow band of coefficients along the spectrum orientation. A 
function r(8, w; ) is defined to give the distance of a sample point from a line passing 
through the origin of the spectrum with an orientation 0 by 
ti - 
r(9 , w; ) _ (w; ve (5.65) 
This can be expressed in terms of the two dimensional array and the indices u and v, 
as shown in figure 5.10, by 
r(e, u, v) =I (it - E(n) +0.5) Sin 0- (v - E(n) + 0.5) cos Ol (5.66) 
A simple function d, ß, 
(9, u, v) can then be defined to indicate whether a coefficient 
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is within a band w samples wide and with an orientation 0, ie. 
d(0, u, v) = 1, if r(8, u, v) < 0.5w (5.67) 
= 0, otherwise (5.68) 
The correlation coefficient used to determine whether or not two primitive features 
should be linked is by given equation (5.33), 
N2-1 
r=Ex (W"gls2(w; ) exP jý of w012 _ boa wiý (5.69) 
i=o 
where 912 is the difference in orientation between the two features. In terms of the 
array representation, this may be rewritten as 
2, =(n)-1 2E(n)-1 
= ý, (UO12, ve1z)x2(U, v)d2(02, u, v) exp [uI (n)q5(u, v, poi, X02,912)1 
v=0 v=0 
(5.70) 
where 
O(ui ve Soli 
Z02i B) = ue4o11 + v0S012 - 41e021 - V4022 
(5.71) 
and ue and ve can be calculated from equation (5.49). The inclusion of the function 
d2(92, u, v) within the summation means that only the coefficients in a band two 
samples wide along the orientation of the spectrum x2(u, v), 92, contribute to the 
correlation. 
5.8 Computational Requirements 
The computational requirements for applying the feature detection algorithms to a 
single level of the MFT were discussed in chapter 4. This section is concerned with 
the computation required in order to generate the multilevel image segmentation, and 
to link the features detected. 
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Initially the MFT of the image must be computed. For the relaxed (k = 1) RIFT 
of an Mx AI image this requires [161 
' 'MFT = 2A12[(log2 %7)2 + 1og2'M-f - 2] + M21og2 Al (5.72) 
complex multiplications, ie 592 multiplications per pixel for a 256 x 256 image. For 
this size of image it is assumed that there will be loge Al +1 levels, including the 
original image. 
For the segmentation, a worst case figure is given assuming that the feature detec- 
tion process must be applied to all levels. Assuming that regions are all tested for up 
to two features then this requires 153(log2 Al + 1) multiplications per pixel, eg. 1442 
for a 256 x 256 image. This gives a total, including initial computation of the entire 
MFT, of 2034 multiplications per pixel, approximately equivalent to convolution by 
thirteen, 13 x 13 filter kernels. This figure is comparable to the requirements for ap- 
plying the thirteen basis filters used by the steerable filter approach of Andersson[1], 
but the current method has the additional property of including an arc model, a 
determination of local orientation and curvature consistency built into the feature 
model and it gives global structure. 
A more realistic figure can be obtained by considering the results presented in 
chapter 4, which indicate that for the images in question most of the features are 
detected at levels 2,3 and 4. Ignoring the scale consistency check, and assuming the 
that a third of the image is modelled at each of these levels, then the detection process 
is applied to all pixels at levels 0 to 2, two thirds at level 3 and one third at level 4. 
The computation requirement for the detection is therefore 632 multiplications per 
pixel. The inclusion of the MFT generation gives 1224 multiplications, approximately 
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equivalent to convolution by twelve, 10 x 10 filter kernels. The inclusion of scale 
consistency checking causes only a minor increase in computation, since the synthesis 
and correlation are directly comparable to those used for the feature detection stage, 
and therefore, as noted in table 4.1, only requires an extra 9 multiplications per pixel. 
Additional computation is required for the linking process. The linking process 
for a given feature is clearly dependent upon the size of the spectra that represents 
it, ie. the scale at which it was detected. The correlation requires 4 floating point 
multiplies per pixel. The transformation stage, in order to synthesise one spectrum 
from another, requires 4 multiplications per pixel for the rotation (possibly including 
a scaling factor) and 1 complex multiply (4 floating point operations) for the centroid 
shift. Therefore a total of 12 floating point multiplications per pixel are required for 
the linking stage. 
The total computational requirement for the boundary detection, based upon the 
assumptions made above, is approximately 1250 complex multiplications per pixel, 
ie. approximately equivalent to filtering with thirteen 10 x 10 kernels. The method 
presented has been shown to be computationally efficient and compares to the re- 
quirement of the steerable filter methods adopted by some authors [1,34]. 
5.9 Experimental Results 
Applying the hierarchical feature selection process described in this chapter to levels 
2 to 4 of the "Shapes" MFT gives the results shown in figures 5.11 and 5.12. The 
result shown in figure 5.11 was obtained by ignoring the scale consistency and simply 
modelling the image features at the lowest possible level. Starting at level 2, an 
attempt was made to model each region of the image using the algorithm described 
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in chapters 3 and 4. Regions for which this process was unsuccessful were tried at level 
3, and if this failed the detection was applied at level 4. It can be seen that on the 
whole this approach has produced an acceptable result. The bottom of the crescent 
is however slightly distorted by two almost parallel edges affecting the spectrum. 
Applying the child consistency check (shown in figure 5.12) to adjacent levels, the 
features detected at level 3 for this part of the image do not match those detected at 
level 4. The features detected at level 3 are then discarded in favour of those detected 
at the higher level. This also causes the top right corner of the square to be detected 
at level 3 as opposed to level 2, since this gives a better estimate of the positions of the 
edges that make up the corner. Figure 5.13 shows the results of applying the linking 
algorithm to the "Shapes" segmentation shown in figure 5.12. The colours this time 
represent features that have been linked. Clearly the square has been detected as four 
straight edges and the triangle as three. All the arc segments detected at the edge of 
the circle have been linked and the circle boundary is represented as a single feature. 
The star is represented by ten features and the crescent by two, as expected. 
Figure 5.14 shows the result for the "Vine leaf" MFT. Most of the leaf boundary 
and inner detail have been detected, but since most of the features are small scale 
they have been mainly detected at levels 4 and 5. Figure 5.15 shows the results of 
applying the linking algorithm to these features. It is clear that many of the local 
features detected have been correctly linked with appropriate neighbouring features. 
Figure 5.16 shows the result of applying the multilevel segmentation algorithm 
(with the scale consistency check) over levels 3-5 of the "Lena" MFT. It is clear that 
most of the large scale features are detected at level 3, but that smaller scale features, 
such as the edges of the eyes and nose are detected at higher levels. The results for 
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both the "Shapes" and the "Vine leaf" were generated using the linking process, and 
allowing additional features to be detected to fill in the gaps, as described in section 
6.3. However, in both cases very few extra features were added in this final step. It 
is instructive however to consider the effects of allowing extra features to be added, 
by looking at the results of applying the algorithm to "Lena" both with and without 
this process. Figure 5.17 shows the result of applying the linking algorithm to the set 
of local features detected for "Lena" and shown in figure 5.16. It is clear that most 
of the features have been linked into larger scale boundaries. However, there is a gap 
in top of the curve representing the edge of the hat. Allowing additional features to 
be added, the result of which is shown in figure 5.18, the hole is filled in and the top 
of the hat is linked to form a single feature. 
In some places, in each of the results, the boundaries look jagged - but it should 
be noted that all the features have been detected locally and are not considered, 
during the detection/estimation process as being part of some larger curve. It is 
only at the linking stage that attention is paid to the relationship between features 
detected in neighbouring regions. No smooth interpolation, such as the splines used 
by Calway[16], has been employed in drawing the output. 
The use of arc and multiple feature in modelling an image region has allowed a 
segmentation into larger spatial regions than would be achievable using a single linear 
feature model (cf. [16]). In earlier work, eg. Calway[16], Parent and Zucker[72], 
features were linked together based upon the similarity of orientation and position 
of the set of feature centroids. Such an approach takes no account of the nature of 
the features, whether both lines or edges, for instance. By basing the comparison 
upon the set of frequency domain coefficients all the information about the feature 
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is present, since the transform is invertible, and hence the correlation takes account 
of more than just the position and orientation of the feature. For this reason, the 
result for the "Lena" image in the present work avoids some of the erroneous links 
in Calway's result [16], where edges of the mirror, hat and hair are linked together 
because of their similar orientation. 
A further advance on previous work is the generality of the methods used - the 
general framework of parameter estimation followed by synthesis and correlation to 
test hypotheses has been used at all stages of the inference process: from local features 
of various types to global curves. 
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Figure 5.11: Shapes: Feature detection - Figure 5.12: Shapes: Feature (letection - 
over levels 2-4 with scale consistency 
Figure 3.13: Shapes: Feature linking 
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Fi:; urc 5.14: A iii ' leaf : Feature dc'teectiuii Figure, 5.15: A"üit» leaf: Feature linking 
- over levels 3-5 
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Figure 3.16: Lelia: Feature detection - over Figure 3.17: Lelia: Feature linking 
levels 3-3 
Figure 3.18: Lc'iia: Feature linking - with 
backtracking for iiiiti «'d fcaturc's. 
Chapter 6 
Conclusions 
6.1 Thesis Summary 
The work described in this thesis is concerned with the detection of image boundaries 
- the edges between homogeneous image regions. The approach used is based upon 
a multiresolution frequency domain representation - the MFT. The detection process 
uses a number of distinct phases - local feature detection, scale consistency based 
image segmentation and local feature linking. Each of these phases is based upon a 
general, model based decision process, which is illustrated in figure 3.4, and is similar 
to composite hypothesis testing[30]. 
For each phase, a model is presented of some image property of interest, be it a 
model of an image region or the relationship between regions, and a decision is made 
as to whether it can be used to describe a particular instance. This is achieved in three 
stages. First, a set of parameters is estimated, based upon some set of local spec- 
tra and/or previously estimated parameters. These parameters describe local image 
properties - such as local feature positions and orientations, or the transforms that 
can represent the relationship between two such features. Secondly, the parameter 
estimates are used to estimate the local spectrum of some region of the image. This 
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estimation, or spectrum synthesis, is based upon the model, in such a way that if the 
model holds, the synthesised spectrum should be similar to the corresponding data. 
The third and final step is to correlate the two spectra and use the result to decide 
whether the synthesis has been successful and hence whether the image property in 
question has been accurately modelled. 
The rest of this section provides a review of the work described in this thesis. 
While reviewing this work, it is instructive to demonstrate how each part of the 
algorithm - local feature detection, scale consistent segmentation and linking - follows 
this approach. 
Chapter 1 considered the problems of image processing, and compared it with the 
Human Visual System(HVS). A camera and some sampling process are used to give 
the artificial equivalent of the discrete image produced by the retina in the human 
eye. In both systems, this forms the input to the higher level processing necessary 
to describe the scene represented by the image in terms of some set of important 
properties or features. Marr's observation that it is often not possible to translate 
the raw iconic image directly into the desired representation, and that it is necessary 
to proceed "to the desirable via the possible", was noted[64]. It is often necessary, 
therefore, to perform a chain of transformations in order to produce the required 
result. However, since each transformation makes certain information explicit at the 
expense of other information, the intermediate representations and the order in which 
they are computed needs to be carefully considered. 
Next, the problems of uncertainty were considered. The transformation of an 
image into a particular representation may often be regarded as giving a description 
of an image in terms of "what" is "where" in the image. This is equivalent to posing 
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the following question: can any given region of the image be represented by a feature 
from one of a set of feature classes? It was noted that there is a trade-off between 
resolution in the position and the property-space for the features of interest. This 
implies that achieving high accuracy in the feature space must be at the expense of 
high positional accuracy. A number of approaches to overcoming this using multiple 
resolution representations were briefly considered. 
The importance of representation, and especially scale, was considered in more 
detail in chapter 2. First, the use of local processing was examined. It is clear that 
in order to analyse an image in terms of some model, that model must be sufficiently 
complex to describe all possible instances of the class of images of interest. A model 
for an entire image is, therefore, going to be extremely complex and cumbersome to 
deal with. By splitting the image into a set of regions and analysing these separately, 
the models can be chosen to be much simpler, such as the average orientation or grey 
level in the region. This leads to the question of what size the regions should be. 
If they are too small, very little is gained over the initial grey level representation. 
If too large then the model needs to be very complex. Therefore if the image is 
to be analysed at a single scale, chosen before analysis starts, it is necessary to use 
a sufficiently general model to account for all the possibilities. It was proposed in 
chapter 2 that an alternative approach is to choose a small number of simple feature 
classes and to independently vary the scale at which different regions of the image 
are analysed so that they may be modelled by these classes. 
Next the use of phase-space representations as an appropriate framework in which 
to perform local analysis was considered. These representations conjoin some property 
coordinate to the spatial coordinate. Although there are many such representations 
CHAPTER 6. CONCLUSIONS 160 
they fall into two main classes. The first of these is the class of space frequency 
representations, in which a local spectrum estimate is used to represent each region 
of the image. In order to demonstrate the properties of this class of representations 
a specific example, the windowed Fourier transform (WFT), was considered in more 
detail. Although this provides a good general, local representation of the image, 
and is useful if the image properties of interest can be conveniently modelled in the 
frequency domain, the scale is fixed before analysis starts and is constant over the 
entire image. The selection of scale can therefore only be heuristically made, using 
knowledge of the class of images being considered. The scale may not be appropriate 
for the particular image under consideration, and even if it is a fair compromise for 
the image as a whole, it will not necessarily be the right choice for every region of it. 
The scale-space representations form the second class of phase-space representa- 
tions. These represent some property of the image over a range of scales. There are 
many such representations (most following the work of Witkin [98]) but recently much 
attention has been given to wavelet methods[27], such as the wavelet transform(WT). 
Although the image is represented over a range of scales the "features" represented 
are tied into the representation. Mallat's work, for example, uses a lowpass image 
plus a set of images that represent the detail of the image over a range of scales. Since 
the feature model is intrinsic to the representation, different WTs would be required 
to represent different image properties. It would be impossible, for example, to anal- 
yse an image in terms of edges and textures using a single wavelet representation. 
When considered as a space-frequency representation, the WT exhibits a "constant 
Q" characteristic - analysis of high frequencies leads to low frequency resolution [79]. 
In order to overcome the limitations and combine the advantages of both of these 
CHAPTER 6. CONCLUSIONS 161 
types of representation, the multiresolution Fourier transform (MFT) was presented. 
This may be considered as a stack of WFTs, computed over a range of scales. Each 
level is a complete representation of the image and is invertible. The pyramidal nature 
of this representation means that each region represented at a given level is represented 
by its four quadrant regions at the level below. Since the image is represented over 
a range of scales, decision about the choice of scale that best represents each region 
of the image can be based upon the local properties of the image. Following the 
work of Calway[16], a model-based segmentation process can be used to choose the 
appropriate scale at which to represent image localities. 
An important aspect of any local representation is the choice of window function 
and discussion of the factors involved in this choice was presented, along with a 
description of the function chosen -a relaxed form of the finite prolate spheroidal 
sequences (FPSS). 
A form of multiresolution image modelling, based upon that developed by Clipp- 
ingdale[25] and applied in the MFT framework, was then presented. This allows a 
quadtree-like representation of the image to be constructed, where each leaf represents 
a region of the image in terms of features from some class of image models. 
In chapter 3, the modelling of local image features using local spectrum estimates 
was discussed. The approach taken is to model an image region directly in terms of an 
invertible representation of it, its spectrum, and as such avoids splitting the process 
into an edge detection followed by some linking or grouping process. A novel general 
approach to detecting such local features was described, which may be summarised 
as a three stage process: 
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Estimation: A parameter estimator based upon a model of some local feature class 
is applied to a local spectrum. 
Synthesis: The parameter estimates are then used to synthesise the spectrum that 
would be expected if such a feature were present at that location. 
Decision: The synthesised and actual spectra are correlated to measure their simi- 
larity. This can be used to decide if the parameter estimates model the region 
sufficiently closely. 
As examples of this approach, models were derived for two classes of image feature: 
straight line or edge segments, and pieces of circular arc. The first class closely follows 
the linear feature models used by Calway and is based upon using the linear phase 
characteristic of a single feature, in which the phase gradient is dependent upon 
the feature centroid. The energy spectrum of such a feature may be regarded as 
a concentrated ellipse, with its major axis perpendicular to the feature orientation. 
Estimators for both feature centroid and orientation were derived, based upon these 
models. 
In an extension of Calway's work, the case of regions containing more than one 
linear feature was considered. Such regions correspond to corners or junctions within 
the image and extending the feature model in this way allows such regions to be 
detected. These regions may be modelled by the sum of the component spectra due 
to the individual features. Under the condition that these spectra are sufficiently 
concentrated and differ sufficiently in orientation, such that at most frequencies only 
the spectrum of one feature has significant energy, it was noted that it is possible 
to segment the region spectrum into its components. A new algorithm to perform 
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this segmentation, using centroid estimates at each frequency, and based upon the 
ISODATA[36] algorithm, was described. 
Another extension of the feature model was based upon allowing boundaries to 
be modelled as curves. This allows boundary segments with high curvature to be 
more directly modelled. Although the model derived in chapter 3 was restricted to 
segments of circular arc, given the condition that a feature only has one point in any 
orientation, a similar approach could be used to derive models of more complex curve 
segments, eg. elliptical or parabolic arcs. It seems doubtful whether the increase in 
complexity which this would entail would be justified by the gain in representational 
power. 
By directly modelling regions in terms of local features, such as line segments or 
arcs, orientation and curvature constraints, such as those imposed by Parent and 
Zucker's relaxation labelling process[72], are intrinsic to the model - not an ad hoc 
addition. It is clear that if the boundary in an image region can be modelled by a 
linear feature, then the edge points in the region must have a consistent orientation. 
For arc segments the local curvature must be constant over the region. 
Hough transform (HT) [50] based feature detection is based upon the co-linearity 
(or co-circularity) of a set of edge points. Such an approach ignores the connectedness 
of this set of points and as such may result in a number of disjoint image points being 
detected as a single feature. An HT based method has three distinct phases - edge 
detection, accumulation and peak detection - analysis of the method is complicated 
by the need to consider the interaction between these phases. The computational 
requirement, mainly in the peak detection stage, is dependent on the size of the accu- 
mulator array. Increasing the accuracy of the estimation by increasing the number of 
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bins for a given parameter, leads to a corresponding increase in the size of the search 
space. Increasing the number of parameters used to represent a feature, increases the 
number of dimensions in the Hough space and this also serves to complicate the peak 
detection. 
The implementation of the feature detection process, using the discrete RIFT to 
provide the local spectrum estimates, was considered in chapter 4. The detection 
process estimates the centroid of the feature and its orientation. For regions where 
the feature ends within the region (cf. Andersson[1]), it is desirable to provide an esti- 
mate of the feature endpoints. A method for performing this estimation, based upon 
computer graphic line clipping techniques, was developed in chapter 4. The chapter 
was concluded with a set of results obtained by applying the detection processes to a 
number of real and synthetic images. Each result was obtained at a single resolution 
and demonstrates the effectiveness of the approach developed in chapter 3. 
In chapter 5 the linking together of these local features into larger scale boundary 
structures was discussed. Based upon the multiresolution feature model described in 
chapter 2, a new method of segmenting an image into a number of regions was pre- 
sented. This approach, in its simplest form, is close to the process used to generate 
either a grey level or line quadtree. The image is repeatedly subdivided until each 
region can be represented, either by a number of linear features, or a single section 
of circular arc, using the feature detection procedures described in chapter 3. The 
issue of scale consistency was also addressed. Features detected at one level should be 
similar to those detected in neighbouring levels. When applied to a single MFT level, 
the detection process uses the correlation measure to decide whether a region is mod- 
elled sufficiently well. However, the choice of threshold determines what proportion 
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of the region energy may be ignored by this process. In a given region a large feature 
may dominate the spectrum, so that it passes the threshold for single linear feature 
detection. In this case, no attempt is made to detect multiple features. If another 
feature, with lower energy, also exists within the region then this will be missed. In 
an attempt to overcome this, features detected at one level can be compared to those 
detected in the region's children, since features at adjacent scales should be similar. 
If the parent region has been successfully modelled, every feature detected in a child 
region should also have been detected in its parent. If not, then the region should be 
modelled at the higher, child level. A novel method for detecting any inconsistency 
between adjacent scales was described. In terms of the estimation-synthesis-decision 
process described above, this may be summarised: 
Estimation: Features detected in the parent regions are truncated to one of its 
children in order to estimate the parameters of features in the child. 
Synthesis: The estimated child parameters are used to synthesise the local spectrum 
corresponding to the child region. 
Decision: By correlating the synthesised spectrum with the actual spectrum corre- 
sponding to features detected in the child region, a decision is made concerning 
whether the child features have been successfully accounted for in the parent. 
Note the similarity between this form of hypothesis testing and that used for the 
initial feature detection. 
The local features are then linked together to give the boundaries in the image. 
The linking is performed by considering the similarity between local features in ad- 
jacent regions that represent part of the same boundary. If a curve passes through 
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two regions, then the linear features used to model it in those regions should be sim- 
ilar - allowing for a shift of position and, assuming continuity of the curve, a small 
change in orientation. If this shift and rotation are known, then it should be possi- 
ble to transform one local feature into the other. Since each feature is represented 
in the MFT domain by the set of coefficients that represent its local spectrum, the 
transformation can be performed in the Fourier domain. This was also considered 
in chapter 5, where the relationship between the transformations in the two domains 
was described. In summary, the linking algorithm may be described as follows: 
Estimation: Using the estimated feature parameters, the transformation relating 
the two adjacent spectra is estimated. 
Synthesis: The estimated transform is used to synthesise one spectrum from the 
other. 
Decision: By correlating the synthesised spectrum with the actual spectrum, a mea- 
sure of feature similarity is calculated which is used to decide whether the features 
are part of the same boundary. 
Linking is performed as a local process, but can result in global structure as the 
results of chapter 5 showed. Features are correlated with other features detected in 
neighbouring image regions and linked to those which pass the similarity threshold. 
This approach may be compared to that of Zucker [101], amongst others, ie. linking 
trace points to their neighbours, in that only neighbouring features are considered. 
This leads to global structures evolving as local features are joined to their neighbours. 
In chapter 5, consideration was also given to features that may be missed by the 
local detection process. In addition to a feature being "masked" by a higher energy 
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feature in the same region, there are other reasons for a feature being missed, such 
as noise or the existence of background texture, where the features will be missed 
because they don't account for a high enough proportion of the region energy. When 
linking features, it may appear that a boundary continues into a region in which no 
appropriate features have been detected. A method was described for backtracking 
to search for such features, using an assumption about the continuity of the boundary 
to attempt a synthesis of the spectrum corresponding to the potential feature using 
a feature detected in a neighbouring region. The approach used followed closely the 
linking procedure, except that since the parameters are obviously unknown for the 
"missing" feature, the transformation between the two spectra cannot be calculated. 
Because of continuity, it can be assumed that if this feature exists it will have a 
"similar" orientation to the known feature, and therefore it will have a similar spec- 
trum, allowing for a small rotation and a spatial shift. A method was described for 
estimating the spatial shift between the two features, based upon calculating the in- 
ner product of the two spectra, assuming that the difference in orientation is known. 
Given a set of likely rotations, 0, then for each Oi E0 the following algorithm is 
applied: 
Estimation: Assuming a feature exists, and is in an orientation O relative to the 
known feature, the shift in position is estimated. Using this and the given 
rotation, the transformation required to transform the known feature spectrum 
into that corresponding to the "missed" feature is calculated. 
Synthesis: The estimated transform is used to synthesise the potential feature spec- 
trum from the known feature spectrum. 
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Decision: By correlating the synthesised spectrum with the actual spectrum, a mea- 
sure is given of how well the transformed feature models the region. If the 
correlation is sufficiently high the set of coefficients corresponding to the syn- 
thesised spectrum can be passed to the feature detection algorithm to estimate 
position and orientation. 
This approach may allow gaps in the detected boundary to be filled in, as was demon- 
strated in a result presented for the "Lena" image. A gap in the top of the hat edge, 
which was initially missed by the detection algorithm due to low contrast, is picked 
up using this backtracking method. 
6.2 Overview of Boundary Detection Algorithm 
The segmentation and linking algorithms are the two parts of a boundary detection 
algorithm, an overview of which is shown in figure 6.1. An MFT is generated for 
the image, providing a set of local spectrum estimates over a range of scales. The 
segmentation algorithm uses a top down approach and starting at a low scale, ie. 
large regions, attempts to fit the feature models to each of the local spectra. In 
each region where this is successful, and the scale consistency criterion is met, a 
feature is detected. If this fails for a region, then the process is applied to each of its 
four children. This continues until the region has been successfully modelled. The 
next step is to attempt to link each feature to any features detected in neighbouring 
regions. In the case where a feature appears to continue outside the region, the 
"missing features" process is applied to take a second look, this time using knowledge 
of where and what the feature may be. 
Each stage of this process uses the same general framework of estimation of param- 
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eters, synthesis and hypothesis testing. The major contribution of the present work 
is perhaps to show not only that the MFT can be used as a vehicle for such inference, 
but also that the same inference process can be used for each of the sub-problems 
involved in the overall inference. This represents a significant advance over the ad hoc 
assemblies of estimation and detection which have been common in previous work. 
6.3 Limitations and Further Work 
Although the approach developed in this work has shown potential for providing an 
effective and general approach to tackling the problems of image analysis, especially 
boundary detection, a number of issues need to be considered before this potential 
can be fully realised. These include: 
1. Spatially limited window: The window used when generating the MFT was ban- 
dlimited, and therefore, although highly concentrated in the spatial domain, not 
spatially truncated. The advantage of this form of window is that each coeffi- 
cient corresponds to a precise band of spatial-frequencies. Each local spectrum, 
however, corresponds to a region which is not spatially confined. Using a spa- 
tially limited window would mean, due to the uncertainty principle [70), that 
there would be interference between different spatial-frequencies that could have 
a detrimental effect on the spectrum-based feature modelling processes described 
in chapters 3 and 4. Although it is clear from the results included in chapter 
4 that the feature detection process produces good results using bandlimited 
windows, further experimentation could be performed to compare these results 
with results obtained using a spatially truncated window. 
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2. Extension of local feature models to other boundary features: The detection pro- 
cesses derived and implemented in the current work have considered two types of 
local image feature: straight line and edge segments and circular arc segments. 
From the results in chapter 4, it is clear that these can be used to model the 
boundary structure of natural and synthetic images and that the expansion of 
the feature model used by Calway[16] from single linear feature regions to regions 
containing arcs or multiple linear features increases the size of the regions that 
can be directly modelled from their local spectra, as well as allowing corners to 
be modelled. Expanding the classes of boundary features that are detected may 
lead to further improvements in this area and allow more complicated curves 
to be modelled directly. However this expansion would increase the computa- 
tional complexity of the detection algorithm. There appears to be a trade-off 
between the number of feature classes, and hence the scale at which the image 
can be segmented and the complexity of the processing required to perform the 
segmentation. 
3. Extension of local feature model to region properties: The work has been based 
on the detection of local edge features that represent the boundaries between 
different spatial regions. These regions are differentiated by regional properties 
such as grey level or texture. Since it has been reported that the use of boundary 
information can be used to aid region segmentation processes (eg. [9]), it is clear 
that inclusion of some form of region-based information could help the boundary 
detection process. The use of the local spectral information to analyse and 
segment textures has been considered in [45]. Combining region and boundary 
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models could lead to a segmentation of the image in terms of both its regional 
and boundary information. 
4. Effects of noise: A linear feature is modelled in terms of its local spectrum which, 
as well as its linear phase characteristic, has its energy concentrated about a 
specific orientation. It has been shown [31] that since the feature energy is 
concentrated, while energy clue to white noise remains evenly spread over the 
local spectrum, the signal to noise ratio at the frequencies corresponding to 
the feature is increased. Since the concentration of the feature spectrum is 
dependent upon the feature position within the region (chapter 5), this will 
affect the degree of noise reduction obtained by transforming that region to 
the frequency domain. Moreover, the phase differencing used to estimate the 
linear phase characteristic (chapter 3) performs some local averaging that further 
reduces the noise contribution. Regions containing multiple linear and circular 
arc features have their feature energy less highly concentrated than single linear 
feature regions, and this would suggest that the noise reduction effects in these 
regions would be less. However, these models allow regions to be considered at 
larger scales and this may have a positive effect on the noise immunity of the 
algorithm. Further work should consider these issues. 
5. Boundary determination: The boundary linking process is based on local similar- 
ity between features detected in neighbouring regions, measured by correlating 
their local spectra. This indicates whether or not features should be linked. No 
account is taken, however, of the overall structure of the boundary. A feature 
may link to more than one neighbouring feature and the boundary may there- 
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fore appear to branch at this point, as is clear from the boundaries detected in 
the "Lena" image (chapter 5). Further consideration should be given to deciding 
whether such linked features really represent some boundary structure within the 
image or are due to uncertainty in the feature detection and linking processes. 
Inclusion of region information (above) should also help this process. 
6.4 Concluding Remarks 
This work has presented a general method for detecting boundary structures in im- 
ages. It is clear that such structures are perceptually important to the human visual 
system - the most powerful image processing system we know. This suggests that 
boundary detection will form an important part of any artificial vision system that 
aims to compete in performance and generality with the HVS. It has been shown by 
many authors that the use of boundary information can be effectively employed in a 
large number of image processing tasks, such as restoration, coding and segmentation. 
Additionally such boundaries may be detected as the first step in a system that uses 
an 2-d image as a basis for inferring a model of the 3-d scene it conveys. 
The detection methods presented have been designed to be of general use, and 
as such do not rely on any domain specific knowledge. The local feature detection 
is based on estimating a "best fit" feature of a particular class, and then deciding 
whether it models a region accurately enough. The method of linking these local 
features was based upon their similarity, and apart from assuming continuity, no 
assumptions were made about the form of the boundaries. 
Although the work has been concerned with two specific local image models, the 
framework for their detection and linking was developed so as to be extendible both 
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to other types of boundary feature and to region based features, such as textures. 
The work has extended the work of Calway, and it is hoped that it has increased the 
use of such an approach as a framework in which to perform higher level processing. 
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