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Abstract 
Samuel W. Bent and Udi Manber have shown that it is NP-complete to decide whether 
a simple, 2-connected, plane Eulerian graph has an A-trail, that is, an Eulerian trail in which 
successive dges are always neighbours in the cyclic, clockwise ordering defined at each vertex 
of the graph by the given plane representation. We prove, by a different reduction, that the 
problem remains NP-complete for simple, 3-connected, plane Eulerian graphs for which all face 
boundaries are 3-cycles or 4-cycles. We then apply this result to show that it is NP-complete to 
decide whether a linear hypergraph which is regular of degree 3 has a spanning tree. 
1. Introduction 
In this paper we consider the complexity of the following two problems: (i) deciding 
whether planar Eulerian graphs have A-trails, and (ii) deciding whether hypergraphs 
have spanning trees. We show that both decision problems are NP-complete, even 
when restricted to a considerably reduced class of instances. We prove: 
l The A-trail problem is NP-complete when restricted to simple, 3-connected, plane 
Eulerian graphs with only 3- and 4-cycles as face boundaries. 
l The spanning tree problem is NP-complete when restricted to linear hypergraphs 
that are regular of degree 3. 
With weaker restrictions, the NP-completeness of the A-trail problem has been 
proved by Bent and Manber [2] (who refer to work on flame cutting as motivation), 
and we present an argument due to Carsten Thomassen proving the NP-completeness 
of the spanning tree problem restricted to 4-uniform hypergraphs having a vertex 
which belongs to all edges (private communication). Acyclic hypergraphs in general 
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(not just spanning trees) have been investigated in connection with databases [6]; we 
return to this towards the end of the paper. 
Eulerian graph theory has seen a major advance in interest in recent years, both as 
a subject in its own right, and due to its applications in areas such as the Traveling 
Salesman Problem, The Chinese Postman Problem and Multicommodity Flows. Two 
recent volumes by the second author bear witness to this rising interest, and we refer 
to these for further reading [9]. In this introductory section we present some impor- 
tant parts of our terminology (which is basically standard) and some results we use. 
We consider only finite graphs and finite hypergraphs. We say that a graph is simple if 
it has no loops or multiple edges. 
A graph is Eulerian if it is connected and all its vertices have even degree. It is well 
known that such a graph admits an Eulerian trail, i.e., a closed walk passing through 
each edge exactly once. Given a plane representation of a graph G, an Eulerian trail of 
G is called an A-trail of G if consecutive dges of the trail, say (vi_ Ir Vi) and (Vi, Ui + 1), 
are always neighbours in the cyclic ordering of the edges incident with ui defined by 
the clockwise order in the plane representation. In other words, an Eulerian trail of 
G is an A-trail if and only if any pair of consecutive dges are consecutive on the 
boundary of a face of the plane representation of G. An A-trail is sometimes (for 
example in [2]) called a non-intersecting Eulerian trail, but as this term has also been 
used with a different meaning, we shall prefer the term A-trail. 
For a planar 3-connected graph, any plane representation has the same face 
boundaries, and thus the orderings of the edges defined by two different representa- 
tions can only differ in the sense that the ordering of one representation at each vertex 
is the converse of the ordering of the other. Thus, for 3-connected planar graphs, the 
concept of adjacent edges being neighbours in the cyclic ordering is uniquely defined, 
and we do not have to refer to any specific plane representation. We shall often do so, 
however, as this makes the use and understanding of terms such as dual graph and 
face boundary more natural. 
It is well known - and an easy exercise to prove - that a plane Eulerian graph 
admits a 2-face colouring, i.e., that the faces can be coloured with two colours so that 
faces having a common boundary edge always get different colours (this also amounts 
to saying that the dual graph is bipartite). Given a plane Eulerian graph G with a 
2-face colouring with colours 1 and 2, and with G having no vertices of degree 2, any 
A-trail T of G defines a unique partition of the vertex set of G in the following way: 
Let v be any vertex of G. Replace o by id(u) vertices of degree 2, each incident with 
a distinct pair of successive dges of T, such that the resulting graph G, is plane, all the 
new vertices being placed in the same face of G - u as Y. Then for exactly one of the 
colours 1 and 2, say for the colour 6 E { 1,2}, the number of faces of colour 6 is smaller 
for G, than for G (the faces of colour 6 with u on their boundary become one face); we 
say that T induces a d-splitting at u. Now let V, be the set of vertices of G at which 
T induces a b-splitting, 6 E { 1,2}. We say that ( Vi, I’J is the A-partition induced by T. 
Given a plane Eulerian graph G with a 2-face colouring, let R = { F1, F1, . . . . F,}, 
m > 1, be a set of distinct faces of G of the same colour 6 E { 1,2}. Suppose that there 
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exists a set of distinct vertices L, = {ol, u2, . . . , u,} of G, such that Vi belongs to the face 
boundary of both Fi and Fi+ 1 for all i, 1 < i < m, subscripts read modulo m. Then we 
call R a &coloured face-ring of G, and LR is called a complete set of links of R. We need 
the following results due to the second author [7] (note that the definition of 
A-partition in [7] is not equivalent o ours). 
Theorem 1. Let G be a 2-connected, plane Eulerian graph with a 2-face colouring and 
with minimum degree at least 4. Let (VI, V2) be an ordered partition of V(G). 
The G admits an A-trail whose induced A-partition is (VI, V,), if and only if no 
complete set of links LR of a Scoloured face-ring R is contained in V,, 6 E { 1,2}. 
Corollary 1. Let G be a 2-connected, plane Eulerian graph with a 2-face colouring and 
with minimum degree at least 4. Let (VI. V,) be an A-partition of V(G). Then any cycle 
C in the graph spanned by V, is the boundary of a face of G of colour 6, 6 E { 1,2}. 
Corollary 2. Let G be a 2-connected, plane Eulerian graph with a 2-fate colouring and 
with minimum degree at least 4. Let (VI, V,) be an ordered partition of V(G). If both VI 
and Vz span connected graphs in G, and ifany cycle C in the graph spanned by V, is the 
boundary of a face of G of colour 6, 6 E { 1,2}, then G admits an A-trail inducing the 
partition (VI, V,). 
2. A-trails in plane Eulerian graphs 
The complexity of finding A-trails in plane Eulerian graphs was first considered by 
Bent and Manber [2]. They prove that the problem is NP-complete by reducing from 
SATISFIABILITY. The plane Eulerian graphs that they construct need not be 
3-connected; the graphs have many multiple edges but can be made simple by 
inserting vertices of degree 2 into the multiple edges (but this will certainly create 
a graph of connectivity less than 3). In this section we prove the following theorem: 
Theorem 2. The problem of deciding whether a planar Eulerian graph admits an A-trail 
is NP-complete, even for 3-connected graphs having only 3-cycles and 4-cycles as face 
boundaries. 
The strengthening of the result of Bent and Manber that lies in the restriction to 
3-connected graphs with only 3- and 4-cycles as face boundaries is important for the 
application of Theorem 2 in Section 3. Note that such graphs are necessarily simple. 
We remark that Theorem 2 contrasts most emphatically with the conjecture once 
made by the second author [7], that every 3-connected, planar Eulerian graph admits 
an A-trail! (The conjecture was disproved by Regner and its proposer [ 141 before [7] 
appeared (note added in proof).) It is possible, however, that every 4-connected, planar 
Eulerian graph admits an A-trail. 
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Proof of Theorem 2. The problem is clearly in NP. We prove the required NP- 
completeness by reducing from the problem of deciding whether a simple, 3-connec- 
ted, planar cubic graph has a Hamilton cycle. That this is NP-complete was proved by 
Garey et al. [ll]. 
So let G be a 3-connected, planar cubic graph (then it is necessarily simple). From 
this we construct an Eulerian graph D2 with a number of additional properties; 
a version of this construction can be found in Regner Cl43 and was published by the 
second author in [8]. A plane representation of a planar graph can be obtained in 
polynomial time ([3,4, 121; see [15] for a survey), so we assume that G is given as 
a plane graph. Let D(G) be the dual graph of G. Then D(G) is a plane triangulation 
with at least four vertices and so it is 3-connected; it can be constructed from G in 
polynomial time. 
The next step is to extend D(G) to a 3-connected, plane Eulerian graph D, whose 
face boundaries are all 3-cycles or 4-cycles. This is done in the following way: Let P be 
a subgraph of D(G) having the property that the set of vertices of odd degree in P is 
equal to the set of vertices of odd degree in D(G), and with as few edges as possible. 
Then P can be found in polynomial time by the Edmonds-Johnson algorithm for the 
Chinese Postman problem [S]; the edges of P are the edges duplicated in the Postman 
tour. By the definition of P, no pair of edges on the same face boundary of D(G) belong 
to P (replacing the pair by the third edge of the face boundary would give a subgraph 
with fewer edges; the third edge would not be in P, as this would make all three edges 
superfluous). For each edge of P choose arbitrarily one of the two faces to whose 
boundaries the edge belongs; by the property just mentioned the faces chosen will be 
distinct. We denote this set of faces by F(P). Now insert into each face belonging to 
F(P) the graph HI of Fig. 1 (bold lines). Here the edges (u, u), (u,w) and (w, u) are the 
edges on the boundary of the face of D(G) belonging to F(P), (u, u) being an edge of P. 
Let the graph obtained be D,. 
Then each vertex of odd degree in D(G) gets an increase in degree which is three 
times its degree in P, which is odd, plus possibly an even number. Likewise, each 
vertex of even degree in D(G) also has even degree in D1. The vertices of D1 not 
Fig. 1. The graph HI. 
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belonging to D(G) all have even degree, so D, is Eulerian. Thus Di has the following 
properties: 
1. D1 is 3-connected, plane and Eulerian with only 3- and 4-cycles as face bound- 
aries; 
2. D(G) SD, (as plane graphs); 
3. each face of D(G) either is a face of Dr, or exactly one copy of 
inserted into it in the construction of Di. 
We now extend Dr to a graph D2 with the additional property 
HI has been 
that no face 
boundary of D(G) is a face boundary of Dz. This is done by inserting the graph Ho of 
Fig. 2 (bold lines) into each face of D(G) that did not get HI inserted. 
To summarize, the graph D2 obtained in this way has the following properties: 
1. D2 is 3-connected, plane and Eulerian with only 3- and 4-cycles as face bound- 
aries. 
2. D(G)sD, (as plane graphs). 
3. No face boundary of D(G) is a face boundary of D2. Into each face of D(G) 
exactly one copy of either HO or H 1 has been inserted in the construction of Dz. 
4. D2 can be obtained from G by a polynomial time algorithm. 
The statement of the theorem now follows from the following claim: 
Claim. D2 admits an A-trail if and only if G has a Hamilton cycle. 
Proof of the Claim. Suppose first that D2 admits an A-trail T. We show that G has 
a Hamilton cycle. 
Let ( 1/r, I’,) be the A-partition of V(D,) induced by T(with a 2-face colouring), and 
let (V’r, Vi) be the induced partition of V(D(G)). The subgraph (V’i) of D(G) 
spanned by V; is acyclic, by Corollary 1 and property 3 above. The same holds for 
(V;), and as every minimal vertex cut of a plane triangulation spans a cycle, both 
( V’r ) and ( I’;) must be trees. Then the edges of G lying on the face boundary of both 
a face corresponding to a V’r-vertex and a face corresponding to a V&vertex induce 
a Hamilton cycle of G. 
Conversely, suppose that G has a Hamilton cycle C. Topologically, this corres- 
ponds to a closed curve in the plane. In D(G), let V’i be the set of vertices 
Fig. 2. The graph H,,. 
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corresponding to faces of G inside C, and let V; correspond to faces of G outside C. 
Then the graphs ( V;) and (V;) spanned by V; and V; in D(G) are both trees. Let 
a 2-face colouring of D2 be fixed. Fig. 3 shows how the partition (V;, Vi) of V(D(G)) 
can be extended to a partition (If’;, I’;) of V(Di) by making a suitable extension in 
each copy of Hr depending on the behaviour of (V;, V;) on the boundary of the face 
into which the copy of Hi has been inserted (for one such behaviour the extension 
depends on the 2-face colouring of Dz), so that V; & V’r’, V; E V’; and both Vi and 
Vi span connected graphs satisfying the conditions of Corollary 2 in D2. Finally, it is 
easy to extend (Vi’, V;‘) in each copy of HO without creating new cycles in the graph 
spanned by any class of the partition, to obtain a partition (Vi, V2) or V(Dz) satisfying 
the conditions of Corollary 2. It then follows from Corollary 2 that Dz has an A-trail. 
This completes the proof of Theorem 2. 0 
For our application of the Theorem 2 in Section 3 we actually need the following 
stronger version: 
Corollary 3. The problem of deciding whether a planar Eulerian graph admits an A-trail 
remains NP-complete for 3-connected graphs having only 3-cycles and 4-cycles as face 
boundaries, and for which all faces with 4-cycles as boundaries have the same colour in 
a 2-face colouring. 
Proof. Following the proof of Theorem 2, if necessary D, is changed to a graph D3 in 
the following way: Give D2 a 2-face colouring; if some faces bounded by 4-cycles have 
colour 2, replace the corresponding copies of Hi by copies of the graph H2 of Fig. 4. 
The extension of the 2-face colouring to such a copy of H2 will now give both its two 
faces bounded by 4-cycles the colour 1. Hence all such faces of D3 have the colour 1. 
Fig. 4 shows how the extension of a partition (V;, V;) of V(D(G)) is carried out in 
a copy of Hz; to keep a close correspondence to Fig. 3, we allow the 2-face colouring 
to vary rather than consider more possible boundary partitions. 0 
Fig. 3. H, with connected extensions of possible partitions of the three vertices on the face boundary of 
D(G), cases (b) and (c) corresponding to the same boundary partition but modified according to the face 
colouring (indicated by a single small number). 
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Fig. 4. H2 with connected extensions of possible partitions of the three vertices on the face boundary of 
D(G), cases (a) and (b) corresponding to the same boundary partition but modified according to the face 
colouring (indicated by a single small number). 
Let us conclude this section by noting that a simple outerplanar graph always has 
an A-trail, and that an A-trail of such a graph can be constructed in polynomial time. 
See [l] or [9]. 
3. Spanning trees in hypergraphs 
We now turn to the problem of deciding whether a hypergraph has a spanning tree. 
An ordinary graph has a spanning tree if and only if it is connected, but we shall prove 
that the problem is NP-complete for hypergraphs. As in the case of graphs, a spanning 
tree ofa hypergraph H is a connected, acyclic subhypergraph including all vertices of 
H, but as especially the term acyclic can be found with different meanings in the 
literature, we shall briefly define the terms here. 
We first note that a hypergraph is called linear if each pair of edges intersect in at 
most one vertex. The concept of a hypergraph being linear in a way corresponds to 
a graph being simple. A hypergraph is connected if for any pair of vertices x # y there 
is a sequence of edges E Ir EZ, . . . , Ek,ka l,suchthatxEE1,yEEkandE,nEi+l #@ 
for all i E (1, . . . . k - l}. It is acyclic if there does not exist a sequence of vertices and 
edges of the form uo, El, ul, E2, u2, . . . . vl_ 1, E,, uI, where 1 2 2, EZ, . . . . El are distinct 
edges, u1 ,...,vlaredistinctvertices,uO=ul,and {u~_~,~~}EE~foralliE{1,...,I}.In 
Section 4 we shall return to other possible definitions of acyclicity and discuss how 
they relate to our results; a variety of such definitions are given a thorough treatment 
by Fagin in [6]. Finally, a subhypergraph S of a hypergraph H is a hypergraph whose 
edge set and vertex set are subsets of the edge set and vertex set, respectively, of 
H (thus it is not enough that an edge of S is a partial edge of H, i.e., contained in an 
edge of H). 
We now prove that it is NP-complete to decide whether a hypergraph has a 
spanning tree, also when restricted to linear hypergraphs for which each vertex 
belongs to exactly three edges. 
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Theorem 3. The problem of deciding whether a hypergraph has a spanning tree is 
NP-complete, and it remains NP-complete for linear hypergraphs which are regular of 
degree 3. 
Proof. It is easy to see that the spanning tree problem for hypergraphs is in NP; 
verifying that a given hypergraph is connected and acyclic can be done in the bipartite 
graph whose vertex set is the union of the edge set and the vertex set of the 
hypergraph, with edges representing incidencies. The proof of NP-completeness i  by 
reduction from the A-trail problem of Corollary 3. 
Let G be a 3-connected, plane Eulerian graph having only 3- and 4-cycles as face 
boundaries, let G have a 2-face colouring, and assume that all faces with 4-cycles as 
boundaries have the same colour, say the colour 2. The plane representation and the 
2-face colouring can be constructed in polynomial time from a given representation of 
G. For each vertex v of G, let E,(v) be the set of faces of G of colour 1 with v on the 
boundary. Since G is (simple and) 3-connected, E,(v) # E,(v’) if v # v’. We now 
construct a hypergraph H: 
The vertex set of H is the set of faces of G of colour 1. 
The edge set of H is {E,(v) 1 v E l’(G)}. 
Then H is regular of degree 3, because ach face of G of colour 1 has a 3-cycle as face 
boundary and so belongs to exactly three hyperedges. Furthermore, since G is 3- 
connected any pair of edges intersect in at most one vertex of H, so H is linear. The 
claim proving the theorem is: 
Claim. H has a spanning tree if and only if G admits an A-trail. 
Proof of the Claim. Suppose first that H has a spanning tree S. We show that 
G admits an A-trail. 
Define a partition ( VI, Vz) of the vertex set of G by letting v E V1 if and only if El(v) 
is an edge of S; set V, = I’(G)\ Vi. We wish to apply Theorem 1 to deduce the 
existence of an A-trail of G with A-partition (Vi, V,); thus we have to show that no 
complete set of links LR of a b-coloured face-ring R is contained in Va, 6 E { 1,2}. First 
suppose that RI = {F,, . . . . F,} is a 1-coloured face-ring, and let L,, = { vl, . . .,v,} be 
acompletesetoflinksofR1;ifL,,cV1,thenF,, El(vl),Fz, E1(vZ),..., F,,El(v,), F, 
is a cycle of S, which is a contradiction. Next let R2 be a 2-coloured face-ring with 
complete set of links LR2; if L,,E V,, then no path of S can connect a vertex 
corresponding to a 1-coloured face inside R2 to a vertex corresponding to a 1-coloured 
face outside RZ, contradicting that S is connected. 
Now suppose that G admits an A-trail T. We show the existence of a spanning tree 
S of H by the converse of the above construction. Let (Vi, Vz) be the A-partition 
induced by T. Define S by its edge set {El(v) 1 v E VI } . Then S is spanning, because no 
face of G of colour 1 can have all its boundary vertices in V2, by Corollary 1. And S is 
connected, because otherwise let C be a component of S: the set of faces of G of colour 
2 with the property that they have an edge in common with a face in C, and another 
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edge in common with a face of S - C, then contain a 2-coloured face-ring with 
a complete set of links contained in V2, contradicting Theorem 1. Finally, S is acyclic, 
because a cycle of S would correspond to a 1-coloured face-ring of G with a complete 
set of links contained in Vi, again contradicting Theorem 1. 
This completes the proof of Theorem 3. 0 
It would be nice to know if the problem remains NP-complete for 3-uniform 
hypergraphs. It follows from Theorem 3 that it does for the class of dual hypergraphs 
to the 3-uniform ones. 
We now state a result due to Carsten Thomassen and present his proof (private 
communication). It shows the NP-completeness of the spanning tree problem for 
4-uniform hypergraphs restricted in a direction complementary to the linearity of 
Theorem 3. The argument is very simple. 
Theorem 4. The problem of deciding whether a hypergraph has a spanning tree remains 
NP-complete for 4-uniform hypergraphs containing a vertex which belongs to all edges, 
and in which all other vertices have degree at most 3. 
Proof. We reduce from the problem of determining whether a hypergraph has 
a perfect matching, which is known to be NP-complete (a restriction is on Karp’s 
original list of NP-complete problems, [131). A perfect matching of a hypergraph H is 
a set of mutually disjoint edges whose union is the vertex set of H. As a further 
restriction, in [lo, p. 2211, Garey and Johnson state (without proof) that the perfect 
matching problem remains NP-complete when restricted to 3-uniform hypergraphs 
with maximum degree at most 3. 
So let H be a 3-uniform hypergraph with maximum degree at most 3. Let H’ be the 
hypergraph obtained from H by adding a new vertex u and including it in all edges 
(i.e., E’ is an edge of H’ if and only if v E E’ and E’\ { v} is an edge of H). Then H’ can 
trivially be obtained in polynomial time from H, and H’ is 4-uniform and all its 
vertices have degree at most 3, except v which belongs to all edges of H’. 
We claim that H has a perfect matching if and only if H’ has a spanning tree. This is 
clear, as the edges of a spanning tree of H’ all contain u and so pairwise cannot 
intersect in any other vertex. In fact there is a one-to-one correspondence between 
perfect matchings of H and spanning trees of H’: 8 is the edge set of a spanning tree of 
H’ if and only if {E\ {v} ( E E CT} is a perfect matching of H. 
This proves Theorem 4. 0 
4. Theorem 3 also holds with other definitions of acyclicity of hypergraphs 
As mentioned in Section 3, several definitions of acyclicity of hypergraphs have 
been used in the literature, particularly in papers on databases. In, [6], Fagin draws 
special attention to four such definitions (one being the one used in Section 3); we 
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proceed to show that the problem of deciding whether a hypergraph has a spanning 
tree is NP-complete for the restricted class of hypergraphs mentioned in Theorem 3, 
also if acyclicity is defined in any of the three other ways (and a further one). We do 
this by proving that for linear hypergraphs, the definitions are all equivalent. 
We first give a brief account of Fagin’s definitions. For this, we need a little 
terminology. 
The reduction R(H) of a hypergraph H is the subhypergraph of H obtained by 
deleting each edge which is a proper subset of another edge. A hypergraph H is 
reduced if no edge is a subset of a different edge (i.e., if R(H) = H). 
Given any (finite) set S of (finite) sets, S = {El, . . . ,I&}, we can define a hypergraph 
Sh with vertex set UT= 1 Ei and edge set S. Very often, the family of sets S is identified 
with the induced hypergraph S,,. If Sh is connected and reduced, and if A = Ej n Ek for 
some j # k, then A is said to be an articulation set of Sh if Sh is not connected, where 
S’ = {E,\A, . . ..E.\A}. 
In Section 3, we briefly defined partial edges of a hypergraph. We call a set P of 
partial edges in a hypergraph H vertex-generated, if there is a set V of vertices of H, 
such that Ph is the reduction of the hypergraph with vertex set V and edge set 
{ V n E 1 E is an edge of H}. Note that Ph need not be a subhypergraph of H. 
If P is a vertex-generated set of partial edges of a reduced hypergraph H, such that 
Ph is connected and has no articulation set, then Ph is a block of H. 
Then, a hypergraph H is called 
Berge-acyclic if it is acyclic as defined in Section 3; 
u-acyclic if its reduction R(H) has no block with more than one edge; 
P-acyclic if every subhypergraph of H is a-acyclic; 
y-acyclic if there does not exist a sequence of vertices and edges of the form 
ao, El, ai, E2, ~2, . . . . vl_1,El,v,,wherela3,E, ,..., E,aredistinctedgesofH,v, ,..., vf 
are distinct vertices, v. = uI, {vi- i, vi} c Ei for all i E { 1, . . . , l}, and no vertex Vj with 
j E{v,,..., al-l> is in any Ek with j # k #j + 1. 
This is not the place to elaborate on these definitions. The interested reader is 
referred to Fagin [6]. We just remark that the definition of B-acyclicity is equivalent o 
the one above for y-acyclicity with the additional requirement that also the vertex v. is 
restricted to occurring in no edge Ek other than El and El. 
Fagin proves that no pair of the above definitions are equivalent. We shall prove 
that they are all equivalent for linear hypergraphs. 
To include yet another notion of hypergraph acyclicity we define, again following 
Fagin [6], a pure cycle of a hypergraph H to be a sequence of edges of H, El, . . . . El, 
where 1 > 3, and when 1 < i < j < 1 then Ei n Ej is non-empty if and only if j = i + 1, 
or i = 1, j = 1; if I= 3 we also require that El n E2 n E3 = 8. 
Theorem 5. If H is a linear hypergruph, the following statements are equivalent: 
1. H has no pure cycle, 
2. H is Berge-acyclic, 
3. H is u-acyclic, 
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4. H is /3-acyclic, 
5. H is y-acyclic. 
Proof. We first prove that if H has no pure cycle, then it is Berge-acyclic. We do this 
by proving that if a linear hypergraph is not Berge-acyclic, then it has a pure cycle. So 
assume that H is not Berge-acyclic; then there is a sequence vo, El, al, . . ..vI_ r, El, vl, 
where1 > 2, El, ,.., Et are distinct edges of H, vlr . . . , vi are distinct vertices, v. = vI, and 
{Vi- r, vi} E Et for 1 < i < 1. Suppose that this sequence is chosen so that 1 is as small as 
possible. Then 12 3, because if I= 2 then {ol, v2} c El n Ez, contradicting that H is 
linear. Further, if Et n Ej is non-empty, where 2 Q i + 1 < j < 1, and if i = 1 thenj # 1, 
then either ~0, El, . . . . Ei, v’, Ej, Uj, . . . . Et, ~1 or VI, El, Vi, Ei+ 1, . . . . Ej, v’, where 
v’ E Ei n Ej, is a smaller sequence with the desired properties, contradicting the 
minimality of 1. To prove that the sequence vo, E,, vi, . . ..I+ 1, Et, vt is a pure cycle, we 
have only left to show that if I= 3 then E, n E2 n E3 = 8; but this follows immediate- 
ly from the assumption that H is linear, and vl, v2 and v3 are distinct. 
We then note that Fagin [6] shows that Berge-acyclicitya y-acyclicitya /I-acyclic- 
ity+ rx-acyclicity (with no assumption about linearity). So we have left to prove that if 
a linear hypergraph is cr-acyclic, then it has no pure cycle. 
Let H be a linear hypergraph with a pure cycle El, . . ..Et. We prove that H is not 
cc-acyclic. Let P be the set of partial edges generated by Uf= 1 Ei. As H is linear, no 
edge can properly contain any Ei, and so each Ei is in P. Thus Ph is clearly connected, 
and it is easy to see that it has no articulation set: being the intersection of two edges, 
such a set would consist of just one vertex, but if P’ is obtained from P by deleting 
a vertex v’ from each member, then clearly P; is also connected - v’ can belong to at 
most two Ei, and each of the remaining Ei would still be in P’. So P,, is a block of H, 
and as it has at least three edges, H is not a-acyclic. 0 
Corollary 4. For simple graphs, the statements of Theorem 5 are equivalent. 
Corollary 5. Theorem 3 also holds ifBerge-acyclic in the definition of tree is replaced by 
or-acyclic, P-acyclic, y-acyclic, or the property of having no pure cycle. 
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