Whittaker's sampling theorem is extended to periodic and not necessarily simultaneous sampling of band-limited functions g(t) and their derivatives gin(t); l = 1,..., n --1. Uniqueness is established and explicit results for function reconstruction are provided. Further generalizations include arbitrary shifts of a finite number of sample points and sampling m the complex domain.
I. INTRODUCTION
Whittaker's sampling theorem (Whittaker, 1915; McNamee et al., 1971) for the reconstruction of a frequency-band-limited time-function g(t), from its uniform (i.e., equidistant) samples g(k); k ~ J (the class of integers); has been extended by Fogel (1955) and Jagerman and Fogel (1956) to include the simultaneous sampling of g(t) and its first derivative. Fogel's work (1955) is quite incomplete in its attempt to treat higher derivatives. Jagerman and Fogel (1956) give an explicit solution for uniform sampling of a function and its first derivative and also extend the results to the complex domain by a method which, in principle, could be used for higher derivatives but cannot readily be adapted to more complicated situations. Kohlenberg (1953) and Yen (1956) consider periodic sampling of g(t). Yen (1956) also discusses arbitrary shifts of a finite number of sample points from their periodic locations.
We treat here, more generally, the reconstruction ofg(t) from gm(k + h~); l : 0,..., n --1;0 ~<t~ < 1;p = 1,..., m~ ; h e J.
The resulting expression is of the form
where the summation is over all sample points and over all those values of g~)(t) that are sampled thereat. Sk,~(t) is a sampling or reconstruction function.
Algebraic equations for the Fourier transforms of the sampling functions are derived, first for uniform simultaneous sampling, i.e., tz~ = O, and subsequently for periodic and for nonsimultaneous sampling. Uniqueness is proved and a generalized sampling theorem is established which is then used in order to verify explicit expressions for the sampling functions in the periodic case t~ = t~. Sampling functions for nonsimultaneous sampling are determined as linear combinations of functions for simultaneous sampling. The effect of arbitrary shifts of a finite number of sample points from their periodic locations is considered and, finally, sampling in the complex domain.
ii. UNIFORM SIMULTANEOUS SAMPLING It is required to recover the (complex-valued) function g(t) of the real variable t from the samples
g~Z~(k); 1 = 1,...,n-1; k~J, of g(t) and its first n --1 derivatives, provided that the Fourier transforms G(f) = f~_~ g(t) exp (--2~ift ) dt exists and is suitably band-limited.
With the ansatz n--1
i.e., denoting convolution by an asterisk.,
it is required to determine the real sampling functions sz(t ). For brevity, the dependence on n of sz(t ) is not included in the notation. Equation (3) 
NATHAN" define the class B(n) of band-limited function g(t). For g(t) E B(n), n E J, the infinite sum over k in (4) reduces to a sum of n terms. For even n and 0 <~f < 1, (4) becomes
Similarly for odd n,
We postulate that the s~(t) be the same for all g(t) ~ B(n). From (7) and (8) this is only possible if
Z=0
where for even n:
..., ½n + m;
and for odd n:
Conversely, it is clear that Eqs. (9-11) are solutions of (7) and (8). According to (4) the domain of all S~(f) is of length n. Equations (9-11) mean that this domain is divided into n regions of unity length in each of which there are n equations each in the real and imaginary parts of the n functions (2ni)~S~(f). To solve Eqs. (9) note that the coefficients form a real (nonsingular) Vandermonde matrix M = (M~) ~ [(f-k)*], which proves the consistency of (9) and the uniqueness of the S~(f). It also follows that (2~ri) t St(f) is real.
For any g(t), not necessarily ~ B(n), the right-hand side of Eq. (1), if it exists, with st(t) corresponding to Eqs. (9-11) will be called the nth order cardinal function of g(t). It and its first n --1 derivatives coincide with g (t) and its corresponding derivates at all integer values of t. We therefore have the generalized sampling theorem:
Any function of class B(n) is, a.e., equal to its nth order cardinal function.
Any such continuous function is equal to its nth order cardinal function. 
subject to (10) and (11) for even and odd n, respectively, where M°l(f,k) is the 0, 1 cofactor of M.
As an example consider n = 2 and real g(t). Therefore from (6) and St(f) = S~*(--f),
so that, with sinc t ~ sin rr@rt,
This relation is due to Jagerman and Fogel (1956) . In the general case it is simpler to state the result and then verify it. It is claimed that, a.e., there holds (2) with n-1
where ~r(t) ~ (l/r!) t r sinc ~ t (15) and the coefficients ar~ are the solutions of
Proof. Equations (16) have a unique set of solutions a,.z because the coefficient matrix ~v)(0) is triangular with unity diagonal elements and therefore nonsingular.
From (15), ~')(k --k') = 8u' 8~,, l' = 0,..., I, l = 0,..., n --1, k, k' ~ J and, thus, from (14) (for l' = 0,..., l --1) and from (16) (for l' = 1,..., n),
It follows that (2) holds for gin(t)=g(~)(k); l = 0,..., n --1; keJ. The spectrum of sinc n t is the convolution product (rectf) * "" • (rectf), comprising n factors. It vanishes outside f = --½n "" in. Its /th derivative; 1 = 0,..., n-1; is piecewise continuous (there exist everywhere right-and left-hand lth derivatives.) The spectrum of t ~ sineS(t); 1 = 0 ..... n --1; is obtained from the convolution product by/-fold differentiation and multiplication with (--2~i) -~, and the substitution of (t --k) for t provides the factor exp (--2~rifk) . These operations do not affect bandwidth and thus
g(t) ~ B(n) because it is a linear combination of terms of the form (t --k) ~ sincn(t --k).
Equations (2) and (14) therefore follow from the sampling theorem.
It can be shown that h(t) is of the form

st(t) = P~(t) h(t) = P~z(t)(1/l!) t z sinc ~ t,
177 l = 0,..., n--1, P~z(t) is an even polynomial in t (its degree is n--l--1 or n--l--2, whichever is even), and P~(O) = 1. It is found that P .... 1(0 = P,,~-2(t) = 1, P .... a(t) = P .... ,(t) = 1 q-(rrz/6) nt 2, P .... 5(t) = P .... 6(0 = 1 q-(~rZ/6) nt 2 q-(rr4/72) n(n q-2/5)t 4, thereby completing the cases n --1 = 1 to 6. 
where n--1
g( t ) ~ B ( z~=o m O"
What is known is therefore
l=O,...,n--1; p = 1,..., mz ; q~J.
For any given f the summation in Eq. (19) has ~2 mt terms and (19) are equations in the ~ mz unknowns
The determinant of coefficients in Eq. (19) is, with rows and columns labelled k and lp, respectively,
It is the product of exp(2~rif ~2 h~) and a Vandermonde determinant and does not vanish because, by Eq. (18), no two t~ with the same value for l are equal,/~ J, and 0 ~< t~ < 1. Thus there exists a unique solution for (19).
The ~2[--o mz equations for Sz~(f) are In the particular case in which g(t) and its derivatives are sampled simultaneously, t~=t~; l=0 ..... n--1;p=l .... ,m; so that~m~=mn; the solution is i m n--1 and therefore ga)(t); l = 0,..., n-1; assumes the required values at the sample points. The sinc and sin functions in (26) 
where the h~(t) are defined in Eq. (25) 
