Ultrasound tomography is an attractive imaging method for the detection of breast cancer. The complex anatomy of the breast with its different spatial scales and material property contrasts make accurate reconstructions very challenging. This paper proposes a hybrid approach whereby Travel-of-Flight and Diffraction Tomography are combined together to achieve high-resolution and high-accuracy sound-speed reconstructions. The method is validated with several numerical phantoms.
INTRODUCTION
Ultrasound tomography (UST) has been considered for the early detection of breast cancer since the 1970s.
1, 2
In the prototype systems developed by Andre et al. (1997) 3 and Duric et al. (2007) 4 the patient lies prone on a table with a breast suspended in a water bath through an aperture in the table, and scanned using a toroidal ultrasound array. Each element of the array acts both as a transmitter and a receiver. The ultrasound array encircles the breast and scans it vertically from the chest wall to the nipple region. At each position, the breast is insonified from all possible incident angles in the plane of the array and the backscattered and transmitted ultrasonic fields through the breast are measured by all the array transducers for each insonification.
Central to the effectiveness of UST are the algorithms used to display maps of material properties such as the speed of sound. Most studies have been based on Time-of-Flight Tomography (TFT) that employs the ray approximation of X-ray CT, which is satisfactory when the size of the characteristics to be reconstructed is much larger than the wavelength, λ, of the probing wave. However, to achieve full breast penetration, UST prototypes employ low frequencies in the region of 2 MHz (λ=0.75 mm). Therefore, reliable imaging of features that are less than 5 λ in size with TFT is challenging because significant image artifacts may arise from diffraction effects. In particular, the resolution of TFT can be expressed as 5 
√
λD, where D is the distance between transmitters and receivers. This criterion leads to resolution levels between 10-15mm for typical values of D between 200 and 400 mm which are not sufficient to detect small masses. In contrast, Diffraction Tomography (DT), is suitable for imaging features that are in the order of λ and can achieve a resolution of λ /2, but fails to reconstruct larger objects. The limitation of DT is due to the use of linearized scattering models such as that obtained with the Born approximation. This is valid only if the characteristic size of the object, S, and the sound speed contrast relative to the background velocity, n δ , satisfy the condition Sn δ < λ/2 (see, for instance, Kak and Slaney 6 ). Therefore, for a typical breast size (S = 100 mm) and realistic contrast levels 2-5% standard DT is not applicable.
To exploit the higher resolution of DT for breast imaging, a Multiscale Diffraction Tomography (MSDT) method was introduced to image the finer details of the breast anatomy directly. 7, 8 The basic principle of the method is illustrated in Fig. 1 and is based on the observation that structures with a characteristic size comparable to λ and contained in the plane of the imaging array can be separated from the global 3-D structure of the breast using wave refraction. When considering the interaction of the incident field with the breast two spatial scales can be identified: (1) the global size of the breast, and (2) the size of smaller structures contained inside it. In the case of the breast, the global size is in the order of 100λ while the structures of interest are in the order of λ or 10λ. Indeed, λ is chosen so as to ensure that these conditions are met. The wave field emerging from the breast can then be divided into two components, a primary field that depends on the global structure of the breast and a weaker secondary field that depends on the smaller structures. The primary field can be described by ray theory and can be separated from the secondary field by using the refraction phenomenon. This causes the primary field to be deflected away from the plane of the array in a similar fashion to the deflection observed when a light beam passes through a prism, Fig. 1(b) . On the other hand, the secondary field reaches the array since energy is scattered in almost all directions due to diffraction, Fig. 1(c) . This process can be optimized by a suitable design of the array parameters, i. e. radius, element size, and frequency, and is demonstrated in Ref.
7
MSDT and TFT provide complementary information about the fine and large spatial scales of the breast, thus suggesting the possibility that the two methods could be combined into a single imaging modality capable of imaging all the scales of the breast at once and with superior resolution. This paper proposes an approach that starts from the low resolution TFT image of the breast and ameliorates its resolution in a two-step process. First the TFT image is used to compensate for aberrations that can be induced in a beamforming image by a large sound-speed contrast between the breast and the water background and then applying the DT filter introduced in Ref.
9 to convert the beamforming image into a velocity map. As in MSDT the beam deflection phenomenon is used to image the 3-D breast with a toroidal array that would otherwise be not suitable for 3-D imaging (see discussion in Ref.
7 ).
A comparison between the performance of TFT and DT is given in Sec. 2. The general mathematical formulation of the method in 3-D is discussed in Sec. 3 which is then complemented with a set of 2-D numerical examples in Sec. 4. These illustrate the advantages and limitations of the proposed method. The 2-D implementation is also proposed to tackle the 3-D problem; the argument as to why this is an acceptable approach is presented in Sec. 5. The conclusions follow in Sec. 6.
TIME-OF-FLIGHT VERSUS DIFFRACTION TOMOGRAPHY
In order to compare the imaging performance of TFT and DT, we consider the reconstruction of homogeneous circular cylinders with diameters 2, 5, 20 mm and sound speed values 1450, 1550, 1600 m/s immersed in a water background with velocity c w = 1500 m/s. The first row in Fig. 2 shows the reconstructions of the soundspeed profile across the cylinders obtained with DT at 1.5 MHz. The second row shows the corresponding reconstructions achieved with TFT. DT provides accurate reconstructions of diameters for all the cylinders. On the other hand, the accuracy of the sound speed estimation decreases as the diameter increases according to the born approximation criterion. In particular, for the 20 mm diameter cylinder values of sound speed are inverted i.e. speed higher than c w is shown as lower and vice versa.
The reconstructions of the diameters with TFT are largely overestimated especially for the smaller cylinders. The sound speed values are also inaccurate; however, they provide an improvement over DT reconstructions especially for larger diameters. Notably the sound speed inversion observed for the larger cylinder with DT is no longer present. Therefore, while for low-contrast and small size objects DT outperforms TFT, at larger sizes and contrast levels DT and TFT could complement each other. In fact DT leads to high resolution while TFT leads to improved sound-speed estimation. This complementarity is the basis of the method proposed in this paper. 
MATHEMATICAL FORMULATION
We begin with the object function, O(r), which is the target of the reconstruction and that describes how the sound speed varies in space according to the expression
where k = 2π/λ w (with λ w being the wavelength in water), and c w and c(r) are the speed of sound in water and inside the breast, respectively. The object function can be divided into a background object function O b (r) representing the structures of the breast that vary over a spatial scale λ and a perturbation O δ (r) that characterizes the finer structures comparable to λ so that
We can now associate with the true inhomogeneous problem (i. e. that determined by O(r)) a second scattering problem corresponding to an ideal object entirely characterized by O b (r) that we term the background problem. Moreover, we define the Green's function in water, G w , and the background Green's function, G b , in the inhomogenous background given by O b (r) so that
where ∇ is the differential operator and δ is Dirac's delta. The total field corresponding to the background problem, ψ b , is solution to
whereas the total field corresponding to the true inhomogeneous problem, ψ, is
By means of the Green's theorem it is easy to show that
which links the total field to the perturbation O δ and the total field that would be measured with an ideal object described by O b .
Equation (7) provides the means to reconstruct O δ from the measurements ψ and ψ b if O b is known. In particular, assuming that the perturbation O δ is small so as to satisfy the Born approximation criterion, the total field under the integral can be approximated to the field ψ b . Moreover, assuming that the incident field is excited by a point source at x and the total field detected at y, the residual field at y, T (y, x) = ψ(y, x)−ψ b (y, x) is
which, taking the far-field asymptotic limits for the illumination and detection points, leads to the far-field operator
where G ∞ b is the asymptotic Green's function. We now exploit the formal analogy between eqs (8)- (9) and the scattered field derived under the Born approximation i.e.
Based on eq. (10) a conventional beamforming image at point z is obtained from the functional
where S is the unit shell in R 3 . The reconstruction of O is then obtained by using the DT filter given in Ref.
9
As a result, the reconstruction of O δ can be obtained using the modified beamforming functional
and applying the DT filter afterwards. It has to be pointed out that eq. (12) is similar to the Kirchhoff migration that calculates approximate Green's functions G ∞ b with the ray theory.
NUMERICAL EXAMPLES
In order to illustrate the method discussed above we now present results for four different numerical phantoms.
All the examples use a 450 element toroidal array with 150 mm diameter immersed in a water bath with sound speed c w = 1500 m/s. Each transducer excites a broadband signal described by a 3 cycle, Hann windowed toneburst at 1.5 MHz center frequency. The wavefront of each incident field is planar.
The simulations are performed with a 2-D acoustic Finite Difference Time Domain (FDTD) forward solver. In each simulation the geometrical model is a square domain of size 151.7 mm discretized with 4551 by 4551 nodes. The cell size was 0.033 mm, corresponding to λ/30 at the center frequency of the signal. Perfectly Matched Layers (PMLs) were used to terminate the grid, specifically the convolutional PMLs proposed in Ref. the difference between the total field and the total field of the background problem, an additional 450 forward models were simulated to obtain ψ b . Each model took in the region of 3 hours to run on a single core of an Intel Xeon E5462 processor (quad-core, 2.8 GHz). Different illuminations were run simultaneously on different cores using a cluster of 2 processors per node and 40 nodes.
The Green's functions for the inhomogeneous background were calculated using a Finite-Difference Frequency Domain (FDFD) forward solver. This choice was motivated by the monochromatic nature of the imaging method proposed in this paper.One strength of the FDFD method for this purpose is that frequency domain data for the entire field is available easily; it is generally impractical to generate such data from a time domain method. FDFD is also relatively quick for the large number of illuminations used here; since the solution to the matrix equation can be generated independently of the source term, only one solution is needed for all the illuminations. FDFD does, however, require the solution of an N by N matrix, where N is the number of degrees of freedom in the model (around 5 million in the models used here), and even utilizing sparse matrix techniques, RAM quickly becomes a limiting factor. The FDFD models consequently used cells double the width of those in the FDTD models, but only needed half as many in each direction. The anisotropy of the uniform grid discretisation is more of a problem at these larger cell sizes, but this was not found to have a significant effect on the resulting images. On a workstation with 12 GB RAM and 2 Intel Xeon E5530 quad-core processors running at 2.4 GHz, generating a full set of frequency domain data took around 15 minutes.
The phantoms are shown in the first row of Fig. 3 and all contain four inclusions, labeled A, B, C, D with different sizes and material properties. For each phantom, the material properties are summarized in Tab. 1. Note that in all the simulations it is assumed that mass density is uniform.
Phantom I, Fig. 3a , consists of a large cylinder with a low 1% sound speed contrast relative to water. The contrast is increased to 10% in Phantoms II and III in Figs 3b-c. Phantom IV in Fig. 3d is a 2-D model of the experimental 3-D phantom used to validate the MSDT method in Ref. 7 and consists of several materials mimicking a subcutaneous fat layer that embeds an irregular glandular region containing four inclusions corresponding to two tumors (high sound speed) and two fat spheres (low sound speed). The glandular region is simulated by a randomly distributed velocity profile with average velocity of 1524 m/s and 7.9 m/s RMS.
The second row in Fig. 3 shows the conventional beamforming images obtained using the water Green's function and the scattered field according to eq. (11). The third row shows the sound speed images obtained after applying the DT filter to the beamforming reconstructions in the second row. When the contrast of the large cylinder is low (Phantom I), the conventional approach provides excellent reconstructions of the boundaries of the inclusions and the cylinder, Fig. 3i . However, the values of sound speed are incorrect (compare Figs 3a and 3i). Notably high and low sound speed are inverted. This is due to the accumulation of a phase error as the incident field travels inside the cylinder. The 1% contrast 100 mm diameter cylinder is on the limit of the Born approximation validity for the 2 mm wavelength of this image, indicating a phase error of π which would lead to the complete inversion of the inclusions demonstrated in the image. As the contrast of the large scatter increases to 10% (second and third columns) the conventional approach breaks down and large artifacts appear in Figs 3j and 3k. In fact, due to the large contrast the Born approximation is no longer valid. Finally, Phantom IV provides a moderate contrast, close to Phantom I, thus leading to a clear definition of the different structures inside the phantom but again with incorrect values of sound speed.
The fourth row provides the modified beamforming reconstructions obtained with the functional in eq. (12) which compensates for the inhomogeneous background. In contrast with conventional beamforming the presence of the four inclusions is clearly distinguishable across all the phantoms. In fact beamforming is now targeting O δ that relates to the deviation of the sound speed in the inclusions relative to the inhomogeneous background. The same improvement is seen in the sound speed reconstructions in the last row. Finally it is observed that the modified approach fails to reconstruct inclusion D in the first three phantoms. This is due to the combination of the inclusion diameter (5 mm for the first phantom, 3 mm for the second and third) and its contrast relative to the large scatterer (8.9% for the first phantom, 22.2% for the second and third) that do not meet the conditions for the validity of the Born approximation. In practice, the contrast tends to be less than 5%, so the effects shown here are not of great concern. 
PRACTICAL IMPLEMENTATION AND DISCUSSION
The practical feasibility of the proposed approach depends on the scattering behavior of the background problem. In particular, O b has to satisfy two main conditions: (1) the background scattering problem can be described by ray theory accurately; (2) O b is sufficiently close to O so that the perturbation O δ can be considered weak. The first condition ensures that the secondary component of the scattered field carrying information about O δ can be separated from the primary field using the refraction effect illustrated in Fig. 1 . In particular, for each position of the array we can associate with the 3-D object function O 3D a 2-D object function O 2D that coincides with O 3D along the plane of the array. Then following the same argument that underpins the MSDT method it can be suggested that the total field measured at the array, ψ 3D , can be approximated as
where ψ 2D is the total field corresponding to the 2-D problem associated with O 2D and ψ 2D b the total field of the 2-D background problem corresponding to O 2D . Therefore, eq. (13) is central to the proposed method because it: (a) decomposes the 3-D problem into several independent 2-D problems, which can be tackled with the toroidal array architecture, and (b) provides the T operator from the array measurements directly, i.e. there is no need to know ψ b . Moreover, condition (1) guarantees that an accurate estimate of O b , which is required to calculate the background Green's functions, G b , can be obtained from a TFT image.
A qualitative assessment about the validity of conditions (1) and (2) is provided in Fig. 4 that compares experimental measurements (Fig. 4a) Fig. 3d . In particular, Fig. 4b uses for the background problem a medium that consists of the subcutaneous fat and glandular region (the same model as used to obtain the reconstruction shown in Fig. 3t ) while Fig. 4c uses a cylindrical background with uniform sound speed equivalent to the average speed inside the phantom. The background used in Fig. 4b is close to the TFT reconstruction shown in Ref. 8 and leads to a better estimation of the scattering signatures from the inclusions which instead are not visible in Fig. 4c . The shadow region of the phantom is visibly larger for the experimental case; this is because the actual transducers do not produce a plane wave but behave more like point sources. The other primary difference between Figs. 4a and b is that incident field which falls outside the shadow region in the experimental case is visible, but is subtracted off in the 2D model.
CONCLUSIONS
In this paper we have proposed a method for high-resolution ultrasound tomography of the breast. The method combines the complementary information provided by Time-of-Flight (TFT) and Diffraction Tomography (DT) for realistic breast material properties and geometries. In particular, while DT provides higher resolution than TFT, the latter is generally more robust for the estimation of sound-speed values. In order to combine these characteristics we have proposed an imaging strategy whereby the low-resolution TFT image is used as a background model for DT. Numerical simulations on differen phantoms have validated the high relolution/accuracy of the method. Importantly, this approach is noniterative and therefore much faster than conventional nonlinear inversion schemes.
