Abstract-Total variation (TV) denoising is an effective noise suppression method when the derivative of the underlying signal is known to be sparse. TV denoising is defined in terms of a convex optimization problem involving a quadratic data fidelity term and a convex regularization term. A non-convex regularizer can promote sparsity more strongly, but generally leads to a non-convex optimization problem with non-optimal local minima. This letter proposes the use of a non-convex regularizer constrained so that the total objective function to be minimized maintains its convexity. Conditions for a non-convex regularizer are given that ensure the total TV denoising objective function is convex. An efficient algorithm is given for the resulting problem.
I. INTRODUCTION
T OTAL VARIATION (TV) is a widely used regularizer in sparse signal and image processing [6] , [20] ; especially when it is known the signal to be recovered has a sparse derivative (or sparse gradients), i.e., when the signal is piecewise constant (PWC). One-dimensional signals of this form arise, for example, in geoscience, astrophysics, and biophysics [11] .
TV denoising is defined in terms of a convex optimization problem involving a quadratic data fidelity term and a convex regularization term. Interestingly, for 1-D TV denoising, the exact solution can be obtained using very fast direct algorithms that terminate in a finite number of steps [5] , [7] , [12] .
In this letter, we consider a modification of the 1-D TV denoising problem where the non-smooth convex regularizer is replaced by a non-convex one. This modification is motivated by the fact that non-convex regularizers can better recover flat signal regions [4] , [15] - [17] . The mathematical properties of the solutions to non-convex regularized signal restoration problems are discussed by Nikolova [15] - [17] .
Generally, the use of a non-convex regularizer (as opposed to a convex one) leads to the formulation of the signal recovery problem as a non-convex optimization problem. In turn, spurious (non-optimal) local minima exist in which iterative optimization algorithms may become entrapped. In addition, the solution to a non-convex problem can be highly sensitive to small changes in the data: an infinitesimal change in the data may lead to a large change in the output, as is the case with the hard threshold function. This sensitivity also complicates the selection of an appropriate value of the regularization parameter. Therefore, we consider the question of how to maintain the convexity of the TV denoising objective function when the regularizer is taken to be non-convex. This letter provides a condition on a non-convex regularizer for 1-D TV denoising that ensures the total objective function (comprising data fidelity and regularization terms) is strictly convex. A fast iterative algorithm is described to perform convex TV denoising with a non-convex regularizer set accordingly. Results of the proposed algorithm are compared with standard 1-D TV denoising on simulated data.
The idea of specifying non-convex penalties in the formulation of convex optimization problems for linear inverse problems was proposed by Blake and Zimmerman [2] and by Nikolova [13] , [14] , [17] . This approach has recently been considered in [22] where the convexity condition is cast as a semidefinite program (SDP), in [1] which considers a non-convex extension of fused-lasso, and in [3] which addresses translation-invariant group-sparse denoising.
II. PROBLEM FORMULATION Let be a piecewise constant signal observed in additive noise. Consider the objective function ,
where is a regularization parameter, is a sparsity promoting penalty function (regularizer), and is the matrix
The notation represents component of vector . One-dimensional total variation (TV) denoising is defined as minimizing with respect to ,
where is taken to be . In this case, is strictly convex on and hence its minimizer is unique. However, it has been shown in the literature that non-convex penalties have advantages in comparison with convex penalties, in terms of more accurately recovering signals with flat regions [15] - [17] .
Here, we consider how to set a non-convex penalty function to promote sparsity of while keeping strictly convex. Then, the minimizer will be unique, the denoising process will 1070-9908 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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be continuous/stable (i.e., infinitesimal changes in do not produce large changes in ), and convex optimization techniques can be used to reliably obtain the minimizer.
A. Non-Convex Penalty Functions
We assume is continuous, symmetric, twice differentiable on , increasing on , and concave on . Examples of such are the logarithmic penalty (4) and the arctangent penalty [22] (5)
For later, we note for both penalties, that (6) III. CONVEXITY CONDITION To find a condition on ensuring in (1) is strictly convex, we write as (7) where (8) (9) Note that if both and are strictly convex, then is strictly convex. Hence, it suffices to find such that and are strictly convex. Due to the similarity of and , it suffices to find such that is strictly convex. We write as where is linear in . We write (10) where is defined as (11) For the purpose of analyzing the convexity of , the linear function can be disregarded. Hence, if is strictly convex on , then , being a sum of strictly convex functions, will be strictly convex on .
To find a condition on so as to ensure is strictly convex, we define as (12) Then is strictly convex if and only if is strictly convex. From (11), we write (13) (14) where is linear in . Since we are concerned with the convexity of , the linear function can be disregarded, as above.
The function is strictly convex if and only if , defined as , is strictly convex. By Theorem 6.4 of [10] , is strictly convex if it has a strictly increasing right-derivative. By assumption, is twice differentiable on ; hence, is strictly convex if and only if (15) and for all (16) In fact, from the assumptions on as stated in Sec. II-A, condition (15) already follows. (If is increasing on and twice differentiable on , then . If also is symmetric, then .) Condition (16) is the positivity of the second derivative of with respect to . We write the condition as (17) which constitutes a constraint on the non-convexity of . For various standard penalties, including (4) and (5), the second derivative is most negative at . For such penalties, condition (17) can be written (18) For the logarithmic and arctangent penalties, (4) and (5), parameterized by , we use (6) to obtain the condition Hence, the condition can be written as (21) Let be a matrix of size such that . It can be taken to be the discrete anti-derivative (cumulative summation operator), defined by (22) Then it follows from (21) that (23) Condition (23) can be used to validate the optimality of a candidate and to gauge the convergence of an algorithm minimizing . The condition (23) implies that the points (24) lie on the graph of , as illustrated in Fig. 2 below. V. ALGORITHM Following the procedure in [8] , we use the majorization-minimization (MM) approach to derive a fast-converging algorithm. A majorizer of is given by ,
(See, for example, Fig. 11 in [21] .) Hence, a majorizer of in (1) is given by
where is a diagonal matrix,
and does not depend on . Using (27) in the MM update iteration, (29) leads to the iteration (30)
As noted in [8] , as the algorithm converges to a solution for which is sparse, elements of go to infinity. To avoid the numerical problems related to this, as in [8] , we use the matrix inverse lemma to write (31)
The iteration (30) can then be written as (32)
We initialize the iteration with . Note that the system matrix in (32) is tridiagonal; hence, the iteration can be implemented with very high computational efficiency using a fast solver [19, Sect 2.4]. Due to MM, each iteration monotonically decreases the cost function value. We have found that 20 iterations of (32) are usually sufficient.
Note that in (25) is undefined for . Hence if for some iteration and some index , then the majorizer is undefined. This manifests itself as a 'division-byzero' error in (28). Due to the use of the matrix inverse lemma, this becomes a 'multiplication-by-zero' and causes no numerical problem in the algorithm (32). However, it complicates the proof of convergence of the algorithm. We do not prove its convergence. We remark (i) in practice, convergence is not adversely affected by this issue, (ii) optimality can be verified using (23), and (iii) this issue has been discussed in the literature [8] , [9] , [18] where it was found not to impede the convergence of affected algorithms in practice.
VI. EXAMPLES

A. Example 1
Total variation denoising with convex and non-convex regularization is illustrated in Fig. 1 . The noisy data is obtained using additive white Gaussian noise (AWGN) ( ) on a PWC signal, , of length ('blocks' generated by the Wavelab function, ). For both convex and non-convex cases, we set , consistent with the range suggested in [7] for standard (convex) TV denoising. We set the non-convexity parameter to its maximal value, . We use 20 iterations of (32). The improvement of non-convex regularization is reflected in the lower RMSE of 0.25 compared to 0.32. For further comparison, Fig. 1 shows the error, , for both convex and non-convex regularized solutions. The convex solution underestimates the true first-order difference signal more so than the non-convex one.
The optimality of the non-convex solution acquired using iteration (32) is validated using (23). The condition is graphically illustrated as a scatter plot in Fig. 2 . The preponderance of points on the vertical line, , reflects the sparsity of .
B. Example 2
In this example, we consider the relative performance of convex and non-convex regularized TV denoising as a function of noise power. We generate random realizations of PWC signals. Each realization is of length 1000 and has 15 step-edges. The step-edges are uniformly distributed over the duration of the signal. The amplitudes of the steps are uniformly distributed in . We corrupt each realization with AWGN, . TV denoising is applied to each noise-corrupted realization using and as above. Fig. 3 illustrates the RMSE as a function of . It can be seen that non-convex regularization offers the most improvement at low noise levels.
VII. CONCLUSION
TV denoising is a basic method for the estimation of PWC signals in noise. This letter gives a modification of the standard TV denoising problem where the regularizer is non-convex yet constrained so that the total objective function is convex. The improvement is not as dramatic as that offered by non-convex regularization without such a constraint-see [16] for examples. However, due to the convexity, the solution is reliably obtained via convex optimization, the solution depends continuously on the data, and the regularization parameter can be set as in the convex case (e.g., [7] ).
