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Kumpulan tiedekirjasto
Laskettavuusteoria eli rekursioteoria tutkii idealisoidun tietokoneen laskentakyvyn rajoja. Teo-
rian perusyksikköjä ovat laskettavat osittaiset (vrt. totaalit) luonnollisten lukujen funktiot,
yksipaikkaisessa tapauksessa ϕ0, ϕ1, . . ., ja niiden määrittelyjoukot W0,W1 . . ., eli niin kutsutut re-
kursiivisesti lueteltavat joukot. Produktiiviset joukot ovat tyyppiesimerkkejä joukoista, jotka eivät
ole rekursiivisesti lueteltavia: A ⊆ N on produktiivinen, jos jokin totaali laskettava funktio, A:n
produktiivinen funktio, laskee kunkin Wx ⊆ A indeksistä x todistajan sille, että A 6= Wx. Produk-
tiiviset joukot ovat laskettavuusteoriassa tärkeitä erityisesti siksi, että rekursiivisesti lueteltavista
joukoista tietyllä tavalla monimutkaisimpia ovat ne, joiden komplementti on produktiivinen. Ka-
noninen esimerkki tällaisesta joukosta on tärkeän pysähtymisongelman diagonaali K. Laajempaa
merkitystä matemaattisessa logiikassa tuo produktiivisuuden yhteys riittävän vahvojen aritmetii-
kan aksioomasysteemien teoreemojen ja aritmetiikan standardimallin toden teorian Gödel-lukuihin.
Työn tarkoituksena on tutkia produktiivisia joukkoja ja niiden produktiivisia funktioita yleisesti,
sekä antaa esimerkkejä. Nähdään mm., että äärettömällä rekursiivisesti lueteltavalla joukolla
on kontinuumin verran produktiivisia osajoukkoja, ja että joukolla N on maksimaalinen määrä
osituksia produktiivisiin joukkoihin niin äärellisessä kuin äärettömässäkin tapauksessa. Nähdään
myös, että jokainen totaali laskettava injektio on produktiivinen funktio, mutta surjektioille sama
ei päde, ja että produktiivisen joukon produktiivinen funktio saa aina myös turhia, joukon
ulkopuolisia arvoja.
Monista esitettävistä laskettavien funktioiden indekseistä koostuvista produktiivisista joukoista pa-
neudutaan erityisesti potenssijoukon laskettavuusteoreettiseen mukaelmaan, joukkojen A ( N las-
kettaviin potenssijoukkoihin prod(A) = {x ∈ N : Wx ⊆ A}. Niiden ympäriltä paljastuu rikas
struktuuri. Jos A ⊆ prod(A), sanotaan että A on kasvava, ja jos prod(A) ⊆ A, sanotaan että A
on vähenevä. Joukkoa, joka on sekä kasvava että vähenevä, sanotaan (laskettavan potenssijoukko-
operaation) kiintopisteeksi. Kuten usein laskettavuusteoriassa,K toimii tässäkin kontekstissa erään-
laisena maamerkkinä. Osoitetaan, että kiintopisteiden joukossa on suppein ja laajin ja laajimman,
Θ:n, komplementti on rekursiivisesti lueteltava. Nähdään, että kukin A ⊆ Θ voidaan kasvattaa
suppeimmaksi A:n sisältäväksi kasvavaksi joukoksi prosessilla, jonka pituus on korkeintaan ω as-
kelta. Annetun joukon kasvattaminen vastaavasti väheneväksi (mahdollisesti kiintopisteeksi) on
huomattavasti kompleksisempaa ja johtaa määrittelemään sopivia ordinaalinotaatiosysteemejä. Jos
A on esimerkiksi aidosti kasvava, niin prod-operaatiota on tätä varten toistettava (seuraajaordi-
naalien kohdalla; rajaordinaaleissa otetaan yhdiste) ainakin ωCK1 kertaa, missä ω
CK
1 on pienin ei-
rekursiivinen ordinaali, eli Churchin-Kleenen ordinaali. Rekursiivisen aidosti kasvavan lähtöjoukon
(esim. ∅) tapauksessa todistetaan yhtäsuuruus.
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0 Johdanto
Laskettavuusteoria, toiselta nimitykselta¨a¨n rekursioteoria, on matemaatti-
seen logiikkaan kuuluva matematiikan osa-alue, joka tutkii mita¨ on periaat-
teessa mahdollista laskea idealisoidulla tietokoneella, jonka laskentaresurssit,
kuten ka¨yto¨ssa¨ oleva aika ja laskennan vaatima tila, ovat rajattomat. Teo-
rian la¨hto¨kohtana on ta¨sma¨llinen kuvailu abstraktin laskukoneen toiminta-
periaatteesta. Ta¨llaisia niin sanottuja laskennan malleja on kehitetty useita,
tunnetuin niista¨ lienee Turingin kone ([Cu 3]). Ta¨ssa¨ esityksessa¨ valitaan
kuitenkin teoksen [Cu] mukaisesti URM-kone.
Tyypillisesti tarkastellaan konetta, jonka syo¨tteet ja tulosteet ovat luon-
nollisia lukuja. Luonnollisten lukujen n-paikkaista funktiota sanotaan sitten
laskettavaksi, jos sen arvot vastaavat koneen jonkin ohjelman tulosteita kai-
killa syo¨tteilla¨. Koneen laskennat eiva¨t va¨ltta¨ma¨tta¨ aina pysa¨hdy, vaan voi-
vat ja¨a¨da¨ pa¨a¨ttyma¨tto¨ma¨a¨n ”looppiin”. Ta¨ma¨ johtaa tarkastelemaan osit-
taisia funktioita: laskettava funktio on ma¨a¨ritelty annetulla argumentilla
ta¨sma¨lleen, jos funktion laskeva ohjelma pysa¨htyy syo¨tteena¨a¨n kyseinen ar-
gumentti.
On luonnollinen oletus, etta¨ ohjelmat ovat a¨a¨rellisia¨ ka¨skyjonoja, ja etta¨
mahdollisia ka¨skyja¨ on vain numeroituvan monta. Ta¨ma¨ johtaa siihen, etta¨
erilaisia ohjelmia, ja siis laskettavia funktioita, on vain numeroituva ma¨a¨ra¨.
Toisaalta luonnollisten lukujen funktioita on kaikkiaan ylinumeroituvan mon-
ta, joten laskettavia funktioita on siis jossain mielessa¨ vain ha¨via¨va¨n pieni
osuus kaikista funktioista. Silti ei-laskettavien funktioiden lo¨yta¨minen ei ole a
priori aivan helppoa. Onkin kuvaavaa, etta¨ laskettavuusteorian ehka¨pa¨ kuu-
luisin perustulos, niin kutsutun pysa¨htymisongelman ratkeamattomuus, on
era¨a¨n ei-laskettavan funktion konstruoiminen ([Cu 6 Th 1.3.]).
Kaikki hyvinkin erilaiset tunnetut riitta¨va¨n voimakkaat laskennan mallit
johtavat samaan laskettavien funktioiden luokkaan ([Cu 3 1.1.]). Ta¨ma¨ on
osoitus ka¨sitteen fundamentaalisuudesta. Ratkaisevaa teorian kannalta on,
etta¨ ohjelmat, ja siis laskettavat funktiot, voidaan koodata luonnollisiksi lu-
vuiksi tavalla, joka itsessa¨a¨n on mekaanisesti laskettava ([Cu 4]). Laskettavat
funktiot voidaan toisin sanoen listata {ϕ0, ϕ1, ϕ2, . . .}, missa¨ jokaisesta in-
deksista¨ voidaan mekaanisesti selvitta¨a¨, mitka¨ ovat sita¨ vastaavan ohjelman
ka¨skyt. Kukin laskettava funktio tosin esiintyy listassa a¨a¨retto¨ma¨n monta
kertaa. Laskettavuuden ka¨site ulotetaan funktioilta lukujoukoille kysyma¨lla¨,
onko olemassa laskettavaa funktiota, joka ratkaisee jokaisen luvun kohdalla,
kuuluuko luku joukkoon vai ei. On kuviteltavissa kaksi tapausta:
(1) Kone, tai laskettava funktio, antaa aina lopulta myo¨nta¨va¨n tai kielta¨va¨n
vastauksen kysymykseen joukkoon kuulumisesta.
(2) Myo¨nta¨va¨ssa¨ tapauksessa vastaus aina lopulta tulee, mutta kielta¨va¨ssa¨
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laskenta ei koskaan pysa¨hdy. Mielivaltaisenkaan pitka¨n odottamisen ja¨lkeen
koneen ka¨ytta¨ja¨ ei siis periaatteessa voi tieta¨a¨, viipyyko¨ vastaus siksi, ettei
sita¨ ole koskaan tulossa, vai siksi, etta¨ laskenta ei ole vain viela¨ ehtinyt pa¨a¨tya¨
myo¨nta¨va¨a¨n tulokseen.
Tapauksen (1) joukkoja kutsutaan rekursiivisiksi. Tyypin (2) joukkoja on
kutsuttu rekursiivisesti numeroituviksi, mutta koska numeroituvuus on mate-
matiikassa jo varattu toiseen merkitykseen, ka¨yteta¨a¨n Taneli Huuskosen ter-
mia¨ rekursiivisesti lueteltava. Voidaan osoittaa, etta¨ na¨ma¨ kaksi luokkaa to-
della ovat eri asia. Rekursiivisesti lueteltavat joukot ovat ta¨sma¨lleen lasketta-
vien funktioiden {ϕ0, ϕ1, ϕ2, . . .} ma¨a¨rittelyjoukot {W0,W1,W2, . . .}: lasken-
nan pysa¨htyminen on myo¨nta¨va¨ vastaus kysymykseen ma¨a¨rittelyjoukkoon
kuulumisesta.
Rekursiivisesti lueteltavia joukkoja on siis vain numeroituvan monta, kun
taas joukon N osajoukkoja on kaikkiaan Cantorin lauseen nojalla ylinume-
roituva ma¨a¨ra¨. Jos A ⊆ N ei ole rekursiivisesti lueteltava, niin kaikilla Wx
on olemassa todistaja y ∈ N sille, etta¨ A 6= Wx, eli y ∈ N, joka kuu-
luu toiseen joukoista A ja Wx, mutta ei toiseen. Jos jokin ta¨llainen todis-
taja saadaan aina laskettua indeksista¨ x, niin A on jossain mielessa¨ ”las-
kettavasti epa¨laskettava”: vaikka A ei ole rekursiivisesti lueteltava, niin sii-
hen kuitenkin on tiettya¨ laskettavaa kontrollia. Ta¨llaista joukkoa kutsutaan
ta¨ysin produktiiviseksi. Formaali ma¨a¨ritelma¨ ta¨lle ka¨sitteelle on seuraava:
jos A ⊆ N ja on olemassa laskettava yksipaikkainen funktio g siten, etta¨
g(x) ∈ (A \Wx) ∪ (Wx \ A) kaikilla x ∈ N, A on ta¨ysin produktiivinen ([De
I]). ”Produktiivinen”funktio g siis tuottaa kunkin x ∈ N kohdalla todistajan
sille seikalle, etta¨ A 6= Wx.
Myhill todisti, etta¨ jo olemassa ollut na¨enna¨isesti heikompi produktiivi-
suuden ka¨site on itse asiassa yhta¨pita¨va¨ ta¨yden produktiivisuuden kanssa
([De s.149 & Ro 11.3 Th VI]). Produktiivisuudessa vaaditaan vain, etta¨ jo-
kin laskettava funktio tuottaa todistajan sille, etta¨ A 6= Wx siina¨ tapaukses-
sa, etta¨ Wx ⊆ A. Toisin sanoen, A ⊆ N on produktiivinen, jos on olemassa
laskettava yksipaikkainen funktio g siten, etta¨ g(x) ∈ A \Wx kaikilla x ∈ N,
joilla Wx ⊆ A ([Cu 7 Def 3.1.]). Produktiivisuus on sittemmin syrja¨ytta¨nyt
kirjallisuudessa ta¨yden produktiivisuuden ([Cu], [So]).
Rekursiivisesti lueteltavaa joukkoa, jonka komplementti on produktiivi-
nen, kutsutaan luovaksi. Luovat joukot ovat siina¨ mielessa¨ kaikkein moni-
mutkaisimpia rekursiivisesti lueteltavia joukkoja, etta¨ kysymys mihin tahan-
sa rekursiivisesti lueteltavaan joukkoon kuulumisesta voidaan siirta¨a¨ kaik-
kialla ma¨a¨ritellylla¨ laskettavalla funktiolla kysymykseksi annettuun luovaan
joukkoon kuulumisesta ([Cu 9 Th 3.5.]). Samoin pysa¨htymisongelman diago-
naali, joka on tyyppiesimerkki rekursiivisesti lueteltavasta epa¨rekursiivisesta
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joukosta, on itse asiassa luova. Produktiivisuus ja luovuus liittyva¨t myo¨s
elimellisesti riitta¨va¨n vahvoissa aksioomasysteemeissa¨ todistuvien ja todistu-
mattomien seka¨ aritmetiikan standardimallissa tosien ja epa¨tosien predikaat-
tilogiikan lauseiden Go¨del-lukuihin ([Ro 7.8]). Nimitys luova juontuu ta¨sta¨
yhteydesta¨: matematiikka ei ole mekaanista, vaan vaatii luovuutta ([So II
Def 4.3]).
Produktiivisuus on siis fundamentaalisen ta¨rkea¨ ka¨site paitsi lasketta-
vuusteoriassa, myo¨s logiikassa yleisemmin. Sen ma¨a¨rittely hera¨tta¨a¨ heti jou-
kon kysymyksia¨. Produktiivisuus on sidottu laskettavaan funktioon; seuraa-
ko ta¨sta¨, etta¨ produktiivisia joukkoja on vain numeroituvan monta? On-
ko olemassa produktiivista joukkoa, jonka komplementti on produktiivinen?
Enta¨ onko jokainen laskettava injektio jonkin joukon produktiivinen funktio?
Muun muassa na¨ihin kysymyksiin tullaan vastaamaan.
Cantorin lause esta¨a¨ joukkoa olemasta yhta¨ mahtava potenssijoukkonsa
kanssa. Jos tarkastellaankin joukon A ⊆ N laskettavaa potenssijoukkoa
{x ∈ N : Wx ⊆ A}, voidaan ika¨a¨n kuin kierta¨a¨ ta¨ta¨ rajoitusta. Na¨ma¨ joukot
ovat produktiivisia kunhan A 6= N, ja niilla¨ on keskeinen rooli ta¨ssa¨ tutkiel-
massa. Niiden Turing-asteita on tutkittu esimerkiksi artikkelissa [Ha], mutta
ta¨ssa¨ tutkielmassa sita¨ aihetta ei ka¨sitella¨.
Itseensa¨viittaavuus on syva¨llinen matemaattista logiikkaa ma¨a¨ritta¨va¨ tee-
ma, jota edustavat esimerkiksi pysa¨htymisongelman diagonaali, Russellin pa-
radoksi ja Go¨delin epa¨ta¨ydellisyyslauseet. Ta¨ssa¨ hengessa¨ on kiinnostava ky-
symys, onko laskettavalla potenssijoukko-operaatiolla kiintopisteita¨. Luvus-
sa 3 osoitetaan, etta¨ niita¨ on kontinuumin verran. Paljastuu niihin liittyva¨
struktuuri, joka on niin kompleksinen, etta¨ se johtaa luvussa 6 suurten nu-
meroituvien ordinaalien pariin. Lisa¨ksi joukot, jotka ta¨ytta¨va¨t toisen puolen
kiintopiste-ehdosta, eli sisa¨ltyva¨t laskettavaan potenssijoukkoonsa, muodos-




Ta¨ma¨ luku pohjautuu teokseen [Cu].
URM-koneessa on rajoittamaton ma¨a¨ra¨ rekistereita¨, R1, R2, R3, . . .. Jo-
kaisen rekisterin sisa¨lto¨ on aina jokin luonnollinen luku. Ta¨ssa¨ esityksessa¨
luonnollisten lukujen joukko sisa¨lta¨a¨ nollan, eli N = {0, 1, 2, . . .}. Merkita¨a¨n
kullakin n ∈ N \ {0} rekisterin Rn sisa¨lto¨a¨ symbolilla rn, missa¨ siis rn ∈ N.
URM-ka¨skyja¨ on nelja¨a¨ tyyppia¨:
Z(n): nollaa rekisterin Rn
S(n): kasvattaa rekisteria¨ Rn yhdella¨
T (m,n): rekisterin Rm sisa¨lto¨ kopioidaan rekisteriin Rn
J(m,n, q): jos rm = rn, niin hypa¨ta¨a¨n ka¨skyyn Iq
Ka¨skyissa¨ esiintyva¨t n,m ja q ovat mielivaltaisia positiivisia kokonaislukuja.




Laskennan alussa kussakin rekisterissa¨ on mielivaltaiset luvut. Ensin suori-
tetaan ensimma¨inen ka¨sky I1, jonka ja¨lkeen siirryta¨a¨n aina yksi kerrallaan
eteenpa¨in seuraavaan ka¨skyyn, jos sellainen on. Poikkeuksen muodostavat
hyppyka¨skyt J(m,n, q). Jos ta¨llaista ka¨skya¨ suoritettaessa pa¨tee rm = rn,
niin siirryta¨a¨n suoraan ka¨skyyn Iq. Mika¨li ohjelmassa on alle q ka¨skya¨, niin
laskenta pysa¨htyy. Jos taas ka¨skya¨ J(m,n, q) suoritettaessa rm 6= rn, niin siir-
ryta¨a¨n ja¨rjestyksessa¨ seuraavaan ka¨skyyn. Mika¨li ohjelman viimeisen ka¨skyn
suorittamisen ja¨lkeen oltaisiin siirtyma¨ssa¨ seuraavaan ka¨skyyn, niin laskenta
pysa¨htyy.
Laskennan pysa¨hdyttya¨ rekisterin R1 sisa¨lto¨ r1 on laskennan tulos, toi-
sin sanoen laskenta pysa¨htyy arvoon r1. Laskenta ei kuitenkaan va¨ltta¨ma¨tta¨
koskaan pysa¨hdy. Jos P on jokin URM-ohjelma ja (x1, . . . , xn) ∈ Nn, niin
ohjelman P laskennalla syo¨tteella¨ (x1, . . . , xn) tarkoitetaan ohjelman P las-
kentaa, kun alkutilanteessa r1 = x1, . . . , rn = xn ja rm = 0, kun m > n.
Esimerkki. Olkoon Q URM-ohjelma, jossa on vain yksi ka¨sky:
I1: J(1,2,1)
Nyt syo¨tteella¨ 0 hyppyka¨skyn ehto r1 = r2 on voimassa. Ta¨llo¨in siis siirryta¨a¨n
takaisin ka¨skyyn I1. Ta¨ma¨ kierre ja¨a¨ toistumaan loputtomiin, joten ohjel-
man P laskenta ei pysa¨hdy syo¨tteella¨ 0. Sen sijaan milla¨ tahansa syo¨tteella¨
n ∈ N \ {0} hyppyka¨skyn ehto ei ole voimassa, joten kone siirtyy seuraavaan
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ka¨skyyn. Sellaista ei kuitenkaan ole, joten laskenta pysa¨htyy arvoon r1 = n.
Ma¨a¨ritelma¨ 1.1. Olkoon P URM-ohjelma, n ∈ N \ {0} ja x¯ ∈ Nn. Jos
ohjelman P laskenta syo¨tteella¨ x¯ pysa¨htyy, niin merkita¨a¨n P (x¯) ↓. Jos halu-
taan korostaa, etta¨ laskenta syo¨tteella¨ x¯ pysa¨htyy nimenomaan arvoon y ∈ N,
niin merkita¨a¨n P (x¯) ↓ y. Jos laskenta ei pysa¨hdy syo¨tteella¨ x¯, niin merkita¨a¨n
P (x¯) ↑.
Siis edellisessa¨ esimerkissa¨ Q(0) ↑ ja Q(n) ↓ n kaikilla n ∈ N \ {0}.
Ma¨a¨ritelma¨ 1.2. Jos f on funktio, niin dom(f) on funktion f ma¨a¨rittelyjoukko
ja ran(f) on funktion f arvojoukko.
Ma¨a¨ritelma¨ 1.3. Olkoon f funktio, n ∈ N \ {0}, dom(f) ⊆ Nn ja ran(f) ⊆
N. Ta¨llo¨in sanotaan, etta¨ f on osittainen funktio Nn → N ja merkita¨a¨n
f : Nn → N. Ta¨llo¨in f(x¯) ei ole ma¨a¨ritelty, kun x¯ ∈ Nn \ dom(f).
Ta¨ssa¨ esityksessa¨ funktiot ovat aina osittaisia funktioita, ja merkinta¨
f : Nn → N tarkoittaa vain, etta¨ dom(f) ⊆ Nn, eika¨ etta¨ dom(f) = Nn,
kuten yleensa¨ matematiikassa. Merkinta¨ f : Nn → N tulee siis ta¨ssa¨ kon-
tekstissa ymma¨rta¨a¨ vain tarkoittamaan, etta¨ f on n-paikkainen osittainen
funktio.
Ma¨a¨ritelma¨ 1.4. Olkoon n ∈ N \ {0}. Funktio f : Nn → N on totaali, jos
f(x1, . . . , xn) on ma¨a¨ritelty kaikilla x1, . . . , xn ∈ N, eli jos dom(f) = Nn.
Ma¨a¨ritelma¨ 1.5. Olkoot n ∈ N\{0} ja f, g : Nn → N. Jos dom(f) = dom(g)
ja f(x¯) = g(x¯) kaikilla x¯ ∈ dom(f), niin merkita¨a¨n f = g tai f(x¯) = g(x¯)
kaikilla x¯ ∈ Nn. Voidaan myo¨s kirjoittaa vain lyhyesti f(x¯) = g(x¯) ellei
va¨a¨rinka¨sityksen vaaraa ole.
Ma¨a¨ritelma¨ 1.6. Olkoot k, n ∈ N \ {0}, f : Nk → N ja g1, . . . , gk : Nn → N
funktioita ja olkoon h : Nn → N,
h(x¯) =
f(g1(x¯), . . . , gk(x¯)), jos x¯ ∈
k⋂
i=1
dom(gi) ja (g1(x¯), . . . , gk(x¯)) ∈ dom(f),
ei ma¨a¨ritelty, muuten.
Ta¨llo¨in merkita¨a¨n h(x¯) = f(g1(x¯), . . . , gk(x¯)).
Ma¨a¨ritelma¨ 1.7. Olkoot n ∈ N\{0} ja f : Nn → N. Jos on olemassa URM-
ohjelma P siten, etta¨ P (x¯) ↓ f(x¯) kaikilla x¯ ∈ dom(f) ja P (x¯) ↑ kaikilla
x¯ ∈ Nn \ dom(f), niin sanotaan etta¨ ohjelma P laskee funktion f ja etta¨ f
on URM-laskettava, tai vain laskettava, funktio.
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Laskettavan funktion f laskeva URM-ohjelma ei koskaan ole yksika¨sitteinen,
vaan ta¨llaisia ohjelmia on aina a¨a¨retto¨ma¨n monta. Ta¨ma¨ na¨hda¨a¨n esimerkik-
si seuraavasti. Olkoon P URM-ohjelma, joka laskee funktion f . Nyt kullakin
k ∈ N \ {0} URM-ohjelma, joka saadaan lisa¨a¨ma¨lla¨ ohjelman P alkuun k
kappaletta ka¨skya¨ T(1,1) ja vaihtamalla ohjelman P jokainen hyppyka¨sky
J(m,n,q) ka¨skyyn J(m,n,q+k), laskee myo¨s funktion f .
Lemma 1.8. Olkoot k, n ∈ N\{0}, f : Nk → N ja g1, . . . , gk : Nn → N lasket-
tavia funktioita. Ta¨llo¨in yhdistetty funktio h : Nn → N, h(x¯) = f(g1(x¯), . . . , gk(x¯))
on laskettava.
Todistus. [Cu 2 Th 3.1.]
Tehda¨a¨n seuraava yleinen merkinta¨sopimus: f(x¯) = g(y¯) tarkoittaa, etta¨
joko yhta¨lo¨n molemmat puolet ovat ma¨a¨rittelema¨tto¨mia¨, tai molemmat puo-
let ovat ma¨a¨riteltyja¨ ja samanarvoisia.
Ma¨a¨ritelma¨ 1.9. Olkoot n ∈ N \ {0}, f : Nn → N ja g : Nn+2 → N. Funk-
tioista f ja g rekursiolla saatava funktio h : Nn+1 → N toteuttaa seuraavat
ehdot:{
h(x¯, 0) = f(x¯) kaikilla x¯ ∈ Nn,
h(x¯, y + 1) = g(x¯, y, h(x¯, y)) kaikilla (x¯, y) ∈ Nn+1
Lemma 1.10. Jos f : Nn → N ja g : Nn+2 → N ovat laskettavia, niin myo¨s
niista¨ rekursiolla saatu funktio on laskettava. Lisa¨ksi jos j : N2 → N on las-
kettava, a ∈ N ja h : N→ N toteuttaa ehdot{
h(0) = a,
h(x+ 1) = j(x, h(x)) kaikilla x ∈ N,
niin h on laskettava.
Todistus. [Cu 2 Th 4.4.]
Ma¨a¨ritelma¨ 1.11. Olkoon n ∈ N \ {0} ja f : Nn+1 → N, ja olkoon g : Nn →
N funktio, jolla g(x¯) on kullakin x¯ pienin y, jolle f(x¯, y) = 0 ja f(x¯, z) on
ma¨a¨ritelty kaikilla z < y, jos ta¨llainen y on olemassa; ja muussa tapauksessa
g(x¯) ei ole ma¨a¨ritelty. Ta¨llo¨in merkita¨a¨n g(x¯) = µy(f(x¯, y) = 0) ja sanotaan,
etta¨ g on funktiosta f minimalisaatiolla saatu funktio.
Lemma 1.12. Laskettavasta funktiosta minimalisaatiolla saatu funktio on
laskettava.
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Todistus. [Cu 2 Th 5.2.]
Luonnollisten lukujen joukko ei ole suljettu va¨hennyslaskun suhteen. Ote-
taan ka¨ytto¨o¨n rajoitettu va¨hennyslasku:
Ma¨a¨ritelma¨ 1.13. Jos x, y ∈ N, niin x −˙ y =
{
x− y, jos y < x,
0, muuten.
Lemma 1.14. Seuraavat funktiot ovat laskettavia:
(i) Nollafunktio Nn → N, x¯ 7→ 0, missa¨ n ≥ 1
(ii) Seuraajafunktio N→ N, x 7→ x+ 1
(iii) Projektiofunktiot Prni : Nn → N, Prni (x1, . . . , xn) = xi kaikilla x1, . . . , xn ∈
N, missa¨ n ≥ 1 ja 1 ≤ i ≤ n
(iv) Vakiofunktio N→ N, x 7→ k, kun k ∈ N mielivaltainen vakio
(v) Yhteenlasku N2 → N, (x, y) 7→ x+ y
(vi) Funktio N→ N, x 7→ x −˙ 1
(vii) Rajoitettu va¨hennyslasku N2 → N, (x, y) 7→ x −˙ y
(viii) Kertolasku N2 → N, (x, y) 7→ x · y
(ix) Potenssi N2 → N, (x, y) 7→ xy (ta¨ssa¨ 00 = 1)
Todistus. (i) Seuraava yhden ka¨skyn URM-ohjelma laskee nollafunktion riip-
pumatta luvusta n:
I1: Z(1)




laskee funktion Prni .
(iv) Tapaus k = 0 seuraa (i)-kohdasta. Lisa¨ksi jos funktio f(x) = m
kaikilla x ∈ N on laskettava, niin funktio g(x) = m + 1 kaikilla x ∈ N
voidaan esitta¨a¨ muodossa g = h ◦ f , missa¨ h on seuraajafunktio. Va¨ite siis
pa¨tee kohdan (ii), lemman 1.9. ja induktioperiaatteen nojalla.
(v) Olkoon{
f(x, 0) = Pr11(x),
f(x, y + 1) = Pr33(x, y, f(x, y)) + 1
Projektiofunktiot ja seuraajafunktio ovat laskettavia, joten lemmojen 1.9. ja
1.11. nojalla f on laskettava, ja lisa¨ksi f(x, y) = x+ y kaikilla x, y ∈ N.
(vi) Olkoon{
f(0) = 0,
f(x+ 1) = Pr21(x, f(x))
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Nyt f on laskettava, ja f(x) = x −˙ 1 kaikilla x ∈ N.
(vii) Olkoon{
f(x, 0) = x,
f(x, y + 1) = Pr33(x, y, f(x, y)) −˙ 1
Kohdan (vi) nojalla f on laskettava.
(viii) Olkoon{
f(x, 0) = 0,
f(x, y + 1) = Pr33(x, y, f(x, y)) + Pr
3
1(x, y, f(x, y))
Yhteenlaskun laskettavuudesta seuraa, etta¨ f on laskettava.
(ix) Olkoon{
f(x, 0) = 1,
f(x, y + 1) = Pr33(x, y, f(x, y)) · Pr31(x, y, f(x, y))
Kertolaskun laskettavuudesta seuraa, etta¨ f on laskettava.
Ma¨a¨ritelma¨ 1.15. Olkoon pi : N2 → N, pi(m,n) = 2m · (2n + 1) − 1 ja
pi(3) : N3 → N, pi(3)(m,n, p) = pi(pi(m,n), p).
Lemma 1.16. Funktiot pi ja pi(3) ovat totaaleja ja laskettavia bijektioita, ja
lisa¨ksi pi(m,n) ≥ m,n kaikilla m,n ∈ N.
Todistus. Kaikilla m,n ∈ N pa¨tee 2m ≥ m+1 ≥ 1 ja 2n+1 ≥ n+1 ≥ 1, joten
pi(m,n) = 2m·(2n+1)−1 ≥ 2m−1 ≥ m+1−1 = m ja pi(m,n) = 2m·(2n+1)−
1 ≥ 2n+1−1 ≥ n. Funktion pi laskettavuus seuraa heti edellisesta¨ lemmasta.
Oletetaan sitten, etta¨ pi(m1, n1) = pi(m2, n2). Nyt 2
m1 ·(2n1+1) = 2m2 ·(2n2+
1). Luvut 2n1 + 1 ja 2n2 + 1 ovat parittomia, joten ta¨ytyy olla m1 = m2.
Lisa¨ksi 2m1 6= 0 6= 2m2 , joten saadaan 2n1 +1 = 2n2 +1 ja siis n1 = n2. Siis pi
on injektio. Olkoon sitten y ≥ 1. Nyt luvun y bina¨a¨riesityksessa¨ on ainakin
yksi ykko¨nen. Olkoon a luku, jonka bina¨a¨riesitys on luvun y bina¨a¨riesitys
katkaistuna viimeisen ykko¨sen ja¨lkeen. Nyt luvun a bina¨a¨riesitys pa¨a¨ttyy
ykko¨seen, joten a on pariton. On siis olemassa luku n ∈ N siten, etta¨ a =
2n+1. Siis josm ≥ 0 on luvun y bina¨a¨riesityksen lopussa olevien pera¨kka¨isten
nollien lukuma¨a¨ra¨, niin 2m·(2n+1) = y. Olkoon sitten x ∈ N, jolloin x+1 ≥ 1.
On siis olemassa luvut m,n ∈ N siten, etta¨ 2m · (2n + 1) = x + 1. Ta¨llo¨in
pi(m,n) = x. Siis pi on surjektio.
Funktio pi(3) on yhdistettyna¨ funktiona laskettavista funktioista lasket-
tava. Oletetaan sitten, etta¨ pi(3)(m1, n1, p1) = pi
(3)(m2, n2, p2). Funktio pi on
injektio, joten pi(m1, n1) = pi(m2, n2) ja p1 = p2. Siis edelleen myo¨s m1 = m2
ja n1 = n2, joten pi
(3) on injektio. Olkoon sitten x ∈ N. Funktio pi on sur-
jektio, joten on olemassa luvut a ja b siten, etta¨ pi(a, b) = x. Edelleen on
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olemassa luvut m ja n siten, etta¨ pi(m,n) = a. Ta¨llo¨in pi(3)(m,n, b) = x. Siis
pi(3) on surjektio.
Ma¨a¨ritelma¨ 1.17. Ma¨a¨ritella¨a¨n pi1, pi2 : N → N ja pi(3)1 , pi(3)2 , pi(3)3 : N → N
seuraavasti:
(i) Jos pi(m,n) = x, niin pi1(x) = m ja pi2(x) = n.
(ii) Jos pi(3)(m,n, p) = x, niin pi
(3)
1 (x) = m, pi
(3)
2 (x) = n ja pi
(3)
3 (x) = p.






3 ovat totaaleja ja laskettavia.






3 ovat hyvinma¨a¨riteltyja¨ ja totaale-
ja, koska pi ja pi(3) ovat bijektioita. Olkoon f : N3 → N,{
f(x, y, 0) = (x −˙ pi(y, 0)) + (pi(y, 0) −˙ x),
f(x, y, z + 1) = f(x, y, z) · ((x −˙ pi(y, z + 1)) + (pi(y, z + 1) −˙ x))
Nyt f on totaali ja laskettava. Olkoon h : N2 → N, h(x, y) = f(x, y, x) kaikilla
x, y ∈ N, jolloin myo¨s h on totaali ja laskettava. Olkoon edelleen j : N→ N,
j(x) = µy(h(x, y) = 0) kaikilla x ∈ N, jolloin j on laskettava. Olkoon sitten
x ∈ N. Nyt on olemassa luvut a ja b siten, etta¨ pi(a, b) = x ja lisa¨ksi edellisen
lemman nojalla b ≤ x. Siis h(x, a) = f(x, a, x) = 0. Jos taas c 6= a, niin
h(x, c) 6= 0. Siis j(x) = a = pi1(x), joten pi1 on laskettava. Nyt pi2(x) =




1 = pi1 ◦pi1, pi(3)2 = pi2 ◦pi1 ja pi(3)3 = pi2. Siis pi(3)1 , pi(3)2 ja pi(3)3 ovat
laskettavia.






3 ovat hyo¨dyllisia¨ teknisia¨ tyo¨kaluja,
joista kahdella ensin mainitulla voidaan pakata useampaa lukua koskevaa
informaatiota yhteen lukuun, ja lopuilla purkaa ta¨ma¨ pakattu informaatio
takaisin ulos. Niiden avulla voidaan myo¨s koodata jokainen URM-ohjelma
omaksi luonnolliseksi luvukseen, koodikseen. Ta¨ma¨ antaa la¨hto¨laukauksen
rekursioteoriaan. Otetaan ensin ka¨ytto¨o¨n seuraava URM-ka¨skyjen koodaus
luonnollisiksi luvuiksi, missa¨ pIq ∈ N on ka¨skyn I koodi ja m,n, q ∈ N:
pZ(n)q = 4(n− 1)
pS(n)q = 4(n− 1) + 1
pT (m,n)q = 4pi(m− 1, n− 1) + 2
pJ(m,n, q)q = 4pi(3)(m− 1, n− 1, q − 1) + 3
Na¨in saadaan bijektiivinen vastaavuus URM-ka¨skyjen ja luonnollisten luku-
jen va¨lille.
Olkoon sitten τ :
⋃∞
i=1Ni → N, τ(x1, . . . , xk) = 2x1 + 2x1+x2+1 + . . . +
2x1+...+xk+k−1 − 1 kaikilla k ≥ 1 ja x1, . . . , xk ∈ N. Toisin sanoen luvun
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τ(x1, . . . , xk) + 1 bina¨a¨riesitys saadaan seuraavasti: aloitetaan vasemmalta
ykko¨sella¨ ja xk kappaleella nollia, sitten kirjoitetaan ”erottimeksi” ykko¨nen,
jonka ja¨lkeen xk−1 nollaa, ja jatketaan na¨in kunnes esitys pa¨a¨ttyy x1:een
pera¨kka¨iseen nollaan. Na¨in ollen τ + 1 on bijektio
⋃∞




Kun asetetaan kunkin URM-ohjelman Q = (I1, . . . , In) koodiksi tai in-
deksiksi pQq = τ(pI1q, . . . , pInq), saadaan ohjelmille bijektiivinen koodaus
luonnollisiksi luvuiksi. Ka¨yteta¨a¨n kullakin e ∈ N sille ohjelmalle Q, jolle
pQq = e, merkinta¨a¨ Pe.
Ma¨a¨ritelma¨ 1.19. Merkita¨a¨n ohjelman Pe laskemaa n-paikkaista funktiota
symbolilla ϕ
(n)




e ). Ka¨yteta¨a¨n yksinkertai-




e sijasta merkinto¨ja¨ ϕe ja We.
Sovitaan, etta¨ lauseke ϕ
(n)
f(x¯)(y¯) on ma¨a¨ritelty jos ja vain jos x¯ ∈ dom(f)
ja y¯ ∈ W (n)f(x¯). Asetetaan lisa¨ksi ϕ(n)f(x¯)(y¯) = g(z¯) tarkoittamaan, etta¨ yhta¨lo¨n
molemmat puolet ovat joko ma¨a¨rittelema¨tto¨mia¨ tai ma¨a¨riteltyja¨ ja samanar-
voisia.
Lemma 1.20. (s-m-n -lause)[Cu 4 Th 4.1. & 4.3.] Olkoon m,n ≥ 1 ja
f : Nm+n → N laskettava. Ta¨llo¨in on olemassa totaali ja laskettava s : Nm →
N siten, etta¨ f(x¯, y¯) = ϕ(n)s(x¯)(y¯) kaikilla x¯ ∈ Nm, y¯ ∈ Nn.
Todistus. Olkoon F URM-ohjelma, joka laskee funktion f . Olkoon kullakin
i ≥ 1, a ≥ 0, Q(i, a) jono URM-ka¨skyja¨, jossa ensimma¨inen on Z(i), jota
seuraa a kappaletta ka¨skyja¨ S(i). Olkoon sitten x¯ = (x1, . . . , xm) ∈ Nm ja
Qx¯ seuraava URM-ohjelma:
(T (n,m+n), . . . , T (2,m+2), T (1,m+1), Q(1, x1), Q(2, x2), . . . , Q(m,xm), F
∗(x¯)),
missa¨ F ∗(x¯) on ohjelma joka on saatu ohjelmasta F lisa¨a¨ma¨lla¨ hyppyka¨skyjen
hyppyosoitteisiin eli kolmansiin argumentteihin jonon
(T (n,m + n), . . . , T (2,m + 2), T (1,m + 1), Q(1, x1), Q(2, x2), . . . , Q(m,xm))
ka¨skyjen lukuma¨a¨ra¨. Olkoon s(x¯) = pQx¯q. Jos nyt x¯ ∈ Nm ja y¯ ∈ Nn, niin
f(x¯, y¯) = ϕ
(n)
s(x¯)(y¯). Lisa¨ksi ohjelmia Qx¯ ja URM-ohjelmien koodausta ana-
lysoimalla voidaan osoittaa, etta¨ s on laskettava. Voidaan myo¨s vedota niin
kutsuttuun Churchin teesiin ([Cu 3 7]), jonka mukaan jokainen intuitiivisesti
algoritmilla laskettava funktio on URM-laskettava.
Ellei va¨a¨rinka¨sityksen vaaraa ole, voidaan s-m-n -lauseen tilanteessa kir-
joittaa lyhyesti f(x¯, y¯) = ϕ
(n)
s(x¯)(y¯). Seuraava havainto on jatkossa hyo¨dyllinen:
Propositio 1.21. s-m-n -lauseen todistuksessa konstruoitu funktio s on jo-
kaisen argumenttinsa suhteen aidosti kasvava.
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Todistus. Olkoot f ja s kuten s-m-n -lauseen todistuksessa ja x¯ = (x1, . . . , xm)
∈ Nm. Olkoot Q1 = Ps(x¯) ja Q2 = Ps(x1,...,xi−1,xi+1,xi+1,...,xm). Ta¨llo¨in ohjelmas-
sa Q2 on yksi ka¨sky enemma¨n kuin ohjelmassa Q1. Olkoon c = pS(i)q =
4(i− 1) + 1 ≥ 1 ja olkoon ohjelman Q1 ka¨skyjen koodit a1, . . . , ap. Nyt ohjel-




k ja ak ovat
joko samoja, tai eroavat siten, etta¨ ak = pJ(e, r, t)q ja a′k = pJ(e, r, t + 1)q
(johtuen mahdollisten hyppyka¨skyosoitteiden korjauksista s-m-n -lauseen to-
distuksessa). Koska pi on selva¨sti argumenttiensa suhteen aidosti kasvava,
saadaan ta¨ssa¨ tapauksessa a′k = pJ(e, r, t+ 1)q = 4pi(3)(e− 1, r − 1, t) + 3 =
4pi(pi(e−1, r−1), t)+3 > 4pi(pi(e−1, r−1), t−1)+3 = 4pi(3)(e−1, r−1, t−1)+
3 = pJ(e, r, t)q = ak. Siis joka tapauksessa a′k ≥ ak kaikilla k. Nyt saadaan
s(x1, . . . , xi−1, xi + 1, xi+1, . . . , xm) = pQ2q = τ(a1, . . . , aj−1, c, a′j, . . . , a′p) =
2a1 + . . . + 2a1+...+aj−1+j−2 + 2a1+...+aj−1+c+j−1 + 2a1+...+aj−1+c+a
′





p+p − 1 ≥
2a1 + . . . + 2a1+...+aj−1+j−2 + 2a1+...+aj−1+c+j−1 + 2a1+...+aj−1+c+aj+j + . . . +
2a1+...+aj−1+c+aj+...+ap+p − 1 >
2a1 +. . .+2a1+...+aj−1+j−2 +2a1+...+aj−1+c+aj+j+. . .+2a1+...+aj−1+c+aj+...+ap+p−
1 >
2a1 +. . .+2a1+...+aj−1+j−2+2a1+...+aj−1+aj+j−1+. . .+2a1+...+aj−1+aj+...+ap+p−1−
1 = τ(a1, . . . , ap) = pQ1q = s(x¯).
Ma¨a¨ritelma¨ 1.22. Merkita¨a¨n universaalifunktioita ψ
(n)
U : Nn+1 → N, ψ(n)U (e, x¯) =
ϕ
(n)
e (x¯). Ka¨yteta¨a¨n merkinna¨n ψ
(1)
U sijasta yksinkertaisesti merkinta¨a¨ ψU .
Lemma 1.23. Universaalifunktiot ovat laskettavia.
Todistus. [Cu 5 Th 1.2.]
Universaalifunktioiden laskettavuus on yhdessa¨ s-m-n -lauseen kanssa re-
kursioteorian fundamentaalisimpia perustuloksia.
Lemma 1.24. (i) Jos n ≥ 1, niin funktio Sn : Nn+3 → N,
Sn(e, x¯, y, t) =
{
1, jos Pe(x¯) ↓ y eninta¨a¨n t askeleessa,
0, muuten.
on laskettava.
(ii) Jos n ≥ 1, niin funktio Hn : Nn+2 → N,
Hn(e, x¯, t) =
{




Todistus. [Cu 5 Cor 1.3.]
Ka¨yteta¨a¨n funktioille S1 ja H1 yksinkertaisesti merkinto¨ja¨ S ja H. Kiin-
niteta¨a¨n pysyva¨sti universaalifunktioiden ja edellisessa¨ lemmassa esiintyvien
funktioiden ma¨a¨ritelma¨t.
Ma¨a¨ritelma¨ 1.25. Olkoon A ⊆ Nn. Joukon A karakteristinen funktio on
funktio f : Nn → N,
f(x¯) =
{
1, jos x¯ ∈ A,
0, jos x¯ /∈ A.
Ma¨a¨ritelma¨ 1.26. Olkoon A ⊆ Nn. Joukon A osittainen karakteristinen
funktio on funktio f : Nn → N,
f(x¯) =
{
1, jos x¯ ∈ A,
ei ma¨a¨ritelty, jos x¯ /∈ A.
Ma¨a¨ritelma¨ 1.27. Joukko A ⊆ Nn on ratkeava eli rekursiivinen, jos sen
karakteristinen funktio on laskettava.
Ma¨a¨ritelma¨ 1.28. Joukko A ⊆ Nn on osittain ratkeava, jos sen osittainen
karakteristinen funktio on laskettava.
Ma¨a¨ritelma¨ 1.29. Jos A ⊆ N on osittain ratkeava, niin sanotaan, etta¨ A
on rekursiivisesti lueteltava.
Lemma 1.30. A¨a¨rellinen A ⊆ Nn on rekursiivinen.
Todistus. Jos A = ∅, niin laskettava funktio x¯ 7→ 0 on joukon A karakte-
ristinen funktio. Jos A = {a¯}, niin laskettava funktio x¯ 7→ 1 −˙ ((Prn1 (x¯) −˙
Prn1 (a¯))+(Pr
n
1 (a¯)−˙Prn1 (x¯))+. . .+(Prnn(x¯)−˙Prnn(a¯))+(Prnn(a¯)−˙Prnn(x¯))) on
joukon A karakteristinen funktio. Joukon {a¯1, . . . , a¯k} ⊆ Nn karakteristinen
funktio on g = f1 + . . .+ fk, missa¨ fi on kunkin yksio¨n {a¯i} karakteristinen
funktio. Siis g on laskettavien funktioiden summana laskettava.
Lemma 1.31. Jos A ⊆ Nn on rekursiivinen, niin myo¨s joukko Nn \ A on
rekursiivinen.
Todistus. Olkoon f : Nn → N joukon A karakteristinen funktio. Nyt x¯ 7→
1 −˙ f(x¯) on joukon Nn \ A karakteristinen funktio.
Lemma 1.32. Ratkeava joukko on myo¨s osittain ratkeava.
Todistus. Olkoon A ⊆ Nn ratkeava ja f sen karakteristinen funktio. Nyt
laskettava funktio h : Nn → N, h(x¯) = 1 + µy(y + (1 −˙ f(x¯)) = 0) on joukon
A osittainen karakteristinen funktio.
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Korollaari 1.33. Rekursiivinen A ⊆ N on myo¨s rekursiivisesti lueteltava.
Lemma 1.34. A ⊆ Nn on osittain ratkeava jos ja vain jos A = W (n)e jollain
e ∈ N.
Todistus. Olkoon A ⊆ Nn osittain ratkeava ja olkoon f sen osittainen karak-
teristinen funktio, joka siis on laskettava. Olkoon e ∈ N sellainen luku, etta¨
ϕ
(n)
e = f . Nyt A = W
(n)
e .
Olkoon sitten ka¨a¨nta¨en e ∈ N ja A = W (n)e . Nyt x¯ 7→ Pr22(ϕ(n)e (x¯), 1) on
joukon A osittainen karakteristinen funktio ja lisa¨ksi yhdistettyna¨ kuvaukse-
na laskettavista funktioista laskettava.
Nimitys ”rekursiivisesti lueteltava”tulee seuraavasta lemmasta: totaali ja
laskettava yksipaikkainen funktio luettelee epa¨tyhja¨n rekursiivisesti luetelta-
van joukon ja¨senet.
Lemma 1.35. (i) Jos f : Nn → N on laskettava, niin ran(f) on rekursiivi-
sesti lueteltava.
(ii) Jos A 6= ∅ on rekursiivisesti lueteltava, niin on olemassa totaali ja
laskettava f : N→ N siten, etta¨ A = ran(f).
Todistus. [Cu 7 Th 2.7.]
Lemma 1.36. Kahden rekursiivisesti lueteltavan joukon yhdiste ja leikkaus
ovat rekursiivisesti lueteltavia.
Todistus. Olkoot A,B ⊆ N rekursiivisesti lueteltavia ja ϕa ja ϕb niiden
osittaiset karakteristiset funktiot. Nyt A ∪ B on laskettavan funktion x 7→
µt(1 −˙ (H(a, x, t) +H(b, x, t)) = 0) ma¨a¨rittelyjoukkona rekursiivisesti luetel-
tava. Lisa¨ksi laskettava funktio x 7→ ϕa(x) ·ϕb(x) on joukon A∩B osittainen
karakteristinen funktio.
Lemma 1.37. (i) Jos f : N→ N on totaali ja aidosti kasvava, niin f(x) ≥ x
kaikilla x ∈ N.
(ii) Jos lisa¨ksi f(0) > 0, niin f(x) > x kaikilla x ∈ N.
Todistus. (i) Todistetaan va¨ite induktiolla luvun x suhteen.
Alkuaskel: Triviaalisti f(0) ≥ 0.
Induktio-oletus: f(k) ≥ k.
Nyt f(k + 1) > f(k) ≥ k, joten f(k + 1) > k eli f(k + 1) ≥ k + 1, mika¨
induktioperiaatteen nojalla todistaa va¨itteen.
(ii) Vastaavasti kuin (i).
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Lemma 1.38. A¨a¨reto¨n rekursiivisesti lueteltava joukko sisa¨lta¨a¨ a¨a¨retto¨ma¨n
rekursiivisen osajoukon.
Todistus. [Cu 7 Th 2.15.]
Ma¨a¨ritelma¨ 1.39. Joukko A ⊆ N on immuuni, jos A on a¨a¨reto¨n, mutta A
ei sisa¨lla¨ a¨a¨reto¨nta¨ rekursiivisesti lueteltavaa osajoukkoa.
Ma¨a¨ritelma¨ 1.40. Joukko A ⊆ N on yksinkertainen, jos A on rekursiivisesti
lueteltava ja N \ A on immuuni.
Lemma 1.41. On olemassa yksinkertainen joukko.
Todistus. [Cu 7 Th 4.3.]
Seuraavaksi esitetta¨va¨ Kleenen toinen rekursiolause on voimakas ja mo-
nipuolinen tyo¨kalu, jolla on - kuten luvussa 6 tullaan huomaamaan - kenties
ylla¨tta¨va¨kin yhteys numeroituvien ordinaalien teoriaan.
Lemma 1.42. (Rekursiolause) Jos f : N → N on totaali ja laskettava, niin
on olemassa a¨a¨retto¨ma¨n monta lukua n siten, etta¨ ϕf(n) = ϕn.
Todistus. [Cu 11 Cor 1.3.]
Ma¨a¨ritelma¨ 1.43. Joukko A ⊆ N on produktiivinen, jos on olemassa to-
taali ja laskettava g : N → N siten, etta¨ kaikilla x ∈ N pa¨tee seuraava ehto:
jos Wx ⊆ A, niin g(x) ∈ A \ Wx. Ta¨llo¨in sanotaan, etta¨ g on joukon A
produktiivinen funktio.
Ma¨a¨ritelma¨ 1.44. Funktio on produktiivinen, jos se on jonkin joukon pro-
duktiivinen funktio.
Lemma 1.45. Jos A ⊆ N on produktiivinen, niin A ei ole rekursiivisesti
lueteltava.
Todistus. Olkoon g joukon A produktiivinen funktio. Tehda¨a¨n vastaoletus: A
on rekursiivisesti lueteltava. Nyt on olemassa luku e ∈ N siten, etta¨ A = We.
Siis We ⊆ A, joten g(e) ∈ A \We = ∅, mika¨ on ristiriita.
Ma¨a¨ritelma¨ 1.46. Sanotaan, etta¨ joukko A ⊆ N on luova, jos A on rekur-
siivisesti lueteltava ja N \ A on produktiivinen.
Kanoninen esimerkki luovasta joukosta on niin kutsutun pysa¨htymisongelman([Cu
6 Th 1.3.]) diagonaali K.
Ma¨a¨ritelma¨ 1.47. Merkita¨a¨n K = {x ∈ N : x ∈ Wx } ja K = N \ K =
{x ∈ N : x /∈ Wx }.
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Lemma 1.48. K on luova.
Todistus. JoukkoK on laskettavan funktion f(x) = ψU(x, x) ma¨a¨rittelyjoukkona
rekursiivisesti lueteltava. Oletetaan sitten, etta¨ Wx ⊆ K. Tehda¨a¨n vastaole-
tus: x ∈ Wx. Nyt x ∈ K, ja toisaalta x ∈ Wx ⊆ K, mika¨ on ristiriita. Siis
x /∈ Wx ja siis x ∈ K. Siis identtinen kuvaus g(x) = x, joka on lemman 1.15.
kohdan (iii) nojalla laskettava, on joukon K produktiivinen funktio.
Lemma 1.49. [Cu 7 Th 3.11.] Produktiivinen joukko sisa¨lta¨a¨ a¨a¨retto¨ma¨n
rekursiivisesti lueteltavan osajoukon.
Todistus. Olkoon g : N → N joukon A ⊆ N produktiivinen funktio. Olkoon
e ∈ N sellainen luku, etta¨ g = ϕe ja olkoon f : N2 → N, f(x, y) =
µt(1−˙H(x, y, t)−˙S(e, x, y, t) = 0). Nyt f on laskettava ja f(x, y) on ma¨a¨ritelty
jos ja vain jos y ∈ Wx tai y = g(x), eli jos ja vain jos y ∈ Wx ∪ {g(x)}.
s-m-n -lauseen nojalla on olemassa totaali ja laskettava s : N → N siten,
etta¨ ϕs(x)(y) = f(x, y). Siis y ∈ Ws(x) jos ja vain jos y ∈ Wx ∪ {g(x)}, jo-
ten Ws(x) = Wx ∪ {g(x)} kaikilla x ∈ N. Olkoon a ∈ N sellainen luku, etta¨
Wa = ∅. Olkoon h : N→ N,{
h(0) = a,
h(x+ 1) = s(h(x)), kaikilla x ∈ N.
Nyt h on totaali ja laskettava. Osoitetaan induktiolla, etta¨ Wh(x) ⊆ A kaikilla
x ∈ N.
Alkuaskel: Wh(0) = Wa = ∅ ⊆ A.
Induktio-oletus: Wh(y) ⊆ A.
Nyt Wh(y+1) = Ws(h(y)) = Wh(y) ∪ {g(h(y))} ⊆ A, koska Wh(y) ⊆ A ja siis
g(h(y)) ∈ A \Wh(y).
Siis Wh(x) ⊆ A kaikilla x ∈ N. Siis ran(j) ⊆ A, kun ma¨a¨ritella¨a¨n j : N→
N, j(x) = g(h(x)) kaikilla x ∈ N. Lisa¨ksi j on laskettava, joten ran(j) on
rekursiivisesti lueteltava. Na¨yteta¨a¨n viela¨, etta¨ ran(j) on a¨a¨reto¨n. Ensiksi
kaikilla x ∈ N pa¨tee Wh(x) ⊆ Wh(x) ∪ {g(h(x))} = Ws(h(x)) = Wh(x+1). Siis
kaikilla y, z ∈ N, y ≤ z, pa¨tee Wh(y) ⊆ Wh(z). Tehda¨a¨n vastaoletus: on
olemassa n, k ∈ N, n 6= k, siten etta¨ j(n) = j(k). Voidaan olettaa, etta¨
k < n, jolloin k + 1 ≤ n. Nyt g(h(n)) = j(n) = j(k) = g(h(k)) ∈ Ws(h(k)) =
Wh(k+1) ⊆ Wh(n) mika¨ on ristiriita funktion g produktiivisuuden kanssa. Siis
j on injektio ja siis ran(j) on a¨a¨reto¨n.
Lemma 1.50. [Cu 7 Th 3.2.] Olkoot A,B ⊆ N, A produktiivinen ja olkoon
f : N→ N totaali ja laskettava funktio siten, etta¨ kaikilla x ∈ N pa¨tee ehto:
f(x) ∈ B jos ja vain jos x ∈ A. Nyt B on produktiivinen.
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Todistus. Olkoon h : N2 → N, h(x, y) = ψU(x, f(y)). Nyt h on laskettava.
s-m-n -lauseen nojalla on olemassa totaali ja laskettava s : N→ N siten, etta¨
ϕs(x)(y) = h(x, y). Siis ϕs(x)(y) on ma¨a¨ritelty jos ja vain jos f(y) ∈ Wx.
Lisa¨ksi f(y) ∈ Wx jos ja vain jos y ∈ f−1[Wx]. Siis Ws(x) = f−1[Wx] kaikilla
x ∈ N. Olkoon g : N→ N joukon A produktiivinen funktio ja olkoon Wx ⊆ B.
Olkoon y ∈ Ws(x) = f−1[Wx]. Nyt f(y) ∈ Wx ⊆ B, joten y ∈ A. Siis
Ws(x) ⊆ A, joten g(s(x)) ∈ A\Ws(x) = A\f−1[Wx]. Siis f(g(s(x))) ∈ B \Wx.
Siis f ◦ g ◦ s on joukon B produktiivinen funktio.
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2 Produktiivisista joukoista ja funktioista
Teoreema 2.1. Olkoon g joukon A ⊆ N produktiivinen funktio, B ⊆ A ja
ran(g) ∩ A ⊆ B. Ta¨llo¨in g on myo¨s joukon B produktiivinen funktio.
Todistus. Olkoon Wx ⊆ B. Nyt Wx ⊆ A. Siis g(x) ∈ A \ Wx, eli g(x) ∈
A ja g(x) /∈ Wx. Lisa¨ksi g(x) ∈ ran(g). Siis g(x) ∈ ran(g) ∩ A, joten g(x) ∈
B. Siis g(x) ∈ B \ Wx. Lisa¨ksi g on joukon A produktiivisena funktiona
totaali ja laskettava. Siis g on joukon B produktiivinen funktio ja B siis
produktiivinen.
Korollaari 2.2. Jos g on joukon A ⊆ N produktiivinen funktio, niin g on
myo¨s joukon ran(g) ∩ A produktiivinen funktio.
Todistus. Ylla¨ voidaan valita B = ran(g)∩A. Nyt B ⊆ A ja ran(g)∩A ⊆ B.
Siis g on joukon B = ran(g) ∩ A produktiivinen funktio.
Lemma 2.3. Mielivaltaisilla joukoilla C ja D pa¨tee C ∩D = C \ (C \D) .
Todistus. Olkoot C ja D joukkoja ja x ∈ C ∩ D. Nyt x ∈ C ja x ∈ D.
Jos x ∈ C \ D, niin x /∈ D. Siis x /∈ C \ D, ja siis x ∈ C \ (C \ D) . Siis
C ∩D ⊆ C \ (C \D) .
Olkoon sitten x ∈ C \ (C \D) . Nyt x ∈ C. Jos x /∈ D, niin x ∈ C \D, mika¨
on ristiriita. Siis x ∈ D, joten x ∈ C ∩D. Siis C \ (C \D) ⊆ C ∩D.
Siis C ∩D = C \ (C \D) .
Propositio 2.4. Jos g on joukon A produktiivinen funktio, niin
N \ ( ran(g) \ A) ei ole rekursiivisesti lueteltava.
Todistus. Tehda¨a¨n vastaoletus: N\ ( ran(g)\A) on rekursiivisesti lueteltava.
Funktio g on laskettava, joten ran(g) on rekursiivisesti lueteltava. Edellisen
lemman nojalla ran(g) ∩ A = ran(g) \ ( ran(g) \ A) =
ran(g)∩ (N\ ( ran(g)\A) ) , joka on kahden rekursiivisesti lueteltavan joukon
leikkauksena rekursiivisesti lueteltava. Ta¨ma¨ on ristiriita edellisen korollaarin
kanssa.
Korollaari 2.5. Jos g on joukon A ⊆ N produktiivinen funktio, niin
ran(g) \ A ei ole rekursiivinen.
Todistus. Tehda¨a¨n vastaoletus: ran(g)\A on rekursiivinen. Nyt lemman 1.32.
nojalla N\( ran(g)\A) on rekursiivinen, ja siis rekursiivisesti lueteltava, mika¨
on ristiriita edellisen proposition kanssa.
Erityisesti ran(g) \ A on epa¨tyhja¨, ja pera¨ti a¨a¨reto¨n.
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Teoreema 2.6. [Cu 7 Ex 3.13. 3] Olkoon B ⊆ N rekursiivisesti lueteltava,
A ⊆ N ja A ∩B produktiivinen. Ta¨llo¨in A on produktiivinen.
Todistus. Olkoon fB joukon B osittainen karakteristinen funktio, joka siis on
laskettava ja olkoon g joukon A∩B produktiivinen funktio. Olkoon h(x, y) =
ψU(x, y) · fB(y). Nyt h on laskettava, ja s-m-n -lauseen nojalla on olemassa
totaali ja laskettava s : N→ N siten, etta¨ ϕs(x)(y) = h(x, y) = ϕx(y) · fB(y).
Siis Ws(x) = Wx∩B kaikilla x ∈ N. Olkoon Wx ⊆ A. Nyt Ws(x) ⊆ A∩B, joten
g(s(x)) ∈ (A∩B)\Ws(x). Siis g(s(x)) ∈ A, g(s(x)) ∈ B ja g(s(x)) /∈ Wx∩B.
Siis g(s(x)) /∈ Wx. Lisa¨ksi g on totaali ja laskettava, joten g ◦ s on totaali ja
laskettava. Siis g ◦ s joukon A produktiivinen funktio.
Erityisesti joukolla A on siis produktiivinen funktio p, jolla p(x) ∈ A∩B
aina kun Wx ⊆ A. Ta¨llainen funktio on esimerkiksi g ◦ s.
Nyt teoreemaa 2.1. voidaan osin vahventaa seuraavasti:
Propositio 2.7. Olkoon X ⊆ N produktiivinen ja g sen produktiivinen funk-
tio, Y ⊆ N, ja ran(g) ∩ Y = ran(g) ∩X. Nyt Y on produktiivinen.
Todistus. Korollaarin 2.2. nojalla ran(g) ∩ X on produktiivinen. Siis Y ∩
ran(g) on produktiivinen. Lisa¨ksi ran(g) on rekursiivisesti lueteltava, joten
edellisen teoreeman nojalla Y on produktiivinen.
Jos nimitta¨in teoreeman 2.1. oletukset ovat voimassa, eli g on joukon A
produktiivinen funktio, B ⊆ A ja ran(g) ∩ A ⊆ B, niin ensinna¨kin ran(g) ∩
B ⊆ ran(g)∩A. Lisa¨ksi ran(g)∩A ⊆ ran(g) ja koska lisa¨ksi ran(g)∩A ⊆ B,
saadaan ran(g) ∩ A ⊆ ran(g) ∩ B. Siis ran(g) ∩ B = ran(g) ∩ A, jolloin B
on edellisen proposition nojalla produktiivinen. Erona on kuitenkin se, etta¨
teoreeman 2.1. tapauksessa erityisesti g on joukon B produktiivinen funktio.
Ylla¨ na¨in ei va¨ltta¨ma¨tta¨ ole.
Teoreema 2.8. Oletetaan, etta¨ A ⊆ N on produktiivinen, ja etta¨ on olemassa
rekursiivisesti lueteltava B ⊆ N siten, etta¨ N\B on a¨a¨reto¨n ja A ⊆ B. Ta¨llo¨in
on olemassa 2ℵ0 produktiivista joukkoa P ⊇ A.
Todistus. Olkoon C ⊆ N \B. Nyt (A∪C)∩B = A, joten A∪C on edellisen
teoreeman nojalla produktiivinen. Olkoot C,D ⊆ N\B,C 6= D. Nyt A∪C 6=
A ∪D. Lisa¨ksi joukolla N \B on 2ℵ0 osajoukkoa.
Lemma 2.9. Olkoon A ⊆ N, N \ A a¨a¨reto¨n. Ta¨llo¨in seuraavat ehdot ovat
yhta¨pita¨va¨t:
(i) on olemassa rekursiivinen R ⊆ N, jolla N \R on a¨a¨reto¨n ja A ⊆ R
(ii) N \ A ei ole immuuni
19
Todistus. Oletetaan, etta¨ on olemassa rekursiivinen R ⊆ N, jolla N \ R on
a¨a¨reto¨n ja A ⊆ R. Nyt N\R on rekursiivinen ja siis rekursiivisesti lueteltava.
Lisa¨ksi N \R ⊆ N \ A, joten N \ A ei ole immuuni.
Oletetaan sitten, etta¨ N\A ei ole immuuni. Koska N\A on lisa¨ksi a¨a¨reto¨n,
niin on olemassa a¨a¨reto¨n rekursiivisesti lueteltava B, jolla B ⊆ N \ A. Lem-
man 1.38. nojalla on olemassa a¨a¨reto¨n ja rekursiivinen S ⊆ B. Nyt N \ S on
rekursiivinen ja A ⊆ N \B ⊆ N \ S.
Teoreema 2.10. Olkoon A sellainen produktiivinen joukko, etta¨ N\A ei ole
immuuni. Ta¨llo¨in on olemassa 2ℵ0 produktiivista joukkoa P ⊇ A.
Todistus. A ei ole rekursiivinen, joten N\A on a¨a¨reto¨n. Koska lisa¨ksi N\A ei
ole immuuni, niin edellisen lemman nojalla on olemassa rekursiivinen R ⊆ N,
jolla N\R a¨a¨reto¨n ja A ⊆ R. Va¨ite siis pa¨tee edellisen teoreeman nojalla.
Mielivaltaiselle produktiiviselle joukolle saadaan heikompi tulos:
Teoreema 2.11. Olkoon A ⊆ N produktiivinen. Nyt on olemassa a¨a¨retto¨ma¨n
monta produktiivista P ⊇ A.
Todistus. A ei ole rekursiivinen, joten N \ A on a¨a¨reto¨n. Olkoon a, b ∈
N \ A, a 6= b. Nyt N \ {a} on rekursiivisesti lueteltava ja (A ∪ {a}) ∩ (N \
{a}) = A. Siis A ∪ {a} on teoreeman 2.6. nojalla produktiivinen. Lisa¨ksi
A ∪ {a} 6= A ∪ {b}.
Teoreema 2.12. Olkoon B ⊆ N rekursiivisesti lueteltava, A ⊆ N ja A ∪ B
produktiivinen. Ta¨llo¨in A on produktiivinen.
Todistus. Olkoon ϕe joukon B osittainen karakteristinen funktio, ja olkoon
g joukon A ∪B produktiivinen funktio. Olkoon h(x, y) =
µt(1 −˙ (H(x, y, t) + H(e, y, t)) = 0). Nyt h on laskettava, ja s-m-n -lauseen
nojalla on olemassa totaali ja laskettava s : N → N siten, etta¨ ϕs(x)(y) =
h(x, y). Siis ϕs(x)(y) on ma¨a¨ritelty ⇐⇒ ϕx(y) on ma¨a¨ritelty tai ϕe(y) on
ma¨a¨ritelty ⇐⇒ y ∈ Wx ∪ B. Siis Ws(x) = Wx ∪ B kaikilla x ∈ N. Olkoon
Wx ⊆ A. Nyt Ws(x) ⊆ A ∪B, joten g(s(x)) ∈ (A ∪B) \Ws(x). Siis g(s(x)) ∈
A ∪ B ja g(s(x)) /∈ Ws(x) ⊇ B. Siis g(s(x)) /∈ B. Siis g(s(x)) ∈ A. Lisa¨ksi
Wx ⊆ Ws(x), joten g(s(x)) /∈ Wx. Siis g ◦ s on joukon A produktiivinen
funktio.
Erityisesti joukolla A on siis produktiivinen funktio p, jolle p(x) ∈ A \B
aina kun Wx ⊆ A. Ta¨llainen funktio on esimerkiksi g ◦ s.
Teoreema 2.13. [De II Cor 2] Olkoon A ⊆ N produktiivinen. Nyt on ole-
massa 2ℵ0 produktiivista joukkoa P ⊆ A.
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Todistus. Lemman 1.49. nojalla on olemassa a¨a¨reto¨n ja rekursiivisesti luetel-
tava B ⊆ A. Olkoon C ⊆ B. Nyt A\B,C,B ⊆ A, joten (A\B)∪C∪B ⊆ A.
Olkoon sitten x ∈ A. Jos x /∈ B, niin x ∈ A \ B. Siis joka tapauksessa
x ∈ (A \B)∪C ∪B, ja siis A ⊆ (A \B)∪C ∪B. Siis (A \B)∪C ∪B = A,
joten (A \ B) ∪ C on edellisen teoreeman nojalla produktiivinen. Olkoot
C,D ⊆ B,C 6= D. Nyt x ∈ C ⇒ x ∈ B ⇒ x /∈ A \ B. Siis (A \ B) ∩ C = ∅,
joten (A \B) ∪ C 6= (A \B) ∪D. Lisa¨ksi joukolla B on 2ℵ0 osajoukkoa.
On ilmeista¨, etta¨ produktiivisen joukon produktiivinen funktio ei koskaan
ole yksika¨sitteinen. Seuraava teoreema antaa vahvemman tuloksen. Todiste-
taan ensin lemma:
Lemma 2.14. On olemassa totaali ja laskettava u : N → N siten, etta¨ kai-
killa e ∈ N pa¨tee: jos ϕe on totaali ja aidosti kasvava, niin ϕu(e) on joukon
ran(ϕe) karakteristinen funktio.
Todistus. Olkoon f : N3 → N,{
f(e, x, 0) = (x −˙ ψU(e, 0)) + (ψU(e, 0) −˙ x),
f(e, x, y + 1) = f(e, x, y) · ((x −˙ ψU(e, y + 1)) + (ψU(e, y + 1) −˙ x))
Nyt f on laskettava. Olkoon j : N2 → N, j(e, x) = 1 −˙ f(e, x, x).
s-m-n -lauseen nojalla on olemassa totaali ja laskettava u : N→ N siten, etta¨
ϕu(e)(x) = j(e, x). Jos ϕe on totaali ja aidosti kasvava, niin lemman 1.37.
kohdan (i) nojalla ϕu(e) on joukon ran(ϕe) karakteristinen funktio.
Teoreema 2.15. Olkoon A ⊆ N produktiivinen. Nyt on olemassa totaali,
laskettava ja aidosti kasvava s : N → N siten, etta¨ ϕs(n) on joukon A pro-
duktiivinen funktio jokaisella n ∈ N, ja lisa¨ksi funktiot ϕs(m) ja ϕs(n) eroavat
toisistaan a¨a¨retto¨ma¨n monessa pisteessa¨ kaikilla m,n ∈ N,m 6= n.
Todistus. Olkoon f : N2 → N, f(x, y) = 0 kaikilla x, y ∈ N ja p : N → N
s-m-n -lauseen todistuksen mukainen totaali ja laskettava funktio siten, etta¨
ϕp(x)(y) = f(x, y). Ta¨llo¨in p on aidosti kasvava, joten ran(p) on a¨a¨reto¨n.
Lisa¨ksi jos z ∈ ran(p), niin on olemassa x ∈ N siten, etta¨ p(x) = z, jolloin
Wz = Wp(x) = N. Olkoon e ∈ N sellainen luku, etta¨ ϕe = p ja olkoon u
kuten edellisessa¨ lemmassa. Ta¨llo¨in ϕu(e) on joukon ran(ϕe) = ran(p) karak-
teristinen funktio. Merkita¨a¨n h = ϕu(e). Olkoon g joukon A produktiivinen
funktio ja olkoon j : N2 → N, j(n, x) = g(x) · (1 −˙h(x))+n ·h(x), jolloin j on
laskettava. Olkoon s : N → N s-m-n -lauseen todistuksen mukainen totaali
ja laskettava funktio siten, etta¨ ϕs(n)(x) = j(n, x), jolloin s on myo¨s aidosti
kasvava.
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Olkoon sitten n ∈ N ja olkoon x ∈ N sellainen luku, etta¨ Wx ⊆ A. Nyt
Wx 6= N, joten x /∈ ran(p). Siis h(x) = 0, joten ϕs(n)(x) = g(x) ∈ A \Wx.
Siis ϕs(n) on joukon A produktiivinen funktio. Lisa¨ksi jos m,n ∈ N,m 6= n
ja x ∈ ran(p), niin ϕs(m)(x) = m 6= n = ϕs(n)(x).
Kuten aiemmin todettiin, jos g on jonkin joukon A ⊆ N produktiivinen
funktio, niin ran(g) \ A on a¨a¨reto¨n. Produktiivisen funktion arvojoukko on
siis a¨a¨reto¨n. On kuitenkin myo¨s pera¨ti laskettavia totaaleja surjektioita N→
N, jotka eiva¨t ole minka¨a¨n joukon produktiivisia funktioita, kuten kohta
na¨hda¨a¨n. Itse asiassa on mahdollista tuottaa laskettavalla tavalla a¨a¨retto¨ma¨n
monta toisistaan pareittain a¨a¨retto¨ma¨n monessa pisteessa¨ eroavaa ta¨llaista
totaalia surjektiota.
Propositio 2.16. On olemassa totaali ja laskettava s : N → N siten, etta¨
kaikilla n,m ∈ N, n 6= m, pa¨tee
(i) ϕs(n) on totaali surjektio, joka ei ole produktiivinen, ja
(ii) ϕs(n) ja ϕs(m) eroavat toisistaan a¨a¨retto¨ma¨n monessa pisteessa¨.
Todistus. Olkoot a, b ∈ N sellaiset luvut, etta¨ a < b, Wa = ∅ ja Wb = {1}.
Olkoon h : N2 → N, h(n, x) = (1 −˙ (x −˙ b)) + (x −˙ (b+ 1 +n)). s-m-n -lauseen
nojalla on olemassa totaali ja laskettava s : N → N siten, etta¨ ϕs(n)(x) =
h(n, x). Olkoon k, y ∈ N. Nyt ϕs(k)(y + b+ 1 + k) = h(k, y + b+ 1 + k) = y.
Siis ϕs(k) on surjektio. Tehda¨a¨n sitten vastaoletus: on olemassa A ⊆ N siten,
etta¨ ϕs(k) on joukon A produktiivinen funktio. Nyt ∅ = Wa ⊆ A, joten
1 = h(k, a) = ϕs(k)(a) ∈ A. Siis Wb = {1} ⊆ A. Kuitenkin ϕs(k)(b) =
h(k, b) = 1 ∈ Wb, joten ϕs(k) ei ole joukon A produktiivinen funktio, mika¨ on
ristiriita.
Olkoot sitten p, q ∈ N, p 6= q. Kun x ≥ max{b + 1 + p, b + 1 + q}, niin
ϕs(p)(x) = x− b− 1− p 6= x− b− 1− q = ϕs(q)(x), joten ϕs(p) ja ϕs(q) eroavat
toisistaan a¨a¨retto¨ma¨n monessa pisteessa¨.
Luonnollinen jatkokysymys on, onko jokainen totaali ja laskettava injektio
produktiivinen. Na¨in todellakin on. Itse asiassa enemma¨nkin on totta:
Teoreema 2.17. Olkoon g : N → N totaali ja laskettava injektio. Nyt on
olemassa 2ℵ0 joukkoa X ⊆ N siten, etta¨ g on joukon X produktiivinen funktio.
Todistus. Olkoon A = { g(x) : g(x) /∈ Wx } ja B = { g(x) : Wx = N }.
Funktio g on injektio, joten B on a¨a¨reto¨n. Olkoon b ∈ B. Nyt on olemassa
a ∈ N siten, etta¨ g(a) = b ja Wa = N. Siis g(a) ∈ Wa. Koska g on injektio,
niin b = g(a) /∈ A. Siis A ∩ B = ∅. Olkoot sitten C,D ( B, C 6= D. Nyt
A ∪ C 6= A ∪ D. Olkoon Wx ⊆ A ∪ C. Tehda¨a¨n vastaoletus: g(x) ∈ Wx.
Nyt g(x) ∈ A tai g(x) ∈ C. Edellisessa¨ tapauksessa g(x) /∈ Wx, mika¨ on
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ristiriita. Ja¨lkimma¨isessa¨ tapauksessa taas Wx = N, joten A∪C = N. Ta¨ma¨
on ristiriita, silla¨ on olemassa jokin c ∈ B \ C ⊆ B, jolloin c /∈ A, ja siis
c /∈ A ∪ C.
Siis g(x) /∈ Wx. Ta¨sta¨ seuraa, etta¨ g(x) ∈ A ⊆ A ∪ C. Siis g on joukon
A∪C produktiivinen funktio. Vastaavasti g on joukon A∪D produktiivinen
funktio. Lisa¨ksi a¨a¨retto¨ma¨lla¨ joukolla B on 2ℵ0 aitoa osajoukkoa.
Lemma 2.18. [Cu 7 2.18. Ex 7] Jos a¨a¨reto¨n A ⊆ N on rekursiivisesti lue-
teltava, niin on olemassa totaali ja laskettava injektio f : N → N siten, etta¨
A = ran(f).
Todistus. Lemman 1.35. nojalla on olemassa totaali ja laskettava g : N→ N
siten, etta¨ A = ran(g). Olkoon{
h(x, 0) = (g(x) −˙ g(0)) + (g(0) −˙ g(x)),
h(x, y + 1) = h(x, y) · ((g(x) −˙ g(y + 1)) + (g(y + 1) −˙ g(x)))
Olkoon j : N→ N, j(x) = 1 −˙ h(x, x −˙ 1) ja olkoon{
v(0) = 0,
v(x+ 1) = µy(v(x) + 1 −˙ y + j(y) = 0)
Nyt f = g ◦ v on vaadittu injektio.
Teoreema 2.19. A¨a¨retto¨ma¨lla¨ rekursiivisesti lueteltavalla joukolla on 2ℵ0
produktiivista osajoukkoa.
Todistus. Olkoon A ⊆ N a¨a¨reto¨n ja rekursiivisesti lueteltava. Edellisen lem-
man nojalla on olemassa totaali ja laskettava injektio f : N → N siten, etta¨
A = ran(f). Edellisen teoreeman nojalla on olemassa P ⊆ N siten, etta¨ f on
joukon P produktiivinen funktio. Siis korollaarin 2.2. nojalla ran(f) ∩ P on
produktiivinen. Toisaalta ran(f) ∩ P = A ∩ P ⊆ A. Lisa¨ksi joukolla A ∩ P
on teoreeman 2.13. nojalla 2ℵ0 produktiivista osajoukkoa.
Korollaari 2.20. Jos X ⊆ N on a¨a¨reto¨n, muttei immuuni, niin joukolla X
on 2ℵ0 produktiivista osajoukkoa.
Teoreema 2.21. Jos A ⊆ N on sellainen, etta¨ N \ A on a¨a¨reto¨n muttei
immuuni, niin on olemassa 2ℵ0 produktiivista P ⊇ A.
Todistus. Olkoon B ⊆ N \ A a¨a¨reto¨n ja rekursiivisesti lueteltava. Edellisen
teoreeman nojalla joukolla B on 2ℵ0 produktiivista osajoukkoa, olkoon C
era¨s niista¨. Nyt (A ∪ C) ∩ B = C, joten teoreeman 2.6. nojalla A ∪ C on
produktiivinen. Lisa¨ksi jos C,D ⊆ B, C 6= D, ovat produktiivisia, niin A ∪
C 6= A ∪D.
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Korollaari 2.22. Jos A ⊆ N on sellainen, etta¨ N \ A on a¨a¨reto¨n ja rekur-
siivisesti lueteltava, niin on olemassa 2ℵ0 produktiivista P ⊇ A.
Korollaari 2.23. Jos R ⊆ N on rekursiivinen ja N \R on a¨a¨reto¨n, niin on
olemassa 2ℵ0 produktiivista P ⊇ R.
A¨skeiset tulokset seuraavat myo¨s siita¨ tunnetusta seikasta, etta¨ jokainen
a¨a¨reto¨n rekursiivisesti lueteltava joukko on produktiivisen joukon ja luovan
joukon erillinen yhdiste.
Teoreema 2.24. [Ro 7.9 Ex 7-47.] A¨a¨reto¨n rekursiivisesti lueteltava joukko
voidaan osittaa produktiiviseksi ja luovaksi joukoksi.
Todistus. OlkoonA ⊆ N a¨a¨reto¨n ja rekursiivisesti lueteltava ja olkoon f : N→
N totaali ja laskettava injektio siten, etta¨ A = ran(f). Nyt f [K] ja f [K] ovat
erilliset ja A = f [K]∪f [K]. Olkoon g : N→ N totaali ja laskettava siten, etta¨
K = ran(g). Nyt f [K] = ran(f ◦ g) on laskettavan funktion arvojoukkona
rekursiivisesti lueteltava. Lisa¨ksi kaikilla x ∈ N pa¨tee: f(x) ∈ N \ f [K] jos ja
vain jos x ∈ K. Siis N \ f [K] on lemman 1.50. nojalla produktiivinen, joten
f [K] on luova. Kaikilla x ∈ N pa¨tee myo¨s: f(x) ∈ f [K] jos ja vain jos x ∈ K,
joten f [K] on lemman 1.50. nojalla produktiivinen.
Korollaari 2.25. [Ro 7.9 Ex 7-48.] Produktiivinen joukko voidaan osittaa
produktiiviseksi ja luovaksi joukoksi.
Todistus. Olkoon A ⊆ N produktiivinen. Lemman 1.49. nojalla on olemas-
sa a¨a¨reto¨n rekursiivisesti lueteltava B ⊆ A. Edellisen teoreeman nojalla on
olemassa luova C ⊆ B. Nyt (A \ C) ∪ C = A, joten teoreeman 2.12. nojalla
A \ C on produktiivinen.
Lemma 2.26. Olkoon g : N → N totaali ja laskettava injektio, jonka arvo-
joukko on rekursiivinen. Nyt
(i) Joukko { g(x) : g(x) ∈ Wx } on rekursiivisesti lueteltava.
(ii) On olemassa totaali ja laskettava h : N→ N siten, etta¨ h(x) = y aina
kun g(y) = x.
Todistus. (i) Joukko B = {x : g(x) ∈ Wx } on laskettavan funktion f : N→
N, f(x) = ψU(x, g(x)) ma¨a¨rittelyjoukkona rekursiivisesti lueteltava. On siis
olemassa laskettava j : N → N siten, etta¨ ran(j) = B. Nyt { g(x) : g(x) ∈
Wx } = gB = ran(g ◦ j), joka on laskettavan funktion arvojoukkona rekursii-
visesti lueteltava.
(ii) Olkoon ϕe joukon ran(g) karakteristinen funktio ja olkoon f : N2 → N,
f(x, z) = ((x −˙ g(z)) + (g(z) −˙ x)) · (1 −˙ S(e, x, 0, z)) kaikilla x, z ∈ N. Nyt
f on totaali ja laskettava. Olkoon h : N→ N, h(x) = µz(f(x, z) = 0) kaikilla
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x ∈ N. Nyt h on laskettava. Jos x ∈ ran(g), niin on olemassa y ∈ N siten,
etta¨ g(y) = x. Ta¨llo¨in f(x, y) = 0. Funktio g on injektio, joten jos z 6= y niin
(x −˙ g(z)) + (g(z) −˙ x) > 0. Nyt lisa¨ksi S(e, x, 0, z) = 0 kaikilla z ∈ N, joten
f(x, z) = 0 jos ja vain jos z = y. Lisa¨ksi f on totaali, joten h(x) = y.
Jos taas x /∈ ran(g), niin ϕe(x) = 0. Ta¨llo¨in on olemassa y ∈ N siten,
etta¨ S(e, x, 0, y) = 1. Siis f(x, y) = 0, joten h(x) on ma¨a¨ritelty. Siis h on
totaali.
Teoreema 2.27. Olkoon g : N → N totaali ja laskettava injektio ja ran(g)
rekursiivinen. Nyt on olemassa totaali ja laskettava s : N→ N siten, etta¨ g on
joukon N \Ws(x) produktiivinen funktio kaikilla x ∈ N ja lisa¨ksi Ws(x) \Ws(y)
on a¨a¨reto¨n kaikilla x, y ∈ N, x 6= y. Toisin sanoen g on a¨a¨retto¨ma¨n monen
pareittain toisistaan a¨a¨retto¨ma¨n monen pisteen kohdalla eroavan luovan jou-
kon komplementin produktiivinen funktio, ja lisa¨ksi na¨iden luovien joukkojen
indeksit voidaan tulostaa laskettavalla tavalla.
Todistus. Olkoon f : N3 → N, f(x, y, z) = x kaikilla x, y, z ∈ N ja olkoon
r : N2 → N s-m-n -lauseen todistuksen mukainen totaali ja laskettava funk-
tio siten, etta¨ ϕr(x,y)(z) = f(x, y, z). Olkoon edelleen p : N → N totaali ja
laskettava funktio siten, etta¨ ϕp(x)(y) = r(x, y).
Olkoon x ∈ N. Nyt ϕp(x)(y) = r(x, y) kaikilla y ∈ N, joten ϕp(x) on totaali.
Olkoon sitten y2 > y1. Nyt proposition 1.21. nojalla ϕp(x)(y2) = r(x, y2) >
r(x, y1) = ϕp(x)(y1). Siis ϕp(x) on aidosti kasvava. Olkoon sitten y ∈ N. Nyt
ϕp(x)(y) = r(x, y) ja Wr(x,y) = N, joten ran(ϕp(x)) ⊆ { z : Wz = N }.
Olkoon sitten x1, x2 ∈ N. Jos on olemassa luvut y1 ja y2 siten, etta¨
ϕp(x1)(y1) = ϕp(x2)(y2), niin r(x1, y1) = r(x2, y2). Ta¨llo¨in x1 = f(x1, y1, 0) =
ϕr(x1,y1)(0) = ϕr(x2,y2)(0) = f(x2, y2, 0) = x2. Siis jos x1 6= x2, niin ran(ϕp(x1))
ja ran(ϕp(x2)) ovat erillisia¨.
Olkoon u kuten lemmassa 2.14. ja h kuten edellisen lemman kohdassa
(ii). Olkoon lisa¨ksi G joukon ran(g) karakteristinen funktio. Olkoon sitten
j : N2 → N, j(n, x) = G(x) · ψU(u(p(n)), h(x)) kaikilla n, x ∈ N. Nyt kaikilla
n ∈ N funktio x 7→ j(n, x) on joukon g[ran(ϕp(n))] karakteristinen funktio. Ol-
koon A = { g(x) : g(x) ∈ Wx }∪(N\ran(g)). Edellisen lemman nojalla { g(x) :
g(x) ∈ Wx } on rekursiivisesti lueteltava. Lisa¨ksi ran(g) on rekursiivinen, jo-
ten A on rekursiivisesti lueteltava. Olkoon χA sen osittainen karakteristinen
funktio ja olkoon w : N2 → N, w(n, x) = χA(x) +µz(z+ j(n, x) = 0). Olkoon
sitten s : N → N totaali ja laskettava funktio siten, etta¨ ϕs(n)(x) = w(n, x).
Nyt ϕs(n) on joukon A \ g[ran(ϕp(n))] osittainen karakteristinen funktio kul-
lakin n ∈ N. Erityisesti siis Ws(n) = A \ g[ran(ϕp(n))] kullakin n ∈ N. Kuten
todettua, ran(ϕp(n)) ⊆ {x : Wx = N } kaikilla n ∈ N, joten g[ran(ϕp(n))] ⊆
g{x : Wx = N } = { g(x) : Wx = N } ⊆ { g(x) : g(x) ∈ Wx } ⊆ A kaikilla
n ∈ N.
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Lisa¨ksi jos n 6= m, niin ran(ϕp(n)) ja ran(ϕp(m)) ovat erillisia¨ ja g on
injektio, joten g[ran(ϕp(n))] ∩ g[ran(ϕp(m))] = ∅. Siis g[ran(ϕp(m))] ⊆ A \
g[ran(ϕp(n))]. Lisa¨ksi triviaalisti g[ran(ϕp(m))]∩ (A \ g[ran(ϕp(m))]) = ∅, joten
g[ran(ϕp(m))] ⊆ (A \ g[ran(ϕp(n))]) \ (A \ g[ran(ϕp(m))]) = Ws(n) \ Ws(m).
Lopuksi todetaan, etta¨ g[ran(ϕp(m))] ja siis myo¨s Ws(n) \Ws(m) on a¨a¨reto¨n,
koska ran(ϕp(m)) on aidosti kasvavan totaalin funktion arvojoukko ja g on
injektio.
Olkoon sitten n ∈ N. Nyt N \Ws(n) = N \ (A \ g[ran(ϕp(n))]) = (N \A) ∪
g[ran(ϕp(n))] = { g(x) : g(x) /∈ Wx } ∪ g[ran(ϕp(n))], joten teoreeman 2.17.
todistuksen nojalla g on joukon N \Ws(n) produktiivinen funktio.
Jos funktio g : N→ N on totaali, laskettava ja aidosti kasvava, niin ran(g)
on rekursiivinen. Aidosti kasvava funktio on injektiivinen, joten ta¨llo¨in ylla¨
olevan teoreeman ehdot ovat voimassa. Na¨in on myo¨s, jos g on esimerkiksi
totaali ja laskettava bijektio. Ta¨llo¨in nimitta¨in ran(g) = N, joka on rekursii-
vinen joukko.
On na¨hty, etta¨ produktiivisia joukkoja on paljon. Onkin syyta¨ varmistaa,
etta¨ ylipa¨a¨nsa¨ on olemassa joukkoja A ⊆ N, jotka eiva¨t ole produktiivisia
eiva¨tka¨ rekursiivisesti lueteltavia.
Teoreema 2.28. On olemassa 2ℵ0 sellaista A ⊆ N, etta¨ A ei ole produktii-
vinen eika¨ rekursiivisesti lueteltava.
Todistus. Olkoon B ⊆ N yksinkertainen, jolloin N \ B on immuuni. Lem-
man 1.49. nojalla produktiivinen joukko sisa¨lta¨a¨ a¨a¨retto¨ma¨n rekursiivisesti
lueteltavan osajoukon, joten joukolla N \ B ei ole produktiivista osajouk-
koa. Rekursiivisesti lueteltavia joukkoja on vain numeroituvan monta, joten




Yhden tai useamman laskettavan funktion kaikista indekseista¨ koostuvat lu-
kujoukot ovat laskettavuusteoriassa tyypillinen tarkastelun kohde. Ta¨llaiset
joukot ovat usein produktiivisia. Ta¨ssa¨ luvussa aletaan tutkia luonnollisten
lukujen aitojen osajoukkojen laskettavia potenssijoukkoja, eli annetun jou-
kon kaikkien rekursiivisesti lueteltavien osajoukkojen indeksien joukkoa. Ne
osoitetaan produktiivisiksi.
Ma¨a¨ritelma¨ 3.1. Olkoon f
(n)
∅ se n-paikkainen funktio, jonka ma¨a¨rittelyjoukko
on tyhja¨. Merkita¨a¨n f∅ = f
(1)
∅ .
Propositio 3.2. Olkoon f : N→ N laskettava. Jos nyt {x ∈ N : ϕx = f∅ } ⊆
A ⊆ N ja A ∩ {x ∈ N : ϕx = f } = ∅, niin A on produktiivinen.
Todistus. Olkoon h : N2 → N, h(x, y) = Pr22(ψU(x, x), f(y)). Funktio h on
laskettava, joten s-m-n -lauseen nojalla on olemassa totaali ja laskettava
s : N→ N siten, etta¨ ϕs(x)(y) = h(x, y). Nyt
ϕs(x)(y) =
{
f(y), jos x ∈ K,




f, jos x ∈ K,
f∅, jos x ∈ K.
Siis s(x) ∈ A jos ja vain jos x ∈ K. Joukko K on produktiivinen, joten
lemman 1.50. nojalla A on produktiivinen.
Ma¨a¨ritelma¨ 3.3. Merkita¨a¨n joukon A ( N laskettavaa potenssijoukkoa
prod(A) = {x ∈ N : Wx ⊆ A }.
Dekker ka¨ytta¨a¨ joukolle prod(A) merkinta¨a¨ Dom(A) ja toteaa sen olevan
produktiivinen, jos A on produktiivinen ([De II T 2.7.]). Myo¨s Rogers tyy-
tyy ta¨ha¨n implikaatioon harjoitustehta¨va¨ssa¨ ([Ro 7.9 Ex 7-40.]). Itse asiassa
oletusta A:n produktiivisuudesta ei kuitenkaan tarvita, vaan prod(A) on pro-
duktiivinen kaikilla A ( N. Ta¨ma¨ vahvennus tosin seuraa heti Dekkerin ja
Myhillin myo¨hemma¨sta¨ tuloksesta ([DeM Th 3.1.]), ja esimerkiksi teoreemas-
ta ([Cu 7 Th 3.4.]).
Propositio 3.4. Jos A ( N, niin prod(A) on produktiivinen.
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Todistus. Ensinna¨kin {x ∈ N : ϕx = f∅ } = {x ∈ N : Wx = ∅ } ⊆ prod(A).
Lisa¨ksi, jos g : N→ N on totaali ja laskettava ja y ∈ {x ∈ N : ϕx = g }, niin
Wy = N * A, ja siis y /∈ prod(A). Siis prod(A) ∩ {x ∈ N : ϕx = g } = ∅,
joten edellisen proposition nojalla prod(A) on produktiivinen.
Jos ma¨a¨ritelta¨isiin myo¨s prod(N) = {x ∈ N : Wx ⊆ N } = N, niin jou-
duttaisiin luopumaan siita¨ luontevasta ominaisuudesta, etta¨ prod(A) on aina
produktiivinen joukko. Kutsutaan prod-operaatiota Dekkerin operaatioksi.
Dekkerin operaatio on aidosti monotoninen:
Propositio 3.5. Olkoot A,B ( N. Nyt prod(A) ⊆ prod(B) jos ja vain jos
A ⊆ B.
Todistus. Oletetaan, etta¨ A ⊆ B. Olkoon x ∈ prod(A). Nyt Wx ⊆ A. Siis
Wx ⊆ B, joten x ∈ prod(B). Siis prod(A) ⊆ prod(B).
Oletetaan sitten, etta¨ A * B. Nyt on olemassa e ∈ A siten, etta¨ e /∈ B.
Joukko {e} on rekursiivisesti lueteltava, joten on olemassa x ∈ N siten, etta¨
Wx = {e}. Nyt x ∈ prod(A), mutta x /∈ prod(B). Siis prod(A) * prod(B).
Siis jos prod(A) ⊆ prod(B), niin A ⊆ B.
Ta¨sta¨ seuraa Dekkerin operaation injektiivisyys:
Propositio 3.6. Olkoot A,B ( N, A 6= B. Nyt prod(A) 6= prod(B).
Todistus. Nyt esimerkiksi A * B. Siis prod(A) * prod(B), joten prod(A) 6=
prod(B).
On siis olemassa 2ℵ0 laskettavaa potenssijoukkoa. Toisaalta pa¨tee myo¨s:
Propositio 3.7. (i) Ei ole olemassa joukkoa A ( N siten, etta¨ K ⊆ prod(A).
(ii) On olemassa 2ℵ0 sellaista produktiivista joukkoa, jotka eiva¨t ole minka¨a¨n
joukon laskettavia potenssijoukkoja.
Todistus. (i) Tehda¨a¨n vastaoletus: A ( N ja K ⊆ prod(A). Olkoon n ∈ N.
Nyt on olemassa a¨a¨retto¨ma¨n monta lukua x ∈ N siten, etta¨ Wx = {n}. On
siis olemassa b 6= n siten, etta¨ Wb = {n}, jolloin b /∈ Wb ja siis b ∈ K. Siis
{n} = Wb ⊆ A. Siis A = N, mika¨ on ristiriita.
(ii) K ei ole immuuni, joten teoreeman 2.10. nojalla on olemassa 2ℵ0
produktiivista P ⊇ K.
Dekkerin operaatio na¨hda¨a¨n seuraavassa mielessa¨ yhteensopivaksi jouk-
kojen mielivaltaisen leikkauksen kanssa.
Propositio 3.8. Olkoon I 6= ∅ mielivaltainen indeksijoukko, ja olkoon Ai (
N kaikilla i ∈ I. Nyt prod(⋂i∈I Ai) = ⋂i∈I prod(Ai).
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Todistus. Olkoon x ∈ prod(⋂i∈I Ai). Nyt Wx ⊆ ⋂i∈I Ai, joten Wx ⊆ Ai








Olkoon sitten ka¨a¨nta¨en x ∈ ⋂i∈I prod(Ai). Nyt x ∈ prod(Ai) kaikilla i ∈ I.
Siis Wx ⊆ Ai kaikilla i ∈ I, joten Wx ⊆
⋂
i∈I Ai. Siis x ∈ prod(
⋂
i∈I Ai). Siis⋂
i∈I prod(Ai) ⊆ prod(
⋂
i∈I Ai).
Yhdisteelle saadaan heikompi tulos:
Propositio 3.9. Olkoon I 6= ∅ mielivaltainen indeksijoukko, Ai ⊆ N kaikilla
i ∈ I ja ⋃i∈I Ai 6= N. Nyt ⋃i∈I prod(Ai) ⊆ prod(⋃i∈I Ai).
Todistus. Olkoon x ∈ ⋃i∈I prod(Ai). Nyt on olemassa j ∈ I siten, etta¨ x ∈
prod(Aj). Siis Wx ⊆ Aj ⊆
⋃
i∈I Ai, joten x ∈ prod(
⋃
i∈I Ai).
Propositio 3.10. Olkoot A,B ( N, B * A. Nyt prod(B) \ prod(A) on
a¨a¨reto¨n.
Todistus. Nyt on olemassa e ∈ B siten, etta¨ e /∈ A. Joukko {e} on rekursii-
visesti lueteltava, joten joukko {x ∈ N : Wx = {e} } on a¨a¨reto¨n. Olkoon
y ∈ {x ∈ N : Wx = {e} }. Nyt Wy = {e} ⊆ B, joten y ∈ prod(B).
Lisa¨ksi Wy = {e} * A, joten y /∈ prod(A). Siis {x ∈ N : Wx = {e} } ⊆
prod(B) \ prod(A).
Jos A ⊆ prod(A), niin Dekkerin operaation soveltaminen A:han sa¨ilytta¨a¨
A:n ja¨senet ja tuo mahdollisesti uusia. Kutsutaankin ta¨lla¨ista joukkoa kas-
vavaksi. Vastaavasti jos prod(A) ⊆ A, niin A on va¨heneva¨. Kutsutaan lisa¨ksi
Dekkerin operaation kiintopisteita¨, eli sellaisia joukkojaA ( N, joilla prod(A) =
A, lyhyesti kiintopisteiksi. Kiintopisteita¨ ovat siis ne joukot, jotka ovat seka¨
kasvavia etta¨ va¨henevia¨. Kiintopisteet ovat proposition 3.4. nojalla produk-
tiivisia. Sanotaan sellaista kasvavaa joukkoa, joka ei ole kiintopiste, aidosti
kasvavaksi. Vastaavasti va¨heneva¨a¨ joukkoa, joka ei ole kiintopiste, sanotaan
aidosti va¨heneva¨ksi.
Propositio 3.11. Jos K ⊆ A ( N, niin A on va¨heneva¨.
Todistus. Olkoon x ∈ prod(A). Nyt Wx ⊆ A. On kaksi vaihtoehtoa:
Vaihtoehto 1: x ∈ Wx. Nyt x ∈ A, koska Wx ⊆ A.
Vaihtoehto 2: x /∈ Wx. Nyt x ∈ K ⊆ A.
Siis prod(A) ⊆ A.
Propositio 3.12. Kaikilla A ( N pa¨tee prod(A) ∩K ⊆ A.
Todistus. Olkoon x ∈ prod(A) ∩K. Nyt x ∈ Wx ⊆ A.
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Oletetaan, etta¨ A ( N. Otetaan ka¨ytto¨o¨n rekursiivisesti ma¨a¨ritelty mer-
kinta¨{
prod0(A) = A
prodn+1(A) = prod(prodn(A)), jos n ∈ N.
Osoitetaan induktiolla, etta¨ merkinta¨ on hyvinma¨a¨ritelty.
Alkuaskel: prod0+1(A) = prod(prod0(A)) = prod(A) on ma¨a¨ritelty, koska
A 6= N.
Induktio-oletus: prodk+1(A) on ma¨a¨ritelty.
Nyt prodk+1(A) = prod(prodk(A)) on produktiivinen joukko, joten prodk+1(A) 6=
N. Siis prodk+2(A) = prod(prodk+1(A)) on ma¨a¨ritelty. Siis induktioperiaat-
teen nojalla prodn(A) on ma¨a¨ritelty kaikilla n ∈ N.
Propositio 3.13. Olkoon A ( N.
(i) Jos prod(A) ⊆ A, niin prodn+1(A) ⊆ prodn(A) kaikilla n ∈ N.
(ii) Jos A ⊆ prod(A), niin prodn(A) ⊆ prodn+1(A) kaikilla n ∈ N.
(iii) Jos prodn+1(A) ⊆ prodn(A) jollain n ∈ N, niin prodn+1(A) ⊆
prodn(A) kaikilla n ∈ N.
(iv) Jos prodn(A) ⊆ prodn+1(A) jollain n ∈ N, niin prodn(A) ⊆ prodn+1(A)
kaikilla n ∈ N.
(v) Jos prodn+1(A) = prodn(A) jollain n ∈ N, niin prodm(A) = A kaikilla
m ∈ N.
Todistus. (i) Todistetaan va¨ite induktiolla indeksin n suhteen.
Oletuksen nojalla va¨ite pa¨tee, kun n = 0.
Induktio-oletus: prodk+1(A) ⊆ prodk(A).
Nyt monotonisuuden nojalla prodk+2(A) = prod(prodk+1(A)) ⊆ prod(prodk(A)) =
prodk+1(A). Ta¨ma¨ pa¨a¨tta¨a¨ induktiotodistuksen.
(ii) Kuten (i).
(iii) Oletetaan, etta¨ n ∈ N ja prodn+1(A) ⊆ prodn(A). Osoitetaan ensin
induktiolla, etta¨ prodn+1−˙m(A) ⊆ prodn−˙m(A) kaikilla m ∈ N.
Oletuksen nojalla va¨ite pa¨tee, kun m = 0.
Induktio-oletus: prodn+1−˙k(A) ⊆ prodn−˙k(A)
Jos n−˙k ≥ 1, niin prod(prodn+1−˙(k+1)(A)) = prodn+1−˙k(A) ⊆ prodn−˙k(A) =
prod(prodn−˙(k+1)(A)). Siis aidon monotonisuuden nojalla prodn+1−˙(k+1)(A) ⊆
prodn−˙(k+1)(A).
Jos taas n −˙ k = 0, niin prodn+1−˙(k+1)(A) = A = prodn−˙(k+1)(A). Ta¨ma¨
pa¨a¨tta¨a¨ induktiotodistuksen.
Siis prod(A) = prodn+1−˙n(A) ⊆ prodn−˙n(A) = A, joten kohdan (i) perus-
teella prodm+1(A) ⊆ prodm(A) kaikilla m ∈ N.
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(iv) Kuten (iii).
(v) Nyt prodn+1(A) ⊆ prodn(A) ⊆ prodn+1(A), joten kohtien (iii) ja
(iv) nojalla prodm+1(A) ⊆ prodm(A) ⊆ prodm+1(A) kaikilla m ∈ N. Siis
prodm+1(A) = prodm(A) = prod0(A) = A kaikilla m ∈ N.
Tutkitaan nyt joukkoja prodn(A), missa¨ K ⊆ A ( N.
Korollaari 3.14. Jos K ⊆ A ( N, niin prodn+1(A) ⊆ prodn(A) kaikilla
n ∈ N.
Todistus. Proposition 3.11. nojalla prod(A) ⊆ A, joten va¨ite seuraa edellisen
proposition kohdasta (i).
Inkluusiot ovat lisa¨ksi aitoja:
Propositio 3.15. Olkoon K ⊆ A ( N. Nyt prodn(A)\prodn+1(A) on a¨a¨reto¨n
kaikilla n ∈ N.
Todistus. Todistetaan ja¨lleen va¨ite induktiolla indeksin n suhteen.
Alkuaskel: Olkoon e ∈ N \ A. Joukko {e} on rekursiivisesti lueteltava,
joten joukko B = {x ∈ N : Wx = {e} } on a¨a¨reto¨n. Korkeintaan yhdelle
y ∈ B voi pa¨tea¨ y ∈ Wy, nimitta¨in luvulle y = e. Siis B ∩ K on a¨a¨reto¨n.
Olkoon x ∈ B ∩ K. Nyt Wx = {e} * A, joten x /∈ prod(A) = prod1(A). Siis
B∩K ⊆ K\prod1(A) ⊆ A\prod1(A) = prod0(A)\prod1(A). Va¨ite siis pa¨tee
kun n = 0.
Induktio-oletus: prodk(A) \ prodk+1(A) on a¨a¨reto¨n.
Siis prodk(A) * prodk+1(A), joten proposition 3.10. nojalla prod(prodk(A))\
prod(prodk+1(A)) on a¨a¨reto¨n, eli prodk+1(A) \ prodk+2(A) on a¨a¨reto¨n.
Va¨ite siis pa¨tee kaikilla n ∈ N.
Korollaari 3.16. Jos K ⊆ A ( N, niin
prod0(A) ) prod1(A) ) prod2(A) ) . . .
On aika selvitta¨a¨, onko kiintopisteita¨ ylipa¨a¨nsa¨ olemassa, vai onko inkluusioi-
den aitouden korostaminen ylla¨ turhaa.
Teoreema 3.17. (i)
⋂
n∈N prodn(A) on kasvava kaikilla A ( N.
(ii) Jos X ⊆ A ( N ja X on kasvava, niin X ⊆ ⋂n∈N prodn(A). Siis⋂
n∈N prodn(A) on joukon A laajin kasvava osajoukko.










(ii) Osoitetaan induktiolla, etta¨ ta¨llo¨in X ⊆ prodn(A) kaikilla n.
Alkuaskel: Tapaus n = 0 pa¨tee oletuksen nojalla.
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Induktio-oletus: X ⊆ prodk(A)
Nyt monotonisuuden nojallaX ⊆ prod(X) ⊆ prod(prodk(A)) = prodk+1(A).
Siis X ⊆ prodn(A) kaikilla n, joten X ⊆
⋂
n∈N prodn(A).
Teoreema 3.18. (i) Olkoon A ( N. Ta¨llo¨in
⋂
n∈N prodn(A) on kiintopiste
jos ja vain jos
⋂
n≥1 prodn(A) ⊆ A.
(ii) Jos A ( N on va¨heneva¨, niin
⋂
n∈N prodn(A) on kiintopiste.
(iii) Olkoon A kasvava, B va¨heneva¨ ja A ⊆ B ( N. Ta¨llo¨in on olemassa
kiintopiste C siten, etta¨ A ⊆ C ⊆ B.














jos ja vain jos
⋂
n≥1 prodn(A) ⊆ A.
(ii) Nyt
⋂
n≥1 prodn(A) ⊆ prod1(A) = prod(A) ⊆ A, joten va¨ite pa¨tee
kohdan (i) nojalla.
(iii) Jos C =
⋂
n∈N prodn(B), niin C ⊆ B ja kohdan (ii) nojalla C on
kiintopiste. Lisa¨ksi edellisen teoreeman kohdan (ii) nojalla A ⊆ C.
Korollaari 3.19. Jos K ⊆ A ( N, niin ⋂n∈N prodn(A) on kiintopiste.
Todistus. Proposition 3.11. nojalla A on va¨heneva¨, joten va¨ite seuraa edelli-
sen teoreeman kohdasta (ii).
Propositio 3.20. Olkoon A ( N ja k ≥ 1. Jos ⋂n∈N prodn(A) = prodk(A),
niin prod(A) = A.
Todistus. Olkoon k = m + 1. Nyt prodk(A) =
⋂
n∈N prodn(A) ⊆ prodm(A).
Monotonisuuden nojalla prodk+1(A) = prod(prodk(A)) ⊆ prod(prodm(A)) =
prodm+1(A) = prodk(A). Toisaalta prodk(A) =
⋂
n∈N prodn(A) ⊆ prodk+1(A),
joten prodk+1(A) = prodk(A). Siis proposition 3.13. kohdan (v) nojalla prod(A) =
A.
Teoreema 3.21. On olemassa 2ℵ0 kiintopistetta¨.
Todistus. Olkoon h : N2 → N, h(x, y) = µz((x −˙ y) + (y −˙ x) + z = 0). Nyt
h on laskettava, ja h(x, y) on ma¨a¨ritelty jos ja vain jos y = x.
s-m-n -lauseen nojalla on olemassa totaali ja laskettava s : N→ N siten, etta¨
ϕs(x)(y) = h(x, y). Rekursiolauseen nojalla on olemassa a¨a¨retto¨ma¨n monta
lukua x ∈ N siten, etta¨ ϕs(x) = ϕx. Siis Wx = Ws(x) = {x} a¨a¨retto¨ma¨n
monella x ∈ N. Merkita¨a¨n A = {x ∈ N : Wx = {x} }. Jos x ∈ A, niin
x ∈ {x} = Wx. Siis x ∈ K, joten A ⊆ K. Lisa¨ksi jos Wy = N, niin y ∈
K \ A, joten A ( K. Olkoot sitten B,C ⊆ A, B 6= C. Nyt on olemassa




n∈N prodn(K ∪ B) ja
⋂
n∈N prodn(K ∪ C) ovat
kiintopisteita¨.
Osoitetaan nyt induktiolla, etta¨ b ∈ prodn(K ∪B) kaikilla n ∈ N.
Alkuaskel: b ∈ B ⊆ K ∪B = prod0(K ∪B).
Induktio-oletus: b ∈ prodk(K ∪B).
Nyt Wb = {b} ⊆ prodk(K ∪B), joten b ∈ prod(prodk(K ∪B)) =
prodk+1(K ∪ B). Siis induktioperiaatteen nojalla b ∈ prodn(K ∪ B) kaikilla
n ∈ N, joten b ∈ ⋂n∈N prodn(K ∪B).
Toisaalta b ∈ K, joten b /∈ K. Lisa¨ksi b /∈ C. Siis b /∈ K ∪ C = prod0(K ∪
C) ⊇ ⋂n∈N prodn(K∪C), joten b /∈ ⋂n∈N prodn(K∪C). Siis ⋂n∈N prodn(K∪
B) 6= ⋂n∈N prodn(K∪C). Lisa¨ksi numeroituvasti a¨a¨retto¨ma¨lla¨ joukolla A on
2ℵ0 osajoukkoa.
Propositio 3.22. Jos A ja B ovat kiintopisteita¨, A 6= B, niin ainakin toinen
joukoista A \B ja B \ A on a¨a¨reto¨n.
Todistus. Nyt esimerkiksi B * A, jolloin proposition 3.10 nojalla B \ A =
prod(B) \ prod(A) on a¨a¨reto¨n.
Toinen suunta seuraavasta ekvivalenssista on mainittu artikkelin [Ha] en-
simma¨isella¨ sivulla.
Teoreema 3.23. Olkoon A ( N. Nyt N \ prod(A) on luova jos ja vain jos
N \ A on rekursiivisesti lueteltava.
Todistus. Olkoon N \ A rekursiivisesti lueteltava ja f sen osittainen ka-
rakteristinen funktio. Olkoon e ∈ N sellainen luku, etta¨ ϕe = f . Olkoon
g : N2 → N, g(x, z) = H(x, pi1(z), pi2(z)) ·H(e, pi1(z), pi2(z)) kaikilla x, z ∈ N.
Nyt g on totaali ja laskettava. Olkoon h : N→ N, h(x) = µz(1 −˙g(x, z) = 0).
Nyt h on laskettava.
Olkoon x ∈ N \ prod(A). Nyt Wx * A, joten on olemassa jokin y ∈
Wx∩(N\A). Siis on olemassa luku t ∈ N siten, etta¨H(x, y, t) = 1 = H(e, y, t).
Merkita¨a¨n pi(y, t) = u. Siis g(x, u) = 1 · 1 = 1. Lisa¨ksi g on totaali, jo-
ten h(x) on ma¨a¨ritelty. Oletetaan sitten ka¨a¨nta¨en, etta¨ h(x) on ma¨a¨ritelty.
Nyt on olemassa z ∈ N siten, etta¨ g(x, z) = 1. Siis H(x, pi1(z), pi2(z)) =
1 = H(e, pi1(z), pi2(z)). Siis pi1(z) ∈ Wx ∩ (N \ A), joten Wx * A. Siis
x ∈ N \ prod(A). Siis h(x) on ma¨a¨ritelty jos ja vain jos x ∈ N \ prod(A).
Siis N \ prod(A) on laskettavan funktion ma¨a¨rittelyjoukkona rekursiivisesti
lueteltava. Lisa¨ksi prod(A) on produktiivinen, joten N \ prod(A) on luova.
Oletetaan sitten, etta¨ N \ prod(A) on luova. Olkoon f sen osittainen ka-
rakteristinen funktio ja olkoon s : N → N kuten edellisen teoreeman todis-
tuksessa, eli s on totaali ja laskettava funktio siten, etta¨ Ws(x) = {x} kaikilla
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x ∈ N. Olkoon x ∈ N \ A. Nyt Ws(x) = {x} * A, joten s(x) ∈ N \ prod(A).
Siis f(s(x)) = 1. Olkoon sitten x ∈ A. Nyt Ws(x) = {x} ⊆ A, joten
s(x) ∈ prod(A). Siis f(s(x)) ei ole ma¨a¨ritelty. Na¨in ollen laskettava funk-
tio f ◦ s on joukon N \ A osittainen karakteristinen funktio.
Korollaari 3.24. Jos A ( N ja N \ A on rekursiivisesti lueteltava, niin
N \ prodn(A) on luova kaikilla n ≥ 1.
Todistus. Osoitetaan induktiolla, etta¨ N \ prodn(A) on rekursiivisesti luetel-
tava kaikilla n ∈ N.
Alkuaskel: N \ prod0(A) = N \ A on oletuksen nojalla rekursiivisesti lue-
teltava.
Induktio-oletus: N \ prodk(A) on rekursiivisesti lueteltava.
Nyt N \ prodk+1(A) = N \ prod(prodk(A)) on edellisen teoreeman nojalla
luova ja siis rekursiivisesti lueteltava. Siis induktioperiaatteen nojalla N \
prodn(A) on rekursiivisesti lueteltava kaikilla n ∈ N. Lisa¨ksi prodn(A) =
prod(prodn−1(A)) on produktiivinen, kun n ≥ 1. Siis N \ prodn(A) on luova
kaikilla n ≥ 1.
Korollaari 3.25. Jos A ( N ja N \ prodk(A) on rekursiivisesti lueteltava
jollain k ∈ N, niin N \ prodn(A) on rekursiivisesti lueteltava kaikilla n ∈ N.
Todistus. Todistetaan va¨ite induktiolla luvun k suhteen.
Alkuaskel: Oletetaan, etta¨ N\prod0(A) = N\A on rekursiivisesti luetelta-
va. Nyt edellisen korollaarin nojalla N\prodn(A) on rekursiivisesti lueteltava
kaikilla n ∈ N.
Induktio-oletus: va¨ite pa¨tee kun k = m.
Olkoon sitten N \ prodm+1(A) = N \ prod(prodm(A)) rekursiivisesti lue-
teltava, jolloin se on luova. Nyt edellisen teoreeman nojalla N \ prodm(A) on
rekursiivisesti lueteltava, joten induktio-oletuksen nojalla N \ prodn(A) on
rekursiivisesti lueteltava kaikilla n ∈ N. Ta¨ma¨ todistaa induktioperiaatteen
nojalla va¨itteen.
Korollaari 3.26. N \ prodn(K) on luova kaikilla n ∈ N.
Teoreema 3.27. Jos A ( N ja N \ A on rekursiivisesti lueteltava, niin
N \⋂n∈N prodn(A) on rekursiivisesti lueteltava.
Todistus. Olkoon h : N2 → N, h(e, x) = µz(1−˙H(x, pi1(z), pi2(z))·H(e, pi1(z), pi2(z)) =
0) kaikilla e, x ∈ N. Nyt h on laskettava ja h(e, x) on ma¨a¨ritelty ta¨sma¨lleen
jos x ∈ N\prod(N\We). s-m-n -lauseen nojalla on olemassa totaali ja lasket-
tava s : N → N siten, etta¨ ϕs(e)(x) = h(e, x). Siis Ws(e) = N \ prod(N \We).
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Olkoon a ∈ N sellainen luku, etta¨ Wa = N \ A ja olkoon f : N→ N,{
f(0) = a,
f(x+ 1) = s(f(x)), kaikilla x ∈ N.
Nyt f on totaali ja laskettava. Osoitetaan induktiolla luvun n suhteen, etta¨
Wf(n) = N \ prodn(A) kaikilla n ∈ N.
Alkuaskel: Wf(0) = Wa = N \ prod0(A).
Induktio-oletus: Wf(k) = N \ prodk(A).
Nyt Wf(k+1) = Ws(f(k)) = N \ prod(N \Wf(k)) =
N \ prod(N \ (N \ prodk(A))) = N \ prod(prodk(A)) = N \ prodk+1(A). Siis
induktioperiaatteen nojalla Wf(n) = N \ prodn(A) kaikilla n ∈ N. Olkoon
sitten j : N → N, j(x) = µz(1 −˙ H(f(pi1(z)), x, pi2(z)) = 0), jolloin j on
laskettava. Lisa¨ksi j(x) on ma¨a¨ritelty ta¨sma¨lleen jos x ∈ ⋃{Wf(n) : n ∈
N } = ⋃{N \ prodn(A) : n ∈ N } = N \⋂n∈N prodn(A).
Korollaari 3.28. On olemassa a¨a¨retto¨ma¨n monta luovaa joukkoa A siten,
etta¨ N \ A on kiintopiste.
Todistus. Teoreeman 3.21. todistuksen nojalla joukko B = {x ∈ N : Wx =
{x} } on a¨a¨reto¨n ja jos a, b ∈ B, a 6= b, niin ⋂n∈N prodn(K ∪ {a}) ja⋂
n∈N prodn(K ∪ {b}) ovat kaksi eri kiintopistetta¨.
Siis N \⋂n∈N prodn(K ∪ {a}) 6= N \⋂n∈N prodn(K ∪ {b}). Lisa¨ksi
N\(K∪{a}) = K\{a} on rekursiivisesti lueteltava, joten edellisen teoreeman
nojalla N \⋂n∈N prodn(K ∪ {a}) on rekursiivisesti lueteltava. Vastaavasti
N \⋂n∈N prodn(K∪ {b}) on rekursiivisesti lueteltava. Lisa¨ksi niiden komple-
mentit ovat kiintopisteina¨ produktiivisia.
Jos A,B ( N, A 6= B, ovat kaksi ta¨llaista luovaa joukkoa, niin proposition
3.22. nojalla aina va¨hinta¨a¨n toinen erotuksista A \ B = (N \ B) ∩ A =
(N \B) \ (N \ A) ja B \ A = (N \ A) \ (N \B) on a¨a¨reto¨n.
Propositio 3.29. Olkoon I 6= ∅ mielivaltainen indeksijoukko ja Ai ( N
kaikilla i ∈ I.





(ii) Jos Ai ⊆ prod(Ai) kaikilla i ∈ I, niin
⋂
i∈I Ai ⊆ prod(
⋂
i∈I Ai).




























⋂{X ( N : prod(X) = X }. Edellisen proposition koh-
dan (iii) nojalla Ω on kiintopiste. Itse asiassa Ω on Dekkerin operaation sup-
pein kiintopiste. Jos nimitta¨in A ( N on kiintopiste, niin A ∈ {X ( N :
prod(X) = X } ja siis Ω = ⋂{X ( N : prod(X) = X } ⊆ A.
Vastaavasti
⋂{X ( N : prod(X) ⊆ X } on edellisen proposition kohdan
(i) nojalla va¨heneva¨. Se na¨hda¨a¨n samoin kuin edella¨ va¨henevista¨ joukoista
suppeimmaksi.
Teoreema 3.30. Ω on suppein va¨heneva¨ joukko.
Todistus. Ω on kiintopiste, joten a fortiori Ω on va¨heneva¨.
Siis
⋂{X ( N : prod(X) ⊆ X } ⊆ Ω. Teoreeman 3.18. kohdan (ii) nojalla⋂
n∈N prodn(
⋂{X ( N : prod(X) ⊆ X }) on kiintopiste. Siis suppeimpana
kiintopisteena¨ Ω ⊆ ⋂n∈N prodn(⋂{X ( N : prod(X) ⊆ X }) ⊆
prod0(
⋂{X ( N : prod(X) ⊆ X }) = ⋂{X ( N : prod(X) ⊆ X }.
Korollaarin 3.19. valossa voisi ajatella, etta¨ luonnollinen ehdokas joukoksi
Ω olisi
⋂
n∈N prodn(K). Ta¨ma¨n vaihtoehdon uskottavuutta horjuttaa kuiten-
kin teoreeman 3.17. kohta (ii), josta seuraisi ta¨llo¨in, etta¨ Ω olisi ainoa jouk-
koon K sisa¨ltyva¨ kiintopiste. Voidaankin osoittaa, etta¨ ta¨sta¨ hypoteesista on
luovuttava.
Teoreema 3.31. Ω 6= ⋂n∈N prodn(K).
Todistus. Olkoon h : N2 → N, h(x, y) = µz((x −˙ y) + (y −˙ x) + z = 0). Nyt
h on laskettava, ja h(x, y) on ma¨a¨ritelty jos ja vain jos y = x.
Konstruoidaan samoin kuin s-m-n -lauseen todistuksessa totaali, lasket-
tava ja aidosti kasvava s : N → N siten, etta¨ ϕs(x)(y) = h(x, y). Nyt siis
Ws(x) = {x} kaikilla x ∈ N. URM-ohjelma, jonka ainoa ka¨sky on Z(1), saa
ohjelmien koodauksessa indeksin 0. Toisaalta ohjelma, jonka koodi on s(0),
alkaa ka¨skylla¨ T(1,2), joten s(0) 6= 0. Siis lemman 1.37. kohdan (ii) nojalla
s(x) > x kaikilla x ∈ N.
Olkoon f : N2 → N, f(x, y) = µz((s(x) −˙ y) + (y −˙ s(x)) + z = 0). Nyt f
on laskettava, ja f(x, y) on ma¨a¨ritelty jos ja vain jos y = s(x).
s-m-n -lauseen nojalla on olemassa totaali ja laskettava u : N→ N siten, etta¨
ϕu(x)(y) = f(x, y). Rekursiolauseen nojalla on olemassa luku e ∈ N siten,
etta¨ ϕu(e) = ϕe. Siis We = Wu(e) = {s(e)}. Osoitetaan induktiolla luvun n
suhteen, etta¨ e, s(e) ∈ prodn(K) kaikilla n ∈ N.
Alkuaskel: Kuten todettua, s(e) > e. Siis e /∈ {s(e)} = We ja s(e) /∈
{e} = Ws(e). Siis e, s(e) ∈ K = prod0(K).
Induktio-oletus: e, s(e) ∈ prodk(K).
Nyt We = {s(e)} ⊆ prodk(K) ja Ws(e) = {e} ⊆ prodk(K). Siis e, s(e) ∈
prod(prodk(K)) = prodk+1(K).
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On siis na¨ytetty, etta¨ e, s(e) ∈ prodn(K) kaikilla n ∈ N. Siis e, s(e) ∈⋂
n∈N prodn(K). Merkita¨a¨nA =
⋂
n∈N prodn(K)\{e, s(e)}. Olkoon x ∈ prod(A),
jolloin Wx ⊆ A ⊆
⋂





n∈N prodn(K) on kiintopiste, joten x ∈
⋂
n∈N prodn(K). Siis
x ∈ A tai x ∈ {e, s(e)}. Jos x = e, niin Wx = We = {s(e)} * A, mika¨ on
ristiriita. Samoin jos x = s(e), niin Wx = Ws(e) = {e} * A, mika¨ on taas
ristiriita. Siis x ∈ A, joten prod(A) ⊆ A. Lisa¨ksi Ω on suppein va¨heneva¨
joukko, joten Ω ⊆ A ( ⋂n∈N prodn(K).
Pian na¨hda¨a¨n, etta¨ Ω on kuitenkin muotoa
⋂
n∈N prodn(X), missa¨ X on
aidosti va¨heneva¨.
Propositio 3.32. Olkoon I mielivaltainen indeksijoukko, Ai ⊆ N kaikilla i ∈
I,
⋃
i∈I Ai 6= N ja Ai ⊆ prod(Ai) kaikilla i ∈ I. Nyt
⋃
i∈I Ai ⊆ prod(
⋃
i∈I Ai).








⋃{X ( N : X ⊆ prod(X) }. Olkoon e ∈ N sellainen lu-
ku, etta¨ We = N. Jos nyt X ( N, niin We * X ja siis e /∈ prod(X). Siis jos
lisa¨ksi X ⊆ prod(X), niin e /∈ X. Siis e /∈ ⋃{X ( N : X ⊆ prod(X) }, joten⋃{X ( N : X ⊆ prod(X) } 6= N. Siis edellisen proposition nojalla Θ =⋃{X ( N : X ⊆ prod(X) } ⊆ prod(⋃{X ( N : X ⊆ prod(X) }) =
prod(Θ), eli Θ on kasvava. Itse asiassa Θ on laajin kasvava joukko. Jos ni-
mitta¨in A ( N on kasvava, niin A ∈ {X ( N : X ⊆ prod(X) } ja siis
A ⊆ ⋃{X ( N : X ⊆ prod(X) } = Θ.
Teoreema 3.33. Θ on kiintopiste.
Todistus. Tiedeta¨a¨n siis, etta¨ Θ ⊆ prod(Θ). Siis monotonisuuden nojalla
prod(Θ) ⊆ prod(prod(Θ)), eli prod(Θ) on kasvava. Koska Θ on laajin kasvava
joukko, saadaan prod(Θ) ⊆ Θ. Siis prod(Θ) = Θ.
Teoreema 3.34. Θ on Dekkerin operaation laajin kiintopiste, eli kaikilla
kiintopisteilla¨ A ( N pa¨tee A ⊆ Θ.
Todistus. Olkoon A ( N kiintopiste. Nyt A on kasvava, joten A ⊆ Θ.
Huomautus. Teoreeman 3.21. todistuksessa konstruoitiin kiintopiste X, jol-
la X * K. Siis Θ * K, joten kiintopiste
⋂
n∈N prodn(K) ei ole Θ. Toisaalta
proposition 3.7. kohdan (i) nojalla K * prod(Θ) = Θ.
Huomautus. Ei ole olemassa laajinta va¨heneva¨a¨ joukkoa. Jos nimitta¨in a
ja b ovat sellaiset luvut, etta¨ a 6= b ja Wa = Wb = N, niin N \ {a} ja N \ {b}
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ovat va¨henevia¨.
Suppein kasvava joukko puolestaan on ∅.
Teoreeman 3.17. kohdan (i) nojalla
⋂
n∈N prodn(X) on kasvava kaikilla
X ( N. Nyt na¨hda¨a¨n, etta¨ ka¨a¨nta¨en jokainen kasvava joukko on ta¨ta¨ muotoa.
Propositio 3.35. (i) Jos Θ ⊆ A ( N, niin ⋂n∈N prodn(A) = Θ.
(ii) Olkoon A 6= Θ kasvava ja B ⊆ N\Θ. Ta¨llo¨in ⋂n∈N prodn(A∪B) = A.
Todistus. (i) Teoreeman 3.17. kohdan (i) nojalla
⋂
n∈N prodn(A) on kasvava,
joten
⋂
n∈N prodn(A) ⊆ Θ. Toisaalta saman teoreeman kohdan (ii) nojalla⋂
n∈N prodn(A) on joukonA laajin kasvava osajoukko, joten Θ ⊆
⋂
n∈N prodn(A).
(ii) Nyt A ( Θ, joten A ∪ B 6= N. Teoreeman 3.17. kohdan (i) nojal-
la
⋂
n∈N prodn(A ∪ B) on kasvava, joten
⋂
n∈N prodn(A ∪ B) ⊆ Θ. Lisa¨ksi⋂
n∈N prodn(A ∪ B) ⊆ A ∪ B, joten
⋂
n∈N prodn(A ∪ B) ⊆ (A ∪ B) ∩Θ = A.
Toisaalta saman teoreeman kohdan (ii) nojalla A ⊆ ⋂n∈N prodn(A∪B).
Teoreema 3.36. N \Θ on luova.
Todistus. Olkoon n /∈ Θ. Nyt edellisen proposition kohdan (i) nojalla⋂
n∈N prodn(N \ {n}) = Θ. Lisa¨ksi N \ (N \ {n}) = {n} on rekursiivisesti
lueteltava, joten teoreeman 3.27. nojalla N \ Θ on rekursiivisesti lueteltava.
Propositio 3.37. (i) Jos A ( N on kasvava, niin on olemassa 2ℵ0 joukkoa
X siten, etta¨
⋂
n∈N prodn(X) = A.
(ii) Jos N \⋂n∈N prodn(A) on rekursiivisesti lueteltava, niin on olemassa







N \ B on rekursiivisesti lueteltava ja N \ C ei ole rekursiivisesti lueteltava.
Siis ka¨a¨nteinen implikaatio teoreemasta 3.27. ei pa¨de.
Todistus. (i) Θ on produktiivinen, joten N \Θ on a¨a¨reto¨n. Joukolla N \Θ on
siis 2ℵ0 epa¨tyhja¨a¨ osajoukkoa, mista¨ va¨ite nyt edellisen proposition nojalla
seuraa.
(ii) Olkoon B =
⋂
n∈N prodn(A), jolloin N \B on oletuksen nojalla rekur-
siivisesti lueteltava. Teoreeman 3.17. kohdan (i) nojalla B on kasvava. Saman
teoreeman kohdan (ii) nojalla
⋂
n∈N prodn(B) on joukon B laajin kasvava os-
ajoukko. Siis
⋂
n∈N prodn(B) = B.
Kohdan (i) nojalla on olemassa 2ℵ0 joukkoa X siten, etta¨
⋂
n∈N prodn(X) =⋂
n∈N prodn(A). Rekursiivisesti lueteltavia joukkoja on vain numeroituvan





n∈N prodn(A). Nyt siis N \
⋂
n∈N prodn(C) on rekursii-
visesti lueteltava, mutta N \ C ei ole.
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Teoreeman 3.18. kohdan (ii) nojalla
⋂
n∈N prodn(X) on kiintopiste aina,
kun X ( N on va¨heneva¨. Osoitetaan nyt ka¨a¨nta¨en, etta¨ jokainen kiintopiste
on ta¨ta¨ muotoa.
Teoreema 3.38. (i) Olkoon A ( N kiintopiste ja ∅ 6= B ⊆ {x ∈ N : Wx =
N }. Ta¨llo¨in A ∪ (N \Θ) \B on va¨heneva¨.
(ii) Jos A ( N on kiintopiste, niin on olemassa 2ℵ0 va¨heneva¨a¨ X siten,
etta¨
⋂
n∈N prodn(X) = A.
Todistus. (i) Pannaan ensin merkille, etta¨ A ∪ (N \ Θ) \ B 6= N, A ⊆ Θ ja
B ⊆ N \ Θ. Olkoon x ∈ prod(A ∪ (N \ Θ) \ B). Nyt Wx ⊆ A ∪ (N \ Θ) \ B.
Tutkitaan ensin tapaus x ∈ Θ. Ta¨llo¨in x ∈ prod(Θ), joten Wx ⊆ Θ. Siis
Wx ⊆ (A ∪ (N \Θ) \B) ∩Θ = A. Siis x ∈ prod(A) = A ⊆ A ∪ (N \Θ) \B.
Tutkitaan sitten tapaus x ∈ N \ Θ. Koska A ∪ (N \ Θ) \ B 6= N, niin
Wx 6= N ja siis x /∈ B. Siis x ∈ A ∪ (N \Θ) \B.
Siis joka tapauksessa x ∈ A∪ (N \Θ) \B, joten prod(A∪ (N \Θ) \B) ⊆
A ∪ (N \Θ) \B.
(ii) Jos B ja C ovat epa¨tyhjia¨, B 6= C ja B,C ⊆ {x ∈ N : Wx = N },
niin A ∪ (N \ Θ) \ B 6= A ∪ (N \ Θ) \ C ja kohdan (i) nojalla A ∪ (N \
Θ) \ B ja A ∪ (N \ Θ) \ C ovat va¨henevia¨. Lisa¨ksi proposition 3.35. nojalla⋂
n∈N prodn(A ∪ (N \ Θ) \ B) = A =
⋂
n∈N prodn(A ∪ (N \ Θ) \ C). Lopuksi
todetaan, etta¨ a¨a¨retto¨ma¨lla¨ joukolla {x ∈ N : Wx = N } on 2ℵ0 epa¨tyhja¨a¨
osajoukkoa.
Propositio 3.39. Oletetaan, etta¨ A ( N on kasvava ja N\A ei ole rekursii-
visesti lueteltava. Ta¨llo¨in ei ole olemassa rekursiivisesti lueteltavaa B siten,
etta¨ B ∩Θ = Θ \ A.
Todistus. Nyt A ( Θ, koska N \ Θ on rekursiivisesti lueteltava. Tehda¨a¨n
vastaoletus: on olemassa rekursiivisesti lueteltava B siten, etta¨ B∩Θ = Θ\A.
NytB = (Θ\A)∪C jollain C ⊆ N\Θ. OlkoonD = (N\Θ)\C. Nyt proposition
3.35. kohdan (ii) nojalla
⋂
n∈N prodn(A ∪ D) = A. Lisa¨ksi N \ (A ∪ D) =
(Θ\A)∪C = B. Ta¨llo¨in teoreeman 3.27. nojalla N\⋂n∈N prodn(A∪D) = N\A
on rekursiivisesti lueteltava, mika¨ on ristiriita oletuksen kanssa.
Esiteta¨a¨n viela¨ kiintopisteiden kautta toinen tapaus, jossa joukko on ika¨a¨n
kuin ma¨a¨ritelty itsensa¨ avulla.
Propositio 3.40. Olkoon A epa¨tyhja¨, A ⊆ N. Nyt A = {x ∈ N : Wx ∩ A 6=
∅ } jos ja vain jos N \ A on kiintopiste.
Todistus. Oletetaan ensin, etta¨ A = {x ∈ N : Wx ∩ A 6= ∅ }. Olkoon y ∈
prod(N\A), jolloin Wy ⊆ N\A. Siis Wy∩A = ∅, joten y /∈ A ja siis y ∈ N\A.
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Siis prod(N \ A) ⊆ N \ A. Olkoon sitten y ∈ N \ A, jolloin Wy ∩ A = ∅. Siis
Wy ⊆ N \ A, joten y ∈ prod(N \ A). Siis prod(N \ A) = N \ A.
Oletetaan sitten ka¨a¨nta¨en, etta¨ prod(N \ A) = N \ A. Olkoon y ∈ A,
jolloin y /∈ N \ A = prod(N \ A). Siis Wy * N \ A, joten Wy ∩ A 6= ∅. Siis
y ∈ {x ∈ N : Wx ∩ A 6= ∅ }. Siis A ⊆ {x ∈ N : Wx ∩ A 6= ∅ }. Olkoon sitten
y ∈ {x ∈ N : Wx∩A 6= ∅ }, jolloin Wy * N\A. Siis y /∈ prod(N\A) = N\A,
eli y ∈ A. Siis A = {x ∈ N : Wx ∩ A 6= ∅ }.
Propositio 3.41. Joukossa {A ⊆ N : A 6= ∅ ja A = {x ∈ N : Wx∩A 6= ∅ } }
on suppein ja¨sen, ja kyseinen ja¨sen on rekursiivisesti lueteltava, nimitta¨in
N \Θ.
Todistus. Olkoon B ∈ {A ⊆ N : A 6= ∅ ja A = {x ∈ N : Wx ∩ A 6= ∅ } }.
Edellisen proposition nojalla N \ B on kiintopiste. Siis N \ B ⊆ Θ, josta
seuraa N\Θ ⊆ B. Lisa¨ksi Θ on kiintopiste, joten edellisen proposition nojalla
N \Θ ∈ {A ⊆ N : A 6= ∅ ja A = {x ∈ N : Wx ∩ A 6= ∅ } }.
Ma¨a¨ritelma¨ 3.42. Olkoon P joukko ja ≤ sen kaksipaikkainen relaatio.
Ta¨llo¨in ≤ on joukon P esija¨rjestys, jos seuraavat ehdot ovat voimassa
(i) kaikilla a, b, c ∈ P pa¨tee: jos a ≤ b ja b ≤ c, niin a ≤ c
(ii) a ≤ a kaikilla a ∈ P
Alkio a ∈ P on minimaalinen, jos ei ole olemassa alkiota b ∈ P , b 6= a,
jolla b ≤ a.
Propositio 3.43. Olkoon I mielivaltainen indeksijoukko, Ai ⊆ N kaikilla
i ∈ I ja g joukon Ai produktiivinen funktio kaikilla i ∈ I. Nyt g on myo¨s
joukon
⋂
i∈I Ai produktiivinen funktio.
Todistus. Olkoon Wx ⊆
⋂
i∈I Ai. Nyt Wx ⊆ Aj kaikilla j ∈ I. Siis g(x) ∈
Aj \Wx kaikilla j ∈ I, joten g(x) ∈
⋂
i∈I Ai \Wx.
Erityisesti siis jos A,B ⊆ N ovat produktiivisia, mutta A ∩ B ei ole pro-
duktiivinen, niin joukoilla A ja B ei voi olla yhteista¨ produktiivista funktiota.
Jos g on jonkin joukon produktiivinen funktio, niin edellisen proposi-
tion nojalla
⋂{X ⊆ N : g on joukon X produktiivinen funktio } on suppein
joukko, jolle g on produktiivinen funktio ([De T 2.11]). Ka¨yteta¨a¨n ta¨lle jou-
kolle merkinta¨a¨ prod(g). Teoreeman 2.13. nojalla on olemassa produktiivinen
joukko A ( prod(g). Joukolla A on jokin produktiivinen funktio h, ja nyt siis
prod(h) ⊆ A ( prod(g). Kun ma¨a¨ritella¨a¨n h ≤ g jos ja vain jos prod(h) ⊆
prod(g), niin saadaan siis era¨s esija¨rjestys ilman minimaalisia ja¨senia¨ joukossa
{ g : N→ N | g on produktiivinen }. Esija¨rjestys voidaan indusoida joukkoon
{x ∈ N : ϕx on produktiivinen } seuraavasti: x ≤ y jos ja vain jos ϕx ≤ ϕy,
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jolloin myo¨ska¨a¨n joukossa {x ∈ N : ϕx on produktiivinen } ei ole minimaa-
lisia ja¨senia¨. Universumi {x ∈ N : ϕx on produktiivinen } osoitetaan seu-
raavassa luvussa produktiiviseksi. Osittaiset ja¨rjestykset ilman minimaalisia
ja¨senia¨ saadaan asettamalla h < g jos ja vain jos prod(h) ( prod(g).
Propositio 3.44. Jos identtinen kuvaus on joukon A ⊆ N produktiivinen
funktio, niin A on va¨heneva¨.
Todistus. Olkoon x ∈ prod(A). Nyt Wx ⊆ A, joten x = id(x) ∈ A \Wx ⊆
A.
Propositio 3.45. Jos A ⊆ K on va¨heneva¨, niin identtinen kuvaus on joukon
A produktiivinen funktio. Erityisesti siis A on produktiivinen.
Todistus. Olkoon nyt Wx ⊆ A, jolloin x ∈ prod(A) ⊆ A. Tehda¨a¨n vastao-
letus: x ∈ Wx. Nyt x ∈ A ⊆ K, joten x /∈ Wx, mika¨ on ristiriita. Siis
id(x) = x ∈ A \Wx, joten id on joukon A produktiivinen funktio.
Teoreema 3.46. prod(id) = Ω
Todistus. On na¨hty, etta¨
⋂
n∈N prodn(K) on kiintopiste, joten prod(Ω) ⊆ Ω ⊆⋂
n∈N prodn(K) ⊆ K, joten id on edellisen proposition nojalla joukon Ω pro-
duktiivinen funktio. Lisa¨ksi, jos id on jonkin joukon A ⊆ N produktiivinen
funktio, niin proposition 3.44. nojalla A on va¨heneva¨, joten Ω ⊆ A.
Teoreeman 3.21. todistuksen nojalla on olemassa kiintopiste A ( N ja
e ∈ A siten, etta¨ We = {e}. Nyt A ⊆ Θ, joten e ∈ Θ. Siis We ⊆ Θ, mutta
id(e) = e ∈ We, joten id ei ole joukon Θ produktiivinen funktio.
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4 Indeksijoukkoja ja osituksia
Ta¨ssa¨ luvussa na¨hda¨a¨n, etta¨ laskettavien potenssijoukkojen lisa¨ksi monet
muutkin laskettavien funktioiden koodeista jollakin luonnollisella sa¨a¨nno¨lla¨
muodostettavat joukot ovat produktiivisia. Lisa¨ksi na¨hda¨a¨n, etta¨ joukolla N
on maksimaalinen ma¨a¨ra¨ osituksia produktiivisiin joukkoihin.
Lemma 4.1. Olkoot f, g : Nn → N laskettavia ja f(x¯) = g(x¯) kaikilla x¯ ∈
dom(f) ∩ dom(g). Kun tulkitaan, etta¨ f = { (x¯, f(x¯)) : x¯ ∈ dom(f) }, g =
{ (x¯, g(x¯)) : x¯ ∈ dom(g) } ⊆ Nn+1, niin f ∪ g on laskettava funktio. Toisin
sanoen hyvinma¨a¨ritelty funktio h : Nn → N,
h(x¯) =

f(x¯), jos x¯ ∈ dom(f),
g(x¯), jos x¯ ∈ dom(g),
ei ma¨a¨ritelty, muuten.
on laskettava.
Todistus. Olkoot a, b ∈ N sellaiset luvut, etta¨ ϕ(n)a = f ja g = ϕ(n)b . Ol-
koon j : Nn → N, j(x¯) = µt(1 −˙ (Hn(a, x¯, t) + Hn(b, x¯, t)) = 0), jolloin j
on laskettava. Olkoon sitten u : Nn → N, u(x¯) = µy(1 −˙ (Sn(a, x¯, y, j(x¯)) +
Sn(b, x¯, y, j(x¯))) = 0), jolloin myo¨s u on laskettava.
Vaihtoehto 1: x¯ ∈ dom(f) \ dom(g). Nyt olemassa t ∈ N siten, etta¨
Hn(a, x¯, t) = 1. Siis j(x¯) on ma¨a¨ritelty ja Sn(a, x¯, f(x¯), j(x¯)) = 1. Lisa¨ksi
Sn(a, x¯, y, j(x¯)) = 0 = Sn(b, x¯, y, j(x¯)) kun y 6= f(x¯). Siis u(x¯) = f(x¯).
Vaihtoehto 2: x¯ ∈ dom(g) \ dom(f). Ta¨llo¨in vastaavasti u(x¯) = g(x¯).
Vaihtoehto 3: x¯ ∈ dom(f)∩dom(g). Nyt f(x¯) = g(x¯) ja on olemassa t ∈ N
siten, etta¨ Hn(a, x¯, t) = 1. Siis j(x¯) on ma¨a¨ritelty ja Sn(a, x¯, f(x¯), j(x¯)) = 1
tai Sn(b, x¯, f(x¯), j(x¯)) = 1. Lisa¨ksi Sn(a, x¯, y, j(x¯)) = 0 = Sn(b, x¯, y, j(x¯))
kun y 6= f(x¯). Siis u(x¯) = f(x¯).
Vaihtoehto 4: x¯ /∈ dom(f) ∪ dom(g). Nyt Hn(a, x¯, t) = 0 = Hn(b, x¯, t)
kaikilla t ∈ N, joten j(x¯) ei ole ma¨a¨ritelty. Siis u(x¯) ei ole ma¨a¨ritelty.
Siis u = f ∪ g.
Ma¨a¨ritelma¨ 4.2. Olkoot f, g : Nn → N. Jos dom(f) ⊆ dom(g) ja f(x¯) =
g(x¯) kaikilla x¯ ∈ dom(f), niin merkita¨a¨n f ⊆ g.
Seuraava teoreema yleista¨a¨ propositiota 3.2.
Teoreema 4.3. Olkoot f, g : Nn → N laskettavia, f ⊆ g, ja olkoon {x ∈
N : ϕ(n)x = f } ⊆ A ⊆ N, A ∩ { x ∈ N : ϕ(n)x = g } = ∅. Ta¨llo¨in A on
produktiivinen.
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Todistus. Olkoot u : Nn+1 → N, u(y, x¯) = f(x¯) ja v : Nn+1 → N, v(y, x¯) =
Pr22(ψU(y, y), g(x¯)), jolloin u ja v ovat laskettavia. Olkoon (y, x¯) ∈ dom(u)∩
dom(v). Nyt y ∈ K ja f(x¯) ja g(x¯) ovat ma¨a¨riteltyja¨, jolloin u(y, x¯) = f(x¯) =
g(x¯) = v(y, x¯). Siis edellisen lemman nojalla u ∪ v on laskettava. Lisa¨ksi
u ∪ v(y, x¯) =

f(x¯), jos x¯ ∈ dom(f),




f(x¯), jos y ∈ K ja x¯ ∈ dom(f),
f(x¯), jos y ∈ K ja x¯ ∈ dom(f),




f(x¯), jos y ∈ K ja x¯ ∈ dom(f),




f(x¯), jos y ∈ K,
g(x¯), jos y ∈ K.
s-m-n -lauseen nojalla on olemassa totaali ja laskettava s : N→ N siten, etta¨
ϕ
(n)
s(y)(x¯) = u ∪ v(y, x¯) =
{
f(x¯), jos y ∈ K,
g(x¯), jos y ∈ K.
Siis jos y ∈ K, niin s(y) ∈ {x ∈ N : ϕ(n)x = f } ⊆ A. Jos taas y /∈ K, niin
s(y) ∈ {x ∈ N : ϕ(n)x = g }, jolloin s(y) /∈ A. Koska K on produktiivinen,
niin lemman 1.50. nojalla myo¨s A on produktiivinen.
Korollaari 4.4. Jos n ≥ 1 ja A ⊆ { f : Nn → N | f laskettava } ei ole
ylo¨spa¨in sulkeinen, toisin sanoen jos on olemassa laskettavat g, h : Nn → N
siten, etta¨ g ∈ A, g ⊆ h ja h /∈ A, niin A = {x ∈ N : ϕ(n)x ∈ A } on
produktiivinen.
Korollaari 4.5. Olkoot A,B ⊆ Nn osittain ratkeavia ja A ⊆ B. Jos {x ∈
N : W (n)x = A } ⊆ C ⊆ N ja C ∩ {x ∈ N : W (n)x = B } = ∅, niin C on
produktiivinen.
Todistus. Olkoon f joukon A osittainen karakteristinen funktio ja g joukon
B osittainen karakteristinen funktio. Nyt f ⊆ g ja {x ∈ N : ϕ(n)x = f } ⊆
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{x ∈ N : W (n)x = A } ⊆ C ja C ∩ {x ∈ N : ϕ(n)x = g } ⊆ C ∩ { x ∈ N : W (n)x =
B } = ∅, joten edellisen teoreeman nojalla C on produktiivinen.
Edellinen korollaari seuraa tapauksessa n = 1 myo¨s tuloksesta ([DeM Th
3.1.]).
Nyt na¨hda¨a¨n, etta¨ on olemassa produktiivisia joukkoja, joiden komple-
mentti on produktiivinen:
Propositio 4.6. [So II Ex 4.10] Jos f : Nn → N on laskettava ja ei totaali,
niin {x ∈ N : ϕ(n)x = f } on produktiivinen.
Todistus. Olkoon a¯ ∈ Nn\dom(f) ja olkoon g : Nn → N joukon {a¯} osittainen
karakteristinen funktio, jolloin g on laskettava. Nyt dom(f) ∩ dom(g) = ∅,
joten lemman 4.1. nojalla f ∪ g on laskettava funktio. Lisa¨ksi f ( g, joten
{x ∈ N : ϕ(n)x = f } ∩ {x ∈ N : ϕ(n)x = g } = ∅. Siis teoreeman 4.3. nojalla
{x ∈ N : ϕ(n)x = f } on produktiivinen.
Propositio 4.7. Olkoon f : N→ N laskettava. Nyt joukko N\{ x ∈ N : ϕx =
f } on produktiivinen jos ja vain jos dom(f) 6= ∅.
Todistus. Oletetaan ensin, etta¨ dom(f) 6= ∅. Nyt {x ∈ N : ϕx = f∅ } ⊆ N \
{x ∈ N : ϕx = f }, f∅ ⊆ f ja (N\{x ∈ N : ϕx = f })∩{x ∈ N : ϕx = f } = ∅,
joten teoreeman 4.3. nojalla N \ { x ∈ N : ϕx = f } on produktiivinen.
Jos taas dom(f) = ∅, niin N \ {x ∈ N : ϕx = f } = {x ∈ N : dom(ϕx) 6=
∅ }, joka on laskettavan funktion h : N→ N, h(x) =
µz(1 −˙H(x, pi1(z), pi2(z)) = 0) ma¨a¨rittelyjoukkona rekursiivisesti lueteltava.
Korollaari 4.8. Jos f : N → N on laskettava, epa¨tyhja¨, ei-totaali funktio,
niin joukot {x ∈ N : ϕx = f } ja N \ {x ∈ N : ϕx = f } ovat produktiivisia.
On olemassa myo¨s tihea¨mpia¨ luonnollisten lukujen joukon osituksia pro-
duktiivisiin joukkoihin. Dekker todisti, etta¨ N voidaan osittaa mihin tahan-
sa ykko¨sta¨ suurempaan a¨a¨relliseen ma¨a¨ra¨a¨n produktiivisia joukkoja ja lisa¨ksi
a¨a¨retto¨ma¨n moneen produktiiviseen joukkoon ([De T 1.2.]). Seuraavassa saa-
daan hiukan yleisemma¨t tulokset:
Teoreema 4.9. Jos n ≥ 2, niin on olemassa ta¨sma¨lleen 2ℵ0 joukon N ositus-
ta A = {A1, A2, . . . , An} siten, etta¨
⋃
B on produktiivinen kaikilla epa¨tyhjilla¨
B ( A. Erityisesti siis na¨issa¨ osituksissa joukot Ai ja niiden komplementit
ovat produktiivisia.
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Todistus. Olkoon fk joukon {0, 1, . . . , k} osittainen karakteristinen funktio
kaikilla k ≥ 1, ja olkoon f∞ joukon N karakteristinen funktio. Nyt f1 (
fk ( f∞ kaikilla k ≥ 2. Olkoon Ck = {x ∈ N : ϕx = fk } kaikilla k ≥ 1 ja
C∞ = {x ∈ N : ϕx = f∞ }. Nyt joukko D = N \ (C∞ ∪C1 ∪C2 ∪ . . .∪Cn) on
a¨a¨reto¨n. Olkoon E ⊆ D. Olkoon sitten A1 = C1∪C∞∪E, A2 = C2∪(D\E) ja
Ak = Ck kaikilla k ≥ 3. NytA = {A1, A2, . . . , An} on joukon N ositus. Olkoon
∅ 6= B ( A. Jos A1 ∈ B, niin on olemassa 2 ≤ k ≤ n siten, etta¨ Ak /∈ B. Siis
Ck ∩
⋃
B = ∅, C1 ⊆ A1 ⊆
⋃
B ja f1 ⊆ fk. Siis teoreeman 4.3. nojalla
⋃
B
on produktiivinen. Jos taas A1 /∈ B, niin on olemassa 2 ≤ k ≤ n siten, etta¨
Ak ∈ B. Siis C∞ ∩
⋃
B ⊆ A1 ∩
⋃
B = ∅, Ck ⊆ Ak ⊆
⋃
B ja fk ⊆ f∞, joten
ja¨lleen teoreeman 4.3. nojalla
⋃
B on produktiivinen. Lisa¨ksi numeroituvasti
a¨a¨retto¨ma¨lla¨ joukolla D on 2ℵ0 osajoukkoa, joten osituksia on ainakin 2ℵ0 .
Toisaalta osituksia on korkeintaan |P(N)n| = (2ℵ0)n = 2n·ℵ0 = 2ℵ0 .
Teoreema 4.10. On olemassa ta¨sma¨lleen 2ℵ0 joukon N ositusta A = {Ak :
k ∈ N} siten, etta¨ ⋃B on produktiivinen kaikilla epa¨tyhjilla¨ B ( A. Erityi-
sesti siis na¨issa¨ osituksissa joukot Ai ja niiden komplementit ovat produktii-
visia.
Todistus. Olkoot f∞ ja C∞ seka¨ fk ja Ck, k ≥ 1, kuten edellisessa¨ todistuk-
sessa. Olkoon nyt D = N \ (C∞ ∪
⋃{Ck : k ≥ 1 }), jolloin D on a¨a¨reto¨n,
ja olkoon E ⊆ D. Olkoon sitten A1 = C1 ∪ C∞ ∪ E, A2 = C2 ∪ (D \ E) ja
Ak = Ck kaikilla k ≥ 3. Nyt A = {Ak : k ∈ N} on joukon N ositus. Olkoon
∅ 6= B ( A. Samoin kuin edellisessa¨ todistuksessa osoitetaan joukko ⋃B
produktiiviseksi. Numeroituvasti a¨a¨retto¨ma¨lla¨ joukolla D on 2ℵ0 osa-
joukkoa, joten osituksia on ainakin 2ℵ0 . Toisaalta osituksia on korkeintaan∣∣P(N)N∣∣ = (2ℵ0)ℵ0 = 2ℵ0·ℵ0 = 2ℵ0 .
Propositio 4.11. Jos A ( Nn on osittain ratkeava, niin {x ∈ N : W (n)x =
A } on produktiivinen.
Todistus. Nyt {x ∈ N : W (n)x = A } ∩ {x ∈ N : W (n)x = Nn } = ∅, joten
korollaarin 4.5. nojalla {x ∈ N : W (n)x = A } on produktiivinen.
Seuraava lemma kertoo, etta¨ produktiivisen funktion tarvitsee ”toimia”vain
epa¨tyhjien osajoukkojen kohdalla.
Lemma 4.12. [De Prop B] Olkoon ∅ 6= A ⊆ N ja f : N → N sellainen
totaali ja laskettava funktio, etta¨ kaikilla x ∈ N, joilla ∅ 6= Wx ⊆ A, pa¨tee
f(x) ∈ A \Wx. Ta¨llo¨in A on produktiivinen.
Todistus. Olkoon a ∈ A. Yksio¨ {a} on rekursiivisesti lueteltava, joten teo-
reeman 2.12. todistuksen nojalla on olemassa totaali ja laskettava s : N→ N
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siten, etta¨ Ws(x) = Wx ∪ {a} kaikilla x ∈ N. Olkoon sitten Wx ⊆ A. Nyt
∅ 6= Wx ∪ {a} ⊆ A, joten f(s(x)) ∈ A \Ws(x) ⊆ A \Wx. Siis f ◦ s on joukon
A produktiivinen funktio.
Teoreema 4.13. [De T 2.9.] (tapaus n = 1) Olkoon n ≥ 1. Nyt joukko
{x ∈ N : ϕ(n)x on totaali } = {x ∈ N : W (n)x = Nn } on produktiivinen.
Todistus. Olkoon g : N2 → N, g(x, y) =
µz((y −˙ z) + (1 −˙ S(x, pi(3)1 (z), pi(3)2 (z), pi(3)3 (z))) = 0) ja h : N2 → N, h(x, y) =
pi
(3)
1 (g(x, y)). Nyt h on laskettava. Oletetaan, etta¨ Wx 6= ∅ ja y ∈ N. Olkoon
a ∈ Wx, jolloin on olemassa luvut b ja t siten, etta¨ S(x, a, b, t) = 1. Olkoon
c = max{y, t} ja d = pi(3)(a, b, c). Nyt lemman 1.16. nojalla d ≥ c ≥ y
ja lisa¨ksi S(x, a, b, c) = 1. Siis g(x, y) on ma¨a¨ritelty, joten myo¨s h(x, y) on
ma¨a¨ritelty. Lisa¨ksi g(x, d) = d, joten h(x, d) = pi
(3)
1 (d) = a. Siis jos Wx 6= ∅,
niin Wx ⊆ {h(x, y) : y ∈ N }.
Osoitetaan sitten ka¨a¨nteinen inkluusio. Oletetaan, etta¨ Wx 6= ∅ ja y ∈ N.
Nyt siis g(x, y) on ma¨a¨ritelty, joten S(x, pi
(3)
1 (g(x, y)), pi
(3)
2 (g(x, y)), pi
(3)
3 (g(x, y))) =
1. Siis h(x, y) = pi
(3)
1 (g(x, y)) ∈ Wx. Siis {h(x, y) : y ∈ N } ⊆ Wx. On
siis na¨ytetty, etta¨ jos Wx 6= ∅, niin h(x, y) on ma¨a¨ritelty kaikilla y ∈ N ja
{h(x, y) : y ∈ N } = Wx.
Olkoon sitten j : Nn+1 → N, j(x, y1, . . . , yn) = 1+ψ(n)U (h(x, y1), y1, . . . , yn),
jolloin j on laskettava. s-m-n -lauseen nojalla on olemassa totaali ja lasket-
tava s : N→ N siten, etta¨ ϕ(n)s(x)(y1, . . . , yn) = j(x, y1, . . . , yn).
Merkita¨a¨n A = {x ∈ N : ϕ(n)x on totaali }. Olkoon nyt ∅ 6= Wx ⊆ A. Nyt
h(x, y1) on ma¨a¨ritelty ja h(x, y1) ∈ Wx kaikilla y1 ∈ N. Siis jos y1, . . . , yn ∈ N,
niin ϕ
(n)
s(x)(y1, . . . , yn) = j(x, y1, . . . , yn) = 1 + ϕ
(n)
h(x,y1)
(y1, . . . , yn), joka on
ma¨a¨ritelty, koska h(x, y1) ∈ Wx ⊆ A. Siis s(x) ∈ A. Tehda¨a¨n vastaole-
tus: s(x) ∈ Wx. Nyt on olemassa k ∈ N siten, etta¨ h(x, k) = s(x). Siis
ϕ
(n)
s(x)(k, . . . , k) = j(x, k, . . . , k) = 1 + ϕ
(n)
h(x,k)(k, . . . , k) = 1 + ϕ
(n)
s(x)(k, . . . , k),
mika¨ on ristiriita, koska ϕ
(n)
s(x) on totaali. Siis s(x) ∈ A \Wx, joten edellisen
lemman nojalla A on produktiivinen.
Saadaan korollaari, joka on tapauksessa n = 1 esitetty la¨hteessa¨ [DeM III
Cor 3].
Korollaari 4.14. Jos A ⊆ Nn on osittain ratkeava, niin {x ∈ N : W (n)x =
A } on produktiivinen.
Todistus. Edellinen teoreema ja propositio 4.11.
Propositio 4.15. Jos ∅ 6= A ⊆ Nn on osittain ratkeava, niin {x ∈ N :
W
(n)
x 6= A } on produktiivinen.
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Todistus. Nyt {x ∈ N : W (n)x = ∅ } ⊆ {x ∈ N : W (n)x 6= A }. Lisa¨ksi
{x ∈ N : W (n)x 6= A } ∩ {x ∈ N : W (n)x = A } = ∅, joten korollaarin 4.5.
nojalla {x ∈ N : W (n)x 6= A } on produktiivinen.
Sen sijaan {x ∈ N : Wx 6= ∅ } = N \ {x ∈ N : ϕx = f∅ } on proposition
4.7. todistuksen nojalla rekursiivisesti lueteltava.
Propositio 4.16. Seuraavat joukot ovat produktiivisia:
(i) {x ∈ N : W (n)x a¨a¨rellinen }
(ii) {x ∈ N : Wx luova }
(iii) {x ∈ N : Wx ei rekursiivinen, luova eika¨ yksinkertainen }
(iv) {x ∈ N : N \Wx on Dekkerin operaation kiintopiste }
Todistus. Kohdassa (i) annettu joukko sisa¨lta¨a¨ jonkin osittain ratkeavan A ⊆
Nn kaikki indeksit, mutta ei yhta¨a¨n joukon Nn indeksia¨. Vastaavasti kohdissa
(ii)-(iv) annettu joukko sisa¨lta¨a¨ jonkin rekursiivisesti lueteltavan A ⊆ N kaik-
ki indeksit (kohta (iii) [Ro 8.2 Th IV]), mutta ei yhta¨a¨n joukon N indeksia¨.
Annetut joukot ovat siis korollaarin 4.5. nojalla produktiivisia.
Propositio 4.17. Seuraavat joukot ovat produktiivisia:
(i) {x ∈ N : Wx ei luova }
(ii) {x ∈ N : Wx rekursiivinen, luova tai yksinkertainen }
(iii) {x ∈ N : N \Wx ei ole Dekkerin operaation kiintopiste }
Todistus. Kussakin kohdassa annettu joukko sisa¨lta¨a¨ tyhja¨n joukon kaikki
indeksit ja on olemassa rekursiivisesti lueteltava A ⊆ N siten, ettei annettu
joukko sisa¨lla¨ yhta¨a¨n joukon A indeksia¨. Annetut joukot ovat siis korollaarin
4.5. nojalla produktiivisia.
Propositio 4.18. Seuraavat joukot ovat produktiivisia:
(i) {x ∈ N : W (n)x rekursiivinen }
(ii) {x ∈ N : W (n)x ei rekursiivinen }
(iii) {x ∈ N : W (n)x a¨a¨reto¨n ja rekursiivinen }
(iv) {x ∈ N : N \Wx ei ole N eika¨ Dekkerin operaation kiintopiste }
Todistus. (i) Olkoon f joukon K osittainen karakteristinen funktio. Nyt
g : Nn → N, g(x1, . . . , xn) = f(x1) on joukon K × N × . . . × N osittainen
karakteristinen funktio, joten K ×N× . . .×N on osittain ratkeava. Tehda¨a¨n
vastaoletus: joukon K × N × . . . × N karakteristinen funktio h on lasketta-
va. Nyt laskettava j : N → N, j(x) = h(x, . . . , x) on joukon K karakteristi-
nen funktio, mika¨ on ristiriita. Siis {x ∈ N : W (n)x rekursiivinen } ei sisa¨lla¨
yhta¨a¨n joukon K×N× . . .×N indeksia¨, mutta {x ∈ N : W (n)x rekursiivinen }
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sisa¨lta¨a¨ kaikki tyhja¨n joukon indeksit. Siis {x ∈ N : W (n)x rekursiivinen } on
korollaarin 4.5. nojalla produktiivinen.
(ii) Nyt annettu joukko sisa¨lta¨a¨ kaikki joukon K × N× . . .× N indeksit,
muttei yhta¨a¨n joukon Nn indeksia¨.
(iii) Joukolla K on lemman 1.38. nojalla a¨a¨reto¨n rekursiivinen osajoukko
R. Olkoon f joukonR karakteristinen funktio. Nyt g : Nn → N, g(x1, . . . , xn) =
f(x1) on joukon R×N×. . .×N karakteristinen funktio, joten R×N×. . .×N on
rekursiivinen, ja lisa¨ksi a¨a¨reto¨n. Siis {x ∈ N : W (n)x a¨a¨reto¨n ja rekursiivinen }
sisa¨lta¨a¨ kaikki joukon R × N × . . . × N indeksit, muttei yhta¨a¨n laajemman
joukon K × N× . . .× N indeksia¨.
(iv) Annettu joukko ei sisa¨lla¨ yhta¨a¨n rekursiivisesti lueteltavan joukon
N\Θ indeksia¨. Lemman 1.38. nojalla joukolla N\Θ on a¨a¨reto¨n rekursiivinen
osajoukko R. Nyt N \ R on rekursiivinen, joten se ei ole kiintopiste. Lisa¨ksi
N \R 6= N, koska R on a¨a¨reto¨n.
Siis {x ∈ N : N \Wx ei ole N eika¨ Dekkerin operaation kiintopiste } sisa¨lta¨a¨
kaikki joukon R indeksit.
Dekker ([De]) ei vaadi produktiivisen funktion olevan totaali. Dekker to-
disti ta¨ma¨n ma¨a¨ritelma¨n vallitessa, etta¨ produktiivisen joukon produktiivis-
ten funktioiden indeksien joukko on produktiivinen ([De T 2.7.]). Yleisteta¨a¨n
seuraavaksi ta¨ta¨ tulosta totaalien produktiivisten funktioiden kohdalla kat-
tamaan yhden produktiivisen joukon sijasta mielivaltaisen monta.
Teoreema 4.19. Olkoon ∅ 6= A ⊆ {X ⊆ N : X produktiivinen } ja A =
{x ∈ N : ϕx on joukon X produktiivinen funktio jollain X ∈ A }. Nyt A on
produktiivinen.
Todistus. Olkoon p kuten teoreeman 2.15. todistuksessa, eli p : N → N on
totaali ja aidosti kasvava, ja ran(p) ⊆ {x ∈ N : Wx = N }. Olkoon e sellainen
luku, etta¨ ϕe = p, ja olkoon u : N → N kuten lemmassa 2.14. Nyt ϕu(e) on
joukon ran(p) karakteristinen funktio. Merkita¨a¨n f = ϕu(e). Olkoon sitten
w : N→ N, {
w(0) = f(0),
w(x+ 1) = w(x) + f(x+ 1),




1 kaikilla x ∈ N. Siis v[ran(p)] = N.
Olkoon h : N2 → N kuten teoreeman 4.13. todistuksessa ja olkoon j : N2 →
N, j(x, y) = (1 −˙ f(y)) · ψU(h(x, 0), y) + f(y) · (1 + ψU(h(x, v(y)), y)), jol-
loin j on laskettava. Olkoon s : N → N totaali ja laskettava siten, etta¨
ϕs(x)(y) = j(x, y).
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Olkoon nyt ∅ 6= Wx ⊆ A. Nyt h(x, y) on ma¨a¨ritelty ja h(x, y) ∈ Wx ⊆ A
kaikilla y ∈ N. Produktiiviset funktiot ovat totaaleja, joten ϕh(x,y) on totaali
kaikilla y ∈ N. Siis ϕs(x) on totaali. Lisa¨ksi ϕs(x)(y) = ϕh(x,0)(y) kaikilla
y /∈ ran(p) ⊆ {x ∈ N : Wx = N }. Siis funktiot ϕs(x) ja ϕh(x,0) ovat ta¨sma¨lleen
samojen produktiivisten joukkojen produktiivisia funktioita. Siis s(x) ∈ A.
Tehda¨a¨n vastaoletus: s(x) ∈ Wx. Nyt on olemassa z ∈ N siten, etta¨ h(x, z) =
s(x). Olkoon c ∈ ran(p) sellainen luku, etta¨ v(c) = z. Nyt ϕs(x)(c) = j(x, c) =
1+ϕh(x,v(c))(c) = 1+ϕh(x,z)(c) = 1+ϕs(x)(c), mika¨ on ristiriita, koska ϕs(x) on
totaali. Siis s(x) ∈ A \Wx, joten lemman 4.12. nojalla A on produktiivinen.
Huomataan, etta¨ todistus sisa¨lta¨a¨ hieman ylima¨a¨ra¨ista¨ informaatiota:
Teoreema 4.20. (i) Jos ∅ 6= A ⊆ {X ⊆ N : X produktiivinen } ja A =
{x ∈ N : ϕx on joukon X produktiivinen funktio jollain X ∈ A } ja B ⊆ A
rekursiivisesti lueteltava, niin on olemassa y ∈ A siten, etta¨ ϕy 6= ϕx kaikilla
x ∈ B.
(ii) Ei ole olemassa totaalia ja laskettavaa f : N → N siten, etta¨ ϕf(x)
on jonkin A:n ja¨senen produktiivinen funktio kaikilla x ∈ N, ja lisa¨ksi kaikki
A:n ja¨senten produktiiviset funktiot on lueteltu jonossa ϕf(0), ϕf(1), ϕf(2), . . ..
Todistus. (i) Olkoot p, v, h, j ja s kuten edellisessa¨ todistuksessa ja B ⊆ A
rekursiivisesti lueteltava. Olkoon x sellainen luku, etta¨ Wx = B. Tehda¨a¨n
vastaoletus: on olemassa b ∈ Wx siten, etta¨ ϕb = ϕs(x). Nyt Wx 6= ∅, joten
on olemassa z ∈ N siten, etta¨ h(x, z) = b. Olkoon y ∈ ran(p) sellainen luku,
etta¨ v(y) = z. Nyt ϕs(x)(y) = j(x, y) = 1 + ϕh(x,v(y))(y) = 1 + ϕh(x,z)(y) =
1 + ϕb(y) = 1 + ϕs(x)(y), mika¨ on ristiriita, koska ϕs(x) on totaali.
(ii) Muuten joukko B = ran(f) rikkoisi kohdan (i) tulosta.
Kun A valitaan yksio¨ksi, seuraa kohdasta (ii) ettei teoreemassa 2.15. kos-
kaan voida tavoittaa kaikkia annetun produktiivisen joukon produktiivisia
funktioita (vaikka luovuttaisiin vaatimuksesta ”funktiot ϕs(m) ja ϕs(n) eroa-
vat toisistaan a¨a¨retto¨ma¨n monessa pisteessa¨ kaikilla m,n ∈ N,m 6= n”).
Itse asiassa, jos merkita¨a¨n G = {g : g on jonkin A:n ja¨senen produktiivinen funktio},
niin edellisen teoreeman kohdan (i) todistus osoittaa, ettei ainoastaan ole ole-
massa funktiota ϕy ∈ G\{ϕz : z ∈ Wx}, vaan indeksi y = s(x) on laskettavis-
sa funktiolla s. Ta¨ma¨ merkitsee, etta¨ G on artikkelissa [DeM s.52] ma¨a¨ritelty
produktiivinen perhe.
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5 Kohti kasvavien joukkojen topologiaa
Jos A ⊆ N on kasvava (Dekkerin operaatiossa), niin Wx ⊆ A kaikilla x ∈ A.
Jos Wx ajatellaan pisteen x ”ympa¨risto¨ksi”, niin asetelmassa voi na¨hda¨ vi-
suaalisesti jotain samaa kuin topologian avoimen joukon ka¨sitteessa¨, vaik-
kakin x kuuluu ”ympa¨risto¨o¨nsa¨”vain, jos x ∈ K. Vastaavasti kuin topo-
logiassa avointen joukkojen mielivaltainen yhdiste on avoin, niin proposi-
tion 3.32. mukaan kasvavien joukkojen mielivaltainen yhdiste on kasvava.
Vastaava tulos pa¨tee myo¨s mielivaltaisille leikkauksille, koska kullakin pis-
teella¨ x on vain yksi ”ympa¨risto¨”, Wx. Jos taas A ei ole kasvava, ja sita¨
haluttaisiin kasvattaa edellisessa¨ mielessa¨ ”avoimeksi”, niin mukaan on en-
sin otettava kaikkien A:n pisteiden ”ympa¨risto¨t”, sitten kaikkien kyseisten
”ympa¨risto¨jen”pisteiden ”ympa¨risto¨t”ja niin edelleen. Tilannetta voisi aja-
tella siten, etta¨ jokainen piste x ∈ N on avaamaton paketti, jonka sisa¨lto¨
on Wx, ja joita avataan kuin vena¨la¨isia¨ maatuskanukkeja niin kauan kuin
uutta sisa¨lto¨a¨ tulee esille. Montako askelta prosessi voi kesta¨a¨, ja millaisiin
joukkoihin pa¨a¨dyta¨a¨n?





+, jos n ∈ N.





n on sen suppein ja¨sen.
Todistus. Olkoon y ∈ ⋃n∈NA∼n . Nyt y ∈ A∼k jollain k, jolloinWy ⊆ ⋃x∈A∼k Wx =
(A∼k )

















n ). Oletetaan sitten, etta¨ on olemassa kasvava B ( N siten, etta¨
A ⊆ B. Osoitetaan induktiolla, etta¨ A∼n ⊆ B kaikilla n ∈ N.
Alkuaskel: A∼0 = A ⊆ B
Induktio-oletus: A∼k ⊆ B
Olkoon x ∈ A∼k . Induktio-oletuksen nojalla x ∈ B ⊆ prod(B), joten
Wx ⊆ B. Siis A∼k+1 =
⋃
x∈A∼k Wx ⊆ B. Siis A
∼
n ⊆ B kaikilla n ∈ N, joten⋃
n∈NA
∼
n ⊆ B ( N.
Teoreema 5.2. (i) Jos A ⊆ Θ, niin ⋃n∈NA∼n ⊆ Θ.
























n ⊆ Θ, mika¨ on
ristiriita.
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Todistus. Olkoon e sellainen luku, etta¨ We = N. Edellisen teoreeman nojalla⋃
n∈NA
∼
n = N, joten on olemassa m ∈ N siten, etta¨ e ∈ A∼m. Nyt N = We ⊆
A∼m+1.
Propositio 5.4. Jos A ⊆ N on rekursiivisesti lueteltava, niin myo¨s⋃
n∈NA
∼
n on rekursiivisesti lueteltava.
Todistus. Olkoon h : N2 → N, h(x, z) = µw(1−˙H(x, pi1(w), pi2(w))·H(pi1(w), z, pi2(w))
= 0) ja olkoon s : N → N totaali ja laskettava siten, etta¨ ϕs(x)(z) = h(x, z).
Nyt h(x, z) on ma¨a¨ritelty jos ja vain jos z ∈ W+x , joten Ws(x) = W+x .
Olkoon sitten A ⊆ N rekursiivisesti lueteltava. Olkoon e sellainen luku, etta¨
A = We, ja olkoon{
f(0) = e,
f(x+ 1) = s(f(x)), jos x ∈ N
Nyt f on totaali ja laskettava. Osoitetaan induktiolla, etta¨ Wf(n) = A
∼
n kai-
killa n ∈ N.
Alkuaskel: Wf(0) = We = A = A
∼
0
Induktio-oletus: Wf(k) = A
∼
k






Siis Wf(n) = A
∼






n . Olkoon g : N→







n on laskettavan funktion ma¨a¨rittelyjoukkona
rekursiivisesti lueteltava.
Siirryta¨a¨n tarkastelemaan yksio¨ita¨ {x}, missa¨ x ∈ N. Teoreeman 5.2. ja
edellisen proposition nojalla tiedeta¨a¨n siis, etta¨ jos x ∈ Θ, niin ⋃n∈N{x}∼n
on joukon Θ rekursiivisesti lueteltava osajoukko, ja jos x ∈ N \ Θ, niin⋃
n∈N{x}∼n = N. Ilman tietoa joukosta Θ ja sen komplementin luovuudes-
ta ei olisi va¨ltta¨ma¨tta¨ a priori na¨ytta¨nyt olevan mita¨a¨n syyta¨ uskoa, etta¨
nimenomaan joukko {x ∈ N : ⋃n∈N{x}∼n = N } on rekursiivisesti lueteltava,
mutta sen komplementti ei.








(ii) Kaikilla k ≥ 1 on olemassa yk ∈ N \Θ siten, etta¨
⋃
n≤k{yk}∼n = N ja⋃
n<k{yk}∼n 6= N.
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Todistus. Olkoon s : N → N kuten teoreeman 3.31. todistuksessa, eli s on
totaali, laskettava ja aidosti kasvava funktio, jolla Ws(x) = {x} ja s(x) > x
kaikilla x ∈ N. Olkoon e ∈ N ja{
f(0) = e,
f(x+ 1) = s(f(x)), jos x ∈ N
Nyt siis f on aidosti kasvava. Osoitetaan ensin induktiolla, etta¨ jos k ∈ N
niin {f(k + 1)}∼n+1 = {f(k)}∼n kaikilla n ∈ N.
Alkuaskel: {f(k + 1)}∼1 = Wf(k+1) = Ws(f(k)) = {f(k)} = {f(k)}∼0
Induktio-oletus: {f(k + 1)}∼m+1 = {f(k)}∼m





(i) Olkoon funktion f ma¨a¨ritelma¨n luku e sellainen, etta¨ We = ∅. Osoi-
tetaan induktiolla, etta¨ kaikilla k ∈ N pa¨tee: {f(k)}∼k = {e} ja e /∈ {f(k)}∼n
kaikilla n < k.
Alkuaskel: {f(0)}∼0 = {f(0)} = {e}, ja¨lkimma¨inen osa triviaali.
Induktio-oletus: va¨ite pa¨tee kun k = m.
Nyt {f(m+1)}∼m+1 = {f(m)}∼m = {e} ja jos 1 ≤ n < m+1, niin 0 ≤ n−1 < m
ja siis e /∈ {f(m)}∼n−1 = {f(m + 1)}∼n . Lisa¨ksi f on aidosti kasvava, joten
f(m+ 1) 6= f(0) = e ja siis e /∈ {f(m+ 1)}∼0 .











n∈N{f(k)}∼n . Siis kaikilla
k ∈ N luku f(k) on vaaditunlainen xk.
(ii) Olkoon nyt funktion f ma¨a¨ritelma¨n luku e sellainen, etta¨ We = N.
Osoitetaan induktiolla, etta¨ kaikilla k ∈ N pa¨tee: {f(k)}∼k+1 = N ja {f(k)}∼n
on yksio¨ kaikilla n ≤ k.
Alkuaskel: {f(0)}∼0 = {e} ja {f(0)}∼1 = We = N.
Induktio-oletus: va¨ite pa¨tee, kun k = m.
Nyt {f(m+1)}∼m+2 = {f(m)}∼m+1 = N ja jos 1 ≤ n ≤ m+1, niin 0 ≤ n−1 ≤
m ja {f(m+ 1)}∼n = {f(m)}∼n−1 on siis yksio¨. Lisa¨ksi {f(m+ 1)}∼0 on yksio¨.
Siis kun k ≥ 1, niin f(k − 1) on vaaditunlainen yk.
Enta¨ onko olemassa loputtomiin avautuvaa ”maatuskanukkea”? Vastaus
on myo¨nta¨va¨, kuten seuraavassa rekursiolauseen avulla na¨hda¨a¨n.
Teoreema 5.6. [Ro 11.4 Th VII] On olemassa c ∈ Θ siten, etta¨ ⋃n≤k{c}∼n 6=⋃
n∈N{c}∼n kaikilla k ∈ N.
Todistus. Olkoon h : N3 → N, h(x, y, z) = y + µw(w + (z −˙ ψU(x, y + 1)) +
(ψU(x, y + 1) −˙ z) = 0) ja olkoon s : N2 → N s-m-n -lauseen todistuk-
sen konstruktion mukaisesti totaali, laskettava ja argumenttiensa suhteen
aidosti kasvava funktio siten, etta¨ ϕs(x,y)(z) = h(x, y, z). Olkoon edelleen
p : N→ N totaali ja laskettava siten, etta¨ ϕp(x)(y) = s(x, y). Rekursiolauseen
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nojalla on olemassa e ∈ N siten, etta¨ ϕe = ϕp(e). Funktio s on totaali ja
ϕe(y) = ϕp(e)(y) = s(e, y), joten ϕe on totaali. Olkoon sitten y2 > y1. Nyt
ϕe(y2) = ϕp(e)(y2) = s(e, y2) > s(e, y1) = ϕp(e)(y1) = ϕe(y1), joten ϕe on ai-
dosti kasvava. Lisa¨ksi h(e, y, z) on ma¨a¨ritelty jos ja vain jos z = ϕe(y + 1),
joten Ws(e,y) = {ϕe(y+1)}. Lisa¨ksi s(e, y) = ϕp(e)(y) = ϕe(y), joten Wϕe(y) =
{ϕe(y + 1)}. Jos merkita¨a¨n f = ϕe, niin saadaan siis Wf(x) = {f(x + 1)}
kaikilla x ∈ N. Nyt siis {f(0)}∼n = {f(n)} kaikilla n ∈ N, joten
⋃
n≤k{f(0)}∼n
on a¨a¨rellinen kaikilla k ∈ N. Siis proposition 5.3. nojalla f(0) ∈ Θ. Lisa¨ksi f
on aidosti kasvava, joten
⋃
n∈N{f(0)}∼n = ran(f) on a¨a¨reto¨n.
Nyt saadaan lisa¨a¨ tietoa kasvavien ja va¨henevien joukkojen struktuureis-
ta.
Propositio 5.7. Jos A on kasvava, B kiintopiste ja A ( B ( N, niin on ole-
massa aidosti kasvava C siten, etta¨ A ( C ( B. Erityisesti siis suppeamman
ja laajemman kiintopisteen va¨lissa¨ on aidosti kasvava joukko.
Todistus. Tapa 1: Olkoon b ∈ B \A. Joukko B on kasvava, joten teoreeman
5.1. nojalla
⋃
n∈N{b}∼n ⊆ B ja
⋃
n∈N{b}∼n on kasvava. Proposition 3.32. nojalla
A ∪ ⋃n∈N{b}∼n on kasvava. Koska ⋃n∈N{b}∼n on kasvava, niin ⋃n∈N{b}∼n ∩





n∈N{b}∼n olisi korollaarin 4.5. nojalla produktiivinen, mika¨ on ristiriita,
koska
⋃
n∈N{b}∼n on proposition 5.4. nojalla rekursiivisesti lueteltava. Siis
{x ∈ N : Wx = {b}} *
⋃
n∈N{b}∼n . Lisa¨ksi {x ∈ N : Wx = {b}} ∩ A = ∅,
koska A on kasvava. Siis {x ∈ N : Wx = {b}} * A ∪
⋃
n∈N{b}∼n , joten
A∪⋃n∈N{b}∼n ei ole va¨heneva¨ ja siis erityisesti A∪⋃n∈N{b}∼n 6= B. Valitaan
siis C = A ∪⋃n∈N{b}∼n .
Tapa 2: Olkoon b ∈ B \ A. Jos A ⊆ ⋃n∈N{b}∼n , niin ⋃n∈N{b}∼n ta¨ytta¨a¨
ehdot, koska se ei rekursiivisesti lueteltavana joukkona ole kiintopiste. Jos
A *
⋃
n∈N{b}∼n , niin olkoon a ∈ A\
⋃
n∈N{b}∼n ja olkoon c sellainen luku, etta¨
Wc = {a, b}. Nyt c /∈ A, koska A on kasvava, ja samasta syysta¨ c /∈
⋃
n∈N{b}∼n .
Siis c /∈ A∪⋃n∈N{b}∼n , joten A∪⋃n∈N{b}∼n ei ole va¨heneva¨. Se kuitenkin on
kasvava ja sisa¨ltyy B:hen, kuten tavassa 1 todettiin, ja ta¨ytta¨a¨ siis ehdot.
Teoreema 5.8. Joukossa {X ( Θ : X kasvava} ei ole sisa¨ltymisrelaation
suhteen maksimaalisia ja¨senia¨.
Todistus. Jos A ∈ {X ( Θ : X kasvava}, niin edellisen proposition nojalla
on olemassa (aidosti) kasvava C siten, etta¨ A ( C ( Θ.
Propositio 5.9. Jos A on kiintopiste, B on va¨heneva¨ ja A ( B ( N, niin
on olemassa aidosti va¨heneva¨ D siten, etta¨ A ( D ( B. Erityisesti siis
suppeamman ja laajemman kiintopisteen va¨lissa¨ on aidosti va¨heneva¨ joukko.
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Todistus. Jos B on aidosti va¨heneva¨, niin prod(B) ( B, jolloin monotonisuu-
den nojalla prod(prod(B)) ⊆ prod(B) ja injektiivisyyden nojalla prod(prod(B)) 6=
prod(B). Siis prod(B) on aidosti va¨heneva¨, joten prod(B) 6= A. Lisa¨ksi
monotonisuuden nojalla A = prod(A) ⊆ prod(B). Voidaan siis valita D =
prod(B).
Oletetaan sitten, etta¨ myo¨s B on kiintopiste. Edellisen proposition nojalla
on olemassa kasvava C siten, etta¨ A ( C ( B. Merkita¨a¨n D = A ∪ (B \ C).
Oletetaan sitten, etta¨ x ∈ prod(D) eli Wx ⊆ D ⊆ B, jolloin x ∈ prod(B) =
B. Jos Wx ⊆ A, niin x ∈ prod(A) = A. Jos taas Wx ∩ (B \ C) 6= ∅, niin
x /∈ C, koska C on kasvava. Ta¨llo¨in siis x ∈ B \ C. Siis joka tapauksessa
x ∈ D, joten prod(D) ⊆ D, eli D on va¨heneva¨. Olkoon sitten b ∈ B \ C
ja c ∈ C \ A, jolloin siis c /∈ D. Olkoon d sellainen luku, etta¨ Wd = {b, c}.
Ta¨llo¨in d ∈ prod(B) = B, mutta d /∈ C, koska C on kasvava. Siis d ∈ D,
mutta Wd * D, joten D ei ole kasvava. Siis D on aidosti va¨heneva¨.
Teoreema 5.10. Joukossa {X ) Ω : X va¨heneva¨} ei ole sisa¨ltymisrelaation
suhteen minimaalisia ja¨senia¨.
Todistus. Jos B ∈ {X ) Ω : X va¨heneva¨}, niin edellisen proposition nojalla
on olemassa (aidosti) va¨heneva¨ D siten, etta¨ Ω ( D ( B.
Luvussa 3 na¨htiin, etta¨ jokaista kiintopistetta¨ A kohti on olemassa 2ℵ0
va¨heneva¨a¨ joukkoa X ⊆ A ∪ (N \ Θ) siten, etta¨ ⋂n∈N prodn(X) = A. Voi-
daanko lo¨yta¨a¨ joukko X, joka sisa¨ltyisikin Θ:aan? Ta¨ma¨ liittyy kysymykseen
siita¨, onko A:lla seuraajaa kiintopisteiden joukossa:
Propositio 5.11. Oletetaan, etta¨ A ja B, A ( B, ovat pera¨kka¨iset kiinto-
pisteet, eli ei ole olemassa kolmatta kiintopistetta¨ C siten, etta¨ A ( C (
B. Ta¨llo¨in on olemassa aidosti va¨heneva¨ X siten, etta¨ A ( X ( B ja⋂
n∈N prodn(X) = A.
Todistus. Edellisen proposition nojalla on olemassa aidosti va¨heneva¨ X si-
ten, etta¨ A ( X ( B. Teoreeman 3.17. nojalla
⋂
n∈N prodn(X) on X:n
laajin kasvava osajoukko, joten A ⊆ ⋂n∈N prodn(X). Tehda¨a¨n vastaoletus:
A (
⋂
n∈N prodn(X). Koska X on va¨heneva¨, niin
⋂
n∈N prodn(X) on teo-
reeman 3.18. nojalla kiintopiste. Ta¨ma¨ on ristiriita oletuksen kanssa, koska⋂
n∈N prodn(X) ⊆ X ( B. Siis
⋂
n∈N prodn(X) = A.
Luvun alun informaaleihin visioihin palataan kirjoittajan kandidaatin-
tutkielmassa. Itse asiassa kasvavien joukkojen struktuuri ei ainoastaan na¨yta¨




Ta¨ma¨n luvun seuraaminen vaatii tietoja niin sanotuista a¨a¨retto¨mista¨
ja¨rjestysluvuista, ordinaaleista. Niita¨ on ka¨sitelty mm. joukko-opin oppikir-
joissa [En 4, 7 & 8] ja [Su 5 & 7]. Joukkoa N vastaavalle ordinaalille ka¨yteta¨a¨n
merkinta¨a¨ ω.
Olisi houkuttelevaa ulottaa ma¨a¨ritelma¨ prodn(A) koskemaan luonnollis-
ten lukujen n lisa¨ksi kaikkia ordinaaleja α. Osoittautuu, etta¨ ta¨ma¨ onkin
tarpeen laajennettaessa annettua joukkoa va¨heneva¨ksi. Tullaan nimitta¨in
na¨kema¨a¨n, etta¨ joukon laajentaminen va¨heneva¨ksi on usein huomattavasti
”pidempi”prosessi, kuin viime luvussa ka¨sitelty laajentaminen kasvavaksi.
On valittava mita¨ tehda¨ rajaordinaalien kohdalla. Kaksi ilmeista¨ vaih-
toehtoa ovat leikkauksen ja yhdisteen ottaminen kaikista pienempien ordi-






β<α prodβ(A), jos α on rajaordinaali,
niin laajennus ja¨isi na¨enna¨iseksi. Osoitetaan ensin, etta¨ prodω(A) ⊆ prodα(A)
kaikilla ordinaaleilla α.
Todistus. Todistetaan va¨ite transfiniittisella induktiolla indeksin α suhteen.
α = 0: prodω(A) =
⋂
n∈N prodn(A) ⊆ prod0(A)
α = β+1: Jos prodω(A) ⊆ prodβ(A), niin teoreeman 3.17. (i) ja monotoni-
suuden nojalla prodω(A) ⊆ prod(prodω(A)) ⊆ prod(prodβ(A)) = prodβ+1(A).
α rajaordinaali: Jos prodω(A) ⊆ prodβ(A) kaikilla β < α, niin prodω(A) ⊆⋂
β<α prodβ(A).
Nyt na¨hda¨a¨n, etta¨ prodα(A) = prodω(A) kaikilla rajaordinaaleilla α > 0:
joko α = ω tai ω < α, jolloin prodα(A) =
⋂
β<α prodβ(A) ⊆ prodω(A).
Osoittautuu, etta¨ yhdisteet tarjoavat leikkauksia hedelma¨llisemma¨n vaih-
toehdon. Joukolle A on kuitenkin asetettava pieni ylima¨a¨ra¨inen rajoitus, jotta
prodα(A) olisi ma¨a¨ritelty kaikilla ordinaaleilla α.
Ma¨a¨ritelma¨ 6.1. Olkoon A ⊆ N, e ∈ N sellainen luku etta¨ We = N, ja





β<α prodβ(A), jos α on rajaordinaali.
Osoitetaan ensin, etta¨ merkinta¨ on ma¨a¨ritelty kaikilla ordinaaleilla α.
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Propositio 6.2. Jos A ja e ovat kuten edellisessa¨ ma¨a¨ritelma¨ssa¨, niin prodα(A)
on ma¨a¨ritelty ja e /∈ prodα(A) kaikilla ordinaaleilla α.
Todistus. α = 0: Triviaali.
α = β+1: Induktio-oletuksen nojalla e /∈ prodβ(A), joten prod(prodβ(A))
on ma¨a¨ritelty. Lisa¨ksi e /∈ prod(prodβ(A)), koska N = We * prodβ(A).
α rajaordinaali: Induktio-oletuksen nojalla e /∈ prodβ(A) kaikilla β < α,
joten e /∈ ⋃β<α prodβ(A) = prodα(A).
Joukko prodα(A) on siis produktiivinen, josA toteuttaa edellisen ma¨a¨ritelma¨n
ja α on seuraajaordinaali. Se ei kuitenkaan va¨ltta¨ma¨tta¨ ole produktiivinen,
jos α > 0 on rajaordinaali. Olkoon esimerkiksi e sellainen luku, etta¨ We = N,
ja A = N\{e}. Nyt prodω(A) = N\{e}, joka ei ole produktiivinen. Seuraavas-
sa esiteta¨a¨n joukolle A riitta¨va¨ ehto, jolla prodα(A) saadaan produktiiviseksi
kaikilla ordinaaleilla α > 0.
Lemma 6.3. Jos A ⊆ N, f : N → N totaali ja laskettava, ja A ∩ {x ∈ N :
ϕx = f } = ∅, niin prodα(A) ∩ {x ∈ N : ϕx = f } = ∅ kaikilla α.
Todistus. α = 0: Triviaali.
α = β + 1: Aiemman nojalla prodβ(A) on ma¨a¨ritelty ja prodβ(A) 6= N.
Lisa¨ksi f on totaali, joten prod(prodβ(A)) ∩ {x ∈ N : ϕx = f } = ∅.
α rajaordinaali: Induktio-oletuksen nojalla prodβ(A) ∩ {x ∈ N : ϕx =
f } = ∅ kaikilla β < α, joten ⋃β<α prodβ(A) ∩ {x ∈ N : ϕx = f } = ∅.
Propositio 6.4. Jos A ⊆ N, f : N→ N totaali ja laskettava, ja A∩{x ∈ N :
ϕx = f } = ∅, niin prodα(A) on produktiivinen kaikilla ordinaaleilla α > 0.
Todistus. Jos α = β+1 jollain ordinaalilla β, niin prodα(A) = prod(prodβ(A)) ⊇
{x ∈ N : ϕx = f∅ }. Siis edellisen lemman ja teoreeman 4.3. nojalla prodα(A)
on produktiivinen. Oletetaan sitten, etta¨ α on rajaordinaali. Jos α 6= 0, niin
{x ∈ N : ϕx = f∅ } ⊆ prod1(A) ⊆ prodα(A). Siis ja¨lleen edellisen lemman ja
teoreeman 4.3. nojalla prodα(A) on produktiivinen.
Kuitenkaan prodα(A) ei va¨ltta¨ma¨tta¨ ole muotoa prod(B), kuten tullaan
na¨kema¨a¨n.
Lemma 6.5. Olkoon α > 0 rajaordinaali ja prodα(A) = prod(B) jollain
B ( N. Nyt prodα(A) ⊆ B ja prodα(A) on va¨heneva¨.
Todistus. Olkoon γ < α. Nyt myo¨s γ+ 1 < α, joten prodγ+1(A) ⊆ prodα(A).
Siis aidon monotonisuuden nojalla prodγ(A) ⊆ B. Na¨in ollen prodα(A) =⋃
β<α prodβ(A) ⊆ B. Monotonisuuden nojalla prodα+1(A) ⊆ prod(B) =
prodα(A).
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Lemma 6.6. Jos A on kasvava, niin prodα(A) on kasvava kaikilla ordinaa-
leilla α.
Todistus. A toteuttaa ma¨a¨ritelma¨n 6.1. ehdon, koska A on kasvava. Todiste-
taan lemma transfiniittisella induktiolla.
α = 0: Oletus.
α = β + 1: Induktio-oletuksen nojalla prodβ(A) ⊆ prodβ+1(A), joten
monotonisuuden nojalla prodβ+1(A) ⊆ prodβ+2(A).
α rajaordinaali: Induktio-oletuksen nojalla prodβ(A) ⊆ prodβ+1(A) kai-
killa β < α. Kun huomioidaan viela¨ propositio 3.9., saadaan prodα(A) =⋃
β<α prodβ(A) ⊆
⋃
β<α prodβ+1(A) ⊆ prod(
⋃
β<α prodβ(A)) = prod(prodα(A)).
Propositio 6.7. Jos A on kasvava ja β < α, niin prodβ(A) ⊆ prodα(A).
Todistus. Todistetaan propositio transfiniittisella induktiolla α:n suhteen.
α = 0: Triviaali.
α = γ+1: Edellisen lemman nojalla prodγ(A) ⊆ prodα(A). Olkoon β < α.
Nyt joko β = γ tai β < γ. Ja¨lkimma¨isessa¨ tapauksessa pa¨tee induktio-
oletuksen nojalla prodβ(A) ⊆ prodγ(A) ⊆ prodα(A).
α rajaordinaali: Triviaali.
Lemma 6.8. (i) Olkoon α ordinaali. Ta¨llo¨in α+ ω on pienin rajaordinaali,
joka on suurempi kuin α.
(ii) On olemassa ylinumeroituvan monta numeroituvaa rajaordinaalia.
Todistus. (i) ω on rajaordinaali, joten α + ω on rajaordinaali [Su 7.2 Th
22]. Oletetaan, etta¨ β on sellainen ordinaali, etta¨ α < β < α + ω. Olkoon
γ sellainen, etta¨ β = α + γ [Su 7.2 Th 23]. Siis γ < ω [En Cor 8P], joten
γ on luonnollinen luku ja lisa¨ksi γ > 0, koska α < β. Siis β = α + γ on
seuraajaordinaali.
(ii) Tehda¨a¨n vastaoletus: joukko L = {α : α numeroituva rajaordinaali }
on numeroituva. Olkoon γ =
⋃
L, jolloin γ on ordinaali [Su 5.1 Th 9]. Lisa¨ksi
γ on numeroituvana yhdisteena¨ numeroituvista joukoista numeroituva. Edel-
leen samasta syysta¨ myo¨s γ+ω on numeroituva. Lisa¨ksi γ+ω on (i)-kohdan
nojalla rajaordinaali. Siis γ = supL ≥ γ + ω, mika¨ on ristiriita.
Teoreema 6.9. Olkoon A ⊆ N kuten ma¨a¨ritelma¨ssa¨ 6.1. Nyt on olemassa
pienin α siten, etta¨ prodα(A) on va¨heneva¨, merkita¨a¨n sita¨ αA. Lisa¨ksi αA
toteuttaa seuraavat ehdot:
(i) αA on numeroituva rajaordinaali
(ii) prodγ(A) ⊆ prodαA(A) kaikilla γ
(iii) prodγ(A) = prodαA(A) kaikilla rajaordinaaleilla γ > αA
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Todistus. (i) Tehda¨a¨n vastaoletus: prodα+1(A) * prodα(A) kaikilla numeroi-
tuvilla α. Edellisen lemman kohdan (i) nojalla α + ω on aina rajaordinaali,
ja samoin aina α + 1 < α + ω, joten ma¨a¨ritelma¨n perusteella prodα+1(A) ⊆
prodα+ω(A) kaikilla ordinaaleilla α. Voidaan siis valita kullakin γ ∈ L =
{α : α numeroituva rajaordinaali } luku xγ ∈ prodγ+ω(A)\prodγ(A). Olkoot
sitten γ, δ ∈ L, γ < δ. Nyt edellisen lemman kohdan (i) nojalla γ + ω ≤ δ.
Koska δ on rajaordinaali, niin prodγ+ω(A) ⊆ prodδ(A). Siis xδ /∈ prodγ+ω(A),
joten xδ 6= xγ. Siis funktio f : L → N, f(γ) = xγ kaikilla γ ∈ L, on injektio.
Ta¨ma¨ on ristiriita edellisen lemman kohdan (ii) kanssa, jonka mukaan L on
ylinumeroituva.
On siis olemassa numeroituva α siten, etta¨ prodα+1(A) ⊆ prodα(A). Lisa¨ksi
ordinaalien luokka on tavallisen ja¨rjestyksensa¨ hyvinja¨rjesta¨ma¨, joten on ole-
massa pienin ehdon toteuttava numeroituva ordinaali. Olkoon kyseinen or-
dinaali αA. Tehda¨a¨n vastaoletus: on olemassa γ siten, etta¨ αA = γ + 1. Nyt
prod(prodγ+1(A)) = prodαA+1(A) ⊆ prodαA(A) = prod(prodγ(A)), joten ai-
don monotonisuuden nojalla prodγ+1(A) ⊆ prodγ(A). Ta¨ma¨ on ristiriita αA:n
minimaalisuuden kanssa. Siis αA on rajaordinaali (mahdollisesti nolla).
(ii) Todistetaan va¨ite transfiniittisella induktiolla.
γ = 0: αA rajaordinaali ja γ ≤ αA.
γ = β+1: Induktio-oletuksen ja monotonisuuden nojalla prodγ(A) = prod(prodβ(A))
⊆ prod(prodαA(A)) ⊆ prodαA(A).




(iii) Jos γ > αA on rajaordinaali, niin prodαA(A) ⊆ prodγ(A). Lisa¨ksi
kohdan (ii) nojalla prodγ(A) ⊆ prodαA(A).
Ma¨a¨ritelma¨ 6.1. ei siis oleellisesti kanna ylinumeroituviin ordinaaleihin
siina¨ mielessa¨, etta¨ transfiniittinen rekursio alkaa aina toistaa itsea¨a¨n jo jos-
tain numeroituvasta rajaordinaalista la¨htien. Toisto alkaa kuitenkin tietyissa¨
tapauksissa vasta varsin suurista numeroituvista ordinaaleista, kuten kohta
na¨hda¨a¨n.
Korollaari 6.10. Jos A on kasvava, niin on olemassa pienin α siten, etta¨
prodα(A) on kiintopiste. Lisa¨ksi kyseinen αA on numeroituva rajaordinaali,
ja prodγ(A) = prodαA(A) kaikilla γ > αA.
Todistus. Edellinen teoreema ja propositio 6.7.
Lemma 6.11. On olemassa
(i) totaali ja laskettava r : N→ N siten, etta¨ Wr(x) = ran(ϕx) kaikilla x ∈ N.
(ii) totaali ja laskettava r′ : N→ N siten, etta¨ ϕr′(x) = r ◦ ϕx kaikilla x ∈ N.
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Todistus. (i) Olkoon f(x, y) = µz(1 −˙ S(x, pi1(z), y, pi2(z)) = 0) ja olkoon
r : N → N totaali ja laskettava siten, etta¨ ϕr(x)(y) = f(x, y). Nyt Wr(x) =
ran(ϕx) kaikilla x ∈ N.
(ii) Olkoon g(x, y) = r(ψU(x, y)) ja olkoon r
′ : N→ N totaali ja laskettava
siten, etta¨ ϕr′(x)(y) = g(x, y). Nyt ϕr′(x)(y) = r ◦ ϕx(y).
Propositio 6.12. Jos A on aidosti kasvava, niin αA ≥ ωωω .
Todistus. Ka¨yteta¨a¨n propositiota 6.7. implisiittisesti la¨pi todistuksen. Ol-
koon f : N3 → N,{
f(x, y, 0) = y,
f(x, y, z + 1) = ψU(x, f(x, y, z)), kaikilla x, y ∈ N.
Nyt f on laskettava. Olkoon q : N2 → N totaali ja laskettava funktio siten,
etta¨ ϕq(x,y)(z) = f(x, y, z) ja edelleen p : N → N totaali ja laskettava siten,
etta¨ ϕp(x)(y) = q(x, y). Olkoot r ja r
′ kuten edellisessa¨ lemmassa. Oletetaan,
etta¨ luku b ja ordinaali β ovat sellaiset, etta¨ kaikilla α ja c pa¨tee: jos c ∈
prodα+1(A) \ prodα(A), niin ϕb(c) ∈ prodα+β+1(A) \ prodα+β(A). Olkoon
sitten e ∈ prodα+1(A) \ prodα(A).
Va¨ite 1 : f(b, e, n) ∈ prodα+β·n+1(A) \ prodα+β·n(A) kaikilla n < ω.
Todistus. Todistetaan va¨ite induktiolla luvun n suhteen.
Alkuaskel: f(b, e, 0) = e ∈ prodα+β·0+1(A) \ prodα+β·0(A).
Induktio-oletus: f(b, e, k) ∈ prodα+β·k+1(A) \ prodα+β·k(A).
Nyt oletuksen ja induktio-oletuksen nojalla f(b, e, k + 1) = ϕb(f(b, e, k)) ∈
prodα+β·k+β+1(A) \ prodα+β·k+β(A) = prodα+β·(k+1)+1(A) \ prodα+β·(k+1)(A).
Va¨ite 2 : r(q(b, e)) ∈ prodα+β·ω+1(A) \ prodα+β·ω(A).
Todistus. Va¨itteen 1 nojallaWr(q(b,e)) = ran(ϕq(b,e)) ⊆
⋃
n<ω prodα+β·n+1(A) ⊆
prodα+β·ω(A), mutta ran(ϕq(b,e)) * prodα+β·n(A) kaikilla n < ω. Siis r(q(b, e)) ∈
prodα+β·ω+1(A), mutta r(q(b, e)) /∈ prodα+β·n+1(A) ⊇ prodα+β·n(A) kaikilla
n < ω. Siis r(q(b, e)) /∈ ⋃n<ω prodα+β·n(A) = prodα+β·ω(A).
Olkoon a sellainen luku, etta¨ ϕa = r
′ ◦ p.
Va¨ite 3 : r(q(f(a, b, n), e)) ∈ prodα+β·ωn+1+1(A) \ prodα+β·ωn+1(A) kaikilla
n < ω.
Todistus. Alkuaskel: r(q(f(a, b, 0), e)) = r(q(b, e)), joten alkuaskel saadaan
va¨itteesta¨ 2.
Induktio-oletus: r(q(f(a, b, k), e)) ∈ prodα+β·ωk+1+1(A) \ prodα+β·ωk+1(A)
Lemma 1: f(f(a, b, k + 1), e,m) ∈ prodα+β·ωk+1·m+1(A) \ prodα+β·ωk+1·m(A)
kaikilla m < ω.
Todistetaan lemma 1 induktiolla luvun m suhteen hyo¨dynta¨en a¨sken tehtya¨
induktio-oletusta.
Lemman 1 alkuaskel: f(f(a, b, k + 1), e, 0) = e ∈ prodα+1(A) \ prodα(A) =
prodα+β·ωk+1·0+1(A) \ prodα+β·ωk+1·0(A).
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Lemman 1 i-o: f(f(a, b, k+ 1), e, y) ∈ prodα+β·ωk+1·y+1(A) \ prodα+β·ωk+1·y(A)
Nyt lemman 1 induktio-oletuksen ja itse va¨itteen induktio-oletuksen nojalla
f(f(a, b, k+1), e, y+1) = f(ϕa(f(a, b, k)), e, y+1) = f(r
′(p(f(a, b, k))), e, y+
1) = ϕr′(p(f(a,b,k)))(f(r
′(p(f(a, b, k))), e, y)) = r(ϕp(f(a,b,k))(f(r′(p(f(a, b, k))), e, y))) =
r(q(f(a, b, k), f(r′(p(f(a, b, k))), e, y))) = r(q(f(a, b, k), f(f(a, b, k+1), e, y))) ∈
prodα+β·ωk+1·y+β·ωk+1+1(A)\prodα+β·ωk+1·y+β·ωk+1(A) = prodα+β·ωk+1·(y+1)+1(A)\
prodα+β·ωk+1·(y+1)(A).
Lemma 1 on siis osoitettu oikeaksi, ja sen nojallaWr(q(f(a,b,k+1),e)) = ran(ϕq(f(a,b,k+1),e)) ⊆⋃
n<ω prodα+β·ωk+1·n+1(A) ⊆ prodα+β·ωk+2(A), mutta ran(ϕq(f(a,b,k+1),e)) * prodα+β·ωk+1·n(A)
kaikilla n < ω. Siis r(q(f(a, b, k+1), e)) ∈ prodα+β·ωk+2+1(A), mutta r(q(f(a, b, k+
1), e)) /∈ prodα+β·ωk+1·n+1(A) ⊇ prodα+β·ωk+1·n(A) kaikilla n < ω. Siis r(q(f(a, b, k+
1), e)) /∈ ⋃n<ω prodα+β·ωk+1·n(A) = prodα+β·ωk+2(A). Ta¨ma¨ todistaa va¨itteen
3.
Olkoon h(b, e, n) = r(q(f(a, b, n), e)) ja u : N2 → N totaali ja laskettava siten,
etta¨ ϕu(b,e)(n) = h(b, e, n).
Va¨ite 4 : r(u(b, e)) ∈ prodα+β·ωω+1(A) \ prodα+β·ωω(A)
Todistus. Va¨itteen 3 nojallaWr(u(b,e)) = ran(ϕu(b,e)) ⊆
⋃
n<ω prodα+β·ωn+1+1(A) ⊆
prodα+β·ωω(A), mutta ran(ϕu(b,e)) * prodα+β·ωn+1(A) kaikilla n < ω. Siis
r(u(b, e)) ∈ prodα+β·ωω+1(A), mutta r(u(b, e)) /∈ prodα+β·ωn+1+1(A) ⊇ prodα+β·ωn(A)
kaikilla n < ω. Siis r(u(b, e)) /∈ ⋃n<ω prodα+β·ωn(A) = prodα+β·ωω(A).
Va¨ite 5 : Kaikilla n ∈ N on olemassa laskettava gn : N2 → N siten, etta¨ jos
b ja e ovat kuten edella¨, niin gn(b, e) ∈ prodα+β·ωωn+1+1(A)\prodα+β·ωωn+1 (A).
Todistus. Alkuaskel: Kun n = 0, voidaan va¨itteen 4 nojalla valita g0 = r ◦u.
Induktio-oletus: va¨ite pa¨tee kun n = k.
Olkoon nyt v : N → N totaali ja laskettava siten, etta¨ ϕv(x)(y) = gk(x, y) ja
v∗ sellainen luku, etta¨ ϕv∗ = v.
Lemma 2: Jos b, e, β ja α ovat kuten edella¨, niin ϕf(v∗,b,m+1)(e) ∈
prod
α+β·ωωk+1·(m+1)+1(A) \ prodα+β·ωωk+1·(m+1)(A) kaikilla m < ω.
Todistetaan lemma induktiolla luvun m suhteen hyo¨dynta¨en a¨sken tehtya¨
induktio-oletusta.
Lemman 2 alkuaskel: ϕf(v∗,b,0+1)(e) = ϕv(b)(e) = gk(b, e) ∈ prodα+β·ωωk+1+1(A)\
prod
α+β·ωωk+1 (A) = prodα+β·ωωk+1·1+1(A) \ prodα+β·ωωk+1·1(A)
Lemman 2 i-o: ϕf(v∗,b,i+1)(e) ∈ prodα+β·ωωk+1·(i+1)+1(A) \ prodα+β·ωωk+1·(i+1)(A)
Nyt lemman 2 induktio-oletuksen ja itse va¨itteen induktio-oletuksen nojalla
ϕf(v∗,b,i+2)(e) = ϕv(f(v∗,b,i+1))(e) = gk(f(v
∗, b, i+1), e) ∈ prod
α+β·ωωk+1·(i+1)·ωωk+1+1(A)\
prod
α+β·ωωk+1·(i+1)·ωωk+1 (A) = prodα+β·ωωk+1·(i+2)+1(A) \ prodα+β·ωωk+1·(i+2)(A),
mika¨ todistaa lemman.
Merkita¨a¨n sitten j(x, y,m) = ψU(f(v
∗, x,m + 1), y), jolloin j on laskettava.
Olkoon t : N2 → N totaali ja laskettava siten, etta¨ ϕt(x,y)(m) = j(x, y,m). Nyt





α+β·ωωk+2 (A), mutta ran(ϕt(b,e)) * prodα+β·ωωk+1·(m+1)(A) kaikilla m < ω.
Siis r(t(b, e)) ∈ prod
α+β·ωωk+2+1(A), mutta r(t(b, e)) /∈ prodα+β·ωωk+1·(m+1)+1(A) ⊇
prod




α+β·ωωk+2 (A). Voidaan siis valita gk+1 = r ◦ t.
Va¨ite 6 : Jos γ < ωω
ω
, niin γ < αA.
Todistus. Nyt on olemassa k ∈ N siten, etta¨ γ < ωωk+1 . Olkoon s : N → N
kuten teoreeman 3.31. todistuksessa, eli s on totaali ja laskettava funk-
tio, jolla Ws(x) = {x} kaikilla x ∈ N. Olkoon s∗ ∈ N sellainen luku, etta¨
ϕs∗ = s. Jos e ja α ovat sellaiset, etta¨ e ∈ prodα+1(A) \ prodα(A), niin
Ws(e) = {e} ⊆ prodα+1(A) ja Ws(e) = {e} * prodα(A). Siis ϕs∗(e) = s(e) ∈
prodα+2(A) \ prodα+1(A). Siis jos e0 ∈ prod(A) \A ja gk on kuten va¨itteessa¨
5, niin gk(s
∗, e0) ∈ prod0+1·ωωk+1+1(A)\prod0+1·ωωk+1 , joten prodωωk+1+1(A) 6=
prod
ωωk+1
(A). Siis korollaarin 6.10. nojalla αA > ω
ωk+1 > γ.
Siis αA ≥ ωωω .
Kiivetta¨essa¨ todistuksen edetessa¨ ordinaaleissa ylo¨spa¨in rekursio louhii
yha¨ syvemma¨lta¨ ja lankojen pita¨minen ka¨sissa¨ ka¨y koko ajan vaikeammaksi.
Korollaarin 6.10. nojalla tiedeta¨a¨n siis, etta¨ jossain numeroituvassa vaiheessa
peruskallio tulee vastaan: ordinaalit kasvavat liian suuriksi, etta¨ niita¨ voisi
teoriassakaan kontrolloida edellisen todistuksen tekniikoilla. Voisi sanoa, etta¨
rekursiivisuus hajoaa siina¨ kohdassa. Onkin olemassa rekursiivisen ordinaalin
ka¨site, ja juuri siita¨ ilmio¨sta¨ on kyse. Rekursiiviset ordinaalit jatkuvat paljon
pidemma¨lle, kuin a¨sken saavutettu ωω
ω
.
Ma¨a¨ritelma¨ 6.13. [Ro 11.7] Notaatiosysteemi S on kuvaus vS joukolta
DS ⊆ N joukolle ordinaaleja siten, etta¨
(i) on olemassa laskettava kS siten, etta¨
vS(x) = 0 =⇒ kS(x) = 0,
vS(x) on seuraajaordinaali =⇒ kS(x) = 1,
vS(x) on rajaordinaali =⇒ kS(x) = 2
(ii) on olemassa laskettava pS siten, etta¨
vS(x) on seuraajaordinaali =⇒ [pS(x) ma¨a¨ritelty ja vS(x) = vS(pS(x)) + 1]
(iii) on olemassa laskettava qS siten, etta¨
vS(x) rajaordinaali =⇒ [qS(x) ma¨a¨ritelty ja ϕqS(x) on totaali ja (vS(ϕqS(x)(n)))∞n=0
on aidosti kasvava jono, jonka supremum on vS(x)].
Joukon DS ja¨senia¨ sanotaan S:n notaatioiksi.
Ma¨a¨ritelma¨ 6.14. [Ro 11.7] (i) α on konstruktiivinen ordinaali, jos on ole-
massa notaatiosysteemi, joka liitta¨a¨ siihen ainakin yhden notaation.
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(ii) Notaatiosysteemi S on maksimaalinen, jos S antaa notaation kaikille
konstruktiivisille ordinaaleille.
(iii) Notaatiosysteemi S on universaalinen, jos jokaisella systeemilla¨ S ′ on
olemassa laskettava ϕ siten, etta¨ ϕ[DS′ ] ⊆ DS ja vS′(x) ≤ vS(ϕ(x)) kaikilla
x ∈ DS′ .
Lemma 6.15. [Ro 11.7] (i) Jos systeemi S antaa notaation ordinaalille α,
niin S antaa notaatiot kaikille β < α.
(ii) Universaalinen systeemi on maksimaalinen.
Todistus. (i) Todistetaan va¨ite transfiniittisella induktiolla α:n suhteen. Ta-
paus α = 0 pa¨tee triviaalisti. Jos α = γ + 1 ja vS(x) = α, niin vS(x) =
vS(pS(x)) + 1 ja siis γ = vS(pS(x)). Lisa¨ksi induktio-oletuksen nojalla S an-
taa notaatiot kaikille β < γ.
Jos α on rajaordinaali, vS(x) = α ja β < α, niin on olemassa n ∈ N siten,
etta¨ β < vS(ϕqS(x)(n)), jolloin induktio-oletuksen nojalla S antaa notaation
ordinaalille β.
(ii) Olkoon S universaalinen α = vS′(x) joillain S
′ ja x. Nyt on olemassa
ϕ siten, etta¨ α ≤ vS(ϕ(x)), jolloin kohdan (i) nojalla S antaa notaation
ordinaalille α.
Palautetaan mieleen proposition 6.12. todistuksessa esiintyneet funktiot
s ja r. Luku s(x) on kullakin x ∈ N s-m-n -lauseen todistuksessa ka¨ytetta¨va¨n
konstruktion mukaisesti era¨a¨n URM-ohjelmien koodi. Jos a ∈ N on annet-
tu, modifioidaan kyseisia¨ URM-ohjelmia siten, etta¨ niiden alkuun lisa¨ta¨a¨n
laskennan kannalta merkitykseto¨n ka¨sky T(a+1,a+1) ja myo¨hempien mah-
dollisten hyppyka¨skyjen osoitteita kasvatetaan ykko¨sella¨. Olkoon sa funk-
tio, jolla sa(x) on kullakin x ∈ N na¨in saadun URM-ohjelman koodi. Ol-
koon ra saatu funktiosta r vastaavalla tavalla, silla¨ erotuksella etta¨ ohjel-
mien alkuun lisa¨tta¨va¨ ka¨sky on T(a+2,a+2). Kuten funktiot s ja r, myo¨s
sa ja ra ovat totaaleja, laskettavia ja aidosti kasvavia, ja Wsa(x) = {x} seka¨
Wra(x) = ran(ϕx) kaikilla x ∈ N. Nyt lisa¨ksi ohjelmien koodauksesta seuraa,
etta¨ sa(x), ra(x) > a kaikilla x ∈ N ja ran(sa) ∩ ran(ra) = ∅.
Ja¨ljitella¨a¨n Kleenen systeemia¨ S1 [Ro 11.7] ja ma¨a¨ritella¨a¨n systeemi S
a seu-
raavasti:
0 saa notaation a.
Jos kaikki ordinaalit < γ ovat saaneet notaatiot, niin
(i) Jos γ = β + 1, γ saa joukon { sa(x) : x on ordinaalin β notaatio }
ja¨senet notaatioikseen
(ii) Jos γ on rajaordinaali, γ saa joukon { ra(e) : (ϕe(n))∞n=0 ovat notaatioita
aidosti kasvavalle jonolle ordinaaleja, jonka supremum on γ } ja¨senet notaa-
tioikseen.
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Na¨ma¨ ehdot ma¨a¨ritteleva¨t transfiniittisella rekursiolla kuvauksen vSa ja
joukon DSa . Olkoot f ja g joukkojen ran(sa) ja ran(ra) karakteristiset funk-
tiot. Lemman 2.14. nojalla f ja g ovat laskettavia, joten voidaan asettaa
kSa = f + 2g. Lisa¨ksi pSa(x) = µy((x −˙ sa(y)) + (sa(y) −˙ x) = 0) ja
qSa(x) = µy((x −˙ ra(y)) + (ra(y) −˙ x) = 0). Ta¨ma¨ pa¨a¨tta¨a¨ ma¨a¨ritelma¨n
ja osoittaa, etta¨ Sa on systeemi.
Samoin kuin S1 [Ro 11.7 Th XVI], systeemit S
a voidaan rekursiolauseen
avulla osoittaa universaalisiksi.
Lemma 6.16. Notaatiosysteemi Sa on universaalinen kullakin a ∈ N.
Todistus. Olkoon S notaatiosysteemi ja kS, pS ja qS siihen liittyva¨t las-
kettavat funktiot. Olkoon g : N3 → N, g(z, x, n) = ψU(z, ψU(qS(x), n)) =
ϕz(ϕqS(x)(n)) ja olkoon h : N2 → N totaali ja laskettava siten, etta¨ ϕh(z,x)(n) =
g(z, x, n). Olkoon
ψ(z, x) =

a, jos kS(x) = 0,
sa(ψU(z, pS(x))), jos kS(x) = 1,
P r22(qS(x), 1) · ra(h(z, x)), jos kS(x) = 2,
ei ma¨a¨ritelty , muuten.
ψ on laskettava, joten on olemassa totaali ja laskettava f : N→ N siten, etta¨
ϕf(z)(x) = ψ(z, x). Rekursiolauseen nojalla on olemassa luku m siten, etta¨
ϕf(m) = ϕm, jolloin siis
ϕm(x) =

a, jos kS(x) = 0,
sa(ϕm(pS(x))), jos kS(x) = 1,
ra(y
′), jos kS(x) = 2 ja qS(x) on ma¨a¨ritelty, missa¨ y′ on
funktion ϕm ◦ ϕqS(x) indeksi
ei ma¨a¨ritelty, muuten.
Osoitetaan transfiniittisella induktiolla, etta¨ kaikilla ordinaaleilla α pa¨tee: jos
vS(x) = α jollain x, niin ϕm(x) on ma¨a¨ritelty ja vSa(ϕm(x)) = vS(x).
α = 0: Jos vS(x) = α, niin kS(x) = 0 ja siis vSa(ϕm(x)) = vSa(a) = 0.
α = β + 1: Jos vS(x) = α, niin kS(x) = 1 ja vS(x) = vS(pS(x)) + 1. Siis
vS(pS(x)) = β, joten induktio-oletuksen nojalla vSa(ϕm(pS(x))) = β. Siis
vSa(ϕm(x)) = vSa(sa(ϕm(pS(x)))) = vSa(ϕm(pS(x))) + 1 = β + 1 = α.
α rajaordinaali: Jos vS(x) = α, niin kS(x) = 2, qS(x) on ma¨a¨ritelty,
ϕqS(x) on totaali ja (vS(ϕqS(x)(n)))
∞
n=0 on aidosti kasvava jono, jonka supre-
mum on vS(x). Induktio-oletuksen nojalla ϕm(ϕqS(x)(n)) on ma¨a¨ritelty ja
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vSa(ϕm(ϕqS(x)(n))) = vS(ϕqS(x)(n)) kaikilla n ∈ N. Siis ϕm ◦ ϕqS(x) on to-
taali ja (vSa(ϕm(ϕqS(x)(n))))
∞
n=0 on aidosti kasvava jono, jonka supremum on
vS(x) = α. Siis vSa(ϕm(x)) = α.
Konstruktiivista ordinaalia tunnetumpi lienee rekursiivisen ordinaalin ka¨site.
Silla¨ tarkoitetaan ordinaalia, joka on ja¨rjestysisomorfinen jonkin rekursiivisen
relaation hyvinja¨rjesta¨ma¨n luonnollisten lukujen osajoukon kanssa [Ro 11.8].
Pieninta¨ ei-rekursiivista ordinaalia kutsutaan nimella¨ Churchin-Kleenen or-
dinaali, ja sille ka¨yteta¨a¨n merkinta¨a¨ ωCK1 .
Lemma 6.17. Jokainen konstruktiivinen ordinaali on rekursiivinen, ja ka¨a¨nta¨en.
Todistus. [Ro 11.8 Cor XIX & Th XX]
Jos Sa antaa notaation ordinaalille α, niin Sa antaa notaation myo¨s or-
dinaalille α + 1. Systeemin Sa maksimaalisuudesta seuraa nyt, etta¨ ωCK1 on
rajaordinaali. Toinen seuraus on, etta¨ konstruktiivisia ordinaaleja on vain nu-
meroituva ma¨a¨ra¨. Lisa¨ksi lemman 6.15. kohdasta (i) seuraa ensinna¨kin, etta¨
jokainen konstruktiivinen ordinaali on numeroituva ja toisekseen, etta¨ jokai-
nen konstruktiivinen ordinaali on pienempi kuin ωCK1 . Siis ω
CK
1 =⋃{α : α on konstruktiivinen ordinaali } on numeroituvana yhdisteena¨
numeroituvista joukoista numeroituva. Churchin-Kleenen ordinaali on kui-
tenkin numeroituvien ordinaalien joukossa suuri, tiedeta¨a¨n esimerkiksi etta¨
ωCK1 > 0 = sup{ω, ωω, ωωω , ωωω
ω
, . . . } ([Po Cor 8.9.]).
Ma¨a¨ritelma¨ 6.18. Olkoon A ⊆ N. Ma¨a¨ritella¨a¨n transfiniittisella rekursiolla
joukot
S0(A) = A,
Sα+1(A) = Sα ∪ prod(Sα),
Sα =
⋃
β<α Sβ(A) jos α on rajaordinaali.
Teoreema 6.19. (i) prodα(A) ⊆ Sα(A) kaikilla α ja A.
(ii) Jos C ⊆ N on va¨heneva¨ ja A ⊆ C, niin Sα ⊆ C kaikilla α.
(iii) Sγ(A) = prodαA(A) kaikilla γ ≥ αA.
(iv) prodαA(A) on suppein va¨heneva¨ joukko, joka sisa¨lta¨a¨ joukon A.
Todistus. (i) Transfiniittinen induktio:
α = 0: Selva¨.
α = β+ 1: Induktio-oletuksen nojalla prodβ(A) ⊆ Sβ(A), jolloin monoto-
nisuuden nojalla prodβ+1(A) ⊆ prod(Sβ(A)) ⊆ Sβ+1(A).
α rajaordinaali: Induktio-oletuksen nojalla prodα(A) =
⋃
β<α prodβ(A) ⊆⋃
β<α Sβ(A) = Sα(A).
(ii) Transfiniittinen induktio:
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α = 0: S0(A) = A ⊆ C
α = β + 1: Induktio-oletuksen nojalla Sβ(A) ⊆ C, joten monotonisuuden
nojalla prod(Sβ(A)) ⊆ prod(C) ⊆ C. Siis Sβ+1(A) = Sβ(A)∪ prod(Sβ(A)) ⊆
C.
α rajaordinaali: Induktio-oletuksen nojalla Sβ(A) ⊆ C kaikilla β < α,
joten Sα(A) =
⋃
β<α Sβ(A) ⊆ C.
(iii) Jos γ ≥ αA, niin kohdan (i) nojalla prodαA(A) ⊆ SαA(A) ⊆ Sγ(A).
Lisa¨ksi prodαA(A) on va¨heneva¨ ja koska αA on rajaordinaali, niin A ⊆
prodαA(A). Siis kohdan (ii) nojalla Sγ(A) ⊆ prodαA(A).
(iv) Jos C ⊆ N on va¨heneva¨ ja A ⊆ C, niin kohtien (i) ja (ii) nojalla
prodαA(A) ⊆ SαA(A) ⊆ C.
Edellisen teoreeman kohdan (iii) nojalla on olemassa pienin β, jolla Sβ+1(A) =
Sβ(A). Ka¨yteta¨a¨n kyseiselle ordinaalille merkinta¨a¨ βA, jolloin siis βA ≤ αA
kaikilla A ⊆ N. Lisa¨ksi havaitaan, etta¨ Sγ+1(A) = Sγ(A) kaikilla γ ≥ βA. Toi-
sin kuin αA, βA voi olla myo¨s seuraajaordinaali. Olkoon nimitta¨in esimerkiksi
n sellainen luku, etta¨ Wn = ∅ ja A = Ω \ {n}. Ta¨llo¨in βA = 1.
Tehda¨a¨n ennen seuraavaa teoreemaa transfiniittisella induktiolla havainto
mielivaltaisilla x, α ja A: jos x ∈ Sα(A), niin pienin β, jolla x ∈ Sβ(A) on
joko nolla tai seuraajaordinaali. Siis joko x ∈ A tai on olemassa ordinaali
γ + 1 ≤ α siten, etta¨ x ∈ Sγ+1(A) \ Sγ(A).
Teoreema 6.20. Oletetaan, etta¨ A ⊆ N ja ainakin toinen seuraavista eh-
doista on voimassa:
(i) A on aidosti kasvava, tai
(ii) on olemassa e ∈ prod(A)\A siten, etta¨ A∩ran(se) = ∅ = A∩ran(re).
Ta¨llo¨in αA ≥ βA ≥ ωCK1 .
Todistus. Oletetaan, etta¨ e ∈ prod(A) \ A. Osoitetaan transfiniittisella in-
duktiolla, etta¨ jos ehto on (i) on voimassa tai jos e toteuttaa ehdon (ii), niin
kaikilla ordinaaleilla α pa¨tee: jos vSe(x) = α jollain x, niin x ∈ Sα+1 \ Sα.
α = 0: Nyt ainoa x, jolla vSe(x) = α on e, ja e ∈ S1 \ S0.
α = β + 1: Oletetaan, etta¨ vSe(x) = α. Nyt on olemassa y siten, etta¨
x = se(y) ja vSe(y) = β. Induktio-oletuksen nojalla y ∈ Sβ+1(A)\Sβ(A). Siis
Wse(y) = {y} ⊆ Sβ+1(A), joten x = se(y) ∈ prod(Sβ+1(A)) ⊆ Sβ+2(A).
Tehda¨a¨n vastaoletus: se(y) ∈ Sβ+1(A). Oletetaan ensin, etta¨ ehto (i) on
voimassa. Nyt teoreemaa edelta¨va¨n havainnon nojalla joko se(y) ∈ A tai
on olemassa ordinaali γ + 1 ≤ β + 1 siten, etta¨ se(y) ∈ Sγ+1(A) \ Sγ(A).
Jos se(y) ∈ A, niin se(y) ∈ prod(A), jolloin Wse(y) = {y} ⊆ A. Ta¨ma¨ on
ristiriita, koska y /∈ Sβ(A) ⊇ A. Jos taas se(y) ∈ Sγ+1(A) \ Sγ(A), niin
se(y) ∈ prod(Sγ(A)), jolloin Wse(y) = {y} ⊆ Sγ(A). Toisaalta γ ≤ β, joten
Sγ(A) ⊆ Sβ(A). Ta¨ma¨ on ja¨lleen ristiriita, koska y /∈ Sβ(A).
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Oletetaan sitten, etta¨ ehto (ii) on voimassa. Nyt on vastaoletuksen vallites-
sa vain yksi vaihtoehto: on olemassa ordinaali γ + 1 ≤ β + 1 siten, etta¨
se(y) ∈ Sγ+1(A) \Sγ(A). Ta¨sta¨ seuraa kuten edella¨, etta¨ y ∈ Sγ(A), mika¨ on
ja¨lleen ristiriita. Siis x = se(y) ∈ Sα+1(A) \ Sα(A).
α rajaordinaali: Oletetaan, etta¨ vSe(x) = α. Nyt on olemassa y siten, etta¨
x = re(y) ja (vSe(ϕy(n)))
∞
n=0 on aidosti kasvava jono ordinaaleja, jonka supre-
mum on α. Induktio-oletuksen nojalla ϕy(n) ∈ SvSe (ϕy(n))+1(A) ⊆ Sα(A) kul-
lakin n ∈ N, mutta ϕy(n) /∈ SvSe (ϕy(n))(A). Siis Wre(y) = ran(ϕy) ⊆ Sα(A) ja
siis x = re(y) ∈ prod(Sα(A)) ⊆ Sα+1(A), mutta ran(ϕy) * SvSe (ϕy(n))(A) kai-
killa n ∈ N. Tehda¨a¨n vastaoletus: re(y) ∈ Sα(A). Oletetaan ensin, etta¨ ehto
(i) on voimassa. Nyt teoreemaa edelta¨va¨n havainnon nojalla joko re(y) ∈ A
tai on olemassa ordinaali γ + 1 < α siten, etta¨ re(y) ∈ Sγ+1(A) \ Sγ(A). Jos
re(y) ∈ A, niin re(y) ∈ prod(A), jolloin Wre(y) = ran(ϕy) ⊆ A. Ta¨ma¨ on ris-
tiriita, koska ran(ϕy) * SvSe (ϕy(0))(A) ⊇ A. Jos taas re(y) ∈ Sγ+1(A) \Sγ(A),
missa¨ γ+ 1 < α, niin re(y) ∈ prod(Sγ(A)), jolloin Wre(y) = ran(ϕy) ⊆ Sγ(A).
Koska sup(vSe(ϕy(n)))
∞
n=0 = α, on olemassa luku m siten, etta¨ vSe(ϕy(m)) >
γ, jolloin Sγ(A) ⊆ SvSe (ϕy(m))(A). Ta¨ma¨ on ja¨lleen ristiriita, koska ran(ϕy) *
SvSe (ϕy(m))(A).
Oletetaan sitten, etta¨ ehto (ii) on voimassa. Nyt on vain yksi vaihtoehto:
on olemassa ordinaali γ + 1 < α siten, etta¨ re(y) ∈ Sγ+1(A) \ Sγ(A). Ta¨sta¨
seuraa kuten edella¨, etta¨ ran(ϕy) ⊆ Sγ(A), mika¨ on ja¨lleen ristiriita. Siis
x = re(y) ∈ Sα+1(A) \ Sα(A).
Se on maksimaalinen systeemi, joten jos α < ωCK1 , niin on olemassa x
siten, etta¨ vSe(x) = α, jolloin siis x ∈ Sα+1 \ Sα. Koska Sγ+1(A) = Sγ(A)
kaikilla γ ≥ βA, niin α < βA. Siis βA ≥ ωCK1 . Lisa¨ksi aina αA ≥ βA.
Saatiin siis proposition 6.12. todistukseen verrattuna vaivattomammin
huomattavasti vahvempi tulos. Ta¨ma¨ on osoitus tuloksen mahdollistaneen
Kleenen toisen rekursiolauseen voimasta. Rekursiivisilla A on rekursiolauseen
avulla mahdollista todistaa myo¨s ka¨a¨nteinen suunta αA ≤ ωCK1 . Ka¨yteta¨a¨n
Parikhin teoreeman (b)-kohdan todistusta [Ro 11.8 Th XXI] esikuvana ja ote-
taan ka¨ytto¨o¨n konventionaalisempi universaalinen notaatiosysteemi, Kleenen
O, johon liittyy hyo¨dyllinen laskettava yhteenlaskufunktio.
Ma¨a¨ritelma¨ 6.21. (Kleenen O)[Ro 11.7] Systeemi O ma¨a¨ritella¨a¨n seuraa-
vasti. Ma¨a¨ritella¨a¨n seka¨ vO etta¨ joukon DO osittainen ja¨rjestys <O.
0 saa notaation 1.
Oletetaan, etta¨ kaikki ordinaalit < γ ovat saaneet notaationsa, ja etta¨
<O on jo ma¨a¨ritelty na¨ille notaatioille.
(i) Jos γ = β + 1, niin jokaisella ordinaalin β notaatiolla x, γ saa luvun
2x notaatiokseen, ja ja¨rjestetyt parit (z, 2x) lisa¨ta¨a¨n relaatioon <O kaikilla z,
joilla joko z = x tai (z, x) kuuluu jo relaatioon <O.
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(ii) Jos γ on rajaordinaali, niin jokaisella y, jolla (ϕy(n))
∞
n=0 ovat notaa-
tioita aidosti kasvavalle jonolle ordinaaleja, jonka supremum on γ ja jolla
(∀i)(∀j)[i < j =⇒ (ϕy(i), ϕy(j))kuuluu jo relaatioon <O], γ saa luvun 3 · 5y
notaatiokseen; ja ja¨rjestetyt parit (z, 3 · 5y) lisa¨ta¨a¨n relaatioon <O kaikilla z,
joilla on olemassa n siten, etta¨ (z, ϕy(n)) kuuluu jo relaatioon <O.
Voidaan ma¨a¨ritella¨ laskettavat kO, pO ja qO siten, etta¨ kaikilla x, y ∈ N
kO(1) = 0, kO(2
x) = 1, kO(3 · 5y) = 2, pO(2x) = x ja qO(3 · 5y) = y.
Ta¨ma¨ pa¨a¨tta¨a¨ ma¨a¨ritelma¨n.
Joukolle DO ka¨yteta¨a¨n myo¨s merkinta¨a¨ O. Merkinna¨n vO(x) asemesta
merkita¨a¨n |x|O. Jos (x, y) ∈<O, niin kirjoitetaan x <O y.
Lemma 6.22. On olemassa totaali ja laskettava kaksipaikkainen funktio +O
siten, etta¨ kaikilla x, y ∈ O,
(i) x+O y ∈ O,
(ii) |x+O y|O = |x|O + |y|O,
(iii) y 6= 1 =⇒ x <O x+O y.
Todistus. [Ro 11.7 Th XVII]
Lemma 6.23. (i) Jos A on joukko ordinaaleja, joiden joukossa ei ole suu-
rinta ja¨senta¨, niin
⋃A on rajaordinaali.
(ii) Jos α on seuraajaordinaali, niin on olemassa suurin α:aa pienempi
rajaordinaali.
(iii) Jos α ja β ovat ordinaaleja ja β > 0, niin α + β > α.
(iv) Kaikilla ordinaaleilla α, β pa¨tee α + β ≥ β.
Todistus. (i)
⋃A on ordinaali [Su 5.1 Th 9]. Tehda¨a¨n vastaoletus: on ole-
massa ordinaali δ siten, etta¨ supA = ⋃A = δ + 1. Nyt on olemassa α ∈ A
siten, etta¨ α > δ ja edelleen β ∈ A siten, etta¨ β > α. Ta¨llo¨in β > δ+ 1, mika¨
on ristiriita.
(ii) Tehda¨a¨n vastaoletus: joukossa A = { β : β < α ja β rajaordinaali } ei
ole suurinta ja¨senta¨. Nyt (i)-kohdan nojalla supA = ⋃A on rajaordinaali.
Ordinaali α on joukon A yla¨raja, joten supA ≤ α. Lisa¨ksi α on seuraajaor-
dinaali, joten supA 6= α ja siis supA < α. Siis supA ∈ A, joten supA on
joukon A suurin ja¨sen, mika¨ on ristiriita.
(iii) [Su 7.2 Th 18]
(iv) [Su 7.2 Th 21]
Ma¨a¨ritelma¨ 6.24. Olkoon Cα(A) =
⋃
β≤α prodβ(A) kaikilla ordinaaleilla α
ja ma¨a¨ritelma¨n 6.1. mukaisilla A ⊆ N.
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Lemma 6.25. (i) Cα(A) = prodα(A) kaikilla rajaordinaaleilla α.
(ii) Jos x ∈ Cα(A), niin pienin β, jolla x ∈ Cβ(A) on joko nolla tai
seuraajaordinaali. Siis joko x ∈ A tai on olemassa ordinaali γ+ 1 ≤ α siten,
etta¨ x ∈ Cγ+1(A) \ Cγ(A).





β<α prodβ(A)∪prodα(A) = prodα(A)∪prodα(A) =
prodα(A).
(ii) Tehda¨a¨n vastaoletus: rajaordinaali α > 0 on pienin β, jolla x ∈ Cβ(A).
Kohdan (i) nojalla Cα(A) = prodα(A), joten x ∈ prodα(A) =
⋃
β<α prodβ(A)
ja siis x ∈ prodβ(A) ⊆ Cβ(A) jollain β < α, mika¨ on ristiriita.
Nyt ollaan valmiita mukailemaan Parikhin teoreeman todistusta.
Teoreema 6.26. Jos A on rekursiivinen, niin βA ≤ αA ≤ ωCK1 .
Todistus. Olkoon A ⊆ N rekursiivinen ja χA sen komplementin karakteristi-
nen funktio. Olkoon η : N3 → N,
η(z, x, 0) = 1,
η(z, x, n+ 1) = η(z, x, n) +O (χA(pi1(n)) ·H(x, pi1(n), pi2(n)) · ψU(z, pi1(n))+
(1 −˙ χA(pi1(n)) ·H(x, pi1(n), pi2(n))) · 2),
jolloin η on laskettava. Olkoon f : N2 → N totaali ja laskettava siten, etta¨
ϕf(z,x)(n) = η(z, x, n) ja olkoon g(z, x) = 3 · 5f(z,x). Olkoon sitten j : N→ N
totaali ja laskettava siten, etta¨ ϕj(z)(x) = g(z, x). Rekursiolauseen nojalla on
olemassa luku b, jolla ϕj(b) = ϕb. Siis ϕb(x) = ϕj(b)(x) = g(b, x) = 3·5f(b,x) kai-
killa x ∈ N. Funktio f on totaali, joten ϕb on totaali. Merkita¨a¨n ν = ϕb. Sa-
notaan, etta¨ m esiintyy joukon Wx numeroinnissa askeleessa n, jos m = pi1(n)
ja H(x, pi1(n), pi2(n)) = 1. Nyt siis ν(x) = 3 · 5yx jokaisella x ∈ N, missa¨ yx
on seuraavan laskettavan funktion indeksi
ηx(0) = 1,
ηx(n + 1) =

ηx(n) +O ν(m), jos m /∈ A ja m on joukon Wx ja¨sen, joka
esiintyy joukon Wx numeroinnissa
askeleessa n,
ηx(n) +O 2, muuten.
Osoitetaan transfiniittisella induktiolla α:n suhteen, etta¨ aina jos x ∈ Cα+1(A)\
Cα(A), niin ν(x) ∈ O ja |ν(x)|O ≥ α.
α = 0: Nyt x ∈ (prod(A) ∪ A) \ A = prod(A) \ A. Siis Wx ⊆ A, joten
ηx(n+ 1) = ηx(n) +O 2 kaikilla n ∈ N. Osoitetaan induktiolla, etta¨ kaikilla n
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pa¨tee ηx(n) ∈ O ja |ηx(n)|O = n. Tapaus n = 0 pa¨tee, koska ηx(0) = 1 ∈ O
ja |1|O = 0. Lisa¨ksi 2 ∈ O ja |2|O = 1, joten jos ηx(k) ∈ O ja |ηx(k)|O = k,
niin lemman 6.22. nojalla ηx(k + 1) = ηx(k) +O 2 ∈ O ja |ηx(k + 1)|O =
|ηx(k)|O+|2|O = k+1. Ta¨ma¨ pa¨a¨tta¨a¨ induktion. Lisa¨ksi lemman 6.22. nojalla
kaikilla n pa¨tee ηx(n) <O ηx(n) +O 2 = ηx(n + 1). Siis ν(x) = 3 · 5yx ∈ O ja
|ν(x)|O = sup(|ηx(n)|O)∞n=0 = ω > 0.
α seuraajaordinaali: Oletetaan, etta¨ x ∈ Cα+1(A)\Cα(A) =
⋃
β≤α+1 prodβ(A)\⋃
β≤α prodβ(A) ⊆ prodα+1(A). Nyt siis Wx ⊆ prodα(A) ⊆ Cα(A). Osoitetaan
induktiolla seuraava va¨ite: kaikilla n pa¨tee ηx(n) ∈ O ja lisa¨ksi jos n ≥ 1,
niin |ηx(n − 1)|O < |ηx(n)|O ja ηx(n − 1) <O ηx(n). Tapaus n = 0 on selva¨.
Oletetaan sitten, etta¨ va¨ite pa¨tee kun n = k. Jos H(x, pi1(k), pi2(k)) = 0 tai
pi1(k) ∈ A, niin ηx(k+ 1) = ηx(k) +O 2 ∈ O, ηx(k) <O ηx(k+ 1) ja |ηx(k)|O <
|ηx(k)|O + 1 = |ηx(k)|O + |2|O = |ηx(k) +O 2|O = |ηx(k + 1)|O. Jos taas
H(x, pi1(k), pi2(k)) = 1 ja pi1(k) /∈ A, niin pi1(k) ∈ Wx ⊆ Cα(A). Merkita¨a¨n
m = pi1(k), jolloin edellisen lemman kohdan (ii) nojalla on olemassa ordinaali
γ < α siten, etta¨ m ∈ Cγ+1(A) \ Cγ(A). Transfiniittisen induktio-oletuksen
nojalla ν(m) ∈ O ja |ν(m)|O ≥ γ, joten ηx(k + 1) = ηx(k) +O ν(m) ∈ O. Jos
γ > 0, niin lemman 6.23. kohdan (iii) nojalla |ηx(k)|O < |ηx(k)|O+ |ν(m)|O =
|ηx(k) +O ν(m)|O = |ηx(k + 1)|O. Lisa¨ksi ν(m) 6= 1, koska |ν(m)|O > 0, ja
siis lemman 6.22. kohdan (iii) nojalla ηx(k) <O ηx(k) +O ν(m) = ηx(k + 1).
Jos γ = 0, niin kohdan ”α = 0”nojalla |ν(m)|O = ω > 0, joten ta¨llo¨inkin
|ηx(k)|O < |ηx(k + 1)|O ja ηx(k) <O ηx(k + 1). Ta¨ma¨ pa¨a¨tta¨a¨ induktion.
Lemman 6.23. kohdan (i) nojalla sup(|ηx(n)|O)∞n=0 on rajaordinaali, joten
ν(x) ∈ O ja |ν(x)|O = sup(|ηx(n)|O)∞n=0. Lemman 6.23. kohdan (ii) nojal-
la on olemassa suurin α:aa pienempi rajaordinaali δ. Nyt δ + 1 ≤ α, jo-
ten Cδ+1(A) ⊆ Cα(A). Tehda¨a¨n vastaoletus: Wx ⊆ Cδ(A) = prodδ(A). Nyt
x ∈ prodδ+1(A) ⊆ Cδ+1(A) ⊆ Cα(A), mika¨ on ristiriita. On siis olemassa
b ∈ Wx siten, etta¨ b /∈ Cδ(A) ⊇ C0(A) = A. Siis b /∈ A. Kuitenkin b ∈ Cα(A),
koska Wx ⊆ Cα(A). On siis olemassa ξ < α siten, etta¨ b ∈ Cξ+1(A) \ Cξ(A).
Ta¨llo¨in ta¨ytyy olla ξ+1 > δ, eli ξ ≥ δ. Transfiniittisen induktio-oletuksen no-
jalla ν(b) ∈ O ja |ν(b)|O ≥ ξ ≥ δ. Olkoon t sellainen luku, etta¨ H(x, b, t) = 1
ja olkoon c = pi(b, t). Nyt |ηx(c+ 1)|O = |ηx(c) +O ν(b)|O = |ηx(c)|O + |ν(b)|O.
Lisa¨ksi lemman 6.23. kohdan (iv) nojalla |ηx(c)|O + |ν(b)|O ≥ |ν(b)|O ≥ δ.
Siis |ηx(c + 2)|O > |ηx(c + 1)|O ≥ δ, joten sup(|ηx(n)|O)∞n=0 > δ. Koska
sup(|ηx(n)|O)∞n=0 on rajaordinaali, niin |ν(x)|O = sup(|ηx(n)|O)∞n=0 > α.
α rajaordinaali: Oletetaan ja¨lleen, etta¨ x ∈ Cα+1(A)\Cα(A) ⊆ prodα+1(A),
jolloin taas Wx ⊆ prodα(A) ⊆ Cα(A). Samoin kuin seuraajaordinaalin ta-
pauksessa na¨hda¨a¨n, etta¨ kaikilla n pa¨tee ηx(n) ∈ O ja lisa¨ksi jos n ≥ 1, niin
|ηx(n − 1)|O < |ηx(n)|O ja ηx(n − 1) <O ηx(n). Ta¨sta¨ seuraa ja¨lleen, etta¨
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sup(|ηx(n)|O)∞n=0 on rajaordinaali, ν(x) ∈ O ja |ν(x)|O = sup(|ηx(n)|O)∞n=0.
Olkoon sitten γ < α rajaordinaali, jolloin γ+1 < α ja siis Cγ+1(A) ⊆ Cα(A).
Tehda¨a¨n vastaoletus: Wx ⊆ Cγ(A) = prodγ(A). Nyt x ∈ prodγ+1(A) ⊆
Cγ+1(A) ⊆ Cα(A), mika¨ on ristiriita. On siis olemassa b ∈ Wx ⊆ Cα(A)
siten, etta¨ b /∈ Cγ(A) ⊇ A. Siis b /∈ A, joten on olemassa δ < α si-
ten, etta¨ b ∈ Cδ+1(A) \ Cδ(A). Ta¨llo¨in ta¨ytyy olla δ + 1 > γ, eli δ ≥ γ.
Transfiniittisen induktio-oletuksen nojalla ν(b) ∈ O ja |ν(b)|O ≥ δ ≥ γ.
Olkoon t sellainen luku, etta¨ H(x, b, t) = 1 ja olkoon c = pi(b, t). Nyt
|ηx(c + 1)|O = |ηx(c) +O ν(b)|O = |ηx(c)|O + |ν(b)|O ≥ |ν(b)|O ≥ γ. Siis
|ηx(c+ 2)|O > |ηx(c+ 1)|O ≥ γ, joten |ν(x)|O = sup(|ηx(n)|O)∞n=0 > γ. Koska
|ν(x)|O on rajaordinaali, niin |ν(x)|O ≥ α.
Ta¨ma¨ pa¨a¨tta¨a¨ transfiniittisen induktion. Tehda¨a¨n lopuksi vastaoletus:
on olemassa x ∈ prodωCK1 +1(A) \ prodωCK1 (A). Koska ωCK1 on rajaordinaa-
li, saadaan x ∈ prodωCK1 +1(A) \ prodωCK1 (A) = prodωCK1 +1(A) \ CωCK1 (A) ⊆
CωCK1 +1(A)\CωCK1 (A). Siis |ν(x)|O ≥ ωCK1 , mika¨ on ristiriita, koska |ν(x)|O on
rekursiivinen ordinaali. Siis prodωCK1 +1(A) ⊆ prodωCK1 (A), joten αA ≤ ωCK1 .
Lisa¨ksi aina βA ≤ αA.
Seuraava tulos seuraa Parikhin teoreemasta muodossa SωCK1 (∅) = prod(id)
ja Sα(∅) ( prod(id) kaikilla α < ωCK1 .
Teoreema 6.27. prodωCK1 (∅) = SωCK1 (∅) = Ω ja prodα(∅), Sα(∅) ( Ω kaikilla
α < ωCK1
Todistus. ∅ on rekursiivinen ja aidosti kasvava, joten edellisen teoreeman ja
teoreeman 6.20. nojalla β∅ = α∅ = ωCK1 . Teoreeman 6.19. kohdan (iv) nojalla
prodωCK1 (∅) on suppein va¨heneva¨ joukko, joten prodωCK1 (∅) = Ω. Proposition
6.7. nojalla prodα(∅) ⊆ prodωCK1 (∅) = Ω kaikilla α < ωCK1 , ja korollaarin
6.10. nojalla prodα(∅) ei ole kiintopiste, kun α < ωCK1 . Siis prodα(∅) ( Ω
kaikilla α < ωCK1 . Lisa¨ksi teoreeman 6.19. kohdan (iii) nojalla SωCK1 (∅) =
prodωCK1 (∅) = Ω. Jos Sα(∅) = Sβ∅(∅), niin Sα+1(∅) = Sβ∅+1(∅) = Sβ∅(∅) =
Sα(∅), ja siis α ≥ β∅ = ωCK1 . Siis jos α < ωCK1 , niin Sα(∅) ( Sβ∅(∅) = Ω.
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