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Abstract
We study the notion of twisted bundles on noncommutative space. Due to the
existence of projective operators in the algebra of functions on the noncommu-
tative space, there are twisted bundles with non-constant dimension. The U(1)
instanton solution of Nekrasov and Schwarz is such an example. As a mathemat-
ical motivation for not excluding such bundles, we find gauge transformations
by which a bundle with constant dimension can be equivalent to a bundle with
non-constant dimension.
1 Introduction
Noncommutative geometry [1] has been applied to string theory in several different
aspects [2]-[11]. In particular, Connes, Douglas and Schwarz [5] found that in the
matrix theory a constant C−ij field background results in a gauge field theory living
on a noncommutative space. It was also found that the low energy effective theory for
D-branes in the NS-NS B field background is also given by the same noncommutative
gauge theory (NCGT) [12, 7, 13, 10]. We feel that it is important to understand the
physics of noncommutative field theories.
The purpose of this paper is to understand better twisted bundles on noncommu-
tative space. A noncommutative space is defined by the algebra A of functions on the
space, and the Hilbert space on which A is realized as operators. According to Connes,
vector bundles on a noncommutative space are defined as projective modules of A [1].
In other words, a twisted bundle can be understood as a projection P from a trivial
bundle. Classically we restrict ourselves to bundles with fibers all of the same dimension
at every point. This means that the projection P is of constant rank. However, due to
the existence of projective operators in A, one can extend the definition of bundles to
projective modules for which P has non-constant rank. The U(1) instanton solution of
Nekrasov and Schwarz [15] is found to be such an example [14].
In sec.2 we review the noncommutative algebra A of functions on a quantum plane,
and its realization on Hilbert spaces. In sec.3, we find projective operators in A con-
structed out of operators U which has right inverse but no left inverse. Formal gauge
transformations by U bring a bundle of constant dimension to a bundle with non-
constant dimension. This can be viewed as a mathematical motivation for us not to
exclude bundles with non-constant dimension. We review the notion of twisted bundles
in sec.4, with special care to projective modules with non-constant rank [14]. As an
example we review the ADHM construction of U(1) instantons [15] in sec.5.
2 Quantum Plane
In Connes’ formulation of noncommutative geometry [1], a noncommutative space is
specified by the spectral triple (A,H,D), where A is the noncommutative algebra of
functions on the space, H is the Hilbert space on which A is realized as an operator
algebra, and D is the so-called Dirac operator which defines the metric and differential
calculus. 1 In this paper, we will not use D, but instead we will directly define the
1 For a short introduction to the role D plays in noncommutative geometry please see [4].
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differential calculus for the nonocommutative space under consideration.
For the noncommutative space we are interested in, the coordinates xi satisfy
[xi, xj ] = iθij , (1)
where θij ∈ R are constant real numbers. The algebra A is defined by this relation and
elements in A are functions of xi.
There are two different Hilbert spaces that are often used in the literature for our A.
The first is the Hilbert space of simple harmonic oscillators (SHO), on which complex
coordinates act as creation and annihilation operators. The second is the phase space
of one particle on a classical space, on which the noncommutative coordinates are linear
combinations of coordinates and momenta in quantum mechanics. We discuss these
Hilbert spaces in the following two subsection.
For simplicity, we will consider a two dimensional noncommutative space, which is
also called a quantum plane, with coordinates xˆ and yˆ satisfying
[xˆ, yˆ] = iθ. (2)
This relation is invariant under translation and rotation on the two dimensional plane.
There is an anti-involution denoted by † which is identified with Hermitian conjugation
when A is realized as operators on a Hilbert space. We assume that θ is a real number
and
xˆ† = xˆ, yˆ† = yˆ. (3)
The algebra A is generated by xˆ and yˆ. As a convention we choose the coordinates
such that
θ ≥ 0. (4)
It follows that the commutation relation of the complex coordinates
zˆ =
xˆ+ iyˆ
2
, ˆ¯z ≡ zˆ† = xˆ− iyˆ
2
(5)
is similar to that of the creation and annihilation operators for a simple harmonic
oscillator:
[zˆ, ˆ¯z] =
θ
2
. (6)
One can therefore use the SHO Hilbert space as a representation of A.
One can adjoin differential one-forms (dzˆ) and (dˆ¯z) to this algebra and generate the
differential calculus. By definition, (dzˆ) and (dˆ¯z) commute with zˆ and ˆ¯z, and satisfy
the anticommuting relations
(dzˆ)(dˆ¯z) = −(dˆ¯z)(dzˆ), (dzˆ)2 = (dˆ¯z)2 = 0. (7)
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One can also define the derivatives ∂ˆi (i = 1, 2) which satisfy
∂ˆixˆj = xˆj ∂ˆi + δij, (8)
[∂ˆ1, ∂ˆ2] = 0. (9)
The action of a derivative on a function is
(∂ˆif) ≡ [∂ˆi, f ]. (10)
When acting on functions, ∂ˆi ∼ θ−1ij xˆj .
2.1 SHO Hilbert Space
The algebra A can be realized as an operator algebra according to
zˆ|n〉 =
√
θn
2
|n− 1〉, ˆ¯z|n〉 =
√
θ(n+ 1)
2
|n+ 1〉 (11)
on the SHO Hilbert space HSHO = {|n〉, n = 0, 1, 2, · · ·}.
This realization of A is not a one-to-one map. Any smooth function of
nˆ =
2
θ
ˆ¯zzˆ, (12)
such as sin πnˆ, which vanishes for all nˆ ∈ Z is identical to zero. Similarly, a smooth
function of nˆ which vanishes at all integers except nˆ = n is equivalent to the projective
operator Pn = |n〉〈n|.
Intuitively, points on the noncommutative space correspond to states in the Hilbert
space. The existence of these projective operators suggests that in some sense the non-
commutative space is a disconnected space. Classically, the step function is a projective
operator, but it is not a smooth function.
In general, a necessary condition for a Hilbert space H to respect a symmetry
xˆ→ xˆ′ = xˆ′(xˆ) is that
Tr(f(xˆ′)) = Tr(f(xˆ)) (13)
for the trace on H. Note that the natural notion for intergration on a quantum space
is just the trace over its Hilbert space. 2
Denoting the trace of f ∈ A on a Hilbert space for the quantum plane by 〈f(xˆ, yˆ)〉,
one can check whether it is true that
〈f(xˆ+ a, yˆ + b)〉 = 〈f(xˆ, yˆ)〉 (14)
2To be more precise one should use the Dixmier trace.
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for arbitrary real constants a, b whenever 〈f〉 is well defined. This requirement is
equivalent to
〈(∂ˆif)〉 = 0, (15)
which is the quantum analogue of the Stokes’ theorem. It can be checked that the trace
over HSHO respects both the rotational and the translational symmetry.
2.2 GNS Construction
The problem here is generic. Given a noncommutative algebra of functions A, how do
we define its Hilbert space such that certain symmetries of the algebra are respected?
The natural solution is the following. First define the integration 〈·〉 on the noncom-
mutative space as a functional invariant under all required symmetries, then use the
Gel’fand-Naˇimark-Siegel (GNS) construction to build the Hilbert space from this func-
tional. In the GNS construction, the Hilbert space HGNS is roughly speaking the set
of all functions {|f(xˆ)〉}, where the inner product is defined by
〈f(xˆ)|g(xˆ)〉 = 〈f(xˆ)†g(xˆ)〉. (16)
However, only normalizable states should be considered, and two states are viewed
equivalent if they have the same inner product with all other states.
Let xˆ1 = xˆ, xˆ2 = yˆ. The operators xˆi can be realized in terms of the coordinates xi
and derivatives ∂i on a classical plane as
xˆi = xi +
i
2
θij∂j , (17)
where θij = θǫij . Define the “vacuum” 〉 which is annihilated by the derivatives [16, 11]
∂i〉 = 0. (18)
The vacuum correpsonds to the identity function 1 and a classical function f acts on
it to give a new state f(x)〉. The vacuum may not be a state in H and is simply a
covenient notation.
For any function f of xˆ, there is a classical function fc of x such that
f(xˆ)〉 = fc(x)〉 (19)
due to (18). The function fc is also the classical function corresponding to f(xˆ) in
the star product representation (see the next subsection). We can now define the
integration 〈f(xˆ)〉 on the quantum plane by the classical integration of fc(x). Since
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according to (17), the translation of xˆ is identical to the translation of x, this functional
〈·〉 preserves translational symmetry.
This integral is different from the integral on HSHO. For instance, any function of
ˆ¯zzˆ which vanishes when (θˆ¯zzˆ/2) is integer is always integrated to zero on HSHO, but
not necessarily zero on HGNS.
Following the GNS construction with this invariant functional, we obtain the Hilbert
space HGNS which is the same as the Hilbert space of one-particle quantum mechanics
on a classical space.
HGNS is not an irreducible representation of A, and HSHO is a subset of this
Hilbert space corresponding to picking up only the states {|n〉 ≡ Hn(x/
√
θ)e−x
2/θ〉}
where the Hn’s are the Hermite polynomials.
Due to (18), the requirement (15) is consistent with viewing the functional as the
“vacuum expectation value”, with the assumption that
〈∂ˆi = 0. (20)
It seems that HGNS is the correct choice to be used in matrix theory with C field
background or for D-branes in a B field background. In the derivation of the noncom-
mutative relations (1) via open string quantization [7, 18], the noncommutativity comes
from a mixing of classical coordinates and momenta due to mixed boundary conditions
for the open string. This is very much like what eq.(17) represents.
2.3 Star Product Representation
It is well known that the quantum plane can be described by commutative functions
with a star product. Let x and y be the coordinates over a classical plane. The star
product is defined by
f ∗ g = ·
(
ei
θ
2
(∂x⊗∂y−∂y⊗∂x)(f ⊗ g)
)
, (21)
where ·(A⊗ B) is the ordinary commutative product of A and B.
For each classical function f(x) we associate a pseudo-differential operator [11]
fˆ =
∞∑
n=0
in
θi1j1
2
· · · θinjn
2
(∂i1 · · ·∂inf(x)) ∂j1 · · ·∂jn, (22)
which can be written as
fˆ = ·
(
ei
θ
2
(∂x⊗∂y−∂y⊗∂x)(f ⊗ ·)
)
. (23)
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It can be shown that in general
fˆ gˆ = hˆ, where h = f ∗ g. (24)
Let the Fourier transform of f be denoted f˜k:
f(x) =
∫
dkf˜ke
ik·x, (25)
then one finds
fˆ =
∫
dkf˜ke
ik·xˆ, (26)
where xˆ is defined in (17). Thus fˆ is a function of xˆ, and the algebra of classical
functions with the star product is equivalent to A. It is straightforward to check from
(26) that
fˆ(xˆ)〉 = f(x)〉. (27)
Comparing this with (19), one sees that f = fc.
3 An Algebraic Problem
Consider the standard algebraic problem of finding all solutions of ψ from an equation
like
f ∗ ψ = 0 (28)
for given f(x). Given a special example of (28), one can obtain other examples by
replacing f by f ′ ∗ f and ψ by ψ ∗ g with arbitrary functions f ′ and g.
In noncommutative algebra, an element f may not have a left inverse f ′ such that
f ′ ∗ f = 1, or a right inverse f ′ such that f ∗ f ′ = 1. If f has a left inverse, then the
unique solution of ψ is zero. Conversely, if ψ has a trivial solution, it means that f can
not have a left inverse.
Because the star product involves derivatives, the equation (28) is not really an
algebraic relation but rather a differential equation. Differential equations are uniquely
solved only if sufficient initial or boundary conditions are specified, so we should expect
that there are generically more than one solution to the equation (28).
Consider the example of f = z:
z ∗ ψ = zψ + θ
4
∂¯ψ = 0. (29)
It can be easily solved by
ψ = e−
4zz¯
θ
+h(z), (30)
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where h(z) is an arbitrary function of z. The special case of h equal to a constant gives
the Gaussian distribution
ψ = ψ0e
±
x2+y2
θ . (31)
This function corresponds to the operator |0〉〈0| on HSHO.
There are also examples of f for which the solution of ψ in (28) is unique (ψ = 0).
An example is given by f = eikx.
It is easy to see that if f is a polynomial of degree k then (28) is a differential
equation of order k, and one needs the appropriate initial or boundary condition for
the given differential equation.
In terms of the operator algebra on HSHO, the fact that (28) has many solutions
for f = zk is related to the fact that zˆk annihilates all states |n〉 with n < k. Instead
of using zˆ in this discussion, let us normalize it and define
u = (ˆ¯zzˆ + θ/2)−1/2zˆ. (32)
One can check that
uu† = 1, but u†u = 1− |0〉〈0|. (33)
Thus
p = u†u (34)
is a projective operator on HSHO, i.e., pp = p. This is because u has the annihilation
operator zˆ on the right to annihilate |0〉. Thus u has a right inverse u† and one can
prove that it has no left inverse. The existence of this kind of operators u is not a special
feature of the SHO Hilbert space. The operator u has the same properties on HGNS.
In general, (u†)kuk for positive integer k is a projective operator which annihilates all
|n〉 with n < k.
In general, we are interested in operators U which satisfy
UU † = 1, but U †U 6= 1. (35)
As above, U †U is always a projective operator. Since U does not have a left inverse, a
formal gauge transformation of the gauge potential A by U
A→ A′ = UAU † + U(dU †) (36)
is not really a gauge transformation. We can not transform A′ back to A by any
transformation. It follows that a transformation by U † also should not be viewed as
a true gauge transformation. However we will show in sec.4.2 that U still defines an
equivalence relation by modifying the bundle at the same time.
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4 Projective Module as Twisted Bundle
In noncommutative geometry, vector bundles are defined as projective modules of the
algebra A of functions on the base space. In this section we review the notion of
twisted bundles as projective modules and derive some formulas to be used latter for
the ADHM construction.
For a trivial vector bundle of N dimensional fibers, a section of the bundle is a
vector of N entries in A. The set of sections is a free module A⊗N .
To motivate the definition of twisted bundles, we recall the example of the tangent
bundle on S2. This tangent bundle is nontrivial, but the direct sum of the tangent space
and the normal vector space constitute a trivial bundle of three dimensions. One can
choose a projective operator acting on this trivial bundle which is the 3×3 matrix that
projects any 3-vector on a fiber of the trivial bundle to the tangent space. Explicitly,
the projection is given by P = 1 − |n〉〈n|, where |n〉 is the normal vector on S2. Thus
sections of the tangent bundle on S2 form a projective module, since the definition of a
projective module is just that it is a direct summand of a free module A⊗N with finite
N .
Classically all bundles are projective modules and vise versa due to a theorem by
Serre and Swan. 3 The natural definition of bundles on noncommutative spaces is thus
just projective modules [1]. Given a bundle, one can always find an N × N matrix
P with elements in A which satisfies PP = P , such that the set of sections on the
bundle is the projective module PA⊗N for some integer N . 4 An obvious property of
projective modules is that since the projection is taken from the left by convention, it
is a right A module because one can multiply elements in A from the right, to each
copy of A in A⊗N .
In practice it is not always necessary to define a bundle in terms of the projection
P and free module A⊗N . For instance the U(N) twisted bundles on a noncommutative
torus are constructed in [19] directly without referring to P or the trivial bundle.
4.1 Connection From Projection
Any connection on the trivial bundle induces a connection on the twisted bundle via
this projection. A familiar example is how the tangent bundle of a curved space gets
3 The theorem of Serre and Swan states that all locally trivial finite-dimensional complex vector
bundles over a compact space X are one-to-one corresponding to all finite projective modules over the
algebra A = C(X).
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PA⊗N is a projective module because its direct sum with (1 − P )A⊗N is a free module.
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its connection from its embedding in a flat space. We will give explicit expressions for
the covariant derivative on the twisted bundle, provided that the projection and free
module are given.
A section on a trivial bundle E0 of dimension N0 can be denoted as |s(x)〉 = |a〉sa(x),
a = 1, 2, · · · , N0, where sa(x) ∈ A are functions on the base space. A section is an
element of the free module A⊗N0 . Let the covariant derivative on E0 be D = d + A,
where A is an N0 × N0 matrix of elements in A. For simplicity, we first assume that
the basis {|a〉} is orthonormal and covariantly constant. That is, it satisfies
〈a|b〉 = δab, a, b = 1, 2, · · · , N0, (37)
(D|a〉) ≡ (d|a〉) + |b〉Aba(x) = 0, (38)
where Aba = 〈b|A|a〉. The action of D should satisfy the Leibniz rule
(D|s〉f) = (D|s〉)f + |s〉(df) (39)
for any section |s〉 and function f . It follows from (38) that
(D|s(x)〉) = |a〉(dsa(x)). (40)
Consider an arbitrary projection P which can be “locally” 5 expressed as
P =
N∑
i=1
|ψi(x)〉〈ψi(x)|, (41)
where N is the rank of the projector (N ≤ N0), and
|ψi(x)〉 = |a〉ψai(x) (42)
are sections of E0. Until the next subsection we assume that
〈ψi|ψj〉 =
∑
a
ψ†ai(x)ψaj(x) = δij (43)
so that
PP = P. (44)
The projection P defines a projective module PA⊗N0 which corresponds to a new
bundle E . Sections on E are of the form
|u(x)〉 = |ψi〉ui(x) (45)
5 What is meant by “locally” is not obvious for noncommutative spaces in general. A special
technique is developed in [17]. For the case of instantons it is clear that by this we mean the quantum
R
4, which is a local patch of S4.
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for ui(x) ∈ A (i = 1, 2, · · · , N).
The induced covariant derivative on E is
DP = PD. (46)
When acting on E ,
(DP |u(x)〉) = (PD|ψi〉ui)
= (PD|a〉ψaiui)
= P |a〉(dψaiui)
= |ψj〉ψ†aj(dψaiui)
= |ψi〉(DPu)i, (47)
where
(DPu)i(x) = (dui(x)) + (AP )ijuj(x), (48)
(AP )ij = ψ
†
ai(x)(dψaj(x)) = 〈ψi|d|ψj〉. (49)
This is the connection on a twisted bundle obtained as a projection from a free module.
Eq.(49) is reminisent of the Berry phase.
If the orthonormal basis {|a〉} does not satisfy (38), but rather D|a〉 = |b〉A′ab, then
(49) will be modified by an additional term A′ijuj where A
′
ij = 〈i|A′|j〉 = ψ†aiA′abψbj .
The field strength is by definition
F = (dA) + AA (50)
for a given gauge potential A. Using (41) and (43), the field strength of (49) is
(FP )ij = (dψ
†
ai)(dψaj) + ψ
†
ai(dψak)ψ
†
bk(dψbj)
= (dψ†ai)(dψaj)− (dψ†ai)ψakψ†bk(dψbj)
= (dψ†ai)(δab − Pab)(dψbj), (51)
where Pab = 〈a|P |b〉 = ψakψ†bk.
The projective operator (1−P ) in (51) can be written in terms of a basis of vectors
as
(1− P ) =
N0−N∑
α=1
|φα〉〈φα|, (52)
where |φα〉 = |a〉φaα(x) satisfy
〈φα|ψi〉 = 0, (53)
〈φα|φβ〉 = δαβ, (54)
10
for all α, β = 1, 2, · · · , (N0−N), i = 1, 2, · · · , N . So {|ψi〉} is a basis for E , and together
with {|φα〉} they give a complete basis for E0. Using (52) and (53), the field strength
(51) can be written as
(FP )ij = ψ
†
ai(dφaα)(dφ
†
bα)ψbj . (55)
In the ADHM construction of instanton solutions, we are given conditions of the
form
ξ†aαψa = 0, (56)
where ξα may not be orthonormal, but can be related to the orthonormal basis φα by
a linear transformation
ξaα = φaβMβα, (57)
where M satisfies
ξ†aαξaβ =M
†
αγMγβ (58)
as a result of (54). The solutions of ψ for (56) are labelled as ψi, which defines a
projective operator as (41). Thus eq.(56) can be viewed as defining equations for a
twisted bundle. Using (56) and (58), we derive the expression for F as
(FP )ij = ψ
†
ai(dξaα)(ξ
†ξ)−1αβ(dξ
†
bβ)ψbj . (59)
The expression (59) is particularly useful for the ADHM construction of instanton
solutions.
The calculations above are valid even for noncommutative algebras because we have
only assumed associativity of the algebra A.
4.2 Projections of Non-Constant Rank
There are two kinds of projective operators depending on whether they have a constant
rank through out the space. For instance, for the free module A (N = 1) on a classical
space which has disconnected pieces, one can define a projection which equals 1 on
one piece and equals 0 on another. This projection is a smooth function in A, so
it defines a projective module. However, the corresponding bundle does not have a
constant dimension everywhere on the space. It is of one dimension on one piece
and zero dimension (no bundle at all) on another. As we have seen in sec.3, for a
noncommutative space there can be elements in A which are projective even though
the classical limit of this space is simply connected. The question is: whether projective
modules associated with these projections should be forbidden, or how different they
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are from others. In this subsection we first give a description of bundles with non-
constant dimension, and then show that some of these bundles may be related to
bundles with constant dimension via gauge transformations. This suggests that one
should not exclude these bundles in noncommutative gauge theories. The appropriate
formulation for these bundles is given by Furuuchi [14], where it is also noted that the
U(1) instanton solution discovered by Nekrasov and Schwarz in [15] is of this kind. We
will have more discussions on it in sec.5.1.
In the previous subsection, we have assumed that the rank of the projection P is
constant in (43). To be more precise about what we mean, recall that a state in the
Hilbert spaceH can be roughly speaking viewed as a fuzzy point on the noncommutative
space. One can evaluate a function in A at a fuzzy point by taking the expectation
value of it for the corresponding state. If (43) is satisfied, |ψi〉 is nonzero everywhere,
and the rank of P is N everywhere.
To include the projections with non-constant rank, we have to replace the condition
(43) by a weaker one in the derivation above. To simplify our notation, we will omit all
indices on matrices. In the following ψ represents an N0 ×N matrix, and φ represents
an N0 ×N ′ matrix. N ′ is not smaller than (N0−N). Assume that we are given φ and
ψ satisfying
φφ† + ψψ† = 1, (60)
φ†ψ = 0, (61)
ψ†ψψ† = ψ†, ψψ†ψ = ψ. (62)
The first two conditions are the same as (52) and (53) which were used before. The
condition (62) insures that
p ≡ ψ†ψ (63)
is projective, i.e. pp = p. It is weaker than (43).
Now consider the bundle E composed of sections |u〉 = |ψi〉ui with ui ∈ A satisfying
pui = ui. (64)
Let D = d+ A with
A = ψ†(dψ) (65)
as in (49), and define the covariant derivative on E by
Dp ≡ pDp
= ψ†dψ, (66)
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where we have used (62). In the above we have used the notation that the action of
the exterior derivative is denoted by parentheses, so that df = (df) + fd for a function
or even differential form f , and dA = (dA)−Ad for an odd differential form A. When
acting on sections of the bundle,
(Dp|u〉) = (du) + Apu, (67)
where
Ap = −(dψ†)ψ. (68)
Note that we have to define the bundle by (64) in order for the action of Dp to be
decomposed as (d+ Ap). This in general will not be possible if one defines the bundle
by all sections of the form (45). By imposing (64), the bundle has zero dimension at
states which is projected out by p, so the bundle has non-constant dimension.
The field strength can be calculated as
Fp ≡ D2p
= ψ†dψψ†dψ
= ψ†dψψ†((dψ) + ψd)
= ψ†((dψψ†(dψ))− (dψ)d) + dψd
= ψ†((dψψ†)(dψ) + ψdd)
= ((dψ†)− (dψ†)ψψ†)(dψ)
= ψ†(dφ)(dφ†)ψ, (69)
where we used (60)-(62) and dd = 0. This expression for the field strength is exactly
the same as (55). It follows that (59) is also valid when a linear combination of φ is
used.
Suppose we are given φ and ψ satisfying (60)-(62), then we can find new sets of φ
and ψ by the formal gauge transformation
ψ → ψU, φ→ φ, (70)
where U is an N ×N matrix of elements in A satisfying
UU † = 1. (71)
It follows that all three conditions are still valid, and so by (66) and (69)
Dp → U †DpU, Fp → U †FpU. (72)
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If U †U is not 1, the derivation still goes through, and it means that the U transforms
sections on the bundle E to the bundle pE . By U † one can transform sections on pE
back to E .
For the special case where U is given by the unit N × N matrix times uk with
u defined in (32), it transforms a bundle of constant dimension to another bundle of
dimension zero at |n〉 for all n < k, and dimension N everywhere else. This can be
viewed as a motivation why one should not exclude bundles of non-constant dimension.
However, there are also bundles of non-constant dimension which can not be trans-
formed to those with constant dimension. The U(1) instanton discussed below may
be such an example. It can be interpreted as a D0-brane on a D4-brane in a constant
B field background. Since there are no smooth projective functions on a connected
classical space, these bundles can not have a smooth classical limit. For the case of
U(1) instanton it is suggested that its classical interpretation via the Seiberg-Witten
map [10] is a bundle on a Ka¨hler manifold which is a blowup of C2 at a finite number
of points [20]. It would be interesting to see whether such a correspondence can be
established on general grounds, not only for anti-self dual configurations.
For a matter field Φ in the adjoint representation, Φ → U †ΦU . For any state |n〉,
it is always possible to find U such that after the transformation by U the expectation
value of Φ at |n〉 is zero. This means that one can choose a gauge such that the field
is trivial within any given radius around the origin. This may be a hint of holography
in noncommutative gauge theories.
5 ADHM Construction
For completeness we review the ADHM construction of instantons on noncommutative
space [15] in this section. Explicit expressions for some instanton configurations are
given in [15, 14, 21].
Instantons are defined as anti-self dual configurations of the gauge field. We consider
the case where the spacetime coordinates are two commuting copies of (6):
[zˆA, ˆ¯zB] = δABθ/2, [zˆA, zˆB] = 0, A, B = 1, 2. (73)
This can always be achieved by linear transformations on the coordinates if θ is of
maximal rank.
The ADHM construction is a prescription for finding the conditions (56) defining
the projective module. For the U(N) instanton solution of charge k, the condition (56)
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is of the form
D†zψ = 0, (74)
where
Dz =
(
τ †z , σz
)
, (75)
with
τz = (B0 − ˆ¯z0,−B1 + ˆ¯z1, I), σ†z = (B†1 − zˆ1, B†0 − zˆ0, J†). (76)
Dz plays the role of ξ in sec.4. In order to give instanton solutions, the constant matrices
B0, B1, I and J should be solutions of
[B0, B
†
0] + [B1, B
†
1] + II
† − J†J = θ, (77)
[B0, B1] + IJ = 0, (78)
where B0, B1 are k × k matrices and I, J† are k ×N matrices. We can write ψ as
ψ =


ψ0
ψ1
ξ

 , (79)
where ψ0, ψ1 are k-vectors and ξ is an N -vector.
Eq.(74) imposes 2k constraints on ψ, which is a (2k + N)-vector, so there are N
independent solutions for ψ, and the projective matrix defined by solutions of ψ is a
(2k+N)× (2k+N) matrix of rank N . Hence we can think of the ADHM construction
as a recipe to define the U(N) instanton bundle as a rank N projection from a trivial
bundle of dimension (2k +N).
In the case of U(1) instantons, it is impossible to find ψ such that both (60) and
(43) hold. In order to use (59), which guarantees that the solution is anti-self dual, one
has to choose ψ which satisfies (60-62).
5.1 U(1) Instanton Solution
Following [15], we consider the U(1) instanton solution for the SHO Hilbert space.
For N = k = 1, there is no regular classical instanton solution. On the noncom-
mutative space (73), we can first choose B0 = B1 = 0 by translation, and a solution of
(77), (78) is
I =
√
θ, J = 0. (80)
From (74), one can easily find a solution of this form
ψ0 = zˆ0f, ψ1 = −zˆ1f, ξ = 1√
θ
(ˆ¯zzˆ)f, (81)
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where the function f is arbitrary, and
ˆ¯zzˆ ≡ ˆ¯z0zˆ0 + ˆ¯z1zˆ1. (82)
The operator ˆ¯zzˆ has eigenvalue θ
2
(n0 + n1) on the state |n0, n1〉.
In order to use ψ to define the projection P (41), naively the function f should be
determined by (43)
ψ†ψ = 1
= f †[(ˆ¯zzˆ + θ)ˆ¯zzˆ/θ]f. (83)
In [15] a formal solution of f is given as
f = f0 ≡
(
(ˆ¯zzˆ + θ)ˆ¯zzˆ/θ
)−1/2
. (84)
This expression is in fact ill defined since it diverges on the state |0, 0〉. However, ψ
is well defined according to (81) if the factors of zˆ0, zˆ1 are ordered to the right of f so
that the state |0, 0〉 is annihilated before it causes any trouble. It is pointed out in [14]
that this projective module is the kind that is related to a projection p in A. It is
ψ†ψ = p ≡ 1− |0, 0〉〈0, 0| (85)
on the SHO Hilbert space, and (83) does not hold. Another way to interpret this is
that one needs to make a further projection by p to get a new projective module on
which (85) is equivalent to (83). As we have mentioned in sec. 4.2, the rank of the
gauge group is not a constant on the whole space. It has rank zero at |0, 0〉 and rank
one everywhere else. This special property may be related to its classical interpretation
as a bundle on a blowup of R4 [20] via the Seiberg-Witten map.
As a generalization of (32), let
uA = (ˆ¯zAzˆA + θ/2)
−1/2zˆA, A = 0, 1, (86)
which are well defined operators satisfying
uAu
†
A = 1. (87)
(Note here that the index A is not summed over.) But u†AuA is not equal to 1. The
θ → 0 limit of uA is the phase factor of zA, which is ill-defined on C. When we try to
solve (83), we can also choose f to be
f = f0U, U = u
m
0 u
n
1 (88)
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for non-negative integers m,n. This results in a change of ψ by ψ → ψU , and is thus
an example of the situation discussed in sec.4.2.
On the other hand, if we choose U to be given by products of u†A, eq.(43) is satisfied,
but the condition (60) is not satisfied for ξ = Dz. (ξ is related to φ by a linear
transformation.) In order to use (59), one has to adjoin new vectors to φ, making it an
N0 × (N0 −N + 1) matrix, and the result is not anti-self dual anymore.
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