Abstract-This work deals with the problem of end-effector trajectory modification for a robot manipulator when it must respond to unexpected changes in target location. Trajectory modification and corrections are particularly important in dealing with dynamic tasks. In this paper, we present and discuss the superposition strategy derived from the study of arm trajectory modification in human subjects. According to this strategy, the motion toward the initial target location continues unmodified as planned from its beginning to its end even after the target location has unexpectedly changed. However, a trajectory leading from the first target to the final one is added vectorially to the initial one to yield the combined modified motion. A method for choosing the temporal parameters of this trajectory modification scheme is suggested so as to minimize the total travelling time under existing kinematic constraints (including both joint and hand space constraints). Then, a variant of this strategy is presented, dealing with trajectory modification in the case that the targets (both the initial and final ones) specify the desired end-point orientation rather than position.
I. INTRODUCTION
T HIS WORK deals with certain aspects of trajectory planning and modification under dynamic conditions. Many interesting applications of robotics require of the robot to respond to a constantly changing environment and/or to realtime stimuli. The work presented here deals with one aspect of this problem by suggesting a strategy for trajectory modification when the location toward which the robot manipulator is moving is unexpectedly changed. This strategy, however, might also be suitable for off-line trajectory planning. The idea underlying this strategy is that of superimposing simple elementary trajectory plans for the purpose of the planning of more complicated movements. This idea is derived from recent studies of arm trajectory modification in human subjects but, as will be shown here, it seems to be also appropriate and can be easily applied to robotics.
By the term trajectory modification we refer here to the case that the manipulator's motion must be modified while in progress. This may occur either in response to sudden changes in the required locations of the trajectory end-points or when significant discrepancies between the actual trajectory being tracked by the manipulator and the desired one is detected. A classic technique for on-line trajectory generation is to compute idealized path segments that satisfy some task requirements but ignore the manipulator dynamics, and join these segments together using polynomial trajectories applied across a transition window [18] . Requiring a constant acceleration during the transition window, Taylor arrived at a trajectory expressed as a second order polynomial in time. In addition, in that paper, an algorithm dealing with the transition between two consecutive orientational movement segments was developed. Chad and Doty [4] have also treated the problem of on-line trajectory planning. The proposed approach involved choosing a few look ahead points along the desired trajectory and then an on-line execution of the end-effector trajectory. In Chad and Doty's work, third order splines were used for the trajectories between two consecutive points.
Andersson in his robot ping-pong player [1] presented a purely dynamic approach to the problem of trajectory modification. The manipulator's trajectories were taken to be fifth order polynomials in time. Whenever new sensory data arrived, a new end-effector trajectory was computed and was required to be continuous in position, velocity and acceleration with the one preceding it. The duration of the movement was chosen to be the minimal feasible one resulting in the maximal allowed acceleration without violating any of the existing kinematic constraints.
Bestaoui [2] also addressed the problem of trajectory modification suggesting the use of reference trajectories to be tracked by the end-effector. The trajectories used were again 5th order polynomials in time with the duration of the planned movement chosen to be as close as possible to the duration of the previous one without violating any of the kinematic constraints. Large deviations of the acceleration profile from the preplanned one were avoided resulting in smoothly modified trajectories.
A new transition window technique using blend functions to connect the manipulator path segments was recently suggested by Lloyd and Hayward [11] . The advantage of their technique over the one suggested by Taylor, is that the path segments are nonlinear and knowledge of their future behavior is not required. Moreover, the spatial profile of the transition can be controlled by adjusting a pair of scalar parameters. This technique is applicable to both translations and threedimensional (3-D) rotations. Park and Lee [14] considered the problem of tracking various parts on a moving conveyer belt. The motion of the robot was analyzed based upon the conveyer belt speed and the locations of the part and of the robot and considering joint torque limits together with joint velocity acceleration and jerk limits. The problem was converted into an optimal tracking problem which minimizes a specified performance index using the dynamic programming method. Recently, based on human movement studies [5] , [13] . Takayama and Kano [17] have developed a formal method of motion planning for robotics manipulators based on the concept of unit motions and the synthesis of more complex trajectories from the superposition of time-shifted and weighted unit motions. However, the focus of that study was on developing the notion of operation of motions. Hence, no algorithms was suggested in that study for choosing the appropriate temporal parameters for the motion units used in the trajectory planning scheme.
A common approach in robotics research to the problem of trajectory tracking for robot manipulators is to deal with the problem at two separate levels of analysis: one that deals with the planning of desired motions for the manipulator and the second one that deals with the actual execution of the desired movements. In this work our focus is only on issues of trajectory planning and arm kinematics and only kinematic constraints are taken into consideration. Hence, problems related to movement dynamics are not addressed here. Moreover, the ideas discussed here are more pertinent to end-effector trajectory planning rather than to trajectory execution. Nevertheless, similar superposition schemes can be applied at the joint or torque levels, when there is no need or wish to separate between the trajectory planning and execution levels or when the predictability of the end-effector movement is not of major concern.
In this work we deal with situations whereby a sudden change in the target location requires to modify a preplanned or an ongoing movement due to the presentation of a new target. Once the new target is presented we can either abort the rest of the initially planned motion and initiate a new one toward the new target (requiring of the transition between the two trajectory segments to be as smooth as possible), or incorporate in some way the old trajectory into the new one. The superposition strategy for trajectory modification that will be described in this work is based on the second alternative.
A. The Superposition Strategy
Recent studies in human subjects indicated that human arm trajectory modification might involve the superposition of trajectory primitives that are planned in parallel [5] , [10] . In that study, human subjects were instructed to move their hand toward static visual targets in the horizontal plane. In some trials, the target was unexpectedly displaced to another location either during the reaction or movement time. Kinematic analysis and modeling of the modified movements have indicated that in responding to the target switch the motor system does not necessarily abort the rest of the initially planned trajectory unit toward the first target location replacing it with a new trajectory toward the new target location. Rather, the initial trajectory plan is neither aborted nor modified following the target switch but is added vectorially with a new trajectory unit for moving between the first and second target locations. Both trajectory units have the same kinematic form as that of simple unconstrained point-to-point movements and this form remains invariant under translation, rotation, time and amplitude scaling.
In [5] , each two-dimensional (2-D) hand trajectory unit was described as a "minimum jerk" trajectory [6] . This type of trajectory obeys the following quintic polynomial in time: (1) where is the movement duration and and are, respectively, the initial and final hand positions.
In Fig. 1 we show typical results from the study of arm trajectory modification in human subjects where in the left panel of this figure we show the path and velocity profile of a simple point-to-point reaching movement which obeys the minimum-jerk description.
It was also shown by Flash and Henis [4] that the added trajectory unit has a similar kinematic form to (1) except for the fact that and that this unit is temporally shifted with respect to the initial one, being initiated at time . Thus, the added trajectory unit is expressed as follows:
where -is the final target of the first stage (the previous ) and -is the new final target. This trajectory has zero initial and final velocities and accelerations as well as a zero initial position. Thus, the vectorial summation of this motion plan with the initial one guarantees continuity in hand position and its first derivative with respect to time (up until the fourth order derivatives). In Fig. 1 (middle and right panels) we compare measured modified human end-effector trajectories recorded in an experimental paradigm involving unexpected changes in target locations to the trajectories predicted based on a model involving the aforementioned superposition scheme.
In this study a similar formulation of the superposition strategy to the one described above was applied to the planning and modification of the robot manipulator's end-effector trajectories. The trajectories used here were also quintic polynomials in time. This trajectory type was preferred since it minimizes jerk thus yielding a smooth motion and allows to impose position, velocity and acceleration equality constraints as the boundary conditions at the movement end-points. The superposition strategy has the following three important advantages.
1) It allows to perform trajectory modification independently of the time of the trajectory switch, i.e., it permits continuity in the hand position, velocity and acceleration while no knowledge regarding hand position, velocity and acceleration at the time of the switch is required.
2) The basic superimposed trajectory units can be planned in parallel. Therefore, the planning of the elementary motions can be performed using a multiprocessor system with little communication and synchronization. 3) If both trajectories are smooth, so is their sum, and the motion can achieve desired end-point positions, velocities and accelerations. This work investigates several issues related to the implementation of the superposition strategy. In Section II, a method for selecting different temporal parameters for the added trajectory units in order to achieve minimal travelling time without violating existing kinematic constraints is presented. Section III deals with the problem of implementing this strategy under joint position constraints. In Section IV the problem of trajectory modification for the rotational rather than for the translational components is addressed.
Finally, the paper concludes with a discussion of the implications and possible future extensions of this work.
II. HANDLING VELOCITY AND ACCELERATION CONSTRAINTS UNDER THE SUPERPOSITION STRATEGY

A. Methods
In this section we deal with the issue of selecting the temporal parameters for the added trajectory units so as to achieve a minimal feasible travelling time for the entire trajectory. For this purpose, kinematic constraints expressed in hand coordinates, were incorporated into the superposition strategy, while using fifth order polynomials for the endeffector trajectories. Our aim is to suggest a scheme for combining such minimum jerk trajectories without violating the imposed kinematic constraints at any point in time during the motion, and selecting the minimal feasible movement duration. Here we consider the existence of upper and lower bounds on the hand velocities and accelerations but this method can easily be extended to handle any kind and number of constraints. Moreover, while the task considered here initially involves a single target switch, the approach is then generalized to multiple consecutive target switches.
Consider, first, the case that only a single target is presented. Given that it is unknown a priori whether a target switch will occur, the duration of the initial trajectory is chosen to be the minimal permitted one. If the movement is a 2-D or 3-D one, each spatial component is taken to be of the form (1) above and there is no coupling between the Cartesian components of the trajectory. However, the different components might have different or similar kinematic constraints with different bounds, and all those constraints must be considered. Recall that for a single trajectory unit when all the components have the same kinematic form as in (1), the resulting trajectory Denote by the point in time when the second unit can be initiated (i.e., when the information about a new target location is available while taking into account also the planning time for the second trajectory), and by the point in time when the two trajectories are actually summed together. Also, denote by and the two movement durations, and by and their respective amplitudes (where movement amplitude is defined as . Thus, our problem is to pick and such that no kinematic constraint is violated, neither when only one motion is active nor when the two of them are. Since is chosen prior to the movement, we choose it to be the smallest value that does not violate the constraints.
Finally, let us denote by the function on which the th constraint is imposed, and by and its upper and lower bounds, respectively. If any of these bounds is not specified, it can be treated as for the upper/lower limits.
Note that the 's are not uniformly defined but are divided into (at most) three parts.
1) Only the first trajectory is active, . 2) Both trajectories are active, min . 3) Again, only one trajectory is active. It is the first one if and the second one otherwise.
However, the bounds on the 's are the same for all points in time.
Note that the time of arrival at the final target is max . Now the formal representation of the problem is as follows. Given , and , we have to find and that satisfy: subject to
We focused only on the minimization of , because is assumed to be fixed before the motion begins. If the minimal calculated value of is smaller than , then the total duration of the movement is . Now let us develop the expressions for the kinematic problems when dealing with Cartesian constraints imposed on the motion resulting from the vectorial summation of two trajectory units.
Denote by the expression corresponding to the first movement on which the constraint is imposed (e.g., the derivative of the position when handling velocity limitations), and similarly let be the similar expression for the second movement. Then the expression for the combined motion is A careful examination of the velocity profile shows that the minimal possible motion time is . This is derived by differentiating the expression of the velocity, finding that its maximal value is achieved for , and equating this maximal value with . Similarly, when dealing with acceleration constraints, the value calculated for the minimal time (by equating the derivative of the acceleration to 0) is where is the maximal permitted acceleration. To discuss the details of the formulation and of the results, the problem can be separated into the following five cases, where the first two cases concern one-dimensional (1-D) motions and the last three concern 2-D motions. Sign .
In the discussion of the results we will use the term: Relative duration = , which is the ratio between the actual , and its value were the second motion is carried out on its own. The latter value is the minimal possible duration for case 1, and the maximal possible duration for case 2. The definition of this term enables to consider the duration of each movement relatively to some "independent" value. After this "normalization" any two different movements can be compared. For a 2-D or 3-D movement, the expressions for the position coordinates along the and/or axes are similar to the ones described above. When these expressions are derived, additional sets of kinematic constraints can be imposed, and all these constraints must be simultaneously satisfied.
Having formulated an optimization problem with a cost function which is linear in and , and given that many of the derived expressions for the constraints are highly nonlinear, to obtain numerical solutions to this problem, the NAG (mark 13) library routine E04UCF [7] was used. This routine can minimize an arbitrary smooth function, subject to different constraints which might include simple bounds on the variables, linear constraints or smooth nonlinear constraints. The routine E04UCF uses a sequential quadratic programming (SQP) algorithm.
Here we did not deal with 3-D motions, since our main concern was to design a method for incorporating kinematic constraints into the superposition strategy, and showing how this can actually be done rather than solving a specific problem. The expansion to 3-D motions is straightforward.
Extension to Multiswitching Problems: Until now, only a single target switch was considered. Thus, only two trajectory units were summed together. In dealing with a multitarget switch the following assumption was made. Our knowledge about the new target locations is incremental. Hence, each time we are notified of a new target, the parameters for the new trajectory unit, and are derived and the combined motion is then carried out. Therefore, when a notice of a new target arrives, the plans for the existing units are not changed but instead the new trajectory is summed with the existing ones, while watching out not to violate any of the existing kinematic constraints. As an example, consider Fig. 2(c) which demonstrates the summation of three trajectory units of equal amplitudes, under the limitation of velocity constraints. With this formulation, the addition of a third, fourth, etc. motions is not different from the addition of the second one. The only thing that changes is in the former formulation
B. The Spatial Path Generated by the Superposition Strategy
The minimum jerk trajectory between two points is a straight line only if the motions along the different Cartesian axes share the same initiation and movement times. To constrain in some way the spatial path generated by the combination of minimum-jerk trajectory components, let us consider first the minimum jerk trajectory along one of the Cartesian axes. For example, let the component of the trajectory satisfy the following boundary conditions:
and . Hence differentiating (1) above, shows that the function describing the movement along this axis is monotonic (i.e., if ) then for , . Therefore, the trajectory never leaves the range , and similarly for the movement along other axes. Thus, the spatial path is bounded by the rectangle whose edges are parallel to the Cartesian axes and whose coordinates have the minimal and maximal values of the target locations and similarly for the other trajectory components. As an example, consider Fig. 3(a) for the path of a movement with one target switch, and Fig. 3(b) for the spatial paths of a multiswitch movement (both are 2-D movements).
C. Results
Throughout the following analysis , and were appropriately scaled so that . Let us first illustrate the solution in the case of 1-D movements which is the same as handling one movement component for 2-D or 3-D movements. This is then extended to deal with 2-D and 3-D movements.
1) The First Case-: Without loss of generality, let us assume that both amplitudes are positive. In this case, both velocity profiles are nonnegative at every point of time. As for the accelerations, the order of their different phases (acceleration before deceleration or vice versa) is the same.
First we have to specify the bounds for the variables and . We have to choose the minimal possible range within which we want to search for the optimal value of the variables, without excluding areas that might contain a "good" solution, i.e., a point that minimizes the cost function. Clearly, For , an upper bound could not be supplied. Therefore we specify lower and upper bounds based on the earlier discussion i) Velocity Constraints: In handling acceleration constraints, the value of can not be smaller than the value of the movement duration were it carried on its own. Therefore we specify
The velocity profiles we work with for the first motion already obtain the maximal possible value. Therefore, the second motion can either start and end before the middle of the first one, or start after the midpoint of the initial trajectory, because the addition of a positive velocity contribution would otherwise violate the constraints.
By running the NAG routine on various ratios of and various values of , the following results were obtained:
• For motions for which is relatively small (approximately ) the second unit could, with small enough , start and end within the first half of the first motion. Examining the combined velocity profile proves that our results are really optimal, since the upper bound on the velocity is achieved at some point.
• As increases from zero onward, approaches its minimal possible value as the amplitude ratio goes to , i.e., At about , becomes and stays there for larger ratios. This is true for all values of , since for large values of , is larger than 0.5 for all values of , so the second movement has the minimal duration possible without causing the sum of the two units to violate the constraints. This result is particularly interesting, since it implies that the greedy approach is not necessarily the optimal one, i.e., one should sometimes postpone the response to a target switch, thus achieving a smaller travelling time. ii) Acceleration Constraints: Added motions with relatively small amplitude ratios ( ), can start and end close to the beginning of the first motion, i.e., . For motions for which is larger than 0.03, starts at about 0.7. As goes from 1 to converges to some value (about 0.35) which occurs later than the point where the first motion has its maximal acceleration. [See, for example, Fig. 4(a) .] 2) The Second Case: : Without loss of generality, let us assume that and . Let us also assume that the minimal and maximal permitted velocities/accelerations have the same absolute values, with opposite signs.
Concerning the bounds of the variables, with respect to as in the previous case, Concerning , in handling velocity constraints, it can easily be shown that the optimal travelling time for the second motion is bounded by (Recall that ). Concerning the acceleration constraints, the bounds are i) Velocity Constraints: The most apparent, and yet expected result is that for all motions, the that yields the minimal possible motion time is , the time of being notified about the target switch. This means that the best policy is to start the second movement as soon as possible. [See for example Fig. 4(b) .]
This result is expected since the velocities of the two motions always have opposite signs. Therefore there is no restriction on adding a negative velocity to a positive one, without worrying about violating the constraints.
For small values of the following phenomena occur:
• As the amplitude ratio increases, the relative duration of the second motion starts at some value larger than 0.5, decreases to 0.5, then starts increasing to 1 and stays there.
• As increases from 0 to about 0.5, the value of the relative duration for motions with relatively small ratios of decreases from about 1 to about 0.5. For large values of , the following things occur: • As the amplitude ratio increases, the relative duration of the second motion starts at some value larger or equal to 0.5 and increases to 1, which is where it remains.
• As increases, the value of the relative duration for very small amplitude motions (amplitude ratio close to 0) increases, too.
ii) Acceleration Constraints:
• Motions with and with close to 0, can start with . Their relative duration decreases smoothly to as the relative amplitude increases from 0 to about 1.6, while decreases too and converges to 0.
• Motions with , always have a relative duration of 1, which leaves only to vary.
These movements cannot start before the first movement achieves its minimal value of acceleration. Notice that as the amplitude increases, the minimal decreases. This is because when the duration of the movement is longer, the acceleration of its first part (with a minus sign) is lower, and we can start adding the second movement earlier without violating the constraints. To analyze the expected behavior, we first ran the two 1-D problems separately, saved the two resulting sets of and , and then solved the 2-D problem in order to understand what is the source for the values obtained from the solution of the problem in the 2-D case.
In the following figures, a solid line marks the velocity profile of the first movement (for both the and components since we chose the same amplitude of the first motion for both components). The dashed lines mark the velocity profiles of the second motion, one of them representing the component, while the other representing the component. It does not matter which is which, but at least one of them is optimal, i.e., the sum of the velocity of the first motion and the velocity of the second unit of one component reaches the upper bound.
3) The Third Case: , : i) Velocity Constraints: In this case there are two characteristic behaviors:
• If the motion for each separate trajectory component starts and ends before (i.e., ), then for the 2-D movement will also be equal to . The duration of the second movement will be equal to the longer duration between the durations for the separate components. This result is true for all amplitudes and all values of such that and are smaller than 0.5. This results from the fact that we can always make a positive motion longer, as long as we do not get to the middle point of the first motion, where it already obtains the maximal permitted value, (this is how we picked ), and no positive velocity can be added to it. For an example of this case see Fig. 4 (c).
• In cases where at least for one of the two components was larger than 0.5, the resulting and were those whose sum was larger than the sum of and of the other component. ii) Acceleration Constraints: When considering acceleration, the behavior expected for a 2-D movement is very clear:
and are determined according to the movement component for which the movement amplitude (in its absolute value) is larger [see for example Fig. 4.(d) ].
4) The Fourth Case: , : i) Velocity Constraints: For these cases, since for both components , this is also the of the 2-D motion, and the is the larger of the durations of the two components. ii) Acceleration Constraints: The results obtained when considering acceleration constraints in the previous case hold here, too.
5) The Fifth Case: , : i) Velocity Constraints:
• If the motion for each component starts and ends before (i.e., ) then for the 2-D movement, will also be equal to , and the duration of the second unit will be equal to the longer duration of the two components.
• When is larger than 0.5 for at least one of the 1-D problems (i.e., the second motion along one of the axes ends after the middle of the first one) then if then we first have to run again the 1-D problems with . This is because in this case the movement component that has opposite signs for the two units started at . Since it is unacceptable for the component with equal signs for the amplitudes of the two units to start before 0.5 and end after this point (because we can not add a positive velocity contribution to the middle of the first motion), we have to analyze the opposite-signs motion with in order to draw conclusions with regard to the combined motion.
The resulting and for the 2-D motions were found to be those whose sum is greater than the sum of the and of the other component. ii) Acceleration Constraints: Unfortunately, in these cases we could not obtain results from the NAG routine for values of significantly less than 1.
C. Summary
In this section we developed a method for choosing the temporal variables for the vectorial summed trajectories while incorporating end-effector kinematic constraints into the superposition strategy. We have demonstrated how this problem can be solved when considering velocity and acceleration constraints. Any other type of constraint can also be similarly dealt with, and several constraints can be dealt with simultaneously.
In the case of velocity constraints and with the first and second trajectory units being in opposite directions, the rule we found is simple: take as the minimal possible one (i.e., the time at which we are notified about the target switch plus the planning time of the second trajectory), and then look for the minimal that will not cause the combined trajectory to violate the constraints. For movements having the same direction for the two units, beyond a certain amplitude for the second trajectory, the rule was to pick the minimal possible and the earliest that will yield a trajectory that does not violate the constraints. This conclusion is interesting because it implies that the greedy approach is not always the best one. In some cases we should not start to modify the trajectory as soon as we find out about the need to do so but should postpone our response and thus reduce the overall movement duration.
The authors are aware of the many problems arising from the use of numerical tools to find the optimal parameters. The main problems are:
• sometimes these routines do not supply any answer, as in Section II-B; • the solution might be a local extremum and not the global one; • the execution time might be too long to enable real time use. A way to overcome these problems is to use nonanalytical methods. Hence, in a more recent study a method which uses searching techniques in the space, was developed [15] . The numerical results were identical, of course to the ones presented earlier. However, the execution time did enable real time integration of the algorithm into a real time system. In addition, this method ensured the value of a solution, and that this value is the optimal one.
III. HANDLING POSITION CONSTRAINTS UNDER THE SUPERPOSITION STRATEGY
An additional problem that must be dealt with involves the incorporation of position constraints into the superposition strategy. We have chosen to deal with the problem of position constraints in joint space rather than in hand space. This is because while the transformation from joint to hand space is one-to-one, i.e., each set of joint coordinates uniquely determines a point in hand space, the opposite is not true: for many locations in hand space there is more than one possible joint configuration that would locate the end effector at the desired position.
The main goal in this section was defined as follows. Suppose we can move from point to point (using some trajectory) and from point to point (using a trajectory with the same characteristics), without violating any position constraints. Suppose further that our workspace is limited in such a way that the parallelogram defined by , , and (every three points connected by two edges define a single parallelogram) is fully contained within the workspace. Then there should be no problem in picking and such that the resulting motion will not violate the kinematic constraints. However, if the entire parallelogram is not contained within the reachable workspace, not every combination of and yields a trajectory that does not violate the kinematic constraints, but there are combinations that do yield such a movement. Thus, our aim is to find and such that the superposition of the two trajectories ( -and -) with these parameters will not violate the position constraints or any other kinematic constraint, and yet will be time optimal.
Here, we will be dealing with this problem in the case of a planar two degrees-of-freedom manipulator, with equal lengths, for both links. Simulations with the two links having different lengths did not exhibit any interesting behaviors that were not exhibited by the cases described here. Our constraints will consist of a rectangle in joint space inside which the manipulator is allowed to perform. This approach should be extended to deal with more complicated workspaces and 3-D movements.
A. Results
To find three points in hand space that are contained within the feasible area and between which the transitions might be of interest, arbitrary bounds on the joint angles were chosen as follows:
The mapping between this rectangle in joint space and the corresponding bounded area in hand space is shown in Fig. 5(a) .
For each set of and , the maximal and minimal values of joint coordinates that were achieved during the combined trajectory were determined and it was required for these values not to violate the position constraints. Three different distinguishable behaviors of the results were observed:
• In some cases, [e.g., points in Fig. 5(a) ], was always equal to even if was very close to zero, and was close to 0, yet no constraint was active. Such cases are characterized by the fact that all three points and the parallelogram they define are contained within the reachable set for these joint constraints. Therefore there was no limitation active and the movements could be added as soon as possible, and could be performed as fast as possible. In fact, in order for the second motion to be of a reasonable duration and not to have extremely high values of velocity and acceleration, we had to impose additional constraints that involve a temporal aspect such as velocity constraints.
• In other cases [e.g., in the case shown in Fig. 5(b) ], results were obtained only for , since smaller values for yielded an infeasible geometric path. The difference between this case and the former one, is that here not the whole parallelogram defined by the three points , , and was contained within the reachable workspace of the end-effector. The optimality of the results is easily seen when noticing that the resulting trajectory is actually tangent to the lines limiting the permitted area. In this case too, added constraints had to be imposed in order to make the second movement of a reasonable duration.
• In the remaining cases, [e.g., points in Fig. 5(a) ], no solution was found. The reason for this is as follows: Although the feasible area as shown in Fig. 5(a) seems to be uniform, this is not the case, since it is divided into three parts [see Fig. 5(c) ]. Any part within this area denoted by can be reached using exactly two different configurations, while each point in areas and can only be reached by a single configuration.
This phenomenon, of a point in hand space having exactly one possible set of joint coordinates results from the constraints on joint angles. These constraints do not enable us to use one or more of the solutions to the kinematic equations, since they are not contained within the permitted range.
Therefore, it is possible to generate a smooth trajectory between and , and similarly generate a smooth trajectory between and , but no such smooth trajectory exists between and since the arm has to switch from a left-handed to a right-handed configuration.
Of course, a smooth trajectory does exist if we work in joint coordinates. However, the superposition was performed in hand space, so as to keep a "reasonable" path between every two points as we would demand, for example, from an industrial robot (for the discussion of spatial paths please see Section I-B).
The interesting phenomenon about the transformation from a limited range in joint space to the corresponding range in hand space is that a boundary line in joint space is not transformed into a boundary line in hand space, and vice versa. This causes a situation whereby the end-effector can perform on either side of a line internal to its reachable area, but is not necessarily able to cross this boundary.
This situation arises from the joint position constraints. The manipulator can perform on both sides of the line representing the boundaries of the joint corresponding to the proximal link in hand space. However, on either side of this line, it performs with very different configurations of the second joint. Actually, the configuration of the second joint in the vicinity of this line (the line representing the bound of the first joint), is close to the boundary of its working constraints. However, on one side it performs near its upper bound, while on the other side, near its lower bound.
This general structure of three areas, where areas with only one possible configuration are separated by areas with two possible ones repeats in all the joint combinations. However, there are combinations for which there is only one area which has only one possible configuration [see for example Fig. 5(d) ].
IV. EXTENDING SUPERPOSITION TO ORIENTATIONS
A. Defining the Problem
This section deals with the problem of planning smooth orientational trajectories under situations of the switching of orientation targets. It is assumed that the hand has an arbitrary initial orientation, and is presented with a desired end-point orientation. While moving toward the first target, or even during the planning phase of the movement, a new target is presented and the trajectory is no longer required to pass through the first target.
In this analysis we ignore possible coupling between translational and orientational degrees of freedom and consider only the decoupled case. We considered the case where one point of the end-effector is fixed relatively to a coordinate system that is attached to the end-effector, which allows any orientation to be reached from any initial orientation by a rotation about some fixed axis.
To represent rotations we have used the Rodriguez rotation vectors (see for example Gibbs and Wilson [9] ). Using this representation, a rotation of is represented by degrees about the unit vector is represented by tan This representation was chosen since the rule for the multiplication of two such vectors, which stands for the composition of two rotations is simple and because it is possible to construct an incremental rotation (see below). Representing rotations by means of quaternions, for example, might also be used.
It should be noticed that when dealing with rotations rather than with translations, rotations do not commute, i.e., the result of two consecutive rotations depends on the order that they are being performed.
Please also notice that we did not consider here constraints of any kind. Our goal in this section is to present a way to apply the superposition strategy to orientational paths. In order to do this, we require of the solution to have the following properties.
1) The trajectory should satisfy the desired initial and final orientations, angular velocities and angular accelerations.
2) The trajectory should be smooth at all times (i.e., velocity should be differentiable and acceleration should be continuous).
3) The motion toward the first target should continue uninterrupted as planned. 4) The planning of the motion toward the final target should always be the same, independently of the time at which the information about the new target becomes available.
B. The Proposed Solution
This algorithm receives as inputs the three matrices representing the initial orientation, and the first and final target orientations. The output is a smooth sequence of matrices representing the orientation at time , such that is the initial orientation and is the final one. The base orientation (of the coordinate system, not the initial orientation of the hand) is assumed to be described by the 3 3 identity matrix.
Describing the incremental rotation using the Rodriguez rotation vectors was done as follows.
If the overall rotation is tan and its duration is , we describe it at every point in time as tan where and is a smooth function.
The minimum jerk function (the fifth order polynomial) for was used. Now let us present the algorithm, starting with the following definitions.
1) , and are the matrices representing the initial, first, and final orientations, respectively. 2) , and are the corresponding Rodriguez rotation vectors, where corresponds to , and corresponds to . 3) where is the inner product of the vectors and is their vector product.
This notation actually defines the composition of two rotations. 4) tan where tan 5) and are the travelling times for the first and second motion units, respectively . 6) is the time when the new trajectory begins to be incorporated. The algorithm is: 1) compute the rotation that leads from the initial orientation to the first target; 2) as long as there is no target switch (for to ), advance to the first target orientation, using the incremental rotation leading from the initial rotation to the first target, starting at the initial orientation; 3) when the target switch occurs compute the rotation that leads from the first orientation target to the final one: tan . Define:
end-one-motion end-other-motion 4) During the time interval within which the two motions are active (i.e., for to end-one-motion), compose the incremental rotation leading from the first to the final orientations (with the correct delay), with the incremental rotation leading from the initial to the first target.
Compose the result with the initial orientation. For and until end-one-motion do:
is the matrix representation corresponding to . 5) After any of the rotations is completed, continue to compose the incremental rotation of the other rotational trajectory with the one that was completed. Compose the result with the base orientation. It is important to keep the order at which the rotations are composed. If end-one-motion then for end-one-motion to end-other-motion do:
is the matrix representation corresponding to . Else for end-one-motion to end-other-motion do:
is the matrix representation corresponding to . In Fig. 6(a) and (b) we illustrate the rotations of a unit vector along the axis when it is going through two rotations. Fig. 6(c) shows the same vector going through the combined rotation as suggested by the algorithm. As indicated by the vertical dashed lines in Fig. 7(a) and (b) , which represent the angular velocity and acceleration, respectively, the target switch occurred at and the duration of the first unit ended at . In Fig. 6 (a) and (b) the digit 1 denotes the position of the vector at the beginning of the rotation, and the digit 2 represents it at the end of the rotation. In Fig. 6 (c) the starting position of the vector is denoted by 1, it goes through point 2 and the final position is denoted by 3.
The angular velocity of a rotational motion is defined to be the matrix where is the orientation matrix at time . The meaning is that the angular velocity is also a 3 3 matrix, in which each element is the derivative of the corresponding element in the orientation matrix (see [16] for the reasoning behind this definition). The angular acceleration is similarly defined as
The velocity and acceleration profiles [see Fig. 6 (a) and (b), respectively] obtained by numerically differentiating each entry of the resulting rotation matrices, show that the rotational velocity is smooth and the acceleration is indeed continuous, thus filling condition no. 2 of Section IV-A. Indeed, the rotational jerk is not continuous. However, we did not require this of the algorithm.
On the other hand, the proposed algorithm meets the four requirements we imposed when the problem was introduced. Notice that one should be careful and keep the order at which the rotations are composed. This way the final orientation will be which is equal to .
The proposed algorithm is similar to the one suggested by Taylor [12] for switching between rotational segments. Both algorithms use incremental rotations and composition of incremental rotations of the two segments between which the transition trajectories occur.
However, the main differences are that according to Taylor's algorithm, the rotation of the first segment is aborted at the time of the switch. Then for the composed rotation is used and then the rotation according to the preplanned second segment is initiated.
By contrast, in our algorithm both rotations are carried out simultaneously and the first rotation is not aborted at the time of the switch.
Another difference is in the requirements met by these two algorithms. In the superposition algorithm, once the final orientation is introduced, it is not required to arrive at or even pass close to the first target. The only demand is that the resulting trajectory should be smooth and reach the final target.
V. SUMMARY AND SUGGESTIONS FOR FUTURE WORK
Incorporating constraints into the superposition strategy using the method described here can be applied to any combination of kinematic constraints, either in hand or in joint coordinates, and to any choice of an objective function. Of course, a natural extension is to apply this method to problems involving several types of constraints (position, velocity, acceleration, etc.) simultaneously, which is a more realistic case. The rules we derived for certain constraints can help in speeding up the computations and give some idea concerning the question how the optimal solution should look like. Another problem that should be dealt with is to reliably and quickly find a solution for such nonlinear optimization problems of the kind considered here. Recently, the superposition model and the optimization problem considered here were implemented in a real working system. Moreover, since the NAG routines that were used here cannot be ran quickly enough a real-time solver of the optimization problem was developed. This work, however, will be described in detail in a separate paper [15] .
Another interesting issue can be to avoid our assumption that the travelling time for the first motion ( ) is fixed, and try to find some rules as to how to optimally pick this duration, which would yield more freedom and may supply better results. This has to do with a topic not covered here, of the superposition algorithm under partial knowledge conditions. This may happen when we have only partial knowledge (for example, statistical distribution) of the chances that a target switch will occur, and if so, when this may happen and what the location of the new target is expected to be. The authors have performed some preliminary research concerning this topic [8] but further work is needed in this direction.
As far as the extension of the superposition strategy to orientations, only a motion in which the end-effector rotational degrees of freedom are decoupled from all other rotational and/or translational degrees of freedom of the arm was considered here. Hence, a very natural extension is to cases whereby both the modification of translational and rotational degrees of freedom are considered as well as cases using various kinematic constraints and optimization of different cost functions when dealing with the superposition of rotational degrees of freedom.
The ideas and methods described in this work were recently developed in order for the superposition to be a part of a real working system [15] . Such a system should be used for off-line or real-time planning. We can also use this strategy with its extensions for tasks requiring interactions of the manipulator with the environment, such as peg insertion as was demonstrated in human motor studies [12] , part assembly and other interaction tasks. This approach can also augment feedback control, whereby the superposition scheme can be used for on-line control and not only for planning desired motions as was recently demonstrated in [3] whereby the superposition scheme was used for on-line tracking of a moving object by a robot manipulator. 
