Abstract -A new methodology named CALMANT (CC-cube Algorithms on Meshes and Tori) for mapping a kind of algorithms that we call CC-cube algorithms onto multicomputers with hypercube, mesh or torus interconnection topology is proposed. This methodology is suitable when the initial problem, can be expressed as a set of processes that communicate through a hypercube topology (a CC-cube algorithm). There are many important algorithms that fit into the CC-cube type. CALMANT is based on three different techniques: a) the standard embedding to assign the processes of the algorithm to the nodes of the mesh multicomputer; b) the communication pipelining technique to increase the level of communication parallelism inherent in the CC-cube algorithms; and c) optimal message-routing algorithms proposed in this work in order to avoid conflicts and minimizing in this way the communication time. Although CALMANT is proposed for multicomputers with different interconnection network topologies, this paper only focuses on the particular case of meshes.
Introduction
Distributed memory multiprocessors with an interconnection network based on point to point links (multicomputer for short) is a common architecture of parallel computers. Among different interconnection topologies, multidimensional meshes and tori are particularly attractive since they are scalable. Some of the major supercomputer manufacturers have launched multicomputers with a mesh or a torus interconnection network (i.e. the CrayT3E system, Intel Paragon and Convex SPP).
Designing parallel algorithms for multicomputers is not an easy task. The initial problem must be partitioned into several processes focusing the attention on recognizing opportunities for parallel execution. Then, these processes are combined into a number of larger processes to improve performance. This number is usually determined by the number of available processors. The resulting algorithm after the combination phase is mapped onto the target machine. Processes are assigned to the multicomputer nodes and message-routing algorithms are defined in order to maximize the processor utilization and minimize communication costs. The partition and combination can be considered independent on the architecture, whereas the mapping phase is strongly dependent.
In this work, we propose a methodology named CALMANT (CC-cube Algorithms on Meshes and Tori) for mapping a kind of algorithms that we call CC-cube algorithms onto multicomputers with hypercube, mesh or torus interconnection topology. Figure 1 puts CALMANT into context when it is used as part of a methodology for parallel algorithms. CALMANT is suitable when the initial problem, after the partition and combination the communication topology of the algorithm is a hypercube. This means that the processes can be labeled from 0 to in such a way that processes n and are neighbors (i.e. they communicate) if the binary codes for n and differ in a single bit. If this bit is the i-th bit, then is the neighbor of n in dimension i and it will be denoted by . It is obvious that if then . can be solved by means of a CC-cube with these characteristics. We will assume that without loss of generality. Any other permutation in the order in which the CC-cube dimensions are used can be transformed to this scenario by relabelling the processes of the CC-cube.
To avoid misunderstandings, from now on CC-cube dimensions will be referred to as just dimensions and mesh dimensions will be referred to as axes.
Standard Embedding
The problem of mapping a parallel algorithm onto a multicomputer can be formulated as an embedding of the graph representing the parallel algorithm onto the graph representing the multicomputer interconnection topology.
In our case, the CC-cube algorithm is represented by a hypercube and the multicomputer topology is a mesh.
Different approaches for embedding hypercube algorithms onto meshes and tori have been proposed [4, 5, 8, 10] . The standard embedding [10] has been shown to be optimal for meshes [5] in the sense of reducing the average dilation of the hypercube dimensions. We review this embedding below since it is used as part of the CALMANT methodology.
Let be the binary representation of process n of a CC-cube. Let be the label of node m of a mesh, where the different elements of this label are the coordinates of the node inside the mesh. And let be the binary representation of . Then, the standard embedding of a d-dimensional hypercube onto a mesh, which is denoted by , is defined as follows:
where:
The above definition is slightly different to that given by Matic [10] in which . It includes a bit permutation in the binary representation of the processes (n). The result of this permutation is a different location of the neighbors of every process for meshes with two or more dimensions. Nevertheless, the minimum average dilation property of the embedding is not affected [5] . Figure 2 illustrates how the processes of a CC-cube are assigned to the nodes of a mesh when the standard embedding is applied. Figure 2 .a shows the embedding of a 3-dimensional CC-cube onto a line and Figure 2 .b corresponds to the embedding of a 4-dimensional CC-cube onto a (4×4) mesh, first according to Matic definition and then using our own definition. According to the latter, the shortest paths between any process n and two of its neighbors along two consecutive dimensions ( and ) follow different axes of the mesh. As it will be shown later, this property, which does not hold for Matic definition, facilitates an efficient scheduling of messages. In the rest of the paper, we will only consider our definition of the standard embedding.
Let us define the distance between any two processes n and as the number of links in the shortest path between the nodes and of the mesh. Let i be any of the CC-cube dimensions. The distance between processes n and depends on i but not on n. This is due to the fact that all the edges of the CC-cube communication graph in a given dimension have the same dilation when the standard embedding is applied. This property is called constant dilation property. Moreover, the shortest path between processes n and uses a single axis of the mesh: the axis . We will say that the dimension i of the CC-cube is mapped onto the axis of the mesh. Consecutive dimensions of the CC-cube are cyclically mapped onto the mesh axes. For instance, as shown in Figure 2 .b, the pairs of processes 0-4, 1-5, 2-6, 3-7, 8-12, 9-13, 10-14, and 11-15 are neighbors in dimension 2 of the CC-cube and all of them are at a distance 2 along the mesh axis 0 (the horizontal dimension in the figure). 
Our definition:
Let ( ) be the dilation of the dimension i of a CC-cube when it is embedded on a mesh through the standard embedding. We can express the value of as:
The following list summarizes the main properties of the standard embedding:
• Constant dilation.
• Minimal average dilation.
• The shortest path between any two CC-cube neighbor processes along a given dimension uses a single mesh axis, and this axis only depends on the CC-cube dimension.
When we execute the iteration i of the CC-cube on the mesh, due to the standard embedding properties, all the processes send a message through the same mesh axis to their corresponding neighbors that are located at a distance . If , several message conflicts occur when nodes try to communicate at the same time due to link contention. In particular, we can find one or more links that are traversed by different messages in each direction while the rest of the links are traversed by a lower number of messages. As an example, let us consider the communication through the dimension 2 of the CC-cube for the line of Figure 2 .a. We have that and we observe that the link between nodes 3 and 4 is traversed in each direction by four messages that travel from the processes mapped at its left to their corresponding neighbors mapped at its right and vice versa. Since only one message can traverse a link at the same time in each direction, the cost of the communication stage in each iteration of the CC-cube is proportional to and can be expressed as:
where N is the size of vector .
The computation in one iteration of a CC-cube algorithm requires the data received in the previous one. Since only one CC-cube dimension is used in every iteration, the total time that the algorithm spends in communication is:
The use of only one CC-cube dimension in every iteration prevents an effective exploitation of the communication bandwidth of the mesh since only a limited number of messages can travel simultaneously through the mesh and only a few links of one mesh axis (the axis on which the dimension is mapped) are involved in the communication. To reduce the communication costs, we will reorganize the CC-cube algorithm so that several messages can be sent in parallel through several or even all the dimensions in every iteration. The possibility of using several CC-cube dimensions simultaneously allows the processor to use all the mesh axes in parallel and a greater number of links of the same axes simultaneously. To introduce this parallelism in the communications, we will apply the communication pipelining technique to the original CC-cube algorithm.
Communication Pipelining
The communication pipelining technique is inspired in the software pipelining approach used to generate code for VLIW processors [9] . It is based on the fact that the whole vector from neighbor in dimension may not be needed to compute . Communication pipelining can be applied to a CC-cube in those cases in which the computation of a given element can be expressed as:
In other words, must be a function of the j first elements received through dimension , and the first elements received through dimension , and so on.
Communication pipelining is based on splitting the vector into Q packets of size 1 and rewriting the algorithm as follows. In the first iteration, every node computes the first packet of and sends the result to its neighbor in dimension 0. In the second iteration, every node computes the second packet of and the first packet For the sake of clarity, we assume that N is a multiple of Q. It can be easily shown that the analytical models developed in this paper introduce a negligible error when they are used for arbitrary values of N and Q.
communication cost, the optimal Q corresponds to the best trade-off between the level of parallelism and the cost due to message startups.
The communication pipelining technique was previously proposed for solving the FFT on the Connection Machine [6] . Since, in that case, the startup time can be neglected, the authors only considered the case of maximum pipelining . Afterwards, we generalized this technique introducing the concept of pipelining degree for mapping CC-cube algorithms on hypercubes with synchronous [2] and asynchronous [3] communications and proposed some approaches to evaluating the optimal pipelining degree.
Notation and Definitions
In every iteration of the pipelined CC-cube several messages, all of them of equal size, are exchanged through a set of consecutive dimensions. In general, the task of exchanging M messages through the dimensions i to (one through each dimension) when the pipelined CC-cube is mapped onto a c-dimensional mesh, is denoted by . An iteration of the kernel phase of the example represented in Figure 3 should be denoted by and the first iteration of the epilogue phase by . 
The load of a link due to a task is defined as the number of messages that traverse the link in each direction when the task is performed using a shortest path routing policy. Due to the standard embedding properties, there is just one way to perform this task, which causes any link to be traversed by the same number of messages in both directions. The maximum load of a mesh when performing the task is defined as the load of the link with maximum load and it is denoted by .
We In the next two sections of this paper we propose an efficient solution to perform the tasks , first for lines and then for c-dimensional meshes. The proposed approach is optimal in terms of communication cost
(except for particular cases of multidimensional meshes in which the results are nearly optimal). In all cases we present analytical models of the communication cost of the pipelined CC-cube algorithms.
Pipelined CC-cube on a Line
The communicating messages between processes must be routed efficiently in order to minimize the number of This section proposes an optimal approach to perform the task on a one-port line-topology multicomputer. First, the maximum load is computed. Then, it is used to define a lower bound on the number of communication steps that are required and an optimal message-routing algorithm that achieves the lower bound is proposed. Finally, the total communication cost of the pipelined CC-cube algorithm is evaluated as the sum of the communication cost of the tasks corresponding to each one of its iterations.
Maximum Load and Lower Bound
In this section we provide an expression for (the maximum load of a line due to a task ) and use this expression to establish a lower bound on the number of communication steps of task , which is denoted by .
Theorem 1:
The maximum load of a line when a task is performed can be computed as follows:
Proof: See appendix A.1. Ë
Theorem 2:
A lower bound on the number of communication steps required to perform the task on a line can be expressed as:
Proof: Since only one message can traverse a link in a given direction at the same time, it is obvious that must be greater than or equal to . On the other hand, nodes cannot send (receive) multiple messages at the same time in a one-port line and therefore, must also be greater than or equal to M.
Thus, we have that:
but, according to the expressing given by theorem 1 it can be proved that:
An Optimal Message-Routing Algorithm
In this section, we propose a message-routing algorithm to perform the task that achieves the lower bound on the number of communication steps. The idea is to decompose the task into a set of smaller subtasks in such a way that the sum of the lower bounds of every subtask is . Then, optimal message-routing algorithms for every subtask are presented.
The task can be decomposed into the following set of subtasks:
For instance, the task will be decomposed into the subtasks , and .
The following lemma states that the lower bound on the number of communication steps for task is equivalent to the sum of the lower bounds for each of the subtasks of the proposed decomposition.
and in the binary representation of m. This bits are denoted by and respectively. As an example, nodes such that send a message through dimension and receive a message through dimension i during the step . Meanwhile, in this communication step, nodes such that send a message Since each group spends 2 communication steps in completing the communication, the total number of communication steps required to perform the subtask will be twice the number of groups, that is to say:
Note that , and therefore, the proposed approach is optimal.
An Optimal Message-Routing Algorithm for the Subtask
Like in the previous section, we propose a group division of the nodes in the line and an optimal solution to perform communication inside the groups in order to minimize the number of communication steps for subtask .
To describe how the subtask is performed, let us regard the nodes of the line as divided into groups. The group to which node m belongs is denoted by and is given by the following expression: Step 0
Step 1
Step 2
Step 3   0  1  2  3  4  5  6  7  8  9  10  11  12  13 14 15 m
Nodes require one communication step to send a message and receive another through dimension i. The communication step in which the node m sends and receives the corresponding messages is denoted by .
We propose that , which means that all nodes belonging to the same group send and receive messages during the same communication step. Figure 6 shows an example for subtask on a line of 16
nodes. In this case we have four groups of nodes, represented by different gray levels. Again, it is easy to infer from the figure that the proposed message-routing algorithm is conflict free for the general case. Since each group spends one communication step in completing the communication, the total number of communication steps is equivalent to the number of groups:
Notice that , and therefore, the proposed approach is optimal.
Communication Cost
The execution time of the task is given by the number of communication steps multiplied by the cost of every communication step:
The expression for can be evaluated as the sum of the communication steps of every subtask in which task is decomposed:
From the message-routing algorithms described in the previous section we have that and . According to lemma 3 and theorem 2, the previous expression for can be rewritten as and therefore, the execution time of the task can be expressed as:
Step 0
Step 3   0  1  2  3  4  5  6  7  12  13 14  15  8 2 1
Since the size of every message is and the total communication cost of the algorithm can be evaluated as the sum of the cost of every iteration, for shallow pipelining we have that:
and for deep pipelining we obtain:
These expressions can be used to derive the optimal degree of pipelining (value of Q).
4 Pipelined CC-cube on a c-dimensional Mesh.
This section extends the approach proposed in the previous section to the execution of a pipelined CC-cube on a 
Maximum Load and Lower Bound
The following theorem gives an expression for (the maximum load of a c-dimensional mesh due to a task ) using the expression for the maximum load of a line. Afterwards, this expression is used to establish a lower bound on the number of communication steps of task , which is denoted by .
Theorem 4:
The maximum load due to the communication task on a ( ) c-dimensional mesh is equivalent to the maximum load due to the task on a line, which can be evaluated using the expression given by theorem 1 in section 3.1.
Proof: It is based on the fact that the maximum load of a mesh can be evaluated from the maximum load in each axis separately and taking the highest value. To evaluate the maximum load in one axis of the mesh we consider only the CC-cube dimensions that are mapped on this axis and translate the problem to the one dimensional case. See appendix A.2
Theorem 5: A lower bound on the number of communication steps required to perform the task on a mesh can be expressed as:
Proof: Since only one message can traverse a link in a given direction at the same time, it is obvious that must be greater than or equal to . On the other hand, nodes cannot send (receive) multiple messages at the same time and therefore, must also be greater than or equal to M. Ë
According to theorems 4 and 5, we have that:
A Nearly Optimal Message-Routing Algorithm
This section proposes a message-routing algorithm to perform the task that tries to minimize the number of communication steps. The task is decomposed into a set of smaller subtasks. Unlike the case of lines, the sum of the lower bounds on the number of communication steps of every subtask is not equivalent to , but it is very close to it (we have bounded the difference). Afterwards, optimal message-routing algorithms for every subtask are presented.
The task can be decomposed into a set of smaller subtasks in the following way:
For instance, the task can be decomposed into the subtasks , and .
Lemma 6:
The difference between the sum of the lower bounds of the subtasks in the proposed decomposition and is under the limits given by the following expression:
Proof: It is an immediate consequence of the expressions given by theorems 5, 4 and 1. Ë According to the above lemma, if it exists a solution in which for any , a nearly optimal algorithm to perform the task can be obtained by sequentially performing every subtask according that solution. We propose message-routing algorithms for three different cases in the following subsections. The first two algorithms are optimal and the last one can exceed the lower bound in one step.
An Optimal Message-Routing Algorithm for the Subtask
Note that the 2c dimensions that are involved in the subtask are mapped onto the different axes cyclically. In particular, the dimensions k and , such that , are mapped onto the axis .
We divide the nodes of the mesh into different groups depending on their position in each of the axes. A node belongs to c different groups. Each group corresponds to one of the axes. If is the label of node m, the c groups to which it belongs are given by the following expression: ,
As an example, Figure 7 shows the case of the subtask for a ( ) mesh. In this example, since and , we have that . The node belongs to the groups and (i.e. node belongs to groups and ). In the figure, the gray level in the upper part of the node representation corresponds to (group corresponding to the horizontal axis) and the lower part corresponds to (group corresponding to the vertical axis).
Note that for the proposed group division, nodes must communicate only with nodes that belongs exactly to the same groups in every axis of the mesh (nodes that are identically represented in Figure 7 ). We consider now the problem of scheduling the messages to be exchanged in every iteration in such a way that conflicts in the mesh are avoided and the communication time is minimized.
When nodes communicate, two restrictions should be taken into account in order to avoid conflicts. . Since an axis of a mesh can be considered as a line of nodes, the communication along the axis can be performed as it was described for lines (in two communication steps). We propose that node m sends and and where the subindex denotes the axis through which the messages are sent. This expression meets the restrictions mentioned before and schedules the activity of the groups using a minimum number of communication steps as it will be shown later. Any other scheduling that satisfies the required restrictions with a minimum number of communication steps would also be an optimal scheduling policy. 
Property 7:
The proposed routing algorithm is conflict free and its number of communication steps is , that is, it is optimal for the subtask .
Proof: Let us first prove that the routing algorithm is conflict free. Let m and be two different nodes of the mesh. Let j be an axis of the mesh, such that . Let us assume that for some , that is to say, nodes m and do not belong to the same line in the mesh. Due to the fact that the communication between two neighbor processes along a given dimension is performed using a single mesh axis, conflicts between messages from/to node m and messages from/to node are not possible. Now, let us assume that for all .
In this case, . If , then and therefore, conflicts between messages from / to node m and messages from / to node are not possible. If , both nodes belongs to the same group of communication and conflicts are avoided using the routing algorithm described for lines.
Next, we prove that . If x and y are integers and y is an even number we have that: Group in axis 0
Group in axis 1 
An Optimal Message-Routing Algorithm for the Subtask , when
Note that the x dimensions that are involved in the subtask are mapped onto the different axes cyclically.
In particular, the dimension k ( ) is mapped onto the axis .
We divide, the nodes of the mesh into different groups. In this case, a node belongs to x different groups. Each group corresponds to one of the axes on which a dimension is mapped. If is the label of node m, the x groups to which it belongs are given by the following expression:
We propose the node m sends and receives the corresponding messages through the dimension k during the step , where:
Among the dimensions that are involved in the subtask, only the dimension k is mapped onto the axis ( ). Since one axis of the mesh can be considered as a line of nodes, the communication can be performed following the approach described for lines.
Property 8:
The proposed routing algorithm is conflict free and its number of communication steps is , so, it is optimal for the subtask , when .
Proof: Similar to proof for property 7. Ë
A Nearly Optimal Message-Routing Algorithm for the Subtask , when
We divide the nodes of the mesh into different groups. In this case, a node belongs to c different groups. Each group corresponds to one of the axes. If is the label of node m, the c groups to which it belongs are given by the following expression:
If , then is the only dimension among those involved in the subtask that is mapped onto the axis . Otherwise, if then both dimensions k and are mapped onto the axis .
We propose that the node m sends and receives the corresponding messages either through dimensions k and or only , during the steps and using the approach proposed for lines, where:
The proposed routing algorithm is conflict free and the difference between its number of communication steps and is:
Proof: Similar to proof for property 7 . Ë This routing algorithm is optimal for the subtask when and is even. For , is odd only if and x is odd. This is due to the fact that the expression always returns an even value.
Execution time
The execution time for the task is given by the number of communication steps multiplied by the cost of every communication step:
Since the size of every message is and the total communication cost of the algorithm can be evaluated as the sum of the communication cost of every iteration, for shallow pipelining we have that:
An Example: The Complete Exchange Problem
In this section we consider the application of CALMANT to the Complete Exchange (or personalized All-to-All) communication problem. This problem is a global collective communication operation in which every process sends a unique block of data to every other process in the system. Since complete exchange arises in many important problems (i.e. FFT, matrix transposition, sorting), its efficient implementation on current parallel machines is an important research issue.
In order to apply CALMANT, we have designed a CC-cube algorithm for the Complete Exchange problem that is described in the next section. The resulting algorithm has been compared with a wide range of proposals specially tuned for the solution of the Complete Exchange: Binary [1] , Quadrant [1] , Modified Quadrant [14] , Store-and-Forward (SAF) [14] , Direct [11] , Cyclic [12] and Hybrid [13] methods. Some of these proposals are addressed to 2-dimensional meshes and some others to c-dimensional meshes. The comparison is based on analytical models for the communication time and the results show that CALMANT outperforms the previous proposals in many cases.
A CC-cube algorithm for Complete Exchange
In this section, we describe the CC-cube algorithm for complete exchange which is used as a starting point for the proposed methodology. Figure 9 shows a particular example for .
Every node initially stores blocks of data in a vector of blocks denoted by M. Each block of data will be identified by the pair , where n is the source node and j is the destination node for the corresponding block.
Every node initially stores its blocks in a local vector of blocks denoted by M, in such a way that node n stores block in position . For clarity, Figure 9 only shows the blocks of data corresponding to nodes 0, 1, 2 and 3 of the CC-cube. 33  23  13  03  73  63  53  43   03  13  23  33  43  53  63  73   01  11  21  31  41  51  61  71   11  01  31  21  51  41  71 Initially, every node performs a permutation of vector M. After this permutation, block is stored in , in node n (see Figure 9 .a), where XOR denotes the bit-wise exclusive OR. As a result of this permutation, every node stores in the block that, in order to reach its destination, must traverse those CC-cube dimensions that correspond to the bits which are set in the binary representation of j (i.e. of node 1 contains the block since this block must traverse dimensions 0 and 1 to reach its destination). Then, in every iteration i of the CC-cube, a subset of blocks are extracted from M to build the vector that is sent to the neighbor along dimension i. In Figure 9 , the blocks which are selected in every iteration are marked with an asterisk. Because of the initial permutation, all the nodes obtain their corresponding blocks from the same locations of M. In particular, in iteration i a block in position is selected if the i-th bit of the binary representation of index j is set. After exchanging messages, the received blocks are stored in the locations of M that were occupied by the sent blocks.
After the three iterations required for this particular example, a new permutation is applied to leave the blocks in their final locations in M. This permutation is exactly the same as the initial one (see Figure 9 .d).
The above algorithm was proposed by Johnsson and Ho [7] in order to minimize the time that blocks take since they leave the source nodes until they reach the destination nodes. We propose a slight modification of the It is easy to check that the proposed CC-cube algorithm for complete exchange meets the required properties to enable communication pipelining, as described in section 2.4. As an example, consider the case of in node 2, which contains the blocks 16, 06, 36 and 26 to be exchanged with node 6 in the last iteration of the algorithm.
Note that every block in is either a local block (a block that is located in its origin node) or, if it has been received in a previous iteration, the position occupied by the block in the received message is lower than or equal to its position in . In particular, block 26 is a local block. Blocks 16 and 06 belong to the message received in iteration 1, which contained blocks 16, 06, 12 and 02. Therefore, 16 and 06 occupy in the same position as in the received message. Finally, block 36 was received in iteration 0, which contained blocks 34, 36, 30 and 32.
Block 36 occupied a position in the received message lower than in . Although not shown in this paper, it can be proved that the requirements for communication pipelining are satisfied for all the cases.
Performance figures
CALMANT has been compared with many other methods specially tuned for the Complete Exchange problem (they are enumerated at the beginning of section 5). Nevertheless, for simplicity we only show performance figures for those algorithms that outperform all the others for some scenario. In other words, the methods not depicted in the figures are completely outperformed by those that are depicted.
Figures 10 and 11 plot the performance of different algorithms for several representative scenarios, based on the analytical models described in previous sections. For every algorithm, we plot the speed-up over a baseline algorithm. This baseline algorithm corresponds to the original CC-cube. In the x-axis we plot a logarithmic scale of the block size m. We consider a wide range of values for the machine parameters: number of nodes (2 d ), dimensionality (c) and ratio . We have chosen ratios , 500, 1000 y 5000 as a representation of • In many cases (i.e. most of the 3D mesh scenarios) the proposed algorithm is about twice as fast as the best previous proposal. extended to one-port multidimensional meshes. In this case, the proposed message-routing algorithms are also optimal, except in a very few particular situations, where they are very close to the optimal. In both cases, for line and meshes, we have presented analytical models of the execution time of the algorithms.
The Complete Exchange communication problem has been chosen as an example of application. A comparison between several proposals specially tuned to solve this particular problem on meshes and the algorithm that results from CALMANT reveals that the latter outperforms previous proposals for many machine configurations.
In this paper we have only considered the case of one-port meshes, but CALMANT can be extended to all-port meshes and multiprocessor systems with a torus interconnection network. The most important conclusion is that we have proposed a systematic methodology that can be applied to a wide range of algorithms and architectures, and produces efficient parallel algorithms. according to lemma A1, the partner of p is located on its right-hand (left-hand) side. Therefore, the total number of messages that traverse the link between nodes m and in right direction is ( ). Ë So far we have evaluated the load of the links due to one of the subtasks in which the task is decomposed. The study of a subtask has been the first step to evaluate the load due to the task .
The following theorem gives an expression for the maximum load of a line due to a task .
Theorem 1:
Proof: The maximum load of a line due to a subtask is given by lemma A2. Using that expression, which gives the load of the link between nodes m and , we have that:
The load of the link between node m and node due to subtask (which comprises both subtasks and ) can be evaluated as . Applying the expression given by lemma A2, we have that:
where . Thus, the maximum load is and:
The expression is a periodic function with a period . Moreover, we can find at least one interval of size in which the expression is constant and achieves its maximum value. According to lemma A2, the expression is a periodic function with a period and therefore, the following expression:
is also a periodic function and its period is .
We can find at least one complete period of expression (6) such that for any m belonging to that period the expression is constant and achieves its maximum value. In this way, using the expression (5) given above we have that:
The maximum load due to task can be computed as follows:
and therefore, recursively applying the expression 7 we obtain:
A.2 Maximum Load for Meshes
The following lemma and theorem establishes a relationship between the maximum load of a c-dimensional mesh and the maximum load of a line.
Lemma A3:
The maximum load of a c-dimensional mesh due to a communication task in which the nodes exchange messages through the dimensions of a CC-cube, is equivalent to the maximum load of a line due to the communication task .
Proof: Because of the standard embedding definition, the dimensions of a CC-cube are mapped cyclically on the axes of the mesh. Therefore, all the dimensions are mapped onto the axis . The dilations of these dimensions (see expression 2 on section 2.3) are , , , respectively, which are just the same dilations as those involved in the task . Ë
Theorem 4:
The maximum load due to the communication task on a ( ) c-dimensional mesh is equivalent to the maximum load due to the task on a line.
Proof:
The set of dimensions involved in a task can be decomposed into c separate subsets, so that the dimensions involved in each subset are mapped onto the same axis of the mesh. The dimensions involved in each one of these subsets are:
By lemma A3 we know that the maximum load due to any of the above subsets is:
The highest maximum load is that in which the dimensions with highest dilations are involved, that is to say, the subset . By simple substitution, we can conclude that:
