We present a measurement of the CP -violating weak mixing phase φ s using the decay B 0 s → D + s D − s in a data sample corresponding to 3.0 fb −1 of integrated luminosity collected with the LHCb detector in pp collisions at centre-of-mass energies of 7 and 8 TeV. An analysis of the time evolution of the system, which does not use the constraint |λ| = 1 to allow for the presence of CP violation in decay, yields φ s = 0.02 ± 0.17 (stat) ± 0.02 (syst) rad, |λ| = 0.91 The world average value determined prior to the publication of Ref.
The world average value determined prior to the publication of Ref. [5] is φ s = 0 ± 70 mrad [9] . Precise measurements of φ s are complicated by the presence of loop (penguin) diagrams, which could have an appreciable effect [10] . It is therefore important to measure φ s in additional decay modes where penguin amplitudes may differ [11] . Additionally, in the B LHCb is a single-arm forward spectrometer at the LHC designed for the study of particles containing b or c quarks in the pseudorapidity range 2 to 5 [13] . Events are selected by a trigger consisting of a hardware stage that identifies high transverse energy particles, followed by a software stage, which applies a full event reconstruction [14] . A multivariate algorithm [15] is used to select candidates with secondary vertices consistent with the decay of a b hadron.
Inclusion of chargeconjugate processes, unless otherwise specified, is implicit. [17] and to have a significant separation from the B (s) vertex. As the signatures of b-hadron decays to double-charm final states are all similar, vetoes are employed to suppress the cross-feed resulting from particle misidentification, following Ref. [18] . All B (s) candidates are refitted, taking both D (s) mass and vertex constraints into account [19] . A boosted decision tree (BDT) [20, 21] is used to improve the signal to background ratio. The BDT is trained with simulated decays to emulate the signal, and same-charge D The mass distributions for the signal, summed over the four final states, and the control channel are shown in Fig. 1 , with results of unbinned maximum likelihood fits overlaid. The signal shapes are parameterised by the sum of two asymmetric Gaussian functions with a common mean. The background shapes are obtained from simulation [22] [23] [24] [25] . Background rates from misidentified particles are obtained from
Signal and background components are described in Ref. [16] . All yields in the fits to the full data sample are allowed to vary, except that corresponding toB
decays, which is fixed to be 1% of the signal yield as determined from a fit to the D s mass sidebands. We observe 3345 ± 62 B A fit to the background-subtracted distribution of the decay time, t, is performed using the signal-only decay time probability density function (PDF). The negative log likelihood to be minimised is
where N denotes the total number of signal and background candidates in the fit region, W i is the signal component weight and α
. The invariant mass is not correlated with the reconstructed decay time or its uncertainty, nor with flavour tagging output, for signal and background. The signal PDF, P, includes detector resolution and acceptance effects and requires knowledge of the B 0 s (B 0 s ) flavour at production,
wheret is the decay time in the absence of resolution effects, R(t, q tag |η tag ) describes the rate including imperfect knowledge of the initial Allowing for CP violation in decay, the decay rates of
s mesons ignoring detector effects can be written as
where Γ s ≡ (Γ L + Γ H )/2 is the average decay width of the light and heavy mass eigenstates, ∆Γ s ≡ Γ L − Γ H is their decay width difference and ∆m s ≡ m H − m L is their mass difference. As ∆m s is large [28] and the production asymmetry is small [29] , the effect of the production asymmetry is negligible and so the constant N is the same for both B 
LHCb has measured a s sl = (−0.06 ± 0.50 (stat) ± 0.36 (syst))% [30], implying |p/q| 2 = 0.9994±0.0062. We assume that it is unity in this analysis and that any observed deviation of |λ| from 1 is due to CP violation in the decay, i.e. |Ā f /A f | = 1.
The initial flavor of the signal b hadron is determined using two methods. In hadron collisions, b hadrons are mostly produced as pairs: the opposite-side (OS) tagger [31] 
The track reconstruction, trigger and selection efficiencies vary as a function of decay time, requiring that an acceptance function is included in the fit. The B acceptance is determined using
where ε (t) is the relative efficiency obtained from simulation after all selections are applied. This correction accounts for the differences in lifetime as well as small kinematic differences between the signal and control channels. The first factor in Eq. (7) is
where
s signal decays in a given bin of the decay time distribution, N e −Γ dt is an exponential with decay width equal to that of the world average value for B 0 mesons [17] , N is a constant and G(t −t|σ eff ) is a Gaussian resolution function with width σ eff = 54 fs, determined from simulation. In the fit, the acceptance is implemented as a histogram. The binning scheme is chosen to maintain approximately equal statistical power in each bin. Figure 2 The fit to determine φ s uses a decay time uncertainty estimated in each event and obtained from the constrained vertex fit from which the decay time is determined. The resolution function is
The per-event resolution, σ(δ), is calibrated using simulated signal decays by fitting the effective resolution, σ eff , in bins of the per-event decay time error estimate, σ eff = q 0 + q 1 δ. The effective resolution is determined by fitting to the event-by-event decay time difference between the reconstructed and generated decay time in simulated signal decays. The effective resolution is the sum in quadrature of the widths of two Gaussian functions contributing with their corresponding fractions. The values q 0 = 8.9 ± 1.3 fs and q 1 = 1.014 ± 0.036 are obtained from the fit, resulting in a calibrated effective resolution of 54 fs. In the fits that determine φ s , we apply Gaussian constraints to the average decay width, Γ s = 0.661 ± 0.007 ps −1 , the decay width difference, ∆Γ s = 0.106 ± 0.013 ps −1 [4], the mixing frequency, ∆m s = 17.168 ± 0.024 ps −1 [28] and the flavour tagging and resolution calibration parameters. The correlation between Γ s and ∆Γ s is accounted for in the fit. Two fits to the data are performed, one assuming no CP violation in decay, i.e. |λ| = 1, and a second where this assumption is removed. The fit is validated using pseudoexperiments and simulated LHCb events. The systematic uncertainties on φ s and |λ| that are not accounted for by the use of Gaussian constraints are summarised in Table 1 The uncertainty due to the finite size of the simulated data samples used to determine the acceptance correction is evaluated by fitting to the data 500 times with Gaussian fluctuations around the bin values with a width equal to the statistical uncertainties. We evaluate the uncertainty due to the use of the sPlot method for background subtraction by fitting to simulated events, once with only signal candidates, and again to the sPlot determined from a mass fit to a sample containing the signal and background in proportions determined from data.
Decay time [ps]
Assuming no CP violation in decay, we find
where the first uncertainty is statistical and the second is systematic. In a fit to the same data in which we allow for the presence of CP violation in decay we find φ s = 0.02 ± 0.17 (stat) ± 0.02 (syst) rad, |λ| = 0.91
where φ s and |λ| have a correlation coefficient of 3%. This measurement is consistent with no CP violation. The decay time distribution and the corresponding fit projection for the case where CP violation in decay is allowed are shown in Fig. 3 .
In conclusion, we present the first analysis of the time evolution of flavour-tagged B 
