Abstract Using Nevanlinna's value distribution theory and the complex difference theory , the existence of the finite order of the entire solutions of the Fermat type of the complex differentialdifference equation and the systems of complex differential-difference equations are investigated, and obtained some results, which extends Liu and Gao's results.
Introduction and notation
In this paper, we use the standard notations of the of Nevanlinna's value distribution theory, such as the characteristic function T (r, w), proximity function m(r, w), counting function N (r, w) etc. and complex difference theory(see [1] - [2] ). The order of the meromorphic function w is given by ρ(w) = lim sup r→∞ log + T (r, w) log r .
If T (r, g) = S(r, w), we call g(z) is a small function of w(z), where S(r, w) = o(T (r, w)) (r → ∞), outside of a possible exceptional set with finite logarithmic measure.
Many authors, such as Gross [3] , Yang [4] , Yang-Li [5] , Yi-Yang [6] etc. have investigated related problem of the Fermat type of equation, and obtained a series of important results. Recently, the investigation of complex difference has attracts a lot of attention and some significate results have been obtained, such as Chiang-Feng [7] , as well as Halburd-Korhonen [8] , have both independently established a difference analog of the logarithmic derivative lemma. Some au-thors considered the complex Fermat type of differential-difference equation and the systems of complex differential-difference equation, and also gained some interesting results(see [9] - [12] ).
The remainder part of this paper is organized as follows: In Section 2, we investigate entire solutions of the Fermat type of complex differential-difference equations, and gain some results, which generalize and improve the result of [9] . In section 3, we study the entire solutions of the Fermat type systems of complex differential-difference equations. our results extend Gao's results [11] . In Section 4, we introduce a series of lemmas. They are essential to the proof of theorems. In Section 5, we prove theorems for Fermat type of complex differential-difference equations by lemmas given in Section 4. In Section 6, we mainly confirm our results for the Fermat type of systems of complex difference equations by our lemmas.
Results on the Fermat type of complex differential-difference equations
The following equation
can is regard as the Fermat Diophantine equations x n + y n = 1 (n is a positive integer) over function fields. Gross [3] proved that Eq.(2.1) has no transcendental meromorphic solutions for n ≥ 4, and has no entire solutions for n ≥ 3. Yang [4] considered the following the Fermat type functional equations : 2) and got the following result. Theorem A. (see [4] ) Let m, n be positive integers satisfying In 2012, Liu-Cao-Cao [9] studied the Fermat type of complex differential-difference equations as below:
3)
where m, n are positive integers. They gained the following four theorems: Theorem B.( [9] ) Let m, n be positive integers and m = n. Then Eq.(2.3) has no transcendental entire solutions with finite order. Theorem D.( [9] ) Suppose m, n are positive integers satisfying m = n and max{m, n} > 1. Then Eq.(2.4) has no transcendental entire solutions with finite order.
Liu-Cao-Cao [9] also considered the special cases m = n = 2, got the following results. The first aim of this paper is to generalize the results in [9] . We mainly consider the following the Fermat type complex differential-difference equations: 8) where q( = 0) and c are complex constants. Our results can be stated as the following five theorems.
Theorem 2.1. Let m ≥ 2, n ≥ 2 be positive integers and at lest one be not equal to 2. Then Eq.(2.7) and Eq. (2.8) do not have non-constant entire solutions.
Next, we consider the case: m = n = 2. That is 10) where q( = 0) and c are complex constants. We have When m = n = 1 and q = 1 in Eq.(2.7), then w ′ (z)+w(z +c) = 1 can admit a transcendental entire solution (see [9] ). 3 Results on the Fermat type of systems of complex differentialdifference equations
In 2016, Gao [11] considered the existence of transcendental entire solutions of the Fermat type of systems of complex differential-difference equations as bellow:
Theorem F. ( [11] ) Let (w 1 (z), w 2 (z)) be a finite order of transcendental entire solutions of Eq.(3.1), then (w 1 (z), w 2 (z)) must satisfy
where B 1 and B 2 are constants, c = kπ, B 1 − B 2 = lπ, l, k are integers. However, this result is not complete, which complete version will be included in Theorem 3.2 later.
Gao [11] also researched the more general case as follow.
where c is a complex constant, n 1 , n 2 , m 1 , m 2 are positive integers and n i > 1, i = 1, 2. He proved the following results. Theorem G. ( [11] ) The Eq.(3.2) has no transcendental entire solution with finite order, if it satisfies one of the following two conditions:
Enlightened by [11] , we will mainly investigate the following two types of systems of complex differential-difference equations.
where q( = 0) and c are complex constants.
The order of solutions (w 1 (z), w 2 (z)) of Eq.(3.3), denote
We state our result as follows Theorem 3.1. Let n 1 , m 1 , n 2 , m 2 be positive integers satisfying n 1 ≥ 2 m 1 ≥ 2, and at lest one is not equal to 2, or n 2 ≥ 2, m 2 ≥ 2 and at lest one is not equal to 2 . Then there are no non-constant entire solutions (w 1 (z), w 2 (z)) that satisfy Eq.(3.3).
3) take the form:
Considering the different values q, we divide into three case. Precisely, 
Lemmas for the proof of the theorems
In this section, we introduce some lemmas which ere essential in the process of proving our results.
Lemma 4.1. (see [2] ) Let w(z) be a finite order ρ(w) of transcendental entire function with a zero of multiplicity k ≥ 0 at z = 0. Let the other zeros of w(z) be at z 1 , z 2 · · · , each zero being repeated as many as its multiplicity implies. then
where P (z) is the canonical product for all non-zero zero points of w(z), Q(z) is a polynomial and deg Q(z) ≤ ρ(w).
Lemma 4.1 is called the Hadamard factorization theorem of entire function. the following result is a key lemma in this paper.
Lemma 4.2. (see [2] ) Let w j (z) be meromorphic functions, w k (z)(k = 1, 2, · · · , n − 1) be not constants, satisfy n j=1 w j = 1 and n ≥ 3, If w n (z) ≡ 0 and
Lemma 4.3. (see [13] ) Let w(z) be a non-constant zero-order meromorphic function, and
where E is a set of logarithmic density 0.
Lemma 4.4. (see [14] )Let w(z) be a transcendental meromorphic solutions of
where P (z, w) and Q(z, w) are polynomial in w and its derivatives with meromorphic coefficients, say {a λ | λ ∈ I}, such that m(r, a λ ) = S(r, w) for all λ ∈ I. If the total degree of Q(z, w) as a polynomial in w and its derivatives is ≤ n, then m(r, P (z, w)) = S(r, w).
Lemma 4.5. (see [8] ) Let w(z) be a meromorphic function of finite order ρ(w). If ε > 0, then
5 The proof of Theorems 2.1-2.5
Proof of Theorem 2.1: According to (2.9), let
Because n ≥ 2, m ≥ 2 and at lest one is not equal to 2, we have
By Theorem A, we can conclude that Eq.(2.7) does not posses non-constant entire solutions. Similarly, Eq.(2.8) does not posses non-constant entire solutions.
Proof of Theorem 2.2: Let w(z) be a transcendental entire solution with finite order of Eq.(2.9), then
Thus, w ′ (z) + iw(qz + c) and w ′ (z) − iw(qz + c) have no zeros. Applying Lemma 4.1, we must have
where p(z) is a nonconstant polynomial. By (5.1), we gain
and
Combining (5.2) with (5.3), we get
Next we will confirm that e 2p(z) is not a constant. Otherwise, suppose e 2p(z) ≡ d 1 , where d 1 is a constant, then we have p(z) is a non-zero constant, which shows that w(z) must be a constant, a contradiction. Meanwhile, we will also affirm that
cannot be all constants. Otherwise, assume
Moreover, it implies that p ′ (z) has no zeros. Let p(z) = az + b, where a is a nonzero constant, b is a constant. Because
is a constant. Then q = −1, and we get
Obviously,
is not a constant. Similarly, we can prove that
In the following, we will discuss two cases.
Case (i):
Let e 2p(z) and qi p ′ (z) e p(z)+p(qz+c) be not constants. Applying Lemma 4.2 and (5.5),
hence p ′ (z) has no zeros and p(z) is a nonconstant polynomial, then deg p(z) = 1. Assume p(z) = az + b, where a is a nonzero constant, b is a constant. By (5.6), we obtain a − aq = 0, that is q = 1. Moreover, the Fermat type equation (2.9) reduce to (2.5). we get that
Hence p ′ (z) has no zeros and p(z) is a nonconstant polynomial, then deg p(z) = 1. Assume p(z) = az + b, where a is a nonzero constant, b is a constant. By (5.7), we obtain a + aq = 0, that is q = −1. Thus, we obtain qi
Hence e 2b+ac = ai. From (5.2), we gain
where A is a constant. By (5.3) and (5.8), we get
That is
Comparing (5.9) with (5.10), we obtain a = ±i and A = 0.
, where B is also a constant, and 2B + c = (2k + 1)π.
, where B is also a constant, and 2B + c = 2kπ.
Proof of Theorem 2.3: Let w(z) be a transcendental entire solution with finite order of the complex differential-difference equations (2.10). Let g(z) = w(qz
Thus, w ′ (z) + ig(z) and w ′ (z) − ig(z) have no zeros. Applying Lemma 4.1, we can assume that
where p(z) is a nonconstant polynomial. From (5.13), we get
From (5.14) and (5.15), we obtain
.
By (5.14), we get
Therefore, from (5.17) and (5.18), we gain 
has no zeros and p(z) is a nonconstant polynomial. Moreover deg p(z) = 1. Assume p(z) = az + b, where a is a nonzero constant, b is a constant. By (5.20), we obtain a − aq = 0, that is q = 1. Moreover, the Fermat type equation (2.10) reduces to (2.6). 
Case(ii):
has no zeros and p(z) is a nonconstant polynomial, then deg p(z) = 1. Assume p(z) = az + b, where a is a nonzero constant, b is a constant. By (5.21), we obtain a + aq = 0, that is q = −1. Thus we derive
That is e 2b+ac = 1 ai−1 . From (5.15), we gain
where A is a constant. By (5.14), we get
Comparing (5.23) with (5.24), we obtain −
Obviously,the case a = 0 should be desert, which is contradiction with our hypothesis. Therefore, we only consider that a = −2i and e 2b−2ic = 1. From (5.23), we have 
Let F (z) = w ′ (z), thus we get by (5.26) Thus, in view of m > 1, we gain T (r, w) = S(r, w), a contradiction. So our theorem follows.
Proof of Theorem 2.5: Let w(z) be a zero order of transcendental entire solution of the complex differential-difference equations (2.8). If n > m = 1, that is
Differentiating (5.29), we gain
, and (5.30), thus we get
where
is a meromorphic function of z. By Lemma 4.3 and (5.31), we get m(r, a(z)) = S(r, w ′ (z)). Applying Lemma 4.4, we gain
It is a contradiction with the fact w(z) being a zero order of transcendental entire function.
6 The proof of Theorem 3.1 and Theorem 3.2
Proof of Theorem 3.1: If m 1 ≥ 2, n 1 ≥ 2 and at lest one is not equal to 2, in view of the first equation of Eq.(3.3), assuming
we have
From Theorem A, thus the first equation of the systems of complex differential-difference equations has no entire solutions. If m 2 ≥ 2, n 2 ≥ 2 and at lest one is not equal to 2, then the second equation of Eq.(3.3)has no entire solutions. Therefore, Eq.(3.3) does not posses any nonconstant entire solutions.
Proof of Theorem 3.2: Assume (w 1 (z), w 2 (z)) be a finite order of transcendental entire solution of the Fermat type of the systems of complex differential-difference equations (3.4).
From (3.4), we get (w
where p(z) and h(z) are nonconstant polynomials. From (6.2), we get
5)
Combining (6.3) and (6.6), (6.4) and (6.5) respectively, we obtain
and w Thus, p ′ (z) and h ′ (z) have no zeros, p(z) and h(z) are nonconstant polynomials, which implies that deg p(z) = 1 and deg h(z) = 1. Hence, let p(z) = a 1 z + b 1 and h(z) = a 2 z + b 2 , where a 1 ( = 0), a 2 ( = 0), b 1 and b 2 are constants. From (6.11), we get qi h ′ (z) e h(z)−p(qz+c) = qi a 2 e a2z+b2−a1(qz+c)+b1 ≡ 1, Thus, we can deduce that a 2 = qa 1 .
Similarly, from (6.12), we can gain a 1 = qa 2 . Then a 1 a 2 = q 2 a 1 a 2 , that is q = 1 or q = −1.
Subcase (i): q = 1. For the case q = 1 in the systems of equations (3.4), Gao has already discussed it in [11] , however, his investigation is not complete, which not including Subcase (i) in Case (B) in the later part of this paper. For the completeness of the proof, here we also show its proving process. If q = 1, then a 1 = a 2 , so we set p(z) = az + b 1 and h(z) = az + b 2 . From (6.11) and (6.12) we have e b2−ac−b1 = −ia, (6.13) e b1−ac−b2 = −ia. (6.14)
By (6.6), then
2i .
Combining with (6.13), thus 2 .
So we have
2 .
From (6.3) we also have
(1) If a = i, from (6.13), (6.14) and w 1 (z + c), w 1 (z) as above, then e b2−ic−b1 = 1, (6.15) e b1−ic−b2 = 1, (6.16) and
From (6.4) and (6.16) we also get
Clearly (w 1 , w 2 ) = (sin(z − b 1 i), sin(z − b 2 i)) is a solution of Eq.(3.4). From (6.15) and (6.16), we have e −2ic = 1, e 2(b1−b2) = 1. That is c = kπ and
(2) If a = −i, similar as above, we have From (6.4) and (6.18) we also get
We can easily verify that (w 1 , w 2 ) = (sin(z + b 1 i), sin(z + b 2 i)) is a solution of Eq.(3.4). From (6.17) and (6.18), we have e 2ic = 1, e 2(b1−b2) = 1. That is c = kπ and b 1 − b 2 = lπi. Set
Subcase (ii): If q = −1, then a 1 = −a 2 . We can assume that p(z) = az + b 1 and h(z) = −az + b 2 . Thus, by (6.11) and (6.12), we get e b2−ac−b1 = −ai, (6.19)
From (6.19) and (6.20), we gain a 2 = 1. That is a = 1 or a = −1.
(1) If a = 1, from (6.19) or (6.20), we get
From (6.6) and (6.21), we gain
Similarly, from (6.4) and (6.21), we get
By the property of hyperbolic functions, we get w
It is easy to see that (w 1 (z), w 2 (z)) is not a solution of Eq.(3.4).
(2) If a = −1, from (6.19) or (6.20),we have
From (6.6), (6.4) and (6.22) we gain
Obviously (w 1 (z), w 2 (z)) is not a solution of Eq. (3.4) .
Hence, in this case, if q = −1, Eq. 
Thus, we can deduce that a 2 + qa 1 = 0. Also from (6.24), we can gain a 1 + qa 2 = 0. Then From (6.6) and (6.25), we gain
2i , (6.28)
Combining with (6.27), then a 2 = −1. That is a = i or a = −i.
(1) If a = i, by (6.25), (6.26), we get From (6.28), (6.29), we gain
From (6.4) and (6.31), we get
It is easy to be verified that (w 1 , w 2 ) = (sin(z − b 1 i), sin(z + b 2 i)) is a solution of Eq.(3.4). From (6.30), (6.31), we deduce that
This is the result we want.
(2) If a = −i, from (6.25), (6.26), we know (6.30) and (6.31) still hold. From (6.28), (6.29), we have
From (6.4)and (6.31), we have
It is easy to see that (w 1 , w 2 ) = (sin(z+b 1 i), sin(z−b 2 i)) is a solution of Eq.(3.4). Set
Subcase (ii): If q = −1, then a 2 = a 1 , so we can assume that p(z) = az + b 1 and h(z) = az + b 2 . Thus, by (6.23) or (6.24), we get Then
By (6.6) and (6.32), we have
34) Comparing with (6.33), we gain a 2 = −1. That is a = i or a = −i.
(1) If a = i, from (6.32), we get
By (6.34), (6.35) we obtain
From (6.4) and (6.36), we get
Obviously (w 1 , w 2 ) = (sin(z − b 1 i), sin(z − b 2 i)) satisfies Eq. (3.4) . By (6.36), we know
(2) If a = −i, from (6.32), we derive that
From (6.34), (6.35), we get
From (6.4) and (6.37), we gain
It is clear that (w 1 , w 2 ) = (sin(z + b 1 i), sin(z + b 2 i)) is a solution of Eq.(3.4). From (6.37) we get By (6.6) and (6.40), we gain
43) Comparing with (6.42), we get −a 2 = 1, then a = i or a = −i. 
From (6.4) and (6.48), we obtain
It is easy to see that (w 1 , w 2 ) = (sin(z + b 1 i), cosh(z + b 2 )) is not a solution of Eq. By (6.6), (6.49) we have
2i , (6.52) Comparing with (6.51), we gain −a 2 = −1. That is a = i or a = −i.
( 
From (6.4), (6.55) we also get Thus, by (6.52), (6.53), we get
From (6.4) and (6.57), we deduce that
It is easy verification that ( By (6.6) and (6.60), we gain
2i , (6.63) Comparing with (6.62), we get a 2 = −1. That is a = i or a = −i.
(1) If a = i, we may assume that p(z) = iz + b 1 , h(z) = z + b 2 . By (6.60), (6.61), we get Comparing with (6.71), we gain a 2 = −1. We conclude that a = i or a = −i.
(1) If a = i, we can take p(z) = iz + b 1 , h(z) = −z + b 2 . From (6.69) and (6.70), we get We can also verify that (w 1 , w 2 ) = (sin(z + b 1 i), − cosh(z + b 2 )) is not a solution of Eq. (3.4) .
Therefore,we have concluded that Eq.(3.4) does not posses any finite order of transcendental entire solutions other than q = ±1. Hence, our theorem follows.
