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ISOMORPHISMS BETWEEN TOPOLOGICAL
CONJUGACY ALGEBRAS.
KENNETH R. DAVIDSON AND ELIAS G. KATSOULIS
Abstract. A family of algebras, which we call topological conju-
gacy algebras, is associated with each proper continuous map on
a locally compact Hausdorff space. Assume that ηi : Xi → Xi is a
continuous proper map on a locally compact Hausdorff space Xi,
for i = 1, 2. We show that the dynamical systems (X1, η1) and
(X2, η2) are conjugate if and only if some topological conjugacy
algebra of (X1, η1) is isomorphic as an algebra to some topologi-
cal conjugacy algebra of (X2, η2). This implies as a corollary the
complete classification of the semicrossed products C0(X ) ×η Z
+,
which was previously considered by Arveson and Josephson [3], Pe-
ters [19], Hadwin and Hoover [8] and Power [21]. We also obtain
a complete classification of all semicrossed products of the form
A(D) ×η Z
+, where A(D) denotes the disc algebra and η : D → D
a continuous map which is analytic on the interior. In this case,
a surprising dichotomy appears in the classification scheme, which
depends on the fixed point set of η. We also classify more general
semicrossed products of uniform algebras.
1. introduction
The main objective of this paper is the complete classification of vari-
ous classes of semicrossed products that have appeared in the literature
through the years. One such class consists of Peters’ semicrossed prod-
ucts C0(X )×η Z
+, where (X , η) is a dynamical system consisting of a
proper continuous map η acting on a locally compact Hausdorff space.
Under the assumption that the topological spaces are compact and
the maps are aperiodic, Peters [19] showed that two such semicrossed
products are isomorphic as algebras if and only if the corresponding dy-
namical systems are conjugate, thus extending an earlier classification
scheme of Arveson [2] and Arveson and Josephson [3]. In [8] Hadwin
and Hoover considered more general dynamical systems of the form
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(X , η), where X is a compact Hausdorff space and η is a continuous
map so that the set {x ∈ X : η(x) 6= x, η(2)(x) = η(x)} has empty
interior. For such dynamical systems, it was shown [8, Theorem 3.1]
that the Arveson-Josephson-Peters classification scheme holds. In par-
ticular, [8, Theorem 3.1] classified all semicrossed products of the form
C0(X )×η Z
+, where X is compact Hausdorff and η a homeomorphism.
The analogous result for locally compact Hausdorff spaces was proven
by Power in [21]. (Power’s technique is applicable to a more gen-
eral setting, which is limited however by assumptions similar to those
of Hadwin and Hoover regarding the fixed point set of η.) In spite
of the continuing interest on semicrossed products and their variants
[1, 4, 5, 7, 10, 13, 14, 16, 17, 21, 22, 24], the problem of classifying
semicrossed products of the form C0(X ) ×η Z
+ remained open in the
generality introduced by Peters in [19]. This problem is now being
resolved in this paper by showing that the Arveson-Josephson-Peters
classification scheme holds with no restrictions on either X or η.
In this paper, we view semicrossed products of the form C0(X )×ηZ
+
as a special case of a class of Banach algebras that we call topological
conjugacy algebras (see Definitions 2.1 and 2.2). The reader familiar
with the work of Hadwin and Hoover [8] will recognize that in the com-
pact case, our topological conjugacy algebras are precisely the algebras
that satisfy the requirements of [8, Proposition 2.7]. Therefore in that
case, our topological conjugacy algebras form a proper subclass of the
conjugacy algebras of Hadwin and Hoover. However, all known exam-
ples of the Hadwin-Hoover algebras which are Banach algebras obey
our definitions; and it seems that little generality is lost by focusing
on our class. Most importantly, our context is applicable to locally
compact spaces as well. We develop a theory of conjugacy algebras for
pairs (X , η), where η is a proper continuous map on a locally compact
Hausdorff space. (Such a theory was promised in [8] but was never
delivered.) One of the main results of the paper, Theorem 4.6, shows
that two dynamical systems (X1, η1) and (X2, η2) are conjugate if and
only if some topological conjugacy algebra of (X1, η1) is isomorphic as
an algebra to some topological conjugacy algebra of (X2, η2). This re-
sult provides the desired classification of Peters’ semicrossed products
discussed earlier, and also gives an affirmative answer to the conjecture
raised by Hadwin and Hoover in [8, Remark 3.1.(2)].
A class of algebras related to Peter’s semicrossed products
C0(X ) ×η Z
+ are the semicrossed products of the disc algebra, i.e.,
semicrossed products of the form A(D)×η Z
+, where A(D) denotes the
disc algebra and η : D→ D a continuous map which is analytic in the
CONJUGACY ALGEBRAS 3
interior. These algebras have been studied in [4, 5, 9, 10, 22] and
for the last fifteen years they have been the source of many interest-
ing theorems and counterexamples in operator theory. Most notable
is the dilation result of Buske and Peters [5, Theorem II.4] (see also
[22]). This result is a non-commutative analogue of Ando’s Theorem
and shows that for a conformal mapping η, the semicrossed product
A(D) ×η Z
+ plays the same role for a pair of η-commuting contrac-
tions that the disc algebra A(D) plays for a single contraction. Since
A(D)×η Z
+ is a universal object, it provides a non-commutative func-
tional calculus (and therefore von Neumann type inequalities) for pairs
of η-commuting contractions.
In spite of the importance of the semicrossed products of the disc
algebra, very little is available regarding their isomorphic classes. (This
lack of knowledge is apparent in [5, Remark I.V], where the authors
identify only three different isomorphic classes.) By elaborating on the
techniques of Theorem 4.6, we now obtain a complete classification of
these algebras. It turns out that there is a dichotomy in their classifi-
cation scheme, depending on the structure of the fixed point set of η. If
η is not elliptic, then the (algebraic) isomorphism class of A(D)×η Z
+
is determined by the conjugacy class of η, with respect to conformal
maps of the open disc (Corollary 5.9). On the other hand, if η is el-
liptic, then the isomorphism class of A(D)×η Z
+ is determined by the
conjugacy classes of both η and η−1 (Theorem 5.17). Surprisingly, this
dichotomy disappears if one considers semicrossed products of the form
A(K) ×η Z
+, where K is the closure of a bounded region which is not
simply connected and and its boundary consists of finitely many Jor-
dan curves (e.g. an annulus). In that case, the isomorphism class of
A(K)×η Z
+ is determined by the conjugacy class of η, with respect to
conformal maps of K (Theorem 5.7).
A final remark regarding the proofs. Even though our initial ap-
proach is based on earlier ideas of others regarding the character space
of a conjugacy algebra, the “hard” part of the proofs depend on a new
idea, the use of two dimensional nest representations. Such represen-
tations were first used in the study of classification problems by the
second author and Kribs [11] (see also [25]).
2. Definitions and examples
Let X be a compact Hausdorff space and let C(X ) denote the con-
tinuous functions on X . If η : X → X is a continuous function on
X , then the skew polynomial algebra P (X , η) consists of all polynomi-
als of the form
∑
n fnU
n, fn ∈ C(X ), where the multiplication of the
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“coefficients” f ∈ C(X ) with the “variable” U obeys the rule
Uf = (f ◦ η)U
Now consider A to be a Banach algebra which satisfies:
(1) the skew polynomial algebra P (X , η) is contained as a dense
subalgebra of A, and the constant function 1 is the identity
for A.
(2) C(X ) ⊆ P (X , η) ⊆ A is closed and there exists an algebra
homomorphism E0 : A → C(X ) so that:
(i) E0(f) = f , for all f ∈ C(X ), and
(ii) kerE0 = AU .
(3) U is not a right divisor of 0.
Since C(X ) is closed in A, a classical automatic continuity result
implies that E0 is continuous and therefore AU = kerE0 is closed as
well. Thus, the Inverse Mapping Theorem implies that the injection
S : A → AU by Sa = aU has a bounded left inverse, which we denote
by T .
With each a ∈ A we now associate a formal power series
(1) a ∼
∑
n
En(a)U
n ∈ P∞(X, η).
The map E0 has already been defined above. Since
a−E0(a) ∈ kerE0 = AU,
there is a unique b ∈ A so that a = E0(a)+bU . We can now inductively
define the maps En, n = 1, 2, . . . . An easy computation shows that
En = E0(T (I −E0))
n for n ≥ 1, and in particular the coefficient maps
En are bounded. Then we can easily verify that the map
(2) ∆ : A −→ P∞(X, η) given by ∆(a) =
∑
n≥0
En(a)U
n
is an algebra homomorphism.
Definition 2.1. Let X be a compact Hausdorff space, η : X → X be a
continuous function andA be a Banach algebra that satisfies conditions
(1), (2) and (3) above. Then A is said to be a topological conjugacy
algebra for (X , η) if lim supn(‖En‖‖U
n‖)1/n ≤ 1.
In order to define topological conjugacy algebras for dynamical sys-
tems on a non-compact, locally compact Hausdorff space X , we use
the one-point compactification Xˆ = X ∪ {ω} of such a space. In that
case, we will identify C0(X ) (the continuous functions on X “vanishing
at infinity” with the continuous function on Xˆ vanishing at ω. Any
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continuous proper map on X extends to a continuous map on Xˆ which
has ω as a fixed point.
Definition 2.2. Let X be a non-compact, locally compact Hausdorff
space, and let η be a proper continuous map on X . Let Aˆ be a topo-
logical conjugacy algebra for (Xˆ , ηˆ). Then, the norm closed algebra
A, which is generated by the polynomials with coefficients in C0(X ) is
said to be a topological conjugacy algebra for (X , η). Furthermore, the
algebra Aˆ is called the canonical unitization of A.
For the rest of the paper we adopt the following conventions re-
garding our notation. Whenever we say that a topological conjugacy
algebra A for a dynamical system (X , η) has a canonical unitization
Aˆ, we automatically imply that X is non-compact, the one point com-
pactification of X is denoted as Xˆ and that the extension of η to Xˆ is
denoted as ηˆ.
Note that the formal power series expansion of (1) is applicable to
conjugacy algebras defined on non-compact spaces as well. Indeed, let
A be a conjugacy algebra for a dynamical system (X , η) with canonical
unitization Aˆ. Since Xˆ is compact, we have a power series expansion
a ∼
∑
n
Eˆn(a)U
n ∈ P∞(Xˆ, ηˆ)
for any a ∈ Aˆ. Since Eˆn(P (X , η)) ⊆ C0(X ), the continuity of Eˆn
implies that Eˆn(A) ⊆ C0(X ) ⊆ A, and the existence of the power
series expansion follows. The restriction of the coefficient maps Eˆn on
A will be denoted as En.
Proposition 2.3. Let X be a locally compact Hausdorff space and η a
proper continuous map on X . Let A be a topological conjugacy algebra
for (X , η), B an algebra and ρ : A → B an algebra homomorphism. If
C0(X )U ⊆ ker ρ, then ρ(a) = ρ(E0(a)), for all a ∈ A.
Proof. If a ∈ A, then
a = E0(a) + E1(a)U + bU
2
for some b ∈ A. By our assumptions, ρ annihilates the second sum-
mand in the above sum. The conclusion will follow if we show that ρ
annihilates bU2 as well.
Let (eα) be the contractive approximate unit of C0(X ) of all positive
functions of norm less than 1 with compact support. (The net (eα)
is ordered with the usual pointwise order, i.e., eα ≤ eβ if and only if
eα(x) ≤ eβ(x), for all x ∈ X .) Note that (ei) is also an approximate
unit for the Banach algebra AU2 and so span(AU2C0(X )) = AU
2.
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Hence the right multiplication on AU2 by elements of C0(X ) defines an
anti-representation of C0(X ) on the Banach space AU
2 which satisfies
the hypothesis of Cohen’s Factorization Theorem [18, Theorem 5.2.2].
The conclusion is that
span(AU2C0(X )) = span(AU
2C0(X )) = AU
2
and so there exist ci ∈ A and gi ∈ C0(X ) so that bU
2 =
∑n
i=1 ciU
2gi.
But then
ρ(bU2) =
n∑
i=1
ρ(ciU)ρ(Ugi) =
n∑
i=1
ρ(ciU)ρ((gi ◦ η)U) = 0.
and the conclusion follows. 
We now present some examples of topological conjugacy algebras,
including the semicrossed products discussed in the introduction.
Example 2.4. Let X be a locally compact space and η a proper con-
tinuous map on X . Let Hx = l
2(N) be the space of square summable
sequences ξ = (ξn)
∞
n=0 and for each x ∈ X define
pix(f)ξ = (f(x)ξ0, (f ◦ η)(x)ξ1, (f ◦ η
(2))(x)ξ2, . . . ), for f ∈ C0(X ),
and
Vxξ = (ξ1, ξ2, ξ3, . . . ).
The norm closed operator algebra AX ,η acting on ⊕x∈XHx and gener-
ated by the operators,
⊕x∈Xpix(f), ⊕x∈Xpix(g)Vx, f, g ∈ C0(X ),
is easily seen to be a topological conjugacy algebra.
Example 2.5. (The semicrossed product C0(X )×η Z
+ of [19])
Let X , Hx, and pix(f) be as above, and let Ux be the forward shift
Uxξ = (0, ξ0, ξ1, ξ2, . . . ).
We define C0(X )×η Z
+ to be the norm closed operator algebra acting
on ⊕x∈XHx and generated by the operators,
(3) ⊕x∈X pix(f), ⊕x∈XUxpix(g), f, g ∈ C0(X ).
This is not a conjugacy algebra in our sense because the relation satis-
fied by these representations is
pix(f)Ux = Uxpix((f ◦ η))
rather than the other way around. But there is a natural connection.
Let (C0(X ) ×η Z
+)op denote the opposite algebra of C0(X ) ×η Z
+,
i.e., the algebra resulting from C0(X )×η Z
+ by retaining the same ad-
dition and introducing a new multiplication ⊚ defined by a ⊚ b ≡ ba
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for a, b ∈ C0(X ) ×η Z
+. It is readily verified that (C0(X ) ×η Z
+)op
satisfies Definition 2.2 and is therefore a topological conjugacy alge-
bra. In general, Peters’ semicrossed product C0(X ) ×η Z
+ might not
be isomorphic to (C0(X )×ηZ
+)op. Nevertheless, the semicrossed prod-
ucts C0(X ) ×η1 Z
+ and C0(X ) ×η2 Z
+ are isomorphic as algebras if
and only if their opposite algebras are and so our results regarding iso-
morphisms between topological conjugacy algebras have the analogous
implications for isomorphisms between Peters’ semicrossed products.
In the case where η is a surjection, Peters defines the semicrossed
product C0(X ) ×η Z
+ as the universal operator algebra that makes
any isometric covariant representations of (C0(X ), η) contractive on
the skew polynomial algebra P (X , η) equiped with the l1-norm [19,
Definition II.2]. In [19, Proposition II.7] it is shown that this universal
object is isomorphic to the operator algebra we have just defined. In the
case where η is not a surjection, the semicrossed product C0(X )×η Z
+
satisfies a similar universal property but to show this one needs to use
the technical language of C∗-correspondences [12]. We plan to pursue
this elsewhere.
Finally, we remark that there are definitive relations between
C0(X ) ×η Z
+, (C0(X ) ×η Z
+)op and the operator algebras in Exam-
ple 2.4 but they need not concern us here.
Example 2.6. By letting the operators in (3) act on other spaces
of summable sequences, we obtain additional examples of topological
conjugacy algebras.
The paper of Hadwin and Hoover [8] contains additional examples
of conjugacy algebras and the interested reader is directed there.
3. The character space of a conjugacy algebra
Let X be a locally compact Hausdorff space, let η a continuous map
on X and A a conjugacy algebra for (X , η). If ρ is a character for
A, then its action on C0(X ) ⊆ A is a point evaluation on some point
x ∈ X . This forces a partition of the character space MA into disjoint
sets MA,x, x ∈ X , each one consisting of the characters that coincide
with the point evaluation on x when restricted to C0(X ).
If x ∈ X is not a fixed point for η, then a simple argument with the
skew relation
gUh = (h ◦ η)gU for g, h ∈ C0(X ),
shows that C0(X )U ⊆ ker θ for any θ ∈ MA,x. By Proposition 2.3,
θ(a) = θ(E0(a)) = E0(a)(x), for all a ∈ A and so MA,x contains a
single element, denoted as θx,0.
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Assume that x is a fixed point for η and X is compact. In that case,
Hadwin and Hoover [8] have shown thatMA,x is homeomorphic to the
spectrum σ(U) of U , which happens to be a closed disc Dr centered
at the origin with positive radius r. We repeat their argument for
completeness.
Indeed, let r = limn→∞ ‖U
n‖1/n. Recall that the map Sa = aU from
A to AU has a bounded left inverse T ; and is therefore bounded below
by ‖T‖−1. Hence, ‖U‖ ≥ ‖T‖−1‖1‖ and so ‖Un‖ ≥ ‖T‖−n‖1‖. Thus
r ≥ ‖T‖−1 is positive.
Now consider the power series
∑
nEn(a)(x)z
n and note that by Def-
inition 2.1, its radius of convergence is at least r. Hence, for any z ∈ C
with |z| < r, the mapping
A ∋ a −→
∑
n
En(a)(x)z
n
is a well defined multiplicative functional on A, which we denote by
θx,z. Since θx,z(U) = z, for any z with |z| < r, we have σ(U) = Dr.
Furthermore, the mapping MA,x ∋ θ → θ(U) ∈ σ(U) is a continuous
map between compact spaces that has dense range. Since θ ∈MA,x is
determined by θ(U), this map is an injection. By elementary topology,
the above map is a homeomorphism. Its inverse will be denoted as Θx.
Call a map Θ from a domain Ω ⊂ C into MA pointwise analytic if
Θ(z)(a) is analytic for z ∈ Ω for every a ∈ A.
Theorem 3.1. Let X be a locally compact Hausdorff space, η a proper
continuous map on X and x a fixed point for η. If A is a topological
conjugacy algebra for (X , η), then there exists a homeomorphism,
Θx : σ(U) −→MA,x
which is pointwise analytic on the interior σ(U)◦ of σ(U) and satisfies
Θx(z)(gU) = g(x)z for every g ∈ C0(X ).
Proof. The compact case is known and has been discussed above. How-
ever, the general locally compact case requires an argument. Indeed,
if X is not compact, then the corresponding map Θˆx for the canon-
ical unitization Aˆ will do the job provided that we show that every
character in MA,x comes from one in MAˆ,x.
To this end, let θ ∈MA,x and let (eα) be the contractive approximate
unit of C0(X ) of all positive functions of norm less than 1 with compact
support. Let λ = limα θ(eαU). This limit exists because eventually
eα(y) = 1 on a neighbourhood of x, say for α > α0. Thus if α, β > α0,
choose g ∈ C0(X) so that g(eα − eβ) = eα − eβ and g(x) = 0. Then
θ((eα − eβ)U) = θ(g(eα − eβ)U) = θ(g)θ((eα − eβ)U) = 0.
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Note that |λ| ≤ lim ‖Un‖1/n. Indeed, given n ∈ N,
|λ|n = lim
α
|θ((eαU)
n)|
= lim
α
∣∣∣θ((
n−1∏
m=0
eα ◦ η
(m)
)
Un
)∣∣∣
≤ M‖Un‖,
where M is the norm of the embedding of C(Xˆ ) in Aˆ. Therefore,
|λ| ≤ limn ‖U
n‖1/n and so λ ∈ σ(U).
Now notice that for any g ∈ C0(X ),
θ(gUn) = lim
α
θ(gUn−1eαU) = θ(gU
n−1)λ, n ∈ N.
Therefore, θ(gUn) = g(x)λn, n = 1, 2, . . . , and so θ = θx,λ ∈MAˆ,x.
The analyticity of z → Θ(z)(a) on σ(U)◦ is clear for any skew poly-
nomial a, and therefore by approximation, for any a ∈ A. 
In light of Theorem 3.1, given a fixed point x ∈ X for η, the set
(4) {θx,z | z ∈ σ(U)
◦} = Θx(σ(U)
◦)
will be simply denoted as (MA,x)
◦.
Let us call a subset of MA an analytic disc if it is the range of an
injection Φ : (Ds)
◦ → MA, s > 0, which is pointwise analytic. Note
that for any f ∈ C0(X ), we have that Φ(z)(f) = Φ(z)(f). So by
analyticity, Φ(z)(f) must be constant. Therefore an analytic disc in
MA is contained in some MA,x. Theorem 3.1 implies that for each
fixed point x of η, the set (MA,x)
◦ is an a analytic disc which, by the
Open Mapping Theorem, is maximal with that property.
The maximality of (MA,x)
◦ as analytic discs, whenever x is a fixed
point for η, is crucial for the study of isomorphisms between conjugacy
algebras. (The idea of using maximal analytic discs in the classification
of semicrossed products originates in the work of Hoover [9] and Power
[21].)
4. Isomorphisms between conjugacy algebras
In order to study isomorphisms between conjugacy algebra we make
use of nest representations.
If A is an algebra, let repT2 A will denote the collection of all repre-
sentations of A onto T2, the upper triangular 2× 2 matrices. To each
pi ∈ repT2 A we associate two characters θpi,1 and θpi,2 which correspond
to compressions on the (1, 1) and (2, 2)-entries, i.e.,
θpi,1(a) ≡ 〈pi(a)ξi, ξi〉, a ∈ A, i = 1, 2,
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where {ξ1, ξ2} is the canonical basis of C
2. If γ : A1 → A2 is an
isomorphism between algebras, then γ induces isomorphisms,
γc :MA1 →MA2 by γc(θ) = θ ◦ γ
−1(5)
γr : repT2 A1 → repT2 A2 by γr(pi) = pi ◦ γ
−1,(6)
which are compatible in the sense that,
(7) γc(θpi,i) = θγr(pi),i, i = 1, 2,
for any pi ∈ repT2 A1.
Now assume that A is a topological conjugacy algebra for (X , η),
where X is a locally compact Hausdorff space and η a proper continuous
map. For x1, x2 ∈ X , let
repx1,x2 A ≡ {pi ∈ repT2 A : θpi,i ∈MA,xi, i = 1, 2}.
Clearly, any element of repT2 A belongs to repx,yA for some x, y ∈ X .
Lemma 4.1. Let X be a locally compact Hausdorff space, η a proper
continuous map on X and A a topological conjugacy algebra for (X , η).
Assume that x, y ∈ X are not fixed points for η and let pi ∈ repx,yA.
Then, y = η(x).
Proof. By assumption, θpi,1 = θx,0 and θpi,2 = θy,0 and so θpi,1(gU) =
θpi,2(gU) = 0, for any g ∈ C0(X ). Therefore for each g ∈ C0(X ) there
exists cg ∈ C so that
pi(gU) =
(
0 cg
0 0
)
.
By Proposition 2.3 there exists at least one g ∈ C0(X ) so that cg 6= 0,
or otherwise the range of pi would be commutative. Applying pi to
gUf = (f ◦ η)gU for f ∈ C0(X ) and this particular g, we get(
0 cg
0 0
)(
f(x) t
0 f(y)
)
=
(
f(η(x)) t′
0 f(η(y))
)(
0 cg
0 0
)
for some t, t′ ∈ C, depending on f . By comparing (1, 2)-entries, we
obtain,
f(y) = f(η(x)) for all f ∈ C(X ),
i.e., y = η(x), as desired. 
Example 4.2. repx,η(x)A is not empty when η(x) 6= x. Let
ρ(f) =
(
f(x) 0
0 f(η(x))
)
, ρ(fU) =
(
0 f(x)
0 0
)
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and ρ(fUn) = 0, n ≥ 2, f ∈ C0(X ). Extend ρ by linearity to a map
ρ : P∞(X, η) → T2. Then, ρ ◦∆ ∈ repx,η(x)A, where ∆ is the Fourier
series defined by (2).
We do not know if the analog of Lemma 4.1 is valid when y is a
fixed point without assuming the continuity of the representation pi.
In order to overcome this difficulty, we introduce a global object.
Definition 4.3. Let X be a locally compact Hausdorff space, η a
proper continuous map on X and A a topological conjugacy algebra for
(X , η). Assume that x, y ∈ X so that η(y) = y but η(x) 6= x. A pencil
of nest representations for A is a set Px,y ⊆ repx,yA which satisfies
{θpi,2 : pi ∈ Px,y} = (MA,y)
◦,
where (MA,y)
◦ is defined by (4).
Lemma 4.4. Let X , η, x, y ∈ X and A be as in Definition 4.3 and let
Px,y be a pencil of representations for A . Then, y = η(x).
Proof. Since Px,y is a pencil, there exists pi ∈ Px,y so that θpi,1 = θx,0
and θpi,2 = θy,0. The rest of the proof now is identical to that of
Lemma 4.1. 
Example 4.5. Assume that A is a conjugacy algebra for a dynamical
system (X , η) and x ∈ X satisfies x 6= η(x) and η(2)(x) = η(x). We
show that there exists a pencil of representations for A of the form
Px,η(x).
First note that it suffices to consider only compact spaces X . Recall
that lim infn ‖En‖
−1/n ≥ r, where r is the spectral radius of U (and so
σ(U) = Dr). If |z| < r, then we define,
piz(f) =
(
f(x) 0
0 f(η(x))
)
, piz(U) =
(
0 z
0 z
)
.
For an arbitrary a ∼
∑
nEn(a)U
n, define
piz(a) =
∑
n
piz(En(a))piz(U)
n
=
(
E0(a)(x)
∑
n≥1En(a)(x)z
n
0
∑
n≥0En(a)(η(x))z
n
)
.
Since |z| < r, piz(a) is well defined for any a ∈ A. Furthermore, it is
easy to see that piz(U
n) = piz(U)
n, n ∈ N, and also piz(f ◦ η)piz(U) =
piz(U)piz(f). From this, it easily follows that piz is an algebra homo-
morphism that maps onto T2. The desired pencil of representations is
therefore
Px,η(x) ≡ {piz : z ∈ σ(U)
◦},
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where piz are as above.
More generally, suppose that pi ∈ repx,yA is continuous where y =
η(x) = η(y) is a fixed point and θpi,2 = θy,z for some z ∈ Dr = σ(U)
◦.
Then there is a scalar α so that
pi(U) =
(
θx,0(U) α
0 θy,z(U)
)
=
(
0 α
0 z
)
.
Thus
pi(fUk) =
(
f(x) 0
0 f(y)
)(
0 αzk−1
0 zk
)
=
(
0 αf(x)zk−1
0 f(y)zk
)
.
By continuity and the fact that |z| < r, we obtain that
pi(a) =
(
E0(a)(x) α
∑∞
k=1Ek(a)(x)z
k−1
0
∑∞
k=0Ek(a)(y)z
k
)
.
For |z| = r, we do not have a complete picture.
When pi is discontinuous, it is possible that pi(U) = ( 0 00 z ) yet there is
some element a ∈ A such that pi(A) = ( 0 10 0 ). We do not know whether
such representations actually exist. Also when η(x) = x is a fixed
point, we do not know if repx,xA is non-empty. Such a representation
is necessarily discontinuous since functions are sent to the scalars, and
so the skew polynomials are sent onto the abelian algebra generated by
pi(U).
We are ready to state and prove the main result of this section.
Theorem 4.6. Let Xi be a locally compact Hausdorff space and let
ηi a proper continuous map on Xi, for i = 1, 2. Then the dynamical
systems (X1, η1) and (X2, η2) are conjugate if and only if some topolog-
ical conjugacy algebra for (X1, η1) is isomorphic as an algebra to some
topological conjugacy algebra for (X2, η2).
Proof. If the two systems are conjugate, then the algebras of Exam-
ple 2.4 are easily seen to be isomorphic.
Conversely, suppose that Ai are conjugacy algebras for (Xi, ηi), i =
1, 2., and that there exists an algebra homomorphism γ : A1 → A2.
Then γ induces a homeomorphism γc of MA1 onto MA2 by γc(θ) =
θ ◦ γ−1. It is elementary to verify that γc preserves analytic discs and
therefore establishes a bijection between the maximal analytic discs of
A1 and A2. This bijection extends to a bijection between their closures
and therefore to a bijection between the collections {MA1,x : x ∈ X1}
and {MA2,y : y ∈ X2}. In other words, for each x ∈ X1 there exists a
γs(x) ∈ X2 so that
(8) γc(MA1,x) =MA2,γs(x).
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We have therefore defined a map γs : X1 → X2, which maps fixed points
to fixed points and satisfies
(9) f(γs(x)) = (θx,0 ◦ γ
−1)(f)
for all x ∈ X1 and f ∈ C0(X2). Notice that if (xi)i is a net in converging
to some x ∈ X1, then (9) shows that
(
f(γs(xi))
)
i
converges to f(γs(x)),
for all f ∈ C0(X2), and so (γs(xi))i converges to γs(x). Hence, γs is
continuous. Repeating the above arguments with γ−1 : A2 → A1 in the
place of γ, we obtain that γs : X1 → X2 has a continuous inverse and is
therefore a homeomorphism. Furthermore,γs maps the fixed point set
of η1 onto the fixed point set of η2. Finally,
Claim 1: If x ∈ X1 is not a fixed point for η1, then
γr(repx,η1(x)A1) ⊆ repγs(x),γs(η1(x))A2.
Pick a representation pi ∈ repx,η1(x)A1. By (7), we have θγr(pi),1 =
γc(θpi,1) and so θγr(pi),1 = γc(θx,0). By (8), γc(θx,0) ∈ MA2,γs(x) and
so θγr(pi),1 ∈ MA2,γs(x). A similar argument shows that θγr(pi),2 ∈
MA2,γs(η1(x)) and this proves the claim.
We now show that γs implements the desired conjugacy between
(X1, η1) and (X2, η2), i.e.,
(10) γs(η1(x)) = η2(γs(x)), for all x ∈ X1.
Since γs maps fixed points to fixed point, verifying (10) becomes
trivial in that case. We therefore pick an x ∈ X with η1(x) 6= x and
we examine two cases.
For the first case assume that η
(2)
1 (x) 6= η1(x). In that case, pick a
representation pi ∈ repx,η1(x)A1. Combining Claim 1 with Lemma 4.1,
we obtain that η2(γs(x)) = γs(η1(x)), which proves (10) in the first
case.
For the second case assume that η
(2)
1 (x) = η1(x) and let Px,η1(x) be a
pencil of representations for A1 as in Example 4.5. By Claim 1,
γr(Px,η1(x)) ⊆ repγs(x),γs(η1(x))A2.
Since γc preserves maximal analytic discs, γr preserves pencils of repre-
sentations and so γr(Px,η1(x)) is a pencil of the form Pγs(x),γs(η1(x)). By
Lemma 4.4, we have η2(γs(x)) = γs(η1(x)), which proves (10) in the
last remaining case. This proves the Theorem. 
Corollary 4.7. Let Xi be a locally compact Hausdorff space and let ηi
a proper continuous map on Xi, for i = 1, 2. Then the dynamical sys-
tems (X1, η1) and (X2, η2) are conjugate if and only if the semicrossed
products C0(X1)×η1 Z
+ and C0(X2)×η2 Z
+ are isomorphic as algebras.
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5. Isomorphisms between subalgebras of conjugacy
algebras
The techniques of the previous section are widely applicable and sug-
gest new avenues of investigation in the classification of non-selfadjoint
algebras. In this section we explore just one such possible direction.
Let X be a compact Hausdorff space, and let η be a continuous
map on X . Let S ⊆ C(X ) be a uniform algebra, and assume that
η leaves S invariant, i.e., if f ◦ η ∈ S for every f ∈ S. If A is a
conjugacy algebra for (X , η), then A(S) will denote the norm closed
subalgebra of A generated by all polynomials of the form
∑
n fnU
n
where fn ∈ S for all n ≥ 0. Such a subalgebra inherits some of the
properties of the enveloping conjugacy algebra. For instance, the formal
power series expansion of (1) is always valid for A(S). If the characters
of the uniform algebra S coincide with the point evaluations on X , then
Theorem 3.1 is also valid for A(S).
For simplicity, we restrict our attention to the class K of subsets K
of C of the form K = G, where G is a Cauchy domain (i.e. a connected
open set in C with boundary equal to the union of finitely many disjoint
Jordan curves). Let A(K) denote the algebra of functions which are
continuous on K and analytic on its interior. Clearly one can apply
our methods to more complicated regions, but the principle is clear for
this class.
It turns out that for our problem, the only pathology occurs when
G is simply connected, which reduces to the case of the unit disk.
Theorem 5.1. Let Ki ∈ K, let ηi : Ki → Ki be a continuous map
which is analytic on the interior, and let Ai be a conjugacy algebra
for (Ki, ηi) for i = 1, 2. If the algebras A1(A(K1)) and A2(A(K2)) are
isomorphic, then either
(i) η1 and η2 are analytically conjugate; i.e. there exists a home-
omorphism γs : K1 → K2 which is analytic in the interior and
satisfies γs ◦ η1 = η2 ◦ γs; or
(ii) Ki are simply connected, ηi are homeomorphisms with a unique
fixed point in the interior, and η2 is analytically conjugate to
η−11 .
In the rest of this section, we develop the tools we need to prove this
theorem.
Example 5.2. Let K ∈ K and let η : K → K be a continuous map
which is analytic on the interior. Let Hx = l
2(N) be the space of square
summable sequences ξ = (ξn)
∞
n=0 and for each x ∈ K define
pix(f)ξ = (f(x)ξ0, (f ◦ η)(x)ξ1, (f ◦ η
(2))(x)ξ2, . . . ) for f ∈ A(K),
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and
Vxξ = (ξ1, ξ2, ξ3, . . . ).
The norm closed operator algebra acting on ⊕x∈KHx and generated by
the operators,
⊕x∈Kpix(f), ⊕x∈Kpix(g)Vx for f, g ∈ A(K),
is an algebra of the form AK,η(A(K)), where AK,η is as in Example 2.4.
Example 5.3. Let K, Hx and pix(f) be as above, and let Ux be the
forward shift
Uxξ = (0, ξ0, ξ1, ξ2, . . . ).
We (temporarily) denote as alg(A(K), η) the norm closed operator al-
gebra acting on ⊕x∈KHx and generated by the operators,
(11) ⊕x∈K pix(f), ⊕x∈KUxpix(g) for f, g ∈ A(K).
As we explained in Example 2.5, our theory is applicable to the oppo-
site algebras (alg(A(K), η)op but can be used to classify the algebras
alg(A(K), η) as well.
We need to make some clarifications regarding the example above
and the theory in [5]. Let D ⊆ C denote the closed unit disk, T its
boundary and let η : D→ D be a homeomorphism which is analytic on
the interior. Let S be the forward unilateral shift on ⊕∞n=0L
2(T), and
for f ∈ A(D), let φ(f) denote the operator on ⊕∞n=0L
2(T) defined by
φ(f)(ξ0, ξ1, ξ2, . . . ) = (fξ0, (f ◦ η)ξ1, (f ◦ η
(2))ξ2, . . . ).
In [5], the norm closed operator algebra generated by S and the oper-
ators φ(f) for f ∈ A(D) is denoted as Aη.
Proposition 5.4. Let η : D → D be a homeomorphism which is an-
alytic on the interior. Then the algebras Aη and alg(A(D), η) defined
above are isomorphic.
Proof. Let P (A(D), η) be the skew polynomial algebra with coefficients
in A(D). The algebra P (A(D), η) can be equiped with three norms
which are defined as
‖p‖1 =
∥∥∥∑
i
(
⊕x∈T Ux
)i(
⊕x∈T pix(fi)
)∥∥∥
‖p‖2 =
∥∥∥∑
i
(
⊕x∈D Ux
)i(
⊕x∈D pix(fi)
)∥∥∥
and
‖p‖3 = ‖
∑
i
Siφ(fi)‖,
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for p ≡
∑
i U
ifi ∈ P (A(D), η). By [5, Proposition IV.1], we have
‖p‖1 ≤ ‖p‖2 ≤ ‖p‖3
for any p ∈ P (A(D), η). Clearly the result will follow if we show that
the above inequalities are actually equalities.
Towards this end, note that [19, Proposition II.7] implies that
(P (A(D), η), ‖ .‖1) embeds isometrically into the crossed product C*-
algebra C(T)×ηZ. Therefore, if (W1,W2) is a pair of unitary operators
which is universal with the property that W1W2 =W2η(W1), then
‖p‖1 = ‖
∑
i
W i2fi(W1)‖,
for any p ∈ P (A(D), η). But then, [5, Theorem II.4] implies that
‖p‖3 ≤ ‖p‖1, p ∈ P (A(D), η), and the conclusion follows. 
In light of Proposition 5.4 and the theory in [5], we will no longer
use the notation alg(A(K), η) of Example 5.3, and for the rest of the
paper we will refer to this algebra as A(K)×η Z
+.
Definition 5.5. Let A be a Banach algebra with character spaceMA.
We say that an open subset Ω ⊆MA is an analytic set if there exists a
pointwise analytic injective map Θ : G →MA from a domain G ⊂ C
with range Ω.
Assume that K ∈ K, η : K→ K, η 6= id, is a continuous map which
is analytic on the interior, and let A be a conjugacy algebra for (K, η).
The maximal analytic sets in the character space of A coincide with the
maximal analytic discs and were identified in the discusion following
Theorem 3.1. In the case of A(A(K)) we have one additional analytic
set.
Proposition 5.6. Let K ∈ K, let η : K → K be a continuous map
which is analytic on the interior, and is not the identity map. Let A be
a conjugacy algebra for (K, η). Then the maximal analytic sets in the
character space of A(A(K)) are the sets (MA(A(K)),x)
◦ := {θx,z : |z| <
r} for fixed points η(x) = x, where r is the spectral radius of U , and
(M0
A(A(K)))
◦ := {θx,0 : x ∈ K
◦}.
Proof. Suppose that G is a domain in C and
Θ : G→MA(A(K))
is pointwise analytic. We will show that either the range of Θ is con-
tained in one of the sets (MA(A(K)),x)
◦, x ∈ K, or otherwise, Θ(K) ⊆
(M0A(A(K)))
◦. This will clearly imply the result.
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Let us write Θ(z) = θδ(z),ι(z) for z ∈ G, where δ and ι map G into
K and Dr respectively. Note that the map z → Θ(z)(f) = f(δ(z)) for
z ∈ G is analytic. By considering the identity function f(x) = x, we
conclude that δ is analytic. We distinguish two cases.
Assume first that there exists z0 ∈ G so that Θ(z0)(U) 6= 0. By
continuity, there exists ε > 0 so that Θ(z)(U) 6= 0, for all z ∈ Bε(z0).
Hence ι(z) 6= 0 and so δ(z) is a fixed point for η for all z ∈ Bε(z0). If
δ were not constant, δ(Bε(z0)) would be an open set of fixed points of
η. By analyticity, η = id contrary to hypothesis. Hence δ is constant.
For the second case, there is no z ∈ G so that Θ(z)(U) 6= 0, and so
Θ(G) ⊆ (M0
A(A(K)))
◦. 
For the rest of the section, the closures of the maximal analytic discs
(MA(A(K)),x)
◦, x ∈ K, and (M0
A(A(K)))
◦ will be denoted as MA(A(K)),x,
x ∈ K, and M0
A(A(K)) respectively.
Theorem 5.7. Let Ki ∈ K, let ηi : Ki → Ki be a continuous map
which is analytic on the interior and let Ai be a conjugacy algebra for
(Ki, η), i = 1, 2. Assume furthermore that K1 is not simply connected.
If the algebras A1(A(K1)) and A2(A(K2)) are isomorphic, then there
exists a homeomorphism γs : K1 → K2 which is analytic in the interior
and satisfies γs ◦ η1 = η2 ◦ γs.
Proof. Assume that there exists an algebraic isomorphism γ from
A1(A(K1)) to A2(A(K2)); and let γc : MA1(A(K1)) → MA2(A(K2)) be
as in (5). In this and other special cases of Theorem 5.1(i), the goal
is to show that γc is a homeomorphism ofM
0
A1(A(K1))
ontoM0
A2(A(K2))
.
Then one proceeds as in Theorem 4.6.
Assume that η1 is not the identity map. Evidently γc maps maximal
analytic sets to maximal analytic sets. The maximal analytic sets in
MA1(A(K1)) consist of open disks over each fixed point and one set
homeomorphic to K◦1 which is not simply connected. Hence K2 also
has such a set, which is the image under γc. By continuity, γc maps
the closure M0
A1(A(K1))
onto M0
A2(A(K2))
. Hence there is a bijection
between the collections {MA1(A(K1)),x : x ∈ K1}, and {MA2(A(K2)),x :
x ∈ K2}, which allows us to define a map γs : K1 → K2 so that
γc(MA1(A(K1)),x) =MA2(A(K2)),γs(x). One now proceeds as in the proof
of Theorem 4.6 to show that γc is a homeomorphism that intertwines
η1 and η2. By equation (9) applied to the identity function z(x) = x,
we obtain
(12) γs(x) = θx,0(γ
−1z) = g(x)
where g = E0(γ
−1z) belongs to A(K1). Hence γc is analytic on K
◦
1.
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It remains to deal with the case where η1 is the identity map. Then
A(K1) ×id A(D) ≃ A(K1 × D) is abelian. Hence A(K2) ×η2 A(D) is
also abelian. Therefore η2 is the identity map as well. Any algebra
isomorphism from A(K1×D) onto A(K2×D) is determined by a home-
omorphism of the maximal ideal spaces Ki×D which is biholomorphic
on the interior. By [15, Prop. 2] such a map must be a product map.
When Ki are simply connected, they are clearly biholomorphic; while
if there are not simply connected, the product map must carry K◦1 onto
K◦2. This map extends to be continuous on the boundary, establishing
the desired equivalence. 
Any simply connected region K with a Jordan curve as boundary is
conformally equivalent to the disk D; i.e. there is a homeomorphism
of K onto D which is analytic on the interior. So we can consider only
the region D for the remainder. A continuous map η : D → D which
is analytic on the interior is called elliptic if η has exactly one fixed
point which is located in the interior of D. Indeed, if η 6= id, then a
fixed point interior to D implies the uniqueness of the fixed point by
Schwarz’s Lemma.
Theorem 5.8. Let ηi : D → D be a continuous map which is an-
alytic on the interior, and let Ai be a conjugacy algebra for (D, η),
i = 1, 2. Assume further that η1 is not elliptic. If the algebras A1(A(D))
and A2(A(D)) are isomorphic, then there exists a homeomorphism
γs : D→ D which is analytic on the interior and satisfies γs◦η1 = η2◦γs.
Proof. Assume that there exists an algebraic isomorphism
γ : A1(A(D)) → A2(A(D)), and let γc : MA1(A(D)) → MA2(A(D)) be
as in (5). Again we will show that γc(M
0
A1(A(D))
) = M0
A2(A(D))
. As η1
is not elliptic, there exists a fixed point for η1 on the boundary of D,
say x0. This implies that (M
0
Aj(A(D))
)◦ is the only maximal analytic
disc, whose boundary has non-empty intersection with some other an-
alytic disc (namely {θx0,z : |z| < r}). This property will be preserved
by γc. Hence, η2 is not elliptic and γc(M
0
A1(A(D))
) = M0
A2(A(D))
. The
analyticity of γc follows as in the proof of Theorem 5.7. 
Corollary 5.9. Let ηi : D→ D be continuous map which are analytic
on the interior, i = 1, 2. Assume further that η1 is not elliptic. The
semicrossed products A(D)×η1 Z
+ and A(D)×η2 Z
+ are isomorphic as
algebras if and only if there exists a homeomorphism γs : D→ D which
is analytic in the interior and satisfies γs ◦ η1 = η2 ◦ γs.
To complete the classification, we have to examine the elliptic case.
To deal with this case, we need to be able to reduce to a situation
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algebraic isomorphisms are continuous. The key is to show that the
ideal ker∆ is determined algebraically by the characters.
It is easy to see that if A is a conjugacy algebra for (K, η), where
η is analytic in the interior of K, then ker∆ =
⋂
n≥1 J
n where J =
kerE0 =
⋂
x∈K◦ ker θx,0. Except when K is simply connected and η
has a unique fixed point x0 and x0 ∈ K
◦, the maximal analytic set
(M0A(A(K)))
◦ = {θx,0 : x ∈ K
◦} is distinguished from all others. In the
elliptic case, there are two maximal analytic disks which intersect each
other, namely (M0
A(A(K)))
◦ and (MA(A(K)),x0)
◦ = {θx0,z : |z| < r}. Let
J and K be the ideals obtained from the intersection of their kernels.
Proposition 5.10. Let η : D → D be a continuous map which is
analytic on the interior, and assume further that η1 is elliptic. Let A
be a conjugacy algebra for (D, η). Then
ker∆ =
⋂
n≥1
J n =
⋂
n≥1
J n +
⋂
n≥1
Kn,
where J and K are as above.
Proof. Assume that there is a unique fixed point x0 for η which is
inside the disk. Then there are exactly two maximal analytic disks.
They intersect in interior points, and are not distinguished topologi-
cally. Consider the ideal K defined above. It is clear that
K = {a : ∆(a) =
∑
k
fkU
k and fk(x0) = 0 for k ≥ 0}.
We claim that
Kn ⊂ {a : fk has a zero of order n at x0 for k ≥ 0} =: Kn.
It suffices to show that KnK ⊂ Kn+1.
Write ∆(a) =
∑
k fkU
k and ∆(b) =
∑
k gkU
k, where a ∈ Kn and
b ∈ K. Then
∆(ab) =
∑
n≥0
n∑
k=0
fk(gn−k ◦ η
(k))Un.
Since η(x0) = x0, gn−k ◦ η
(k) has a zero at x0 and each fk has a zero
of order at least n. So the product has a zero of order n + 1 for every
term in this sum.
It now follows that ⋂
n≥1
Kn ⊂
⋂
n≥1
Kn = ker∆.
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Any isomorphism carries maximal analytic sets to maximal analytic
sets. Whether it fixes them or switches them, one obtains ker∆ alge-
braically by forming two ideals J and K from the intersection of their
kernels, and obtaining
ker∆ =
⋂
n≥1
J n +
⋂
n≥1
Kn. 
The crucial application is the following evident consequence.
Corollary 5.11. Let Ki ∈ K, let ηi : Ki → Ki be a continuous
map which is analytic on the interior, and let Ai be a conjugacy al-
gebra for (Ki, ηi), i = 1, 2. If the algebras A1(A(K1)) and A2(A(K2))
are isomorphic, then the conjugacy algebras A1(A(K1))/ ker∆1 and
A2(A(K2))/ ker∆2 are isomorphic.
Now we will establish an automatic continuity result in the case in
which ∆ is injective. Recall that if φ : A → B is an epimorphism
between Banach algebras, then the separating space of φ is the two-
sided closed ideal of B defined as
S(φ) ≡
{
b ∈ B : ∃{an}n ⊆ A such that an → 0 and φ(an)→ b
}
.
Clearly the graph of φ is closed if and only if S(φ) = {0}. Thus by the
closed graph theorem, φ is continuous if and only if S(φ) = {0}.
The following is an adaption of [23, Lemma 2.1] and was used in [6]
for the study of isomorphisms between limit algebras.
Lemma 5.12 (Sinclair). Let φ : A → B be an epimorphism between
Banach algebras and let {Bn}n∈N be any sequence in B. Then there
exists n0 ∈ N so that for all n ≥ n0,
B1B2 . . . BnS(φ) = B1B2 . . . Bn+1S(φ)
and
S(φ)BnBn−1 . . . B1 = S(φ)Bn+1Bn . . . B1.
Corollary 5.13. Let Ki ∈ K, let ηi : Ki → Ki be a continuous map
which is analytic on the interior, and let Ai be a conjugacy algebra for
(Ki, ηi) for i = 1, 2. Assume that the Fourier series map ∆i is injective
on Ai(A(Ki)). Then any isomorphism γ : A1(A(K1)) → A2(A(K2) is
automatically continuous.
Proof. If S is any subset of A2(A(K2),⋂
n≥0
SUn ⊂ ker∆ = {0}.
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Thus if S(γ) 6= {0}, then taking Bi = U in Lemma 5.12, we obtain an
integer n0 so that
S(γ)Un0 =
⋂
n≥0
SUn = {0}.
Since right multiplication by U is injective, S(γ) = {0}. Therefore γ
is continuous. 
Remark 5.14. This same argument shows that an isomorphism be-
tween semicrossed products C0(Xi)×ηi Z
+ is automatically continuous.
However, when applied to a more general topological conjugacy alge-
bra, one gets somewhat less. One can conclude that S(φ) is contained
in
⋂
n≥1AU
n = ker∆. In order to follow the plan of attack used here,
we would need to characterize ker∆ algebraically. When the set of
fixed points has no interior, the intersection Jn of the maximal ideals
{θx,0 : x 6= η(x)} equals kerE0. This set is determined by the fact that
these functionals are not contained in the closure of any analytic disk
of characters. When the fixed point set has interior, one also can try
to use the ideal Jf obtained as the intersection of the kernels of all
maximal analytic disks of characters. Unfortunately we do not see how
to recover ker∆ from these two ideals.
The following lemma establishes an important connection between
nest representations and differentiation.
Lemma 5.15. Let η : D→ D be a continuous map which is analytic on
the interior, and let A be a topological conjugacy algebra for (D, η). As-
sume that there exists x ∈ D◦ so that η(x) = x. If pi ∈ repx,xA(A(D))
is a continuous representation, then
θpi,1(U) = η
′(x)θpi,2(U).
Proof. Clearly, pi(I) is the identity matrix. Let z denote the identity
function z(z) = z for z ∈ D. Then there are scalars a, wi ∈ C so that
pi(z) =
(
x a
0 x
)
and pi(U) =
(
w1 w2
0 w3
)
.
Since the range of pi is not commutative, a 6= 0. Therefore,
pi(zn) =
(
xn anxn−1
0 xn
)
and by continuity,
pi(f) =
(
f(x) af ′(x)
0 f(x)
)
,
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for any f ∈ A(D).
If we apply pi to the equation Uf = (f ◦ η)U , we obtain(
w1 w2
0 w3
)(
f(x) af ′(x)
0 f(x)
)
=
(
f(x) af ′(x)η′(x)
0 f(x)
)(
w1 w2
0 w3
)
By comparing the (1, 2)-entries, we obtain
aw1f
′(x) = af ′(x)η′(x)w3 for all f ∈ A(D),
as desired. 
Lemma 5.16. Consider the map ηi(z) = ciz for z ∈ D, where |ci| = 1
and let Ai be a conjugacy algebra for (D, ηi), i = 1, 2. If the alge-
bras A1(A(D)) and A2(A(D)) are isomorphic, then c1 = c2 or c1 =
c−12 . Furthermore, both possibilities occur for the semicrossed products
A(D)×η1 Z
+.
Proof. Assume that γ : A1(A(D))→ A2(A(D)) is an algebraic isomor-
phism. By factoring out ker∆ as in Corollary 5.11, we may assume that
∆ is injective on both Ai. Then by Corollary 5.13, we see that γ is
continuous.
Let γc : MA1(A(D)) → MA2(A(D)) and γr : repT2 A1(A(D)) →
repT2 A2(A(D)) be defined as in the proof of Theorem 4.6. Then γr
maps continuous representations to continuous representations.
Once again, we are faced with two possibilities: either γc(MA1(A(D)),0) =
MA2(A(D)),0 or γc(MA1(A(D)),0) = M
0
A2(A(D))
. In the first case we can
proceed as in the proof of Theorem 5.8 to conclude that c1 = c2. We
therefore examine only the second case.
Since γc(MA1(A(D)),0) = M
0
A2(A(D))
, for each z ∈ D there exists
γs(z) ∈ D so that
(13) γc(θz,0) = θ0,γs(x).
Clearly, γs is a bijection. From (13), it follows that γs(z) = θz,0(γ
−1(U)),
which is easily seen to imply that γs : D → D is a homeomorphism
which is analytic on the interior.
Consider z ∈ D, z 6= 0, and let ρ ∈ repz,η1(z)A1(A(D)) be as in
Example 4.2. Clearly,
(14) θγr(ρ),1 = θ0,γs(z) and θγr(ρ),2 = θ0,γs(η1(z))
On the other hand, ρ is continuous and therefore γr(ρ) is continuous
as well. Therefore, by applying Lemma 5.15 to (14), we obtain γs(z) =
η′2(0)γs(η1(z)), i.e., γs(z) = c2γs(c1z), for all z ∈ D\{0}. This implies
that c1 = c
−1
2 .
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For the last assertion, we need only examine the case where c2 = c
−1
1 .
By [5, Theorem II.4], the semicrossed product A(D) ×η1 Z
+ is iso-
morphic to the norm closed operator algebra generated by a univer-
sal pair (V,W ) of unitary operators satisfying VW = c1WV . But
then the pair {W,V } is a universal pair of unitary operators such that
WV = c−11 VW . So A(D) ×η1 Z
+ is isomorphic to A(D) ×η−1
1
Z+ as
claimed. 
Theorem 5.17. Let ηi : D→ D be a continuous map which is analytic
on the interior, i = 1, 2. Assume further that η1 is elliptic. Then:
(i) If η1 is a homeomorphism, then there are isomorphic conju-
gacy algebras Ai(A(Ki)) for (Ki, ηi), i = 1, 2, if and only if
there exists a homeomorphism γs : D → D which is analytic
on the interior and satisfies γs◦η1 = η2◦γs or γs◦η1 = η
−1
2 ◦γs.
(ii) If η1 is not a homeomorphism, then there are isomorphic con-
jugacy algebras Ai(A(Ki)) for (Ki, ηi), i = 1, 2, if and only if
there exists a homeomorphism γs : D → D which is analytic
on the interior and satisfies γs ◦ η1 = η2 ◦ γs.
Proof. As in Lemma 5.16, we may assume that ∆ is injective on both
Ai and that the isomorphism γ : A1(A(D)) → A2(A(D)) is contin-
uous. Let γc : MA1(A(D)) → MA2(A(D)) and γr : repT2 A1(A(D)) →
repT2 A2(A(D)) be as in (5) and (6) respectively. Note that by Corol-
lary 5.9, both η1 and η2 are elliptic. Without loss of generality, we may
assume that η1(0) = η2(0) = 0.
We will show that if γc(MA1(A(D)),0) =M
0
A2(A(D))
, then both η1 and
η2 are homeomorphisms. Proceeding as in the proof of Lemma 5.16, we
obtain a homeomorphism γs : D→ D, which is analytic on the interior
and satisfies γs(z) = η
′
2(0)γs(η1(z)), z ∈ D\{0}. From this it follows
that |η′2(0)| = 1, for otherwise γs is not surjective. By reversing our
argument we conclude that |η′1(0)| = 1 as well. The conclusion now
follows from Schwarz’s Lemma.
So if η1 is not a homeomorphism, then γc(MA1(A(D)),0) =MA2(A(D)),0.
So we may argue as in the proof of Theorem 5.8 to obtain the desired
map γ. Conversely, if there exists a conformal mapping γs : D→ D so
that γs ◦η1 = η2 ◦γs, then the two semicrossed products are easily seen
to be isomorphic. This proves (ii).
Finally assume that η1 is a homeomorphism. Then, by (ii) η2 is also
a homeomorphism. Any elliptic conformal mapping of the unit disc is
conformally conjugate to a map fixing the origin, namely a rotation.
Thus the conclusion follows from Lemma 5.16. 
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Applying the main result to the case of the analytic semi-crossed
products, we obtain:
Corollary 5.18. Let Ki ∈ K, and let ηi : Ki → Ki be continuous
maps which are analytic on the interior for i = 1, 2. The algebras
A(K1)×η1 Z
+ and A(K2)×η1 Z
+ are isomorphic if and only if either
(i) η1 and η2 are analytically conjugate; or
(ii) Ki are simply connected, ηi are homeomorphisms with a unique
fixed point, this point is in the interior of Ki, and η2 is ana-
lytically conjugate to η−11 .
Remark 5.19. It is certainly possible for analytic maps of the unit disk
to be topologically conjugate but not analytically conjugate. A simple
example is given by η1(z) = z/2 and η2(z) = z/4. Then γ(re
iθ) = r2eiθ
satisfies γ ◦ η1 = η2 ◦ γ. Schwarz’s Lemma shows that no conformal
automorphism of the disk can carry the disk of radius 1/2 onto the disk
of radius 1/4. So they are not analytically conjugate.
This can even occur for conformal automorphisms of the disk. Let
η1(z) =
z − 1/2
1− z/2
and η2(z) =
z − 1/4
1− z/4
. If one identifies the disk with
the left half plane via the conformal map w =
z − 1
z + 1
that sends 1
to 0 and −1 to the point at infinity, then this conjugates both maps
to dilations τ1(w) = w/3 and τ2(w) = 3w/5. Again these maps are
topologically conjugate.
Recall that the conformal automorphisms of the disk are just the
Mobius maps. Since ηi both fix the points ±1, with 1 being the unique
contractive fixed point, the intertwining homeomorphism γ must fix
±1. But all of these maps commute with ηi. So they are not analytically
conjugate.
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