The aim of this paper is to estimate the importance o f (induced) network effects in the use of mobile telephones and the impact of the structure of social networks on a consumer's adoption decision. This is done using social network data obtained from a survey of second year undergraduate students at the University of Nottingham Business School. We find that students strongly coordinate their choice of mobile phone operators, but do this only for operators which charge a price difference between on-and off-net calls. Coordination is strongest within groups o f students who frequently interact with each other, but weaker with students from outside their group. Furthermore, the students did not coordinate their choice o f mobile handsets -there rather is a tendency to choose a different handset than the one used by their friends.
Introduction
How do consumers choose between rival products in a market with network effects? A standard assumption of the network effects literature is that the size of the overall network matters to the individual consumer and that utility is a linear or logistic function of network size. However, this assumption only holds to a varying degree for different industries and technologies.
After the seminal article of Rohlfs (1974) , and the influential papers of Katz and Shapiro (1985) and Farrell and Saloner (1985) , there has been a plethora of theoretical studies into the nature of network effects and by now network effects theory has reached a rather mature state.
However, empirical work in this area has been slow to keep track with the advances in theory, and it is only comparatively recently that such studies have appeared in any numbers. Recent empirical studies include Goolsbee and Klenow (2002) on home computers, Berndt et al. (2003) on anti-ulcer drugs, Dranove and Gandal (2003) on DVD-players, Rysman (2004) on yellow pages and Gowrisankaran and Stavins (2004) on electronic payment.
The literature on network effects usually distinguishes between two types of network effects: direct network effects and indirect effects. Direct network effects refer to the case where users benefit directly from the fact that there are large numbers of other users of the same network. In mobile communications, a direct network effect arises when the user can call a larger set of other users. Indirect network effects, on the other hand, arise because bigger networks support a larger range of complementary products and services. In 2nd generation mobile networks, indirect network effects are only of second-order significance, but they will play an increasing role after the introduction of third generation networks, where usage will be heavily influenced by the availability of data services.
While it is widely acknowledged that network effects are a key feature of telecommunications industries, and indeed that telecommunications networks provide perhaps the leading example of network effects, relatively few studies have analysed the empirical importance and extent of network effects in the telecommunications market. Gruber and Verboven (2001) have studied the related topic of benefits to standardisation in telecommunications. The UK Competition Commission (2003) examined the role of network externalities in their enquiry on prices for mobile call termination in the UK: here, a stated preference approach has been taken to estimate the value of network externalities. Directly related to our research are the studies from Doganoglu and Grzybowski (2004) on network effects in the German mobile telecommunications market, from Kim and Kwon (2003) on network effects in the Korean market and Grajek (2003) on network effects in the Polish market.
Almost all these studies use market-level data and when individual-level data is used (like in Goolsbee and Klenow (2002) , interactions between consumers are not modelled. In general, there are few studies in economics (and in management studies) that take this consumer interaction into account.
Most of the studies directly modelling interactions between people have been conducted in sociology and today there is a rich body of network analysis techniques. However, in particular hypothesis testing techniques are far less developed than in other statistical fields and the available methods are rarely used within economics. This paper looks at network effects using social network analysis and focuses on a market where direct interaction between consumers is particularly important.
For some networks, like the network of ATM machines (one of the first empirical works on network effects, see Saloner and Shepard (1995) ), the assumption that overall network size matters seems plausible. However, especially in markets with direct interaction between consumers, like mobile telecommunications, it might rather be an individual's social network that determines an adoption decision.
Mobile networks are highly compatible with each other and the network effects that exist in the market are mainly induced by network operators in many countries through higher prices for calls to other networks (off-net calls) than for calls to the same network (on-net calls). In a previous paper (Birke and Swann (2005) ), we have shown that choice of mobile phone operators is strongly coordinated within households and that this effect is far stronger than the effect of overall network size.
One of the difficulties when analysing network effects looking at households is that unobserved household level characteristics might be the reason for choosing the same operator. Furthermore, parents might be responsible for choosing the operator for their children (or indeed the other way around) irrespective of any network effects. Operator choice then could be regarded as one single product choice and not as separate, but coordinated decisions.
In the current paper, we are looking directly at operator choice in a social network. For this purpose, we conducted a survey of a class of students at Nottingham University Business School, asking them to identify their social network and filling in a questionnaire about their mobile phone usage. We thus were able to obtain a relatively well bounded network.
Obviously, students do have a social network apart from their university class, but the results show that interaction between students was strong within class and that students coordinated operator choice within this social network.
Network data analysis suffers from two main problems. Firstly, observations are not independent of each other. We will try to overcome this problem of structural autocorrelation by using a technique called Quadratic Assignment Procedure for permutation-based estimation of standard errors (see Krackhardt (1987) and (1988) ). Secondly, observations often are not from a random sample. In our case, the student sample is a convenience sample and certainly can not claim to be close to a random sample. This limits the generalisability of the results, but as we will discuss later it also yielded some interesting results that we would not have obtained with a random sampling approach. This paper is organised as follows. Section 2 gives a brief introduction to the UK mobile telecommunications market. Section 3 outlines the approach taken with the survey. It presents descriptive analysis of students´ attitudes towards mobile telecommunications and a description of the social network within the class. It is followed by a graphical and regression analysis in Section 4. We show that students coordinate operator choice within their social network, but that they do not coordinate their mobile handset choices. Section 5 discusses the results. 50 000 60 000 Q 1 1 9 9 4 Q 1 1 9 9 5 Q 1 1 9 9 6 Q 1 1 9 9 7 Q 1 1 9 9 8 Q 1 1 9 9 9 Q 1 2 0 0 0
No. of Subscribers future revenue growth has to come from an increased ARPU rather then from a bigger customer base.
The four GSM-operators and "3" were rewarded licenses for these third generation UMTS-networks in May 2000 for about 4 billion Pounds each. Many expect that 3G-networks will further boost revenues in the mobile telecommunications market. In 2003, "3" introduced the first third generation network in the UK. After a slow start, the company now has over 3 million users. The other companies recently followed with their own third generation networks.
Especially interesting for our analysis is the development of market shares in the market (see Figure 2) . At the end of 1998, the market was dominated by the incumbent operators O 2 and Vodafone, which together accounted for almost 70% of the market. However, by the beginning of 2001 this lead has dissipated and subscriber market shares have been levelled.
Today, the market is about equally split between the four GSM operators. Note that this holds for subscriber market shares. Although there has been a similar trend in revenue market shares, Vodafone still boasts the highest revenue, as its customers generate a higher ARPU. 
Subscriber Market Shares
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reported stable market shares for the last years. With strong network effects present in the market, this 'catch up' by T-Mobile and Orange is surprising, as network effects result in a strong tendency towards higher market concentration. It could be argued that the development in the UK market is due to the high compatibility between networks. However, in Birke and Swann (2005) we showed that network effects do play an important role in the adoption of mobile telephones and in operator choice.
3 Descriptive Statistics
The sample
The sample consists of students from a second year undergraduate course called "Economics of Organisation B", which was held at the University of Nottingham Business School in spring 2005. Most students from this course study for a three year degree and have a variety of other courses together. Thus, a reasonably regular interaction between the students can be assumed.
The questionnaire on which the survey is based consists of two parts. In the first part, we asked students for some demographic details and about their attitudes and behaviour with regard to mobile phones. Some demographic variables are used as input for the regression analysis of Section 4. The other answers are mainly used for a first descriptive analysis. In the second part, students were handed out a list of course participants and were asked to identify themselves and the people they communicate with. The exact wording of the question was "Please tick the people that you call." Both parts took about ten minutes to fill in and were distributed and collected during one session of "Economics of Organisation B".
236 students registered for this course. From these students, 171 filled in the first part of the questionnaire (the "questions"-part) of whom 158 were identified as students from the course list. Out of the remaining 13 students, 3 respondents indicated that their name was not on the list and another 10 did not identify themselves. To every student for which we did not receive an identified questionnaire (which mostly included students who missed class), we send out a reminder email and consequently received another 4 responses.
In total, this results in 175 completed "question"-parts and 159 completed "roster"-parts.
This is a response rate of 74.1% and 67.4% respectively. For most of the descriptive statistics, the full 175 responses are used and for all analysis relating to social networks only the subsample of 159 students is used.
The respondents
All of the students are undergraduate students and are almost of the same age -the reason why we did not ask for it in the questionnaire. The respondents are also evenly split between male (48%) and female (52%). However, the share of foreign students is rather high, with only slightly over half of the students being from the UK with another 8% coming from other European countries (see Table 1 ). Chinese students are the second biggest group in the course (22 %). While the majority of Chinese students and other Asian students are female, the majority of English and other European students are male (see Table 1 ).
British Other European
Chinese
Other Table 1 Gender of respondents A first option to analyse why the respondents chose their operators is to directly ask them on which criteria they have based their choice. Quality, special offers, cost of calls and operator choice of friends and family all seem to be important criteria (see Table 2 ). Table 2 Frequencies for choice criteria
The obvious drawback is the difficulties of comparing the relative importance of the different factors. Furthermore, it is not always clear whether the given answers are the actual reason for choosing an operator. Quality of the network, for example, is given as an important criterion by most respondents. However, the quality of the four GSM-networks in the UK is roughly equivalent in terms of most quality characteristics such as network coverage, international roaming, and customer service. We might rather measure the general importance that the respondents attribute to quality when choosing a product than the particular importance for mobile phone networks.
Of course, a precondition for consumers coordinating their operator choice is some knowledge about what operators their peers use. This is far from given, as mobile networks are hard to identify from telephone numbers. In the UK, there are several hundred prefixes associated with the different networks. 4 Information on who else is using the same network therefore has to be obtained by other channels. It seems likely that the availability of this information is directly linked to the closeness of two individuals in the social network. These information could then either be obtained through direct conversation or through identifying the operator from a mobile phone. A prerequisite for the latter requires is that the name or logo of the operator used is conspicuously placed on the mobile phone, which it only is for co-branded mobiles. In recent years operators try to raise the awareness of their brand and increasingly place their logos on mobile phones next to the logos of the mobile phone manufacturer.
5
According to 
Network statistics
Besides an analysis of individual respondents, we can also analyse the characteristics of the social network as a whole. A first measure characterising the overall network is its density. It is typically calculated as This is contrary to Germany for example where there are only 23 prefixes, which makes it far easier to identify people who are using the same operator -especially in earlier years of mobile phone adoption when not all of these prefixes were used. Naturally, operator identification from telephone numbers is easier in smaller countries where less different prefixes are needed to cover all subscribers.
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In some cases, only the logo of the operator can be found on the phone.
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In an undirected graph, the line between node A and B is the same as the line between B and A and the maximum number of distinct lines consequently is N(N-1)/2. which is 159. In total, 815 different relations were identified. However, 195 relations are to non-respondents in the class and only 620 are to respondents, resulting in a density of
It is hard to judge whether this is a rather dense or a rather loose network. Overall network density obviously depends on network size, as people have only a limited capacity to communicate with other people (see Mayhew and Levinger (1976) Table 4 also shows that local network density decreases with the number of friends.
Clearly, larger networks are less closely interconnected. Most intra-sample networks observed in the study consist of less than 7 interaction partners.
Many social network measures are based on matrix algebra (see Wasserman and Faust (1994) ) and therefore the data from the student roster is organised in matrix form. If a person no. 5 is calling person no. 87, then the respective value in the matrix (row 5, column 87) has 7
Originally, there was an average of 5.13 nominations per respondent. Only the nominations to other respondents were taken into account. The median is 4 and thereby very similar to the mean.
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Note that ego-network density can only be measured for people with at least two friends, as it is a measure of existence of ties between these friends.
the value "1" and otherwise the value "0". As we have a directed graph the entry in row 5, column does not necessarily have to coincide with the entry in row 87, column 5. In other words, the people I call don't have to call me.
To analyse whether relations are symmetric, one can simply add the transpose of the matrix of nominations to the original matrix. All symmetric relations will have a value of "2", while asymmetric relations will have a value of "1". Dividing symmetric relations by total relations yields 0.687, i.e. 69% of all relations in the sample are symmetric. 9 Marsden (1990) gives an overview of a number of findings on reciprocal ties. The figures reported there are in the majority slightly lower, but they are also often based on a different survey design (recall methods with a limit to the number of names mentioned; different types of ties etc.). Marsden argues that "it is difficult to judge whether these rates of reciprocation are high or low; failure to reciprocate could be the result of inaccuracy or unreliability in the data or genuine asymmetry in the relationship under study." The rather higher figure gives at least some further confidence in the accuracy and reliability of respondent's answers.
If every node in a graph is connected to all other nodes via a path, then the graph is said to be connected and consists of one single component. If there are disconnected subsets, several components exist. The number of components can be calculated in two different ways. First, one can calculate the number of weak components, i.e. two persons are in the same component, if one of them can reach the other. Second, strong components require that both persons can reach each other. In undirected or symmetrical networks, these measures coincide, but in our case, we have a directed network and consequently we get two measures.
Calculating weak components, we end up with 3 components in the network (plus 2 students who only nominated students who did not respond. The largest component consists of the large majority of students -altogether 146 students are part of this component (92 %).
The next largest component consists of 9 students and then there is a third group of two students who nominated each other, but did not nominate anyone else (and were not nominated by other students).
Calculating strong components, results in 9 separate components (plus 11 students who nominated other students, but did not receive nominations themselves). Again, the majority 9
Most calculations using matrix algebra are conducted using the statistical package SAS, proc IML. Some of the code used can be found at http://www.sociology. these pairs is displayed in Figure 3 . The distances are roughly normally distributed and have
there maximum frequency at 6.
Figure 3 Distribution of distances between nodes
Although the large majority of nodes belong to the same component, the average path length is rather long and has a considerable variance, which already hints at some clustering in the network, which can be further analysed using graphical techniques. 4 Network structure and operator choice
Distribution of distances
Graphical analysis of social network
Social networks can very usefully be analysed by graphical representations of these networks, in particular in the case of medium-sized networks with a couple of hundred nodes (see Freeman (2005) and Freeman (2001) for an overview of graphical representations for social network analysis). Figure 4 depicts the social network within the class of students, based on their communication pattern.
Figure 4 Interaction network of students
It is a directed graph and arrows depict the direction of the nominations from the roster.
The graph is based on a spring embedding algorithm from UCI-NET. 10 Some form of 10 The idea of spring embedding algorithms is to simulate the social network graph as a system of mass particles. Nodes are the mass particles and the edges are springs between the particles, while the algorithm tries to minimise the energy of this system. See McGrath et al. (1997) occurs along nationality lines. Again, Chinese students are in the majority using Vodafone and similar trends can be observed for other nationalities. However, there also seems to be a clustering of operators within nationalities, which will be further analysed in the next section.
The third attribute used for the graph is the number of nominations received. Students who are often nominated by their peers are depicted by bigger nodes.
The strong correlation of operator choice within nationalities also becomes clear through a cross tab of nationality and operator used (see Table 5 ). Almost 80% of Chinese students Table 5 Operator market share by nationality
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The graph also shows the two isolates at the upper left and another component with two Spanish students on the right
Quadratic Assignment Procedure (QAP)
The original data of communications patterns was summarised in a square matrix of 159 rows and columns with 1´s indicating a communication relationship and 0´s indicating the absence of a communication relationship. As common for network data, diagonal values are not allowed. For a regression analysis this matrix is transformed into dyadic relationships (relationships between two nodes). We therefore get N(N-1)=25122 different dyads.
When using network data, the assumption of Ordinary Least Squares (OLS) and logit models that observations are independent fails. Observations are clearly not independent as there are at least (N-1) dyads involving every individual when assuming symmetric ties. This correlation between observations involving the same nodes stem, for example, from the fact that it is far more likely to have the same operator as your friends if you use an operator with a high market share in the network. This would result in a positive correlation between observations from the same row or column and consequently, while parameter estimates are unbiased, estimated p-values overestimate the significance level.
One possibility to adjust for incorrect standard errors is the Quadratic Assignment Procedure (QAP) (see Krackhardt (1987) and (1988)). The idea of QAP is to permute rows and columns of the original data matrix for the dependent variable and then to reestimate the original regression model. Table 6 shows the permutation procedure: The original matrix on the left is taken and rows and columns are permuted in the same way. For example, row 2 takes the place of row 1 and column 2 takes the place of column 1. Likewise, row 4 takes the place of row 2 and so on. The right part of Table 6 shows the resulting matrix. By this permutation procedure, it is ensured that the values that belong together in a row (or column) stay together. Diagonal elements are still on the diagonal. Table 6 Permutation of rows and columns (QAP) X 3,3 X 3,1 X 3,4 X 3,2 4 X 1,3 X 1,1 X 1,4 X 1,2 3 X 4,3 X 4,1 X 4,4 X 4,2 2 X 2,3 X 2,1 X 2,4 X 2,2 1 4 3 2 1 X 4,4 X 4,3 X 4,2 X 4,1 4 X 3,4 X 3,3 X 3,2 X 3,1 3 X 2,4 X 2,3 X 2,2 X 2,1 2
This permutation and re-estimation is reiterated to get an empirical sampling distribution.
Finally, the results from the original regression model are compared to the simulated distribution based on QAP (see Simpson (2001) ) and the percentage of cases in which the original or higher values occurred is calculated. For our analysis, 1000 iterations were used. The overall predictive power of the model is rather low (see the Pseudo R 2 of 0.0323).
However, the individual coefficient are strongly significant, meaning that the model captures well some of the patterns in the network. It might not be a sufficient model to predict which operator will be chosen by an individual, but it demonstrates clear deviations from independent operator choice in a social network.
To get a better intuition of the importance of the different variables, Table 8 Predicted probabilities of having the same operator
The model from Table 7 excludes the operator "3", because of its different pricing structure. Analysing the same model for different operators, yields positive coefficient for the "friend"-parameter for all operators, but "3". 12 This is further support for our hypothesis that network effects are the reason for consumers coordinating their operator choice. "3" is the only UK operator that typically does not induce network effects, but rather offer packages of calling time regardless of the network to which calls are made. The incentive for "3" users to coordinate with their peers is therefore lower. This can also well be seen in the graph from Figure 4 , where "3" users are distributed fairly widely over the graph. The results are also contrary to the argument that learning effects or word-of-mouth might be the prime cause of this coordination. "3"´s third generation network and handsets are arguably require most skills to master and we would expect a coordination of operator choice for "3" if these effects were strong.
Especially the correlation of operator choice within nationalities is interesting. This might have several causes. All UK operators also operate networks in a number of other countries; sometimes under the same brand, sometimes under different brands. Non-UK students might have simply continued to use the same operator they already used in their home country.
However, concentration of operators worldwide is far lower than in the market for mobile phone handsets. Furthermore, most students come from countries where these operators do not have a network, as most operators have a rather European focus.
This coordination of operators within nationalities might also come from common characteristics and attitudes of respondents with the same background or it could be a 12
The coefficient for Orange is not significant, but has the correct sign.
coordination mechanism. We therefore regress friendship on same nationality and same sex.
Both having the same nationality and being of the same sex are important predictors of friendship between two respondents (see Table 9 ). Students from the same nation and from the same sex seem to interact far more frequently. Table 10 ). The predicted probability of an interaction between two respondents is generally rather low, but for two respondents from the same nationality and the same sex this probability is ten times higher than for two respondents from different nationalities and sexes. One argument against the hypothesis that people coordinate their operator choice because of network effects is that the results from Table 7 could be due to friends sharing the same (unobserved) characteristics. We can't test this hypothesis directly in our study, but we can analyse respondent's choice of mobile phone handsets and see whether we find a similar correlation here. Table 11 shows the results of this regression. Although students from the same nation are more likely to choose the same operator, friends are significantly less likely to do so. There rather seems to be a trend for distinction than for coordination between respondents when choosing a particular handset.
Contrary to the network operation market, handsets are a truly global business and the preponderance of certain brands for certain nationalities might simply reflect varying market shares in home markets for non-UK students. Vodafone has a minor stake in China Mobile, but it is a rather small stake (approximately 3.27%) and is most likely not known to the average consumer.
The regression results from Table 11 show considerably differences in standard errors between the original logit and QAP estimation. This might come from the lower significance level compared to the other two regressions. Furthermore, especially for variables with a high number of "true" values in the original regression, like same_nation and same_payment, the estimates vary most. Both variables were highly significant using the original logit model, but become insignificant when re-estimating standard errors in a QAP regression. The variable "friend", shows the same tendency, but the difference is far less drastic. Due to the low number of friends (2.5 % of all dyads), standard errors are already rather big in the original regression. In contrast, 65.8 % of all dyads have the same payment type.
Discussion
We have shown that consumers not only coordinate their choice of mobile phone operators within households, but also in their wider social network. We further found that this depends on the price difference between on-and off-net calls induced by most operators. On the other hand, respondents from our study did not coordinate their choice of mobile handsets, again confirming the argument that price differences rather than unobserved common characteristics are the cause of this coordination.
As discussed earlier, the sample on which this paper is based is far from random and it is therefore difficult to generalise the findings to, say, the British population. The high percentage of foreign students might have favoured the results to a certain extent. On the other hand, it can be assumed that a significant part of a student's communication takes place outside the "Economics of Organisation B" class. Results from the survey (and common sense) suggest that, for example, calls to the partner are a significant share of all calls.
Consequently our results might rather understate the extent of coordination.
One possible way to study direct interaction between consumers would be to use calling records from mobile phone companies. This would also directly relate the frequency and cost of interactions with network choice. Using electronic calling records, it would be possible to get a far bigger sample size, which in theory could include all subscribers to a particular network. The obvious difficulty here is the confidentiality of this data and the resulting reluctance of companies to grant access to it. This paper, hopefully, has demonstrated the fruitfulness of the use of social network analysis techniques for the analysis of economic problems. Although data collection is more difficult than for traditional methods, it makes a more realistic and rich modelling of many economic decision making processes possible.
