This paper analyzes, separately, the effects of an external magnetic field, the rf magnetic field, and of an oblique rf electric field, on multipactor discharge on a dielectric. Using Monte Carlo simulation, we obtain the susceptibility diagram in terms of the magnetic field, the rf electric field, and the dc charging field for various dielectric materials. We find that a magnetic field parallel to either the rf electric field or the dc electric field does not qualitatively change the susceptibility diagram. However, an external magnetic field perpendicular to both the rf electric field and the dc electric field can significantly affect the susceptibility diagram. Thus oriented magnetic fields lower the upper susceptibility bound when the magnetic field strength is approximately equal to B res ͓T͔ ϭ0.036f ͑GHz͒, where f is the rf frequency. Both the lower and upper susceptibility boundary may be raised significantly by a large external magnetic field, BӷB res . Susceptibility to single surface multipactor is greatest when the rf electric field is nearly parallel to the dielectric, but is dramatically decreased for angles of obliqueness greater than approximately 5°-10°. The rf magnetic field does not affect the lower boundary, but may extend the upper boundary greatly.
I. INTRODUCTION
Multipactor discharge is an ubiquitous phenomenon observed in a multitude of devices that employ microwaves. 1 It may occur when a metallic gap or dielectric surface is exposed to a rf electric field under some favorable conditions. Its avoidance has been a major concern among workers on high power microwave sources, rf accelerators, and spacebased communication systems. [1] [2] [3] [4] [5] [6] [7] [8] For the past few years, multipactor discharge in a metallic gap has been studied with regards to its evolution, 7, 9, [10] [11] [12] its saturation level, 13 its dependence on materials, 13 and its frequency response.
14 Recently, we extended our studies to multipactor discharge on a dielectric surface, including particle simulations 15 and a dynamic theory. 16 In contrast to the two-surface multipactor discharge on metallic gap, multipactor discharge on dielectric is a single-surface phenomenon, and it is more likely to occur. 15 It was found that the power deposited on a dielectric by multipactor discharge is on the order of 1%, or less, of the rf power over a wide range of operating conditions and materials, and the saturation mechanism is due to space charge effects. 16 All of these calculations omit the effect of outgassing and subsequent ionization by the multipacting electrons. We shall continue this assumption in this paper.
rf window breakdown ͑or dielectric failure͒ [2] [3] [4] [5] [15] [16] [17] has been a limiting factor in many high power microwave systems. In general, an avalanche of secondary electrons caused by multipactor discharge occurs in the prebreakdown phase. When this avalanche of electrons reaches a sufficiently high saturation level, it induces gas outgassing from the dielectric surface. Further ionization caused by these electrons provides a gaseous-like discharge ͑sometimes called flashover͒ within the desorbed gas layer, and it eventually turns into the breakdown phase of the dielectric. Due to the high susceptibility of multipactor discharge on dielectric, 8, 15, 16 a small amount of seed electrons may grow to a high level that will initiate the breakdown of dielectric. To prevent the breakdown, it is necessary to suppress or eliminate the initial multipactor discharge, before catastrophic failure.
In this paper, we set our sights on susceptibility to multipactor discharge on a dielectric. 15 Our main interest is, thus, initiation of the discharge, and not subsequent development of it, although we have previously shown that the susceptibility diagram may be used to estimate the saturation level of the discharge. 16 Therefore instead of a dynamic theory, where the restoring electric field changes via secondary emission, we use particle simulations with a fixed restoring field. In this paper we extend our simulations to obtain more general susceptibility diagrams. First, we include the effects of a constant external magnetic field, varying the field strength over a wide range and for different directions. We also briefly examine the effects of the rf magnetic field. 18 Second, we will remove the external magnetic field but allow the rf electric field to have an arbitrary angle with the surface of the dielectric. This extension is necessary since the rf electric field on a rf window is not necessarily parallel to the window surface. These variations alter the trajectory of the secondary electrons emitted from the surface, changing the characteristics of the secondary electron avalanche along the surface. Our motivation for this study is threefold. Since multipactor discharge on dielectric is more susceptible than that on metal, we are particularly interested in examining the possibility of inhibiting multipactor discharge by an external magnetic field. Previously we considered only the case where the rf electric field is parallel to the dielectric. On a rf window, this idealization need not be true. We also use the results for the external magnetic field to infer the importance of the rf magnetic field upon the multipactor discharge. By allowing an arbitrary angle, , between the rf electric field and the dielectric we would like to gain an understanding of the effects of different EM wave modes upon susceptibility to multipactor discharge. To isolate the effects of external magnetic field from the oblique electric field, we treat these effects separately. Three different magnetic field configurations are considered: ͑a͒ parallel to rf field, ͑b͒ parallel to dc charging field, and ͑c͒ perpendicular to both rf and dc fields. The angle of obliqueness, , for the rf field is varied from 0 ͑parallel to dielectric͒ to 90°͑normal to surface͒. It should be noted that when one determines the angle of obliqueness, , one must consider reflection from the dielectric.
In Sec. II, we describe the model used for multipactor discharge. In Sec. III we review prior results and comment on the structure of the susceptibility diagram. In Sec. IV, we examine magnetic field effects, present the susceptibility diagram, and discuss the underlying physics involved. In Sec. V, we present the results for oblique rf fields, explaining the variations of the susceptibility diagram, and explore possible implications. Finally, some concluding remarks are given in Sec. VI.
II. MODEL AND ANALYSIS
We use a transmission line model 16 to investigate both the effects of external electric field and oblique rf electric field. The geometry for the case of an external magnetic field is shown in Fig. 1 . On the dielectric surface there is a dc dielectric charging electric field, E dc , a rf electric field, E rf ͑with amplitude E rf0 , frequency , initial phase , and angle of obliqueness , ϭ0 in Fig. 1͒ , and an external magnetic field, B ͑Fig. 1͒. We always set the normal charging field, E dc , along the x axis, and the rf electric field in the x -y plane. Note that for the purpose of our analysis we allow the angle, , between the rf electric field and the dielectric to be nonzero if and only if B vanishes. Electrons emitted with a random velocity, v 0 , and a random angle, with respect to the y axis are subjected to forces imposed by E dc , E rf , and B. Having gained energy from E rf , the electrons strike the surface with impact energy E i , and impact angle, . When the impact energy lies between E 1 and E 2 , the first and second crossover energy, respectively, of the secondary electron yield curve ͑see Fig. 2͒ , the ratio of secondary electrons emitted from the surface to primary electrons incident upon it, ␦, will be greater than unity. In this case we can have a net gain of secondary electrons occur.
The dependence of the secondary electron yield on the impact energy and impact angle is adopted from Vaughan's empirical formula 19 ␦ϭ␦͑E i ͒ϭ␦ max ͑ we
where ␦ max is the maximum value of ␦, wϭE i /E max , E max being the impact energy which yields ␦ max , and k ϭ0.62 for wϽ1 and kϾ0.25 for wϾ1. For the impact angle,
, E max and ␦ max are adjusted according to the following equations:
Here E max 0 and ␦ max 0 are the parameters for an impact angle of zero ͑i.e., normal to the surface͒, and k s is a surface smoothness factor ranging from 0 for a rough surface to 2 for a polished surface. In the paper, we set k s ϭ1, representing a Here, Eϭ(E dc ϩE rf0 sin(tϩ)sin ,E rf0 sin(tϩ)cos ,0), B is the external magnetic field, m is the electron mass, and e is electron charge. The distribution functions for the emission energy, and emission angle, for the secondary electrons are assumed to be of the form 15, 16 
respectively. Note that E 0m is the peak of the emission energy distribution, and is estimated to be on the order of an electron volt. The mean emission energy is 2E 0m .
In the simulation, a macroparticle is launched at tϭ0 from the surface (xϭ0) according to the distributions in Eq. ͑4͒. It hits the surface after a time of flight T. Using the force equation and the parameters B, E rf0 , E dc , , , and , we solve for the trajectory ͓v x (t),v y (t),v z (t)͔ and flight time T ͑see the following͒. The impact energy, E i , and the impact angle, , are then given by
͑5b͒
From E i and , we calculate the secondary electron yield from Eqs. ͑1͒ and ͑2͒. We can determine either an exponentially growing or an exponentially decaying trend in the number of electrons in the avalanche, depending on the external parameters, such as B, E dc , E rf0 , , and ␦ max 0 . For any given values of the fields, the growth rate is determined by the average value of the secondary electron yield, averaged over the distributions of random emission energy, random emission angle, and random rf phase at emission ͑a uniformly random distribution is used for the rf phase, see also the end of Sec. III͒.
In this paper, we pick ␦ max 0 ϭ3, and E max 0 ϭ420 eV; then systematically vary both E dc and E rf0 , and determine the boundaries of the multipactor region ͑exponential growth rate equals to zero͒ for different values of B and .
Recalling the normalization parameter m/e used for the magnetic field, one realizes that the magnitude of the normalized magnetic field is equal to the ratio of the cyclotron frequency to the rf frequency ͉B͉ϭ⍀ϭ c /.
Here, we show the trajectories and the time of flight of the macroparticle subjected to ⍀, E dc and E rf0 , of the three different magnetic field configurations.
͑a͒ Magnetic field is parallel to E rf (B ជ ϭ⍀ y ŷ ):
͑c͒ Magnetic field is perpendicular to both E dc and E rf (B ជ ϭ⍀ z ẑ ):
In general, the time of flight of the macroparticle is inversely proportional to the dc charging field ͓see Eqs. ͑6͒ and ͑7͔͒. However, it is more complicated for a perpendicular magnetic field case, which is solved numerically as the first positive root ͑other than zero͒ from Eq. ͑8͒. In the limit ⍀ →0, the equations become
is exactly same as in the case of zero magnetic field. 15 The trajectory and time of flight for the oblique rf case (⍀ϭ0, 0) are given by v x ϭv 0 sin ϪE dc tϩE rf0 sin ͑cos͑tϩ͒Ϫcos ͒, v y ϭv 0 cos ϩE rf0 cos ͑cos͑tϩ͒Ϫcos ͒, ͑10͒
If the time of flight exceeds 10 rf periods for any particle, that particle is assumed to be lost.
III. SUSCEPTIBILITY DIAGRAM
Before discussing the effects of magnetic field, and oblique angle on the multipactor discharge on dielectric, let us review some of the key features in the zero magnetic field, nonoblique case. 15 Figure 3 20 shows the boundary region for multipactor discharge for this scenario. The lower and upper boundaries correspond to the two crossover points ͑E 1 and E 2 in Fig. 2͒ . The secondary electron yield is greater than unity only when the impact energy lies between E 1 and E 2 . Changing the magnitude of the rf field changes the amount of energy gained for a given flight time. On the other hand, changing the dc field changes the time of flight, and hence also the amount of energy gained. If the rf field is too low or too high, the impact energy will be lower than E 1 or higher than E 2 , at a fixed dc restoring field ͑or time of flight͒. This explains the existence of lower and upper boundaries. If the time of flight decreases by increasing the dc field, a larger rf field is needed to maintain ␦ϭ1. This explains the existence of positive slope of the two boundaries. It is worth mentioning that this positive slope condition is always valid even in the cases with magnetic field, while in the case of oblique rf fields it is valid for high restoring fields.
For low values of the restoring field the time of flight may be equal to or greater than half a rf period. Any lengthening of the flight time beyond this value will not lead to greater impact energy, on average, as the electrons will simply decelerate or reverse at some point during there flight. This is seen in the leveling off of the susceptibility boundaries at low values of E dc in Fig. 3 .
At high values of the dc field, the flight time is sufficiently short that the electrons see an essentially static accelerating field. Under these conditions the boundaries in the susceptibility diagram are linear asymptotically.
There are a few points to keep in mind when looking at the susceptibility diagram. First of all, the growth rate is averaged over all rf phases. This is a good method for determining susceptibility to multipactor, when the time of flight is on the order of half a rf period or longer, as it mirrors the random times of emission of the secondary electrons. For large values of the restoring field, the flight time of the electrons may be much less than half a rf period, and the uniform distribution in rf phase will not capture the essence of the actual distribution of secondary electrons. In this case the growth rate oscillates in time with a frequency equal to the rf frequency. The boundaries of the susceptibility diagrams presented in this paper are calculated using the average growth rate over a rf period. If stray electrons are incident upon the dielectric at such a rf phase that the instantaneous growth rate is positive, although it is on average zero, one may well see multipactor discharge initiate, last for some fraction of an rf period, and then diminish. This drawback of the random phase assumption for high values of the charging field is not that critical, since prior to any multipactor discharge taking place the dielectric will not be highly charged. One is mainly interested in the high dc field part of the lower boundary when considering saturation levels, 14 in which case it may be used to yield a useful average.
IV. MAGNETIC FIELD
By systematically increasing the magnetic field's magnitude ⍀, from zero up to one ͑at about rf frequency͒, we examine the change of the lower and upper boundaries. Figure 4 shows the susceptibility diagram of ͑a͒ Bϭ⍀ y ŷ , ͑b͒ Bϭ⍀ x x , and ͑c͒ Bϭ⍀ z ẑ , for various value of ⍀. Here the subscripts x, y, z denote the direction of the magnetic field. In all cases, only the magnitude of ⍀ is important. The sign of ⍀ does not make any difference in the susceptibility diagram.
With a magnetic field parallel to the rf field, Bϭŷ⍀ y , we have gyromotion in the x -z plane. However, this gyromotion can not gain any energy from the rf field, as the rf field is perpendicular to the motion. In the limit of small ⍀ y , the time of flight recovers to T 0 ͓see Eq. ͑6͔͒. Here, T 0 ϭ2v 0 sin /E dc is defined as the time of flight with no magnetic field throughout this paper. Varying ⍀ y from 0 to about 1, we found that the effect of ⍀ y is negligible. Figure 4͑a͒ gives the typical boundaries at ⍀ y ϭ0.3 and 1.0. The boundary region of multipactor discharge is qualitatively similar to the case of no magnetic field ͑see Fig. 3͒ . Thus a magnetic field that is parallel to the rf field does not change the susceptibility diagram.
A magnetic field that is parallel to the dc field, B ϭx⍀ x gives a gyromotion in the y -z plane. Since the gyromotion is in the y -z plane, the motion in the x direction governs the time of flight, and it is equal to T 0 ͓see Eqs. ͑7͒ and ͑9͔͒. With the same amount of flight time, secondary electrons gain more energy ͑compared to the case without magnetic field͒ from the rf field through the gyromotion in y -z plane, and from E rf ϫ⍀ x drift. We could anticipate that resonant absorption occurs at ⍀ x ϭ1, when the cyclotron frequency is equal to the rf frequency. For resonant absorption to become apparent, the time of flight must be sufficiently long ͑on the order of a rf period or longer͒. Therefore, the susceptibility diagram is altered only at the extremely low end of the dc field magnitude, where resonance manifests itself as a lowering of the susceptibility boundaries. Figure  4͑b͒ gives the typical boundaries at ⍀ x ϭ0.3 and 1.0 diagram.
In the last case, we have a magnetic field perpendicular to both the rf and dc fields Bϭẑ⍀ z ͓Fig. 4͑c͔͒. The trajectory and time of flight are complicated functions of E rf0 , E dc , ⍀ z , v 0 , , and . From force considerations, it is apparent that the magnetic field does not play an important part in restoring electrons to the surface unless the magnetic force component, ⍀ z v y , is comparable in magnitude to the force exerted by the dc electric field E dc . Therefore the effect of the external magnetic field is first realized for the upper boundary of the susceptibility diagram, where the typical velocity of the electrons along their trajectory is much higher, because of the higher impact energy ͑a hundred times higher͒, than the velocities typical of the lower boundary. Up to a value of ⍀ z ϭ1, the upper boundary is lowered, reaching a minimum value around ⍀ z ϭ1. This minimum occurs when a portion of the electrons emitted from the surface are not pulled immediately back to the surface, but remain in flight for up to a few rf periods. This leads to a resonant condition where these electrons pick up much more energy than they would in the absence of the magnetic field, for given values of E rf0 and E dc . For these resonating electrons, a much lower value of the tangential field, E rf0 , is needed to reach the first crossover energy. Of course, for a portion of the secondaries emitted, the magnetic field will reduce their time of flight, leading to less energy gain, but this reduction is of a smaller scale than the energy increase for the resonant electrons. Hence, on average, the upper susceptibility boundary is lowered around the resonant condition, ⍀ z ϭ1. As the magnetic field strength is increased, these resonance effects vanish, and the magnetic force only leads to a drastic reduction of the time of flight ͑or equivalently to a shortening of the flight path͒. An increasing magnetic field now has the effect to reduce the amount of energy given to a particle in a bounce, for given values of E rf0 and E dc ͓Fig. 4͑d͔͒. Hence increasing the magnetic field strength raises the boundaries of the susceptibility diagram. This raising even becomes apparent for the lower boundary, as for strong magnetic fields the magnetic force component, ⍀ z v y , becomes comparable to the dc restoring field, E dc . In Fig. 4͑d͒ , the upper boundary of the susceptibility diagram for the high magnetic field cases ⍀ z ϭ3 and 10 are beyond the scales of the diagram.
From the susceptibility diagrams shown in Fig. 4 , the presence of an external magnetic field does not qualitatively change the susceptibility diagram if it is parallel to E rf . The external magnetic field lowers the susceptibility boundaries for low values of the dc electric field, when B is parallel to E dc . This statement holds for all magnetic fields simulated, up to those values whose cyclotron frequency is on the order of the rf frequency. However, magnetic field perpendicular to both the rf field and the dc field can change the susceptibility diagram considerably for cyclotron frequencies close to or greater than the rf frequency. The magnetic field strength, B res which gives a cyclotron frequency equal to the rf frequency, is given by
where f is the rf frequency. There is no appreciable effect if B z is less than B res . We now digress to comment on the role of the rf magnetic field, 18 assuming the absence of an external B field, and assuming a normally incident plane wave with no reflection. Our calculations show a negligible change to the lower boundary, while the upper boundary is greatly extended ͑to such an extent that it may be considered to be eliminated in some cases͒. This is readily explained. The normalized rf magnetic field is ⍀ϭ⍀ rf ẑ, with
where c is the normalized speed of light in vacuum (c ϭͱ511 keV/E max 0 ͑eV͒). For the lower bound of the susceptibility diagram ͑corresponding to the first crossover energy of the secondary emission curve͒ one typically has v/c Ϸ1%, and E rf0 /E dc Ϸ2 -3. Hence the magnetic force is negligible compared to the dc electric field force at the lower boundary. Therefore the lower boundary remains unchanged. For impact energies corresponding to the second crossover energy one typically has v/cϷ10% if ␦ max 0 у3. The value of E rf0 /E dc will also be quite high. In this region the rf magnetic force is significant, and may even be dominant in comparison to the electrostatic force due to the charging field.
There is no resonant effect as in the case of the external magnetic field, and the only effect of the rf magnetic field is to shorten the flight trajectory. As the flight time is typically very short, one may understand the situation by approximating the electric field tangential to the dielectric to be constant. For large values of E rf0 /E dc one may further ignore the effects of the dc field. In this case the distance the electrons travel along the dielectric is of the order of the Larmor radius, and scales as 1/E rf . The energy added to the electrons in flight is the product of the tangential field and the distance traveled tangentially. The energy gain is roughly approximated by
This leads to saturation in the energy gained per bounce. If that energy level is lower than the second crossover energy, the upper susceptibility boundary is eliminated. It should be noted that the rf magnetic field effects may be neglected in the presence of an external magnetic field, ⍀ z , of magnitude ⍀ z ӷE rf0 /c, where c is the normalized speed of light ͑typically around 30͒. Note also that the effects of the rf magnetic field upon the upper boundary are unimportant for dielectrics with low secondary yields (␦ max 0 р1.5), since, in these cases, the second crossover energy is substantially reduced, leading to a low vϫB rf force.
V. OBLIQUE rf FIELD
An oblique rf electric field has a component perpendicular to the dielectric, which can either reinforce or reduce the restoring field, depending on the rf phase. Thus the time of flight of the electrons in the discharge can be strongly affected. From previous analysis 15 it has been found that the flight time of the electrons is of greatest importance in determining the susceptibility diagram for multipactor discharge. Figure 5 shows susceptibility diagrams for various angles of obliqueness.
Simulations reveal that the first crossover energy still determines the lower boundary. It is not greatly altered, even though its slope decreases slightly with increasing angle of obliqueness. The contribution to the average secondary emission coefficient from electrons emitted when the restoring field is weakened, due to the rf contribution, is the reason for this decrease of the slope, as it outweighs the effects of the electrons emitted when the rf field adds to the restoring field. To understand this better recall that for sufficiently large values of the restoring field, E dc ϩE rf0 sin cos(tϩ), the rf field changes very little during the electrons' time of flight. Therefore one may use the approximation that the rf field is constant throughout the time of flight. Hence one may approximately find the boundary of the susceptibility curve by calculating the secondary emission obtained with a perpendicular field of ͉E dc ϩE rf0 sin cos()͉ and a parallel field of ͉E rf0 cos cos()͉, and averaging over the phase, , with a uniform distribution from 0 to 2. Figure 6 shows a typical graph of the secondary yield as a function of constant tangential electric field, E t , and constant restoring field, E r , perpendicular to the surface, throughout the time of flight ͑i.e., dc conditions͒. The lower boundary of the susceptibility diagram corresponds to the higher restoring field at which ␦ϭ1 in Fig. 6 . Because of the decreasing slope of the secondary emission curve shown in Fig. 6 it is clear that, given a fixed tangential field strength, the average secondary emission for restoring fields of magnitude ͉E dc ϩE rf0 sin cos()͉ and ͉E dc ϪE rf0 sin cos()͉ will be greater than the secondary emission for a restoring field of ͉E dc ͉. This explains the lowering of the slope of the lower susceptibility boundary in the presence of an oblique field.
There are two main changes to the upper susceptibility boundary in the presence of an oblique field, from that of the nonoblique case. First of all, for small angles of obliqueness (Շ5°), the low-E dc end of the susceptibility region is extended to higher values of E rf ͓beyond the abscissa of the graph in Fig. 5͑a͔͒ . This is due to the fact that at certain phases of the rf field, the restoring field is greatly increased, shortening the flight time enough to bring the impact energy to within the second crossover energy. For larger angles, , this extension vanishes as the contribution of electrons emitted at large restoring fields diminishes, as compared with the losses when the rf field is pushing the electrons away from the surface of the dielectric. At higher values of E dc and for angles of obliqueness ⍀տ5°, one sees a drastic decline of the slope of the upper boundaries, leading to a narrowing of the susceptibility region ͓Figs. 5͑b͒-5͑d͔͒. In this case the electrons emitted during a rf phase, such that the restoring field is greatly reduced, have a greater effect on the average growth rate, than do those emitted during a rf phase that leads to a shorter flight time.
The results described in this section are obtained in the absence of electromagnetic effects. An obvious question arises; what happens if the rf magnetic field is included. One may estimate this by looking at the relative magnitudes of the components of the forces acting perpendicular to the dielectric surface. At the lower boundary the magnetic field force is negligible ͑see Sec. IV͒. At the upper boundary the magnetic force is given by, (v y /c)E rf0 sin(tϩ), While the force due to the oblique field is given by sin E rf0 sin(tϩ). At the upper boundary, typically v/cϷ0.1, so that for angles of obliqueness greater than 5°-10°the oblique field effects become dominant. FIG. 5 . Susceptibility boundaries in the (E dc ,E rf0 ) for ␦ max 0 ϭ3, and various angles of obliqueness. ͑a͒ ϭ0°͑solid line͒, 5°͑dash line͒, note that the upper boundary for ϭ5°is beyond the range of the graph; ͑b͒ ϭ0°͑solid line͒, 10°͑dash line͒; ͑c͒ ϭ0°͑solid line͒, 20°͑dash line͒; ͑d͒ ϭ0°͑solid line͒, 75°͑dash line͒.
VI. CONCLUDING REMARKS
In this paper, we find that external magnetic fields do not appreciably affect susceptibility to multipactor discharge, unless the applied magnetic field is parallel to the dielectric surface, and perpendicular to the rf electric field. The upper boundary of the susceptibility diagram is lowered, via resonance effects, at a magnetic field strength of B res ͓T͔ Ϸ0.036f ͑GHz͒, where f is the rf frequency. The upper boundary of the susceptibility diagram may be raised for magnetic field strengths of B z ӷB res . The rf magnetic field does not affect the lower boundary of the susceptibility diagram, but may raise the upper boundary greatly. Since saturation occurs on the lower boundary, 16 the rf magnetic field has only minimal effects on the saturation mechanism.
We also find that a dielectric is most susceptible to single surface multipactor when the obliqueness of the rf field is less than approximately 5°. For larger angles the area of susceptibility is greatly reduced.
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