Abstract. Numerical optimization problems enjoy a significant popularity in chaos theory fields. All major chaotic techniques use such problems for various tests and experiments. However, many of these techniques encounter difficulties in solving some real-world problems which include non-trivial constrains. This paper discusses a closed loop algorithms (CLA) which based on chaos theory. Thus, for many constrained numerical optimization problems it might be beneficial to add a constraint, and make up of closed loop, using feedback theory. Given an initial best function value (BFV), after the first runs computation we subtract variable increment from obtained BFV, and name it as the new value. That the new value subtracts the new BFV in the next runs computation is defined the accessional constraints. Substituting the new BFV in the next runs for the old BFV and go on, until the global solution is searched. Eventually, some difficult test cases illustrate this approach is very available.
Introduction
Constrained function optimization id an extremely important tool in almost every facet of engineering, operation research, mathematics, and etc. Let us consider the following constrained numerical optimization problems [1] , [2] : minimize ) (x f Subject to (nonlinear and linear) constraints:
In the past ten years, there has been a growing effort to apply chaos theory to solve general constrained optimization problems [3] , [4] , [5] , [6] , Chaotic algorithms have been widely applied to unconstrained optimization where their appeal is their ability to solve ill-conditioned problems. Traditional calculus-based or deterministic global search methods typically make strong assumptions regarding the objective function, i.e., continuity, differentiability, satisfaction of the Lipschitz Condition, etc., in order to make the search method justifiable. These conditions also hold for any linear and nonlinear constraints of a constrained optimization problem. It is our expectation that chaotic algorithms can overcome these limitations as well. This paper is organized into four sections. The following section, Section 2, describes existing methods used to solve constraint optimization problems with the simplex algorithms, the penalty methods and chaotic algorithms. Section 3 introduces the process implementation of the closed loop algorithms for nonlinear constrained problems. Section 4 details the results obtained from applying these techniques to the some difficult test cases. The last section of this paper will state the conclusion developed from the experiments and the work of future research.
Previous Constrained Optimization Methods
Form the initial basic feasible solution (BFS), simplex algorithm searched a new BFS, which enabled objective function to decrease dramatically, then substituted the new BFS for the old BFS [7] , [8] . By criterion, if objective function was not the best value, then continued iterating, until numbered iteration, simplex algorithm found the global /local solution.
Penalty functions method was a numerical solution which widely applied to the nonlinear programming problems. Its principle was that transformed the constrained optimization problems into the unconstrained extremum problems by selecting a series of non-stationary penalty factors. This method was named Sequential Unconstrained Minimization Technique [9] , [10] . Sheela B.V. and Ramamoorthy P. presented an approach that the combined simplex algorithm with penalty functions method in 1975. In each iterative, this method adopted the simplex algorithm to solve extremum problems. The penalty factor of penalty items was given by the last iterative, and computation speed was accelerated. This method was entitled sequential weight increasing factor technique (SWIFT).
The process of the SWIFT implementation is following. Let searching for the minimum to nonlinear constrained problems,
Subject to, 
In Eq.(5),
The n-dimensional simplex has (n+1) vertexes, assumption using
to construct the simplex, using matrix
to be denoted as follows, 
, t is the side length of the simplex.
For selecting of the penalty factor w r , let the barycenter of simplex is
From the vertex of simplex to the barycenter, the mean distance d equals
And then calculating mean value R , the expression R is defined as follows,
Selecting a new penalty factor by the following Eq.(9),
Calculating the function value ) , ( w r x P again, after numbered iteration, SWIFT enables the vertex of simple to limit to the barycenter of simplex, and stopping till satisfying the differentiate criterion, as the Eq.(10).
In Eq.(10), ε is iteration control accuracy. Although SWIFT approach has an effective convergence property, and penalty function may be exact non-continuous and non-differentiable, the searching results have a bearing up on the initial iterative value. SWIFT approach is prone to fall into the local optimization solution in searching multi-peak function. In order to solve this problem, chaotic algorithms, which was a new method for optimization problems, had been adopted.
Chaos methods can find global optimization solution or approximate optimization solution, due to adopting an adaptive global probability searching algorithm. Chaos is a kind of universal nonlinear phenomenon. It seems out-of-order that actually exist regularity. A chaotic variable has three traits. They are randomicity, ergodicity and regularity in chaotic motion [11] .
A hybrid algorithm, which combined the chaos optimization methods and SWIFT approach, was as in [12] . SWIFT approach that combines the simplex algorithms and the penalty function method transforms the constrained optimization problems into the unconstrained optimization problems. It can search the global/local minimum by the simplex algorithms for the constrained nonlinear optimization problems.
Closed Loop Algorithms
The mathematical expression of the logistic mapping of chaos optimization method is given in Eq. (11).
Where µ is the growth rate or fecundity, i x′ is initial value, it generated by random function as follows, . 100 / 100 ()% rand = ′ 
Using Eq. (12), we can change chaotic number on the interval [0,1] into function independent variables on the interval ] , [
to Eq.(5), and then called for the SWIFT algorithms to search for feasible solution. In simulation experiment processing, we find that chaos method is easy to appear the pre-maturity phenomenon [4] , Except for with many strong points. In order to surmount the pre-maturity phenomenon, we propose a closed loop algorithms (CLA) for global optimization solution to constrained nonlinear problems.
The idea of CLA is that we subtract variable increment k ∆ on the BFV had searched after the first runs computation. That is, in the first runs computation, we obtained a BFV, named it as 1 J . Let
Then adding the constraints imposed which the expression is as follows, 2 J is the best function value in the second runs computation, 1 ∆ is a alterable positive number.
In a similar way, let
Added the constraints imposed which the expression is as follows,
If 0
, where count is recurrence number.
We name k ∆ as self-heuristic factor. Due to k ∆ function, CLA method in the searching process can jump out local optimization solution, and find out the global optimization. Definition as,
Substitution Eq. (17) to Eq. (5), new penalty function is defined as follows. 
Definition as
The configuration diagram of the CLA is denoted as follows, sees Fig.1 . 
Test Cases
Eight typical optimization problems are used to test our algorithms.
Example 1:
Design of a pressure vessel as presented by Sandgren [13] . The design variables are the dimensions required for the specifications of the vessel, as follows.
x is real variables, and y is integer variables. The objective function is the combined costs of material, forming and welding of the pressure vessel. The constraints are set in accordance with the respective ASME codes the mixed-integer optimization problem is expressed as, . The optimal solutions obtained by CLA in Table 3 . 
and bounds: 100
. The best known solution is -6961.81381. The optimal solutions obtained by CLA in Table 4 . 
and bounds:
, (j=3,4,5).
The best known solution is 0.0539498473. The solutions obtained by CLA in Table 5 . 
,and 2
The best known solution is -11. The optimal solutions obtained by CLA in Table 6 . 
The best known solution is 24.3062091. The optimal solutions obtained by CLA in Table 7 . According to the computation results, we can find the optimal objective function value is smaller than that obtained, as in [21] .
Conclusion
We proposed a closed loop algorithms with SWIFT can search for global solution. The simulation results on the eight difficult test functions show the proposed CLA is effective for nonlinear optimization problems. In further work, the investigation problem is how to select the optimal increment and to accelerate the convergence of the proposed CLA.
