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Abstract
Let X and Y be superreflexive complex Banach spaces and let B(X) and B(Y ) be the Banach algebras
of all bounded linear operators on X and Y , respectively. If a bijective linear map Φ :B(X) → B(Y ) almost
preserves the spectra, then it is almost multiplicative or anti-multiplicative. Furthermore, in the case where
X = Y is a separable complex Hilbert space, such a map is a small perturbation of an automorphism or
an anti-automorphism.
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1. Introduction
The so-called linear preserver problems have became an area of lively interest in many parts
of mathematics including matrix theory, operator theory, and Banach algebra theory (see [33]
for a recent account of the theory). Some of the most popular linear preserver problems are
those concerned with describing the linear maps preserving properties related to invertibility.
This subject goes back to 1897, with the seminal work by G. Frobenius describing the linear
maps between matrix algebras with the property of preserving the determinant. Since then a lot
of somehow related results have been collected. We refer the reader to the surveys [3,9,18,20,28]
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which states that a linear functional ϕ on a complex Banach algebra A is multiplicative (and
nonzero) if (and only if)
ϕ(a) ∈ sp(a) (a ∈ A). (I1)
This wealth of results gave rise to the so-called Kaplansky’s problem. This problem is concerned
with identifying the Jordan homomorphisms among all linear maps, between complex Banach
algebras A and B , in terms of spectra. To this end Kaplansky suggested in [26] to translate
property (I1), for a linear map Φ :A → B , into the property of shrinking the spectrum, i.e.
sp
(
Φ(a)
)⊂ sp(a) (a ∈ A). (I2)
Since the answer to this question may be negative, B. Aupetit formulated in [4] the problem as
follows. Let A and B be semisimple Banach algebras and let Φ :A → B be a surjective linear
map with the property of preserving the spectrum, i.e.
sp
(
Φ(a)
)= sp(a) (a ∈ A). (I3)
Is it then true that Φ is a Jordan isomorphism from A onto B? This is still an open problem and
positive results are known only for some special classes of Banach algebras. We will not con-
sider such Banach algebra theoretical refinements here and restrict ourselves to operator algebras.
The motivation behind the writing of this paper comes from [21] and [38]. As an immediate con-
sequence of the work by A.R. Sourour in [38] (see Theorem 5.1 below), it follows that if X and
Y are complex Banach spaces and B(X) and B(Y ) denote the Banach algebras of all bounded
linear operators on X and Y , respectively, then every bijective linear map Φ : B(X) → B(Y ) such
that (I2) holds is either an isomorphism or an anti-isomorphism. Some years before, A.A. Jafar-
ian and A.R. Sourour had proven in [21] that if Φ : B(X) → B(Y ) is a surjective linear map
with property (I3), then it is either an isomorphism or an anti-isomorphism. Incidentally, there
has been considerable interest in the problem of describing the general form of linear maps pre-
serving different parts of the spectrum [11,12,17] and the linear maps preserving some spectral
quantities [5–8,32]. We will not consider such operator theoretical refinements either. There are
several possible approximate versions of the Gleason–Kahane– ˙Zelazko theorem (see [23, Sec-
tion 8] and [27]). They are concerned with identifying the approximately multiplicative linear
functionals among all linear functionals on a commutative Banach algebra A in terms of spectra.
Specifically, in [23] condition (I1) is replaced by
dist
(
ϕ(a), sp(a)
)
< ε
(
a ∈ A, ‖a‖ = 1) (I4)
for some ε > 0, while in [27] the spectra in condition (I1) are replaced by the so-called ε-
condition spectra. On account of those approximate results and the increasing interest in the
quantitative aspects of operator theory, it seems natural to ask for approximate versions of Ka-
plansky’s problem. Accordingly, this paper was intended as an attempt to provide approximate
versions of the above mentioned results by Sourour and Jafarian–Sourour. This point of view was
also strongly inspired by [22,23,25].
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dospectra in such a way that we generalise both (I1) and (I4) by considering the property
ϕ(a) ∈ spε(a)
(
a ∈ A, ‖a‖ = 1) (I5)
for some ε > 0. We then show that if ε → 0 in (I5), then
sup
{∣∣ϕ(ab)− ϕ(a)ϕ(b)∣∣: a, b ∈ A, ‖a‖ = ‖b‖ = 1}→ 0.
In many cases this latter property implies that ϕ is near a multiplicative linear functional on A.
This phenomenon occurs precisely for the so-called AMNM algebras introduced by B.E. Johnson
in [23]. Most of the classical commutative Banach algebras enjoy this property.
In Section 5 we address the question of identifying the approximately multiplicative or anti-
multiplicative linear maps among all linear maps Φ : B(X) → B(Y ), for Banach spaces X and Y ,
in terms of spectra. This pattern of thinking leads to translate condition (I5) into
sp
(
Φ(T )
)⊂ spε(T ) (T ∈ B(X), ‖T ‖ = 1), (I6)
for some ε > 0, and to translate condition (I4) into
distH
(
sp
(
Φ(T )
)
, sp(T )
)
< ε
(
T ∈ B(X), ‖T ‖ = 1), (I7)
for some ε > 0, where distH stands for the Hausdorff distance. Of course, condition (I6) yields
an approximate version of the shrinkage condition (I2) while (I7) gives an approximate version
of the preservation condition (I3). We show that for superreflexive Banach spaces X and Y , if
ε → 0 in (I6), then either
sup
{∥∥Φ(ST )−Φ(S)Φ(T )∥∥: S,T ∈ B(X), ‖S‖ = ‖T ‖ = 1}→ 0 (I8)
or
sup
{∥∥Φ(ST ) −Φ(T )Φ(S)∥∥: S,T ∈ B(X), ‖S‖ = ‖T ‖ = 1}→ 0, (I9)
uniformly on any set of bijective linear maps Φ : B(X) → B(Y ) whose norms are bounded above
and whose surjectivity moduli are bounded below by some positive number. The same property
holds true when we replace (I6) by (I7) and then we are allowed to replace bijectivity by surjec-
tivity in the above mentioned set. Furthermore, it turns out that if X = Y is a separable complex
Hilbert space, then (I8) implies that Φ approaches an automorphism and (I9) implies that Φ ap-
proaches an anti-automorphism. We have also paid attention to the automatic continuity of the
linear maps that satisfy a spectral condition such as (I6).
As mentioned before, we become involved with the approximately multiplicative or anti-
multiplicative linear maps. They are the most trivial examples of approximately Jordan-
multiplicative maps. Section 3 is devoted to study this latter class of maps. We deal with the
automatic continuity of the approximately Jordan-multiplicative maps and we provide an ap-
proximate version of the classical Herstein’s theorem stating that each Jordan epimorphism onto
a prime algebra is either an epimorphism or an anti-epimorphism. Here we are required to replace
the primeness by the ultraprimeness.
Section 2 is intended to collect together the tools we will use throughout this paper. Particu-
larly important tools are the pseudospectra and the ultraproducts.
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2.1. Notation
All Banach spaces and Banach algebras which we consider throughout this paper are assumed
to be complex.
Let X be a nonzero Banach space. Let X∗ denote the topological dual space of X. We write
〈·,·〉 for the dual pairing of X and X∗. For a Banach space Y , let B(X,Y ) denote the space of
all continuous linear operators from X into Y . As usual, we abbreviate B(X,X) to B(X). Given
x ∈ X and f ∈ X∗, the operator x ⊗ f ∈ B(X) is defined by (x ⊗ f )(y) = f (y)x (y ∈ X). Let
BX denote the closed unit ball of X. A closed subalgebra of B(X) which contains all finite rank
operators on X is called a standard operator algebra on X.
Let A be a Banach algebra and let a ∈ A. We write sp(a) and r(a) for the spectrum and the
spectral radius of a, respectively. We emphasise that if T ∈ B(X), then sp(T ) always stands for
the spectrum of T relative to B(X), regardless of the particular subalgebra of B(X) in which T
is assumed to lie.
We write D = {z ∈ C: |z|  1} and distH stands for the Hausdorff distance (on the set of
compact subsets of C).
2.2. Pseudospectra
Let A be a unital Banach algebra and a ∈ A. Given ε > 0, the ε-pseudospectrum of a is
defined to be the set
spε(a) =
{
z ∈ C: ∥∥(a − z1)−1∥∥> ε−1}
(with the convention that ‖(a − z1)−1‖ = ∞ if z ∈ sp(a)). The pseudospectra have been thor-
oughly studied in matrix theory and operator theory as well. We refer the reader to [39] for the
basic properties of the pseudospectra, as well as a wealth of applications in diverse fields in
science and engineering. Unfortunately we don’t know a reference for a treatment of the pseu-
dospectra in the general context of Banach algebras. For the convenience of the reader we will
gather together some basic facts that we will use in what follows.
Lemma 2.1. Let A be a unital Banach algebra. Then the following assertions hold.
(1) spε(a) is open (a ∈ A, ε > 0).
(2) sp(a) =⋂ε>0 spε(a) (a ∈ A).
(3) spε1(a) ⊂ spε2(a) (a ∈ A, 0 < ε1 < ε2).(4) α spε(a) = sp|α|ε(αa) (a ∈ A, ε > 0, α = 0).
(5) z ∈ spε(a) ⇒ |z| < ‖a‖ + ε (a ∈ A, ε > 0).
(6) sp(a)+ εD ⊂ spε(a) (a ∈ A, ε > 0).
(7) spε(a + b) ⊂ spε+‖b‖(a) (a, b ∈ A, ε > 0).
(8) sp(a + b) ⊂ spε(a) (a, b ∈ A, ε > 0, ‖b‖ < ε).
Proof. It is a simple matter to check the first four assertions.
The well-known inequalities
∥∥(a − z1)−1∥∥ 1 (|z| > ‖a‖),|z| − ‖a‖
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dist(z, sp(a))

∥∥(a − z1)−1∥∥ (z /∈ sp(a))
immediately give (5) and (6), respectively.
Let a, b ∈ A and ε > 0. If z ∈ C \ spε+‖b‖(a), then a − z1 is invertible and
∥∥(a − z1)−1∥∥ 1
ε + ‖b‖ .
Hence
∥∥(a + b − z1) − (a − z1)∥∥= ‖b‖ < ε + ‖b‖ ∥∥(a − z1)−1∥∥−1,
which implies that a + b − z1 is invertible. Moreover,
∥∥(a + b − z1)−1 − (a − z1)−1∥∥= ∥∥(a + b − z1)−1((a − z1)− (a + b − z1))(a − z1)−1∥∥
 ‖b‖
ε + ‖b‖
∥∥(a + b − z1)−1∥∥.
Thus
∥∥(a + b − z1)−1∥∥ ∥∥(a + b − z1)−1 − (a − z1)−1∥∥+ ∥∥(a − z1)−1∥∥
 ‖b‖
ε + ‖b‖
∥∥(a + b − z1)−1∥∥+ 1
ε + ‖b‖ ,
which yields ‖(a + b− z1)−1‖ ε−1 and therefore that z ∈ C \ spε(a + b). This establishes (7).
Finally, for proving (8), let a, b ∈ A and ε > ‖b‖ and take  > 0 such that ‖b‖ +  < ε. If
0 < δ < , then spδ(a + b) ⊂ spδ+‖b‖(a) ⊂ spε(a), where we have taken into account (7) and
then (3). According to (2), we finally have sp(a + b) =⋂δ>0 spδ(a + b) ⊂ spε(a). 
2.3. Ultraproducts
From now on, U is a free ultrafilter on N and we consider the finitely additive measure μU
on N defined by
μU (U) =
{
1 if U ∈ U ,
0 otherwise.
Let X be a Banach space. We consider the Banach space ∞(X) of all bounded sequences
(xn) with xn ∈ X (n ∈ N) equipped with the norm ‖(xn)‖ := sup‖xn‖. Let NU := {x ∈
∞(X): limU ‖xn‖ = 0}. Then NU is a closed linear subspace of ∞(X) and the quotient Banach
space ∞(X)/NU is called the ultrapower of X with respect to U . We denote it by XU . We will
abuse of notation and continue to write (xn) for the equivalence class it represents; of course,
it can be checked that any definition we make is independent of the choice of representative of
the equivalence class. Every bounded sequence of elements in X which is defined only almost
everywhere on N can be thought of (without any confusion) as an element of XU . The norm on
XU is given by
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U
‖xn‖
(
x = (xn) ∈ XU
)
.
Of course, the ultrapower AU of a Banach algebra A becomes a Banach algebra with respect to
the obvious product
ab = (anbn)
(
a = (an), b = (bn) ∈ AU
)
.
We refer the reader to [37] for the basics of ultrapowers. For the convenience of the reader some
basic facts are listed below.
Given another Banach space Y , there is a canonical isometric linear map B(X,Y )U →
B(XU , Y U ) which is defined by
T(x) = (Tn(xn)) (T = (Tn) ∈ B(X,Y )U , x = (xn) ∈ XU ).
We always think of B(X,Y )U as being a closed subspace of B(XU , Y U ). In the case where
X = Y , the above defined map gives an isometric unital algebra homomorphism from B(X)U
into B(XU ). On the other hand, there is a canonical map (X∗)U → (XU )∗ given by
〈f,x〉 = lim
U
〈fn, xn〉
(
f = (fn) ∈
(
X∗
)U
, x = (xn) ∈ XU
)
.
This map is an isometry, and so we identify (X∗)U with a closed subspace of (XU )∗. It is known
that (X∗)U = (XU )∗ if and only if the Banach space X is superreflexive.
Lemma 2.2. Let X be a superreflexive Banach space. Then the Banach algebras B(X)U and
{T∗: T ∈ B(X)U } are unital standard operator algebras on XU and (XU )∗, respectively.
Proof. Let T ∈ B(XU ) be with finite rank. Then we can write T = ∑Jj=1 xj ⊗ fj with xj =
(x
j
n) ∈ XU and fj ∈ (XU )∗ (j = 1, . . . , J ). Since (XU )∗ = (X∗)U , fj = (f jn ) ∈ (X∗)U (j =
1, . . . , J ) and therefore T = (∑Jj=1 xjn ⊗ f jn ) ∈ B(X)U .
Let S ∈ B((XU )∗) be with finite rank. Then we can write S =∑Jj=1 fj ⊗ Fj with fj ∈ (XU )∗
and Fj ∈ (XU )∗∗ (j = 1, . . . , J ). Since (XU )∗ = (X∗)U , fj = (f jn ) ∈ (X∗)U (j = 1, . . . , J ). Let
ι be the natural embedding of XU into (XU )∗∗. Since X is superreflexive, it is well known that
XU is reflexive and therefore we can write Fj = ι(xj ) for some x1 = (x1n), . . . ,xJ = (xJn ) ∈ XU .
Let T = (∑Jj=1 xj ⊗ fj ) ∈ B(X)U . Then S = T∗. 
Lemma 2.3. Let X be a Banach space and let S = (Sn),T = (Tn) ∈ B(X)U ⊂ B(XU ). Suppose
that there are bounded sequences of positive numbers (εn) and (δn) such that spεn(Sn) ⊂ spδn(Tn)
almost everywhere on N. Then spε(S) ⊂ spδ(T) whenever ε, δ > 0 are such that ε < limU εn and
δ > limU δn.
Proof. Let 0 < ε < ε′ < limU εn and limU δn < δ′ < δ. Let z ∈ spε(S). According to [35,
Lemma 2.2], z = limU zn for some sequence (zn) with zn ∈ spε′(Sn) almost everywhere. Since
ε′ < εn and δn < δ′ almost everywhere, on account of Lemma 2.1(3) and our hypothesis, we have
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From [35, Lemma 2.2], it may be concluded that z ∈ spδ(T). 
Lemma 2.4. Let X be a Banach space and let S = (Sn),T = (Tn) ∈ B(X)U ⊂ B(XU ). Suppose
that sp(S) ⊂ sp(T). Then for each ε > 0 there is n ∈ N such that sp(Sn) ⊂ spε(Tn).
Proof. Suppose the assertion is false. Then there exist τ > 0 and a sequence (zn) of complex
numbers such that
zn ∈ sp(Sn) \ spτ (Tn) (n ∈ N).
Let z = limU zn. By [35, Lemma 2.2], z ∈ sp(S) and therefore z ∈ sp(T). On the other hand, it
is clear that T − zI = (Tn − znI ). Since zn /∈ spτ (Tn), it follows that ‖(Tn − znI )−1‖ 1/τ for
each n ∈ N. On account of [35, Lemma 2.1], T − zI is an invertible operator, which contradicts
the fact that z ∈ sp(T). 
2.4. Surjectivity modulus
Let X and Y be Banach spaces. Then the surjectivity modulus of T ∈ B(X,Y ) is defined by
κ(T ) = sup{ 0: BY ⊂ T (BX)}.
For a deep discussion of this constant we refer the reader to [34, Section II.9].
It should be pointed out that, on account of the open mapping theorem, κ(T ) > 0 if and only
if T is surjective. On the other hand, if T is bijective, then κ(T ) = ‖T −1‖−1.
Lemma 2.5. Let X and Y be complex Banach spaces and let T = (Tn) ∈ B(X,Y )U ⊂
B(XU , Y U ). Then κ(T) = limU κ(Tn).
Proof. Let us first observe that
κ(T ) = inf{‖ST ‖: S ∈ B(Y ), ‖S‖ = 1} (2.1)
(see [34, Theorem II.9.11]).
Let ε > 0. On account of (2.1), for each n ∈ N there exists Sn ∈ B(Y ) with ‖Sn‖ = 1 and
‖SnTn‖ < κ(Tn)+ ε.
Let S = (Sn) ∈ B(Y )U . Then ‖S‖ = 1 and therefore (2.1) yields
κ(T) ‖ST‖ = lim
U
‖SnTn‖ limU κ(Tn)+ ε.
This gives κ(T) limU κ(Tn).
To deal with the converse inequality, we first note that if limU κ(Tn) = 0 then κ(T) = 0 and
such an inequality holds. We now assume that 0 < limU κ(Tn). Let 0 <  < limU κ(Tn) and 0 <
r < 1. Then  < κ(Tn) and therefore BY ⊂ Tn(BX) almost everywhere. Let y = (yn) ∈ BYU .
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there is xn ∈ BX with ryn = Tn(xn). Then x = (xn) ∈ BXU satisfies ry = T(x). Hence
r  κ(T). Letting first r → 1 and then  → limU κ(Tn), it follows that limU κ(Tn)  κ(T),
as required. 
2.5. Separating space
A key notion for studying the continuity of a linear map Φ :X → Y , where X and Y are
Banach spaces, is that of the separating space S(Φ) of Φ , which is defined as follows
S(Φ) = {y ∈ Y : there exists (xn) → 0 in X and (Φ(xn))→ y in Y}.
The space S(Φ) is a closed subspace of Y with the property of measuring the closability of Φ .
Specifically, the linear map Φ is closed if and only if S(Φ) = {0}. Accordingly, the closed graph
theorem shows that Φ is continuous if and only if S(Φ) = {0}. For the basic properties of the
separating space we refer the reader to [13, Section 5.2]. In the sequel we will use the fact
that the composition ΘΦ with a continuous linear map Θ :Y → Z is continuous if and only if
Θ(S(Φ)) = {0}.
3. Approximate multiplicativity
Let A and B be Banach algebras and let Φ :A → B be a linear map. Following [25], we
measure the multiplicativity of Φ by using the constant
mult(Φ) = sup{∥∥Φ(ab)−Φ(a)Φ(b)∥∥: a, b ∈ A, ‖a‖ = ‖b‖ = 1}.
Similarly, we measure the anti-multiplicativity and the Jordan-multiplicativity of Φ by consider-
ing the constants
amult(Φ) = sup{∥∥Φ(ab)−Φ(b)Φ(a)∥∥: a, b ∈ A, ‖a‖ = ‖b‖ = 1}
and
jmult(Φ) = sup{∥∥Φ(a2)−Φ(a)2∥∥: a ∈ A, ‖a‖ = 1},
respectively. It is clear that
Φ is a homomorphism ⇔ mult(Φ) = 0,
Φ is an anti-homomorphism ⇔ amult(Φ) = 0,
and
Φ is a Jordan homomorphism ⇔ jmult(Φ) = 0.
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It should be pointed out that if Φ :A → B is a continuous linear map from the Banach alge-
bra A into the Banach algebra B , then
mult(Φ), amult(Φ), jmult(Φ) ‖Φ‖ + ‖Φ‖2.
It is shown in [24] that even if Φ is not assumed a priori to be continuous, the finiteness of
mult(Φ) in many cases implies the continuity of Φ . This section is devoted to show that this is
also the case for amult(Φ) and jmult(Φ).
For a Banach algebra A let · stands for the Jordan product on A which is defined by
a · b = 1
2
(ab + ba) (a, b ∈ A).
Furthermore, we consider the Jordan triple product on A which is given by
{a, b, c} = 1
2
(abc + cba) = (a · b) · c + a · (b · c)− (a · c) · b (a, b, c ∈ A).
We check at once that
{a, b, c} · d = {a, b · c, d} + {a · d, b, c} − {d, c, b} · a (a, b, c, d ∈ A). (3.1)
Proposition 3.1. Let A be a Banach algebra and let B be a semisimple Banach algebra. Let
Φ :A → B be a surjective linear map. Then Φ is continuous in any of the following cases:
(1) mult(Φ) < ∞,
(2) amult(Φ) < ∞,
(3) jmult(Φ) < ∞.
Proof. Since jmult(Φ)min{mult(Φ), amult(Φ)}, we are reduced to proving the continuity for
jmult(Φ) < ∞. To deal with this case our method of proof consists in proving that S(Φ) ⊂ P for
each primitive ideal P of B . Assume towards a contradiction that there exists a primitive ideal P
of B such that S(Φ) ⊂ P .
Consider the bilinear map
φ :A ×A → B, φ(a, b) = Φ(a · b)−Φ(a) ·Φ(b) (a, b ∈ A).
Since jmult(Φ) < ∞, it follows that φ is continuous.
Let (un) be a sequence in A with limun = 0 and limΦ(un) = x for some x ∈ B . Then
limΦ(a · un) = Φ(a) · x (a ∈ A) (3.2)
and
limΦ
(
a · (b · un)
)= Φ(a) · (Φ(b) · x) (a, b ∈ A). (3.3)
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Φ(a · un) = Φ(a) ·Φ(un)+ φ(a,un) → Φ(a) · x
and
Φ
(
a · (b · un)
)= Φ(a) ·Φ(b · un)+ φ(a, b · un)
= Φ(a) · (Φ(b) · Φ(un))+Φ(a) · φ(b,un)+ φ(a, b · un) → Φ(a) · (Φ(b) · x).
Since Φ is surjective, (3.2) clearly implies that S(Φ) is a Jordan ideal of B . Furthermore,
by using (3.2) and (3.3) together with the definition of the triple product in terms of the Jordan
product, we see immediately that
Φ
({a, b, c} · un)→ Φ({a, b, c}) · x, (3.4)
Φ
({a, b · c,un})→ Φ(a · (b · c)) · x +Φ(a) · (Φ(b · c) · x)− (Φ(a) · x) · Φ(b · c), (3.5)
Φ
({a · un, b, c})
→ ((Φ(a) · x) ·Φ(b)) · Φ(c)+ (Φ(a) · x) ·Φ(b · c)− ((Φ(a) · x) ·Φ(c)) ·Φ(b), (3.6)
and
Φ
({un, c, b} · a)
→ ((Φ(c) · x) ·Φ(b)) · Φ(a)+ (Φ(b · c) · x) ·Φ(a)− ((Φ(b) · x) · Φ(c)) ·Φ(a), (3.7)
for all a, b, c ∈ A. On account of (3.1), (3.4), (3.5), (3.6), and (3.7), we have
Φ
({a, b, c}) · x = Φ(a · (b · c)) · x +Φ(a) · (Φ(b · c) · x)− (Φ(a) · x) ·Φ(b · c)
+ ((Φ(a) · x) ·Φ(b)) · Φ(c)+ (Φ(a) · x) · Φ(b · c)
− ((Φ(a) · x) ·Φ(c)) · Φ(b)− ((Φ(c) · x) · Φ(b)) ·Φ(a)
− (Φ(b · c) · x) · Φ(a)+ ((Φ(b) · x) ·Φ(c)) · Φ(a)
= Φ(a · (b · c)) · x
+ ((Φ(a) · x) ·Φ(b)) · Φ(c)+ ((Φ(b) · x) · Φ(c)) ·Φ(a)
− ((Φ(a) · x) ·Φ(c)) · Φ(b)− ((Φ(c) · x) · Φ(b)) ·Φ(a). (3.8)
From (3.1) we also deduce that
{
Φ(a),Φ(b),Φ(c)
} · x = (Φ(a) · (Φ(b) ·Φ(c))) · x
+ ((Φ(a) · x)Φ(b))Φ(c)+ ((Φ(b) · x)Φ(c)) ·Φ(a)
− ((Φ(a) · x) · Φ(c)) ·Φ(b)− ((Φ(c) · x) ·Φ(b)) · Φ(a). (3.9)
Subtracting (3.8) from (3.9) we arrive at
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Φ(a),Φ(b),Φ(c)
} · x − Φ({a, b, c}) · x
= (Φ(a) · (Φ(b) ·Φ(c))) · x − Φ(a · (b · c)) · x. (3.10)
By flipping c over to a in (3.10) and taking into account that {c, b, a} = {a, b, c} and
{Φ(c),Φ(b),Φ(a)} = {Φ(a),Φ(b),Φ(c)} we obtain
{
Φ(a),Φ(b),Φ(c)
} · x − Φ({a, b, c}) · x
= (Φ(c) · (Φ(b) · Φ(a))) · x − Φ(c · (b · a)) · x. (3.11)
Identities (3.10) and (3.11) then give
(
Φ(a) · (Φ(b) · Φ(c))) · x −Φ(a · (b · c)) · x
= (Φ(c) · (Φ(b) · Φ(a))) · x − Φ(c · (b · a)) · x. (3.12)
Pick a, b, c ∈ A and write
y = Φ(a) · (Φ(b) · Φ(c))−Φ(c) · (Φ(b) ·Φ(a))+Φ(c · (b · a))−Φ(a · (b · c)).
According to (3.12), we have y · S(Φ) = 0. Let Θ be the quotient map from B onto B/P . Since
S(Φ) is a Jordan ideal in B and S(Φ) ⊂ P , it follows that J = Θ(P ) is a nonzero Jordan ideal
in B/P . Since B/P is prime, it follows that J necessarily contains a nonzero two-sided ideal I
of B/P (see [16, Theorem 1.1]). Write y¯ = Θ(y). We then have y¯z¯ + z¯y¯ = 0 for each z¯ ∈ I .
Accordingly, for arbitrary z¯1, z¯2 ∈ I we have
(y¯z¯1)z¯2 = −(z¯1y¯)z¯2 = −z¯1(y¯z¯2) = z¯1(z¯2y¯) = (z¯1z¯2)y¯ = −y¯(z¯1z¯2)
and so y¯z¯1z¯2 = 0. We thus have y¯I 2 = 0 and the primeness of B/P then yields y¯ = 0 and
therefore that y ∈ P . Therefore
Φ(a) · (Φ(b) · Φ(c))−Φ(c) · (Φ(b) ·Φ(a))
+Φ(c · (b · a))−Φ(a · (b · c)) ∈ P (a, b, c ∈ A). (3.13)
Once again we take x ∈ S(Φ) and (un) in A with limun = 0 and limΦ(un) = x. Let a, b ∈ A.
We have
Φ(a) · (Φ(b) ·Φ(un))→ Φ(a) · (Φ(b) · x), (3.14)
Φ(un) ·
(
Φ(b) · Φ(a))→ x · (Φ(b) ·Φ(a)) (3.15)
and, on account of (3.2) and (3.3), we also have
Φ
(
un · (b · a)
)→ x ·Φ(b · a), (3.16)
and
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(
a · (b · un)
)→ Φ(a) · (Φ(b) · x). (3.17)
Since P is closed, (3.13) together with (3.14), (3.15), (3.16), and (3.17) give
Φ(a) · (Φ(b) · x)− x · (Φ(b) · Φ(a))+ x ·Φ(b · a)−Φ(a) · (Φ(b) · x) ∈ P,
which clearly becomes
x · (Φ(b · a)− Φ(b) · Φ(a)) ∈ P.
We thus arrive at
S(Φ) ·Θ(Φ(b · a)−Φ(b) ·Φ(a))= 0
and reasoning as before we obtain
Φ(b · a)−Φ(b) ·Φ(a) ∈ P.
The preceding property implies that the map ΘΦ is a Jordan epimorphism from A onto B/P .
By [15, Theorem H], ΘΦ is either an epimorphism or an anti-epimorphism from A onto B/P .
If ΘΦ is an epimorphism, then the famous Johnson’s theorem [13, Theorem 5.2.28(i)] shows
that ΘΦ is continuous. In the case where ΘΦ is an anti-epimorphism, then ΘΦ can be thought
of as an epimorphism from A onto the opposite Banach algebra of B/P and therefore it is still
continuous. The continuity of ΘΦ implies that Θ(S(Φ)) = {0} and therefore that S(Φ) ⊂ P ,
which contradicts our initial assumption. 
Corollary 3.2. Let ϕ be a linear functional on a Banach algebra A with jmult(ϕ) < ∞. Then ϕ
is continuous and
‖ϕ‖ 1 +
√
1 + 4 jmult(ϕ)
2
.
Proof. Of course, we can assume that ϕ = 0. Then ϕ is surjective and Proposition 3.1 shows that
ϕ is continuous. On the other hand, for each a ∈ A with ‖a‖ = 1 we have
∣∣ϕ(a)∣∣2  ∣∣ϕ(a)2 − ϕ(a2)∣∣+ ∣∣ϕ(a2)∣∣ jmult(ϕ) + ‖ϕ‖
and therefore ‖ϕ‖2  jmult(ϕ) + ‖ϕ‖, which completes the proof. 
3.2. Approximately Jordan-multiplicative linear maps
Let A and B be Banach algebras and let Φ :A → B be a linear map. Obviously,
jmult(Φ)min{mult(Φ), amult(Φ)}.
On the other hand, if jmult(Φ) = 0, then Φ is a Jordan homomorphism and then a well-
known theorem by I.N. Herstein [15, Theorem H] states that Φ is either a homomorphism or
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B is prime. Accordingly, it seems to be natural to ask whether jmult(Φ) being small implies
min{mult(Φ), amult(Φ)} being small (provided surjectivity of Φ and primeness of B). This sec-
tion discusses the truthfulness of such an approximate Herstein’s theorem. To this end we become
involved with the so-called ultraprimeness instead of the primeness. This is a metric version of
primeness which was introduced by M. Mathieu in [29]. Specifically, a Banach algebra A is
ultraprime if its ultrapower AU with respect to some, hence every, (countably incomplete) ultra-
filter U is a prime Banach algebra. This is equivalent to the property that there is K > 0 such
that
sup
{‖axb‖: x ∈ A, ‖x‖ = 1}K‖a‖‖b‖ (a, b ∈ A).
Examples 3.3. Some examples of ultraprime Banach algebras are listed below.
(1) Each finite-dimensional prime Banach algebra.
(2) For each Banach space X, B(X) and, more generally, all closed subalgebras of B(X) con-
taining the finite rank operators [29].
(3) Each prime C∗-algebra [30].
(4) Let G be a discrete group. If the centre of the group algebra 1(G) has dimension greater
than 1 then 1(G) is not prime and if it has dimension equal to 1 then 1(G) is ultra-
prime [42].
Lemma 3.4. Let A and B be Banach algebras and let Φ = (Φn) ∈ B(A,B)U ⊂ B(AU ,BU ).
Then the following identities hold:
mult(Φ) = lim
U
mult(Φn), amult(Φ) = limU amult(Φn),
jmult(Φ) = lim
U
jmult(Φn).
Proof. Given a = (an),b = (bn) ∈ AU , we have
∥∥Φ(ab)−Φ(a)Φ(b)∥∥= lim
U
∥∥Φn(anbn)−Φn(an)Φ(bn)∥∥
 lim
U
(
mult(Φn)‖an‖‖bn‖
)= lim
U
mult(Φn)‖a‖‖b‖,
which shows that
mult(Φ) lim
U
mult(Φn).
To prove the converse inequality we set ε > 0 and, for each n ∈ N, we pick an, bn ∈ A with
‖an‖ = ‖bn‖ = 1 and
mult(Φn)− ε <
∥∥Φn(anbn)− Φn(an)Φn(bn)∥∥.
By taking the limit through U we arrive at
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U
mult(Φn)− ε  limU
∥∥Φn(anbn)−Φn(an)Φn(bn)∥∥
= ∥∥Φ(ab)−Φ(a)Φ(b)∥∥mult(Φ),
where a = (an),b = (bn) ∈ AB (so that ‖a‖ = ‖b‖ = 1).
In the same way we can prove the identities corresponding to both amult(Φ) and jmult(Φ). 
Theorem 3.5. Let A be a Banach algebra and let B be an ultraprime Banach algebra. Then for
each k,K, ε > 0 there is δ > 0 such that if Φ ∈ B(A,B) is such that jmult(Φ) < δ, k < κ(Φ),
and ‖Φ‖ < K , then min{mult(Φ), amult(Φ)} < ε.
Proof. Suppose the assertion of the theorem is false. Then there exist τ > 0 and a sequence (Φn)
in B(A,B) such that
k < κ(Φn), (3.18)
‖Φn‖ < K, (3.19)
jmult(Φn) 1/n, (3.20)
and
min
{
mult(Φn), amult(Φn)
}
 τ. (3.21)
Let us consider Φ = (Φn) ∈ B(AU ,BU ). On account of (3.18) and Lemma 2.5, κ(Φ) =
limU κ(Φn)  k and so Φ is surjective. Moreover, by (3.20) and Lemma 3.4, jmult(Φ) =
limU jmult(Φn) = 0, and hence Φ is a Jordan homomorphism. Since BU is prime, Herstein’s
theorem [15, Theorem H], now shows that the map Φ is either a homomorphism or an anti-
homomorphism. From Lemma 3.4 we now see that
lim
U
min
{
mult(Φn), amult(Φn)
}= min{ lim
U
mult(Φn), limU
amult(Φn)
}
= min{mult(Φ), amult(Φ)}= 0,
which contradicts (3.21). 
Corollary 3.6. Let A be a Banach algebra. Then for each ε > 0 there is δ > 0 such that if ϕ is a
linear functional on A with jmult(ϕ) < δ, then mult(ϕ) < ε.
Proof. Let ε > 0. Take k > 0 such that k+k2 < ε and K = 2. Let δ > 0 be given by Theorem 3.5.
Of course, we can assume that δ < 1.
Let ϕ be a linear functional on A with jmult(ϕ) < δ. From Corollary 3.2, it follows that ϕ
is continuous and ‖ϕ‖  1+
√
1+4δ
2 < 2. We also point out that κ(ϕ) = ‖ϕ‖. Consequently, if
κ(ϕ) > k, then it may be concluded that mult(ϕ) < ε. Finally, if κ(ϕ) k, then
mult(ϕ) ‖ϕ‖ + ‖ϕ‖2  k + k2 < ε. 
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tinuous homomorphism or anti-homomorphism Ψ :A → B . Then it is straightforward to check
that
min
{
mult(Φ), amult(Φ)
}

(
1 + ε + 2‖Φ‖)ε.
Motivated by Theorem 3.5, we address the question of whether the constant min{mult(Φ),
amult(Φ)} being small implies Φ is near a homomorphism or anti-homomorphism. This is
obviously related to the AMNM pairs introduced by B.E. Johnson in [25]. The pair (A,B) is
said to AMNM if for each K,ε > 0 there is δ > 0 such that if Φ ∈ B(A,B) with ‖Φ‖ < K
and mult(Φ) < δ then ‖Φ − Ψ ‖ < ε for some continuous homomorphism Ψ :A → B . We
call (A,B) an AAMNAM pair (almost (anti-) multiplicative maps are near (anti-) multiplica-
tive maps) if for each K,ε > 0 there is δ > 0 such that if Φ ∈ B(A,B) with ‖Φ‖ < K and
min{mult(Φ), amult(Φ)} < δ then ‖Φ − Ψ ‖ < ε for some continuous homomorphism or anti-
homomorphism Ψ :A → B . Of course, this is the same as saying that both (A,B) and (Ao,B)
are AMNM pairs, where Ao denotes the opposite algebra of A.
It is important to know that for the AMNM problem we are required to restrict the attention
to bounded sets of continuous maps (see [25]).
Examples 3.7. From [25], it is easily checked that (A,B) is an AAMNAM pair in either of the
following cases.
(1) The Banach algebras A and B are finite-dimensional.
(2) The Banach algebra A is finite-dimensional and semisimple and B is any Banach algebra.
(3) The Banach algebra A is amenable and B is a two-sided ideal of a dual Banach algebra C in
the sense that there is a Banach C-bimodule C∗ so that C is isomorphic as a C-bimodule with
(C∗)∗. As a matter of fact, this applies to the pairs (L1(G1),M(G2)) and (L1(G1),L1(G2))
for each amenable group G1 and each locally compact group G2, and (K(H1),B(H2)) and
(K(H1),K(H2)) for all Hilbert spaces H1 and H2.
It is particularly important for this paper the result stated in [25] that (B(H),B(H)) is an
AMNM pair for any separable Hilbert space H . From this it is easily seen that it is also an
AAMNAM pair.
Proposition 3.8. (See B.E. Johnson [25].) Let H be a separable Hilbert space. Then
(B(H),B(H)) is an AAMNAM pair.
Proof. By [25, Proposition 6.3], (B(H),B(H)) is an AMNM pair. It remains to prove that
(B(H)o,B(H)) is also an AMNM pair. To this end we consider the following maps. Let (xn)
be an orthonormal basis on H and define
J :H → H, J (x) =
∑
〈xn|x〉xn (x ∈ H).
The map J is an isometric conjugate-linear involution on H . For every T ∈ B(H) we define
T̂ ∈ B(H) by
T̂ = JT ∗J.
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of B(H). Furthermore, for every Φ ∈ B(B(H)) we define Φ̂ ∈ B(B(H)) by
Φ̂(T ) = Φ̂(T ) (T ∈ B(H)).
The map Φ → Φ̂ gives an isometric involutive linear map from B(B(H)) onto itself with the
property that
mult(Φ̂) = amult(Φ) (Φ ∈ B(B(H))).
We are now in a position to prove that (B(H)o,B(H)) is an AMNM pair. Let K,ε > 0. Then
there exists δ > 0 with the property that if Φ : B(H) → B(H) is a continuous linear map with
‖Φ‖ < K and mult(Φ) < δ, then ‖Φ − Ψ ‖ < ε for some homomorphism Ψ : B(H) → B(H).
If Φ ∈ B(B(H)) is such that ‖Φ‖ < K and amult(Φ) < δ, then Φ̂ ∈ B(B(H)), ‖Φ̂‖ < K , and
mult(Φ̂) < δ. Therefore ‖Φ̂ − Ψ ‖ < ε for some homomorphism Ψ : B(H) → B(H). Of course,
‖Φ − Ψ̂ ‖ < ε and Ψ̂ is an anti-homomorphism, as required. 
Corollary 3.9. Let (A,B) be an AAMNAM pair with B ultraprime. Then for each k,K, ε > 0
there is δ > 0 such that if Φ ∈ B(A,B) with jmult(Φ) < δ, k < κ(Φ), and ‖Φ‖ < K , then
‖Φ − Ψ ‖ < ε for some epimorphism or anti-epimorphism Ψ :A → B .
Proof. This follows from Theorem 3.5 and the definition of AAMNAM pair. 
A particularly important case of the preceding result is the following.
Corollary 3.10. Let H be a separable Hilbert space. Then for each k,K, ε > 0 there is δ > 0
such that if Φ : B(H) → B(H) is a linear map with jmult(Φ) < δ, k < κ(Φ), and ‖Φ‖ < K ,
then ‖Φ − Ψ ‖ < ε for some epimorphism or anti-epimorphism Ψ : B(H) → B(H).
Proof. On account of Proposition 3.8, (B(H),B(H)) is an AAMNAM pair. Moreover, B(H)
is an ultraprime Banach algebra (see Example 3.3(2)). Accordingly, we are reduced to explain
why the continuity of Φ is not required in the assertion. It should be pointed out that B(H) is
semisimple and that Φ is surjective whenever κ(Φ) = 0. Accordingly, Proposition 3.1 shows that
such a map is necessarily continuous. 
4. Approximate Gleason–Kahane– ˙Zelazko theorem
The classical Gleason–Kahane– ˙Zelazko theorem states that a linear functional ϕ on a Banach
algebra A is multiplicative and nonzero if and only if the following spectral condition holds
ϕ(a) ∈ sp(a) (a ∈ A). (4.1)
4.1. Approximate versions of the Gleason–Kahane– ˙Zelazko theorem
There are several possible approximate versions of this theorem (see [23, Section 8] and [27]).
They are concerned with identifying the approximately multiplicative linear functionals on
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replaced by
dist
(
ϕ(a), sp(a)
)
< ε
(
a ∈ A, ‖a‖ = 1) (4.2)
for some ε > 0, while in [27] the spectra in (4.1) are replaced by the so-called ε-condition spec-
tra. This section deals with the natural task of replacing the spectra in (4.1) by the pseudospectra
in such a way that we generalise both (4.1) and (4.2) by considering the property
ϕ(a) ∈ spε(a)
(
a ∈ A, ‖a‖ = 1) (4.3)
for some ε > 0.
Lemma 4.1. Let A be a Banach algebra and let ϕ be a linear functional on A with the property
that ϕ(a) ∈ spε(a) for each a ∈ A with ‖a‖ = 1 for some ε > 0. Then ϕ is continuous and
‖ϕ‖ 1 + ε.
Proof. By Lemma 2.1(5), for each a ∈ A with ‖a‖ = 1, we have |ϕ(a)| < 1 + ε and this yields
the assertions in the lemma. 
Theorem 4.2. Let A be a unital Banach algebra. Then the following assertions hold.
(1) For each  > 0 and 0 < ν < 1 there is δ > 0 such that if ϕ is a linear functional on A with
ϕ(a) ∈ spδ(a)
(
a ∈ A, ‖a‖ = 1),
then mult(ϕ) < ε and ‖ϕ‖ > ν.
(2) For each  > 0 and 0 < ν < 1 there is δ > 0 such that if ϕ is a linear functional on A with
mult(ϕ) < δ and ‖ϕ‖ > ν, then
ϕ(a) ∈ spε(a)
(
a ∈ A, ‖a‖ = 1).
Proof. In order to prove the first assertion in the theorem let us define ϑ : ]0,1[ → ]0,∞[ by
ϑ(t) = 4(1 + t)
log(1/t)
(
1 + 18
(log 2)2
)
+ t (1 + t)
2
1 − t
(
t ∈ ]0,1[).
We claim that
jmult(ϕ) ϑ(δ) (4.4)
whenever ϕ is a linear functional on A such that ϕ(a) ∈ spδ(a) for each a ∈ A with ‖a‖ = 1 for
some 0 < δ < 1/3.
The proof of [27, Theorem 5] works almost verbatim for proving (4.4). We will only point out
some details and some slight changes.
Let 0 < δ < 1 and assume that ϕ is a linear functional on A such that ϕ(a) ∈ spδ(a) for each
a ∈ A with ‖a‖ = 1. Since ϕ(1) ∈ spδ(1), it follows that
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Moreover, by Lemma 4.1, ϕ is continuous with
‖ϕ‖ 1 + δ. (4.6)
We now pick a ∈ A with ‖a‖ = 1 and define an entire function f :C → C by
f (z) = ϕ(1)−1ϕ(exp(za)) (z ∈ C).
It should be noted that, according to (4.5), ϕ(1) = 0 and therefore f makes sense. We now
emphasise that the only difference of this function with that given in the proof of [27, Theorem 5]
is just the factor ϕ(1)−1. Furthermore, from (4.5) and (4.6) we see that
∣∣f (z)∣∣ ∣∣ϕ(1)−1∣∣∥∥exp(za)∥∥ 1 + δ
1 − δ e
|z| (z ∈ C),
which is exactly the same estimation as in the proof of [27, Theorem 5]. Then the proof runs as
in that proof to get
ϕ(a2)
ϕ(1)
−
(
ϕ(a)
ϕ(1)
)2
= −
∞∑
n=1
1
α2n
, (4.7)
where αn are the zeros of f arranged in such a way that |α1|  |α2|  · · · . Now the objective
consists in estimating
∑∞
n=1 1/|αn|2. In order to apply the estimation of |αn| given in the proof
of [27, Theorem 5] we now observe that ϕ(exp(αna)) = ϕ(1)f (αn) = 0 and, on account of
Lemma 2.1(4), we have 0 ∈ spδ‖exp(αna)‖(exp(αna)). Hence
1
ε
<
∥∥exp(αna)∥∥∥∥exp(−αna)∥∥ e2|αn|
and therefore
1
2
log
(
1
δ
)
 |αn|.
This gives the first estimate for |αn| given in the proof of [27, Theorem 5]. Then the second
estimate
log(2)
3
n |αn|
obtained from Jensen’s formula in [27, Theorem 5] (at this point is required δ < 1/3) also works.
This implies that the estimation
∣∣∣∣∣
∞∑ 1
α2n
∣∣∣∣∣ 4log(1/δ)
(
1 + 18
(log 2)2
)
n=1
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∣∣ϕ(a2)− ϕ(1)−1ϕ(a)2∣∣ 4|ϕ(1)|
log(1/δ)
(
1 + 18
(log 2)2
)
 4(1 + δ)
log(1/δ)
(
1 + 18
(log 2)2
)
and therefore
∣∣ϕ(a2)− ϕ(a)2∣∣ ∣∣ϕ(a2)− ϕ(1)−1ϕ(a)2∣∣+ ∣∣ϕ(a)2∣∣∣∣ϕ(1)−1 − 1∣∣
 4(1 + δ)
log(1/δ)
(
1 + 18
(log 2)2
)
+ δ(1 + δ)
2
1 − δ = ϑ(δ).
This clearly establishes (4.4).
Finally, since limt→0 ϑ(t) = 0 and 1 − δ < |ϕ(1)| ‖ϕ‖ (by (4.5)), the first assertion in our
theorem obviously follows from (4.4) together with Corollary 3.6.
The task is now to prove the second assertion in the theorem. We first point out that, on
account of Corollary 3.2, the functionals involved in that assertion are automatically continuous.
We now assume towards a contradiction that the second assertion in the theorem fails. Then there
are τ, ν > 0, a sequence (ϕn) of linear functionals on A, and a sequence (bn) in A such that
mult(ϕn) < 1/n, (4.8)
‖ϕn‖ > ν, (4.9)
and
ϕn(bn) /∈ spτ (bn) (4.10)
for each n ∈ N. From Corollary 3.2 and (4.8), it follows that ϕn is continuous for each n ∈ N
and the sequence (ϕn) is bounded. We then consider the continuous linear functional ϕ on the
Banach algebra AU given by
〈ϕ,a〉 = lim
U
〈ϕn, an〉
(
a = (an) ∈ AU
)
.
On account of Lemma 3.4 and (4.8), we have mult(ϕ) = limU mult(ϕn) = 0 and therefore ϕ is
multiplicative. By (4.9), ‖ϕ‖ = limU ‖ϕn‖  ν. We now consider the element b = (bn) ∈ AU
and z = limU 〈ϕn, bn〉 = ϕ(b). Since ϕ is a nonzero multiplicative linear functional on AU , it
follows that z ∈ sp(b). From (4.10), it follows that ‖(bn − 〈ϕn, bn〉1)−1‖ τ−1 for each n ∈ N
and this implies that (bn −〈ϕn, bn〉1) ∈ AU is invertible with inverse ((bn −〈ϕn, bn〉1)−1). Since
b − z1 = (bn − 〈ϕn, bn〉1), it may be concluded that b − z1 is invertible, which contradicts the
already proven fact that z ∈ sp(b). 
Corollary 4.3. Let A be a unital Banach algebra. Then for each ε > 0 there is δ > 0 such that if
ϕ is a linear functional on A with
dist
(
ϕ(a), sp(a)
)
< δ
(
a ∈ A, ‖a‖ = 1),
then mult(ϕ) < ε.
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with ‖a‖ = 1. By Lemma 2.1(6), we have
ϕ(a) ∈ sp(a)+ δD ⊂ spδ(a)
(
a ∈ A, ‖a‖ = 1).
Consequently, the result follows immediately from Theorem 4.2. 
Remark 4.4. It is worth pointing out that we are not requiring commutativity in Theorem 4.2
and Corollary 4.3 either, while it is required in both [23] and [27]. On the other hand, the spectral
condition in Theorem 4.2 is weaker than the spectral condition (4.2) required in [23]. Unfortu-
nately we don’t know how Theorem 4.2 is related to [27, Theorem 5] because we don’t know
how pseudospectra are related to condition spectra.
4.2. Approximately multiplicative linear functionals
According to Theorem 4.2 and Corollary 4.3, approximate spectral inclusions give rise to
approximate multiplicativity for each Banach algebra A. One may ask now whether each approx-
imately multiplicative linear functional on A is necessarily near a multiplicative linear functional
on A. For many Banach algebras this holds true. They are the so-called AMNM algebras and
they were introduced by B.E. Johnson in [23]. A Banach algebra A is AMNM if for each ε > 0
there is δ > 0 such that if ϕ is a linear functional on A with mult(ϕ) < δ, then ‖ϕ − ψ‖ < ε for
some multiplicative linear functional ψ on A. We emphasise that we do not require the algebra
to be commutative.
Examples 4.5. We list below some examples of AMNM algebras.
(1) The Banach algebra C0(Ω) for each locally compact Hausdorff space Ω , the group alge-
bra L1(G) for each locally compact abelian group G, the Banach algebra of power series
1(Z+), the convolution algebra on the half-line L1(]0,+∞[), and the disc algebra A(D)
are shown to be AMNM in [23].
(2) It is shown in [19] that the Banach algebra Cn([0,1]) for each n ∈ N and certain Banach
algebras of Lipschitz functions are AMNM.
(3) From Example 3.7(1) and Example 3.7(3), together with Corollary 3.2, it may be concluded
that all finite-dimensional and all amenable Banach algebras are AMNM (in particular, the
group algebra L1(G) is AMNM for each amenable group).
Following [14] we recall that a unital Banach algebra A is properly infinite if it contains
elements a1, a2, b1, b2 such that
aibj =
{
1 if i = j,
0 otherwise
(i, j = 1,2). (4.11)
Examples 4.6. The following examples were pointed out in [14, Examples 1.2].
(1) Let X be a Banach space. The Banach algebra B(X) is properly infinite if and only if X
contains a complemented subspace isomorphic to X ⊕X.
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(3) The Cuntz algebra On is properly infinite whenever 2 n∞.
Proposition 4.7. Let A be a properly infinite unital Banach algebra. Then A has no nonzero
multiplicative linear functionals and A is AMNM.
Proof. Let ϕ be a continuous linear functional on A such that mult(ϕ) < δ with δ < 1. Then
∣∣ϕ(1)∣∣∣∣1 − ϕ(1)∣∣= ∣∣ϕ(1)− ϕ(1)2∣∣< δ.
Therefore, either |ϕ(1)| < √δ or |1 − ϕ(1)| < √δ. In the first case, we have
∣∣ϕ(a)∣∣(1 − √δ) < ∣∣ϕ(a)∣∣∣∣1 − ∣∣ϕ(1)∣∣∣∣ ∣∣ϕ(a)∣∣∣∣1 − ϕ(1)∣∣
= ∣∣ϕ(a)− ϕ(a)ϕ(1)∣∣= ∣∣ϕ(a1)− ϕ(a)ϕ(1)∣∣ δ‖a‖
for each a ∈ A and so ‖ϕ‖ δ
1−√δ . We now claim that the case |1 − ϕ(1)| <
√
δ does not occur
for δ small enough. Indeed, let a1, a2, b1, b2 ∈ A satisfy (4.11) and let us observe that∣∣ϕ(1)− ϕ(ai)ϕ(bi)∣∣< δ‖ai‖‖bi‖ (i = 1,2)
and
∣∣ϕ(ai)ϕ(bj )∣∣< δ‖ai‖‖bj‖ (i, j = 1,2, i = j).
Consequently, we have
∣∣1 − ϕ(a1)ϕ(b1)ϕ(a2)ϕ(b2)∣∣ 1 − ∣∣ϕ(a1)ϕ(b2)∣∣∣∣ϕ(a2)ϕ(b1)∣∣
 1 − δ2‖a1‖‖b2‖‖a2‖‖b1‖,
which goes to 1 as δ → 0. On the other hand, by [22, Proposition 5.5], ‖ϕ‖ 1 + δ and hence
∣∣1 − ϕ(a1)ϕ(b1)ϕ(a2)ϕ(b2)∣∣ ∣∣1 − ϕ(a1)ϕ(b1)∣∣+ ∣∣ϕ(a1)ϕ(b1)∣∣∣∣1 − ϕ(a2)ϕ(b2)∣∣

√
δ + δ‖a1‖‖b1‖ + (1 + δ)2‖a1‖‖b1‖
(√
δ + δ‖a2‖‖b2‖
)
,
which goes to 0 as δ → 0. 
Corollary 4.8. Let A be a unital AMNM algebra. Then for each ε > 0 there is δ > 0 such that if
ϕ is a linear functional on A with
ϕ(a) ∈ spδ(a)
(
a ∈ A, ‖a‖ = 1),
then ‖ϕ −ψ‖ < ε for some nonzero multiplicative linear functional ψ on A.
Proof. It is a straightforward consequence of Theorem 4.2 and the definition of AMNM alge-
bra. 
254 J. Alaminos et al. / Journal of Functional Analysis 261 (2011) 233–2665. Spectral inclusions and approximate multiplicativity
The Gleason–Kahane– ˙Zelazko together with some earlier results coming from matrix the-
ory (see any of the surveys [3,9,18,20,28]) gave rise to the so-called Kaplansky’s problem. This
problem is concerned with identifying Jordan homomorphisms among all linear maps, between
Banach algebras A and B , through the spectra. To this end Kaplansky suggested in [26] to trans-
late property (4.1), for a linear map Φ :A → B , into the property
sp
(
Φ(a)
)⊂ sp(a) (a ∈ A). (5.1)
The answer to this question may be negative in the case when Φ is not surjective or the Banach
algebras A and B are not semisimple (see [1, p. 28] or [38, Examples 1 and 2]). This setback led
B. Aupetit in [4] to state the problem as follows. Let A and B be semisimple Banach algebras
and let Φ :A → B be a surjective linear map such that
sp
(
Φ(a)
)= sp(a) (a ∈ A). (5.2)
Is it then true that Φ is a Jordan isomorphism from A onto B? This is still an open problem and
positive results are known only in some special classes of Banach algebras (see for instance [4,
20]). Some of the best partial results in this line are due to A.A. Jafarian and A.R. Sourour [21]
and A.R. Sourour [38]. For the convenience of the reader, in the following result we are taking
out the information from [38] that we will use henceforth.
Theorem 5.1. (See A.R. Sourour [38].) Let X and Y be Banach spaces, let A and B be unital
standard operator algebras on X and Y , respectively, and let Φ :A → B be a linear map. Then
Φ has the form Φ(T ) = ST S−1 (T ∈ A) for some isomorphism S :X → Y or Φ(T ) = RT ∗R−1
(T ∈ A) for some isomorphism R :X∗ → Y in either of the following cases:
(1) the map Φ is bijective and sp(Φ(T )) ⊂ sp(T ) for each T ∈ A, or
(2) the map Φ is surjective and sp(Φ(T )) = sp(T ) for each T ∈ A.
Proof. The reader should be fully aware that, throughout this proof, we will be concerned with
the spectrum with respect to the full operator algebras B(X) and B(Y ). Fortunately, at the end
we will become involved with the spectral radius which does not depend of the choice of the
algebra.
Assume that (1) holds. Then Φ(T ) is invertible in B(Y ) whenever T ∈ A is invertible in
B(X) (and therefore whenever T is invertible in A). This implies that we can apply [38, Theo-
rem 3.4] (and the later remark) to obtain either isomorphisms S1 :Y → X and S2 :X → Y such
that Φ(T ) = S2T S1 (T ∈ A) or isomorphisms R1 :Y → X∗ and R2 :X∗ → Y such that Φ(T ) =
R2T ∗R1 (T ∈ A). We are thus reduced to prove that Φ(I) = I . Note that sp(Φ(I)) ⊂ sp(I ) = {1}
and so the operator Q = Φ(I)− I is quasinilpotent. Let V ∈ B and set U = Φ−1(V −Q). Then
1 + sp(V ) = sp(I + V ) = sp(Φ(I +U))⊂ sp(I +U) = 1 + sp(U)
and therefore sp(V ) ⊂ sp(U). According to the seminal representation of Φ , it follows that it is
continuous. Hence
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From [2, Theorem 5.3.1(v)], it follows that Q is in the radical of B , which is zero and so
Φ(I) = I , as required.
We now assume that (2) holds. We only need to show that Φ is injective. Suppose Φ(T ) = 0
for some T ∈ A. For each U ∈ A we have
sp(U) = sp(Φ(U))= sp(Φ(U − T ))= sp(U − T )
and so r(U) ‖U −T ‖. By [2, Theorem 5.3.1(v)], the operator T lies in the radical of A, which
is zero. 
Motivated by Kaplansky’s problem and the approximate versions of the Gleason–Kahane–
˙Zelazko theorem discussed in Section 4, we now address the question of identifying the ap-
proximate Jordan multiplicativity in terms of spectra. This pattern of thinking leads to translate
condition (4.3) into
sp
(
Φ(a)
)⊂ spε(a) (a ∈ A, ‖a‖ = 1), (5.3)
for some ε > 0, and to translate condition (4.2) into
distH
(
sp
(
Φ(a)
)
, sp(a)
)
< ε
(
a ∈ A, ‖a‖ = 1), (5.4)
for some ε > 0. Of course, condition (5.3) yields an approximate version of the shrinkage condi-
tion (5.1) while (5.4) gives an approximate version of the preserving condition (5.2).
5.1. Automatic continuity from spectral domination
In this section we show that the shrinkage condition (5.3) in many cases implies the continuity
of Φ .
Let X be a Banach space, let A be a Banach algebra, and let Φ :X → A be a linear map. We
say that Φ is spectrally dominated by a function ϕ :X → [0,∞[ if
r
(
Φ(x)
)
 ϕ(x) (x ∈ X).
In what follows it will be the case that ϕ is upper semicontinuous. It is therefore of interest to
characterise when Φ can be spectrally dominated by such a function.
Proposition 5.2. Let X be a Banach space, let A be a Banach algebra, and let Φ :X → A be a
linear map. Then the following assertions are equivalent.
(1) Φ is spectrally dominated by an upper semicontinuous function.
(2) r(Φ(x)) dist(Φ(x),S(Φ)) for each x ∈ X.
(3) There exists M > 0 such that r(Φ(x))M‖x‖ for each x ∈ X.
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[0,∞[. Let (xn) be a sequence in X with limxn = 0 and limΦ(xn) = a for some a ∈ A and let
x ∈ X. For every n ∈ N, let pn be the complex polynomial with coefficients in A given by
pn(z) = zΦ(xn)+
(
Φ(x)−Φ(xn)
)
(z ∈ C).
Then
r
(
pn(z)
)

∥∥zΦ(xn)+ (Φ(x)− Φ(xn))∥∥ |z|∥∥Φ(xn)∥∥+ ∥∥Φ(x)− Φ(xn)∥∥
and
r
(
pn(z)
)= r(Φ(zxn + (x − xn))) ϕ(zxn + (x − xn))
for each z ∈ C. By using the preceding estimates in [36, Lemma 2] we arrive at
r
(
Φ(x)
)2 = r(pn(1))2  sup
|z|=R
r
(
pn(z)
)
sup
|z|=R−1
r
(
pn(z)
)
 sup
|z|=R
ϕ
(
zxn + (x − xn)
)
sup
|z|=R−1
(|z|∥∥Φ(xn)∥∥+ ∥∥Φ(x)−Φ(xn)∥∥)
 sup
|z|=R
ϕ
(
zxn + (x − xn)
)(
R−1
∥∥Φ(xn)∥∥+ ∥∥Φ(x)− Φ(xn)∥∥)
for all n ∈ N and R > 0. Letting first n → ∞ and taking into account the upper semicontinuity
of ϕ we obtain
r
(
Φ(x)
)2  ϕ(x)(R−1‖a‖ + ∥∥Φ(x)− a∥∥)
for each R > 0. By letting R → ∞ we then arrive at
r
(
Φ(x)
)2  ϕ(x)∥∥Φ(x)− a∥∥.
Since the preceding inequality holds for each a ∈ S(Φ), we have
r
(
Φ(x)
)
 ϕ(x)1/2 dist
(
Φ(x),S(Φ))1/2 (x ∈ X). (5.5)
We now observe that the map x → dist(Φ(x),S(Φ))1/2 is continuous on X. Indeed,
dist
(
Φ(x),S(Φ))1/2 = ∥∥(QΦ)(x)∥∥1/2,
where Q is the quotient map from A onto A/S(Φ) and the norm on the left side is taken on
A/S(Φ). Consequently, (5.5) shows that Φ is spectrally dominated by the upper semicontinuous
function
x → ϕ(x)1/2 dist(Φ(x),S(Φ))1/2.
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r
(
Φ(x)
)
 ϕ(x)1/2n dist
(
Φ(x),S(Φ))1/2+···+1/2n (x ∈ X)
for each n ∈ N and, finally, letting n → ∞ we obtain
r
(
Φ(x)
)
 dist
(
Φ(x),S(Φ)) (x ∈ X),
which gives the second assertion in the proposition.
We now assume that (2) holds. Of course, this property can be written in the form
r
(
Φ(x)
)

∥∥(QΦ)(x)∥∥ ‖QΦ‖‖x‖ (x ∈ X),
where Q stands for the quotient map from A onto A/S(Φ). This gives the third assertion.
Finally, it is obvious that (3) implies (1). 
Remark 5.3. Property (3) in Proposition 5.2 was introduced in [40,41] for analysing the auto-
matic continuity of homomorphisms in nonassociative context.
A particularly well-known case of spectral domination is the so-called spectral boundedness.
A linear map Φ :X → A from a linear subspace X of a Banach algebra B into a Banach algebra A
is said to be spectrally bounded if there exists a constant M  0 such that r(Φ(x))Mr(x) for
each x ∈ X. This concept has proven to be very useful in automatic continuity. A number of basic
properties of spectrally bounded operators are established in [31].
Corollary 5.4. Let X be a Banach space, let A be a Banach algebra, and let Φ :X → A be a
linear map. If Φ is surjective and spectrally dominated by an upper semicontinuous function,
then S(Φ) ⊂ Rad(A). Accordingly, if in addition A is semisimple, then Φ is continuous.
Proof. Let a ∈ S(Φ). On account of Proposition 5.2(2) and the surjectivity of Φ we have
r(b) ‖b − a‖ (b ∈ A).
From [2, Theorem 5.3.1(v)], it follows that a ∈ Rad(A). 
We are now in a position to show the desired result that (5.3) implies the continuity. This is
an analogous of Lemma 4.1.
Corollary 5.5. Let A be a Banach algebra, let B be a semisimple Banach algebra, and let
Φ :A → B be a surjective linear map. Assume that there is ε > 0 such that
sp
(
Φ(a)
)⊂ spε(a) (a ∈ A, ‖a‖ = 1).
Then Φ is continuous.
Proof. From Lemma 2.1(8) and the hypothesis, it follows that r(Φ(a)) 1 + ε for each a ∈ A
with ‖a‖ = 1. This clearly implies that Φ is spectrally dominated by the continuous function
(1 + ε)‖ · ‖ and Corollary 5.4 completes the proof. 
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Let X and Y be Banach spaces and let Φ : B(X) → B(Y ) be a linear map. This section deals
with the analysis of the multiplicativity of Φ through the property (5.3).
Lemma 5.6. Let X and Y be Banach spaces and let Φ : B(X) → B(Y ) be a surjective linear map
such that
sp
(
Φ(T )
)⊂ spδ(T ) (T ∈ B(X), ‖T ‖ = 1)
for some δ > 0. Then Φ is continuous, κ(Φ) 1 + δ, and
spε
(
Φ(T )
)⊂ spδ(‖T ‖+ε/k)+ε/k(T ) (T ∈ B(X))
for all ε > 0 and 0 < k < κ(Φ).
Proof. We first observe that Corollary 5.5 gives the continuity of Φ .
We now claim that
sp
(
Φ(T )
)⊂ spδ‖T ‖+(T ) (T ∈ B(X),  > 0). (5.6)
Indeed, if T = 0, then Lemma 2.1(4) yields
sp
(
Φ(T )
)= ‖T ‖ sp(Φ(T/‖T ‖))⊂ ‖T ‖ spδ(T/‖T ‖)= spδ‖T ‖(T ) ⊂ spδ‖T ‖+(T ).
On the other hand, if T = 0, then (5.6) is obvious.
We now consider T ∈ B(X), ε > 0, and 0 < k < κ(Φ). Then we choose k < τ < κ(Φ) and
0 <  < (1 + δ)ε(k−1 − τ−1). Let z ∈ spε(Φ(T )). Then z ∈ sp(Φ(T ) + S) for some S ∈ B(Y )
with ‖S‖ < ε and S = Φ(R) for some R ∈ B(X) with ‖R‖ < ε/τ . On account first of (5.6) and
then of Lemma 2.1(3) and Lemma 2.1(7), we have
z ∈ sp(Φ(T )+ S)= sp(Φ(T +R))⊂ spδ‖T+R‖+(T +R)
⊂ spδ(‖T ‖+ε/τ)+(T +R) ⊂ spδ(‖T ‖+ε/τ)++ε/τ (T ) ⊂ spδ(‖T ‖+ε/k)+ε/k(T ),
which establishes the inclusion in the lemma. Finally, by taking T = 0 in that inclusion we get
εD = spε
(
Φ(0)
)⊂ spδε/k+ε/k(0) = (1 + δ)ε
k
D
for all ε > 0 and 0 < k < κ(Φ). This clearly implies that κ(Φ) 1 + δ. 
Lemma 5.7. Let X and Y be Banach spaces and let Φ : B(X) → B(Y ) be a continuous linear
map such that
sp(T ) ⊂ spδ
(
Φ(T )
) (
T ∈ B(X), ‖T ‖ = 1)
for some δ > 0. Then 1 − δ  ‖Φ‖, and
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(
Φ(T )
) (
T ∈ B(X))
for all ε > 0 and ‖Φ‖ < ν.
Proof.
sp(T ) ⊂ spδ‖T ‖+
(
Φ(T )
) (
T ∈ B(X),  > 0). (5.7)
We now consider T ∈ B(X), ε > 0, and ‖Φ‖ < ν. Then we pick 0 <  < (ν − ‖Φ‖)ε. Let
z ∈ spε(T ). Then z ∈ sp(T + S) for some S ∈ B(X) with ‖S‖ < ε. On account first of (5.7) and
then of Lemma 2.1(3) and Lemma 2.1(7), we have
z ∈ sp(T + S) ⊂ spδ‖T+S‖+
(
Φ(T + S))⊂ spδ(‖T ‖+ε)+(Φ(T )+ Φ(S))
⊂ spδ(‖T ‖+ε)++‖Φ‖ε
(
Φ(T )
)⊂ spδ(‖T ‖+ε)+νε(Φ(T )),
which establishes the inclusion in the lemma. Finally, by taking T = 0 in that inclusion we get
εD = spε(0) ⊂ spδε+νε(0) = (δ + ν)εD
for all ε > 0 and ‖Φ‖ < ν. This clearly implies that 1 − δ  ‖Φ‖. 
Theorem 5.8. Let X and Y be superreflexive Banach spaces. Then the following assertions hold.
(1) For each K,ε > 0 there is δ > 0 such that if Φ : B(X) → B(Y ) is a bijective linear map with
sp
(
Φ(T )
)⊂ spδ(T ) (T ∈ B(X), ‖T ‖ = 1)
and ‖Φ‖,‖Φ−1‖ < K , then
min
{
mult(Φ), amult(Φ)
}
< ε.
(2) For each K,ε > 0 there is δ > 0 such that if Φ : B(X) → B(Y ) is a bijective linear map with
jmult(Φ) < δ
and ‖Φ‖,‖Φ−1‖ < K , then
sp
(
Φ(T )
)⊂ spε(T ) (T ∈ B(X), ‖T ‖ = 1).
Proof. Suppose the first assertion in the theorem fails to be true. Then there exist K,τ > 0 and
a sequence (Φn) of bijective linear maps from B(X) onto B(Y ) with the properties that
sp
(
Φn(T )
)⊂ sp1/n(T ) (T ∈ B(X), ‖T ‖ = 1), (5.8)
‖Φn‖,‖Φ−1n ‖ < K, (5.9)
and
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for each n ∈ N.
On account of (5.9), the map
Φ = (Φn) : B(X)U ⊂ B
(
XU
)→ B(Y )U ⊂ B(Y U )
is a continuous bijective linear map (with inverse given by Φ−1 = (Φ−1n )).
Our next concern consists in proving that Φ shrinks the spectrum. Let T = (Tn) ∈ B(X)U . We
claim that
spε/(K+1)
(
Φ(T)
)⊂ spε(T) (ε > 0).
Indeed, let 0 < ε and pick ε <  < (1 + 1/K)ε. Since κ(Φn) = ‖Φ−1n ‖−1 > K−1, Lemma 5.6
yields
sp/(K+1)
(
Φn(Tn)
)⊂ sp 1
n
(‖Tn‖+K/(K+1))+K/(K+1)(Tn) (n ∈ N).
Since limU 1n (‖Tn‖ + K/(K + 1))+ K/(K + 1) = K/(K + 1) < ε, Lemma 2.3 now estab-
lishes our claim. We thus have
sp
(
Φ(T)
)=⋂
ε>0
spε/(K+1)
(
Φ(T)
)⊂ ⋂
ε>0
spε(T) = sp(T),
as desired.
By Lemma 2.2, B(X)U and B(Y )U are standard operator algebras on XU and Y U , respec-
tively. Consequently, from Theorem 5.1(1) we see that Φ is either a homomorphism or an
anti-homomorphism. By Lemma 3.4,
lim
U
min
{
mult(Φn), amult(Φn)
}= min{ lim
U
mult(Φn), limU
amult(Φn)
}
= min{mult(Φ), amult(Φ)}= 0,
which contradicts (5.10).
Now we are going to prove the second assertion in the theorem. To obtain a contradiction,
suppose the assertion is false. Then there exist τ > 0, a sequence (Φn) of bijective linear maps
from B(X) onto B(Y ), and a sequence (Tn) in B(X) such that
jmult(Φn) < 1/n, (5.11)
‖Φn‖,‖Φ−1n ‖ < K, (5.12)
‖Tn‖ = 1, (5.13)
and
sp
(
Φn(Tn)
) ⊂ spτ (Tn) (5.14)
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(5.11) can be replaced by
lim min
{
mult(Φn), amult(Φn)
}= 0. (5.15)
We now consider the bijective continuous linear map
Φ = (Φn) : B(X)U ⊂ B
(
XU
)→ B(Y )U ⊂ B(Y U ).
According to Lemma 3.4 and (5.15),
min
{
mult(Φ), amult(Φ)
}= lim
U
min
{
mult(Φn), amult(Φn)
}= 0
so that Φ is either an isomorphism or an anti-isomorphism.
Our next objective is to show that Φ preserves the spectrum. We first suppose that Φ is an
isomorphism. According to [10, Corollary 3.2], Φ is spatial, which means that there exists an
invertible operator S ∈ B(XU , Y U ) such that
Φ(T) = STS−1 (T ∈ B(X)U ).
Given T ∈ B(X)U and z ∈ C, we haveΦ(T)−zI = S(T−zI)S−1. ThusΦ(T)−zI is an invertible
operator if and only if so is T − zI. Hence sp(Φ(T)) = sp(T), as required. We now suppose that
Φ is an anti-isomorphism. Then the map
Ψ : B(X)U → {S∗: S ∈ B(Y )U}, Ψ (T) =Φ(T)∗ (T ∈ B(X)U )
is an isomorphism. By Lemma 2.2, {S∗: S ∈ B(Y )U } is a standard operator algebra on (Y U )∗.
By applying [10, Corollary 3.2] once again we obtain an invertible operator R ∈ B(XU , (Y U )∗)
such that
Ψ (T) = RTR−1 (T ∈ B(X)U ).
Consequently, we have
Φ(T) = ST∗S−1 (T ∈ B(X)U ),
where S = (R∗)−1 ∈ B((XU )∗, Y U ). Given T ∈ B(X)U and z ∈ C, we have Φ(T) − zI =
S(T − zI)∗S−1. Consequently Φ(T) − zI is an invertible operator if and only if so is (T − zI)∗,
if and only if so is T − zI. This implies that sp(Φ(T)) = sp(T).
Finally, let T = (Tn) ∈ B(X)U . Since sp(Φ) = sp(T), Lemma 2.4 now yields sp(Φn(Tn)) ⊂
spτ (Tn) for some n ∈ N. This contradicts (5.14). 
One may ask now whether property (5.3) imply that Φ is a small perturbation of some isomor-
phism or anti-isomorphism in the case when the shrinkage rate is small enough. If we put into
action Theorem 5.8 together with the AAMNAM pair from Corollary 3.10 we obtain a positive
answer for Hilbert spaces.
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map. If ‖Φ − Ψ ‖ < ε for some ε > 0 and some epimorphism or anti-epimorphism Ψ : B(X) →
B(Y ), then
sp
(
Φ(T )
)⊂ spε(ε+‖Φ‖)(T ) (T ∈ B(X), ‖T ‖ = 1).
Proof. Let T ∈ B(X) with ‖T ‖ = 1. Then ‖(Φ −Ψ )(T )‖ < ε and Lemma 2.1(8) yields
sp
(
Φ(T )
)= sp(Ψ (T )+ (Φ −Ψ )(T ))⊂ spε(Ψ (T )). (5.16)
We now claim that
spε
(
Ψ (T )
)⊂ spε‖Ψ ‖(T ). (5.17)
Indeed, if z ∈ spε(Ψ (T )), then
ε−1 <
∥∥(zIY −Ψ (T ))−1∥∥= ∥∥Ψ ((zIX − T )−1)∥∥ ‖Ψ ‖∥∥(zIX − T )−1∥∥
and therefore z ∈ spε‖Ψ ‖(T ). On the other hand, since ‖Ψ ‖ < ε + ‖Φ‖, (5.16) and (5.17) give
sp
(
Φ(T )
)⊂ spε(Ψ (T ))⊂ spε‖Ψ ‖(T ) ⊂ spε(ε+‖Φ‖)(T ),
as required. 
Theorem 5.10. Let H be a separable Hilbert space. Then the following assertions hold.
(1) For each K,ε > 0 there is δ > 0 such that if Φ : B(H) → B(H) is a bijective linear map
with
sp
(
Φ(T )
)⊂ spδ(T ) (T ∈ B(H), ‖T ‖ = 1)
and ‖Φ‖,‖Φ−1‖ < K , then
‖Φ −Ψ ‖ < ε
for some automorphism or anti-automorphism Ψ : B(H) → B(H).
(2) For each K,ε > 0 there is δ > 0 such that if Φ : B(H) → B(H) is a continuous linear map
with ‖Φ‖ < K and
‖Φ − Ψ ‖ < δ
for some automorphism or anti-automorphism Ψ : B(H) → B(H), then
sp
(
Φ(T )
)⊂ spε(T ) (T ∈ B(H), ‖T ‖ = 1).
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Φ : B(H) → B(H) is a linear map with jmult(Φ) < , K−1 < κ(Φ), and ‖Φ‖ < K , then ‖Φ −
Ψ ‖ < ε′ for some epimorphism or anti-epimorphism Ψ : B(H) → B(H). We now apply Theo-
rem 5.8(1) to get δ > 0 such that if Φ : B(X) → B(Y ) is a bijective linear map with sp(Φ(T )) ⊂
spδ(T ) (T ∈ B(X),‖T ‖ = 1) and ‖Φ‖,‖Φ−1‖ < K , then min{mult(Φ), amult(Φ)} < . Then
jmult(Φ) <  and K−1 < κ(Φ), which implies that ‖Φ − Ψ ‖ < ε′ for some epimorphism or
anti-epimorphism Ψ : B(H) → B(H). Finally, since Φ is invertible and ‖Φ −Ψ ‖ < 1, it follows
that Ψ is invertible and therefore that Ψ is either an automorphism or an anti-automorphism.
The task is now to prove the second assertion. Let ε > 0. Then we take δ > 0 such that
δ(δ + K) < ε. Suppose that Φ : B(H) → B(H) is a continuous linear map with ‖Φ‖ < K and
‖Φ − Ψ ‖ < δ for some automorphism or anti-automorphism Ψ : B(H) → B(H). On account of
Lemma 5.9, we have sp(Φ(T )) ⊂ spε(T ) for each T ∈ B(H) with ‖T ‖ = 1. 
5.3. Maps approximately preserving the spectrum
We now address the question of identifying the multiplicativity through the property (5.4).
Theorem 5.11. Let X and Y be superreflexive Banach spaces. Then for each k,K, ε > 0 there is
δ > 0 such that if Φ : B(X) → B(Y ) is a surjective linear map with
distH
(
sp
(
Φ(T )
)
, sp(T )
)
< δ
(
T ∈ B(X), ‖T ‖ = 1),
κ(Φ) > k, and ‖Φ‖ < K , then
min
{
mult(Φ), amult(Φ)
}
< ε.
Proof. This result follows by the same method as in Theorem 5.8. On the contrary, suppose that
there exist K,τ > 0 and a sequence (Φn) of surjective linear maps from B(X) onto B(Y ) such
that
sup
‖T ‖=1
distH
(
sp
(
Φn(T )
)
, sp(T )
)→ 0, (5.18)
κ(Φn) > k, ‖Φn‖ < K (n ∈ N), (5.19)
and
min
{
mult(Φn), amult(Φn)
}
 τ (n ∈ N). (5.20)
Let (εn) be a sequence of positive numbers with
lim εn = 0
and
sup
‖T ‖=1
distH
(
sp
(
Φn(T )
)
, sp(T )
)
< εn (n ∈ N).
On account of (5.18), the definition of the Hausdorff distance, and (6), we have
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(
Φn(T )
)⊂ sp(T )+ εnD ⊂ spεn(T ) (T ∈ B(X), ‖T ‖ = 1) (5.21)
and
sp(T ) ⊂ sp(Φn(T ))+ εnD ⊂ spεn(Φn(T )) (T ∈ B(X), ‖T ‖ = 1) (5.22)
for each n ∈ N. On account of (5.19), we can consider the continuous linear operator
Φ = (Φn) : B(X)U ⊂ B
(
XU
)→ B(Y )U ⊂ B(Y U ).
From (5.19) and Lemma 2.5, it follows that κ(Φ) = limU κ(Φn)  k so that Φ is a continuous
surjective linear map from B(X)U onto B(Y )U .
We claim that Φ preserves the spectrum. Let T ∈ B(X)U . On account of (5.21) and the prop-
erty that κ(Φn) > k for each n ∈ N, we can arrive at
spε/(k+1)
(
Φ(T)
)⊂ spε(T) (ε > 0)
just in the same manner as in the first step of the proof of Theorem 5.8. Here the sequence (1/n)
is being replaced by the sequence (εn). We thus have
sp
(
Φ(T)
)=⋂
ε>0
spε/(k+1)
(
Φ(T)
)⊂⋂
ε>0
spε(T) = sp(T).
We now prove the converse inclusion in much the same way, the only difference being in the
application of Lemma 5.7 instead of Lemma 5.6. We begin by proving that
spε/(K+1)(T) ⊂ spε
(
Φ(T)
)
(ε > 0). (5.23)
Let 0 < ε and pick ε <  < (1 + 1/K)ε. On account of (5.22) and the property that ‖Φn‖ < K
for each n ∈ N, Lemma 5.7 now gives
sp/(K+1)(Tn) ⊂ spεn(‖Tn‖+/(K+1))+K/(K+1)
(
Φn(Tn)
)
(n ∈ N).
Since limU εn(‖Tn‖ + /(K + 1)) + K/(K + 1) = K/(K + 1) < ε, Lemma 2.3 now estab-
lishes (5.23). Hence
sp(T) =
⋂
ε>0
spε/(K+1)(T) ⊂
⋂
ε>0
spε
(
Φ(T)
)= sp(Φ(T)),
as desired.
Finally, since Φ is a surjective linear map preserving the spectrum and, by Lemma 2.2, B(X)U
and B(Y )U are standard operator algebras on XU and Y U , respectively, from Theorem 5.1(2) we
see that Φ is either a homomorphism or an anti-homomorphism. By Lemma 3.4,
lim
U
min
{
mult(Φn), amult(Φn)
}= min{mult(Φ), amult(Φ)}= 0,
contrary to (5.20). 
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such that if Φ : B(H) → B(H) is a surjective linear map with
distH
(
sp
(
Φ(T )
)
, sp(T )
)
< δ
(
T ∈ B(H), ‖T ‖ = 1),
κ(Φ) > k, and ‖Φ‖ < K , then
‖Φ −Ψ ‖ < ε
for some automorphism or anti-automorphism Ψ : B(H) → B(H).
Proof. The proof of the first part of Theorem 5.10 carries over to this result, the only difference
being in the application of Theorem 5.11 instead of Theorem 5.8(1). 
Remark 5.13. It should be pointed out that we have given up providing in Theorems 5.11
and 5.12 the corresponding version of assertion (2) in Theorems 5.8 and 5.10 because of the
instability of the spectrum under small perturbations.
Question 5.14. Is it possible to remove the superreflexivity from the spaces X and Y in Theo-
rems 5.8 and 5.11? Which conditions on the Banach spaces X and Y imply that Theorems 5.8
and 5.11 still work?
Question 5.15. Does Theorems 5.10 and 5.12 still work with H replaced by a superreflexive
Banach space X? Which conditions on the Banach space X imply that Theorems 5.10 and 5.12
remain valid with H replaced by X?
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