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Variational inequalities
for the spectral fractional Laplacian
Roberta Musina∗ and Alexander I. Nazarov†
Abstract
In this paper we study the obstacle problems for the Navier (spectral) fractional
Laplacian (−∆Ω)
s
of order s ∈ (0, 1), in a bounded domain Ω ⊂ Rn.
1 Introduction
Let Ω be a bounded and Lipschitz domain in Rn, n ≥ 1. Given s ∈ (0, 1), a measurable
function ψ on Ω and f ∈ H˜s(Ω)′, we consider the variational inequality
u ∈ Ksψ , 〈(−∆Ω)
s u− f, v − u〉 ≥ 0 ∀v ∈ Ksψ . (PΩ(ψ, f)) eq:vi
Here (−∆Ω)
s is the spectral (or Navier) fractional Laplacian, that is the s-th power of
the standard Laplacian in the sense of spectral theory, and
Ksψ =
{
v ∈ H˜s(Ω) | v ≥ ψ a.e. on Ω
}
.
We will always assume that the closed and convex set Ksψ is not empty, also when not
explicitly stated.
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Problem PΩ(ψ, f) admits a unique solution u, that can be characterized as the
unique minimizer for
inf
v∈Ks
ψ
1
2
〈(−∆Ω)
s v, v〉 − 〈f, v〉 . (1) eq:minimization
The variational inequality PΩ(ψ, f) is naturally related to the free boundary problem

u ≥ ψ , (−∆Ω)
s u ≥ f in Ω
(−∆Ω)
s u = f in {u > ψ}
u = 0 in Rn \ Ω
(2) eq:problem
as well. In fact, it is easy to show that any solution u ∈ H˜s(Ω) to (2) satisfies PΩ(ψ, f),
see Remark 4.4. The converse needs more care. One of the main motivations of the
present paper was indeed to find out mild regularity assumptions on the data, to have
that the solution u to PΩ(ψ, f) solves the free boundary problem (2).
Problem (2) has been largely investigated in case (−∆Ω)
s is replaced by the ”Dirich-
let” Laplacian (−∆)s, that is defined via the Fourier transform by
F [(−∆)su](ξ) = |ξ|2sF [u](ξ) =
|ξ|2s
(2π)n/2
∫
Rn
e−i ξ·xu(x) dx , (3) eq:fourier
see Section 6 for details. On this subject, we cite the pioneering paper [24] by Louis E.
Silvestre, [2, 4, 6, 10, 20, 21, 23] and references there-in, with no attempt to provide a
complete list.
As far as we know, the variational inequality PΩ(ψ, f) and the free boundary prob-
lem (2) has never been discussed before. Actually, the ”Navier” case is more challenging,
because of the dependence of the differential operator (−∆)s on the domain. This extra
difficulty led us to investigate in Section 2 the dependence Ω 7→ (−∆Ω)
s. The results
there, and in particular Lemmata 2.2, 2.3 might have an independent interest and could
open new research directions, see Remark 2.4.
In Section 3 we focus our attention on the action of (−∆Ω)
s on truncations v 7→ v±.
The results here are essentially used in the remaining part of the paper, as they provide
the needed tools to construct test functions for PΩ(ψ, f). Once we have developed
the above mentioned tools, we indicate how to modify the arguments in [20] to find
out useful equivalent formulations and continuous dependence results for PΩ(ψ, f), see
Section 4.
Section 5 is entirely dedicated to regularity results. Most of the proofs here follows
the outlines of the proofs in [20]. However here again more attention is needed because
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of the dependence Ω 7→ (−∆Ω)
s; the preliminary results in Section 2 will be crucially
used in the proof of our main regularity result, that is stated in Theorem 5.1.
In the last section we take f = 0 and compare the solution to PΩ(ψ, f) with the
solution of the corresponding variational inequality with Dirichlet fractional operator
(−∆)s. The main result is stated in Theorem 6.3.
Notation. For a bounded and Lipschitz domain Ω ⊂ Rn we denote by −∆Ω the conventional Dirichlet
Laplacian in Ω, that is the self-adjoint operator in L2(Ω) defined by its quadratic form
〈−∆Ωu, u〉 = ‖∇u‖
2
2, u ∈ H
1
0 (Ω).
We denote by λj , j ≥ 1, the eigenvalues of −∆Ω arranged in a non-decreasing unbounded sequence,
according to their multiplicities. Corresponding eigenfunctions
ϕj ∈ H
1
0 (Ω) , −∆ϕj = λjϕj , j ≥ 1,
form an orthogonal bases in L2(Ω) and in H10 (Ω), and we assume them orthonormal in L
2(Ω).
For u ∈ H10 (Ω) we have
u =
∞∑
j=1
( ∫
Ω
uϕj
)
ϕj , −∆Ωu =
∞∑
j=1
λj
( ∫
Ω
uϕj
)
ϕj ,
where the first series converges in H10 (Ω), while the second one has to be intended on the sense of
distributions. Thus
‖u‖22 =
∞∑
j=1
(∫
Ω
uϕj
)2
, 〈−∆Ωu, u〉 =
∞∑
j=1
λj
( ∫
Ω
uϕj
)2
.
Next, take s ∈ (0, 1). The “Navier” (or spectral) fractional Laplacian of order s on Ω is defined
by the series (in the sense of distributions)
(−∆Ω)
s
u =
∞∑
j=1
λsj
( ∫
Ω
uϕj
)
ϕj .
It is known that the domain of the corresponding quadratic form 〈(−∆Ω)
s
u, u〉 is the space
H˜s(Ω) := {u ∈ Hs(Rn) | u ≡ 0 on Rn \ Ω},
see for instance [18, Lemma 1]. The standard reference for the Sobolev space Hs(Rn) is the monograph
[26] by Triebel. We endow H˜s(Ω) with the Hilbertian norm
‖u‖2
H˜s(Ω)
= 〈(−∆Ω)
s
u, u〉 = ‖ (−∆Ω)
s
2 u‖22 .
Notice that ϕj is the eigenfunction of (−∆Ω)
s corresponding to the eigenvalue λsj . That is, (−∆Ω)
s is
the s-th power of −∆Ω in the sense of spectral theory.
We recall here some basic facts from [25]. For u ∈ H˜s(Ω) we put
E(w) =
∞∫
0
∫
Rn
y1−2s|∇w(x, y)|2 dxdy ,
WΩu =
{
w(x, y) | E(w) <∞ , w
∣∣
y=0
= u , w(·, y) ≡ 0 on Rn \ Ω
}
.
3
The minimization problem
inf
w∈WΩ
u
E(w) (MΩu ) eq:CSmini
has a unique solution wΩu : R
n × R+ −→ R, that solves the Dirichlet problem
−div(y
1−2s∇w) = 0 in Ω× R+;
w(·, y) ≡ 0 on (Rn \ Ω)× R+, w
∣∣
y=0
= u.
(LΩu ) eq:ST
The results in [25, Theorem 1.1] (see also Section 2 there-in), and integration by parts imply that
〈(−∆Ω)
s
u, u〉 = cs E(w
Ω
u ) , (4) eq:ST_energy
for an explicitly known constant cs > 0. In addition, we have that
(−∆Ω)
s
u(x) = −cs lim
y→0+
y1−2s∂yw
Ω
u (x, y) = −2scs lim
y→0+
wΩu (x, y)− u(x)
y2s
, (5) eq:neumann
where the limits have to be intended in the sense of distributions.
From (LΩu ) and (5) it follows that for any function w on R
n×R+ with finite energy E(w), one has
cs
∞∫
0
∫
Rn
y1−2s∇wΩu · ∇w dxdy = 〈(−∆Ω)
s
u,w
∣∣
y=0
〉 . (6) eq:w_variational
2 Dependence of the Navier Laplacian on Ω
S:ST
The following statement was in fact proved in [18], see also [19]. We give it with full
proof for reader’s convenience.
L:lemma2 Lemma 2.1 Let Ω, Ω˜ be bounded and Lipschitz domains in Rn, with Ω ⊂ Ω˜. Let
u ∈ H˜s(Ω), u 6≡ 0. Then
〈
(
−∆Ω˜
)s
u, u〉 < 〈(−∆Ω)
s u, u〉. (7) eq:monotonicity
Moreover, if u ≥ 0 then
(
−∆Ω˜
)s
u < (−∆Ω)
s u in the distributional sense on Ω.
Proof. Let wΩu , w
Ω˜
u be the solutions to the minimization problems (M
Ω
u ), (M
Ω˜
u ),
respectively. Since H˜s(Ω) ⊂ H˜s(Ω˜), then WΩu ⊂ W
Ω˜
u and therefore E(w
Ω˜
u ) ≤ E(w
Ω
u ).
Now notice that wΩ˜u is nontrivial and analytic on Ω˜×R+, because it solves (L
Ω˜
u ). Hence
it can not vanish in (Ω˜ \ Ω) × R+, that trivially gives w
Ω˜ 6= wΩu and E(w
Ω
u ) < E(w
Ω˜
u ).
Inequality (7) readily follows from (4).
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Notice that if u ≥ 0 then wΩ˜u is positive on Ω˜×R+ by the maximum principle. The
function W := wΩ˜u − w
Ω
u solves
−div(y
1−2s∇W ) = 0 in Ω× R+
W (·, y) > 0 on (Ω˜ \ Ω)× R+ , W
∣∣
y=0
= 0,
and the maximum principle gives W > 0 on Ω × R+. Applying the Hopf-Oleinik
boundary point lemma (see [17], [1]) to the function W (x, t
1
2s ), we obtain
0 < 2s lim
y→0+
W (x, y)−W (x, 0)
y2s
= lim
y→0+
y1−2s
(
∂yw
Ω˜
u − ∂yw
Ω
u
)
, x ∈ Ω.
The conclusion readily follows from (5). 
Now let Ωh, h ≥ 1, be a sequence of uniformly Lipschitz domains such that
Ω ⊂ Ωh ⊆
{
x ∈ Rn | d(x,Ω) <
1
h
}
. (8) domains
It is convenient to regard at H˜s(Ω), s ∈ (0, 1], as a subspace of H˜s(BR), where BR is an
open ball containing Ωh, so that we have continuous embeddings H˜
s(Ω) →֒ H˜s(Ωh) →֒
H˜s(BR). In particular, H
1
0 (Ω) →֒ H
1
0 (Ωh) →֒ H
1
0 (BR).
It is easy to show that the domains Ωh γ-converge to Ω as h → ∞. That is, for
any f ∈ L2(BR), we have vh → v in H
1
0 (BR), where the functions vh ∈ H
1
0 (Ωh) and
v ∈ H10 (Ω) are defined via
−∆Ωhvh = f in Ωh , −∆Ωv = f in Ω.
Let us recall some facts from [9, Lemma XI.9.5], see also [12, Theorem 2.3.2] and [3,
Example 2.1]. The γ-convergence of the domains implies that the eigenvalues and
eigenfunctions of −∆Ωh converge, respectively, to the eigenvalues and eigenfunctions of
−∆Ω. More precisely, it turns out that
λhj → λj , ϕ
h
j → ϕj in H
1
0 (BR) as h→∞, (9) eq:i)
provided that eigenfunctions corresponding to multiple eigenvalues are suitably chosen.
Now we start to study the behavior of the fractional Laplacian (−∆Ωh)
s as h→∞.
The next lemma, of independent interest, will be crucially used in the proof of our
regularity results.
L:eige_ueps Lemma 2.2 Let uh ∈ H˜
s(Ωh) be a bounded sequence in H˜
s(Ωh) such that uh → u in
L2(BR). Then u ∈ H˜
s(Ω) and
〈(−∆Ω)
s u, u〉 ≤ lim inf
h→∞
〈(−∆Ωh)
suh, uh〉 .
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Proof. Clearly, u is the weak limit of the sequence uh in H˜
s(BR) and uh → u almost
everywhere. Hence u ∈ H˜s(Ω). Next, for any integer m ≥ 1 we have that
〈(−∆Ωh)
suh, uh〉 ≥
m∑
j=1
(λhj )
s
(∫
Ω
uhϕ
h
j
)2
=
m∑
j=1
λsj
(∫
Ω
uϕj
)2
+ oh(1)
by (9). Thus
lim inf
h→∞
〈(−∆Ωh)
suh, uh〉 ≥
m∑
j=1
λsj
(∫
Ω
uϕj
)2
.
Taking the limit as m→∞ we infer
lim inf
h→∞
〈(−∆Ωh)
su, u〉 ≥
∞∑
j=1
λsj
(∫
Ω
uϕj
)2
= 〈(−∆Ω)
s u, u〉,
that ends the proof. 
L:eige_ueps2 Lemma 2.3 Let u ∈ H˜s(Ω). Then
i) lim
h→∞
〈(−∆Ωh)
su, u〉 = 〈(−∆Ω)
s u, u〉;
ii) (−∆Ωh)
su→ (−∆Ω)
s u weakly in H˜s(Ω)′ .
Proof. The first claim is an immediate consequence of Lemmata 2.1 and 2.2. Now
take any test function v ∈ H˜s(Ω) and use i) to get
4〈(−∆Ωh)
su, v〉 = 〈(−∆Ωh)
s(u+ v), (u+ v)〉 − 〈(−∆Ωh)
s(u− v), (u− v)〉
= 〈(−∆Ω)
s (u+ v), (u+ v)〉 − 〈(−∆Ω)
s (u− v), (u− v)〉+ oh(1)
= 4〈(−∆Ω)
s u, v〉+ oh(1). 
R:Gamma Remark 2.4 Let us introduce the functionals L2(BR)→ R ∪ {∞},
QΩs (u) =

〈(−∆Ω)
s u, u〉 if u ∈ H˜s(Ω);
∞ otherwise.
Lemma 2.2 and i) in Lemma 2.3 say that QΩs is the Γ-limit of the sequence Q
Ωh
s . One can
wonder if this fact holds for any sequence of perturbating domains Ωh that γ-converges
to Ω. For s = 1, answer is positive, see [8, Theorem 13.12]. Differently from the
fractional case s ∈ (0, 1), for s = 1 the quadratic forms QΩh1 and Q
Ω
1 coincide on the
intersection of their domains.
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3 Truncations
S:truncations
Truncation operators play an important role in studying obstacle problems. For mea-
surable functions v, w we put
v ∨ w = max{v, w} , v ∧ w = min{v, w} , v+ = v ∨ 0 , v− = −(v ∧ 0),
so that v = v+ − v− and |v| = v+ + v−. It is well known that v ∨ w ∈ Hs(Rn) and
v ∧ w ∈ Hs(Rn) if v, w ∈ Hs(Rn). In addition it holds that
(v +m)− , (v −m)+ , v ∧m ∈ H˜s(Ω)
for any v ∈ H˜s(Ω), m ≥ 0, see [20, Lemma 2.4].
L:m_new Lemma 3.1 Let v ∈ H˜s(Ω) and m ≥ 0.
i) If (v +m) changes sign, then
〈(−∆Ω)
sv, (v +m)−〉+ ‖ (−∆Ω)
s
2 (v +m)−‖22 < 0;
ii) If (v −m) changes sign, then
〈(−∆Ω)
sv, (v −m)+〉 − ‖ (−∆Ω)
s
2 (v −m)+‖22 > 0;
iii) If (v −m) changes sign, then
‖ (−∆Ω)
s
2 (v ∧m)‖22 < ‖ (−∆Ω)
s
2 v‖22 − ‖ (−∆Ω)
s
2 (v −m)+‖22.
Proof. Let wΩv be the solution to the minimization problem (M
Ω
v ), and let w
Ω
(v+m)− be
the solution to (MΩ(v+m)−). Since (w
Ω
v +m)
− ∈ WΩ(v+m)− , we have
E((wΩv +m)
−) ≥ E(wΩ(v+m)−) . (10) eq:CSstrict
In addition, from (6) we get
cs
∞∫
0
∫
Rn
y1−2s∇wΩv · ∇(w
Ω
v +m)
− dxdy = 〈(−∆Ω)
s v, (v +m)−〉. (11) eq:WW
It is well known that ∇wΩv · ∇(w
Ω
v + m)
− = −|∇(wΩv + m)
−|2 a.e. in Ω × R+. Thus
(11), (10) and (4) give
〈(−∆Ω)
s v, (v +m)−〉 = −csE((w
Ω
v +m)
−)
≤ −csE(w
Ω
(v+m)−) ≤ −‖ (−∆Ω)
s
2 (v +m)−‖22 , (12)
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and i) with a large inequality follows.
Now assume that equality holds in i). We have to show that v+m is nonnegative or
nonpositive. Since equality holds everywhere in (12), then E((wΩv +m)
−) = E(wΩ(v+m)−).
We infer that (wΩv +m)
− = wΩ(v+m)− , as the minimization problem (M
Ω
(v+m)−) admits
a unique solution. Whence, (wΩv + m)
− solves (LΩ(v+m)−) with nonnegative boundary
datum (v +m)−. By the maximum principle either (wΩv +m)
− ≡ 0, i.e. v +m ≥ 0; or
(wΩv +m)
− > 0 in Ω× R+, that is, w
Ω
v +m < 0 in Ω × R+ and v +m ≤ 0 on Ω. This
gives i). To check ii) notice that (v −m)+ = ((−v) +m)− and then use i) with (−v)
instead of v.
Finally, we write v ∧m = v − (v −m)+ and use ii) to get
‖ (−∆Ω)
s
2 (v ∧m)‖22 = ‖ (−∆Ω)
s
2 v‖22 − 2〈(−∆Ω)
s v, (v −m)+〉+ ‖ (−∆Ω)
s
2 (v −m)+‖22
< ‖ (−∆Ω)
s
2 v‖22 − ‖ (−∆Ω)
s
2 (v −m)+‖22 .
Thus iii) holds true, and the lemma is completely proved. 
Remark 3.2 For the Dirichlet fractional Laplacian the inequalities i)–iii) were proved
in [20, Lemma 2.4] with large signs. Arguing as above and using the Caffarelli-Silvestre
extension [5] instead of [25] we can get complete “Dirichlet” analog of Lemma 4.1.
R:MP Remark 3.3 Taking m = 0 in Lemma 3.1 we obtain the ”Navier” counterpart of [20,
Lemma 2.1]. The statement iii) in this case can be rewritten as follows: for v ∈ H˜s(Ω)
with v+, v− 6= 0
〈(−∆Ω)
s v+, v−〉 = 〈(−∆Ω)
s v−, v+〉 < 0.
Next, we notice that ii) in Lemma 3.1 with m = 0 gives the well known weak maximum
principle for (−∆Ω)
s. A strong maximum principle was proved in [7, Lemma 2.4].
Namely, if u ∈ H˜s(Ω) \ {0} and (−∆Ω)
s u ≥ 0 in Ω then u is bounded away from zero
on every compact set K ⊂ Ω.
R:continuity Remark 3.4 Assume vh → v in H˜
s(Ω). Then ‖ (−∆Ω)
s
2 (v±h −v)‖2 → 0. For the proof,
recall that ‖ (−∆Ω)
s
2 · ‖2 equivalent to the norm in H˜
s(Ω) that is induced by Hs(Rn), see
[18, Corollary 1]; then use the continuity of truncation operators v 7→ v± in Hs(Rn),
see for instance [22, Theorem 5.5.2/3].
4 Equivalent formulations
and continuous dependence results
S:equivalent
We start by recalling the notion of (distributional) supersolution.
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Definition 4.1 A function U ∈ H˜s(Ω) is a supersolution for (−∆Ω)
s v = f if
〈(−∆Ω)
s U − f, ϕ〉 ≥ 0 for any ϕ ∈ H˜s(Ω), ϕ ≥ 0.
Thanks to the results in the previous section, the arguments in [20, Section 3] can be
easily adapted to cover the problem PΩ(ψ, f). We start by pointing out some equivalent
formulations for PΩ(ψ, f). For the proof, argue as for [20, Theorem 3.2].
T:sup Theorem 4.2 Let u ∈ Ksψ. The following sentences are equivalent.
a) u is the solution to the problem PΩ(ψ, f);
b) u is the smallest supersolution for (−∆Ω)
s v = f in the convex set Ksψ. That is,
U ≥ u almost everywhere in Ω, for any supersolution U ∈ Ksψ;
c) u is a supersolution for (−∆Ω)
s v = f and
〈(−∆Ω)
s u− f, (v − u)−〉 = 0 for any v ∈ Ksψ.
d) 〈(−∆Ω)
s v − f, v − u〉 ≥ 0 for any v ∈ Ksψ.
The next corollary is an immediate consequence of a)⇒ b) in Theorem 4.2.
compare_f Corollary 4.3 Let f1, f2 ∈ H˜
s(Ω)′ and let ui be the solution to PΩ(ψ, fi), i = 1, 2. If
f1 ≥ f2 in the sense of distributions, then u1 ≥ u2 a.e. in Ω.
R:uniqueness Remark 4.4 Let u ∈ Ksψ be such that (−∆Ω)
s u ≥ f in Ω. Then (−∆Ω)
s u − f can
be identified with a nonnegative Radon measure on Ω. Assume that the support of
this measure is contained in the coincidence set {u = ψ}, so that u solves the free
boundary problem (2). Let v ∈ Ksψ. Since (v − u)
− vanishes on {u = ψ}, we have
〈(−∆Ω)
s u− f, (v − u)−〉 = 0. Hence u solves PΩ(ψ, f) by Theorem 4.2.
Now we can state our continuous dependence results. The proof of the next theorem
is totally similar to the proof of Theorem 4.1 in [20], and we omit it.
T:bounded1 Theorem 4.5 Let ψ1, ψ2 be given obstacles, f ∈ H˜
s(Ω)′ and let ui be solutions to
PΩ(ψi, f), i = 1, 2. If ψ1 − ψ2 ∈ L
∞(Ω), then the difference u1 − u2 is bounded, and
i) ‖(u1 − u2)
+‖∞ ≤ ‖(ψ1 − ψ2)
+‖∞ , ii) ‖(u1 − u2)
−‖∞ ≤ ‖(ψ1 − ψ2)
−‖∞.
In particular, ‖u1 − u1‖∞ ≤ ‖ψ1 − ψ2‖∞.
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C:infty Corollary 4.6 Let ψ ∈ L∞(Ω) and f ∈ Lp(Ω), with p ∈ (1,∞), p > n/2s. Let
u ∈ H˜s(Ω) be the solution to PΩ(ψ, f). Then u ∈ L
∞(Ω) and
ψ ∨ ωf ≤ u ≤ ‖ψ
+‖∞ + c‖f
+‖p a.e. in Ω, (13) eq:Linf
where ωf solves the problem
(−∆Ω)
s ωf = f in Ω , ωf ∈ H˜
s(Ω), (14) eq:e
and c depends only on n, s, p and Ω. In particular, if f = 0 then
ψ+ ≤ u ≤ ‖ψ+‖∞ .
Proof. Notice that f ∈ H˜s(Ω)′ by Sobolev embedding theorem. Since u is supersolu-
tion of (14), the first inequality in (13) follows by the maximum principle in Remark 3.3.
To prove the second inequality in (13) we introduce the functions ωNf+ , ω
D
f+ ∈ H˜
s(Ω) via
(−∆Ω)
s ωNf+ = (−∆)
sωDf+ = f
+ in Ω.
It has been proved in [20], proof of Corollary 4.2, that ωDf+ ≤ c‖f
+‖p, where the constant
c > 0 does not depend on f .
Next, ωDf+ ≥ 0 by the maximum principle. Therefore, (−∆Ω)
s ωDf+ ≥ (−∆)
sωDf+ in Ω
by [18, Theorem 1]. Thus (−∆Ω)
s (ωDf+ −ω
N
f+) ≥ 0 in Ω, that implies ω
D
f+ ≥ ω
N
f+ by the
maximum principle in Remark 3.3. In particular we have ωNf+ ≤ c‖f
+‖p a.e. in Ω.
Now let u1 be the unique solution of PΩ(ψ, f
+). We can consider ωNf+ as the solution
of the problem PΩ(ωf+ , f
+), so that Theorem 4.5 gives
u ≤ (u1 − ω
N
f+)
+ + ωNf+ ≤ ‖(ψ − ω
N
f+)
+‖∞ + ω
N
f+ ,
and the second inequality in (13) readily follows. 
To prove the next continuous dependence results, argue as in [20], proofs of Theo-
rems 4.3 and 4.4, respectively.
T:Linfty Theorem 4.7 Let ψh ∈ L
∞(Ω) be a sequence of obstacles and let f ∈ H˜s(Ω)′ be given.
Assume that there exists v0 ∈ H˜
s(Ω), such that v0 ≥ ψh for any h.
Denote by uh the solution to the obstacle problem PΩ(ψh, f). If ψh → ψ in L
∞(Ω),
then uh → u in H˜
s(Ω), where u is the solution to the limiting problem PΩ(ψ, f).
T:Hs2 Theorem 4.8 Let ψh ∈ H
s(Rn) be a sequence of obstacles such that ψ+h ∈ H˜
s(Ω), and
let fh be a sequence in H˜
s(Ω)′. Assume that
ψh → ψ in H
s(Rn), and fh → f in H
s(Rn)′.
Denote by uh the solution to the obstacle problem PΩ(ψh, fh). Then uh → u in H˜
s(Ω),
where u is the solution of the limiting obstacle problem PΩ(ψ, f).
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5 Regularity results
S:regularity1
Let u be the solution to PΩ(ψ, f). In this Section we provide estimates of the Radon
measure (−∆Ω)
s u − f ≥ 0 in Ω and a regularity result for u. The results in Section 2
will be largely used.
Recall that ωf is the solution to the boundary value problem (14).
T:measure Theorem 5.1 Assume that f ∈ H˜s(Ω)′ and that f, ψ satisfy the following conditions.
A1) (ψ − ωf)
+ ∈ H˜s(Ω);
A2) (−∆Ω)
s (ψ − ωf)
+ − f is a locally finite signed measure on Ω.
Let u ∈ H˜s(Ω) be the solution to PΩ(ψ, f). Then
0 ≤ (−∆Ω)
s u− f ≤ ((−∆Ω)
s (ψ − ωf)
+ − f)+ in the distributional sense on Ω.
Proof. The first step is quite similar to the Dirichlet case ([20, Theorem 1.1]) and is
based on the penalty method by Lewy-Stampacchia [15].
Notice that we can assume f = 0, ψ ∈ H˜s(Ω) and ψ ≥ 0 in Ω. In fact, since
u − ωf ∈ H˜
s(Ω) and (−∆Ω)
s (u − ωf ) ≥ 0, then u − ωf ≥ 0 in Ω by the maximum
principle in Remark 3.3. Thus u − ωf ≥ ψ ∨ ωf − ωf = (ψ − ωf)
+ and u − ωf solves
the obstacle problem PΩ((ψ − ωf )
+, 0).
In conclusion, we only have to show that
0 ≤ (−∆Ω)
s u ≤ ((−∆Ω)
s ψ)+ in the distributional sense on Ω, (15) eq:ineq
where u solves PΩ(ψ, 0) and ψ is a nonnegative obstacle in H˜
s(Ω), such that (−∆Ω)
s ψ
is a measure on Ω. The first inequality in (15) holds by Theorem 4.2.
Now we prove the following claim:
Assume (−∆Ω)
s ψ ∈ Lp(Ω) for any p > 1. Then (15) holds. (16) eq:step1
We take p ≥ 2n
n+2s
, that is needed only if n > 2s. Then H˜s(Ω) →֒ Lp
′
(Ω) and Lp(Ω) ⊂
H˜s(Ω)′ by Sobolev embeddings. In particular ((−∆Ω)
s ψ)+ ∈ H˜s(Ω)′. Take a function
θε ∈ C
∞(R) such that 0 ≤ θε ≤ 1, and θε(t) = 1 for t ≤ 0, θε(t) = 0 for t ≥ ε. Let
uε ∈ H˜
s(Ω) be the unique solution to
(−∆Ω)
s uε = θε(uε − ψ) ((−∆Ω)
s ψ)+ in Ω. (17) eq:penalty
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Notice that (1 − θε(uε − ψ))(ψ − uε)
+ = 0 a.e. in Ω. Therefore, using ii) in Lemma
3.1 with v = ψ − uε and m = 0 one gets (ψ − uε)
+ ≡ 0. In particular we infer that
uε ∈ K
s
ψ. On the other hand, (−∆Ω)
s uε ≥ 0; thus uε ≥ u by b) in Theorem 4.2.
Next, notice that (−∆Ω)
s (uε−u) ≤ (−∆Ω)
s uε and that θε(uε−ψ)(uε−u−ε)
+ = 0
a.e. in Ω. Then again ii) in Lemma 3.1 plainly implies (uε−u−ε)
+ ≡ 0. In conclusion,
we have u ≤ uε ≤ u+ε, hence ‖uε−u‖∞ → 0 as h→∞. Therefore, for any nonnegative
test function ϕ ∈ C∞0 (Ω) we have that
〈(−∆Ω)
s u, ϕ〉 =
∫
Ω
u (−∆Ω)
s ϕdx =
∫
Ω
uε (−∆Ω)
s ϕdx+ oε(1)
= 〈(−∆Ω)
s uε, ϕ〉+ oε(1) ≤ 〈((−∆Ω)
s ψ)+, ϕ〉+ oε(1).
Thus, (−∆Ω)
s u ≤ ((−∆Ω)
s ψ)+ in the distributional sense in Ω, and (16) is proved.
The second step uses an approximation argument that requires to enlarge the domain
Ω. It needs more care than in the Dirichlet case, because of the dependence of the Navier
quadratic form on the domain. Let Ωh ⊃ Ω, h ≥ 1, be a sequence of uniformly Lipschitz
domains satisfying (8). The convex set
Kh(ψ) = {v ∈ H˜
s(Ωh) | v ≥ ψ a.e. on R
n }
contains Ksψ, hence it is not empty. Let uh ∈ H˜
s(Ωh) be the solution to
uh ∈ Kh(ψ) , 〈(−∆Ωh)
suh, v − uh〉 ≥ 0 ∀v ∈ Kh(ψ) . (PΩh) eq:eps
We claim that
(−∆Ωh)
suh ≤ ((−∆Ω)
s ψ)+ in the distributional sense on Ω. (18) eq:claim1
Fix h, and approximate ψ with a sequence of smooth obstacles ψk = ψ ∗ ρk, where
supp(ρk) ⊂ B 1
k
. For k large enough we have ψk ∈ C∞0 (Ωh). In addition ψ
k → ψ in
H˜s(BR) as k →∞, where BR is any ball containing Ωh. Now, let u
k
h ∈ H˜
s(Ωh) be the
solution to the obstacle problem
ukh ∈ Kh(ψ
k) , 〈(−∆Ωh)
sukh, v − u
k
h〉 ≥ 0 ∀v ∈ Kh(ψ
k) . (PkΩh) eq:vih
Then ukh → uh in H˜
s(Ωh) as k →∞ by Theorem 4.8, and (16) gives
(−∆Ωh)
sukh ≤ ((−∆Ωh)
sψk)+ in the distributional sense on Ω. (19) eq:eps_h
Next, ((−∆Ωh)
sψ)+ ∗ ρk is a nonnegative smooth function, and
((−∆Ωh)
sψ)+ ∗ ρk ≥ ((−∆Ωh)
sψ) ∗ ρk = (−∆Ωh)
sψk.
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Thus ((−∆Ωh)
sψ)+ ∗ ρh ≥ ((−∆Ωh)
sψk)+, and (19) implies
(−∆Ωh)
sukh ≤ ((−∆Ωh)
sψ)+ ∗ ρk in the distributional sense on Ω.
Now, as k →∞ we have that ((−∆Ωh)
sψ)+∗ρk → ((−∆Ωh)
sψ)+ in the sense of measures,
and (−∆Ωh)
sukh → (−∆Ωh)
suh in the sense of distributions. Thus
(−∆Ωh)
suh ≤ ((−∆Ωh)
sψ)+ in the distributional sense on Ω.
Since ψ ∈ H˜s(Ω) is nonnegative, Lemma 2.1 gives ((−∆Ωh)
sψ)+ ≤ ((−∆Ω)
s ψ)+, and
(18) follows.
The last step is the passage to the limit in (18) as the domains Ωh shrink to Ω. It
makes the main difference with respect to the Dirichlet case. We notice that u ∈ H˜s(Ωh)
and in particular u ∈ Kh(ψ). Therefore, using the variational characterization of uh as
the solution to (PΩh) and Lemma 2.1 we find
〈(−∆Ωh)
suh, uh〉 ≤ 〈(−∆Ωh)
su, u〉 ≤ 〈(−∆Ω)
s u, u〉 . (20) eq:uff
Lemma 2.1 gives also 〈(−∆BR)
suh, uh〉 ≤ 〈(−∆Ωh)
suh, uh〉. Thus (20) implies that the
sequence uh is bounded in H˜
s(BR), and therefore we can assume that uh → u˜ weakly
in H˜s(BR). Using Lemma 2.2 and (20) we readily get u˜ ∈ H˜
s(Ω) and
〈(−∆Ω)
s u˜, u˜〉 ≤ lim inf
h→∞
〈(−∆Ωh)
suh, uh〉 ≤ lim sup
h→∞
〈(−∆Ωh)
suh, uh〉 ≤ 〈(−∆Ω)
s u, u〉,(21)
that is, 〈(−∆Ω)
s u˜, u˜〉 ≤ 〈(−∆Ω)
s u, u〉. On the other hand, uh → u˜ almost everywhere
and uh ≥ ψ on Ω. Thus u˜ ∈ K
s
ψ. Using the characterization of u as the unique solution
to the minimization problem (1) (with f ≡ 0), we first get u˜ = u. Then we use (21) to
infer that uh → u in H˜
s(BR).
To conclude take any nonnegative function η ∈ C∞0 (Ω). Using Ω ⊂ Ωh ⊂ Ωh ⊂ BR
and Lemma 2.1, we see that (−∆BR )
sη ≤ (−∆Ωh)
sη ≤ (−∆Ω)
s η in BR . Thus (−∆Ωh)
sη
is a bounded sequence in L2(BR) →֒ H˜
s(BR)
′. In addition, recall that uh → u in H˜
s(BR)
and (−∆Ωh)
sη → (−∆Ω)
s η weakly in H˜s(Ω)′, see Lemma 2.3. Thus, we can use (18) to
estimate
〈((−∆Ω)
s ψ)+, η〉 ≥ 〈(−∆Ωh)
suh, η〉 = 〈(−∆Ωh)
sη, uh〉 = 〈(−∆Ωh)
sη, u〉+ oh(1)
= 〈(−∆Ω)
s η, u〉+ oh(1) = 〈(−∆Ω)
s u, η〉+ oh(1) .
The proof is complete. 
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In the next results we adopt ”pointwise” definitions of the contact set and of the
non-contact set (compare with Definition 6.1 below for a different notion), that is,
{u = ψ} := {x ∈ Ω | u(x) = ψ(x)} , {u > ψ} := {x ∈ Ω | u(x) > ψ(x)} . (22) eq:set
Clearly, {u = ψ} and {u > ψ} are determined up to negligible sets.
T:regularity Theorem 5.2 Let ψ and f satisfy assumptions of Theorem 5.1 and
A3) ((−∆Ω)
s (ψ − ωf )
+ − f)+ ∈ Lploc(Ω) for some p ∈ [1,∞].
Let u ∈ H˜s(Ω) be the solution to PΩ(ψ, f). Then the following facts hold.
i) (−∆Ω)
s u− f ∈ Lploc(Ω);
ii) 0 ≤ (−∆Ω)
s u− f ≤ ((−∆Ω)
s (ψ − ωf)
+ − f)+ a.e. on Ω;
iii) (−∆Ω)
s u = f a.e. on {u > ψ}.
In particular, u solves the free boundary problem (2).
Proof. We follow the proof of [20, Theorem 1.1]. Statements i) and ii) hold by Theorem
5.1. Let us prove the last claim. As before, we assume f ≡ 0. Then (−∆Ω)
s u ≥ 0. If
u ≡ 0 then iii) is evident. Otherwise the strong maximum principle, see Remark 3.3,
gives u > 0 in Ω. In particular, u ≥ ψ+ and {u > ψ} = {u > ψ+}.
Use c) in Theorem 4.2 with v = ψ+ ∈ H˜s(Ω), to get 〈(−∆Ω)
s u, u − ψ+〉 = 0. Let
ϕ ∈ C∞0 (Ω) be any nonnegative cut off function; for m ≥ 1 put gm = (u − ψ
+) ∧ m.
Since (−∆Ω)
s u ≥ 0 and u− ψ+ ≥ ϕgm, we have
0 = 〈(−∆Ω)
s u, u− ψ+〉 ≥ 〈(−∆Ω)
s u, ϕgm〉 =
∫
Ω
(−∆Ω)
s u · (ϕgm)dx.
The last equality holds because (−∆Ω)
s u ∈ L1loc(Ω) and ϕgm ∈ L
∞(Ω) has compact
support in Ω. Thanks to the monotone convergence theorem we get
0 ≥ lim
m→∞
∫
Ω
(−∆Ω)
s u · ϕgm dx =
∫
Ω
((−∆Ω)
s u · (u− ψ+))ϕdx.
Now ((−∆Ω)
s u · (u − ψ+))ϕ ≥ 0 a.e. in Ω, that gives ((−∆Ω)
s u · (u − ψ+))ϕ = 0 a.e.
in Ω. Since ϕ was arbitrarily chosen, we conclude that (−∆Ω)
s u · (u− ψ+) = 0 a.e. in
Ω, and iii) is proved. 
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R:regularity Remark 5.3 To obtain better regularity results for u, one can apply the regularity
theory for
(−∆Ω)
s u = g ∈ Lp(Ω) in Ω , u ∈ H˜s(Ω).
In particular, if p > n
2s
, then u is Ho¨lder continuous in Ω, see [11, Corollary 3.5].
We conclude this section by giving a sufficient condition for the continuity of u.
T:2 Theorem 5.4 Let ψ ∈ C0(Ω) be a given obstacle, such that Ksψ is not empty and ψ ≤ 0
on ∂Ω. Let f ∈ Lp(Ω), with p > n/2s. Then u is continuous on Rn.
Proof. The argument is the same as in [20, Theorem 1.2]. Fix a small ε > 0. We can
assume that ψ− ε ∈ C00(R
n) and ψ− ε ≤ 0 outside Ω. Let ψεh be a sequence in C
∞
0 (R
n)
such that ψεh → ψ − ε uniformly on R
n, as h→∞.
By Theorem 5.2, the solution uh ∈ H˜
s(Ω) to PΩ(ψ
ε
h, f) satisfies (−∆Ω)
s uεh ∈ L
p(Ω)
and therefore uεh is Ho¨lder continuous, see Remark 5.3. Moreover, the estimates in
Theorem 4.5 imply that uεh → u
ε uniformly on Ω, where uε solves PΩ(ψ − ε, f). In
particular, uε ∈ C0(Ω). Finally, use again Theorem 4.5 to get that uε → u uniformly,
and conclude the proof. 
6 Comparing the Navier and the Dirichlet problems
S:ND
In this section we compare the unique solutions uN , uD to the variational inequalities
uN ∈ K
s
ψ , 〈(−∆Ω)
s uN , v − uN〉 ≥ 0 ∀v ∈ K
s
ψ (PN(ψ)) eq:N
uD ∈ K
s
ψ , 〈(−∆)
suD, v − uD 〉 ≥ 0 ∀v ∈ K
s
ψ , (PD(ψ)) eq:D
respectively. Here (−∆)s is the ”Dirichlet” (or restricted) Laplacian, that has been
already introduced in (3).
Problem PD(ψ) has been investigated in [20]. Recall that
(−∆Ω)
s uN ≥ 0 , (−∆)
suD ≥ 0 on Ω (23) eq:L_positive
in the sense of distributions, see Theorem 4.2 and [20, Theorem 3.2], so that uN , uD are
nonnegative by the maximum principle, and uN , uD ≥ ψ
+. Thus, uN , uD solve problems
PN(ψ
+), PD(ψ
+), respectively. Hence we can assume without loss of generality that
ψ ≥ 0 a.e. in Ω. Since ψ ≡ 0 easily implies uN ≡ uD ≡ 0, we assume also that ψ 6≡ 0.
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By the strong maximum principle (see, respectively, [7, Lemma 2.4] and [13, Theorem
2.5]) we have
uN > 0 and uD > 0 on Ω, (24) eq:u_positive
in the sense that uN , uD are bounded away from 0 on every compact set K ⊂ Ω.
In this section we need to refine the notion of contact set introduced in (22). We
essentially use an idea due to Lewy and Stampacchia [15, 16], see also [14, Section 6].
We start with some preliminaries.
Def Definition 6.1 Let v be a nonnegative measurable function on the open set Ω, and let
x ∈ Ω. We say that v(x) > 0 if there exist ρ, ε > 0 such that Bρ(x) ⊆ Ω and
v − ε ≥ 0 almost everywhere in Bρ(x) .
For any measurable function v on Ω we define
P [v] = {x ∈ Ω | v(x) > 0 }
and we put I[v] = Ω \ P [v]. The set P [v] is clearly open; thus I[v] is closed in Ω.
L:meas1 Lemma 6.2 Let v ≥ 0 be a measurable function on Ω and let K ⊂ P [v] be a compact
set. Then there exists ε0 > 0 such that v − ε0 ≥ 0 a.e. on K.
In particular, v > 0 a.e. in P [v].
Proof. If K is not empty, for any x ∈ K there exists a ball Bx about x such that
Bx ⊂ Ω and v ≥ εx > 0 on Bx. Since K is compact, we can find a finite number of
points xi ∈ K such that K is covered by the finite family Bxi . Let ε0 = mini εxi. Then
v ≥ ε0 a.e. on K and the first claim is proved.
Now put N = {x ∈ P [v] | v(x) = 0}. By the first part of the proof, any compact
set K ⊂ N must have null measure. Thus N is a negligile set. 
By Lemma 6.2 we have the inclusions
P [uN − ψ] ⊆ {uN > ψ} , P [uD − ψ] ⊆ {uD > ψ}.
It might happen that {uN > ψ} and {uD > ψ} have positive measure but P [uN − ψ]
and P [uD − ψ] are empty, see Remark 6.4 below.
T:comparing1 Theorem 6.3 The following facts hold true.
i) (−∆Ω)
s uN = 0 on P [uN − ψ] and (−∆)
suD = 0 on P [uD − ψ];
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ii) (−∆Ω)
s uD > 0 in the distributional sense on Ω;
iii) uN ≤ uD;
iv) uN < uD on P [uN − ψ];
v) uD is the solution to the obstacle problem PD(uN);
vi) ‖ (−∆)
s
2 uD‖2 ≤ ‖ (−∆)
s
2 uN‖2 < ‖ (−∆Ω)
s
2 uN‖2 ≤ ‖ (−∆Ω)
s
2 uD‖2, and all signs
are strict, unless uN ≡ uD.
Proof. Fix any nonnegative ϕ ∈ C∞0 (P [uN − ψ]). By Lemma 6.2 we have that
uN ∓ tϕ ∈ K
s
ψ for sufficiently small t ∈ R. Thus ±t〈(−∆Ω)
s uN , ϕ〉 ≥ 0, that proves i)
for uN . The argument for uD is the same.
To prove ii) use [18, Theorem 1], that gives (−∆Ω)
s uD > (−∆)
suD ≥ 0 by (23).
By b) in Theorem 4.2, we know that uN is the smallest supersolution to (−∆Ω)
s v = 0
in the set Ksψ. Thus uN ≤ uD by ii), and iii) is proved.
On the open set P [uN − ψ] both uN and uD are smooth by i). Assume by contra-
diction that there exists x ∈ P [uN −ψ] such that (uD− uN)(x) = 0. Then from iii) we
see that
(−∆)s(uD − uN)(x) = C · V.P.
∫
Rn
(uD − uN)(x)− (uD − uN)(y)
|x− y|n+2s
dy
= C · V.P.
∫
Rn
−(uD − uN)(y)
|x− y|n+2s
dy ≤ 0.
But this is impossible, as (−∆)s(uD − uN) > (−∆)
suD − (−∆Ω)
s uN = 0 on P [uN − ψ]
by [18, Theorem 1] and i). Claim iv) is proved.
To check v) we use [20, Theorem 3.2], that characterizes uD as the smallest super-
solution to (−∆)su = 0 in Ksψ. Since K
s
uN
⊆ Ksψ, and uD ∈ K
s
uN
by iii), we see that uD
is the smallest supersolution to (−∆)su = 0 in KsuN and the conclusion follows again
by [20, Theorem 3.2].
Finally, Theorem 2 in [18] gives ‖ (−∆)
s
2 uN‖2 < ‖ (−∆Ω)
s
2 uN‖2. The remaining
inequalities in vi) follow from the the fact that uN and uD are unique solutions to
PN(ψ) and PD(ψ), respectively, and from variational formulations of these problems,
see (1) and [20, (1.2)] (with f = 0). 
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R:example Remark 6.4 Take a smooth function η ∈ H˜s(Ω) satisfying (−∆)sη ≥ 0, η > 0 in Ω.
Let κ ⊂ Ω be a compact set, having positive measure but empty interior. Consider the
obstacle ψ = ηχΩ\κ and the solutions uN , uD to PN(ψ), PD(ψ), respectively. Clearly
η ∈ Ksψ. Thus η ≥ uD because uD is the smallest supersolution for (−∆)
sv = 0 in
Ksψ. But then we have η ≥ uD ≥ uN ≥ ψ = ηχΩ\κ. In particular, uD = uN = ψ on
Ω \ κ. Actually {uD = ψ} = {uN = ψ} = Ω \ κ, because uN , uD are positive in Ω. In
particular the sets {uD > ψ}, {uN > ψ} have positive measure as they coincide with κ,
but P [uN − ψ] = P [uD − ψ] = ∅.
R:true Remark 6.5 Sufficient conditions in order to have that P [uN −ψ] is not empty can be
easily obtained. For instance, if ψ vanishes on an open set B ⊂ Ω, then B ⊆ P [uN−ψ],
since uN is positive by the strong maximum principle in [7]. If ψ is continuous on Ω
then uN is continuous as well by Theorem 5.4. Thus either uN ≡ ψ, or P [uN − ψ] =
{uN > ψ} is not empty.
References
[1] R. Alvarado, D. Brigham, V. Maz’ya, M. Mitrea and E. Ziade´, On the regularity of
domains satisfying a uniform hour-glass condition and a sharp version of the Hopf–
Oleinik boundary point principle, Probl. Mat. Anal., 57 (2011), 3–68 (Russian); English
transl.: J. Math. Sci., 176 (2011), 281–360.
[2] B. Barrios, A. Figalli and X. Ros-Oton, Global regularity for the free boundary in the
obstacle problem for the fractional Laplacian, preprint arXiv:1506.04684 (2015).
[3] G. Buttazzo and G. Dal Maso, An existence result for a class of shape optimization
problems, Arch. Rational Mech. Anal. 122 (1993), no. 2, 183–195.
[4] L. Caffarelli and A. Figalli, Regularity of solutions to the parabolic fractional obstacle
problem, J. Reine Angew. Math. 680 (2013), 191–233.
[5] L. Caffarelli and L. Silvestre, An extension problem related to the fractional Laplacian,
Comm. Part. Diff. Eqs. 32 (2007), no. 7-9, 1245–1260.
[6] L. Caffarelli, S. Salsa and L. Silvestre, Regularity estimates for the solution and the free
boundary of the obstacle problem for the fractional Laplacian, Invent. Math. 171 (2008),
no. 2, 425–461.
[7] A. Capella, J. Da´vila, L. Dupaigne and Y. Sire, Regularity of radial extremal solutions
for some non-local semilinear equations, Comm. Part. Diff. Eqs. 36 (2011), no. 8, 1353–
1384.
18
[8] G. Dal Maso, An introduction to Γ-convergence, Progress in Nonlinear Differential Equa-
tions and their Applications, 8, Birkha¨user Boston, Boston, MA, 1993.
[9] N. Dunford, J.T. Schwartz, Linear operators. Part II, John Wiley & Sons, New York,
1988.
[10] N. Garofalo and A. Petrosyan, Some new monotonicity formulas and the singular set in
the lower dimensional obstacle problem, Invent. Math. 177 (2009), no. 2, 415–461.
[11] G. Grubb, Regularity of spectral fractional Dirichlet and Neumann problems, Math.
Nachr. (2015), DOI: 10.1002/mana.201500041
[12] A. Henrot, Extremum problems for eigenvalues of elliptic operators, Frontiers in Math-
ematics, Birkha¨user, Basel, 2006.
[13] A. Iannizzotto, S. Mosconi and M. Squassina, Hs versus C0-weighted minimizers,
NoDEA Nonlinear Differential Equations Appl. 22 (2015), no. 3, 477–497.
[14] D. Kinderlehrer and G. Stampacchia, An introduction to variational inequalities and
their applications, reprint of the 1980 original, Classics in Applied Mathematics, 31,
SIAM, Philadelphia, PA, 2000.
[15] H. Lewy and G. Stampacchia, On the regularity of the solution of a variational inequality,
Comm. Pure Appl. Math. 22 (1969), 153–188.
[16] H. Lewy and G. Stampacchia, On the smoothness of superharmonics which solve a
minimum problem, J. Analyse Math. 23 (1970), 227–236.
[17] L. I. Kamynin and B. N. Himcˇenko, Theorems of Giraud type for second order equations
with a weakly degenerate non-negative characteristic part, Sibirsk. Mat. Zh. 18 (1977),
no. 1, 103–121 (Russian); English transl. in Sib. Math. J. 18 (1977), 76–91.
[18] R. Musina and A. I. Nazarov, On fractional Laplacians, Comm. Part. Diff. Eqs. 39
(2014), no. 9, 1780–1790.
[19] R. Musina and A. I. Nazarov, On fractional Laplacians – 2, Ann. Inst. Henri Poincare´.
Analyse Nonline´aire (2015), DOI 10.1016/j.anihpc.2015.08.001.
[20] R. Musina and A. I. Nazarov, K. Sreenadh, Variational inequalities for the fractional
Laplacian, preprint available at http://arxiv.org/abs/1511.07417.
[21] A. Petrosyan and C. A. Pop, Optimal regularity of solutions to the obstacle problem for
the fractional Laplacian with drift, J. Funct. Anal. 268 (2015), no. 2, 417–472.
19
[22] T. Runst and W. Sickel, Sobolev spaces of fractional order, Nemytskij operators, and
nonlinear partial differential equations, de Gruyter Series in Nonlinear Analysis and
Applications, 3, de Gruyter, Berlin, 1996.
[23] R. Servadei and E. Valdinoci, Lewy-Stampacchia type estimates for variational inequal-
ities driven by (non) local operators, Rev. Mat. Iberoam., 29 (2013), no. 3, 1091–1126.
[24] L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace
operator, Comm. Pure Appl. Math. 60 (2007), no. 1, 67–112.
[25] P. R. Stinga and J. L. Torrea, Extension problem and Harnack’s inequality for some
fractional operators, Comm. Part. Diff. Eqs. 35 (2010), no. 11, 2092–2122.
[26] H. Triebel, Interpolation theory, function spaces, differential operators, Deutscher Verlag
Wissensch., Berlin, 1978.
20
