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ON THE SIMPLICITY OF NEKRASHEVYCH ALGEBRAS OF
CONTRACTING SELF-SIMILAR GROUPS
BENJAMIN STEINBERG AND NO´RA SZAKA´CS
Abstract. Nekrashevych algebras of self-similar group actions are natural generaliza-
tions of the classical Leavitt algebras. They are discrete analogues of the corresponding
Nekrashevych C∗-algebras. In particular, Nekrashevych, Clark, Exel, Pardo, Sims and
Starling have studied the question of simplicity of Nekrashevych algebras, in part, be-
cause non-simplicity of the complex algebra implies non-simplicity of the C∗-algebra.
In this paper we give necessary and sufficient conditions for the Nekrashevych algebra
of a contracting group to be simple. Nekrashevych algebras of contracting groups are
finitely presented. We give an algorithm which on input the nucleus of the contracting
group, outputs all characteristics of fields over which the corresponding Nekrashevych
algebra is simple. Using our methods, we determine the fields over which the Nekra-
shevych algebras of a number of well-known contracting groups are simple including
the Hanoi towers group, the Basilica group, Gupta-Sidki groups, GGS-groups, multi-
edge spinal groups, Sˇunic´ groups associated to polynomials (this latter family includes
the Grigorchuk group, Grigorchuk-Erschler group and Fabrykowski-Gupta group) and
self-replicating spinal automaton groups.
1. Introduction
The theory of self-similar groups began in the seventies with the Ukrainian school,
who studied groups generated by finite automata in hopes of finding finitely generated,
infinite torsion groups; see [22]. The modern theory of self-similar groups was laid out by
Nekrashevych in his seminal monograph [35]. A self-similar group is a group G acting on
a regular rooted n-ary tree in such a way that the self-similarity of the tree is reflected in
the group. Early famous examples of self-similar groups include the celebrated Grigorchuk
2-group [25], the first known group of intermediate growth (solving a well-known problem
of Milnor), and the Gupta-Sidki p-groups [26]; these are among the easiest to understand
examples of finitely generated, infinite torsion groups. The Basilica group was the first
example of an amenable group that is not constructible from groups of subexponential
growth using the usual operations preserving amenability [7, 23]. The Basilica group
belongs to the class of iterated monodromy groups, which is an important subclass of
self-similar groups. Iterated monodromy groups were introduced by Nekrashevych to
study dynamical systems [35] and played a key role in the solution of Hubbard’s twisted
rabbit problem in complex dynamics [6]. From the dynamical systems point of view,
contracting self-similar groups are perhaps the most important class of self-similar groups.
These groups have a certain limit space upon which they act, and, in the case of iterated
monodromy groups coming from complex dynamics, they encode the dynamics on the
Julia set [35].
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In an influential paper [36], Nekrashevych associated a C∗-algebra to each self-similar
group. In the case that the group is trivial, the C∗-algebra is the Cuntz algebra [13],
which is a famous finitely presented simple C∗-algebra. The Nekrashevych C∗-algebra is
the algebra of a minimal and effective ample groupoid. The Steinberg algebra [39] of this
groupoid is the algebraic counterpart of the Nekrashevych C∗-algebra and is called the
Nekrashevych algebra of the self-similar group (with coefficients in a field). Nekrashevych
algebras over fields were first studied in [37]; further work was done in [11, 28] and by
the authors in [41]. When the group is trivial, the Nekrashevych algebra is the Leavitt
algebra [32], a celebrated finitely presented simple algebra. The Nekrashevych algebra
of a self-similar group can be given by generators and relations, and in the case of a
contracting self-similar group the algebra is finitely presented [36].
The groupoid associated to a self-similar group action is amenable if the group is
amenable [16]. The groupoid is also amenable for self-similar groups that are self-
replicating and contracting [36, Theorem 5.6]. Minimal and effective Hausdorff ample
groupoids have simple Steinberg algebras and, if amenable, have simple C∗-algebras;
cf. [9,10,38,40]. Unfortunately, the groupoids associated to self-similar groups are rarely
Hausdorff. Nonetheless, the recent results of [12] provide an avenue to studying simplicity
of these C∗-algebras. In particular, the results of [12] imply that if the complex Steinberg
algebra of the groupoid is not simple, then the C∗-algebra is not simple and so it is natural
to look at Nekrashevych algebras over fields and study when they are simple. This was
first done by Nekrashevych, himself, in [37].
Nekrashevych showed in [37] that the Nekrashevych algebra of the Grigorchuk group
is not simple in characteristic 2. Clark et al. [12] showed that the Nekrashevych algebra
of the Grigorchuk group is simple over all fields of characteristic different than 2 and
that the Nekrashevych C∗-algebra of the Grigorchuk group is simple. In an unpublished
note, Nekrashevych showed that the Nekrashevych algebra of the Grigorchuk-Erschler
group [14, 20] is not simple over any field. This is a contracting, self-replicating and
amenable group and its corresponding C∗-algebra is the first example of an algebra of a
minimal, effective and amenable ample (non-Hausdorff) groupoid that is not simple of
which we are aware.
In this paper we give a complete characterization of when a contracting self-similar
group G has a simple Nekrashevych algebra in terms of the nucleus of the group. It turns
out that either the Nekrashevych algebra is simple over no field, or it is simple over fields
of all but finitely many positive characteristics. We present an algorithm that on input
the nucleus, which is a certain finite automaton, outputs the characteristics over which
the algebra is simple. Also, we provide for each finite set P of primes, a contracting
self-similar group whose Nekrashevych algebra is simple over precisely those fields whose
characteristic does not belong to P.
Using the algorithm and its theoretical underpinnings, we analyze the simplicity of
the Nekrashevych algebras of a number of well-known contracting self-similar groups. In
particular, we show that the Hanoi towers group [19], the Basilica group [24], the Gupta-
Sidki p-groups [26] and the Fabrykowski-Gupta group [18] have simple Nekrashevych
algebras over every field. We show that GGS-groups have simple Nekrashevych algebras
over every field when defined over an alphabet of prime power size, but over alphabets
of size divisible by more than one prime they can have algebras that are simple over
every field or over no field, and we characterize which situation occurs. We show that for
multi-edge spinal groups [2], the Nekrashevych algebra is never simple unless the group is
a GGS-group. Moreover, our methods give fairly short proofs of simplicity/non-simplicity,
when compared to the long topological arguments involving ample groupoids found, for
example, in [12].
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We give a complete characterization of simplicity of Nekrashevych algebras of Sˇunic´
groups associated to polynomials over finite prime fields [42]. These include the Grig-
orchuk group and the Grigorchuk-Erschler group. In particular, for each prime p we show
that the Nekrashevych algebra of the Sˇunic´ group associated to a primitive polynomial
over Zp (which is a finitely generated, infinite p-group of intermediate growth) is simple
over every field except those of characteristic p; the Grigorchuk group is the case p = 2
and the primitive polynomial is x2 + x+ 1, which is the smallest possible example.
Many of these examples belong to a class of self-similar contracting groups that we
call multispinal groups, which simultaneously generalizes GGS-groups, multi-edge spinal
groups, Sˇunic´ groups and self-replicating spinal automaton groups [8]. For these groups,
the criterion for simplicity of the Nekrashevych algebra boils down to the representation
theory of finite groups, i.e., to Fourier analysis on finite groups.
Our approach to studying simplicity is based on inverse semigroup algebras. Associated
to any self-similar group G is a congruence-free inverse semigroup S. The ample groupoid
associated to the self similar group G is the tight groupoid of S (in the sense of Exel [15]).
In [41], the authors show that the Steinberg algebra of the tight groupoid of a congruence-
free inverse semigroup has a unique maximal ideal and give an explicit description of its
preimage in the algebra of the inverse semigroup, called the singular ideal. We use this
description of the singular ideal, specialized to the case of inverse semigroups associated
to self-similar group actions, to attack the simplicity question for Nekrashevych algebras.
In particular, we show that if the singular ideal contains any element representing a non-
trivial element of the Nekrashevych algebra, then there is such an element coming from
the group algebra of G. In the case of a contracting group, we show such an element can
be assumed to be supported on the nucleus. We then encode the question of whether
the nucleus supports a singular element into the combinatorics of a certain finite labeled
graph.
The paper is organized as follows. Section 2 is a preliminary section on inverse semi-
groups and their associated algebras. This is followed by a section recalling fundamental
definitions and notions from the theory of self-similar groups. Section 4 recalls the def-
inition of the Nekrashevych algebra and proves in the algebraic setting some analogues
of results from the C∗-algebraic setting [36]. After some preliminary results on the tight
ideal and the singular ideal of the semigroup algebra of the inverse semigroup associated
to a self-similar group action, we prove our main result on simplicity of Nekrashevych
algebras of contracting groups in Section 5; some useful intermediary results that apply
to Nekrashevych algebras of arbitrary self-similar groups are also included. Section 6
applies the results of the previous section to prove the simplicity of the Nekrashevych
algebras of the Hanoi towers group (on 3 pegs) and the Basilica group; we also provide a
simple method to construct examples of non-simple Nekrashevych algebras. In Section 7,
we introduce multispinal groups, which include many of the most prominent families of
contracting self-similar groups. A criterion for simplicity of the Nekrashevych algebra of a
multispinal group is given in terms of the representation theory of finite groups. The cri-
terion is applied to Gupta-Sidki groups, GGS-groups, multi-edge spinal groups and Sˇunic´
groups (generalizing the Grigorchuk and Grigorchuk-Erschler groups).
2. Inverse semigroups and their algebras
An inverse semigroup is a semigroup S such that, for each s ∈ S, there is a unique
element s∗ ∈ S with ss∗s = s and s∗ss∗ = s∗. Note that (st)∗ = t∗s∗ and (s∗)∗ = s. The
set E(S) of idempotents of S is a commutative subsemigroup and is a meet semilattice
with respect to the partial ordering e ≤ f if ef = e. Moreover, the meet is given by the
product. A key example of an inverse semigroup is the symmetric inverse monoid on a
set X, that is, the monoid of all partially defined injective mappings from X to X under
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composition of partial functions. Every inverse semigroup can be faithfully represented as
an inverse semigroup of partial injective mappings. See [30] for an introduction to inverse
semigroups.
An inverse semigroup S with zero is congruence-free if it admits no proper non-zero
quotients. An inverse semigroup with zero is well known to be congruence-free if and only
if it satisfies the following three conditions [3]: SsS = S for all s 6= 0; E(S) is a maximal
commutative subsemigroup; and if 0 6= f < e ∈ E(S), then fg = 0 for some 0 6= g < e. In
the next section, we shall be interested in a congruence-free inverse semigroup associated
to a self-similar group action.
If K is a field and S is an inverse semigroup with zero, the contracted semigroup algebra
K0S of S is the K-algebra with basis S
] = S \ {0} and multiplication extending that of
S where we identify the zeroes of S and K. For a =
∑
s∈S] ass in K0S, we denote by
supp a the set of s ∈ S] with as 6= 0.
In this paper, we will be interested in a certain quotient of the contracted inverse
semigroup algebra, first introduced by Exel in the C∗-algebraic setting [15]. Let E be a
semilattice. We say that F ⊆ E covers e ∈ E if f ≤ e for all f ∈ F , and if 0 6= f ′ ≤ e,
then f ′f 6= 0 for some f ∈ F .
Given any inverse semigroup S, the tight ideal TK(S) of K0S is the ideal generated by
all products
∏
f∈F (e−f), where e ∈ E(S), and F ⊆ E(S) is a finite cover of e. This ideal
arises naturally as the kernel of the surjective homomorphism K0S → KGT (S), where
KGT (S) is the Steinberg algebra [39] of the tight groupoid GT (S) of the inverse semigroup
S as defined by Exel [15]; see [40,41] for details.
The singular ideal of K0S was introduced by the authors in [41]. An element a ∈ K0S
is singular if, for all 0 6= e ∈ E(S), there exists 0 6= f ≤ e with af = 0. The singular
elements form a two-sided ideal IK(S) containing TK(S) called the singular ideal. One of
the main results of [41] is then the following theorem.
Theorem 2.1. Let S be a congruence-free inverse semigroup and K a field. Then IK(S)
is the unique maximal ideal of K0S containing TK(S). In particular, K0S/TK(S) is simple
if and only if IK(S) = TK(S).
3. Self-similar groups and associated monoids
Let X be a finite alphabet with |X| ≥ 2. The free monoid on X is denoted X∗. A
self-similar group over X is a group G with a faithful action on X∗ by length-preserving
permutations such that, for each x ∈ X, there is g|x ∈ G with g(xw) = g(x)g|x(w) for all
w ∈ X∗; we call g|x the section of g at x. See [35] for details. Note that if one defines g|w
for w ∈ X∗ inductively by g|xv = (g|x)|v for w = xv with x ∈ X, then g(uv) = g(u)g|u(v)
for all u, v ∈ X∗. The rules (gh)|w = g|h(w)h|w, 1|w = 1 and g−1|w = (g|g−1(w))−1
are easily verified for all g, h ∈ G and w ∈ X∗. If A ⊆ G and Y ⊆ X∗, then we put
A|Y = {g|w : g ∈ A,w ∈ Y }.
A length-preserving permutation is prefix-preserving if it preserves the length of the
longest common prefix of any two words. Any self-similar group action is prefix-preserving
and the group of all length-preserving and prefix-preserving permutations of X∗ is self-
similar and can be identified with Aut(TX) where TX is the Cayley graph of X
∗, that
is, the regular rooted |X|-ary tree. Note that ∂TX can be identified with Xω and so
Aut(TX) acts on X
ω. The action of g ∈ Aut(TX) on an infinite word is given by the
formula g(x1x2 · · · ) = g(x1)g|x1(x2)g|x1x2(x3) · · · . One can, in fact, identify Aut(TX)
with the isometry group of Xω with respect to the metric d(u, v) = 2−|u∧v| where u ∧ v
is the longest common prefix of u and v. Note that Aut(TX) is naturally a compact and
totally disconnected group, i.e., a profinite group. See [22] for details.
If A ⊆ Aut(TX) is a subset that is closed under taking sections, then we can encode
the action of A on X∗ and Xω into a state diagram (also called Moore diagram). This is
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an edge-labeled directed graph (digraph) with vertex set A and with edges of the form
a
x|a(x)−−−−−→ a|x
for a ∈ A and x ∈ X. The elements of A are referred to as states in this context. The
action of a state a on a finite or infinite word w over X can be computed from the state
diagram by following the unique path from a whose left hand side edge labels read the
word w and sending w to the corresponding sequence of right hand side edge labels. The
terminal state of the path is a|w if w ∈ X∗.
For example, consider the adding machine over X = {0, 1}. It has states A = {a, 1X∗},
and the action on X∗ is given by a(0) = 1, a(1) = 0 and sections a|0 = 1X∗ , a|1 = a. The
state diagram is drawn in Figure 1.
1X∗a
1 | 0
0 | 1
0 | 0, 1 | 1
Figure 1. State diagram for the adding machine
In computer science, finite state diagrams are used as visualizations of finite state
automata, and so we shall call a finite subset A ⊆ Aut(TX) that is closed under taking
sections a (finite) automaton, and will refer to the elements of A as the states of A. More
details, including the relationship with automata from computer science, can be found
in [22]. An automorphism g ∈ Aut(TX) is said to be finite state if it has only finitely many
distinct sections; equivalently, g is finite state if it is a state of some finite automaton. The
finite state automorphisms form a countable self-similar subgroup of Aut(TX). See [22,35]
for details.
If G is any group, the subsets of G form a monoid with involution under the product
CD = {cd : c ∈ C, d ∈ D} and involution C−1 = {c−1 : c ∈ C}, and hence we can talk
about positive and negative powers of a subset of G with respect to this structure. If
A ⊆ Aut(TX) is an automaton, then so is Ak for any k ∈ Z, and hence the subgroup G =⋃
k∈ZA
k generated by A is self-similar and consists entirely of finite state automorphisms.
Self-similar groups generated by automata are called automaton groups; these were studied
long before the general notion of a self-similar group was defined. All automaton groups
have decidable word problem [22] and one can in general ask algorithmic questions about
them since they are given by a finite data structure: the state diagram of a generating
automaton.
The notion of a contracting self-similar group is fundamental. We proceed with the
definition and some basic facts that can be extracted from [35, Chapter 2.11], sometimes in
the body of the text. A self-similar group G over the alphabet X is said to be contracting
if there exists a finite automaton N ⊆ G such that, for every g ∈ G, there exists n ∈ N
such that g|Xn ⊆ N . Since N is closed under sections, if g|Xn ⊆ N , then also g|XnX∗ ⊆ N .
The smallest such set N is then called the nucleus of G. To describe the nucleus we need
a basic lemma about finite digraphs.
Lemma 3.1. Let Γ be a finite digraph with n vertices. The following are equivalent for
a vertex v of Γ:
(1) v is reachable from a strongly connected component of Γ containing an edge;
(2) v is reachable from a directed cycle in Γ;
(3) there is a left infinite directed path ending at v;
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(4) for each k ≥ 0, there is a directed path of length k ending at v;
(5) there is a directed path of length n ending at v;
(6) there is a directed path of length k ending at v for some k ≥ n.
Proof. Any strongly connected component containing an edge contains a directed cycle
so (1) =⇒ (2). If v can be reached from a directed cycle c, then · · · cccp has endpoint v
for some directed path p, whence (2) =⇒ (3). Trivially, (3) =⇒ (4) =⇒ (5) =⇒ (6).
If p is a directed path of length k ≥ n, then p must visit some vertex twice and hence
have a subpath that is a directed cycle, which belongs to a strongly connected component
of Γ containing an edge. Thus (6) =⇒ (1). 
We call vertices satisfying the equivalent conditions of Lemma 3.1 essential. If A is an
automaton, then the essential states of A are the essential vertices of the state diagram
of A. From Lemma 3.1, one can algorithmically compute the essential vertices of a finite
digraph. The motivation for our terminology comes from symbolic dynamics. In that
setting, a digraph is called essential if each vertex is visited by a bi-infinite directed path
or, equivalently, if it has no sources or sinks. Every digraph contains a unique largest
essential subgraph [34, Proposition 2.2.10]. In a digraph with no sinks, like an automaton,
the largest essential subgraph is precisely the subgraph induced by what we have called
the essential vertices. We remark that, as unlabeled digraphs, the state diagrams of A
and A−1 are isomorphic via a 7→ a−1, but this mapping does not preserve the labels [22].
Hence, the essential states of A−1 are the inverses of the essential states of A.
An automaton A is the nucleus of a self-similar group (namely, the one it generates)
if and only if A = A−1, 1X∗ ∈ A, A|X = A and A2|Xk ⊆ A for some k ≥ 0; see [35,
Lemma 2.11.2] and the discussion thereafter. This is a decidable condition. One can
algorithmically construct A−1 and A2 from A and the first three conditions are easy to
verify. Let B be the set of essential states of A2. We claim that in the presence of the
first three conditions, the fourth condition is equivalent to A = B. The condition that
A|X = A ensures that every element of A is the endpoint of a left infinite directed path in
the state diagram of A, which is a subgraph of the state diagram of A2 as 1X∗ ∈ A, and
so A ⊆ B by Lemma 3.1(3). The fourth condition is equivalent to B ⊆ A: if A2|Xk ⊆ A,
then B ⊆ A by Lemma 3.1(4); conversely, if B ⊆ A, then Lemma 3.1(5) shows that
A2|Xn = B ⊆ A where n = |A2|. Note that the condition 1X∗ ∈ A is redundant in the
presence of the other conditions as 1X∗ is an essential state of A
2.
There is also a well-known procedure (implemented in the computer system GAP)
to build the nucleus N of the group G generated by an automaton A, provided G is
contracting. We construct a sequence of automata as follows. Put A0 = A ∪ A−1.
Assume that the automaton An has been constructed so that A0 ⊆ A1 ⊆ · · · ⊆ An, with
Aj = A
−1
j for 0 ≤ j ≤ n, and each state in An \ A0 belongs to N . Build An+1 by adding
to An the essential states of A
2
n \ An; such states must belong to N by the argument of
the previous paragraph, and we have that An+1 = A
−1
n+1. Then A0 ⊆ A1 ⊆ · · · and this
sequence stabilizes since the nucleus is finite. If the sequence stabilizes at Ak, then Ak
contains the nucleus by [35, Lemma 2.11.2] and the nucleus N will consist of the essential
states of A2k.
A finite state automorphism g ∈ Aut(TX) is said to be bounded if there is a constant
C > 0 such that, for any n ≥ 0, there are at most C words w ∈ Xn with g|w 6= 1.
The bounded automorphisms form a self-similar subgroup of the group of finite state
automorphisms. An automaton generates a group of bounded automorphisms if and only
if after removing the state of the identity function (if it is part of the automaton), each
strongly connected component of the state diagram is a single vertex or a cycle, and no
cycle can reach another cycle. Such an automaton is called bounded. Any group generated
by a bounded automaton is amenable [5]. See [35] for more on bounded automata.
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A self-similar group G over X is called spherically transitive if it acts transitively on
Xn for each n ≥ 0. This is equivalent to G being ergodic with respect to the product of
uniform measures on Xω (cf. [22]). The self-similar group G is said to be self-replicating
if it is spherically transitive and ψx : StabG(x)→ G given by ψ(x) = g|x is surjective for
all x ∈ X. A self-replicating group is always infinite since it has a proper finite index
subgroup mapping onto it.
Associated to any self-similar group G over the alphabet X is a left cancellative LCM
monoid M = X∗G. (LCM means any two elements admitting a common right multiple
admit a least common right multiple.) The product in M is given by ug · vh = ug(v)g|vh
where u, v ∈ X∗ and g, h ∈ G. The action of M on the left of itself via multiplication
is by injective mappings and hence we can form the inverse hull S of M , which is the
inverse monoid of partial injective mappings of M generated by the left regular action
of M ; see [17] for more details on inverse hulls of LCM monoids. The inverse semigroup
S consists of 0 (the empty map) and all elements of the form ugv∗ with u, v ∈ X∗ and
g ∈ G (where v∗ is the inverse of left multiplication by v in S). As a partial mapping on
M , the domain of ugv∗ is vM , its range is uM and its action is vm 7→ ugm. Recall that a
∗-semigroup is a semigroup with an involution ∗ satisfying (st)∗ = t∗s∗. One can present
S as a ∗-semigroup by the generating set X ∪ G and the relations g∗ = g−1, g · h = gh,
gx = g(x)g|x and x∗y = δx,y for g, h ∈ G and x, y ∈ X. It is well known that the inverse
semigroup S is congruence-free [31, Proposition 6.2]. The non-zero idempotents of S are
the elements of the form ww∗ with w ∈ X∗ and ww∗ ≤ uu∗ if and only if u is a prefix
of w. Moreover, ww∗vv∗ = 0 whenever v, w are not prefix comparable. From this, it
immediately follows that {xx∗ : x ∈ X} covers 1.
There are also natural faithful actions of S on X∗ and Xω. Namely, ugv∗ : vX∗ → uX∗
and ugv∗ : vXω → uXω are given by vw 7→ ug(w) for w in X∗ or Xω. Note that
the action of S on X∗ can be identified with its action on principal filters (i.e., its Munn
representation) and its action on Xω can be identified with its action on tight filters in the
sense of Exel [15,16]. Hence the groupoid of germs for the action of S on Xω is isomorphic
to its tight groupoid GT (S). This groupoid is always minimal and effective [16] but is not
always Hausdorff. We will not use ample groupoids explicitly in this paper (except in one
remark), but they lurk in the background and many of our ideas can be translated into that
language. We do mention in passing that it is shown in [16] that if the self-similar group
G is amenable, then so is the groupoid GT (S). It is shown in [36, Theorem 5.6] that GT (S)
is amenable when G is contracting and self-replicating; note that Nekrashevych assumes
in that section of his paper that the groupoid is Hausdorff, but this is not needed for the
amenability result, which relies on the polynomial growth of orbits for a self-replicating,
contracting group. When GT (S) is amenable, its reduced C∗-algebra is the same as its
universal C∗-algebra, which is the Nekrashevych C∗-algebra [36]. It follows from the
results of [12] that if a minimal, effective, amenable and second countable groupoid has a
non-simple complex Steinberg algebra, then its C∗-algebra is not simple.
4. Nekrashevych algebras
Recall that a ∗-algebra over a field K with an automorphism σ satisfying σ2 = 1 is a
K-algebra A with an involution ∗ satisfying (ab)∗ = b∗a∗, (a∗)∗ = a and (ca)∗ = σ(c)a∗.
A contracted inverse semigroup algebra K0S is always a ∗-algebra via
(∑
s∈S] css
)∗
=∑
s∈S] σ(cs)s
∗. From now on we tacitly assume that σ is the identity (although it is usual
to use complex conjugation over C).
Let G be a self-similar group over the finite alphabet X. Nekrashevych originally
introduced an algebra associated to G and X in the C∗-algebra setting [36], but then
later studied the algebraic version [37]. Further work on Nekrashevych algebras can be
found in [12,16,41].
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The Nekrashevych algebra NK(G,X) of (G,X) with coefficients in K is the ∗-algebra
over K with generating set X ∪G and relations:
(G) g∗ = g−1 and g · h = gh for g, h ∈ G;
(SS) gx = g(x)g|x for g ∈ G, x ∈ X;
(CK1) y∗x = δx,y for x, y ∈ X;
(CK2)
∑
x∈X xx
∗ = 1.
Observe that (SS) and (CK2), in the presence of (CK1), can be replaced by the single
family of relations:
(CKSS) g =
∑
x∈X g(x)g|xx∗, for g ∈ G.
Indeed, (CK2) is the special case of (CKSS) with g = 1 and (SS) follows from computing
gx using (CK1) and (CKSS). Conversely, assuming (SS) and (CK2), we have that g =
g
∑
x∈X xx
∗ =
∑
x∈X g(x)g|xx∗.
It is well known that (CK2) implies the relation 1 =
∑
w∈Xk ww
∗ for any k ≥ 0 by a
straightforward induction argument. For if 1 =
∑
u∈Xk uu
∗, then
1 =
∑
u∈Xk
uu∗ =
∑
u∈Xk
u
(∑
x∈X
xx∗
)
u∗ =
∑
w∈Xk+1
ww∗.
Notice that (G), (SS) and (CK1) define the contracted semigroup algebra K0S where
S is the associated inverse semigroup from above. The ideal I of K0S generated by the
element 1 −∑x∈X xx∗ is called the Cuntz-Krieger ideal. The Nekrashevych algebra is
then K0S/I.
Notice that when G is trivial, one obtains the classical Leavitt algebra, which is sim-
ple [1,32]. It is thus natural to investigate for which self-similar groups the Nekrashevych
algebra is simple.
We remark that NK(G,X) is naturally a Z-graded algebra where the homogeneous
component of degree n is spanned by the ugv∗ with |u|− |v| = n. The degree zero compo-
nent of this algebra is studied in [37]. It can be viewed as the direct limit lim−→MXn(KG)
via the homomorphisms MXn(KG)→MXn+1(KG) given by
gEu,v 7−→
∑
x∈X
g|xEug(x),vx
where u, v ∈ Xn and Ew,z is the elementary matrix unit indexed by the words w, z. This
directed system consists of surjective homomorphisms when G is self-replicating, cf. [37].
The isomorphism takes ugv∗ to gEu,v. See [37] for details.
Nekrashevych proved in the C∗-algebra context that the algebra associated to a con-
tracting group is finitely presented [36, Theorem 4.2]. We include his result here, with a
more detailed proof, for the algebraic setting.
Theorem 4.1 (Nekrashevych). Let G be a contracting self-similar group over the alphabet
X with nucleus N . Then NK(G,X) is the ∗-algebra over K with generators X ∪N and
the following defining relations.
(N) n∗ = n−1 for n ∈ N and n · n′ = nn′ if n, n′, nn′ ∈ N ;
(CK1) y∗x = δx,y for x, y ∈ X;
(CKSN) n =
∑
x∈X n(x)n|xx∗ for n ∈ N .
In particular, NK(G,X) is finitely presented.
Proof. For the purposes of this proof we recall that 1 ∈ N = N−1 and that N is closed
under sections. Let A be the ∗-algebra over K defined by the relations (N), (CK1) and
(CKSN).
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If g ∈ G and m ≥ 0 is such that g|Xm ∈ N , then in NK(G,X)
g = g
∑
w∈Xm
ww∗ =
∑
w∈Xm
g(w)g|ww∗ (4.1)
by (CK2) and (SS), and g|w ∈ N for each w ∈ Xm. Thus NK(G,X) is generated by X
and N as a ∗-algebra over K. Clearly (N) is a consequence of (G). Note that (CKSN)
follows from (CKSS). Thus NK(G,X) satisfies the relations (N), (CK1) and (CKSN) and
so there is a natural surjective homomorphism A→ NK(G,X) that is the identity on N
and X.
For g ∈ G and m ≥ 0 with g|Xm ⊆ N , define a map ϕ : G → A by ϕ(g) =∑
w∈Xm g(w)g|ww∗. Note that this element is independent of the choice of m, for∑
w∈Xm
g(w)g|ww∗ =
∑
w∈Xm
g(w)
∑
x∈X
g|w(x)(g|w)|xx∗w∗
=
∑
w∈Xm
∑
x∈X
g(w)g|w(x)(g|w)|xx∗w∗ =
∑
v∈Xm+1
g(v)g|vv∗
by (CKSN) and (N) as g|w ∈ N for all w ∈ Xm. Notice that ϕ is the identity on N (by
taking m = 0). We extend ϕ to G∪X by sending X to itself via the identity map; we check
that this induces a well-defined homomorphism from NK(G,X) to A by verifying that
the relations of NK(G,X) are preserved. Then ϕ will be inverse to the homomorphism
of the previous paragraph by (4.1).
Clearly (CK1) is preserved. Notice that 1 ∈ N , and so (CKSN) implies (CK2) by
taking n = 1. We now check that (G) is preserved, that is, ϕ is a ∗-homomorphism on G.
First of all, if g|Xm ⊆ N , then also g−1|Xm ⊆ N and ϕ(g) =
∑
w∈Xm g(w)g|ww∗, and so
using (N), we have that
(ϕ(g))∗ =
∑
w∈Xm
w(g|w)−1g(w)∗ =
∑
w∈Xm
w(g−1)|g(w)g(w)∗
=
∑
v∈Xm
g−1(v)(g−1)|vv∗ = ϕ(g−1).
Next let g, h ∈ G and choose m ≥ 0 so that g|Xm , h|Xm and (gh)|Xm all belong to N .
Then
ϕ(g)ϕ(h) =
∑
w∈Xm
g(w)g|ww∗ ·
∑
v∈Xm
h(v)h|vv∗ =
∑
v∈Xm
g(h(v))g|h(v)h|vv∗
But (gh)|v = g|h(v)h|v and since g|h(v), h|v, (gh)|v ∈ N , we may use (N) to rewrite the
right hand side of the above equation as
∑
v∈Xm g(h(v))(gh)|vv∗ = ϕ(gh), verifying (G).
Finally, we verify (SS). Let g ∈ G and choose m ≥ 1 so that g|Xm ⊆ N . Note that, for
x ∈ X, we have that (g|x)|Xm−1 ⊆ N . Then
ϕ(gx) =
∑
w∈Xm
g(w)g|ww∗x =
∑
u∈Xm−1
g(xu)g|xuu∗ =
∑
u∈Xm−1
g(x)g|x(u)(g|x)|uu∗
= g(x)
∑
u∈Xm−1
g|x(u)(g|x)|uu∗ = ϕ(g(x)g|x).
Thus A satisfies (SS) and we conclude A ∼= NK(G,X), as required. 
In particular, NK(G,X) = NK(〈N〉, X). Since it is decidable if an automaton is a
nucleus of a self-similar group and the algebra depends only on the nucleus, for algorithmic
problems concerning Nekrashevych algebras of contracting groups it is best to take as
input the nucleus. Moreover, the nucleus of a contracting group can be computed from
any automaton generating the group, as we saw earlier.
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5. Simplicity of Nekrashevych algebras
Our goal is to use Theorem 2.1 to study simplicity of Nekrashevych algebras. For this
section G will always be a self-similar group over the finite alphabet X and S will be the
associated inverse semigroup.
5.1. The tight and singular ideals. The next proposition identifies the Cuntz-Krieger
ideal of K0S as the tight ideal TK(S), and thus KGT (S) ∼= K0S/TK(S) ∼= NK(G,X). This
also follows from [11, Section 6.3], which proves the corresponding statement for the more
general class of Exel-Pardo algebras. Our result provides some additional information
that gives a hands-on description of TK(S).
Proposition 5.1. Let G be a self-similar group over the finite alphabet X and S the
associated inverse semigroup. Then the following are equivalent for any a ∈ K0S:
(1) a is in the Cuntz-Krieger ideal;
(2) a ∈ TK(S);
(3) any w ∈ Xω has a prefix w ∈ X∗ with aw = 0;
(4) there exists N ≥ 0 with aXN = 0.
Proof. We begin by showing that (3) and (4) are equivalent. The implication (4) =⇒
(3) is trivial. For the converse, consider the subgraph T of the tree TX induced on the
vertices w with aw 6= 0. As aw 6= 0 implies au 6= 0 for any prefix u of w, we have that
T is a subtree containing 1, and it is locally finite since X is finite. If T is infinite, that
is, if (4) is not satisfied, then, by Ko˝nig’s lemma, T contains a right infinite simple path
starting at 1 whose label is a word w ∈ Xω, all of whose prefixes w belong to T and hence
satisfy aw 6= 0.
We proceed by showing (1) =⇒ (2) =⇒ (4) =⇒ (1). Recall that the Cuntz-
Krieger ideal is generated by the element 1 −∑x∈X xx∗. This is also a generator of
TK(S), as the idempotents {xx∗ : x ∈ X} cover 1 and are pairwise orthogonal, whence
1−∑x∈X xx∗ = ∏x∈X(1− xx∗) ∈ TK(S). This shows that (1) =⇒ (2).
We next show that the elements satisfying (4) form an ideal. If a, b ∈ K0S are such
that aXN = bXL = 0, then (a + b)XN+L = 0. Also, for any c ∈ K0S, caXN = 0, and
so the set of elements satisfying (4) form a left ideal. What remains to show is that if
aXN = 0, then, for any s ∈ S, asXL = 0 for some L. Put s = ugv∗, and let L = N + |v|.
Then, for w ∈ XL, either v∗w = 0, and so asw = 0, or w = vz with z ∈ XN , in which
case asw = augz = aug(z)g|z = 0, as |ug(z)| = |uz| ≥ N .
It remains to show that the generators of TK(S) satisfy (4). Let v ∈ X∗ and F a
finite cover of vv∗. Put N = max{|u| : uu∗ ∈ F} and let w ∈ XN . If w /∈ vX∗, then
vv∗w = 0, and so uu∗w = 0 for all u ∈ F , whence ∏u∈F (vv∗ − uu∗)w = 0. If w ∈ vX∗,
then ww∗ ≤ vv∗, and so there exists u ∈ F with uu∗ww∗ 6= 0. Since |w| ≥ |u|, we must
have uu∗ww∗ = ww∗. Then (vv∗−uu∗)w = (vv∗−uu∗)ww∗w = (ww∗−ww∗)w = 0, and
so
∏
u∈F (vv
∗ − uu∗)w = 0. This proves (2) =⇒ (4).
For the last part, assume now that aXN = 0 for some N ≥ 0. Then since 1 −∑
w∈XN ww
∗ is in the Cuntz-Krieger ideal, so is a = a(1−∑w∈XN ww∗). This shows that
(4) =⇒ (1), completing the proof. 
In other words, a ∈ K0S belongs to the Cuntz-Krieger ideal if and only if every infinite
word has a prefix w with aw = 0. We say that an infinite word w witnesses that a /∈ TK(S)
if aw 6= 0 for all prefixes w of w. Note that an element a ∈ K0S is singular if and only
if, for each u ∈ X∗, there exists v ∈ X∗ with auv = 0. Indeed, if uu∗ ∈ E(S) \ {0}, then
ww∗ ≤ uu∗ if and only if w = uv with v ∈ X∗, and auv(uv)∗ = 0 if and only if auv =
0. This characterization of the singular ideal, in conjunction with Proposition 5.1(4),
provides an alternate argument that TK(S) ⊆ IK(S) in this setting. Thus Theorem 2.1
has the following corollary for Nekrashevych algebras, in light of Proposition 5.1.
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Theorem 5.2. Let G be a self-similar group over a finite alphabet X and K a field.
Let S be the associated inverse semigroup. Then NK(G,X) = K0S/TK(S) has a unique
maximal ideal consisting of the cosets of the elements of
IK(S) = {a ∈ K0S : ∀u ∈ X∗, ∃v ∈ X∗, auv = 0}.
In particular, NK(G,X) is simple if and only if TK(S) = IK(S).
Our aim is to show that if IK(S)\TK(S) is non-empty, then it must intersect the group
algebra of G, and in the contracting case it must contain an element supported on the
nucleus.
The following proposition is immediate from [41, Propostion 6.4], together with the
observation that TK(S) is an ideal.
Proposition 5.3. Put M = X∗G ≤ S, and let a ∈ KM . Then a is uniquely of the
form
∑
u∈X∗ uau with au ∈ KG, and a is singular if and only if each au is singular. In
particular, if a ∈ IK(S) \ TK(S), then au ∈ KG ∩ IK(S) \ TK(S) for some u.
Our next proposition shows that when searching for singular elements that do not
belong to the tight ideal, it suffices to look inside the group algebra.
Proposition 5.4. Suppose IK(S) \ TK(S) 6= ∅. Then IK(S) \ TK(S) intersects the group
algebra KG.
Proof. We begin by proving that IK(S)\TK(S) intersects the K-algebra of the monoid
M = X∗G. Let a ∈ IK(S) \ TK(S) 6= ∅, and let w be an infinite word which witnesses
a /∈ TK(S) by Proposition 5.1. Then for any prefix w of w, aw ∈ IK(S) \ TK(S) as well,
as aw /∈ TK(S) is witnessed by the word w∗w.
Let s = ugv∗ ∈ S] and let w ∈ X∗ be a word longer than v. Then ugv∗w = 0 if v
is not a prefix of w, and if w = vw′, then ugv∗w = ugw′ = ug(w′)g|w′ . In both cases,
ugv∗w ∈M ∪ {0}.
Choose a prefix of w longer than any word v with ugv∗ in supp a. Then aw ∈ KM
and, as observed, aw ∈ IK(S) \ TK(S). Put b = aw, and apply Proposition 5.3 to b. This
guarantees an element bu ∈ KG ∩ IK(S) \ TK(S), which proves the claim. 
We now turn to the case of a contracting group.
Proposition 5.5. Suppose that the self-similar group G is contracting with nucleus N .
If IK(S) \ TK(S) 6= ∅, then IK(S) \ TK(S) intersects KN .
Proof. If IK(S) \ TK(S) 6= ∅, then by Proposition 5.4 there is an element a ∈ KG ∩
IK(S)\TK(S), witnessed by an infinite word w. Let n ∈ N be such that for any g ∈ supp a,
g|Xn ⊆ N , and take the prefix wn of w of length n. Then supp(awn) ⊆ X∗N , and
awn ∈ IK(S) \ TK(S), as witnessed by w∗nw. Apply Proposition 5.3 to b = awn to obtain
an element bu ∈ IK(S) \ TK(S) with u ∈ X∗. Notice that supp bu ⊆ N by construction.

Proposition 5.5 leads to the following criterion for simplicity for contracting groups.
Corollary 5.6. Let G be a contracting self-similar group acting over a finite alphabet X
with nucleus N and S the associated inverse semigroup. Then the Nekrashevych algebra
NK(G,X) is simple if and only if KN ∩ IK(S) \ TK(S) is empty.
Proof. By Theorem 5.2, NK(G,X) is simple if and only if TK(S) = IK(S). By
Proposition 5.5, TK(S) 6= IK(S) if and only if there is an element a ∈ IK(S) \ TK(S)
supported on N . 
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Remark 5.7. Proposition 5.4 implies that NK(G,X) is simple if and only if the homoge-
nous component of degree 0 under the natural Z-grading is simple. We sketch the ar-
gument, which requires some familiarity with Steinberg algebras of groupoids and tight
groupoids of inverse semigroups. Let S0 be the inverse subsemigroup of S consisting
of 0 and all ugv∗ with |u| = |v|. Then S0 contains all the idempotents of S. Hence
IK(S0) = IK(S) ∩K0S0 and TK(S0) ⊆ TK(S) ∩K0S0. In fact, TK(S0) = TK(S) ∩K0S0
since if a ∈ TK(S) ∩K0S0 and aXN = 0, then a = a(1 −
∑
w∈XN ww
∗) ∈ TK(S0). Thus
K0S0/TK(S0) embeds in NK(G,X) as the homogeneous component of degree zero.
Since E(S0) = E(S), we have that GT (S0) is the open subgroupoid of GT (S) consisting
of all germs of elements of S0 (note that this subgroupoid is the kernel of the natural
continuous cocycle GT (S) → Z sending the germ [ugv∗, w] to |u| − |v|). Being an open
subgroupoid of an effective groupoid, GT (S0) is effective. It is also minimal. For if w ∈ Xω
and uXω is a basic open set of the unit space Xω, then if v is the prefix of w of length
|u|, and so w = vz, then [uv∗, w] is an arrow from w to uz, whence uXω intersects the
orbit of w. Thus every orbit is dense in Xω and so GT (S) is minimal. It now follows from
the results of [41] that K0S0/TK(S0) is simple if and only if IK(S0) = TK(S0). By our
previous observations, we deduce that K0S0/TK(S0) is simple if and only if no element
of IK(S) \ TK(S) belongs to K0S0. Since KG ≤ K0S0, Proposition 5.4 then implies that
NK(G,X) is simple if and only if K0S0/TK(S0), the homogeneous component of degree
0, is simple.
5.2. The simplicity graph. Let G be a self-similar group and A ⊆ G an automaton.
Our goal is to provide a computable criterion to check whether there is an element of
IK(S)\TK(S) supported on A. We then apply this to the nucleus of a contracting group.
If an X-generated monoid acts on the left of a set V , then the Schreier graph of
the action is the edge-labeled digraph with vertex set V and directed edges of the form
v
x−−→ xv for x ∈ X and v ∈ V . Note that, for each x ∈ X, there is exactly one edge
labeled x leaving any vertex, and hence the Schreier graph is finite if both V and X are
finite. One can similarly define the Schreier graph of a right action of an X-generated
monoid on V . In this case, edges are of the form v
x−−→ vx. A Schreier graph has no sinks.
We define a family of equivalence relations V = {≡w: w ∈ X∗} on A, recursively. Let
≡ε be the equality relation. For any w ∈ X∗, x ∈ X and g, h ∈ A, put g ≡xw h whenever
g(x) = h(x) and g|x ≡w h|x. Notice that the set {≡w: w ∈ X∗} is finite as A is finite.
The set V arises as the orbit of the equality relation under a certain left action of X∗ on
the set of equivalence relations on A. For x ∈ X and ≡ an equivalence relation on A, put
g (x · ≡) h whenever g(x) = h(x) and g|x ≡ h|x for g, h ∈ A. The action is then extended
to words recursively by having the empty word act identically and putting (xw) · ≡ equal
to x · (w · ≡) for x ∈ X and w ∈ X∗. We observe that ≡w is precisely w · ≡ε, and ≡ε is
the equality relation.
We define SΓA to be the Schreier graph of the left action of X∗ on V obtained by
restriction of the action on equivalence relations. For u,w ∈ X∗, there is a path labeled
by ρ(u) from ≡w to ≡uw where ρ(u) denotes the reversal of the word u.
Proposition 5.8. For any g, h ∈ A, w ∈ X∗ and equivalence relation ≡ on A, we have
that g (w · ≡) h if and only if g(w) = h(w) and g|w ≡ h|w. In particular, we have
g ≡w h if and only if g(w) = h(w) and g|w = h|w, that is, if and only if gw = hw in
M = X∗G ≤ S.
Proof. We prove this by induction on |w|. If |w| = 0, then g(ε) = ε = h(ε) and g|ε = g,
h|ε = h, and so there is nothing to prove. Assume the proposition is true for w of
length n and let x ∈ X. Then g|xw = (g|x)|w, h|xw = (h|x)|w and g(xw) = g(x)g|x(w),
h(xw) = h(x)h|x(w). Thus g(xw) = h(xw) and g|xw ≡ h|xw is equivalent to g(x) = h(x),
g|x(w) = h|x(w) and (g|x)|w ≡ (h|x)|w. By induction, this is equivalent to g(x) = h(x)
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and g|x (w · ≡) h|x, that is, g (xw · ≡) h. The final statement follows by taking ≡ to be
the equality relation ≡ε and recalling that ≡w is w · ≡ε. 
The strongly connected components of SΓA are partially ordered by reachability: we
put C ≤ C′ if there is a path from C′ to C. We call the minimal elements minimal
components; these are precisely the strongly connected components that no edges leave.
Denote the set of vertices contained in minimal components by Vmin and the set of essential
vertices by Vess. Note that Vmin ⊆ Vess.
For each relation ≡ ∈ V , we introduce the following system of linear equations over Z
in variables cg with g ∈ A:
E≡ =
∑
g≡h
cg = 0 : h ∈ A
 ,
and let
ES =
⋃
≡∈Vmin
E≡.
For brevity, we denote E≡w by Ew.
Given any field K and a finite homogeneous linear system of equations E over Z, denote
the image of E in the prime field of K by EK . Then EK has a solution in K if and only
if it has a solution in the prime field, and so the existence of solutions only depends on
the characteristic of K.
If E is any linear system of equations over Z in variables cg with g ∈ A, we say that
a =
∑
g∈A agg ∈ KG ≤ K0S satisfies EK if putting cg = ag yields a solution of EK .
For any equivalence relation ≡ on A, there is a natural K-linear map pi≡ : KA →
K[A/≡], induced by the projection A→ A/≡, defined by a = ∑g∈A agg 7→∑g∈A ag[g]≡
where [g]≡ is the equivalence class of g. Then a is in kernel of this map if and only if∑
g≡h ag = 0 for all h ∈ A, that is, if a satisfies E≡,K .
Notice that A/≡w is in bijection with Aw via [g]≡w 7→ gw by Proposition 5.8. Under
this identification, pi≡w is just right multiplication by w, and so the kernel consist of those
elements a with aw = 0. We have thus proved the following lemma:
Lemma 5.9. If a =
∑
g∈A agg ∈ KA, then aw = 0 if and only if a satisfies Ew,K .
Theorem 5.10. An element a =
∑
g∈A agg of KA is singular in K0S if and only if it
satisfies ES,K .
Proof. First assume a satisfies ES,K . Let u ∈ X∗ be any word. We need to show that
there exists w ∈ X∗ such that auw = 0. By Lemma 5.9, it suffices to find w ∈ X∗ with
≡uw in Vmin. Take any w ∈ X∗ with ≡w in Vmin. Then there is a path labeled by ρ(u)
from ≡w to ≡uw, and so ≡uw ∈ Vmin as well.
For the converse, suppose that a is singular. Given any word u ∈ X∗, consider the set
Vu = {≡uw : w ∈ X∗}.
Note that for all u, z ∈ X∗, we have Vuz ⊆ Vu and Vzu is the image of Vu under the
action of z on equivalence relations on A described above, and hence |Vzu| ≤ |Vu|. Thus
if u ∈ X∗ with |Vu| minimal, then Vuz = Vu and |Vu| = |Vzu| for all z ∈ X∗. In particular,
if Vu has minimal cardinality, then so does Vw for all w ∈ X∗uX∗.
Suppose that u ∈ X∗ is such that Vu is of minimal size. We claim that a satisfies
Eu,K . Choose w ∈ X∗ such that auw = 0; this exists as a is singular. As observed above,
Vuw = Vu by minimality. But, for any word z ∈ X∗, auwz = 0 and hence a satisfies every
system of equations E≡,K with ≡ in Vuw = Vu by Lemma 5.9. In particular, a satisfies
Eu,K as ≡u ∈ Vu.
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Now fix any minimal strongly connected component C and a word u ∈ X∗ with Vu of
minimal cardinality. Choose a word v with ≡v ∈ C. Then we obtain ≡uv ∈ C as ρ(u) labels
a path from ≡v to ≡uv and C is minimal. Choose any vertex ≡ of C and a path from ≡uv
to ≡ with label z. Then ≡ρ(z)uv coincides with ≡. But Vρ(z)uv has minimal cardinality,
as ρ(z)uv ∈ X∗uX∗, by the above discussion. The claim of the previous paragraph then
yields that a satisfies Eρ(z)uv,K = E≡,K . As ≡ was an arbitrary vertex of an arbitrary
minimal component, we deduce that a satisfies ES,K . 
It may happen that a singular element a satisfies the equations of more vertices than
those in Vmin. In order to get a to not belong to TK(S) we have to make sure that it does
not satisfy the equations of too many vertices.
Proposition 5.11. An element a =
∑
g∈A agg of KA belongs to TK(S) if and only if it
satisfies E≡,K for every essential vertex ≡ of SΓA.
Proof. If a ∈ TK(S), then aXk = 0 for some k ≥ 0 by Proposition 5.1. By Lemma 5.9,
we deduce that a satisfies Ew,K for all w with |w| ≥ k. If ≡ is essential, then there is a
directed path of length k from a vertex ≡u to ≡ by Lemma 3.1. Thus ≡ = ≡vu for some
v ∈ Xk, and so a satisfies E≡,K = Evu,K as |vu| ≥ k. Conversely, suppose that a satisfies
E≡,K for every essential vertex ≡ and let n be the number of vertices of SΓA. Then any
vertex ≡w with |w| = n is reachable from the equality relation by a path of length n, and
hence is essential by Lemma 3.1(5). Thus a satisfies Ew,K by assumption, whence aw = 0
by Lemma 5.9. Therefore, a ∈ TK(S) by Proposition 5.1(4). 
We say that a homogeneous system of linear equations E′ over a field K is a consequence
of a homogeneous system of linear equations E if each solution of E is also a solution of
E′. This means that augmenting the coefficient matrix of E by the coefficient matrix of
E′ does not change the rank.
Corollary 5.12. Let G be a self-similar group and let A ⊆ G be an automaton. Then
KA ∩ IK(S) \ TK(S) is non-empty if and only if there is a vertex ≡ ∈ Vess \ Vmin such
that E≡,K is not a consequence of ES,K .
Proof. If a ∈ KA ∩ IK(S) \ TK(S), then by Proposition 5.11, there is an essential vertex
≡ of SΓA such that a does not satisfy E≡,K . But since a ∈ IK(S), we have that a satisfies
ES,K by Theorem 5.10, and so ≡ /∈ Vmin and E≡,K is not a consequence of ES,K .
Conversely, if there exists an essential vertex ≡ as in the statement of the corollary,
then there exists a ∈ KA that satisfies ES,K but not E≡,K . Then a ∈ KA∩IK(S)\TK(S)
by Theorem 5.10 and Proposition 5.11. 
Corollary 5.12 and Corollary 5.6 then lead to the following criterion for simplicity of
the Nekrashevych algebra of a contracting group.
Theorem 5.13. Let G be a contracting self-similar group over the alphabet X, K a field
and A an automaton containing the nucleus of G. Then NK(G,X) is simple if and only
if E≡,K is a consequence of ES,K for each ≡ ∈ Vess \ Vmin.
The following fact about systems of equations over Z is well known, but we include
here the argument for completeness.
Proposition 5.14. Let A be an m×n integer matrix. Then the Q-rank of A agrees with
the Zp-rank of A for all but finitely many primes p and one can compute this finite set of
primes and the corresponding rank in polynomial time.
Proof. Any integer matrix can be brought using elementary row and column opera-
tions over Z into Smith normal form in polynomial time. Smith normal form is diagonal
with non-zero diagonal entries d1 | d2 | · · · | dr and r is the Q-rank of A. If p does not
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divide dr, then the Zp-rank of A is r. Otherwise, the Zp-rank of A is i − 1 where i is
minimum with p | di. 
The following algorithm lets one determine if an automaton supports a singular element
not belonging to TK(S).
Theorem 5.15. Let A be an automaton given by a state diagram. Then for any self-
similar group G containing A with associated inverse semigroup S, either KA ∩ IK(S) \
TK(S) is non-empty for every field K, or KA ∩ IK(S) \ TK(S) = ∅ for all fields K
except for those with characteristic belonging to a finite set of primes. Moreover, there
is an algorithm that on input A, outputs which of the two cases holds and in the second
case outputs the finite set of characteristics of fields K such that KA ∩ IK(S) \ TK(S) is
non-empty.
Proof. First note that the proof of [41, Corollary 5.14] shows that if a ∈ IQ(S)\TQ(S),
then for each prime p, there is a multiple da ∈ Z0S with d ∈ Q \ {0} such that da maps
to an element of IZp(S) \ TZp(S).
The state diagram of the automaton of A lets us compute the (left) action of elements
of A on X and the (right) action of X∗ on A. The algorithm then is as follows:
Step 1: Build the graph SΓA recursively starting from the vertex of the equality rela-
tion. For the recursion, for each vertex ≡ that we have constructed and each letter x ∈ X,
we compute x · ≡; if this is an existing vertex, we add the respective edge ≡ x−−→ x · ≡,
otherwise we add both the new vertex and the edge. This procedure eventually stops as
SΓA is finite.
Step 2: Compute the vertices Vmin of the minimal components and from these the set
of linear equations ES .
Step 3: List all the vertices of Vess \ Vmin: ≡1, . . . ,≡m. Let B be the coefficient matrix
for the system ES and let B
′ be the coefficient matrix for the system
⋃m
i=1E≡i ∪ES (over
Z); these are integer matrices. It follows from Corollary 5.12 that KA ∩ IK(S) \ TK(S)
is non-empty if and only if the rank of B′ over K is greater than the rank of B over K
(where we view integer matrices over any field by projecting into the prime field).
If the Q-rank of B′ is larger than the Q-rank of B, then, for any field K of characteristic
zero, we have KA ∩ IK(S) \ TK(S) is non-empty and also, by the observation at the
beginning of the proof, we have ZpA ∩ IZp(S) \ TZp(S) for every prime p and so KA ∩
IK(S) \ TK(S) is non-empty for every field K.
On the other hand, if B and B′ have the same rank over Q, then by Proposition 5.14,
there is a finite set of primes where the ranks of B and B′ differ from their Q-ranks, and,
moreover, we can compute this finite set of primes and their ranks over each of these
primes. Thus we can output the finite set of primes p for which the Zp-rank of B′ is
bigger than that of B. 
In practice the equations ES,K often have no non-trivial solutions and so one should
check that first. Note that both Steps 2 and 3 can be done in polynomial time in the size
of SΓA; but Step 1 is more complicated, as there can be many equivalence relations on
A, and so we currently have no non-trivial time bound on Step 1 or size bound on SΓA.
Nonetheless, in all examples we have considered there is exactly one minimal component,
and in many examples the equality vertex is the only vertex not in a minimal component.
Remark 5.16. The algorithm is constructive in the sense that if KA ∩ IK(S) \ TK(S) is
non-empty, we can also find an element by finding a solution of ES,K which does not solve
some ES,≡i .
We now arrive at one of our main results:
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Theorem 5.17. Let G be a contracting self-similar group acting over a finite alphabet X
given by the state diagram of a finite automaton A generating G. Then then the simplicity
of the Nekrashevych algebra NK(G,X) depends only on the characteristic of K: it is either
non-simple over all characteristics, or it is simple over all fields but those of finitely many
positive characteristics. Furthermore, there is an algorithm which decides whether we are
in the first case or, in the second case, outputs the finite set of characteristics such that
NK(G,X) is not simple.
Proof. There is an well-known algorithm (described in Section 3) that computes the nu-
cleus of G from A whenever G is contracting. The result then follows from Corollary 5.6
and Theorem 5.15. 
We do not know of an example of a (non-contracting) self-similar group over a finite
alphabet whose Nekrashevych algebra is simple in characteristic 0 but is non-simple over
fields of infinitely many positive characteristics.
A natural question arises as to whether the Nekrashevych C∗-algebra of a self-replicating,
contracting group G over a finite alphabet is simple if and only if the Nekrashevych algebra
of G over the complex numbers is simple (simplicity of the complex Nekrashevych algebra
is known to be a necessary condition [12]). Note that the tight groupoid of the inverse
semigroup S is amenable in this case and so its reduced C∗-algebra is the Nekrashevych
C∗-algebra. In [12] it was shown that the Nekrashevych C∗-algebra of the Grigorchuk
group is simple.
6. Examples
In this section we investigate the simplicity of Nekrashevych algebras of two well-known
contracting groups: the Hanoi towers group and the Basilica group. We also present a
general construction of self-similar groups with a non-simple Nekrashevych algebra over
every field.
6.1. The Hanoi towers group. The Hanoi towers group H is a self-similar group which
models the classical Towers of Hanoi puzzle (on 3 pegs) and was first studied by Grigorchuk
and Sˇunic´ [19]. It is also the iterated monodromy group of the rational function z2− 1627z ,
whose Julia set is a Sierpin´ski gasket. It acts over the alphabet X = {1, 2, 3} and is
generated by automaton N with the state diagram in Figure 2, which is also the nucleus
as N = N−1, N |X = N and N2|X ⊆ N (this is well known and easily checked).
We claim that ≡x is the equality relation for all x ∈ X, and hence SΓN has one vertex
with 3 loops. Since a, b, c act by the three transpositions in S3, no two of them agree on
x. On the other hand, if g(x) = x, with g ∈ {a, b, c}, then g|x = g and so g 6≡x 1H . Thus
≡x is the equality relation. Therefore, the equation cg = 0 is part of ES for every g ∈ N ,
and hence ES has no non-trivial solution over any field. Thus the Hanoi towers group
has a simple Nekrashevych algebra over any field. (Alternatively, Theorem 5.13 applies
trivially as SΓN \ Vmin = ∅.)
Theorem 6.1. The Hanoi towers group has a simple Nekrashevych algebra over every
field.
6.2. The Basilica group. The Basilica group B is the iterated monodromy group of the
polynomial z2− 1. It is a self-similar group acting on X = {0, 1} and was first studied by
Grigorchuk and Z˙uk [24]. It is generated by the automaton with states the identity 1B
and a, c given by a(0w) = 0w, a(1w) = 1c(w), c(0w) = 1w, c(1w) = 0a(w) for w ∈ {0, 1}∗.
The nucleus N is well known to consist of the elements {1B, a, b, c, d, e, f}, where b = a−1,
d = c−1, e = ca−1 and f = ac−1. Note that 1B, a, b act on X identically and c, d, e, f by
the transposition. The sections are given in Figure 3 and the state diagram is in Figure 4.
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1H
a
b c
3 | 3
1 | 2 2 | 1
2 | 2 1 | 3
3 | 1
1 | 1
2 | 3
3 | 2
x | x
Figure 2. State diagram for the Hanoi towers group
1B|0 = 1B, 1B|1 = 1B, c|0 = 1B, c|1 = a
a|0 = 1B, a|1 = c, d|0 = b, d|1 = 1B
b|0 = 1B, b|1 = d, e|0 = 1B, e|1 = f,
f |0 = e, f |1 = 1B.
Figure 3. Table of sections for the nucleus of the Basilica group
1B
e f
c
a
d
b
x | x
1 | 1
0 | 0
1 | 0
0 | 1
1 | 1
0 | 0
0 | 1
1 | 0
1 | 0
0 | 1 0 | 1 1 | 0
Figure 4. State diagram for the nucleus of the Basilica group
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Looking at the action of N on X, we immediately obtain that any equivalence class of
≡w is contained either in Nid = {1, a, b} or N(01) = {c, d, e, f}. Furthermore if g, h are in
the same set Npi, then g(x) = h(x) for any x ∈ X, and thus, for any equivalence relation
≡, we have g (x · ≡) h if and only if g|x ≡ h|x. Figure 5 contains the equivalences in the
orbit of the equality relation, given as partitions, and Figure 6 displays the edge-labeled
graph SΓN (which can be readily verified by direct computation).
≡ ≡ ∩Nid ≡ ∩N(01)
= {1B}, {a}, {b} {c}, {d}, {e}, {f}
≡0 {1B, a, b} {c, e}, {d}, {f}
≡1 {1B}, {a}, {b} {c}, {d, f}, {e}
≡00 {1B, a, b} {c, d, e}, {f}
≡10 {1B}, {a}, {b} {c, d, f}, {e}
≡100 {1B}, {a, b} {c, d, f}, {e}
≡110 {1B}, {a, b} {c}, {d, f}, {e}
Figure 5. Partitions for the nucleus of the Basilica group
=
≡0
≡1
≡00
≡10
≡100
≡110
0
0
1
1
1
0
1
1
1
0
0
0
1
0
Figure 6. The graph SΓN for the Basilica group
Notice that Vmin = V \ {=} and = is inessential. Thus NK(B, {0, 1}) is simple over
any field K by Theorem 5.13.
Theorem 6.2. The Basilica group has a simple Nekrashevych algebra over every field.
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6.3. Some non-simple Nekrashevych algebras. The first example of a non-simple
Nekrashevych algebra over some field was given in [12,37]: the Nekrashevych algebra of the
Grigorchuk group [25] is not simple over fields of characteristic 2, but is simple over fields
of any other characteristic. Nekrashevych showed (unpublished) that the Nekrashevych
algebra of the Grigorchuk-Erschler group [14,20] is not simple over any field; more on this
later.
Here is a straightforward method of constructing examples of self-similar groups with
non-simple Nekrashevych algebras over any field.
If G is a self-similar group over a finite alphabet X, define the trivial one-step inflation
of G to be the self-similar action of G on X
∐{z} obtained by extending the action on X
by putting g(z) = z and g|z = g for any g ∈ G.
Proposition 6.3. Let G have a self-similar action over the finite alphabet X and suppose
that KG∩TK(S) 6= 0, where S is the associated inverse semigroup. Putting Y = X
∐{z}
with the trivial one-step inflation action, NK(G, Y ) is not simple.
Proof. Let 0 6= a ∈ KG ∩ TK(S). Then aXN = 0 for some N ≥ 0 by Proposition 5.1. By
construction of the action gz = zg for all g ∈ G and hence az = za. Thus auXN = 0 for
any u ∈ Y ∗. We conclude that a is singular. But azn = zna 6= 0 for all n ≥ 0 and so a is
not in the tight ideal over the larger alphabet Y by Proposition 5.1(4). Thus NK(G, Y )
is not simple. 
The following construction is inspired by two of the constructions in [41, Section 6].
Corollary 6.4. Let H1, H2 be non-trivial self-similar groups over the respective alphabets
X1, X2. Define a self-similar action of G = H1 ×H2 on X1
∐
X2 by (h1, h2)(x) = hi(x)
if x ∈ Xi, for i = 1, 2, and
(h1, h2)|x =
{
(h1|x, 1), if x ∈ X1
(1, h2|x), if x ∈ X2
.
If Y = X1
∐
X2
∐{z} with the trivial one-step inflation action, then NK(G, Y ) is not
simple for any field K.
Proof. By Proposition 6.3, it suffices to show that if S is the inverse semigroup associ-
ated to the action of G on X = X1
∐
X2, then KG ∩ TK(S) 6= 0. Let a = ((1, 1) −
(h1, 1))((1, 1)− (1, h2)) = ((1, 1)− (1, h2))((1, 1)− (h1, 1)) ∈ KG where 1 6= h1 ∈ H1 and
1 6= h2 ∈ H2. Then ((1, 1)− (h1, 1))x = 0 for all x ∈ X2 and ((1, 1)− (1, h2))x = 0 for all
x ∈ X1 by construction. Thus aX = 0, and so 0 6= a ∈ KG ∩ TK(S), as required. 
For the above construction, we can just take H1 = H2 = Z2 acting over {0, 1} by acting
on the first letter only. Note that the tight groupoids of the inverse semigroups associated
to the groups in Corollary 6.4 are minimal and effective, but have non-simple algebras
over every field.
7. Multispinal groups
In this section, we consider a construction of contracting self-similar groups that gen-
eralizes self-replicating spinal automaton groups [8] and, in particular, generalizes a con-
struction of Sˇunic´ [42], which produces a natural family of self-similar groups containing
the Grigorchuk group [25]. We call self-similar groups obtained in this fashion multispinal
groups. Multispinal groups also include the Gupta-Sidki p-groups [26], GGS-groups [4]
and multi-edge spinal groups [2].
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7.1. Construction. IfG,H are groups, recall that Aut(G) acts on the right of Hom(G,H)
via precomposition. Let X be a finite set. A group H acts freely on X if the stabilizer
of each point is trivial; in particular, a free action is faithful. The data needed to build
a multispinal group over the alphabet X are a finite group G, a finite group H with a
free left action on X and a mapping Φ: X → Aut(G)∪Hom(G,H) meeting the following
requirements:
(S1) Φ(X) ∩Aut(G) 6= ∅;
(S2) Φ(X) ∩Hom(G,H) 6= ∅;
(S3) If A = 〈Φ(X) ∩ Aut(G)〉 and B = (Φ(X) ∩ Hom(G,H)) · A (via the right action
of Aut(G) on Hom(G,H)), then
⋂
λ∈B kerλ = {1}.
We define an automaton A with state set (G∐H)/∼ where ∼ is the equivalence
relation identifying the identities 1G of G and 1H of H into a class that we denote by 1.
The action and sections are defined by the followings rules. If h ∈ H, then it acts on X
via the given action of H on X and h|x = 1 for all x ∈ X. If g ∈ G, we put
g(x) = x, g|x = Φ(x)(g), ∀x ∈ X.
Notice that if g = 1, then this gives the identity map on X∗, and so there is no ambiguity
in the definition of the state 1. When Φ(x) ∈ Aut(G), we have g|x ∈ G, whereas if
Φ(x) ∈ Hom(G,H), then g|x ∈ H. Let G be the automaton group generated by the
states of A.
For example, the Sˇunic´ groups [42] are the special case where, for a prime p, X = Zp,
G = Znp , H = Zp acting on the left of itself and Φ(X) contains exactly one automorphism
of G and one non-trivial homomorphism from G to H (with suitable restrictions to make
(S3) hold). In particular, the Grigorchuk group [25] is the multispinal group with G =
Z2 × Z2, H = Z2 and
Φ(0)(x, y) = y, Φ(1) =
0 1
1 1
 .
Proposition 7.1. The multispinal group G is contracting with nucleus contained in A.
The states G and H generate isomorphic copies of G and H in G, respectively. The
nucleus is N = G ∪⋃x∈Φ−1(Hom(G,H)) Φ(x)(G).
Proof. The states from H generate a copy of H, as H acts faithfully on X. Since Φ(x)
is a homomorphism, for each x ∈ X, we have that (gg′)|x = Φ(gg′) = Φ(g)Φ(g′) = g|xg′|x
for all g, g′ ∈ G. Thus (gg′)(xw) = x(gg′)|x(w) = x(g|xg′|x)(w) = xg|x(g′|x(w)) =
g(xg′|x(w)) = g(g′(xw)), and so the assignment of g ∈ G to its corresponding state is
a homomorphism. This assignment is injective because if 1 6= g ∈ G, then we can find
λ ∈ B with λ(g) 6= 1 by (S3). But, by construction, there is w ∈ X∗ with g|w = λ(g) 6= 1.
Thus G acts faithfully on X∗. It now follows that A is closed under inversion with the
inverse of the state k ∈ G ∪H being given by k−1.
We next verify that N is the nucleus. We begin by observing that N = G|X : for if
Φ(x) ∈ Aut(G), then, for any g ∈ G, g|x ∈ G and g = Φ(x)(g′) = g′|x for some g′ ∈ G,
and so G|Φ−1(Aut(G)) = G. Therefore,
G|X = G|Φ−1(Aut(G)) ∪G|Φ−1(Hom(G,H)) = G ∪
⋃
x∈Φ−1(Hom(G,H))
Φ(x)(G) = N.
As H|X = {1}, it follows now that N |X = N . By [35, Lemma 2.11.2] and the discussion
thereafter, to show that N is the nucleus, it suffices to show that N = N−1 and N2|X ⊆ N .
Note that N is closed under inversion by definition. Since G2 = G, H2 = H, G|X = N
and H|X = {1}, it remains to show that if g ∈ G, h ∈ H, then gh and hg have sections
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in N . Indeed, for x ∈ X, we have that (gh)|x = g|h(x)h|x = g|h(x) ∈ N , by definition, and
(hg)|x = h|g(x)g|x = g|x ∈ N again. This completes the proof. 
In most, but not all, examples that we considerA will be the nucleus. In any event, since
A contains the nucleus, Theorem 5.13 will allows us to use SΓA to determine simplicity
of the Nekrashevych algebra of a multispinal group.
We remark that if H is transitive on X and H = 〈⋃x∈Φ−1(Hom(G,H)) Φ(x)(G)〉, then
G will be self-replicating (and hence infinite) and its associated ample groupoid will be
amenable by [36]. If |Φ(X) ∩ Aut(G)| = 1, then G is a spinal group [8] and all self-
replicating spinal automaton groups are of this form. In particular, when G is spinal,
A is a bounded automaton and so G is amenable by [5]. Multispinal groups for which
Φ(X) contains exactly one automorphism and one non-trivial homomorphism are called
G-groups [4].
7.2. Representation theory. Representation theory will play a key role in our analysis
of the simplicity of Nekrashevych algebras of multispinal groups. The reader is referred
to [29, Chapter 3.8] as a reference on the representation theory of finite groups. Let G
be a finite group and K an algebraically closed field whose characteristic does not divide
|G|. Then by Maschke’s theorem KG is semisimple [29, Theorem 6.1]. Let Ĝ be the
set of equivalence classes of irreducible representations of G over K. Any representation
ρ : G→Mn(K) can be extended to a K-algebra homomorphism ρ : KG→Mn(K) in the
usual way. The character χρ : G → K of ρ is the mapping taking g to the trace of ρ(g).
The character determines the representation up to equivalence.
We shall fix a representative of each class from Ĝ and identify the class with its repre-
sentative. Then Wedderburn’s theorem [29] yields an isomorphism
ΨG : KG→
∏
ρ∈Ĝ
Mnρ(K)
a 7→ (ρ(a))
ρ∈Ĝ
where nρ is the degree of the representation ρ. Notice that G is abelian if and only if KG
is commutative, if and only if nρ = 1 for all ρ ∈ Ĝ.
Remark 7.2. If ρ is an irreducible representation of G and
eρ =
nρ
|G|
∑
g∈G
χρ(g
−1)g,
then it is well known [29, Proposition 8.15] that ρ(eρ) = Inρ and ψ(eρ) = 0 for ψ ∈ Ĝ\{ρ}.
Hence ΨG(eρ) is the identity of the Wedderburn component Mnρ(K).
Let N CG be a normal subgroup and piN : G → G/N the quotient map. If ρ ∈ Ĝ/N ,
then ρ ◦ piN ∈ Ĝ and so we can view Ĝ/N as embedded in Ĝ as those irreducible repre-
sentations whose kernel contains N . Then the following diagram commutes by definition:
KG
∏
ρ∈Ĝ
Mnρ(K)
K[G/N ]
∏
ρ∈Ĝ/N
Mnρ(K)
ΨG
piN
νN
ΨG/N
22 BENJAMIN STEINBERG AND NO´RA SZAKA´CS
where νN is the projection and ΨG, ΨG/N are the Wedderburn isomorphisms. Therefore,
kerpiN = Ψ
−1
G
(∏
ρ/∈Ĝ/N Mnρ(K)
)
.
Proposition 7.3. Let G be a finite group and K an algebraically closed field whose
characteristic does not divide |G|. Let B be a collection of normal subgroups of G and let
piN : KG→ K[G/N ] be the projection for N ∈ B. Then the following are equivalent:
(1)
⋂
N∈B kerpiN = 0;
(2) for each irreducible representation ρ ∈ Ĝ, there exists N ∈ B with N ≤ ker ρ.
Proof. It follows from the above discussion that
⋂
N∈B
kerpiN =
⋂
N∈B
Ψ−1G
 ∏
ρ/∈Ĝ/N
Mnρ(K)
 = Ψ−1G
 ∏
ρ∈Ĝ\⋃N∈B Ĝ/N
Mnρ(K)
 .
This will be 0 if and only if Ĝ =
⋃
N∈B Ĝ/N , i.e., (2) holds. 
7.3. Simplicity for Nekrashevych algebras of multispinal groups. The main theo-
rem of this subsection describes simplicity of Nekrashevych algebras of multispinal groups.
We will then use the theorem to give examples of finitely generated, infinite p-groups of
intermediate growth, which have simple Nekrashevych algebras over all fields of charac-
teristic different than p, but non-simple algebras in characteristic p. When p = 2, this
includes the Grigorchuk group [25], which was first handled in [12, 37]. We also show
that, for any finite set P of primes, there is a multispinal group whose Nekrashevych
algebra is simple over precisely those fields whose characteristic does not belong to P.
Since contracting groups with simple Nekrashevych algebras in characteristic 0 can only
fail to have simple algebras over finitely many prime characteristics by Theorem 5.17, this
shows that one cannot constrain these characteristics in any further way.
We begin with a lemma describing SΓA for a multispinal group.
Lemma 7.4. Let G and H be finite groups with H acting freely on X and Φ: X →
Aut(G)∪Hom(G,H) be the data defining a multispinal group. Let A,B be as in (S3) and
A = (G∐H)/{1G ∼ 1H} be the associated automaton. If LCG, let ≡L be the equivalence
relation on G into cosets of L, which we extend to A by putting each element of H \ {1}
into a singleton class.
(1) The vertices of SΓA are the equality relation and {≡kerλ : λ ∈ B}.
(2) If Φ(x) ∈ Hom(G,H), then there is an edge ≡ x−−→ ≡ker Φ(x) for any vertex ≡ of
SΓA.
(3) If Φ(x) ∈ Aut(G), then x labels a loop at the equality relation.
(4) The labeled subgraph of SΓA with vertices {≡kerλ : λ ∈ B} and edges labeled by
X1 = Φ
−1(Aut(G)) is the quotient of the Schreier graph of A acting on the right
of B with respect to the generating set X1 by the label preserving map λ 7→ ≡kerλ.
In particular, all vertices of SΓA are essential and Vmin = {≡kerλ : λ ∈ B}.
Proof. First note that if h ∈ H \ {1}, then h(x) 6= k(x) for any x ∈ X, k ∈ A \ {h} as
H acts freely on X. It follows that h is not equivalent to any other state under x · ≡ for
any equivalence relation ≡ on A and any x ∈ X. We deduce that, for any word w ∈ X∗,
we have that ≡w places H \ {1} into singleton classes. From now on we can focus on the
equivalence relation that ≡w induces on G, as we already understand what it looks like
on H \ {1}.
Notice that {1} C G and ≡{1} is the equality relation. Next observe that if L C G
and Φ(x) ∈ Hom(G,H), then x · ≡L = ≡ker Φ(x). Indeed, elements of H \ {1} are in
singleton classes by the above discussion and we have, for g1, g2 ∈ G, that it is always
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the case that g1(x) = x = g2(x). Hence, g1 (x · ≡L) g2 if and only if Φ(x)(g1) = g1|x ≡L
g2|x = Φ(x)(g2). But since ≡L restricts to the equality relation on H, this is equivalent
to Φ(x)(g1) = Φ(x)(g2). It follows that x · ≡L = ≡ker Φ(x).
Observe that if Φ(x) ∈ Aut(G) and LCG, then x·≡L = ≡Φ(x)−1(L). Again the elements
of H \ {1} are in singleton classes by the first paragraph of the proof. If g1, g2 ∈ G, then
g1(x) = x = g2(x), and so we have that g1 (x · ≡L) g2 if and only if Φ(x)(g1) = g1|x ≡L
g2|x = Φ(x)(g2), that is, if and only if g1 and g2 are in the same coset of Φ(x)−1(L). Thus,
x · ≡L = ≡Φ(x)−1(L). As the equality relation is ≡{1}, we deduce that x labels a loop at
the equality relation. Moreover, if λ ∈ B, then x · ≡kerλ = ≡kerλ◦Φ(x).
It now follows that the set of equivalence relations in (1) is invariant under the action
of X∗, each ≡ker Φ(x) with Φ(x) ∈ Hom(G,H) is reachable from any of these equivalence
relations (including the equality relation) by a single edge (labeled by x), and the Schreier
graph of the action of X∗1 on {≡kerλ: λ ∈ B} is isomorphic as a labeled graph to the
quotient of the Schreier graph of A acting on the right of B via the map sending λ to
≡kerλ. Hence every vertex from {≡kerλ : λ ∈ B} is reachable from some ≡ker Φ(x) with
x ∈ X \ X1. Therefore, every equivalence relation in (1) is reachable from the equality
relation by the action of X∗. Claims (1)–(4) follow. The final statement is immediate
from (2), (4) and the preceding discussion. 
We remark that the equality relation belongs to Vmin if and only if kerλ is trivial for
some λ ∈ B.
Theorem 7.5. Let G and H be finite groups with H acting freely on X and Φ: X →
Aut(G) ∪ Hom(G,H) be the data defining a multispinal group. Let A,B be as in (S3).
Let G be the corresponding self-similar multispinal group and K a field. If λ : G → H is
a homomorphism, then λ˜ : KG→ KH denotes the induced homomorphism.
(1) NK(G, X) is simple if and only if
⋂
λ∈B ker λ˜ = 0.
(2) If the characteristic of K does not divide |G|, then NK(G, X) is simple if and only
if, for each irreducible representation ρ of G over the algebraic closure of K, there
exists λ ∈ B with kerλ ≤ ker ρ.
(3) If the characteristic of K divides | kerλ| for all λ ∈ Φ(X) ∩ Hom(G,H), then
NK(G, X) is not simple.
Proof. Since A = (G∐H)/{1G ∼ 1H} is an automaton containing the nucleus of G
by Proposition 7.1, it suffices to verify the conditions in Theorem 5.13. By Lemma 7.4,
ES,K consists of the equations E≡kerλ,K with λ ∈ B. In particular, ES,K contains the
equation ch = 0 for each h ∈ H \ {1}. So any solution to ES,K belongs to KG. But
a ∈ KG satisfies E≡kerλ,K if and only if a ∈ ker λ˜. Thus a satisfies ES,K if and only if
a ∈ ⋂λ∈B ker λ˜. Since, by Lemma 7.4, all the vertices of SΓA are essential, including the
equality relation, we deduce from Theorem 5.13 that NK(G, X) is simple if and only if
the equations cg = 0, for all g ∈ G, are a consequence of the equations ES,K , that is,
a = 0 is a consequence of a ∈ ⋂λ∈B ker λ˜. This proves (1).
For (2), since the simplicity of NK(G, X) depends only on the characteristic of K, we
may assume without loss of generality that K is algebraically closed. Then the equivalence
of the conditions in (1) and (2) is Proposition 7.3.
Note that if the characteristic p of K divides all | kerλ| with λ ∈ Φ(X) ∩ Hom(G,H),
then a =
∑
g∈G g belongs to ker λ˜ for all λ ∈ B as λ˜(a) = | kerλ|
∑
t∈G/N t = 0. Thus (3)
follows from (1). 
Note that the kernels of the complex irreducible representations of a group G can be
read off the character table, and so this might be the easiest way to verify condition (2)
for K the field of complex numbers. Remark 7.2 provides an explicit singular element in
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the case that there is some irreducible representation ρ whose kernel contains no kerλ
with λ ∈ B.
Example 7.6 (Direct product construction). LetH be any non-trivial finite group (acting
regularly on the left of itself, that is, X = H) and put G = H ×H. Fix a non-trivial ele-
ment h ∈ H and define Φ: H → Aut(G)∪Hom(G,H) by Φ(1)(a, b) = (b, a), Φ(h)(a, b) = b
and Φ(h′) is the trivial homomorphism G→ H for h′ 6= 1, h. Then the corresponding mul-
tispinal group G, which is spinal and self-replicating, has a non-simple Nekrashevych alge-
bra over every field. To see this, note that B consists of the two projections (a, b) 7→ a and
(a, b) 7→ b; these clearly separate points. Let 0 6= a = ((1, 1)−(h, 1))((1, 1)−(1, h)) ∈ KG.
Then a belongs to the kernels of both homomorphisms KG → KH induced by the two
projections G→ H, and so NK(G, H) is not simple by Theorem 7.5(1).
When H = Z2, this construction produces the Grigorchuk-Erschler group [14,20], which
was shown by Nekrashevych (unpublished) to have a non-simple Nekrashevych algebra
over every field.
7.4. Gupta-Sidki groups, GGS-groups and multi-edge spinal groups. Let m ≥ 2
be an integer. Then a GGS-group is a multispinal group with G = Cm, a cyclic group of
order m generated by t, and H = Zm (acting on itself, so X = H) with Φ(m − 1) the
identity automorphism of G and Φ(k) ∈ Hom(G,H) for all 0 ≤ k ≤ m − 2. Put ek =
Φ(k)(t) for 0 ≤ k ≤ m − 2; then (S3) is satisfied if and only if gcd(e0, . . . , em−2,m) = 1,
which we assume from now on (cf. [4]). For example, when m is an odd prime p, we obtain
the Gupta-Sidki p-groups [26] by putting e0 = 1, e1 = −1 and ek = 0 for 2 ≤ k ≤ p− 2;
these are finitely generated, infinite p-groups. More generally, it is known that if m = pn
with p a prime, then a GGS-group is a p-group if and only if, for each 0 ≤ k ≤ n− 1, one
has that
∑pn−k−1
j=1 ejpk−1 ≡ 0 mod pk+1. See [4].
Theorem 7.7. Let G be a GGS-group over the alphabet Zm with m ≥ 2. If Φ(k) is
an isomorphism for some 0 ≤ k ≤ m − 2, then NK(G,Zm) is simple for all fields K.
Otherwise, NK(G,Zm) is simple over no field K. In particular, if m is a prime power,
e.g., in the case of Gupta-Sidki p-groups, the Nekrashevych algebra is simple over any
field.
Proof. If Φ(k) is an isomorphism for some k, then ker Φ˜(k) = 0 and so NK(G,Zm) is
simple by Theorem 7.5(1). This will occur, in particular, if m is a prime power pn since
gcd(e0, . . . , em−2,m) = 1 is equivalent to one of the ei not being divisible by p in this
case.
On the other hand, suppose that no Φ(k) with 0 ≤ k ≤ m− 2 is an isomorphism. Note
that B = {Φ(k) : 0 ≤ k ≤ m − 2}. The group G has a faithful degree one irreducible
complex representation G → C× given by ρ(tk) = e2piik/m. Since each kerλ with λ ∈ B
is non-trivial, it follows that NC(G,Zm) is not simple by Theorem 7.5(2) and hence
NK(G,Zm) is simple over no field K by Theorem 5.17. 
GGS-groups are generated by bounded automata and hence are amenable by [5]. There-
fore, the ample groupoids associated to GGS-groups are minimal, effective and amenable
but if none of the Φ(k) are isomorphisms, then they have simple Steinberg algebras over
no field.
In [2] and elsewhere (see the references therein) a generalization of Gupta-Sidki groups
and GGS-groups (in the case m is prime) is considered called multi-edge spinal groups.
Let p be a prime and let 1 ≤ r ≤ p−1. Let G = Zrp and H = Zp (acting on the left of itself
by the left regular representation), and let Φ(p − 1) be the identity automorphism of G
and Φ(k) ∈ Hom(G,H) for 0 ≤ k ≤ p−2. Writing v1, . . . , vr for the standard basis for G,
the condition (S3) is equivalent to the vectors ei = (Φ(0)(vi),Φ(1)(vi), . . . ,Φ(p−2)(vi)) ∈
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Zp−1p , for i = 1, . . . , r, being linearly independent. Note that the vectors e1, . . . , er deter-
mine Φ(0), . . . ,Φ(p−2). The associated multispinal group G is a multi-edge spinal group.
It is known for exactly which vectors e1, . . . , er the multi-edge spinal group is a p-group
(they are always finitely generated and infinite, being self-replicating), cf. [2]. Multi-edge
spinal groups are generated by bounded automata and hence are amenable [5].
Theorem 7.8. Let p be a prime and e1, . . . , er be linearly independent vectors over Zp−1p .
Then the corresponding multi-edge spinal group G has a simple Nekrashevych algebra over
every field if r = 1, and otherwise has a non-simple Nekrashevych algebra over every field.
Proof. If r = 1, this follows from Theorem 7.7. Assume now that 2 ≤ r ≤ p − 1 and
let G = Zrp. If µp denotes the group of pth-roots of unity in C, then µp is a cyclic
group of order p and Ĝ = Hom(G,µp). Thus the kernels of the non-trivial irreducible
representations of G are the p
r−1
p−1 = 1 + p+ p
2 + · · ·+ pr−1 > p− 1 subgroups of index p.
Since B consists of the p − 1 homomorphisms Φ(k) with 0 ≤ k ≤ p − 2, we deduce that
NC(G,Zp) is not simple by Theorem 7.5(2) and hence NK(G,Zp) is not simple for any
field K by Theorem 5.17. 
The above theorem provides more examples of minimal, effective and amenable ample
groupoids whose Steinberg algebras are not simple over any field.
7.5. Sˇunic´ groups. The following construction of finitely generated p-groups of inter-
mediate growth, generalizing the Grigorchuk group, is due to Sˇunic´. It gives the Sˇunic´
groups [42] associated to primitive polynomials, but we use a more field theoretic language.
Afterward, we will give the general construction.
Theorem 7.9. For every prime p, there is a finitely generated, infinite, contracting self-
similar p-group of intermediate growth whose Nekrashevych algebra is simple over all fields
except those of characteristic p (over which it is not simple).
Proof. Let p be a prime and view Zp as the p-element field. Let F be a finite field of
q = pn elements with n ≥ 2. Let α be a primitive element of F , that is, F× = 〈α〉
(recall that the multiplicative group of a finite field is cyclic). Let Tr: F → Zp be
the trace map, defined by Tr(β) =
∑q−1
i=0 β
pi . It is a surjective group homomorphism.
Moreover, there is an isomorphism ψ : F → Hom(F,Zp) given by ψ(γ)(β) = Tr(γβ) since
the trace form (γ, β) 7→ Tr(γβ) is non-degenerate (cf. [33, Theorem 2.24]). We now define
a multispinal group with G = F (under addition), H = Zp (acting on itself by the left
regular representation) and Φ: Zp → Aut(F ) ∪ Hom(F,Zp) given by Φ(0)(β) = αβ (an
automorphism of F ), Φ(p − 1)(β) = Tr(β) and Φ(k)(β) = 0 ∈ Zp for 0 < k < p − 1
(homomorphisms F → Zp). In this case, A = F× and B = ψ(F×) is the set of all
non-trivial homomorphisms F → Zp. It is proved in [42, Propositions 9, 10] (and the
discussion thereafter) that the corresponding multispinal group G is an infinite p-group
of intermediate growth.
If K is an algebraically closed field of characteristic different than p, then each ir-
reducible representation ρ of G is of degree one, that is, given by a homomorphism
ρ : G→ K×. As any finite subgroup of the multiplicative group of a field is cyclic, it fol-
lows that ker ρ contains a subgroup of index p. But every subgroup of index p is the kernel
of an element of B and so the Nekrashevych algebra of G is simple by Theorem 7.5(2).
On the other hand, since p | | kerλ| for all λ ∈ B, it follows that the Nekrashevych algebra
is not simple in characteristic p by Theorem 7.5(3). 
For example, if p = 2 and |F | = 4, then the associated group is the Grigorchuk
group [25].
The above argument generalizes to arbitrary Sˇunic´ groups [42]; we recall the construc-
tion. Let p be a prime and f ∈ Zp[x] a polynomial of degree n with non-zero constant
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term. Let G = Znp , H = Zp (acting on the left of itself). We regard elements of G as
column vectors, and so Aut(G) = GLn(Zp) and homomorphisms G → H are 1 × n ma-
trices over Zp, that is, row vectors in Znp . Let Φ(0) = Mf be the companion matrix of f ,
Φ(p− 1) be the projection to the last coordinate and Φ(k) be the trivial homomorphism
G → H for 0 < k < p − 1. This data gives a Sˇunic´ group [42], denoted Gp,f . It is also
a multispinal group: the conditions (S1), (S2) are obviously satisfied. The action of Mf
on Hom(Znp ,Zp) corresponds to its right action on row vectors, and B is the orbit of the
vector (0, . . . , 0, 1) under this action. That (S3) holds was observed in [42]: namely, the
row vector (0, . . . , 0, 1) is a cyclic vector for Mf . In fact, it is noted in [42] that up to
a change of basis, any multispinal group constructed from G and H with exactly one
automorphism and one non-trivial homomorphism G→ H is of this form.
Note that the right action of Mf on row vectors induces a right action of Mf on the
set P(Znp ) of lines through the origin in Znp (i.e., the projective space over Znp ).
If f is the minimal polynomial of a primitive element α of a finite extension F of Zp
(a so-called primitive polynomial), then Gp,f is the self-similar group from Theorem 7.9.
Theorem 7.10. A Sˇunic´ group Gp,f has a simple Nekrashevych algebra over all fields if
f has degree one. Otherwise, it has a non-simple Nekrashevych algebra in characteristic
p and if the characteristic of K is different than p, then NK(Gp,f ,Zp) is simple if and
only if the companion matrix Mf acts transitively on P(Znp ) where n is the degree of f .
Proof. First note that if f has degree one, then Φ(p − 1) is injective and so Theo-
rem 7.5(1) immediately implies that NK(Gp,f ,Zp) is simple. So assume from now on that
the degree of f is greater than one. Without loss of generality, we may assume that K
is algebraically closed. Two nonzero homomorphisms Znp → Zp have the same kernel if
and only if they differ by a scalar multiple, that is, if they span the same line. Thus
the action of Mf on these kernels given by kerλ 7→ kerλ ◦Mf corresponds to its right
action on P(Znp ). Since B is the orbit of the projection to the last coordinate, we see that
the transitivity of the action of Mf on P(Znp ) is equivalent to every subgroup of index p
appearing as a kernel of an element of B.
Suppose that K has characteristic p. Then p divides | kerλ| for each λ ∈ B (as n ≥ 2)
and NK(Gp,f ,Zp) is not simple by Theorem 7.5(3). If the characteristic of K is different
than p, then the group µp of p
th-roots of unity in K× is a cyclic group of order p and the
irreducible representations of Znp are the elements of Hom(Znp , µp). Thus every subgroup
of index p is the kernel of an irreducible representation, and so NK(Gp,f ,Zp) is simple if
and only if Mf acts transitively on P(Znp ) by Theorem 7.5(2). 
Note that every Sˇunic´ group is amenable, being generated by a bounded automa-
ton [5]. The condition that Mf acts transitively on P(Znp ) implies that Znp =
⋃
λ∈B kerλ,
and hence, so long as the degree of f is at least 2, it follows from the results of [42, Propo-
sitions 9, 10] that whenever the Nekrashevych algebra NC(Gp,f ,Zp) is simple, G is an
infinite p-group of intermediate growth. When f has degree 2, then the index p-subgroups
are the same as the non-trivial cyclic subgroups of G and so Gf,p will be a p-group if and
only if NC(Gp,f ,Zp) is simple outside of characteristic p by [42, Proposition 9].
For example, if f = x2 + 1 and p = 2, then the companion matrix is the permutation
matrix for a transposition, which does not act transitively on the three points of P(Z22),
and hence the corresponding group G2,x2+1, known as the Grigorchuk-Erschler group,
does not have a simple Nekrashevych algebra over any field. This was already discussed
in Example 7.6.
The group G2,x3+1 is known as the Grigorchuk overgroup. The corresponding compan-
ion matrix is the permutation matrix associated to the 3-cycle. It does not act transitively
on the 7 points of P(Z32) and hence this group has a non-simple Nekrashevych algebra
over every field. The same situation will occur for Gp,xn−1 for any prime p and n ≥ 2.
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The companion matrix is the permutation matrix for an n-cycle, which does not act tran-
sitively on the p
n−1
p−1 points of P(Z
n
p ), and so the Nekrashevych algebra is non-simple over
every field.
The groups Gp,x−1 have a simple Nekrashevych algebra over every field since x− 1 has
degree one. The case p = 3 is known as the Fabrykowski-Gupta group [18]. Other primes
were considered by Grigorchuk [21].
7.6. Contracting groups with simple Nekrashevych algebras outside of a pre-
scribed set of primes. Let n > 2 be an integer and put G = Z2n and H = Zn (acting
on itself). Define
Φ(0) =
1 1
0 1
 , Φ(1) =
1 0
1 1
 ,
Φ(n− 1) =
(
0 1
)
and Φ(k) =
(
0 0
)
for 1 < k < n− 1
where we identify homomorphisms from G to H with row vectors in the usual way. Let
Gn be the corresponding multispinal group. It is self-replicating and hence infinite.
It is well known that Φ(0) and Φ(1) generate SL2(Zn). Indeed, Zn is a semilocal
ring and the special linear group over any semilocal ring is generated by elementary
matrices [27, Theorem 4.3.9]. Since each elementary 2 × 2 matrix over Zn is a power of
one of the two matrices Φ(0) and Φ(1), the claim follows.
Proposition 7.11. The following hold:
(1) (x, y) gives a surjective homomorphism Z2n → Zn if and only if gcd(x, y, n) = 1.
(2) SL2(Zn) acts transitively on the right of the set of surjective homomorphisms
Z2n → Zn.
(3) Any homomorphism λ : Z2n → Zn factors through a surjective homomorphism.
Proof. First note that (x, y) is surjective if and only if 1 = xa + yb mod n for some
a, b, that is, if and only if 1 = xa + yb + cn, which is equivalent to gcd(x, y, n) = 1. If
gcd(x, y, n) = 1, then we can write 1 = xa+ yb+ cn and so the matrixb −a
x y

belongs to SL2(Zn) and takes (0, 1) to (x, y) via right multiplication, establishing (2). For
the final item, let (x, y) be any homomorphism and let d = gcd(x, y, n). Then (x/d, y/d)
is a surjective homomorphism by the first item and (x, y) = d(x/d, y/d). 
It follows that in our previous notation, we have that A = SL2(Zn) and B consists of
all surjective homomorphisms Z2n → Zn.
Theorem 7.12. Let K be a field. Then NK(Gn,Zn) is simple if and only if p does not
divide n. Hence, if P any finite set of primes, there is a contracting, self-replicating,
self-similar group whose Nekrashevych algebra is simple over precisely those fields whose
characteristic does not belong to P.
Proof. Without loss of generality we may assume that K is algebraically closed. If K
has characteristic p dividing n, then since each λ ∈ B has kernel of size n, we obtain that
NK(Gn,Zn) is not simple over K by Theorem 7.5(3).
If the characteristic of K does not divide n, let µn be the group of n
th-roots of unity
in K. Then µn ∼= Zn and Ĝ = Hom(G,µn). Since every homomorphism from G to
µn factors through a surjective one by Proposition 7.11 and B contains every surjective
homomorphism to Zn, we deduce that NK(G,Zn) is simple by Theorem 7.5(2).
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The final statement follows because if P = {2}, then we can take the Sˇunic´ group G2,f
associated to a primitive polynomial (e.g., the Grigorchuk group) by Theorem 7.9. Else,
let n be the product of the primes in P and Gn will do the trick. 
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