Image recovery in optical interferometry is an ill-posed nonlinear inverse problem arising from incomplete power spectrum and bispectrum measurements. We review our previous work, which reformulates this nonlinear problem in the framework of tensor recovery and studies two different approaches to solve it: one is nonlinear and nonconvex while the other is linear and convex. We extend the linear convex procedure to account for signal sparsity and we also present numerical simulations that show the improvement in the quality of reconstruction of sparse images when including a sparsity prior.
INTRODUCTION
Optical interferometers are being developed to provide high resolution in the optical spectrum. Since their output is not directly an image, tools for image reconstruction are required. Ideally interferometers take measurements that identify with Fourier coefficients of the intensity image x of interest, the so-called visibilities. Each telescope pair at a given observation time identifies a spatial frequency in the image plane and its visibility can be interpreted as the Fourier transform of the image of interest at that particular frequency. When these visibilities are accessible -as for radio interferometry -the problem is linear. At optical wavelengths, atmospherical turbulence induces random phase delays and only power spectrum information can yet be retrieved, together with partial phase information through phase closure or bispectrum measurements [1, 2, 3] . This poses a nonlinear ill-posed inverse problem for image reconstruction in optical interferometry, which is very sensitive to the optimization strategy.
The state-of-the-art method MiRA [4] recovers the image as a maximum a posteriori (MAP) solution of an optimization problem with an objective function of this form f (x) = f data (x) + fprior(x), for some parameter to be tuned and with additional positivity and total flux constraints. In [4, 5] sparsity priors have specifically been promoted. MiRA solves the optimization problem by minimizing a nonconvex objective function locally, leading to a solution which is strongly dependent on initialization. The WIS-ARD alternative [6] takes an alternate minimization self-calibration approach that in a first nonconvex step estimates the pseudocomplex visibilities from which the image is subsequently recovered through a linear inverse problem, as for radio interferometry. This overall procedure remains nonconvex and the final solution also depends on the initial guess. In summary, state-of-the-art methods are nonconvex due to the intrinsic data nonlinearity [1] , and therefore known to suffer from a strong sensitivity to initialization.
The approaches proposed here are inspired by the convex optimization methods that regularize the linear inverse problem in radio interferometry through sparsity constraints in the framework of compressed sensing [7, 8, 9, 10, 11, 12, 13] . We first review recent work [14] , in which we reformulate this nonlinear problem as a linear problem for the supersymmetric rank-1 order-3 tensor formed by the tensor product of the vector representing the image under scrutiny with itself. We summarize two different approaches to solve this problem: a convex approach for tensor recovery with built-in supersymmetry and a nonlinear nonconvex approach formulating the problem for the tensor product of 3 vectors, where supersymmetry is relaxed while the rank-1 constraint is built-in. In contrast with the state of the art though, in this last case the problem is solved through an iterative alternate minimization scheme whose subproblems are all linear and convex, also enforcing reality and positivity of the vectors. We finally build on the work in [14] and study the inclusion of a sparsity prior for the linear approach. Assuming image-space sparsity as a proof of concept leads to solving a sequence of weighted 1-minimization problems. Numerical simulations show the improvement in the quality of the reconstruction of sparse images when we apply this reweighting scheme compared to the solution without considering sparsity as a prior.
DATA MODEL AND TENSOR FORMULATION
Throughout this paper, we keep the same data model and tensor formulation of the optical-interferometric imaging problem as in our previous work [14] . To make the present article self-contained, in this section we recapitulate the description of the notation, the data model and the problem formulation. The reader can find more details in [14] .
We adopt a discrete setting where the intensity image of interest is represented by the real and positive vector x ∈ R N + with components xi. Its 2D discrete Fourier transform is denotedx ∈ C N with componentsxi. We denotex−i the component ofx at the opposite spatial frequency to that associated withxi. We consider generic optical-interferometric measurements of the formxixjx k , performed on discrete spatial frequencies, keeping in mind that in a real scenario the model should be able to account for continuous frequencies [15] . In this setting, power spectrum measurements correspond to triplets with j = −i and k = 0 (x 0 stands for the Fourier coefficient at zero frequency). Bispectrum measurements would correspond to triplets whose spatial frequencies associated withxi,xj, andx k sum to zero, even though we choose to relax this closure constraint. The measurement equation can be written in compact form as:
where V is a nonlinear operator providing an undersampled set of 978-1-4799-5751-4/14/$31.00 ©2014 IEEE triple products of Fourier coefficients of x. The measurement vector y ∈ C M , with components ya (1 ≤ a ≤ M ) and dimension typically smaller than the signal dimension, M < N, is assumed to be affected by a simple noise vector n ∈ C M with i.i.d. Gaussian components na. We also assume that the total flux is measured independently and consider a normalized signal such that i xi =x0 = 1.
The measurement model (1) can be recast as the following linear model for the real and positive supersymmetric rank-1 order-3 tensor
where the linear operator T performs a 2D discrete Fourier transform along each of the 3 dimensions, identified by an operator F, followed by a selection and vectorization operator M resulting in variable-density undersampling in a 6D Fourier space: T = MF. The mask includes the measurement corresponding to the "triplezero frequency",x 3 0 = 1, to approximately enforce the flux normalization of the signal. This formulation is proposed as a generalization of the Phase Lift approach [16] . In that framework, quadratic measurements of the form | x, a i | 2 , are seen as linear measurements on the rank-1 matrix X = xx † representing the outer product of the signal with itself ( † stands for the conjugate-transpose operation). In the Phase Lift approach, the ambient dimension of the problem of phase recovery is therefore lifted so that it can be formulated as a linear problem. Analogously, we remark that the intrinsic dimension of the tensor formulation (2) is drastically increased. Rank-1 and supersymmetry properties are not explicitly imposed in the general formulation (2) , that consequently solves for an unknown X of size N 3 , instead of the original x of size N in (1). In the following sections, the two different regularization schemes for tensor recovery presented in [14] are reviewed and an extension of the linear approach that considers a sparsity prior is proposed.
NUCLEAR VERSUS ALTERNATE MINIMIZATION

Rank-1 Alternate Minimization (AM)
By relaxing the supersymmetry while keeping an explicit rank-1 constraint in (2), we consider the following formulation: y = T (u 1• u2 • u3) + n. The measurements can be seen as an undersampled set of products of Fourier coefficients of u1, u2, and u3, bringing back a nonlinear framework. We consider the following nonconvex minimization problem for tensor recovery:
Despite the evident nonlinearity and nonconvexity of (3), an alternate minimization algorithm can be designed thanks to the nonsupersymmetric relaxation solving sequentially for each variable (u1, u2 or u3) while keeping the other two fixed and iterating until convergence, as suggested in [17] . At each iteration, the 3 linear and convex subproblems min
are therefore solved sequentially for 1 ≤ p = q = s ≤ 3, where the linear operators T (uq us) are defined by T (uq us) up ≡ T (up • uq • us). In each subproblem the linear operator is computed using the values of the fixed variables at the current step. The final solution is heuristically chosen to be the mean of the 3 vectors u1, u2, and u3 at convergence. The reader can find further the details on the algorithm used to solve this problem in [14] .
Supersymmetric Nuclear Minimization (NM)
To embed tensor supersymmetry, we substitute the original measurement vector y by its replicated version R(y), and use a symmetrized version M s of the selection mask, ensuring that all permutations of a triplet (i, j, k) are assumed to be measured. The modified inverse problem thus reads as ys = Ts(X ) + ns, with ys = R(y), ns = R(n) and Ts = MsF denoting the symmetrized versions of the measurement vector, noise vector and measurement operator, respectively. Without loss of generality, we assume that the initial selection operator M contains no redundant measurements, i.e. i ≤ j ≤ k. This ensures that R is well-defined. Also note that the noise statistics remains unaltered and only concerns the entries before replication. The convex minimization problem to be defined will be regularized assuming low-rankness, reality and positivity as priors. The low-rankness of the tensor will be promoted through the minimization of the nuclear norm of an appropriately chosen matricization of X , defined trough the operator C, C(X ) ∈ C N ×N with [C(X )]ij = k X ijk , which performs the summation over one dimension of the tensor. This summation approach is a priori computationally efficient given the reduced size of C(X ) compared to X , as discussed in [14] . Positive-semidefiniteness of C(X ), i.e. positivity of the eigenvalues, is also explicitly added as a convex prior, denoted C(X ) 0, together with the convex reality and positivity constraints of X : X ∈ R N ×N ×N + . The resulting convex nuclear norm minimization problem (NM) for X thus reads as:
where S = S1 ∩ S2, with S1 = R N ×N ×N + and S2 = {X | C(X ) 0} and
n /2 is a likely bound on the symmetrized residual noise term. To extract the sought signal xNM from the tensor solution XNM we resort to the generic algorithm proposed by [18] to find the best rank-1 supersymmetric approximation of a supersymmetric tensor XNM in the least square sense. For further details on the algorithm the reader can refer to [14] .
Numerical simulations
In this subsection we review the performance of the NM and AM algorithms through numerical simulations 1 . In all experiments random variable-density sampling in the 6D Fourier space -as described in [14] -is assumed and the input signal-to-noise ratio is defined as ISNR = −10 log(σ 2 . The signal-to-noise ratio of a reconstructionx is defined as SNR = −10 log( x − x 2 / x 2 ). Firstly, we evaluate the reconstruction quality on images constructed from 32 and 64 randomly located spikes. The graphs in Figure 1 represent the SNR curves as a function of undersampling in the range [0.25, 1]. A total of 50 and 10 simulations per point are performed for AM and NM respectively, varying the signal, as well as the sampling and noise realizations. The results show a clear superiority of AM relative to NM in terms of average reconstruction quality. Both approaches exhibit nonnegligible variability. The same conclusions are confirmed in Figure 2 in an identical setting on a realistic image representing low-resolution versions of the Eta Carinae star system 2 . The graph shows the SNR curves computed over multiple simulations, varying the sampling and noise realizations. Re- 1 Code and test data are available at https://github.com/basp-group/co-oi. 2 Images from [5] downloaded from the JMMC service at apps.jmmc.fr/oidata/shared/srenard/. constructed images are also reported, providing visual confirmation of the superiority of AM relative to NM over the full undersampling range. On the other hand, the dependency of the nonconvex AM approach on the initial point is clearly illustrated by the n ri = 1 and nri = 5 curves in Figure 1 , confirming the importance of the multiple reinitializations. We observe a saturation between nri = 5 and nri = 10 for images of dimension N = 16
2 . However, tests done in higher dimension images show how this number of necessary reinitializations increases with N , evidencing the instability of AM, as pointed out in [14] . This observation motivates the fact that our study of sparsity priors in the next section is only performed in the context of the purely convex NM approach.
NUCLEAR MINIMIZATION WITH SPARSITY
Algorithm
As a first proof of concept we have chosen to promote the simplest sparsity -in image space -of the signal x of interest, as this can be done simply through adopting a sparsity prior directly on the full tensor X . While 0-minimization would promote sparsity explicitly, we adopt the common convex relaxation relying on the 1 norm. Note that a non-weighted 1 norm is not a meaningful prior function as the tensor values are positive and sum up to unity. In that scenario, we resort to a reweighting scheme consisting in approaching both 0-minimization on X and rank minimization on C(X ) by solving a sequence of weighted 1 and nuclear norm minimization [19, 20] , each of which is initialized with the solution of the previous problem.
The weighted-1 and nuclear-norm minimization problem (NM-RW) thus reads as:
where S denotes the same set as in (5) and || · || * ,w and || · ||1,w denote weighted nuclear and 1 norms respectively. Notice that the weights for the nuclear and the 1 norm are defined in a different form. In both weighted norms, each element of the vector to be reweighted should essentially be divided by its absolute value in the previous iteration. A stabilization parameter, δ, is necessary to define the weights properly, even when the signal value is zero. In the weighted 1 norm, each weight is defined as
), where t indicates the iteration of the reweighting process. λ is set to zero at the first iteration to avoid the use of a non-weighted 1 norm as a prior, as previously mentioned. In the following iterations, we heuristically set λ (t) = α X where · ∞ denotes the maximum absolute value of the tensor and 0 < α < 1 is a parameter to be tuned. In order to approximate the rank function through the weighted nuclear norm -i.e. the weighted 1 norm of the singular values σi, i ∈ R N + -, each weight is computed as the inverse of the singular value of C(X ) at the pre-
). The reweighting process stops when the relative variation between successive solutions
2 is smaller than some bound or after the maximum number of iterations allowed is reached. Finally, the signal is extracted from the tensor using the rank-1 approximation algorithm [18] , as mentioned in Section 3.2.
Numerical Simulations
In this subsection we compare the performance of the linear NM-RW and NM approaches through numerical simulations. In all experiments, the sampling pattern, SNR and ISNR are the same as described in subsection 3.3.
We first evaluate the reconstruction quality on sparse images made of 8 and 16 randomly located spikes. The SNR curves in Figure 3 are built from 10 simulations per point, varying the signal, the sampling and noise realizations. The results show a clear improvement on the SNR when accounting for sparsity. In Figure 4 , the effect of the reweighting scheme can be appreciated on an illustration representing a sparsified version of Galaxy M51 2 . Reweighted images (second row) are less blurred and their support is clearly better defined. 
CONCLUSIONS
In this paper we have presented a tensor formulation to solve the optical-interferometric imaging problem. We recall from paper [14] two different approaches to solve it: AM, a nonlinear nonconvex alternate minimization approach and NM, a linear convex approach using nuclear norm minimization as a regularization term. Even if AM provides better image reconstruction quality in low-dimension signals, our simulations suggest that its dependence on the initial point induces an unstable behavior with the increase of N . The underlying convexity of NM ensures essential properties of convergence and independence to initialization, justifying further study, in particular to account for sparsity. Numerical simulations show a clear improvement in the quality of the reconstruction of sparse images when assuming sparsity as a prior. Besides, we point out that, in the present investigations only the simplest case of sparsity -sparsity in image space -has been considered, as a proof of concept. Future work should study the effects of assuming different kinds of sparsity priors, as suggested in recent approaches for radio interferometry [21] . Our methods should also be studied in a more realistic setting with exact power spectrum and bispectrum measurements in the continuous domain and for different noise statistics, and explicitly compared to existing MiRA and WISARD implementations. The linear approaches NM and NM-RW are extremely exacting from a computational standpoint so that software and hardware optimization should also be studied to solve the problem for higher dimension images. Recent results studying the uniqueness of the solution of the phase retrieval problem for sparse signals are presented in [22] . Further research should also analyze our results and formulation in full view of this new theoretical framework.
