Abstract. We introduce a natural structure of a semigroup (isomorphic to a factorization semigroup of the unity in the symmetric group) on the set of irreducible components of Hurwitz space of marked degree d coverings of P 1 of fixed ramification types. It is proved that this semigroup is finitely presented. The problem when collections of ramification types define uniquely the corresponding irreducible components of the Hurwitz space is investigated. In particular, the set of irreducible components of the Hurwitz space of three-sheeted coverings of the projective line is completely described.
Introduction
Usually, to investigate the Hurwitz space HUR d (P 1 ) of degree d coverings of the projective line P 1 := CP 1 , the following approach is used. A Galois group G of the coverings, the number b of branch points, and the types of local monodromies (that is, collections consisting of b conjugacy classes of G) are fixed, and after that the set of collections of representatives of these conjugacy classes is investigated up to, so called, Hurwitz moves (see, for example, [1] - [6] ). There are several problems (for example, to describe the set of plane algebraic curves up to equisingular deformation or, more generally, to describe the set plane pseudoholomorphic curves up to symplectic isotopy, to describe the set of symplectic Lefschetz pencils up to diffeomorphisms, and so on) in which also resembling objects naturally arise, namely, finite collections of elements of some group considering up to Hurwitz moves (see, for example, [7] - [9] ). (In the case of plane algebraic and pseudoholomorphic curves, to obtain such collections, one should choose a pencil of (pseudo)lines to obtain a fibration over P 1 .) As it was shown in [10] , there is natural structure of semigroups on the sets of such collections considered up to Hurwitz moves, namely, so called, factorization semigroups over groups. Moreover, if we consider such fibrations not only over the hole P 1 but also over the disc D R = {z ∈ C | |z| R}, then this semigroup structure has a natural geometric meaning (see [10] ).
In section 1 of this article, we give basic definitions and investigate properties of factorization semigroups over finite groups. In particular, we prove that the factorization semigroups of the unity in finite groups are finitely presented, and also we investigate the problem when an element of factorization semigroup is defined uniquely by its type and product.
In section 2, factorization semigroups over symmetric groups S d are considered more closely. Here we prove a stabilization theorem and completely describe the factorization semigroup of the unity in S 3 .
In section 3, we introduce a natural structure of a semigroup (a factorization semigroup of the unity in symmetric group) on the set of irreducible components of Hurwitz space of marked degree d coverings of P 1 with fixed ramification types and we show that this structure induces a semigroup structure on the set of irreducible components of the Hurwitz space HUR G d of Galois coverings of P 1 with Galois group G having no outer automorphisms. Also, the results, obtained in sections 1 and 2, are applied to the problem when the irreducible components of the HUR d (P 1 ) are defined uniquely by collections of types of local monodromies of the coverings. Acknowledgement. Part of this work was done at MPIM, Bonn. I would like to thank this institution for hospitality.
1. Semigroups over groups
Factorization semigroups. A collection (S, G, α, λ)
, where S is a semigroup, G is a group, and α : S → G, λ : G → Aut(S) are homomorphisms, is called a semigroup S over a group G if for all s 1 , s 2 ∈ S we have s 1 · s 2 = ρ(α(s 1 ))(s 2 ) · s 1 = s 2 · λ(α(s 2 ))(s 1 ), where ρ(g) = λ(g −1 ). Let (S 1 , G 1 , α 1 , λ 1 ) and (S 2 , G 2 , α 2 , λ 2 ) be two semigroups over, respectively, groups G 1 and G 2 . We call a pair (h 1 , h 2 ) of homomorphisms h 1 : S 1 → S 2 and h 2 : G 1 → G 2 a homomorphism of semigroups over groups if (i) h 2 • α 1 = α 2 • h 1 , (ii) λ 2 (h 2 (g))(h 1 (s)) = h 1 (λ 1 (g))(s) for all s ∈ S 1 and all g ∈ G 1 . The factorization semigroups defined below constitute the principal, for our purpose, examples of semigroups over groups.
Let O ⊂ G be a subset of a group G invariant under the inner automorphisms. We call the pair (G, O) an equipped group. Let us associate to the set O an alphabet X = X O = {x g | g ∈ O} and for each pair of letters x g 1 , x g 2 ∈ X, g 1 = g 2 denote by R g 1 ,g 2 ;l and R g 1 ,g 2 ;r the following relations: R g 1 ,g 2 ;l has the form
(1) if g 2 = 1 and x g 1 · x 1 = x g 1 if g 2 = 1, and R g 1 ,g 2 ;r has the form
if g 1 = 1 and x 1 · x g 2 = x g 2 if g 1 = 1. Put R = {R g 1 ,g 2 ;r , R g 1 ,g 2 ;l | (g 1 , g 2 ) ∈ O × O, g 1 = g 2 }, and, with the help of the set of relations R, define a semigroup S(G, O) = x g ∈ X | R ∈ R which is called the factorization semigroup of G with factors in O.
Introduce also a homomorphism α : S(G, O) → G given by α(x g ) = g for each x g ∈ X and call it the product homomorphism.
Next, we define an action λ of the group G on the set X as follows:
x a ∈ X → λ(g)(x a ) = x g −1 ag ∈ X.
As is easy to see, the above relation set R is preserved by the action λ. Therefore λ defines a homomorphism λ : B → Aut(S(G, O)) (the conjugation action). The action λ(g) on S(G, O) is called the simultaneous conjugation by g. Put λ S = λ • α and ρ S = ρ • α.
Claim 1.1. ([8])
For all s 1 , s 2 ∈ S(G, O) we have
It follows from Claim 1.1 that (S(G, O), G, α, λ) is a semigroup over G. When G is fixed, we abbreviate S(G, O) to S O . By x g 1 · . . . · x gn we denote the element in S O defined by a word x g 1 . . . x gn .
Notice that S : (G, O) → (S(G, O), G, α, λ) is a functor from the category of the equipped groups to the category of the semigroups over groups. In particular, if O 1 ⊂ O 2 are two sets invariant under the inner automorphisms of G, then the identity map id : G → G defines an embedding id O 1 ,O 2 : S(G, O 1 ) → S(G, O 2 ). So that, for each group G, the semigroup S G = S(G, G) is an universal factorization semigroup of elements in G, which means that each semigroup S O over G is canonically embedded in S G by id O,G .
Let Γ be a subgroup of G. Denote by S A group G acts on itself by inner automorphisms, that is, for any group G there is a natural homomorphism h : G → Aut(G) (the action of the image h(g) = a of an element g on G is given by (g 1 )a = g −1 g 1 g for all g 1 ∈ G). It is easy to see that the homomorphism h defines on S G a structure of a semigroup over A = Aut(G), where the homomorphism α A : S G → Aut(G) is the composition h • α and an element a ∈ Aut(G) acts on S G by the rule x g → x (g)a . It is easy to see that the subsemigroup S G,1 is invariant under the action of Aut(G) on S G . Therefore S G,1 also can be considered as a semigroup over Aut(G).
To each element s = x g 1 · . . . · x gn ∈ S O , g i = 1, let us associate a number ln(s) = n called the length of s. It is easy to see that ln : S O → Z 0 = {a ∈ Z | a 0} is a homomorphism of semigroups.
For each s = x g 1 · . . . · x gn ∈ S O denote by G s the subgroup of G generated by the images α(x g 1 ) = g 1 , . . . , α(x gn ) = g n of the factors x g 1 , . . . , x gn . Claim 1.2. The subgroup G s of G is well defined, that is, it does not depend on a presentation of s as a product of generators
The proof of Claim 1.2 and the following proposition is very simple and therefore it will be omitted.
be an equipped group and let s ∈ S O . We have (1) ker λ coincides with the centralizer
is contained in the center of the semigroup S G and, in particular, it is a commutative subsemigroup.
Proof. It follows from Proposition 1.1 (4).
It is easy to see that if g ∈ O is an element of order n, then x n g ∈ S O,1 . Lemma 1.1. Let s ∈ S O,1 and s 1 ∈ S O be such that
for all g ∈ G O . In particular, if C ⊂ O is a conjugacy class of elements of order n C and s ∈ S O is such that G s = G, then for any g 1 , g 2 ∈ C we have
Proof. Equality (4) is proved in [5] . The proof of (3) is similar.
1.2. C-groups associated to equipped groups and the type homomorphism. Let (G, O) be an equipped group such that 1 ∈ O and let the set O be the union of m conjugacy classes,
A groupĜ O , generated by an alphabet Y O = {y g | g ∈ O} (so called C-generators) being subject to the relations
is called the C-group associated to (G, O). It is obvious that the maps x g → y g and y g → g define two homomorphisms:
The elements of Im β are called the positive elements ofĜ O .
A C-groupĜ O , associated to an equipped group (G, O), has similar properties as the semigroup S O has. For example, like in the case of factorization semigroups, it is easy to check that for anyĝ ∈Ĝ O and any g 1 ∈ O the following relation
is a consequence of relations (5), where g = γ(ĝ).
Denote byÔ the subset {y g | g ∈ O} ofĜ O . It follows from relation (6) thatÔ is invariant under inner automorphisms ofĜ O . Proof. By relations (6) , it is easy to see that the map ξ :
is an isomorphism of semigroups.
Applying relations (6) , it is easy to prove the following proposition (see, for example, [11] 
where Z(G O ) and Z(Ĝ O ) are the centers, respectively, of
It is easy to see that the first homology group
m is generated by ab(y g i ) = (0, . . . , 0, 1, 0 . . . , 0) (1 stands on the i-th place), where g i ∈ C i .
The homomorphism of semigroups τ = ab 
whereĝ 1 ,ĝ 2 are positive elements. In particular,ĝ ∈Ĝ
if and only if ab(ĝ 1 ) = ab(ĝ 2 ) in representation (7) ofĝ as a quotient of two positive elementsĝ 1 andĝ 2 .
Proof. Writeĝ in the form:ĝ = y
, where g i j ∈ O and ε j = ±1. To prove lemma, it suffices to note that by relations (5) we have y 
of all ordered n-tuples in O and let Br n be the braid group with n strings. We fix a set {a 1 , . . . , a n−1 } of so called standard (or Artin) generators of Br n , that is, generators being subject to the relations
The group Br n acts on O n as follows
. . , g n )). Usually, the action of the standard generators a i ∈ Br n and their inverses on O n is called Hurwitz moves. Two elements in O n are called Hurwitz equivalent if one can be obtained from the other by a finite sequence of Hurwitz moves, that is, if they belong to the same orbit under the action of Br n .
There is a natural map (product map) α :
There is a natural map ϕ :
Claim 1.6. Two factorizations y and z ∈ O n are Hurwitz equivalent if and only if ϕ(y) = ϕ(z).
Proof. Evident. Define also the conjugation action of G on O n :
Obviously, this action is compatible under the map ϕ with the conjugation action of G on S(G, O) defined above. Denote by W = W (O) the set of words in the alphabet X = X O\{1} and by W n its subset consisting of the words of length n. In what follows, the elements of the set O n will be identified with the elements of W n (identification: (g 1 , . . . , g n ) ∈ O n ↔ x g 1 . . . x gn ∈ W n ) and we put Let N = |G| be the order of G and C = {C 1 , . . . , C m } be the set of conjugacy classes of G such that O = ∪C i . For C ∈ C let n C = n g be the order of g ∈ C. In each C ∈ C we choose and fix an element g C ∈ C.
It is evident that a necessary condition for a subsemigroup S of S O to be finitely generated is that its image τ (S) is a finitely generated semigroup, where τ :
is the type homomorphism. Theorem 1.1. A factorization semigroup S O,1 over a finite group G is finitely presented.
Proof. Let O = C 1 ∪· · ·∪C m be the decomposition into the union of conjugacy classes and let 1 ∈ O. We numerate the elements of 
Proof. If ln(s) > K N , then in a presentation of s as a product x g 1 · . . . · x g ln(s) there are at least N coinciding factors x g for some g ∈ O. Since n g N, moving n g of these factors to the left (by means of relations (1) 
Denote by k = (k 1 , . . . , k M ) an ordered collection of non-negative integers and put
In view of the existence of relations R 1 , we can assume that all other relations in S O,1 connecting the generators s 1 , . . . , s M have the following form:
Note that if we have a relation of form (9), then
Consider the set R 2 of all relations of form (9) for which G s k 1 is a proper subgroup of G. By induction, we can assume that the semigroups S(Γ, O) 1 are finitely presented for all equipped groups (Γ, O) of order less than N. Since there are only finitely many proper subgroups of G and the embeddings ( 1 , we obtain that there is a finite set of relations R 2 ⊂ R 2 generating all relations of R 2 .
Denote by R 3 the set of all relations in S O,1 of the form s k 1 = s k 2 which are not contained in R 1 ∩ R 2 and such that ln(s k 1 ) K N . It is easy to see that R 3 is a finite set.
For each element s i of the set of generators of S O,1 with i K + 1, we put
From Lemma 1.3 it follows Lemma 1.4. For any i K + 1 the element s
can be written in the following form:
where a = (a 1 , . . . , a K ) is a collection of non-negative integers and s l ∈ F is a generator with index l K + 1.
Denote by R 4 the set of relations of form (10) . It is a finite set. By Lemma 1.4, applying relations of the set R 1 ∪ R 4 , each element s ∈ S O,1 can be written in the form: s = s k , where k = (k 1 , . . . , k M ) satisfies the following condition: 
where i m and j K is such that g j ∈ C i . Denote by R 5 the set of all such relations. Obviously, R 5 is a finite set.
Let s ∈ S O,1 be such that G s = G. Applying relations of R 5 , as above it is easy to show that s can be written in the form:
where s k is some G-primitive element. Denote by R 6 the set of relations in S O,1 of the form:
where s k 1 and s k 2 are G-primitive elements.
To complete the proof of Theorem 1.1, it suffices to show that the relations of R 6 are consequences of a finite set of relations R 6 . Since there are only finitely many G-primitive elements, it is suffices to show that for fixed G-primitive elements s k 1 and s k 2 relations of form (12) are consequences of a finite set of relations. For this purpose, consider the semigroup Z 
It is obvious that a non-perforated subsemigroup S can be represented as a union of prime non-perforated subsemigroups, for example,
Let A be a subset of S and let S be represented as the union of prime non-perforated subsemigroups,
We say that representation (13) is minimal if
for any a 0 ∈ A. Claim 1.7. For a non-perforated subsemigroup S ⊂ Z m 0 there is the unique minimal representation as the union of prime non-perforated subsemigroups, namely,
Proof. It follows from the definition of origins that if S = ∪F a i is a representation as the union of prime non-performed subsemigroups and a is an origin of S, then a = a i for some i.
Assume that
It is obvious that c 0 is an origin of S.
Proposition 1.3. Every increasing sequence of non-perforated subsemigroups of
Proof. Proposition is obvious if m = 1. let us use the induction on m. Consider an increasing sequence of non-perforated subsemigroups
(if we forget about the last coordinate). By inductive assumption, increasing sequences S 1,j ⊂ S 2,j ⊂ S 3,j ⊂ . . . must stop for each j. Denote by S j = S i(j),j the first biggest semigroups in these sequences.
Consider a map sh :
It follows from definition of non-perforated subsemigroups that sh : S i,j → S i,j+1 is an embedding of semigroups. Therefore we can (and will) identify a semigroup S i,j with subsemigroup sh n (S i,j ) of S i,j+n . It follows from definition of non-performed subsemigroups that if j 1 < j 2 , then S j 1 = S i(j 1 ),j 1 ⊂ S j 2 = S i(j 2 ),j 2 . As a result we obtain an increasing sequence of non-perforated subsemigroups is non-empty and finite.
Proof. If the set O(S) = {a 1 , a 2 , a 3 , . . . } is infinite, then by Claim 1.7 we will have an infinite increasing sequence
which contradicts Proposition 1.3.
Let us return to the proof that the relations of the set R 6 are consequences of a finite set of relations R 6 . For this purpose, note that if
is a relation, then
and a i,2,0 = 0 if otherwise. We have
and a i,1,0 , a i,2,0 are defined uniquely by α i,1 , α i,2 , and n C i . Moreover, if we denote a i,j = b i,j − a i,j,0 , then a i,1 = a i,2 0 for i = 1, . . . , m, and each relation of the form (14) can be rewritten in the form
where
and it is a consequence of relation (15).
It follows from consideration above that the set {(a 1 , . . . , a m )} of exponents interning into the relations written in the form (15) for fixed s k 1 and s k 2 form a nonperforated subsemigroup F s k 1 ,s k 2 of Z m 0 . By Corollary 1.1, the set O(F s k 1 ,s k 2 ) of its origins is finite. It is easy to see that the relations (15) for fixed s k 1 and s k 2 are consequences of the relations corresponding to the origins of F s k 1 ,s k 2 , and since there are only finitely many G-primitive elements, we obtain that the relations of R 6 are consequences of some finite subset R 6 of R 6 .
To complete the proof of Theorem 1.1, it suffices to note that all relations are consequences of the relations belonging to R 1 ∪ · · · ∪ R 6 which is a finite set.
Note that not any subsemigroup S G O,1 of S G is finitely generated. For example, let G ≃ (Z/2Z) 2 be generated by two elements g 1 and
which is not finitely generated. 
We have
As it was shown in the proof of Theorem 1.1, any element s ∈ S G O,1 can be written in the form (11):
and 0 a i < |C i |, and s k is a G-primitive element. Since there are only finitely many expressions of the form
where 0 a i < |C i |, and s k is a G-primitive element, the end of the proof of Proposition 1.4 coincides with the proof of Theorem 1.1.
Stabilizing elements.
If G is an abelian finite group, then it is obvious that the type homomorphism τ :
is an isomorphism. If G is not an abelian group and c(G) is the number of conjugacy classes of its elements g = 1, then the type homomorphism τ :
0 is a surjective, but not injective homomorphism, and one of the main problems is to describe the preimages τ −1 (a) of elements a ∈ Z c(G) 0 (in particular, to describe the set of elements a ∈ Z c(G) 0 for which each element s ∈ τ −1 (a) is uniquely determined by their value α(s) ∈ G). An element Proof. Evident.
Conway -Parker Theorem (see Appendix in [5] ) gives some sufficient condition for a semigroup S G to be stable. To formulate this theorem, recall that a Schur covering group R of a finite group G is a group of maximal order with the property that R has a subgroup
is the commutator subgroup and Z(R) is the center of R. Such an R always exists (but non necessarily unique). The group M isomorphic to the Schur multiplier
the decomposition into the union of conjugacy classes, and denote
where n g is the order of g in G. Assume that the Schur multiplier M(G) of G is generated by commutators. Then there is a constant n = n(G) such that s n is a stabilizing element of S G .
Note that a Schur covering group G of a finite group H satisfies the conditions of Conway -Parker Theorem (see [5] ).
In the next section we will prove that factorization semigroups S S d over symmetric groups S d are also stable. On the other hand, there are many finite equipped groups (G, O) for which S(G, O) is not a stable semigroup. Proposition 1.6. Let (H,Õ) be a finite equipped group such that (i) the elements ofÕ generate the group H;
Then there are at least two elements
In particular, ifÕ consists of a single conjugacy class of H, then there is a constant N ∈ N such that for any t ∈ τ (S G O,1 )∩Z N there are at least two elements
Proof. By (i), the elements of O generate the group G. By (iii), the surjective map f |Õ :Õ → O is a bijection, and if we denote g i = f (g i ) forg i ∈Õ, then the equality g 
f is commutative and such that the induced homomorphism
is an isomorphism compatible with isomorphism f * : SÕ → S O (that is, if s = f * (s), then τ (s) = f * * (τ (s)). Therefore to prove the first part of Proposition 1.6, it suffices to show that there are two elementss 1 ,s 2 
Indeed, for such two elements we will have that τ (s ·s 1 ) = τ (s ·s 2 ), but α(s ·s 1 ) = α(s ·s 2 ) for alls ∈ S
H O,Z(H)
. Therefore s 1 = f * (s 1 ) and
It follows from Proposition 1.2 that for any subgroupĤ 1 ofĤÕ we have
Hence, by condition (ii), there is an elementĥ ∈Ĥ ′Õ ∩ Z(ĤÕ) \ {1}. By Lemma 1.2,
. Each element of a finite group H can be expressed as a positive word in its generators. Therefore, by condition (i), there areŝ ∈ SÕ and the positive element
, where n i is the order ofg i . Thens 1 =ŝ 0 ·ŝ ·ŝ 1 ands 2 =ŝ 0 ·ŝ ·ŝ 2 are desired elements.
To prove the second part of Proposition 1.6, let us choose elements s 1 , . . . , s n generating S 
After renumbering of s i we can assume that q i = −p i < 0 for i k and q i 0 for
. From this it is easy to see that M satisfies the property that for any j ∈ N there is an element s ∈ S
To complete the proof of Proposition 1.6, note that
It is not difficult to give examples of groups H satisfying conditions of Proposition 1.6. For example, let H = SL p−1 (Z p ) be the group of (p − 1) × (p − 1)-matrices with determinant 1 over the finite field Z p , p = 2. It is well-known that H ′ = H and Z(H), consisting of scalar matrices, is a cyclic group of order p − 1. For i = j denote by e i,j the matrix whose entries are all zero except one entry equal to one at the intersection of the ith row and jth column. Put t i,j = e + e i,j , where e is the identity matrix. It is well known that the matrices t i,j (the transvections) are all conjugate and that they generate the group H = SL p−1 (Z p ). Therefore for equipped group (G, O), where 
As is well-known, any permutation σ ∈ S d , σ = 1, can be represented as a product of cyclic permutations: Note that for any
is called the canonical representative of the type t(σ). The type t(σ 1 ) = [k 1,1 , . . . , k m 1 ,1 ] is said to be greater than the type t(σ 2 ) = [k 1,2 , . . . , k m 2 ,2 ] if there is l 0 such that k 1,i = k 2,i for i l and k 1,l+1 > k 2,l+1 (here k j,i = 0 if i > m j ). We say that a cyclic permutation σ 1 = (j 1 , . . . , j k 1 ) is greater than a cyclic permutation
By definition, the factorization semigroup
For a subgroup Γ of
(here {i 1 , . . . , i k } ord means a subset of I d consisting of k ordered elements, so that for any subset {i 1 , . . . , i k } of I d we have k! ordered subsets {σ(i 1 ), . . . , σ(i k )} ord , σ ∈ S k ).
Denote by
. By Proposition 1.1 (4), the semigroup Σ d,1 is a subsemigroup of the center of Σ d . In particular it is a commutative semigroup.
It is easy to see that for each {i, j} ⊂ I d the element 
Proof. By (21), we have (in each step of transformations the underlining means that we will transform the underlined factors and the result of transformation is written in brackets)
Lemma 2.2. For any ordered subset {j 1 , . . . , j k } ord ⊂ I d and for any i, 1 i k,
Proof. By (21), we have
Lemma 2.3. The following equalities:
hold for all ordered triples {i 1 , i 2 , i 3 } ord ⊂ I d ; and
hold for all ordered 4-tuples {i 1 , i 2 , i 3 , i 4 } ord ⊂ I d .
Proof. We will check only two of three equalities (22), since the inspection of the other equalities is similar. By (21), we have
The following lemma is a particular case of Lemma 1.1.
Lemma 2.4. For any ordered subset {j 1 , . . . , j k } ord ⊂ I d the following equality:
To each word w(x (i,j) ) = x (i 1 ,j 1 ) . . . x (im,jm) ∈ W = W (T d ), let us associate a graph Γ w consisting of d vertices v i , 1 i d, the set of edges is in one to one correspondence with the collection of letters incoming in w so that two vertices v i and v j are connected by an edge if the letter x (i,j) is contained in w, in particular the number of edges connecting vertices v i and v j coincides with the number of entry of the letter x (i,j) in w. The edges of the graph Γ w are numbered according to the position of the corresponding letter in w. Denote by V iso the set of isolated vertices of Γ w (that is, a vertex v i is isolated if it is not connected by an edge with some other vertex of Γ w ) and put Γ w = Γ w \ V iso .
Lemma 2.5. For any s ∈ S T d and for any w 1 , w 2 ∈ W (s) the graphs Γ w 1 and Γ w 2 have the same sets of vertices
Proof. It is easily follows from relations (21). there is a word w ∈ W (s) those graph Γ w is a tree.
( * ) Moreover, an element s satisfying condition ( * ) is uniquely defined by the cyclic permutation α(s).
Proof. Let us show that if s satisfies condition ( * ), then there are exactly k = ln(s) words w 1 , . . . , w k ∈ W (s) such that Γ w i are simple paths if we go along the edges according to their numbering. Indeed, it is easy to see that Lemma 2.1 implies the existence of a word w 1 = x (i 1 ,i 2 ) x (i 2 ,i 3 ) . . . x (i k−1 ,i k ) whose graph Γ w 1 is a simple path. Let us show that if we move the letter x (i k−1 ,i k ) to the left then we again obtain a word w 2 defining the same element s and such that Γ w 2 is a simple path. Indeed, we have
. Repeating such transformations k times, we find desired words w 1 , . . . , w k .
We have α(s)
is a cyclic permutation of length k. On the other hand, if σ ∈ S d is a cyclic permutation of length k then it can be represented as a product of k − 1 transpositions σ = (i 1 , i 2 ) . . .
Now if we fix a set {i 1 , . . . , i k } ⊂ I d then there are exactly (k − 1)! distinct cyclic permutations in S d of length k cyclicly permuting the elements of the set {i 1 , . . . , i k }. On the other hand, there are exactly k! distinct simple paths connecting the vertices v i 1 , . . . , v i k . Therefore, the elements s satisfying condition ( * ) are defined uniquely by the cyclic permutations α(s). (ln(s) − l t (α(s))) − d + 1 and s is such that ln( s) = l t (α(s)), α( s) = α(s), moreover, s is defined uniquely by α(s).
Proof. Consider the graph Γ w of some w ∈ W (s). It splits into the disjoint union of its connected components: Γ w = Γ w,1 ⊔ · · · ⊔ Γ w,l . It is easily follows from (21) that x (i,j) )), where w i (x (i,j) ) is a word in letters x (i,j) 's such that Γ w i = Γ w,i . Let s i = ϕ(w i ) ∈ S T d be an element defined by the word w i . We
it is easy to see that for each i we can find a representation of s i as a word in letters
and the set {v j 1 ,i , . . . , v j k i ,i } is the complete set of the vertices of Γ w i . Let x (ja,j b ) , a < b, be the first factor of s i,1 if s i,1 = x 1 . Then it follows from relations (21) and Lemma 2.2 that s i can be written in the form :
, that is, we obtain that s can be written in the form: s = s 1 · s 1 , where ln( s 1 ) < ln(s) and s 1 ∈ S T d ,1 , in addition, α( s 1 ) = α(s), since s 1 ∈ S T d ,1 . Repeating, if necessary, these arguments for s 1 , . . . , as a result we obtain that s can be written in the form: s = s · s, where s ∈ S T d ,1 is a product of some squares of x and hence ln( s) = l t (α(s)).
Therefore, by Proposition 2.1, the elements s i are defined uniquely (up to renumbering) by α(s i ).
, where s ∈ S T d 1 is a product of some squares of x (i,j) 's and s is such that α(s) = α( s) = (j 1,1 , . . . , j k 1 ,1 ) . . . (j 1,m , . . . , j km,m ) and ln( s) = l t (α(s)). Note that ln(s) 2(d − 1), since ln( s) = l t (α(s)).
Consider the graphs Γ w , Γ w , and Γ ww , where w ∈ W ( s), w ∈ W (s), and ww ∈ W (s). Let us show that there is a factorization of s = s · s such that V s = I d . First of all, we have V s = I d , since (S d ) s = S d . Assume that V s = I d for some factorization of s = s · s and let s = ϕ(w(x 2 (i,j) )) and s = ϕ( w(x (i,j) )). Since ln(s) 2(d −1), it follows from Lemma 2.3 that there is a connected component Γ 1 of Γ w such that for any pair of vertices v i 1 , v i 2 ∈ Γ 1 we can find a word w ∈ W (s) such that s = (x
. By Lemma 2.3, we have
where either V s 1 = V s ∪ {i 0 } or for a word w 1 ∈ W (s 1 ) the number of connected components of the graph Γ w 1 is strictly less than the number of connected components of Γ w . Repeating this transformation several times, as a result we obtain a factorization s = s · s, such that V s = I d . Now, to complete the proof of Theorem 2.1 it suffices to apply once more Lemma 2.3.
There is a unique homomorphism r : Theorem 2.2. The semigroup S T d ,1 is commutative and it is generated by the elements s (i,j) = x 2 (i,j) , {i, j} ⊂ I d , being subject to the relations
for all ordered triples {i 1 , i 2 , i 3 } ord ⊂ I d and
for all ordered 4-tuples {i 1 , i 2 , i 3 , i 4 } ord ⊂ I d . Moreover, any element s ∈ S T d ,1 has a normal form, that is, it can be uniquely written in the form
Proof. It follows from Theorem 2.1 that S T d ,1 is generated by s (i,j) 's. By Lemma 2.3, the elements s (i,j) satisfy relations (25) and (26).
Like in the proof of Theorem 2.1, for each s = s (j 1 ,j 2 ) · . . . ·s (j m−1 ,jm) we can associate a graph Γ w , where w is a word in letters s (i,j) representing the element s. The graph Γ w splits into the disjoint union of its connected components: Γ w = Γ w,1 ⊔ · · · ⊔ Γ w,n . It is easily follows from (21) that w = w 1 (s (i,j) ) . . . w n (s (i,j) ), where w l (s (i,j) ) is a word in letters s (i,j) 's such that Γ w l = Γ w,l . Let s l ∈ S T d ,1 be an element defined by the word w l , that is, s l = ϕ(w l ).
It is easily follows from relations (25) and (26) that each element s l can be uniquely written in the form
where the set M l = {i 1,l < i 2,l , · · · < i j l ,l }, 1 l n, is in one to one correspondence with the set of vertices of the connected component Γ w,l of the graph Γ w .
Remark 2.1. Note that the element s (27) 
Factorizations in the symmetric groups (general case).
In this subsection we will prove the following generalization of Theorem 2.1.
, where s ∈ S T d . For j = 1, . . . , m, denote by σ j,0 the canonical representative of the type t(σ j ) and by
Proof. Let us show that there is a factorization We have
w ′ such that either the set of vertices of Γ w ′′ strictly contains the set V s or the number of connected components of Γ w ′′ is strictly less than the one of Γ w ′ .
Repeating such transformations several times, as a result we obtain a factorization of s of the form
such that s 1 ∈ S T d and V s 1 = I d , and t(σ Let m = 1. By Theorem 2.1 we have
Lemma 2.6. For any disjoint union {i 1,1 , . . . , i k 1 ,1 } ⊔ · · · ⊔ {i 1,n , . . . , i kn,n } of ordered subsets of I d the element h d,0 can be represented as a product
where h is an element of S
Proof. The subgroup S T d,1 is commutative and the element h d,0 is invariant under the conjugation action of S d , therefore h d,0 can be written in the form
where h is an element of S T d,1 . We have
and the elements x (i l 1 ,j 1 ,i l 1 +1,j 1 ) and x (i l 2 ,j 2 ,i l 2 +1,j 2 ) commute if j 1 = j 2 . Now to complete the proof of Lemma, note that V s j = V s j , where 
Consider an element
where r is the regenerating homomorphism. By Lemma 2.6,
where 
where s 1 ∈ S T d has the length k 3(d − 1) and it is such that (
where the element s
] is a stabilizing element of Σ d , that is, the semigroup Σ d is stable.
Factorizations in S 3
. Consider the semigroups Σ 3,1 ⊂ Σ 3 . The semigroup Σ 3 is generated by the elements x (1,2) , x (1,3) , x (2,3) , x (1,2,3) , and x (1,3,2) satisfying the following relations:
Denote by 3,2) . It is easy to see that s 1 , . . . , s 7 ∈ Σ 3,1 .
Theorem 2.4. The semigroup Σ 3,1 has the following presentation:
Proof. First of all let us show that the elements s 1 , . . . , s 7 generate Σ 3,1 . Indeed, assume that any s ∈ Σ 3,1 of length ln(s) k can be written as a word in s 1 , . . . , s 7 and consider an element s ∈ Σ 3,1 of length ln(s) = k + 1. Moving the factors x (1,2,3) and x (1, 3, 2) to the left side, any element s ∈ Σ 3,1 can be written in the following form
where a, b are non-negative integers and s ′ is a word in letters x (1,2) , x (1, 3) , and x (2,3) . By Lemmas 2.1 and 2. . Therefore s ′ is equal to either 3) . But, by (29), the last three elements are equal to each other and in this case s = s 5 .
Similarly (1,3) , and, by (28), the last three elements are equal to each other. Therefore, by (31), we have 2) . Therefore, by (30), 2) . Therefore, by (31), 3, 2) ·x (1, 2, 3) ·x (1, 2) ·x (1,2) = s 4 ·s 1 and as a result we obtain that Σ 3,1 is generated by s 1 , . . . , s 7 .
Since the inspection, that the generators s 1 , . . . , s 7 of Σ 3,1 satisfy all relations mentioned in the statement of Theorem 2.4, is similar, we will check only one of them and the inspection of all other relations will be left to the reader.
Let us show, for example, that s 4 · s 5 = s 6 · s 1 . By (28) -(34), we have
The statement that the relations, mentioned in Theorem 2.4, are defining follows from the next theorem.
Theorem 2.5. Each element s ∈ Σ 3,1 , s = 1, has a normal form, that is, it is equal to one and the only one element of the following form
3,1 , then it is obvious that s is equal either s
(1,3,2) and s ′′ ∈ S T 3 . Applying relations (30) -(33), we can assume that s . Theorem 2.6. Up to simultaneous conjugation, an element s ∈ Σ 3 is equal either to s, where s is an element of Σ 3,1 described in Theorem 2.5, or to 3,2) , n ∈ N, m 0, a = 0, 1, 2, and a = 0 if n ≡ 0(mod 2). Proof. To prove Theorem 2.6, one must consider separately the following cases: 1)(S 3 ) s = S 2 ; 2) (S 3 ) s = A 3 , where A 3 is the alternating group; 3) s ∈ S T 3 , (S 3 ) s = S 3 , and α(s) is either a transposition or a cyclic permutation of length 3; 4) s ∈ S T 3 , (S 3 ) s = S 3 , and α(s) is either a transposition or a cyclic permutation of length 3.
It is easy to see that in the first three casees s is equal (up to conjugation) respectively to 1) (2, 3) . In case 4) we have s = s 1 · s 2 , s 1 ∈ S T d and s 2 is represented as a word in letters x (1, 2, 3) and x (1, 3, 2) . By (30) and (31), we can assume that s 1 = x n (1,2) . Next, we have 3,2) . Applying these relations and (34), we obtain that 2, 3) or (1, 3, 2) . To complete the proof, notice that λ ((1, 2) )(x σ ) = x σ −1 .
Corollary 2.4. Let (S 3 ) s = S 2 or S 3 for s ∈ Σ 3 . Then s is uniquely defined up to simultaneous conjugation by its type τ (s) and the type t(α(s)) of its image α(s) ∈ S 3 .
Up to simultaneous conjugation, there are exactly [
of ln(s) = n, and if α(s) = 1, then there are exactly m = −[
3 of ln(s) = n. 2.6. Cayley's imbeddings. As is well-known, any finite group G can be embedded into some symmetric group. In particular, if N = |G| is the order of a group G, then we can have Cayley's imbedding c : G ֒→ Sym(G) ≃ S N :
that is, G acts on itself by multiplication from the right side. Let us identify the group G with its image c(G) and denote by N(G) and C(G) the normalizer and centralizer of G in S N , respectively. Since N(G) acts on G by conjugations, we have the natural homomorphism a : N(G) → Aut(G). (i) a is an epimorphism, (ii) ker a = C(G) ≃ G, (iii) the group generated by G and C(G) is isomorphic to the amalgamated direct product G × C G, where C is the center of G.
Proof. Consider an automorphism f ∈ Aut(G) as a permutation σ f ∈ S N of the elements of G:
Let us show that σ f ∈ N(G). For all g 1 ∈ G we have
Hence σ f ∈ N(G) and, moreover, the conjugation of the elements of G by σ f defines the automorphism f of the group G. Therefore the homomorphism a is an epimorphism.
It is obvious that C(G) = ker a. Consider σ ∈ C(G). We have σ g σ = σσ g for all g ∈ G. Therefore (
In particular, for g 1 = 1 if we denote (1)σ by g σ , then we have
The equality (g)σ = g σ g shows that σ acts on G as multiplication in G from the left side by the element g σ ∈ G. Obviously, the multiplications by elements of G from the left side and from the right side commute. Therefore C(G) ≃ G.
Remind that, by definition, the group G acts on itself by the multiplication from the right side. It is easy to see from this that the group generated by G and C(G) is isomorphic to the amalgamated direct product G× C G, where C is the center of G. 
. If (C, f ) m is a marked covering, then these paths transfer the order from the set f −1 (o R 1 ) to the set f −1 (o R 2 ). As a result, we obtain an isomorphism
. Similarly, for any marked covering (C, f ) m of P 1 and for any R > 0 there is an equivalent covering (C, f ) m those branch points belong to D 0 R . Consider the restrictionf of f toC = f −1 (D R ). If we lift the path
to C, then we obtain d paths f 2 ({u ∈ ∂D R | Re u 0}) in C 2 so that the images under the mappings ϕ 1 • f 1 ϕ 2 • f 2 of the all identified points should be coincided. By means of this identification, we can glue the surfaces C 1 and C 2 along these d paths and, as a result we obtain a marked covering (C, f ) m , where f (q) = ϕ 1 (f 1 (q)) if q ∈ C 1 and f (q) = ϕ 2 (f 2 (q)) if q ∈ C 2 . We call the obtained covering (C, f ) m the product of marked coverings (
It is easy to see that the product introduced above defines a structure of non-commutative semigroup on R m R,d such that the maps i R 1 ,R 2 are isomorphisms of semigroups for all R 1 R 2 > 0.
It is obvious that the semigroup R ] + 1 irreducible components.
According to Theorems 3.3, 3.4, and Clebsch -Hurwitz Theorem, one can hope that the space HUR
is irreducible always for a fixed monodromy factorization type t. The following theorem also confirms this conjecture. 3.6. Hurwitz spaces of Galois coverings. Let f : C → P 1 be a Galois covering with Galois group G = Gal(C/P 1 ), that is, G is the deck transformation group of the covering f and the quotient space C/G = P 1 . In this case we have deg f = |G| and if we fix a point ∞ ∈ P 1 over which f is not ramified and fix a point e ∈ f −1 (∞), then the action of G on f −1 (∞) defines a numbering of the points in f −1 (∞) by the elements of G. If we choose also a numbering of the points in f −1 (∞) by the numbers belonging to the segment I |G| = [1, |G|], then these numberings define an embedding G ֒→ S |G| . It is easy to see that this is Cayley's embedding. Therefore the Hurwitz space HUR G (P 1 ) of Galois coverings with the Galois group G can be identified with HUR G |G|,1 (P 1 ) and, in particular, the natural map
is surjective unramified morphism.
Theorem 3.6. The irreducible components of HUR G (P 1 ) are in one to one correspondence with the orbits of the elements s ∈ S G G ⊂ S(G, G) under the action of Aut(G) on S(G, G).
If Aut(G) = G, then there is a natural structure of the semigroup S G G,1 on the set of irreducible components of HUR G (P 1 ).
Proof. The first part of the theorem follows from Corollary 2.5.
To prove the second part, note that the equality Aut(G) = G means that any automorphism of G is inner. By Proposition 1.1, the elements of S G G,1 are fixed under the action of G by simultaneous conjugation. Therefore, by Corollary 2.5, natural map (38) is an isomorphism which gives the desired structure of semigroup on HUR G (P 1 ). In particular, Theorem 3.6 and Corollary 2.4 imply Theorem 3.7. The irreducible components of the Hurwitz space HUR S 3 (P 1 ) of Galois coverings with Galois group G = S 3 are defined uniquely by the monodromy factorization type of coverings belonging to them.
