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Abstract
We use a rolling two-stage procedure for solving a multistage stochastic program to assess the effects of 
uncertain fuel costs on optimal energy flows in the U.S. The optimal solution to the largest deterministic equivalent 
is obtained via Benders decomposition. We apply methods including temporal aggregation and scenario reduction to 
find approximate solutions which require less computational effort. These methods exploit both the network 
structure of the model and the multistage nature of forecast revision and uncertainty resolution. We evaluate the 
approximations based on similarity of the effects of uncertainty on the optimal flows compared to the exact solution.
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1. Introduction
To explore the effects of uncertain fuel costs on the fossil fuel and electric energy flows in the U.S., we 
introduce stochastic fuel costs in a generalized network flow model of the integrated electric energy system, 
including coal, natural gas, and electricity generation. The natural gas costs are modeled as discretely distributed 
random variables based on Energy Information Administration (EIA) interval forecasts of their prices. The large-
scale multistage (12 month) stochastic program is first reduced to several two-stage problems to incorporate fuel 
price forecast updates and then solved via Benders decomposition (BD). The model is applied to the years 2002 and 
2006 and all the data are derived from publicly available information. The exact recourse problem (RP) solution 
found from the stochastic model has a fuel mix that is closer to the actual data than is the solution to the 
deterministic model based on expected costs. This suggests that the introduction of stochastic fuel costs can assist
decision makers to better understand how this kind of uncertainty would affect future flows within the national 
electric energy system.
Although the exact solution to the problem can be obtained through decomposition, it takes a long time (up to 5
days on a regular PC) for the program to converge because of the large number of scenarios (up to 311 = 177147). 
Hence, several methods, including temporal aggregation and scenario reduction, are exploited to reduce the problem 
size and solve it faster. Some of these methods are based on the special structure of the problem itself and others are 
general algorithms that are widely used to deal with large-scale stochastic problems. According to the results of 
2002 and 2006, the solutions from these approximations are quite close to the exact solution and therefore indicate
similar effects brought by uncertain fuel costs.   
2. Problem Formulation and Solution
2.1 Solving the stochastic problem via a rolling two-stage approach
A deterministic model of the U.S. bulk energy transportation system, including coal, natural gas, and 
electricity, was developed by Quelhas et al. [8]. The whole system is modeled as a generalized minimum cost flow 
network. The nodes represent entities such as coal mines, natural gas wells, natural gas storage facilities and 
electricity demand centers at different time periods. The flows among these nodes include fuel transportation or 
storage and electricity transmission or regional trade. The flow multipliers quantify transmission or transportation 
losses and the efficiency of conversion from fuel to electric energy. It is aggregated by regions based on the 
topology of the electrical grid and operating constraints and validated by fixing the generation and demand to actual 
data at each regional center [10]. The mathematical formulation of the deterministic model is (1). Given current data 
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availability and the aggregation level of the model, period t is set to one month in the real case studies and the length 
of time studied is one year in each case.   
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Notation:
A Set of arcs; N Set of nodes; T Set of time periods; t Index for time periods;
(i,j;t)        The arc from node i to node j during period t;
eij(t)      The decision variables, represent fuel or electricity flowing from node i to node j during period t;
bj(t) Supply (if positive) or demand (if negative) at node j during period t.
lij(t) Lower bound on the flow from node i to node j, during period t.
uij(t) Upper bound on the flow from node i to node j, during period t.
cij(t) Per unit cost of the flow from node i to node j in period t.
rij(t)        Multiplier for the flow from node i to node j in period t, which accounts for efficiency of conversion from             
fuel to electricity, losses, etc.
Based on the deterministic model, uncertain natural gas (NG) costs are introduced into (1). EIA provides a 
Short Term Energy Outlook [5], updated monthly, which “industry participants and energy analysts regularly adopt 
as a ‘best estimate’ of future energy outcomes” [2]. The outlook includes NG monthly price forecasts for the next 
several years. For each future price, a confidence interval is provided. From the mean values and the upper and 
lower bounds, it is reasonable to formulate the costs as discrete random variables, each taking three
realizations:  Pr ( ) ( ) ( ), 1, 2, 3k kij ij ijc t c t p t k   . Given m random cost variables, we can define a scenario s S as 
an m-vector of values that occur jointly with probability πs. 
It would seem that the multi-period model with discrete uncertain elements could be handled by multi-stage 
stochastic programming. To formulate a multi-stage program, a multi-period scenario tree is required and the 
decisions are made according to which branch of the tree represents the realized scenario. However, in reality, EIA 
forecasts are not accurate enough to coincide with the true values and every month the forecasts are adjusted to 
newly revealed natural gas prices which deviate from last month’s prediction. Under this circumstance, only the 
first-stage decisions are kept in the solution set while the remaining decision tree is disregarded due to the mismatch 
between the scenarios and the true values. Making use of the nature of forecast revision and uncertainty resolution, 
we apply the two-stage approach upon the model in a rolling procedure to solve for first-stage decisions period by 
period. 
It is assumed that we make fuel purchase and power generation decisions at the beginning of each month and 
the NG costs of the present month are known. The uncertainties consist of all the future NG costs, which affect the 
current decision through fuel storage. When applied to a generalized network problem, the two-stage approach 
requires that all the arcs and nodes be divided into two sets [7]. The set of arcs A1 on which the flows have to be 
decided before the uncertain quantities are revealed are the first-stage arcs and the set of arcs A2 on which decisions 
are made after that are included at the second-stage. In our model, if the current period is t0, 
then 1 0{( , ; ) , }A i j t A t t   and 2 0{( , ; ) , , }A i j t A t t t T    . Let {( , ; ) }i i j t A
    and {( , ; ) }
i
i j t A   . 
The nodes are partitioned into sets: N1= {i: 1i i A
     } and
2
N  = N \
1
N .
The notation
0 0 10( ) ( ),  ( , ; )ij i jx t e t i j t A  , and 2( ) ( ),  ( , ; )ij i jy t e t i j t A  , distinguishes between first stage 
flows and second stage flows. All the scenarios are considered jointly in the solution procedure. Because the values 
of the first-stage decisions must be invariant over all scenarios, we have
' ,s sx x z  , ' ;   's s S s s   . 
Therefore, the overall problem to minimize expected cost at period t0 can be stated as the deterministic equivalent 
(2). Say |A1| = n1 and |A2| = n2, |N1| = m1 and |N2| = m2. The total number of different scenarios is |S|. Hence, the size 
of this deterministic equivalent formulation is (m1+|S|m2, n1+|S|n2). By solving (2), we obtain a set of 
solutions {( , ), }
sz y s S , among which only first-stage decisions z for the current period t0 are kept and the
elements of z are removed from the set of decision variables. At the beginning of period t0+1, the two sets of arcs 
are now 1 0{( , ; ) , 1}A i j t A t t     and 2 0{( , ; ) , 1, }A i j t A t t t T     , the true values of 0( 1)ijc t   are revealed 
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and the scenarios for 0{ ( ), 1}ijc t t t  are updated according to the new forecast. The second-stage flows in the last 
period are rolled into new sets of first-stage and second-stage variables and the decisions for period t0+1 are 
obtained by solving the renewed deterministic equivalent (2). Consequently, the recourse problem solution 
{ ( ), }
ij
t t Te   is completed as we go through all the periods.
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2.2Benders decomposition
According to Sections 2.1 and 2.2, our 12-month problem can be solved as a sequence of 11 successively 
smaller two-stage stochastic problems and 1 deterministic problem, among which the largest problem has 311
scenarios. For 2002 data, (1) has 1290 nodes (m1 = 157, m2 = 952) and 3480 arcs (n1 = 521, n2 = 2959). Therefore 
the largest problem written in (2) has 157 + 952×311 = 168,644,101 constraints and 521 + 2959×311 = 524,178,494
variables, which cannot be solved on a regular PC due to memory limitation.
Benders decomposition [1] and approaches derived from it are one series of schemes that decompose a large 
size problem into a master problem and several subproblems. The master problem and the subproblems usually 
iteratively generate bounds that will eventually converge to the optimal solution to the original problem. Problem (2) 
can be decomposed into one master problem and |S| subproblems using the L-shaped method by Slyke and Wets [8].
3. Efficient Methods and Results
3.1 Exact result and its indication
The problem is solved by three different approaches which lead to three sets of solutions. The true value (TV) 
solution is obtained from solving the deterministic problem (1) with the actual historical fuel prices. The expected 
value (EV) solution is also from the deterministic problem (1) but solved by replacing the actual price with the mean 
value of forecasts. The Recourse Problem (RP) solution is obtained by solving the stochastic problem (2) with the 
rolling two-stage procedure using Benders decomposition on each two-stage problem. Tables 1 and 2 compare the 
three sets of solutions to the actual data for 2002 and 2006, respectively.
With uncertain NG costs, while coal flows remain stable, the decisions on natural gas flows vary considerably; 
in particular, imports from Canada are especially sensitive to cost uncertainty. In addition, power trade is highly 
affected by the outlooks of fuel prices. Our results suggest that the generation mix under stochastic costs is more like 
actual situation than the deterministic case (where the differences are more pronounced in the 2002 case). Because 
the stochastic model accounts for the underlying uncertain factors that exist when actual fuel procurement and 
energy generation decisions are made, the stochastic network flow model can be adopted to forecast the actual 
situation that happens in reality.
Table 1. Monthly model: TV, EV, RP solutions compared to 2002 actual data
Results Actual TV EV RP (RP-TV)/TV
Coal deliveries (million tons) 976 1,053 1,049 937 -11.02%
Canada Natural gas deliveries (million Mcf) 886 98 207 617 529.59%
Domestic Natural gas deliveries (million Mcf) 4,785 3,732 3,701 5,337 43.01%
Total Natural gas deliveries (million Mcf) 5,671 3,830 3,908 5,954 55.46%
Electricity generation from coal (thousand GWh) 1,933 2,117 2,105 1,877 -11.34%
Electricity generation from NG (thousand GWh) 691 415 426 653 57.35%
Net trade (thousand GWh) NA 381 369 324 -14.96%
Total costs (million $) NA 36,668 37,419 42,317 15.41%
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Table 2. Monthly model: TV, EV, RP solutions compared to 2006 actual data
Results Actual TV EV RP (RP-TV)/TV
Coal deliveries (million tons) 1,027 1,082 1,082 1,082 0.00%
Canada Natural gas deliveries (million Mcf) 933 1,362 1,440 1,451 6.53%
Domestic Natural gas deliveries (million Mcf) 5,289 3,087 3,020 3,008 -2.58%
Total Natural gas deliveries (million Mcf) 6,222 4,449 4,460 4,458 0.21%
Electricity generation from coal (thousand GWh) 1,990 2,141 2,141 2,140 0.00%
Electricity generation from NG (thousand GWh) 813 471 471 471 0.05%
Net trade (thousand GWh) NA 230 236 238 3.51%
Total costs (million $) NA 61,526 63,141 63,081 2.53%
3.2 General scenario reduction
Our goal is to further investigate the effects of uncertainty by varying the distributions of the forecasts. For each 
distribution, RP needs to be re-computed. However, it takes several days (5 days for the 2002 problem, 3 days for 
2006) to find the exact RP solution via BD, which is obviously inconvenient for the further study. Therefore, we 
tried several methods to reduce the problem size and accelerate computation speed. We first employed problem-
independent algorithms. Dupačová et al. [4] proposed an approach using a probability metric to measure the distance 
between the original probability distribution of the scenarios and the probability distribution of the reduced scenarios 
and furthermore identify a near-optimal subset of scenarios given certain cardinality. Two heuristic algorithms are 
derived from the extreme examples for |J|＝1 and |J| = |S|-1, where J is the set of scenarios to be deleted. Suppose 
there are k scenarios we want to delete from the original set. The backward reduction algorithm deletes one scenario 
every time and redoes it for k iterations, each time in line with the condition |J|＝1. Similarly, the forward selection
algorithm selects one scenario recursively under the condition |J| = N-1. Dupačová et al. proved that the heuristic
algorithms provide lower and upper bounds for its optimal value and hence an approximate solution of the problem. 
One of the most important findings is that backward (forward) outperforms forward (backward) when k is less
(greater) than N-k.
We applied the forward selection algorithm to the monthly model and reduced the maximum number of 
scenarios from 177147 to 20. When the original set of scenario is as large as 311, it takes nearly 1 hour to select a 
scenario and the total computation time is around 20 hours, which would be prolonged if we want to include more 
scenarios. Table 3 shows that the maximum deviations of RP_sr are 17% for 2002 and .8% for 2006. 
Table 3. Monthly model: RP_sr compared to RP 
2002 2006Results
RP RP_sr (RP_sr-RP)/RP RP RP_sr (RP_sr-RP)/RP
Coal deliveries (million tons) 937 938 0.09% 1,082 1,082 0.00%
Canada Natural gas deliveries (million Mcf) 617 513 -17.00% 1,451 1,455 0.32%
Domestic Natural gas deliveries (million Mcf) 5,337 5,434 1.83% 3,008 3,002 -0.17%
Total Natural gas deliveries (million Mcf) 5,954 5,947 -0.13% 4,458 4,458 -0.01%
Electricity generation from coal (thousand GWh) 1,877 1,879 0.07% 2,140 2,141 0.00%
Electricity generation from NG (thousand GWh) 653 652 -0.20% 471 471 -0.03%
Net trade (thousand GWh) 324 327 1.06% 238 236 -0.80%
Total costs (million $) 42,317 42,078 -0.57% 63,081 63,120 0.06%
3.3 Temporal aggregation
Besides the general algorithm, we wish to develop methods that take advantage of the features of the model.
Because the large number of scenarios is a result of multiple periods, temporal aggregation was our first choice. 
Aggregating the monthly model into quarters not only reduces the size of (1) but also reduces the maximum number 
of scenarios significantly, from  311 to 33. The largest deterministic equivalent (2) of the quarterly model has 157 + 
296×33 = 8149 constraints and 521 + 807× 33 = 22310 variables, which is solved in less than 1 second on a 4G 
memory PC.
The three sets of solutions to the quarterly model for 2002 and 2006 can be found in tables 4 and 5. Compared 
with monthly model, the quarterly model displays the same trend as the monthly model does. Although the 
differences between TV and RP are muted due to aggregation, the RP solution does have lower coal deliveries and 
higher natural gas purchases. The net trade is lower in RP for 2002 and higher for 2006, which is consistent with our 
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findings in the monthly model. The results validate that the quarterly model is able to show similar effects of 
uncertain fuel costs on the optimal energy and meanwhile reduces the computational load considerably. 
Table 4. Quarterly model: TV, EV, RP solutions compared to 2002 actual data
Results Actual TV EV RP (RP-TV)/TV
Coal deliveries (million tons) 976 1,072 1,071 1,018 -5.04%
Canada Natural gas deliveries (million Mcf) 886 119 119 467 292.44%
Domestic Natural gas deliveries (million Mcf) 4,785 3,719 3,719 4,544 22.18%
Total Natural gas deliveries (million Mcf) 5,671 3,839 3,839 5,011 30.53%
Electricity generation from coal (thousand GWh) 1,933 2,121 2,121 1,997 -5.85%
Electricity generation from NG (thousand GWh) 691 410 410 533 30.00%
Net trade (thousand GWh) NA 350 346 309 -11.71%
Total costs (million $) NA 35,694 35,996 38,405 7.60%
Table 5. Quarterly model: TV, EV, RP solutions compared to 2006 actual data
Results Actual TV EV RP (RP-TV)/TV
Coal deliveries (million tons) 1,027 1,090 1,090 1,089 -0.05%
Canada Natural gas deliveries (million Mcf) 933 1,458 1,362 1,267 -13.14%
Domestic Natural gas deliveries (million Mcf) 5,289 2,876 2,989 3,088 7.39%
Total Natural gas deliveries (million Mcf) 6,222 4,334 4,351 4,355 0.48%
Electricity generation from coal (thousand GWh) 1,990 2,155 2,155 2,155 0.00%
Electricity generation from NG (thousand GWh) 813 456 456 456 0.04%
Net trade (thousand GWh) NA 242 253 251 3.66%
Total costs (million $) NA 61,927 62,416 62,563 1.03%
3.4 Structural scenario reduction
One drawback of temporal aggregation is that the decision frequency is forced to decrease from monthly to 
quarterly which makes the decisions from the quarterly model less usable to decision makers than those from the 
monthly model. While retaining the monthly data and structure, we exploit the structural features of the problem and 
the scenarios. Section 2.1 explained that only first-stage decisions are kept after each two-stage problem is solved. 
Thus, instead of the general distance measurement, it is more important to evaluate the impact of a scenario on the 
first-stage decisions. Considering the fuel storage which connects two successive periods, yet without strict 
theoretical proof, we found that the forecasts of nearer periods have greater impact on the first period decisions.
Suggested by this structural feature, we cut the number of scenarios by using only the most likely costs in remote
periods, as illustrated in Figure 1 with a 6-period problem. 
For implementation, we retain the extreme cost values in the first 6 periods so that the maximum number of 
scenarios is reduced to 36 = 729. The RP solution to (3) with reduced scenarios is called RP’. It is compared to RP in 
Table 6. RP’ is quite close to RP in both 2002 and 2006 with the largest deviation of 0.65%. The results for both 
years are better than RP_sr and it takes only 1 hour to solve for RP’, which is much shorter than the 729 hours that 
would be used by the general algorithm if 729 scenarios are selected.
Figure 1. Structural scenario reduction: single value for further periods
4. Conclusions
In this paper, stochastic programming is applied to assess the effects of uncertain fuel costs on fossil fuel and 
electric energy flows in the U.S. The mismatch between predictions and real costs along with the periodic revision 
of forecasts motivated the rolling two-stage approach. It simulates the actual decision making process by solving a 
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sequence of two-stage problems with updated scenario sets and keeping only the first-stage decisions. The optimal 
solution to the largest deterministic equivalent is obtained via Benders decomposition, the convergence time for 
which is problem dependent and highly correlated to the initial point. 
In order to ease the computational load and accelerate calculation speed, three approximation methods are 
employed and compared. Both temporal aggregation and structural scenario reduction accomplished considerable 
problem size reduction and maintained accuracy of the conclusions drawn from the RP approximations. Without 
making use of the model features, the general scenario reduction method costs greater computational effort.
Most of the general scenario reduction/sampling methods have their focus on the measurement of the distance 
between the selected scenario set and the original scenario set. However, in this problem, “only the first-stage 
decisions matter” is a crucial feature that promotes the idea to select a scenario according to how much impact the 
scenario has on the first stage. The structural scenario reduction method outperformed the general algorithm in both 
accuracy and efficiency. For the future work, we plan to study general approaches to measure the importance of a 
scenario based on its impact on the first-stage, which would be utilized in applications that emphasize the current 
period decisions under a multiperiod structure.
Table 6. Monthly model: RP’ compared to RP
2002 2006Results
RP RP’ (RP’-RP)/RP RP RP’ (RP’-RP)/RP
Coal deliveries (million tons) 937 937 0.00% 1,082 1,082 0.00%
Canada Natural gas deliveries (million Mcf) 617 613 -0.65% 1,451 1,451 0.00%
Domestic Natural gas deliveries (million Mcf) 5,337 5,341 0.07% 3,008 3,007 -0.03%
Total Natural gas deliveries (million Mcf) 5,954 5,954 0.00% 4,458 4,458 -0.02%
Electricity generation from coal (thousand GWh) 1,877 1,878 0.05% 2,140 2,141 0.00%
Electricity generation from NG (thousand GWh) 653 653 0.00% 471 471 -0.02%
Net trade (thousand GWh) 324 326 0.62% 238 238 -0.09%
Total costs (million $) 42,317 42,273 -0.10% 63,081 63,101 0.03%
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