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ABSTRACT
Al - .50%Si - .75%Cu on TiNO / TiSi2 / n+contact windows were fabricated with the
AI-Cu-Si deposited at various temperatures between 25 - 4000C in an attempt to
intentionally vary the grain size of the aluminum metallization. The grain size
distribution at each temperature was then characterized in order to determine the effect
of the grain size on the electromigration performance of the contacts. The median grain
size increased up to 3000 C and then decreased at the highest deposition temperature.
Electromigration measurements performed on each sample showed that the median time
to failure steadily increased with increasing metal deposition temperature. Additional
experiments were done to determine Q, the thermal activation energy, and n, the current
density exponent from Black's equation. Q was determined to be 1.21 eV and n was
found to be 1.41 with neither value showing any significant dependence on the grain
size of the metal. The drift velocity of the AI was also measured along with the thermal
activation energy for drift. The drift velocity showed a stronger dependence on the
deposition temperature than on the grain size which was not expected. The thermal
activation energy for drift was calculated to be 0.75 - 0.80 eV at the lower deposition
temperatures and 1.00 - 1.05 eV at the higher deposition temperatures. This
./
corresponds to an increasing contribution from lattice diffusion versus grain boundary
diffusion at the higher deposition temperatures. The improvement in the mean time to
failure with increasingdeposition temperature is due to the decreasing drift velocity and
the increased thermal activation energy for drift. Diffusion of Ti from the TiN layer at
the 400°C deposition temperature is used as the possible explanation for these effects as
well as the decreased grain size.
2
CHAPTER I
INTRODUCTION
The physical phenomenon of electromigration in metals has been recognized for over
fifty years. Long before the introduction of modem semiconductor processing
techniques, researchers were performing electromigration measurements on metal wires
and rods. As far back as 1956, it was observed that metal scratches on the surface of a
copper sample would move towards the cathode when high current densities were
passed through the sample. l This movement called "electron friction" was explained to
be the result of the exchange of momentum between the mobil metal ions and the
charge carriers.2 In 1963, Pennel made accurate measurements of this "marker
velocity" (now referred to as drift velocity) and the thermal activation energy for the
process in pure samples of aluminum. The understanding of electromigration in these
bulk materials was sufficiently understood at this time so that the data is still referenced
. k 45III more recent wor . '
Black did some of the first work on electromigration in high power discrete devices and
integrated circuits and developed the following equation which relates the failure time
to the test conditions of current density and temperature:6
(1)
This equation is commonly referred to as Black's equation. In it, MlF is the mean time
to failure or the time it takes for fifty percent of the devices under test to fail ~d is also
~ ""Il;~.: :~,Jr.)•-, "
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referred to as tso' J is the current density flowing through the structure under test. Q is
the thennal activation energy and kT has the usual meaning. The coefficient A is
determined by the geometry, physical properties, and microstructure of the material
under test.
The importance of Black's equation is that it relates the failure times obtained at
different test conditions for a given sample. Electromigration occurs extremely slowly
under actual device operating conditions. Testing must therefore be done under highly
accelerated conditions using current density and temperature as the acceleration factors
in order to be able to measure failures in a reasonable time period. Using Black's
equation, failure times obtained under these highly accelerated conditions can then be
extrapolated back to use conditions in order to access the long tenn reliability of the
deviCe. This extrapolation assumes that the accelerated test conditions will result in the
same failure mechanisms that are present under use conditions. It is very important that
the test conditions are chosen so that the failure modes are the same. Ifdifferent failure
modes are present at test and use conditions, the device reliability may be overestimated
or underestimated. An overestimation in device reliability is obviously bad since
failures might then occur long before they would be expected. Underestimating device
reliability is also undesirable since it may result in a costly redesign in an unnecessary
attempt to improve the reliability to acceptable levels.
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Black's equation has more recently been expressed as follows:
MTF =A fn e(QIkT). (2)
In this form, the current density exponent of 2 from equation (1) has been replaced by n
since this exponent has been reported to be between 1 to 15 depending on the test
structure and test conditions. The theoretical and experimental determination of n has
been the subject of a great deal of research in itself.7-11
As integrated circuit dimensions are scaled downwards, the current densities flowing
through the metal interconnects will increase. As seen from equation (2), as the value
for J increases, the MTF will decrease. For higher values of n, the decrease in the MTF
will occur even faster. This increased failure rate from electromigration could prove to
be one of the limiting factors in the continued downward scaling of device geometries.
Electromigration failures from equation (2) are known to fit a lognormal failure
distribution.12-15 The two parameters that characterize such a distribution are the MTF
or t50 and the standard deviation or 0'. For high reliability devices, it is best to have the
largest possible MTF along with a low value of standard deviation. The best possible
case is to have a MTF that far exceeds the useful expected lifetime of the device so that
electromigration failures will never occur while the device is in operation. The value for
standard deviation needs to be small so that the distribution is not so far spread out that
early life failures would be seen during the expected operating lifetime of the device.
Distributions with a standard deviation preferably less than 1 but not exceeding 2
5
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should give fairly good results assuming that the MTF is high enough.
Since obtaining devices with a high MTF is so important from a reliability viewpoint,
there has been a great deal of research conducted to look at many of the possible
variables that can influence the failure times. A very partial list of the variables studied
would include linewidth, line length, material composition including intentional
variations, microstructure, processing conditions, and test conditions. Much of this
research is aimed at increasing the MTF in order to increase the long term reliability of
the of the structure. Aluminum has many properties that make it so useful for an
interconnect in integrated circuits,16, 17 but many things have still been done in order to
improve its electromigration performance.
One of the first problems seen with aluminum was the dissolution of silicon from the
substrate into the aluminum.18 Whenever this would occur over a diffused contact
region, later high temperature sintering would result in shallow-junction spiking which
would lead to failures through shorting. It was found that this could be eliminated by
incorporating small amounts (0.5 - 4.0%) of silicon in the as deposited aluminum. This
would satisfy the solid solubility of silicon is aluminum and prevent additional silicon
from being dissolved from the substate. However, it was then discovered that under
device operating conditions, the silicon could migrate through the aluminum grain
boundaries and either be deposited or depleted at contact window interfaces depending
on the direction of current flow through the contact,19-21 This could lead to a high
6
contact resistance and cause failures. This problem was solved by first depositing a
refractory metal such as tungsten or titanium and then depositing the aluminum on top
of the refractory metal.9, 19, 20, 22 This barrier layer prevents interdiffusion from
occurring between the silicon and aluminum layers.
Another improvement to the electromigration performance of aluminum is the addition
of small quantities of copper (1 - 4%). Improvements in MTF of up to 70X have been
observed by the addition of copper?3 The copper reduces material transport along the
. b d' h' h th' hi" lifi' 8 2324gram oun anes w IC en mcreases tee ectroffilgratlOn ehmes.' ,
Improvements in electromigration of aluminum can also be obtained by variations in
the microstructure.25-282 There is a well known "bamboo" effect29 that occurs
whenever the grain size approaches or exceeds the line width. In this case, individual
grains lie entirely across the width of the aluminum line so that material transport down
the line may only occur by lattice diffusion instead of by grain boundary diffusion.
Since lattice diffusion is slower and has a higher activation energy, improvements in
electromigration lifetimes will be seen. Processing changes that can help to increase the
median grain size without resulting in a large population of small grains at the tail end
of the distribution should thus also increase the electrornigration performance.27
This thesis will study the effects of grain size on the electromigration characteristics of
an Al-Si-Cu over TiN metallization system used to make contact windows with an n+
7
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diffused region. Much previous research on microstructure effects has been done using
fairly wide 3 to 10 micron lines in order to easily observe the effects of microstructure.
This work will make use of state of the art 0.9 micron linewidths. The variation in grain
structure will be obtained by varying the deposition temperature of the metal over a
temperature range that is consistent with semiconductor processing. While this will not
result in grain sizes that vary over orders of magnitude, it will give results over a range
that is typical of what would be seen in normal integrated circuit manufacturing. The
mean grain size and grain size distribution will be determined at each deposition
temperature that is used.
Electromigration experiments will then be done at various temperatures and current
densities in order to determine Q and n from Black's equation for each of the deposition
temperatures. Drift velocity measurements will also be made on each sample along with
determinations of the thermal activation energy for drift. Previous research4 has been
done on this same structure but only for samples prepared at one deposition temperature
and thus one grain size. It is planned that this work will provide additional insight into
the physical process of electromigration by providing additional data from samples with
various grain sizes. By measuring the thermal activation energy for drift, information
will be obtained on the relative amount of mass transport that is occurring by grain
boundary diffusion versus lattice diffusion as the microstructure changes. This can then
be compared to the lifetime measurements to see how these changes effect the overall
electromigration p_erformance at each sample temperature and grain size.
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CHAPTER II
THEORY AND PREVIOUS EXPERIMENTAL RESULTS
A. FACTORS EFFECTING ELECTROMIGRATION
Electromigration is the movement of atoms that results from the exchange of
momentum between current carrying electrons and the metal atoms of the medium that
they are flowing through. This momentum exchange offsets the normal random
diffusion of the metal atoms and results in a net atomic flux or mass transport in the
direction of the current flow. Electromigration failures occur when there is some
divergence in the atomic flux within the conductor. This divergence is necessary in
order to cause either an accumulation or depletion of material around the source of the
divergence. A depletion of material will result in the growth of a void which will cause
an open in the test structure. An accumulation of material will result in the addition of
material somewhere in the test structure which may then result in a short. Such features
are frequently observed as "hillocks".
The atomic flux, J., has been expressed by the following equation,2,7
I
(3)
where Nj is the atomic density, D j is the diffusion coefficient, Z*e is the effective
charge of the ion, p is the film resistivity, and j is the current density, Some of the
things that may cause a divergence in the atomic flux are temperature gradients, grain
9
boundary triple points, an abrupt change in the grain size, or a material composition
change along the conduction path.
A change in temperature may occur at a step where metallization is deposited over
topography or at a high current density where joule heating causes a localized
temperature increase. It can be seen from equation 3 that the atomic flux depends on
temperature, so that a flux divergence will occur at the point where the temperature
gradient exists which can then lead to an electromigration failure. In this thesis, this
failure mode will try to be reduced if not eliminated by using current densities that are
low enough to avoid excessive joule heating of the test structure.
The remaining listed factors which can cause flux divergenc~ are related to the
microstructure which will be the emphasis of this thesis with respect to a specific
contact structure. A grain boundary triple point is where three grain boundaries
intersect. Depending on the physical orientation of the grain boundaries with respect to
the direction of the atomic flux, it is possible to have the flux flowing through two grain
boundaries join at a single grain boundary at a triple point. This will cause an increased
flux in the grain boundary with the higher current density and result in flux divergence
and a possible electromigration failure location. Of course, the opposite case can also
I)
occur when the flux from a single grain boundary is reduced as it is split between two
grain boundaries. This will also cause flux divergence and a possible failure site.
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An abrupt change in the grain structure along the conductor can also cause flux
divergence similar to triple points. If a conductor has a somewhat fine grain structure, ...
there will be relatively many grain boundaries to carry the flux. If this fine grained area
is suddenly interrupted by a coarser grained section, the number of grain boundaries
will be suddenly reduced. The flux in the coarser grained section will then be increased
since the same amount of flux will be forced to travel through fewer grain boundaries.
Of course, this discussion assumes that the flux will travel through the grain boundaries
and not through the lattice. This in normally the case when grain boundaries are present
since the diffusivity through the grain boundaries is much less than through the lattice,
especially at lower temperatures.
The final source pf flux divergence among those that were listed is from a material
composition change. The contact windows to be studied in this thesis are an ideal
example of this. Aluminum is deposited over TiN which then makes contact to an n+
diffusion region. Additional interface layers such as TiS~ and TiNa are also formed
during processing. Current must pass between some of these layers as it travels from the
aluminum to the TiSi2 layer which sorts out adjacent contact windows. Since the
microstructure of each layer will be different, each interface serves as a possible site of
flux divergence.
If these sources of flux divergence can be reduced, then the electromigration lifetimes
should also be increased. One possible way to do this would be to have a single crystal
11
where there would be no grain boundaries to contribute to the flux divergence.
D'Heurle and Ames did such experiments for single crystal aluminum conductors?3
They stressed these conductors for 10,000 to 15,000 hours and were not able to obtain
failures or even observe an increase in resistance. Similar polycrystalline structures
failed within 100 hours when tested at the same stress conditions. This indicates an
improvement of at least 100 times for lattice controlled diffusion versus grain boundary
diffusion. By comparing the coefficient of self-diffusion for aluminum along lattice and
~.. grain boundaries, they estimated a theoretical ratio of 106 at 175°C. This is based on
values of 1.7 exp(-34000/kT) and 0.1 exp(-13000/kT) for the lattice self diffusion and
grain boundary diffusion coefficients, respectively.
While this approach can be studied in the laboratory, it would not be practical for
everyday applications due to the difficulty of depositing single crystal material. A
related approach would be to have sections of single crystal material within the line.
This can be done by either increasing the grain size until it is much larger than the
linewidth or by decreasing the linewidth in relation to the grain size. This then results in
the well known "bamboo" structure previously mentioned, where individual grains lie
entirely across the line. Diffusion must then occur through the lattice of these grains
which can be seen to be extremely slow based on the diffusion coefficients previously
given. The lower diffusion coefficient for the lattice will then reduce the total flux as
can be seen from equation (3).
12
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B. LINEWIDTH EFFECTS
The majority of research that has been done on the effect of microstructure on
electromigration lifetimes has been performed by varying the line size for a given grain
structure. This is done since it is easier to vary the line size than the grain size and also
because the line size can be controlled much better than the grain size. Vaidya et al29
and Kinsbron30 both reported about the same time on the effect of decreasing linewidth.
Electromigration lifetimes were first seen to decrease as the linewidth decreased down
to about 2 microns. Further decreases in linewidth then resulted in increasing lifetimes.
(/~
This was attributed to the differences in diffusion between the lattice and grain
boundaries, with the lattice diffusion becoming more dominate as the linewidth
approached the grain size.
C. GRAIN SIZE EFFECTS
More recent research has been done to look at the actual effect of changing the grain
size for a given linewidth.27, 28,31,32 While there is not a great deal of this type of
information available, Figure 2.1 shows some of the results that could be found. These
experiments have found that the electromigration lifetimes increase as the grain size
gets larger. This shows that the effect of increasing grain size is the same as decreasing
the linewidth. The controlling factor is then the ratio between the grain size and the
linewidth.
This effect is so well established at present that there have even been proposals that the
13
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Figure 2.1 Results of previous investigations on grain size and MTF
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electromigration perfonnance can be predicted from looking at the grain size.32 This
work showed how for a given metallization system, data could be collected to relate the
MTF to the median grain size and grain size dispersion. Once this is done, it was
proposed to use the grain size parameters of new samples as a measure of the expected
electromigration MTF.
Prokop and Joseph33 developed a modified version of Black's equation that included
factors related to the grain size and line dimensions of Al to Si contacts.
MTF = A r 1 W exp( ~ + ~) (4)
In this equation, W is the contact width, L is the contact length, ex is a constant
determined from the data that relates to the grain size and grain size distribution, with
the other factors being the same as in equation (1).
D. EVALUATION OF Q AND PREVIOUS RESULTS
"-
Much research has focused on evaluating changes in the value Q caused by changes in
the microstructure, as opposed to just measuring the lifetimes. By measuring Q, more
direct information is gained on the relative amount of grain boundary versus lattice
diffusion which is occurring. Since equation (2) shows an Arrhenius dependence on
temperature, the value for Q may be obtained by plotting In MTF vs lIT for
experiments done at a constant current density but with varying test temperatures. Early
work in this area was done by Black6 for both large and small grain aluminum films.
He obtained a value for Q of 0.48 eV for the finest grain films used and 1.2 eV for large
15
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grain films passivated with glass in order to reduce surface diffusion effects. The upper
limit for the large grain films was assumed to be 1.44 eV which is the activation energy
for the lattice self diffusion of bulk aluminum. Later research has seemed to place an
upper limit of 1.2 eV for'this activation energy in thin aluminum films34 versus the
theoretical upper .limit of 1.44 eV based on measurements in bulk samples. This
indicates that diffusion in thin aluminum films in controlled by different factors than in
the bulk.
Other researchers have reported values within this range for work done with aluminum
to silicon contacts. Chern et al have reported a value for Q of 0.83 eV which they
associated with a dominate mode of grain boundary diffusion.35 They did not report a
grain size but the linewidth used was 4 microns, so it is very likely that the grain size
would be less than 4 microns in order to arrive at the reported value for Q. Vaidya and
Sinha reported an activation energy of 0.85 - 1.0 eV for shallow junction aluminum
silicon contacts.36 Again, the grain size was not reported, but the contact window size
was 2 X 2 microns. The smaller feature size could account for the slightly higher
activation energy since this smaller line size could be expected to be getting closer to
the grain size.
More recent research on AlCu interconnects has been done by Dreyer and Varker.37 As
this work was done more recently than the previous examples, smaller linewidths were
able to be used. They examined interconnects which were 0.8 to 10 microns wide using
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a metallization with a median grain size of 3 microns. They were able to see a fairly
strong dependence between Q and the line size. For the 10 micron line, Q was found to
be 0.61 eV which would correspond to mainly grain boundary diffusion since the grain
size was considerably smaller that the line size. The value for Q increased as the
linewidth decreased. For the 5 micron wide lines, Q was 0.72 eV and for 3 micron wide
lines where the linewidth is approximately equal to the grain size, Q was 0.86 eV. For
the smallest line which was 0.8 microns, Q was found to be 1.02 eV. These results
clearly showed that the microstructure had a strong effect on the electroniigration mass
transport. This work is very closely related to the work that will be done for this thesis.
The difference with this thesis is that the grain size will be varied instead of the
linewidth, but the final effect should be the same. However, this thesis will make use of
a TiN layer over the AI where this work was for direct AICu contact to silicon.
E. EVALUATION OF n AND PREVIOUS RESULTS
The current density, n from Black's equation, has also been investigated. This can be
done by varying the current density while holding the test temperature constant. As
discussed in the Introduction, the agreement over the correct value for n is not nearly as
good as for Q. It appears that not correctly accounting for joule heating of the test
structure may be one of the reasons for this disagreement in the data. Vaidya and
Sinha36 found values for n of 2 and 10 for two different failure mechanisms in
aluminum to silicon contacts. Chern et al35 found n to be 1.2, also in aluminum to
silicon contacts. Gargini et al9 have done some fairly extensive investigation of the
17
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current density exponent for contact structures. For the highest test currents used, they
determined n to be around lO. This indicates that the value for n does depend on the test
current density used and that n decreases with the current density.
It is very important to establish the correct value for the current density exponent so that
reliability is not over or under estimated when extrapolations are made from test to use
conditions. This thesis will also examine this value for the test structures used since the
data will be available from the experiments being done. However, there is not a lot of
information to be gained from additional discussion of the current density exponent as
its exact value seems more related to the test conditions. It has not yet been shown to
provide any real insight into the physical processes that are occurring during
electromigration in the way that Q does.
F. DRIFT VELOCITY THEORY AND MEASUREMENT
When electromigration testing of contacts containing a refractory underlayer in done,
material depletion from the contact attached to the positively biased bond pad will be
observed. This will occur as long as the current density is not so high as to cause
excessive joule heating which can then cause an open in the test structure. The
depletion of Allines on top of a refractory metal has been reported in the literature for
both Al38 and AlCu39 films. This depletion of material is due to drift of the aluminum
layer. The drift is characterized by the drift velocity which measures how fast the
aluminum is being depleted. The drift velocity can be expressed as
18
(5)
By combining equations (3) and (5), the drift velocity may then be expressed as
(6)
It is possible to make visual observations and measurements in order to calculate the
drift velocity experimentally. Blech and Kinsbron40 were among the first to do this.
They used a microscope to measure the drift of a thin gold film deposited on
molybdenum. The key to being able to do this was that gold has a relatively high drift
velocity compared to the molybdenum so that the gold should drift well before the
molybdenum would ever begin to show signs of drift. Also the gold has a much lower
sheet resistance than the molybdenum so that any current applied to the structure should
flow through the gold.
This method was improved upon by English and Kinsbron41 for the measurement of
drift of AlCu on TiN. The AlCu satisfies the above requirements of having a relatively
fast drift velocity and a low sheet resistance compared to the TiN it is deposited on.
The resistance of the line in the presence of a void in the Al layer can be expressed as
RS11N x RSA1 (I-x)R= --+ ,
w w
(7)
where RS11N and RSAl are the sheet resistances of the TiN and Al-Si-Cu layers
respectively, w is the line width, I is the line length, and x is the length of the void
which is assumed to to transverse the width of the line. Since the sheet resistance of the
19
TiN is much greater than the AI, the resistance contribution from the AI becomes
negligible once a void forms across the entire width of the AI. For this case, equation
(7) may then be simplified to
(8)
The rate of change of resistance is then given by
(9)
The drift velocity is given by the rate ofthe growth of the void, dxldt, so that equation
(9) may be rewritten as
dx dR w
Vd = - =---.dt dt RSlJN
(10)
English and Kinsbron used a strip chart recorder to measure the voltage drop across the
sample with time. Knowing the current being applied then allowed the resistance
variation with time to be calculated. Once the rate of resistance change was calculated,
the drift velocity could be determined. They observed a linear change in the resistance
.,.. .
which indicates that the drift velocity is constant. This agrees with typical data as
shown in Figure 2.1 which shows a linear relation between resistance and time for the
portion of the plot corresponding to drift on the stripe. This indicates that the model
predicted by equation (10) is correct. The only caution with using this method is that
many samples must be tested and a mean drift veloci~o1iId"~alculated since there
will be some variation among samples. Calculating data from only one or two samples
would give very questionable data. It has been recommended to test at least eight
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samples in order to get reasonable data.42 For this thesis, the plot shown in Figure 2.2
will be obtained for each device tested. Determining the value dx/dt from the portion of
the plot corresponding to drift will allow the drift velocity to be calculated from
equation (10) since the dimensions of the stripe are well known.
The value for the sheet resistance ofthe TiN is known to be around 18-20 ohms per
sCluare for the processing conditions being used.The data in Figure 2.2 can also be used
to check on this value. The resistance of the voided area of the stripe can be found by
subtracting Rinitial from R final . From Figure 2.2, this corresponds to the resistance from
when drift begins and ends on the stripe connected to the window. Since the linewidth
is known and the length of the voided stripe is 5 microns, equation (8) can then solved
for the value of Rs7IN •
Equation (6) shows that there should be a linear relation between the drift velocity and
current density. When the drift velocity is plotted against the current density, a straight
line should be obtained. However, it has been noticed that this line intersects the
horizontal axis on the positive side of the origin.4 The value at which the line intersects
the axis is called the critical current density, Jc' It results from electromigration
causing a depletion of material at the cathode and an accumulation at the anode. This
results in both concentration and stress gradients along the length of the test structure.
These gradients set up a backflow effect in opposition to electromigration.43 Below the
critical current density, this backflow is enough to cancel out the electromigration flux
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Figure 2.2 Typical resistance vs. time plot for calculating drift velocity.
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so that no electromigration damage will be observed. Only at current densities greater
than J c will electromigration damage occur. Oates4 has calculated this critical current
I
density to be 2 X 105 A/cm2 for the contact window structures to be used in this thesis.
This critical current density has also been observed by other researchers44, 45 but their
findings will not be reviewed because this value is so highly dependent on the geometry
of the test structure.
The drift velocity also displays an Arrhenius dependence on temperature due to the
temperature dependence on the diffusion coefficient
D - D -(E./kDi - oe .
Substituting equation (11) into equation (6) yields
Do z* . -(E./kD
Vd = kT ep]e .
The terms in this equation can be reordered as
(11)
(12)
-- =j
Do z* -(E./kT)T epe . (13)
An Arrhenius plot of 10 (v d TIj) versus Iff can then be used to determine the activation
energy, Ea. Plots also appear in the form of just 10 vd versus Iff which gives a close
approximation for the case of a constant current density and testing over a limited
temperature range.
The value for Q was previously said to give an indication of the relative amounts of
grain boundary and lattice diffusion occurring. While this is true, it must be realized
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that Q is determined from lifetime measurements. Factors other than diffusion can be
present which will influence the electromigration lifetimes and thus influence the value
of Q obtained. The value of Ea is obtained from drift velocity measurements. Since the
drift velocity is a diffusion controlled process, the value of Ea should give a better
indication of the diffusion process present.
/
Schreiber42 has given the range of Ea from 0.4 - 0.5 eV for grain boundary diffusion to
1.34 eV for lattice diffusion, using drift velocity measurements of aluminum samples.
This shows that the value for E a lies in the same range as the previously given
experimental values for Q. English and Kinsbron41 measured the activation energy for
AI-5%Cu films and determined it to be 0.44 eV for very fine grain films using 10
micron wide lines and 1.2 eV for coarse grained films using 1.5 micron lines. This
si~ultaneous variation of grain size and linewidth should have fairly well established
the limits of Ea for grain boundary and lattice diffusion in AlCu fi.lms. As with the
value for Q, the upper value for Ea for lattice controlled diffusion in thin films is also
somewhat less than the value of 1.44 eV determined for bulk materials.
G. AREA AND REASONS FOR FURTHER INVESTIGATION
All of the information reviewed-so far has shown a very strong correlation between
microstructure, specifically the grain size, and electromigration lifetimes. This has been
\. obtained in experiments which mostly involved variations in the linewidth. Some direct
experiments have also been done that involved direct variation of the grain size while
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English and Kinsbron varied both the grain size arid linewidth. However, for this
particular Al-Cu-SilfiNOrriSi2 to n+diffusion contact window, there is some evidence
that the dependence of lifetime on the grain size will not be observed or at least will not
give the same linear relation seen by others. For example, routine electromigration
testing is done internally by AT&T for reliability monitoring purposes. This
monitoring makes uses of metal-I, metal-2, and via test structures in addition to the
contact windows which are the subject of this investigation. Some of these structures
can show fairly wide variations in the results over time while the contact window
results remain very constant.46 This c.omparison includes results from three separate
device fabrication facilities, each running with slightly different processing conditions
and equipment. Therefore, the contacts are fairly resistant to the process variations that
are causing the fluctuations seen in the lifetimes measured for the other structures.
The purpose of this thesis is to investigate the theory that the contacts are not strongly
effected by microstructure. ~)o/could be done by just measuring lifetimes of samples
with various grain sizes. ~ver, it is also desired to gain some additional insight into
the processes occurring that could be causing any observed behavior, whether it agrees
with the original theory or not. To get this information, values of Q and n along with
drift velocities and activation energies for drift will be obtained in a fairly systematic
study of each grain size distribution.
The results of this study may provide some practical benefits besides the information
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obtained on activation energies. The presently accepted views on grain size effecting
lifetimes means that the microstructure is extremely important from the standpoint of
electromigration. Anything that could then possibly change this microstructure must
then be carefully considered when looking at the electromigration performance of a
circuit. If this is found not to apply to contact windows, then they could be even more
resistant to electromigration than presently known. This means that a circuit element
making use of two contact windows could possibly be replaced by a single contact
window which could simplify designs and save space.
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CHAPTER III
EXPERIMENTAL
A. DEVICE FABRICATION
Testing was performed on a series of six metal-1 to n+ contact windows linked together
as shown in Figure 3.1. Figure 3.2 shows a simplified cross-section of two of the
contacts. The starting material used were five inch 1-0-0 p+ wafers on which a P-
epitaxial layer had been grown. The gate oxide thickness was 150 Aof CVD oxide.
Approximately 4200 Aof phosphorus-doped polysilicon was used for the gate material.
The n+ contact region was formed by ion implantation of arsenic at a dose of 3 X 1015
cm-3. A 9500C 30 minute heat treatment drives in the n+junction to a depth of 0.35
microns. 600 A of Ti was then deposited and given a RTA at 625°C to form a self
aligned silicide (salicide) layer over the source and drainregions. k wet chemical etch
was then performed to remove any Ti that did not react during the 625°C RTA. The
reacted salicide film that is left behind was stabilized by a second RTA at 900°C. The
sheet resistance of the salicide was approximately 2 ohms per square which is much less
than the sheet resistance of either the n+ region or the polysilicon. The current flow
between two windows as shown in figure 3.2 will therefore occur almost entirely within
the salicide layer due to its lower sheet resistance.
After window definition, 700 Aof Ti was sputter deposited on top of the salicide. It
was given a RTA at 900°C in an ammonia ambient to form a layer consisting of a thin
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Figure 3.1 Layout of the metal-l to n+contact test structure (from ref. 4)...
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Figure 3.2 Cross section of the metal-l to n+ contact test structure (from ref. 47).
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TiN 0 layer on an additional TiSi2 region.
48 This layer is very effective in eliminating
x y
the diffusion of Si and improving the electrornigration performance of the structure.49 It
is around 150 A thick and has a sheet resistance of approximately 20 ohms per square.
4500 A of Al- .50%Si - .75%Cu was then sputter deposited on top of the TiNOrriS2 to
form the metal-l layer. The normal deposition temperature for this process is 300°C.
,
For this thesis, deposition temperatures of 25, 125, 200, 300, and 400°C were used to
try to vary the grain size of the metal. Standard photolithographic and etching
techniques were used to form the rest of the structure.
Significant heat treatments seen after metal-l deposition that could influence grain
growth and therefore effect the final grain size included a 350°C step for 10-20 minutes
for oxide deposition, a sintering step at 375°C for 1 hour in forming gas, and a 400°C
8 minute nitride cycle. An oxide/SiN layer was then deposited at 380°C for the
passivation layer. Additional details of the processing involved for this technology are
available in references [50 - 51] which were also used to obtain much of the information
contained in this section along with other sources.52
B. DEVICE CHARACTERIZATION
Electromigration testing on contact window structures is done using a constant current
since it is difficult to calculate the current density flowing through the actual contact.
However, for purposes of this testing, the linewidth of each sample was measured in
order to be used in giving a more accurate calculation of the drift velocity and in
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determining the current density for each sample. The electricallinewidth for each
sample was measured by doing IV testing of special test structures. The resistance of a
line of known width was measured using a four point Kelvin contact structure. The
resistance of the unknown line is then measured and the resistance ratio between the
lines is then used to calculate the linewidth of the unknown sample.
It is also known that depositing the metal at various temperatures can influence the step
coverage since the metal will not flow well at lower deposition temperatures.53 In order
to try to separate out step coverage problems from changes in electromigration lifetimes
between samples, electrical step coverage measurement were also taken. The resistance
of a line over flat topography is compared to the resistance of a line of the same length
deposited over topography. Lines with better step coverage will give resistance ratios
closer to one than lines with poorer step coverage. A value equal to one cannot be
obtained even with 100% step coverage since the line over topography will have a
slightly greater total length and a correspondingly higher resistance.
C. ELECTROMIGRATION TESTING
The completed test structures were then assembled in ceramic packages in preparation
for electromigration testing. Equal numbers of structures were prepared from two
wafers from each of the five deposition temperatures used. The testing was performed
using a commercially available Sienna Technologies Inc. ITS8000 e1ectromigration test
system. The packaged structures were socketed in ovens connected to the main system.
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Test temperatures of 220 to 2500C were used with the temperature gradients inside the
oven being ± 10C. It would have been desirable to do testing above 2500C in order to
be able to reduce the test times, especially at some of the tests conducted at lower
current densities. Unfortunately, the upper temperature limit was a result of the socket
material in use at the time of the testing. Lower temperatures were limited by the
greatly increased test time that would have resulted.
The Sienna system supplies a constant current to the test structures and is controlled to
within ± 0.2%. Voltage and current to each test structure are scanned during the test
which lasts until a predetermined change in resistance is determined for each device or
"until the test is terminated. Since it was planned to measure aluminum drift velocities
out on the stripes, the tests were allowed to run for very long periods of times,
sometimes exceeding 1000 hours. This placed a limit on the number of runs using that
could be done for each sample using various current densities and temperatures.
A sample size of twenty structures was used for each test. This consisted of ten
structures from each of two wafers for each deposition temperature. The sockets in the
ovens had been is use for several years and were starting to show some wear which
results in occasional poor contacts. Some structures therefore lost contact as the oven
was being heated up so that the final sample size for each run was sometimes less than
the original twenty structures. Also, after the planned runs had been done, some
samples still remained and were tested in order to get data at additional acceleration
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conditions. For these runs, the sample size was determined by the. number of remaining
samples.
Before each run was actually started, a temperature coefficient of resistance (TCR)
measurement was made for each test structure. This measurement was made by
measuring the resistance of the test structure at five different temperature points starting
at room temperature and ending at the final test temperature. The TCR can then be used
.
to measure the joule heating at the start of the run when current is first applied to the
structure. Any observed resistance increase can be used to calculate the corresponding
temperature increase. These measurement were done automatically through the
software of the Sienna electromigration system. No joule heating of the structures was
observed which was expected based on the chosen test conditions.
D. DATA ANALYSIS
. ft 54 Thi .The data from each test run was analyzed usmg,the STAR so ware package. SiS
AT&T Bell Labs developed software which makes use of maximum likelihood
techniques for obtaining the parameters for the chosen failure distribution. In the case of
electromigration failures which have previously been described as following a
lognormal failure distribution, values for the MTF and standard deviation were
obtained. Another special feature of this software package is that it can treat censored
data. For electromigration testing, it is not always possible to allow the test to continue
until all devices have met the predetermined failure criteria of some specific change in
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resistance, since this could greatly extend the test times and reduce the total number of
runs that could be done. It is therefore common to stop runs before all structures have
reached the defined failure point. This then results in some portion of the total sample
that does not have a specific failure time. All that is known about these samples is that
they did not fail after so many hours of testing. This is referred to as censored data and
can be accurately treated by the STAR software package.
In addition to the above analysis, plots of resistance versus test time were plotted out for
each individual structure tested. This allows the data from some devices to be
eliminated if it is obvious that there were contact or other problems present that might
influence the data. These resistance plots are then also used to calculate the aluminum
drift velocity and estimate the sheet resistance of the TiN layer under thy aJ\J.minuE!'
/ ',--~
E. GRAIN SIZE MEASUREMENTS
An NH4F: KN03 : KOH etch was used to preferentially etch the silicon rich
aluminum grain boundaries.55 It was then possible to view and photograph the grain
structure using the SEM instead of using the more time consuming techniques
associated with the TEM. A simple technique of counting the number of grains
intercepting a randomly drawn line of know length56 was then used to calculate the
mean grain size of each sample. However, this method did not give any information
about the grain size distribution of the samples.
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In order to get the desired grain size distribution, Sigma ScanlImage TM 57 software was
used. Each photograph was first scanned and digitized so that it could be viewed on a
PC screen. Special enhancements were available to vary the intensity and make other
adjustments in order to produce an image that was as clear as possible. Using the
.j
software package, a calibration is then performed making use of the reference length
marker on the photograph. This calibration sets the number of screen pixels per unit of
known length on the photograph. Grain boundaries in the photograph are then traced
out on the PC screen by moving the cursor around them using the mouse. The software
then calculates the perimeter, area, equivalent circular diameter, and other information
for each grain traced out. At least 100 grains were traced from each sample. For the
larger grained samples, there were not much more than 100 grains present on each
photograph. For the finer grained samples, higher sample sizes could be obtained. Only
grains that were clearly visible were traced out. Areas where the grain boundaries were
not clear were left out. This included some areas where defects were present, where the
etching was not consistent, or where the video enhancements were not sufficient to
result in a clear view. The individual grain diameters were then used to plot out a grain
size distribution for each sample deposited at a different temperature.
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CHAPTER IV
RESULTS AND DISCUSSION
A. GRAIN SIZE MEASUREMENTS
Figures 4.1, 4.2, 4.3, 4.4, and 4.5 show the SEM photographs for the metal deposited at
25, 125,200,300, and 4000C respectively. It can be seen that the samples deposited at
25 and 1250C are both relatively fine grained with no major differences between them.
The 2000C sample shows a noticeable coarsening of the grains which should be
expected with the higher deposition temperature. At 3000C the grain size is slightly
larger which may not be obvious from the photographs since the difference is not that
large but will be discussed later based on actual measurements taken. The 4000C
sample then shows a decrease in the grain size. Note that the magnification level used
on this sample was higher than for the other samples. This decrease in grain size was
not expected when the experiment was originally designed since it was planned to have
a gradually increasing grain size with increasing deposition temperature as would
27 32
normally be expected. '
The final grain size is determined by the anneals and heat treatments seen by the device.
The as deposited grains normally grow in size as the device is processed. However,
other researchers13, 58, 59 have observed an effect where aluminum deposited over TiN
\
has resulted in smaller grain sizes than when no TiN is present, given otherwise
identical processing conditions. Ditali and Cross60 have observed an effect for
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Figure 4.1 SEM photograph of aluminum deposited at 2SoC.
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Figure .+.1 SEM photograph of aluminum depo,ited at 25°C
Figure 4.2 SEM photograph of aluminum deposited at l2S°C.
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Figure 4.2 SEYI photograph of aluminum deposited at I25()C .
Figure 4.3 SEM photograph of aluminum deposited at 200°C.
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Figure -0 SE\'! photograph of aluminum deposited at 200°C.
Figure 4.4 SEM photograph of aluminum deposited at 300°C.
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Figure 4.4 SEM photograph of aluminum depo~ited at 300°C.
Figure 4.5 SEM photograph of aluminum deposited at 400°C.
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Figure 4.5 SEM photograph of aluminum deposited at 400°C
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aluminum deposited over TiN where the higher deposition temperature resulted in a
smaller grain size. Their results were based on only two samples with fairly widely
separated temperatures of 172 and 462°C. This work fills in some of the missing data
between these points and shows in more detail how the grain size varies with increasing
deposition temperature for aluminum deposited over TiN.
Two explanations have been given for the reduced grain size of aluminum deposited
over TiN. One is that the TiN can be expected to have a somewhat fine grain structure
and that there is some epitaxial continuity which occurs when the aluminum is
deposited on it which acts to prevent the growth of the aluminum grains.61 The second
explanation relates to diffusion of Ti from the TiN layer into the aluminum which has
been observed.58 The Ti may form precipitates in the grain boundaries and suppress the
growth of the aluminum grains during subsequent heat treatments. A higher deposition
temperature would allow more Ti to diffuse into the aluminum so that the effect of
suppressed grain growth could be greatest for the highest deposition temperature used.
The effect of Ti on grain size was also observed by Sadana et al.62 They studied the
grain size of fairly wide 3 - 5 micron lines made from various compositions of
aluminum deposited on Si02. Pure AI, Al- 1%Si, and AI- 4%Cu - 1%Si lines all had
mean grain sizes of approximately 1 micron. Lines containing Ti,. either AI- .55%Ti -
1%Si or AI- 0.9%Ti, both had a mean grain size of 0.5 microns. It is thus fairly clear
that the Ti is able to greatly reduce the final grain size of AI films.
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While this phenomena was unexpected and is quite interesting, the main point of this
thesis is to examine how the electromigration results vary with the grain size. This
discussion is only included to show that the smaller grain size obtained at the 4000C
deposition temperature in not an anomalous result.
The mean grain size from the photographs was obtained by a manual intercept
technique with the results being shown in Table 4.1. This table also shows the results
obtained from using the Sigma ScanlImage™ software. This software reports a value
called the feret diameter which is the diameter of a circle containing the equivalent area
of the grain obtained from the formula
D=~~ . (14)
Comparing the mean grain diameters obtained by the two techniques shows that they
. .
are in fairly good agreement. The feret diameter shows a slight difference between the
200 and 3000C samples which was not seen by using the intercept technique. However,
the intercept technique showed a difference between the 25 and 1250C samples that was
greater than shown by the feret diameters. By looking at both results, it is fairly clear
that the mean grain size increases with inc;easing deposition temperature up to 3000C
and then decreases after this temperature.
42
Grain Size Parameter
Deposition Temperature
25°C 125°C 200°C 300°C 400°C
Mean Grain Size (microns) 0.54
(intercept determination)
Mean Feret Diameter (microns) 0.60
standard deviation 0.12
Number of grains measured 308
Area (microns2) 0.30
standard deviation 0.13
Shape Factor (circle=l, line=O) 0.82
standard deviation 0.10
Compactness (min=12.75, max=oo) 15.62
standard deviation 2.11
0.62
0.62
0.13
205
0.32
0.14
0.78
0.10
16.45
2.57
1.1
1.04
0.28
190
0.92
0.50
0.72
0.09
17.78
2.41
1.1
1.14
0.25
144
1.08
0.50
0.72
0.09
17.73
2.53
0.85
0.84
0.20
107
0.59
0.27
0.68
0.10
18.86
2.91
Table 4.1 Mean grain sizes and shape parameters.
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The Sigma Scan/Image™ software also reports values that give some indication of the
overall grain shapes. The shape factor S, gives a measure of the grain shape by relating
the area A, to the perimeter P, through the equation
S=41tA
p2 (15)
A circle would have a shape factor of 1.0, a square would have a value of 0.79, while a
line would have a,value of zero. The value of 0.82 for the 250 C sample shows that the
grains are somewhere between circular to square in shape. It should be noted that only
the mean value for the shape factor is being looked at, so that some grains could be
quite circular while others could be more square in shape. A distribution plot of the
individual shape factor values could be made for each sample to get a better comparison
between the samples. For this thesis, the mean value of the shape factor will be used to
give some indication of how the samples compare to each other. As the deposition
temperature increases, the shape factor gradually decreases which indicates that the
grains are becoming less circular. The value of 0.68 for the highest deposition
temperature shows that no drastic changes have occurred but indicates that a gradual
trend is present. All samples had almost the same low value for standard deviation
which indicates that the grain shapes are fairly uniform throughout all of the
distributions.
Another shape parameter reported is the compactness which is another relation between
the area and the perimeter of the object being measured. A circle is the most compact
shape possible with a compactness value of 12.75 while a line would be the least
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compact shape with a value of infinity. The compactness is calculated from the formula
p2
c=-A (16)
By comparing this to equation (15), it is obvious that the compactness is just the
reciprocal of the shape factor multiplied by 41t. This gives the compactness a scale
from 12.75 to infinity instead of zero to one for the shape factor. No real additional
information seems to be gained by looking at this value, but it was included for
completeness of the data.
Table 4.2 contains some additional information obtained from the Sigma Scanllmage™
software. The major axis length gives the farthest distance between two points on the
circumference of the grain. Samples that showed only a small difference in the mean
diameter show a larger difference in this parameter. This is a very important point with
regard to electromigration lifetimes and will be discussed later. The minor axis length
is the maximum distance between two points on the circumference that form a line
perpendicular to the major axis. This value tracks closer to the mean diameter as
samples that have close values of mean diameter also have a close value for the minor
axis length. Table 4.2 also contains values for the major and minor axis slope which
indicates their location in degrees from a horizontal line through the photograph. There
is some preferred orientation of the grains since these values do not appear to be random
but lie in the same approximate range.
The final value of the axis length ratio is not from the software package but is included
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Grain Size Parameter
Deposition Temperature
25°C 125°C 200°C 300°C 400°C
Major Axis Length (microns) 0.72
standard deviation 0.18
Major Axis Slope (deg.) 36.04
standard deviation 18.45
Minor Axis Length (microns) 0.49
standard deviation 0.13
Minor Axis Slope (deg.) 53.53
standard deviation 18.05
Axis Length Ratio (MajorlMinor) 1.47
0.78
0.20
33.23
19.97
0.51
0.13
56.49
19.29
1.53
1.37
0.40
29.41
20.82
0.90
0.30
60.32
20.70
1.52
1.54
0.40
23.54
16.60
0.91
0.25
65.93
16.47
1.69
1.15
0.33
24.48
15.27
0.69
0.19
65.28
15.28
1.67
Table 4.2 Grain orientation parameters
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to better show the change in the shape of the grains. It is simply the major axis length
divided by the minor axis length. This value shows that the grains are gradually
elongating with increased deposition temperature. At 4000C where the mean grain size
decreases, this value shows little change, so that even though the grain size is
decreasing, the shape is remaining elongated. Notice that between 200 to 3000C, the
mean grain size shows little change but that the axis ratio does show a change. This
indicates that there is a subtle change in the grain structure taking place that is not
indicated by the other factors.
While the mean grain size is important, the grain size distribution is really what is
needed to fully characterize each sample. This distribution was obtained by doing a
cumulative probability plot using the individual data points obtained for each sample
temperature. Figures 4.6, 4.7, 4.8, 4.9, and 4.10 show the grain size distribution for the
25, 125,200,300, and 4000C samples respectively. When comparing these plots, keep
in mind that the number of grains measured were not the same for all samples due to the
grain size, magnification level used, and the number of clear grains that could be viewed
for measurement. For example, the 400°C sample was viewed at the highest
magnification and includes fewer grains than the other samples. The density of this line
is somewhat lighter than the others, but this should not be viewed as significant What is
important is the shape of the lines relative to each other. The plots show that the grain
sizes follow a very tight lognormal distribution at all deposition temperatures.
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Figure 4.6 Grain size distribution of 2SoC sample.
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Figure 4.11 is included to better compare each of the grain size distributions. While it is
a little difficult to view, it does give a much better comparison between all distributions
than could otherwise be obtained. The difference between the 25 and 1250C
distributions is very slight with the 12SoC distribution being shifted just a little at the
upper end. The 2000C sample shows an obvious change with a shift in the entire
distribution towards larger grain sizes. The minimum observed grain size increases and
there is an even larger change in the size of the largest grains. There are also a greater
number of grains towards both the high and low ends of the distribution which results in
an increased value of standard deviation. At 3000 C, the most apparent change is the
continued decrease in the number of small grains. The largest grains in both the 200 and
3000C samples are about the same size. The small grains are growing larger while the
larger grains are remaining about the same size. This is reflected in the slight decrease
in the standard deviation. The 4000C distribution is located entirely on the left side to
the 2000 C distribution. The smallest grains of the 4000 C sample are just slightly
smaller than the 2000 C sample. The largest difference between the two distributions is
that the grains did not grow as large at the upper end of the distribution for the 4000C
sample. As discussed earlier, this could be due to an epitaxial effect with the TiN or
from Ti in the grain boundaries reducing grain growth.
All of the distributions examined were taken from bond pad areas of the completed
wafers. It was necessary to do this in order to examine an area large enough to get grain
size distributions. The grains would have been too large in relation to the linewidths to
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be able to obtain the distributions directly on the lines, even though this is actually the
area of interest. The grain size on the lines cannot be expected to exactly match the
distributions obtained from bulk areas since the edges of the lines and other factors will
certainly influence how the grains grow and orient themselves.63 However, the same
trend as seen in the bulk should also be present on the thinner lines.
The results obtained on the grain size measurements are fairly consistent with other
work that could be found. It is difficult to make direct comparisons with other work
since the actual processing conditions used have such a large effect on the final grain
size. Work done by Lytle and Oates,64 who reported a mean metal-l grain size of 1.2
microns, should have received processing conditions very similar to this thesis. This
compares very well to a mean grain diameter of 1.14 microns for the 300°C sample of
this work.
Besides the work of Ditali and Cross60 that was discussed earlier, there was only one
other reference that could be found showing the effect of deposition temperature on
grain size for aluminum deposited on top of TiN. Ryan and Merchant65 studied
aluminum deposited at 200, 230, and 300°C. The as deposited median grain size of
each sample was quite different, with the median grain size increasing very quickly with
deposition temperature. After all processing had been completed, the final median grain
sizes for all samples was between 1.1 to 1.2 microns. This is in excellent agreement
with the 200 and 300°C results obtained for this thesis even though different processing
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equipment was used.
Other results for aluminum deposited on TiN include mean grain sizes of 1.1 ~1.239,
1.158, 159, and 1.366 microns. These are also in very good agreement with this work. It
appears that there is some upper limit on the grain size that can be obtained using
standard processing conditions for aluminum deposited over TiN. The median grain
size and grain size distribution has thus been fairly well characterized for all deposition
temperatures and seems to be in very good agreement with other published results.
B. DEVICE CHARACTERIZATION
Table 4.3 contains the results of the electrical linewidth measurements. This data
showed extremely little variation in linewidth between wafers. This makes
comparisons between samples much easier as there were no differences in the current
densities. Any trends seen can be attributed to the grain size as linewidth effects will not
be present. It was very unfortunate that the linewidth was 1.1 microns as it should
normally be much closer to 0.9 microns or smaller. The exact reasons for obtaining
such a comparatively wide line have not been determined. A linewidth of around 0.9
microns would have been much better for these experiments. This would have given
test structures with mean grain sizes both greater than and less than the linewidth as was
desired when the experiment was first designed. The present data will now only include
test structures with a mean grain size approximately equal to the linewidth at the upper
56
· Sample Deposition Linewidth
Temperature (0C) (microns)
25 1.087
125 1.107
200 1.084
300 1.101
400 1.096
Table 4.3 Linewith measurement results
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extreme. Both cost and time constraints prevented additional wafers from being
processed to try to obtain a more reasonable linewidth.
Table 4.4 contains the electrical step coverage measurement results. The samples
deposited at 250C showed the worst step coverage as would be expected. These samples
also showed the greatest variation in step coverage since the standard deviation is
almost twice that of any of the other samples. The step coverage of the 125 and 2000C
samples shows an improvement and both are about the same. The 3000C sample shows
about the same mean value as the previous two samples, but there is a significant
improvement in the standard deviation which indicates much better control at this
temperature which happens to be the standard metal-l deposition temperature. The
4000 C sample shows a slight improvement in the step coverage as expected since the
best metal flow should be obtained at the highest temperature.67
58
Sample Deposition Mean Step Standard
Temperature (0C) Coverage Ratio Deviation
25 1.53 .046
125 1.42 .027
200 1.46 .029
300 1.42 .016
400 1.39 .015
Table 4.4 Step coverage measurement results
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C. Electromigration Results
C.I Initial Test Results
Figure 4.12 shows a plot of the initial test results obtained. A sample from each of the
five deposition temperatures was run at the same acceleration conditions of 250°C and
8 rnA. Figure 4.12 shows a gradual improvement in MTF with increasing deposition
temperature. This would be easy to explain based on microstructure except that the
400°C sample had the highest MTF but did not have the largest grain size. This is
contrary to all of the work referenced earlier which showed a clear correlation between
grain size and MTF. It is thus very obvious that there is some other effect occurring in
this structure at the higher deposition temperature. There is also an increase in MTF
between the 200 and 300°C samples even though there was only a slight difference
between them in the median grain size.
C.2 Determination of Q
In order to better understand what is happening at each deposition temperature, it was
necessary to determine values for Q and n from Black's equation (2). To determine the
value Q, runs were done at lower temperatures but with the same current as the initial
runs. Changes in MTF are then strictly temperature dependent since the current is the
same for all of the runs. The actual data of these and the initial runs are shown in
Table 4.5 for failure defined as a 20% change in resistance and in Table 4.6 for failure
defined as a 100% change in resistance. Q can then be determined from the data
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Deposition Stress Stress MTF (hrs) Standard Deviation
Temp Temp Current 80% confidence limits 80% confidence limits
(oq (oq (rnA) estimate lower upper estimate lower upper
25 251.6 8 17.7 15.0 20.9 .466 .362 .599
236.2 8 33.7 31.2 36.5 .268 .218 .330
220.8 8 67.4 59.0 77.0 .428 .344 .534
125
200
300
400
250.7
221.7
250.7
220.8
252.1
235.3
250.3
235.3
221.7
8
8
8
8
8
8
8
8
8
21.3
95.2
32.2
174
48.3
112
89.0
166
387
19.6
86.2
29.1
148
42.4
105
81.2
147
341
23.1
105
35.6
205
54.9
120
97.6
187
440
.233
.300
.327
.403
.388
.240
.278
.396
.436
.181
.237
.263
.303
.307
.196
.220
.319
.354
.299
.379
.408
.537
.491
.293
.352
.490
.537
Table 4.5 Constant current run results for L\Rfail =20%
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Deposition Stress Stress MTF (hrs) Standard Deviation
Temp Temp Current 80% confidence limits 80% confidence limits
eC) (0C) (rnA) estimate lower upper estimate lower upper
25 251.6 8 46.5 41.6 51.9 .310 .241 .399
236.2 8 121 108 135 .374 .301 .464
220.8 8 229 203 257 .363 .278 .474
125
200
300
400
250.7
221.7
250.7
220.8
252.1
235.3
250.3
235.3
221.7
8
8
8
8
8
8
8
8
8
40.8
192
55.7
306
81.1
248
144
425
726
36.5
173
49.8
256
75.0
236
134
394
665
45.7
212
62.4
365
87.7
260
156
459
792
.314
.311
.361
.436
.237
.159
.234
.256
.297
.244
.246
.289
.327
.188
.126
.185
.207
.241
.403
.393
.449
.580
.299
.202
.295
.317
.365
Table 4.6 Constant current run results for LlRfail =100%
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by doing an Arrhenius plot of the In MTF versus Iff. The slope of the straight line
obtained is then Q/k. Figures 4.13 through 4.17 show the Arrhenius plots for each
deposition temperature used. Each plot shows a line for failures defined as both a 20%
and 100% change in resistance. It can be readily seen how the MTF increases with
decreasing test temperature. Because of this, the test temperatures could not have been
lowered much more without greatly increasing the length of the runs. Temperatures
were used that allowed the most data to be collected in the time that was available. The
Arrhenius plots show fairly parallel lines for the activation energy determined at a
failure criteria of 20% and 100% so that the value of Q does not change as the failure
criteria changes. Figure 4.18 shows an Arrhenius plot of all of the 20% failure criteria
plotted together and Figure 4.19 shows the same information for the 100% failure
criteria data.
By looking at Figure 4.18, there appears to be a slight increase in Q as the depo,sition
temperature increases from 25 to 200°C. This would correspond to an increasing
contribution from lattice diffusion, but with some grain boundary diffusion still being
present. From 200 to 400°C there is no further change in Q. Figure 4.19 also shows a
slight increase in Q with increasing deposition temperature. The 300°C sample appears
to be out of line but this could be due to the limited amount of data used to determine
this value. Due to the number of samples to be tested, only two or three data points
were used to determine Q at each deposition temperature. Only two fairly close data
point were used at 300°C. If time had been available to take additional data points, it is
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Figure 4.13 Arrhenius plot of constant current data for 25°C sample.
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Figure 4.14 Arrhenius plot of constant current data for 125°C sample.
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Figure 4.15 Arrhenius plot of constant current data for 2000e sample.
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Figure 4.16 Arrhenius plot of constant current data for 300DC sample.
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Figure 4.17 Arrhenius plot of constant current data for 400°C sample.
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Figure 4.18 Arrhenius plots off all constant current data for .l1R.fail =20%.
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Figure 4.19 Arrheniusylots of all constant current data for LlRfail = 100%.
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possible that a value for Q more in line with the rest of the data would have been found.
Even though the trend of Q increasing with deposition temperature is present, the
relative differences are very small. For example, Q was determined to be 1.15 eVfor
both the 125 and 300°C samples in Figure 4.18, even though there is a fairly large
difference in the grain structure between the two samples with the median grain size of
the 300°C sample being almost twice that of the 125°C sample. It is therefore difficult
to determine if the small differences in Q between samples are real or just scatter in the
data. As discussed earlier, reported values for Q range from 0.5 eV for samples with
predominately grain boundary controlled diffusion to 1.2 eV for samples where
diffusion in controlled mainly by the lattice. These samples cover only a very small
portion of this range, even though the ratio between median grain size to linewidth
varies over a factor of two. The effect of microstructure on MTF thus appears to be
much smaller than expected, if it is present at all.
Q was previously determined to be 1.3 eV (1.0 to 1.6 using 80% confidence limits)68
for the same test structure deposited at 300°C. The average value of 1.22 eV from this
present work agrees very well with 1.3 eV. Taking only the samples from the upper
three temperatures of this work gives a value of 1.29 eV which is in almost perfect
agreement with 1.3 eV.
Figure 4.20 is included to show the fit of the data to a lognormal failure distribution.
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Figure 4.20 Typicallognonnal failure distribution probability plot
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This data was plotted from the run done using the 400°C sample tested at 220°C and
8 rnA using a failure criteria of 20%. From Table 4.5 it can be seen that this was a
sample with one of the higher standard deviations. This failure probability plot still
shows a very good fit of the data to the lognormal distribution. There are obviously no
bimodal distributions or other problems with the data that could have effected the
calculated value of Q. This should be expected since all of the estimated values for the
standard deviation were less than 0.5 which is quite typical for testing this particular
structure46 and should be considered to be quite good. Values for the standard deviation
of around 1 are quite acceptable for electrornigration testing. All of the other samples
had similar or even smaller standard deviations compared to the example and thus
showed similar or even better fits to the lognormal model. Due to the number of runs
performed and since it is very representative of the others, only one failure distribution
plot that will be included in order to save space
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C.3 Determination of n
Values for the current density exponent were obtained from runs all done at a nominal
temperature of 250°C but with the current being varied. Table 4.7 shows the data from
these runs with Lillfai1 =20% and Table 4.8 shows the data for Lillfai1 =100%. A plot of
In MTF versus In current then gives a straight line where the slope equals -no Black's
equation is normally expressed in terms of current density 1. For the contact window
structures, it is very difficult to calculate J since it will vary as the cross section of the
contact varies. The value of J used for the calculation of n was taken to be the current
density in the stripe attached to the window. In this case, The current could also have
been used instead of the current density and would have given the same results since all
of the samples had the same linewidth. Therefore the difference between the current and
current density is a constant factor. For this data, the MTF was plotted against the value
(J - Jcritical)' where Jcritical is the critical current density below which drift of the
aluminum is balanced by the backflow effect as previously discussed. This value was
used in the plot instead of the current density since other researchers have obtained
. al" h th . . al d" ak . 34 69more conSIstent v ues lor n w en e cntlc current enslty IS t en mto account. '
Figures 4.21 through 4.25 show these plots for each sample temperature and for failure
criteria of both 20% and 100%.
As with the plots for determining Q, these plots also show relatively parallel lines for
the 20% and 100% failure criteria, so that n also does not appear to depend on the
resistance change used to define failure.
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Deposition Stress Stress MTF(hrs) Standard Deviation
Temp Temp Current 80% confidence limits 80% confidence limits
(DC) (DC) (rnA) estimate lower upper estimate lower upper
25 251.6 8 17.7 15.0 20.9 .466 .362 .599
250.7 6 27.5 25.2 30.1 .287 .230 .357
251.2 4 57.9 49.5 67.7 .440 .342 .566
125
200
300
400
250.7
250.7
250.7
252.5
252.1
249.9
250.3
251.2
250.7
8
4
8
4
8
4
8
6
4
21.3
81.7
32.2
104
48.3
152
89.0
144
244
19.6
74.0
29.1
87.8
42.4
138
81.2
133
221
23.1
90.2
35.6
124
54.9
168
97.6
156
269
.233
.244
.327
.466
.388
.340
.278
.268
.326
.181
.183
.263
.359
.307
.274
.220
.218
.263
.299
.325
.408
.606
.491
.421
.352
.330
.404
Table 4.7 Constant temperature run results for LlRfai1 =20%
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Deposition Stress Stress MTF (hrs) Standard Deviation
Temp Temp Current 80% confidence limits 80% confidence limits
(0C) (0C) (rnA) estimate lower upper estimate lower upper
25 251.6 8 46.5 41.6 51.9 .310 .241 .399
250.7 6 72.2 64.4 81.0 .368 .296 .459
251.2 4 136 112 165 .546 .425 .702
36.5 45.7
49.8 62.4
125
200
250.7
250.7
250.7
252.5
8
4
8
4
40.8
176
55.7
187
162
159
191
220
.314
.195
.361
.436
.244 .403
.144 .264
.289 .449
.335 .566
75.0 87.7
.226 .344
300 252.1
249.9
8
4
81.1
220 203 240
.237
.279
.188 .299
400 250.3
251.2
250.7
8
6
4
144
222
382
134
211
360
156
234
404
.234
.171
.184
.185 .295
.139 .211
.148 .229
Table 4.8 Constant temperature run results for LlRfail =100%
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Figure 4.21 MTF ys. current density for 25°C sample.
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Figure 4.22 M1F ys. current density for 125°e sample.
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Figure 4.23 MTF vs. current density for 200°C sample.
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Figure 4.24 MTF vs. current density for 300°C sample.
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Figure 4.25 MlF vs. current density for 400°C sample.
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Figure 4.26 shows all of the 20% failure data plotted together and Figure 4.27 Jhows all
of the 100% failure data. Except for the 125°C data (shown as a dotted line) on Figure
4.27, the data appears to form roughly parallel lines. As previously mentioned when
discussing the plots used to determine Q, it is possible that obtaining additional data
points would have given a line for the 125°C sample that would have fit in better with
the rest of the data. The value for n shown in this plot may not be accurate since it does
not fit the rest of the data.
Unlike Q, which may have shown a slight variation with deposition temperature, n
appears to be independent of deposition temperature. The average current density
exponent from this data is 1.41. Oates34, 69 has determined n =1 for the same structure
when the critical current density has been taken into consideration. No reason can be
given why this data does not agree. If the critical current density is not taken into
account and the same plots are made, the average value of n is found to be 1.67. This is
inside the range of 1.5 to 2.9 previously determined for this structure but does not
compare well to the estimated value of 2.2.68 This is probably due to the previous
testing being done at currents around 16 rnA compared with 4 - 8 rnA for this work.
Oates et al have clearly shown that there is a break in the slope of the line for higher
currents?O They found n to be around three for testing above 15 rnA. Below this
current, n was about 1.2. Since this testing was done at lower currents, it is reasonable
to expect n to be towards the lower end of the 1.5 to 2.9 previously determined range.
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CA Drift Velocity Measurements
CA.I Calculation of Drift Velocities
Drift velocities viere obtained from plots of resistance versus time made for each device
tested. AR I ~t is determined from the linear portion of the plot which corresponds to
the time when aluminum is drifting off of the stripe. Since the dimensions of the stripe
are known, the drift velocity may be calculated from equation (10) as shown before.
Tables 4.9A&B contain the data showing the drift velocities as calculated and also
normalized to a current density of 2 X 105 Ncm2. Drift did not occur on all devices
tested, especially the 25°C samples and some of the 125°C samples tested at 8 rnA.
Some of these devices would start to show a resistance increase and the devices would
suddenly open instead of showing drift. This could be attributed to the poor step
coverage of these devices. The higher test currents were enough to cause opens in the
portion of the populations containing the worst step coverage. This did not effect the
results other than reducing the total sample size used to calculate the drift velocities.
By looking at the plots, it was very obvious when drift did not occur and these devices
would not be used in the drift velocity calculations. The drift velocity obtained from
this method is not exact. A range of values was obtained at each test condition used.
The values reported in Tables 4.9A&B are the mean values.
From equation (6), it can be seen that the drift velocity should be directly proportional
to the current density. This allows the drift velocity to be normalized to other current
densities as has been done in Table 4.9 for J=2 X 105 Ncm2. Normalization allows
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Deposition Test Test Current Drift Velocity
Temp Temp Current Density AR/ilt as measured normalized to
(0C) COC) (rnA) (MAlcm2) (ohmslhr) (fllhr) .2MAlcm2
25 251.6 8 1.64 2.0 .121 .0148
250.7 6 1.23 1.26 .0761 .0124
251.2 4 .818 .796 .0481 .0112
236.2 8 1.64 1.14 .0688 .00842
220.8 8 1.64 .658 .0397 .00486
125 250.7 8 1.61 1.50 .0923 .0115
250.7 4 .803 .690 .0424 .0106
221.7 8 1.61 .507 .0321 .00388
200 250.7 8 1.64 1.53 .0921 .0113
252.5 4 .820 .707 .0426 .0104
220.8 8 1.64 .370 .0223 .00272
Table 4.9A Measured Drift Velocities (25, 125, and 200°C samples)
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Deposition Test Test Current Drift Velocity
Temp Temp Current Density LllV~t as measured normalized to
(0C) (0C) (rnA) (MAlcm2) (ohmslhr) (Whr) .2MAlcm2
..
300 252.1 8 1.61 1.32 .0807 .00999
249.9 4 .807 .547 .0335 .00828
235.3 8 1.61 .596 .0365 .00450
400 250.3 8 1.62 .730 .0444 .00549
251.2 6 1.22 .530 .0322 .00532
250.7 4 .811 .347 .0211 .00520
235.3 8 1.62 .348 .0212 .00261
221.7 8 1.62 .176 .0107 .00132
Table 4.9B Measured Drift Velocities (300 and 400°C samples)
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for direct comparison with other data. Figures 4.28 through 4.32 show the plots of the
as measured drift velocities versus current density for each of the deposition
temperatures. The 25 and 400°C samples were the only ones with three data points, but
these show a fairly good straight line fit. The line on each of the five plots intercepts the
current density axis on the positive side of zero. Figure 4.33 shows all of the plots on
one page so that they may more easily be compared. There is some spread in where the
intercept occurs, with the average value from all five samples being 1.7 X 105 Alcm2.
This is in excellent agreement with the previously determined value of 2 X 105 Alcm2
determined for this same structure processed under nearly identical conditions.4 The
significance of this critical current density is that electromigration damage will not be
observed at current densities below this critical value. This is the value of J .. al that
cntic
was used in in the determination of the current density exponent in Figures 4.21 to 4.27.
From Figure 4.33, it can be seen that the drift velocity decreases with increasing current
density. This would be expected with the 25 to 300°C samples since the grain size is
increasing which should strongly influence the drift velocity. It is somewhat
unexpected to see the drift velocity continue to decrease with the 400°C sample since
the grain size is now smaller. There are two possible explanations for this behavior. It is
known that the sheet resistance of the AI - TiNO - TiSi2 system decreases with
increased annealing temperature.49,66,71 If the increased deposition temperature would
also have the same effect, then the sheet resistance used in equation (10) could be too
high which would give too low of a drift velocity for the 400°C sample.
89
.Hi
.14
.12
.10
Drift
Velocity
(fJ./hr)
.08
.06
\.D
.040
.02
0
I
0 0.5
11
11
1.0
Current Density (MA/cm2)
1.5
11
2.0
Figure 4.28 Drift velocities measured at 250°C for 25°C sample.
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Figure 4.29 Drift velocities measured at 250°C for 125°C sample.·
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Figure 4.30 Drift velocities measured at 250°C for 200°C sample.
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Figure 4.31 Drift velocities measured at 250°C for 300°C sample.
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Figure 4.32 Drift velocities measured at 250°C for 400°C sample.
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Figure 4.33 Drift Velocities measured at 250°C for all samples.
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An estimate of the TiN layer sheet resistance can be obtained from the R versus t plots
using equation (8) as shown before. This was done for a few samples from each
deposition temperature. The 400°C sample did have a slightly lower sheet resistance,
but not enough to entirely account for the observed difference in drift velocity.
A second possible reason for the lower drift velocity is that there is Ti or other
impurities present in the grain boundaries which slows down the diffusion of the
aluminum atoms. This was already discussed as a reason for the decreased grain size
for this sample. The simultaneous additions of Ti and Cu have been shown to greatly
increase electromigration lifetimes even though the observed grain size was
decreased.72 The increased lifetimes were explained to be the result of the extremely
slow diffusion of the Ti in the aluminum compared to Cu, which would reduce the mass
flux of the aluminujatoms through the grain boundaries. Since the same two effects of
decreased grain size and increased lifetimes have been observed for the 400°C sample,
it is very likely to be the result of Ti in the grain boundaries.
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CA.2 Calculation of Drift Velocity Thermal Activation Energy
The final parameter to be determined is the thermal activation energy for the drift
velocity. Just a8was done with Q, this value may be obtained by doing an Arrhenius
plot. The slope of the straight line obtained from plotting In drift velocity versus Iff is
used to calculate this activation energy. Figures 4.33 through 4.37 show the Arrhenius
plots for each sample temperature. The drift velocities in these plots have all been
normalized to a current density of 2 X 1051cm2. A least squares fit of the data points
was used to plot the lines as shown. In theory, all of the 250°C points for each sample
should be the same value after normalization. Notice the spread in these points for
Figure 4.33 at 25°C versus the much tighter grouping in Figure 4.37 at 400°C. This is
again due to th~ poorer step coverage of the lowest deposition temperature sample.
Many of these structures opened when tested at the highest acceleration conditions
which reduced the number of samples and the accuracy of the data. This was not a
problem at the lower acceleration conditions so the overall effect on the data in these
plots will not be that great.
Figure 4.38 contains the Arrhenius plots for all of the samples in order to more easily
compare them. Compared with Figure 4.32, the data shown in Figure 4.38 is more
evenly spread out and shows the drift velocities consistently decreasing with increasing
deposition temperature, especially at the lower acceleration conditions used. The
activation energy increases with the deposition temperature which indicates a greater
lattice contribution is present at the higher temperatures. While Q showed a relatively
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Figure 4.34 Arrhenius plot of drift velocity data for 25°C sample.
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Figure 4.35 Arrhenius plot of drift velocity data for 125°C sample.
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Figure 4.36 Arrhenius plot of drift velocity data for 200°C sample.
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Figure 4.37 Arrhenius plot of drift velocity data for 300°C sample.
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Figure 4.38 Arrhenius plot of drift velocity data for 400°C sample.
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slight increase with deposition temperature, there appears to be a much stronger
correlation with this data.
At 25°C, the activation energy of 0.74 eV indicates that there is a mix between grain
boundary and lattice diffusion since the activation energy associated with grain
boundaries is 0.44 eV. Figure 4.6 which is the grain size distribution plot for this
sample shows that there are some grains that approach the linewidth in size. This
accounts for the lattice contribution to the overall activation energy. The 125°C sample
shows a small increase in the median grain size which is reflected in the small increase
in the activation energy.
The largest increase in grain size is between the 125 and 200°C samples which can be
seen in Table 4.1 or by comparing the grain size distribution plots. There is a
corresponding increase in the activation energy up to 1.00 eV which reflects a
significant contribution due to lattice diffusion based on the values of 1.22 eV73 and
1.21 e0 1 reported by others for lattice diffusion of AI in AICu metallizations. The
increase in activation energy is expected since the median grain size for this sample is
very close to the linewidth so that lattice diffusion would have to predominate in order
for any diffusion to occur. There as still some smaller sized grains present in the
distribution which allows some grain boundary diffusion to occur.
For the 300°C sample, there is a slight increase in the median grain size as indicated by
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the feret diameter. The major axis length also has the maximum value at this deposition
temperature which is important since the grains will tend to align themselves across the
line as they grow during processing. The activation energy for this sample increases
slightly but is still below the 1.22 eV reported by others. The smaller sized grains in the
distribution are evidently still accounting for some grain boundary diffusion.
The 400°C sample shows the same activation energy as the 300°C sample would not be
expected based on its smaller median grain size. However, the mean major axis length
of this sample from Table 4.2 is 1.15 microns which still exceeds the linewidth. As the
grains would orient across the line, many of them would still extend across the entire
linewidth and block the path of grain boundary diffusion. However, both the median
grain size and median major axis length are both smaller for this sample than the 200°C
sample, and yet the activation energy is still slightly higher. As discussed before, it is
known that Ti and Cu together will greatly reduce diffusion of AI through the grain
boundaries.72 The presence of Ti in this sample has been theorized since Ti will diffuse
in AI 400°C and this explains the reduced grain size and reduced drift velocity of this
sample. The Ti would then reduce grain boundary diffusion and increase the amount of
lattice diffusion.
Figure 4.40 compares the drift velocities obtained for this thesis with the results of
previous research. It can be seen that these results fit between datalor fine and large
grain AICu films, but lie closer to the large grain results. The dashed line for AI-Si-Cu
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Figure 4.40 Comparison of drift velocity data to previous results.
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shows the results obtained by Oates70 for metal-l having a mean grain size of 1.63
microns. The reported activation energy for this data was 1.1 eV. These samples were
deposited at the standard temperature of 300°C so that there should be no Ti present to
affect the drift velocity. This additional data is very valuable as it shows the effect on
drift for, a grain size larger than what was able to be obtained in this work. Even though
the grain size is quite a bit larger (1.63 vs. 1.14 microns for this work) and the drift
velocity shows an additional decrease, the activation energy shows a very minimal
change. This indicates that there is only a very small increase in the relative amount of
lattice diffusion that is occurring, assuming that the difference seen is real and is not
due to experimental error. The present data therefore seems to agree very well with
these previous results when all factors are considered.
The drift velocity and thermal activation energy for drift can then be used to explain the
MTF for electromigration increasing with deposition temperature and being somewhat
independent of grain size above a deposition temperature of 200°C. These two
parameters show a much greater sensitivity to the changes caused by the varying
deposition temperature than do the more traditionally evaluated values of Q and n from
Black's equation. Variations in the drift velocity would be reflected in changes in the
coefficient A in Black's equation
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CHAPTER V
CONCLUSIONS
Increasing the deposition temperature to increase the grain size works only up to around
300°C for AI- Cu - Si metallization deposited on top of TiN. From 25 up to 200°C
there was an increase in the grain size as would be expected. From 200 to 300°C, there
was only a very small change in grain size and somewhere above 300°C the grain size
starts to decrease. This has been attributed to the epitaxial continuity of growth between
the fine grained TiN and the AI being deposited on top of it in the 200 to 300+oC
temperature range. At 400°C, there is very likely some Ti which diffuses into the Al
and then precipitates out in the grain boundaries. This then prevents further growth of
the Al grains and results in the smaller grain size at the highest deposition temperature.
The initial electromigration test results did not follow the grain size measurements as
the MTF increased with the deposition temperature. Based on models,which relate MTF
to grain size there should have been only a very small increase in the MTF between the
200 and 300°C samples. More importantly, the MTF of the 400°C sample should have
decreased instead of increasing. Investigating the values Q and n from Black's equation
did not help to explain these results. The thermal activation energy Q, from Black's
equation was found to possibly show a small increase with increasing deposition
temperature. The current density exponent n did not show any dependence on the
deposition temperature. The value determined for Q =1.22 eV agrees very well with
previous research.68 The value of n =1.41 taking into account the critical current
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density was not the same as determined by Oates34•69 and a reason for this cannot be
given. If the critical current density is not taken into account, the value of n =1.67 falls
into the lower end of the previously determined range of 1.5 to 2.9.68 The reason for
this is has been shown that n for this structure depends on the test current, with lower
values of n obtained for lower test currents'?O Low test currents were used in this testing
to try to reduce joule heating effects so that obtaining a value of n at the low end of the
1.5 to 2.9 range makes sense in this case. However, the small change in Q and the
constant value of n cannot explain the the MTF increasing with the deposition
temperature. The microstructure of these contacts does not appear to have any major
impact on either the value for Q or n.
The drift velocity measurements gave a better indication of what is happening with
these contact structures. The drift velocity increased with the deposition temperature
which makes sense up to 300°C since the drift velocity should decrease as the grain size
increases. The continued decrease of the drift velocity above 300°C cannot be explained
based on grain size effects since the grain size is getting smaller at the higher
temperatures. The thermal activation energy for drift showed a lower value at the lower
deposition temperatures corresponding to a larger portion of the diffusion occurring
within the grain boundaries. The three highest deposition temperature samples had
activation energies in the range of 1.0 - 1.05 eV which corresponds to a significant
contribution from lattice diffusion based on a lattice diffusion activation energy of
1.22 eV.41 • 73 The increased MTF at 400°C is theorized to be a result of Ti in the grain
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boundaries which reduces grain boundary diffusion and lowers the drift velocity even
though it is also reducing the grain size. No direct measurements were taken to try to
detect the presence of Ti in the grain boundaries of the 400°C sample. It presence was
inferred from the observed effects of reduced grain size and improved electromigration
lifetime which have previously been observed for samples intentionally doped with
small amounts of Ti72 along with another report verifying the diffusion of Ti in
aluminum around temperatures of 400° C.65
A critical current density of 1.7 X 105 A/cm2 was calculated. Below this current
density, the backflow effect will balance out the electromigration flux and no
electromigration damage will be observed. This value agrees very well with the value
obtained by Oates for this same structure.4
For this particular contact window, the models which predict the MTF to depend on the
grain size would not be adequate. This does not mean that these models are incorrect,
but only that they do not apply to this contact structure over the entire range used for
this study. For the grain sizes obtained with the 25 - 200°C depositions, there was an
increase in the lifetimes along with the grain size. However, for the grain sizes obtained
with the 200 - 400°C depositions, there was no correlation between grain size and
lifetime. The 200 - 400°C range would be more important to device processing since it
represents typical conditions. Temperatures below 200°C are of less interest due to
undesirable effects present such as the reduced step coverage that was observed.
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The drift velocity has been shown to have a more dominant effect on the
electromigration lifetimes. It has been demonstrated that better electromigration
performance can be obtained for contacts by increasing the deposition temperature from
the standard 300°C up to 400°C. It is theorized that the Ti which is assumed to be
present and causes the reduced grain size also acts to reduce the drift of aluminum
through the grain boundaries. The reduced drift velocity then increases the
electromigration lifetimes, even though the grain size has also been reduced. However,
electromigration testing of the metal-l and vias would have to be done in order to verify
that the effect ofincreased lifetime observed for the contact windows also applies to
these other structures. Improving the electromigration performance of the contact
windows would be of no value if there was a detrimental effect on other circuit
elements. For similar reasons, the effect of the 400°C deposition would also have to be
considered for other device parameters and characteristics such as stress-migration that
could be expected to be influenced by deposition temperature.
The original theory that the electromigration lifetimes of these particular contact
structures are not sensitive to microstructure has thus been demonstrated over the range
of grain sizes obtained with the 200 - 400°C deposition temperatures. This is important
to know for doing reliability assessments of this structure for electromigration. It may
also be possible to replace two contact windows with a single contact as discussed
earlier. The verification of the theorized effect of the Ti will be left for future research.
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