Introduction
In physics and engineering, one often encounters what is called a two-point boundaryvalue problem (TPBVP). A number of methods exist for solving these problems including shooting, collocation and finite difference methods.
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Among the shooting methods, the Simple Shooting Method (SSM) and the Multiple Shooting Method (MSM) appear to be the most widely known and used methods.
In this paper, a new method is proposed that was designed to include the favorable aspects of the Simple and the Multiple Shooting methods. This Modified Simple Shooting Method (MSSM) sheds undesirable aspects of these methods to yield a fast and accurate method for solving TPBVPs. The convergence of the modified simple shooting method is proved under mild conditions on the TPBVP. A comparison of the MSSM, MSM, collocation (CM) and finite difference methods (FDM) is made for a simple example for which all these methods converge. Further comparison between the MSM and the MSSM can be found in our earlier work, 3 where we studied an optimal control problem with fixed end-points for a non-linear system. For that problem it was shown that the MSM failed to converge while the MSSM converged rapidly.
A general TPBVP can be written in the following form:
where (2) and Roberts and Shipman.
1
Provided it converges, the SSM is the simplest, fastest and most accurate method to solve TPBVPs. However, it is well known that the SSM can fail to converge for problems whose solutions are very sensitive to initial conditions. For such problems, finite difference (FDM) and collocation (CM) methods can provide a solution that satisfies the boundary conditions and is close to the actual solution in some sense. This led to the development of the MSM. shooting, and also proposed a version of parallel shooting that he called "stabilized march."
The FDM and CM schemes are much harder to set up than the shooting methods.
For nonlinear problems, quasi-linearization is used along with finite difference schemes.
7
In this note, we restrict our attention to problems with no constraints. 
Summary of Existing Methods
As separated boundary conditions are commonly encountered in optimal control, we will consider such boundary conditions in the rest of the paper. However, the methods described below can be extended to more general boundary conditions of the type
where F 0 and F 1 are matrices such that rank(F 0 ) + rank(F 1 ) = n, where n is the length of the vector y. Thus the system under consideration is: Though it is difficult to establish existence and uniqueness for TPBVPs in general, for certain problems that arise from a variational principle (including optimal control problems)
one can deduce such properties.
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As we are interested in numerical methods, we will make some assumptions that ensure the well-posedness of our algorithms.
The remainder of the paper makes use of two assumptions.
Assumption 1 There exists a unique solution to the TPBVP (3) (4) where y * (t) denotes the optimal solution. The second assumption ensures that numerical methods based on a modified Newton's method will be convergent.
The Simple Shooting Method transforms a TPBVP into an initial value problem where the initial values of selected parameters are varied to satisfy the desired end conditions.
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A very desirable property of the SSM (provided that it converges) is that the resulting solution is a continuously differentiable function that satisfies the Equations (3) (4) . This means that the boundary conditions (4) are satisfied when Equation (3) The MSM is similar to the SSM, in that one selects unknown parameters at the initial time; however, one does not integrate Equation (3) all the way to the final time. Instead, the "distance" from a corresponding point on a pre-selected reference path is checked continuously as the integration proceeds, and the integration is aborted when the distance exceeds a tolerance value. Then, one starts the integration again from the corresponding point on the reference path and the previous step is repeated, until the system is integrated to the final time. An equation is then formed to "match up" the discontinuous trajectory segments, and a modified Newton's method is used to reduce the "gaps". An advantage of this approach over the SSM is that convergence can now be obtained for a larger class of TPBVPs.
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A major disadvantage of this method is that the number of parameters to be updated in each iteration can be very large, leading to larger computation times when compared to the SSM (provided that it converges). During each run, one must invert matrices whose row and column dimensions are a linear function of the number of shooting nodes. The number of nodes can be quite large depending on the guesses for the initial unknown parameters. It is also important to note that the number of nodes cannot be reduced, even as the guesses improve. Another serious disadvantage of this method is that if the differential equations are re-integrated to result in one continuous trajectory for the system, the actual final values may not be close to the desired final values. This is a common problem when solving TPBVPs that result from optimal control, due to instability of the systems in the forward direction.
For more detail on the multiple shooting method, please refer to Stoer and Bulirsch. The Collocation Method tested in this paper was the 'bvp4c' routine in MATLAB. Again, one has to choose unknown parameters at the initial time and integrate the system (3) forward in time, while checking the distance from corresponding points on the reference path (in some cases it may be more appropriate to integrate backward in time).
3
The integration is aborted when the distance becomes larger than some tolerance value, just as in the multiple shooting method. Next, the unknown parameters at the initial time are updated so that the trajectory "passes through" a chosen point on the reference path. This procedure amounts to performing simple shooting on a smaller time interval. This process is repeated as described in the algorithm below on progressively larger intervals of time, until we perform simple shooting on the entire time interval. Thus only the exact number of unknown initial parameters have to be updated in each iteration, which leads to faster convergence.
Furthermore, the final trajectory is a solution of the given system and it exactly connects the initial and final states. This feature of the MSSM contrasts with the MSM where unavoidable discontinuities may result in significant differences between the desired and actual final state when the resulting approximate solution is used to integrate Equation (3). The
Modified Simple-Shooting algorithm is given below. 
(At step k:) Solve the systemẏ (t) = f (t, y); a ≤ t ≤ b
The initial states y(a) are determined from the parameter vector At each of these times, we employ the modified Newton's method as described in Step 3b.
Therefore we denote the sequence of initial states by y k,l where k corresponds to the stopping time t k and l corresponds to the subsequence generated by the modified Newton's method.
In the following theorem, N N represents the set of natural numbers. (3) (4) . Now suppose that η is chosen so that η = ε/(6 max{K 1 , K 2 }).
Theorem 1 Consider the Two-Point Boundary-Value Problem as described in
Then we have:
Now by the existence of solutions over the interval Consider the following system:
where 0 ≤ t ≤ t f . This system was solved with the "bad" initial guess s 0 = [−100 2]
T with the time step 0.01, ε = 2, and ε 1 = δ = 10
. The reference path was chosen to be
The parameters, initial guess for the unknown initial states and reference path were kept the same for both the MSM and MSSM.
The computations were carried out for t f = 1 and t f = 35, and the results are reported in Table 1 . In the first case (t f = 1), one can see the advantage the MSSM enjoys over the other methods with regard to computation time. The second case (t f = 35) illustrates the accuracy of the MSSM clearly. Only the first few significant digits for the states are displayed in Table 1 CORRECTIONS @ @ @ @ R P P P P P P P P P P P q - 
