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Abstract
We consider the procedure of computing the response of a coupled prob-
lem with a partitioned approach. Often we have existing procedures or even
software to solve each sub-problem separately, and want to couple both.
This setting seems to allow only the so-called weak coupling which is not
sufficient for some problems. The so-called strong coupling — a totally
implicit formulation — requires iteration in each time step. With the parti-
tioned approach, one simple computational procedure is similar to a block-
Gauss-Seidel iteration. We show why this approach may experience diffi-
culties, and how they may be circumvented with block-Newton methods,
still in the partitioned framework, by only using the solvers for the two sub-
problems. We supply some examples from fluid-structure coupling.
Keywords: partitioned methods, strong coupling, block-Newton methods, fluid-
structure-interaction
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1 Introduction
Our interest in this field started from fluid-structure interaction (FSI) problems [1].
These often show strong interplay between the fluid and the structure [1, 2, 3, 4,
5, 6, 7], e.g. in the design of aircraft [8, 9] and in many other situations [10].
But apart from FSI-problems, the algorithms may often be used in many other
situations where coupled problems arise [11], e.g. thermo-mechanical [12] cou-
pling, soil-pore fluid interaction [13], to name but a few.
There are different ways to tackle a coupled interaction problem, cf. [14, 15,
16, 17]. One possibility is to develop new software and solution methods for
each of these coupled applications, as undoubtably will happen in some areas.
This is referred to as a monolithical approach [18], or sometimes as the direct
method [19]. On the other hand, we shall assume here that the methods and soft-
ware systems which have been developed for either applications will continue to
be used, in our example fluid or structural software. Thefore we consider parti-
tioned methods [20, 21, 14, 6, 22, 23] — also known as iterative methods [19]
for fluid-structure interaction, i.e. separate solvers are used for the fluid and the
structure [24, 25].
For stability reasons, often a fully implicit formulation has to be used [7, 19].
In this approach, we have to solve a large system of nonlinear equations with the
use of the (iterative) solvers for the subsystems. Commonly this is performed
with block-Jacobi, block-Gauss-Seidel or related relaxation methods [26]. These
simple methods do not always converge [14, 27, 25, 28, 29, 30, 31]. We will
introduce here a superior approximative block-Newton method [32, 25, 28, 29,
30, 31].
These ideas arise and can be applied in a multitude of other areas such
as general multifield/multiphysics phenomena [14, 9], co-simulation and multi-
numerics [33, 34, 27, 35], domain-decomposition [36], wave-form relaxation [37],
and are in line with efforts of parallelisation and modularisation of software. Al-
gorithms derived from Newton’s method have been considered [38, 39]; here we
have to observe the constraint that certain parts of the Jacobian system during the
implicit iteration may not be accessible. In the end not the — incremental —
equlibrium equation are solved, but an equivalent, numerically better conditioned
system [32, 25, 28, 29, 30, 31].
2 Coupled Systems
For the sake of simplicity we shall only consider a global system composed of
two subsystems. It is no problem to extend the ideas and methods presented here
to more than two coupled subsystems, but this makes harder to convey the basic
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ideas, which may be seen already in the simplest case of two subsystems.
Often the coupling will introduce additional variables — we shall show this
later for the FSI example — and hence algebraic equations in addition to the
subsystem equations.
2.1 Pure Differential Coupling
Let us assume that the time evolution of the first subsystem is given by a differen-
tial equation of the form
(1) x˙1 = f 1(x1,x2) ,
where x1 ∈ X1, x2 ∈ X2 are elements of some Banach-spaces, and the super-
imposed dot denotes the time derivative. The spaces X1 and X2 may be spaces
of functions, and f 1 a differential operator, so that Eq.(1) may describe subsys-
tems modeled by partial differential equations, such as fluid flow. The variables
x2 are not further specified in this model, they provide the coupling to the second
subsystem, which is described completely analogous to Eq.(1):
(2) x˙2 = f 2(x2,x1) .
Here analogous remarks as with Eq.(1) apply. The coupled system Eqs.(1,2) is
nothing but a larger evolution system for the combined vector (x1,x2)T , and actu-
ally may come from splitting a larger system into smaller ones for parallelisation,
such as in wave-form relaxation [37]. For all variables we have differential evo-
lution equations, and therefore we refer to this case as pure differential coupling.
In a later section we shall describe the case when the coupling is modeled by “al-
gebraic” equations, and the subsystems themselves may be differential algebraic
equations (DAEs).
2.1.1 Explicit Coupling
We may assume that both subsystems Eqs.(1,2) have been discretised — if neces-
sary both in space and — in time with some appropriate method. If the methods
for the individual subsystems are both explicit, probably the most natural is to
stay explicit also for the coupled system. For the sake of simplicity of exposition
we shall assume here that both subsystems have the same time step ∆t, otherwise
what we say refers to their synchronisation points, and one subsystem may be
performing what is called sub-cycling. Let us denote the the approximation to the
solution at step n by x(n)j , (j = 1, 2), then the explicit integration algorithms —
assumed to be single step for ease of notation — for the two subsystems may be
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denoted by
x
(n)
1 = ϕ1(x
(n−1)
1 ,y2) ,(3)
x
(n)
2 = ϕ2(x
(n−1)
2 ,y1) ,(4)
where the two functions yj(t), (j = 1, 2) are assumed given, and dependence on
time t or the time step ∆t has been suppressed. They are to represent the vari-
ables of the other subsystem in the time interval of length ∆t from tn−1 to tn,
but of course these are not known yet! Staying explicit we may extrapolate these
by some function Ψj(x(n−1)j ) , (j = 1, 2) of the past values of the approxi-
mate solution, in the simplest case one may assume the value at tn−1 as constant
throughout the interval, i.e. yj(t) = Ψj(x(n−1)j ) ≡ x(n−1)j , (j = 1, 2). This
leads to the simplest case of weak or loose coupling, the so-called staggering
method [22, 40], here with explicit subsystem integrators:
x
(n)
1 = ϕ1(x
(n−1)
1 ,Ψ2(x
(n−1)
2 )) = ϕ1(x
(n−1)
1 ,x
(n−1)
2 ) ,(5)
x
(n)
2 = ϕ2(x
(n−1)
2 ,Ψ1(x
(n−1)
1 )) = ϕ2(x
(n−1)
2 ,x
(n−1)
1 ) .(6)
With this, the method is completely specified. The single system integrators are
most likely going to have an associated critical time step, and by coupling the
systems in this explicit fashion the critical time step for the subsystem will most
likely decrease. The two sub-steps in Eqs.(5,6) can be performed in parallel. If
we sacrifice this inherent parallelism, we can formulate a partly implicit method:
First perform Eq.(5), to be followed by
(7) x(n)2 = ϕ2(x(n−1)2 ,Ψ1(x(n−1)1 )) = ϕ2(x(n−1)2 ,x(n)1 ) ,
where the new value x(n)1 = Ψ1(x
(n−1)
1 ) — we may say that we have as extra-
polation Ψ1(x(n−1)1 ) = ϕ1(x
(n−1)
1 ,x
(n−1)
2 ) — is already used. This is how the
staggering method is mostly applied. Of course the combined method is still
explicit, but only “half as much” as before.
In case that the subsystem integrators are implicit, e.g. in order not to be
constrained by a critical time step in the subsystem, the new approximations
x
(n)
j , (j = 1, 2) appear also on the r.h.s. of Eqs.(8,9), meaning that we have
to solve the equation system:
x
(n)
1 = φ1(x
(n)
1 ,x
(n−1)
1 ,y2) ,(8)
x
(n)
2 = φ2(x
(n)
2 ,x
(n−1)
2 ,y1) .(9)
Here again the two functions yj(t), (j = 1, 2) are assumed to be given, and as
before we need two extrapolation operators
(10) yj = Ψj(x(n−1)j ) , (j = 1, 2) .
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Applying the same simple approximation
(11) Ψj(x(n−1)j ) ≡ x(n−1)j , (j = 1, 2)
as in Eqs.(5,6), we arrive at
x
(n)
1 = φ1(x
(n)
1 ,x
(n−1)
1 ,Ψ2(x
(n−1)
2 )) = φ1(x
(n)
1 ,x
(n−1)
1 ,x
(n−1)
2 ) ,(12)
x
(n)
2 = φ2(x
(n)
2 ,x
(n−1)
2 ,Ψ1(x
(n−1)
1 )) = φ2(x
(n)
2 ,x
(n−1)
2 ,x
(n−1)
1 ) .(13)
This is a staggering type algorithm for implicit integrators. The two subsystems
Eqs.(12,13) may be solved independently of each other, but the method, consid-
ered for the system as a whole, is explicit, and will again introduce limitations
connected with a critical time step associated to the global system. To circum-
vent this, generally we have to introduce a global coupling, although there are
methods to retain at least the linear stability characteristics in the staggered ap-
proach [21, 14, 41]. We should mention that naturally the partly implicit variant
of Eq.(6) is also possible: After performing Eq.(12), replace Eq.(13) by
(14) x(n)2 = φ2(x(n)2 ,x(n−1)2 ,Ψ1(x(n−1)1 )) = φ2(x(n)2 ,x(n−1)2 ,x(n)1 ) ;
where again we may say that we have as extrapolation Ψ1(x(n−1)1 ) =
ϕ1(x
(n−1)
1 ,x
(n−1)
2 ).
2.1.2 Implicit Coupling
To alleviate the time step restriction still present in Eqs.(12,13), we may formu-
late the whole system in an implicit way, extrapolating yj(t) = Ψj(x(n−1)j ) ≡
x
(n)
j , (j = 1, 2) with the constant — and yet unknown — value of the approxi-
mate solution at the end of the time step. Again here some more elaborate approx-
imation is possible, but we restrict ourselves to this simplest and most used case
for the sake of brevity. The equation system to be solved at each time step now
reads
x
(n)
1 = φ1(x
(n)
1 ,x
(n−1)
1 ,Ψ2(x
(n−1)
2 )) = φ1(x
(n)
1 ,x
(n−1)
1 ,x
(n)
2 ) ,(15)
x
(n)
2 = φ2(x
(n)
2 ,x
(n−1)
2 ,Ψ1(x
(n−1)
1 )) = φ2(x
(n)
2 ,x
(n−1)
2 ,x
(n)
1 ) .(16)
This is a case of strong or tight coupling, and the results from this are com-
pletely equivalent to what would be achieved by a monolithical formulation, al-
though we arrived here through a partitioned approach. The equations Eqs.(15,16)
are a coupled system of equations, and unlike Eqs.(12,13) can not be solved in-
dependently of each other. Hence, even if we have methods to solve each of
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Eqs.(12,13) by itself, this does not appear to help us in the solution of the global
system, we need a global iteration. But in section 5 we shall see that the methods
for the subsystems can be put to good use in the solution of the global system.
Thus although the formulation of the partitioned but strongly coupled ap-
proach is equivalent to a monolithical approach, the methods to solve the coupled
system will be different: In the monolithical approach we have all the information
desired about the subsystems at our disposal, and the solution methods are some-
times termed as direct [19], although the actual solution process may — and in
many cases will — very well be iterative.
Starting from the partitioned approach, we do not have all the information
desired about the subsystems at our disposal, and there has to be some kind of
iteration across the subsystems. Therefore this approach is sometimes termed the
iterative [19] method. The iteration across the subsystems means also that in-
formation has to be exchanged, and that, if the subsystems are solved iteratively,
we have a nested iteration. This always brings up the question how these itera-
tion processes can be coordinated. In section 5 we will show in what sense the
global iteration can control the inner iteration of the individual iterative subsystem
solvers.
2.2 Differential and Algebraic Coupling
In the last paragraph we arrived at Eqs.(15,16), a global system of equations to be
solved at each time step. It will turn out that the case of two coupled differential
algebraic equations (DAEs) is no more difficult conceptually at each time step, so
we shall look at this situation next [27].
Assume that the two subsystems are DAEs of index 1, denoted by
x˙1 = f 1(x1,x2,y1, z) ,(17)
0 = g1(x1,x2,y1, z) .(18)
The description is similar to Eq.(1), only that we have additionally a local — to the
first subsystem — algebraic variable y1 and a global one z. As with the evolution
law f 1 in Eq.(17), also the function g1 in the “algebraic” equation Eq.(18) may be
a spatial differential operator. Completely analogous, just by switching indices,
we model the second subsystem by
x˙2 = f 2(x2,x1,y2, z) ,(19)
0 = g2(x2,x1,y2, z) .(20)
The two subsystems are now not only coupled by the differential variables
xj, (j = 1, 2) as before, but we additionally allow for an algebraic coupling
(21) 0 = h(x1,x2,y1,y2, z) ,
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through the global algebraic variable z.
As already mentioned, we assume that each subsystem is a DAE of index 1,
and that the global system is a DAE of index 1. This means that the matrices
(22) Dyjgj ,
[
Dyjgj Dzgj
Dyjh Dzh
]
, (j = 1, 2) ,
[
Dyg Dzg
Dyh Dzh
]
have to be regular, where Dq is the partial derivative w.r.t. q, and we have set
g = (g1, g2)
T and y = (y1,y2)T .
Upon discretising equations Eqs.(17,18) and Eqs.(19,20) in time with an im-
plicit method, we will again arrive at an implicit equation to be solved for each
subsystem. Treating also the differential variable from the other subsystem im-
plicitly like in Eqs.(15,16), and also treating the global algebraic condition Eq.(21)
implicitly, we arrive at a global system to be solved:
x
(n)
1 = Φ1(x
(n)
1 ,x
(n−1)
1 ,x
(n)
2 ,y
(n)
1 , z
(n)) ,(23)
x
(n)
2 = Φ2(x
(n)
2 ,x
(n−1)
2 ,x
(n)
1 ,y
(n)
2 , z
(n)) ,(24)
0 = H(x
(n)
1 ,x
(n)
2 ,y
(n)
1 ,y
(n)
2 , z
(n)) .(25)
Again this is a coupled system of equations, but we may only have solvers for
each subsystem separately.
3 Fluid-Structure Interaction
Before describing in the abstract setting of the preceeding section 2 how to solve
these systems numerically by using the subsystem solvers, we shall take a glance
at the FSI problem, and how to formulate it such that it fits the above setting.
3.1 The Fluid
We assume the fluid to be modeled adequately as an incompressible Newtonian
fluid, satisfying the appropriate Navier-Stokes equation. As we want to couple this
with a moving structure, we have to allow for a moving boundary. We take account
of this by formulating the Navier-Stokes equation in an Arbitrary Lagrangean-
Eulerian (ALE) [4, 42, 43] framework in the moving spatial fluid domain Ωf :
%f (v˙ + ((v − χ˙) · ∇)v)− divσ +∇p = rf ,(26)
2σ = ν(∇v + (∇v)T ), div v = 0.(27)
The boundary ∂Ωf we assume to be divided into three disjoint parts ∂Ωf = Γv ∪
Γq ∪ Γc where on Γv the velocity is prescribed, on Γq the traction is given, and Γc
8
is the coupling boundary, where the coupling conditions will be specified below.
Here %f is the fluid density, v the velocity, σ the viscous stress, χ is the position of
the reference ALE-coordinate system and χ˙ its velocity. The fluid shear viscosity
is denoted by ν, p is the pressure, rf the body force in the fluid, and the differential
operators are in the spatial frame.
There is no essential difficulty in assuming other fluid models, such as com-
pressible or non-Newtonian ones, the abstract formulation introduced earlier in
section 2 would still be fitting. But it is the example of an incompressible fluid
which makes it more challenging in one respect, as the incompressibility condi-
tion is an “algebraic” constraint.
The movement of the ALE-coordinate system χ(t) is not specified yet, this
will be done after we have considered the discretisation.
3.2 The Structure
The structure we assume to be modeled by a neo-Hookean material, hence the
equilibrium equation takes the following form in a Lagrangean framework in a
fixed material domain Ωs:
%su¨− DIV (FS) = rs, F = GRADu(28)
S = λ(trE)I + 2µE, 2E = (C − I), C = F TF(29)
The boundary ∂Ωs we again assume divided into three disjoint parts ∂Ωs =
Γu ∪ Γt ∪ Γc, where on Γu the displacements u are prescribed, on Γt the trac-
tions, and Γc is the coupling boundary with the fluid. The other quantities are
the structure density %s, the displacement gradient F , the second Piola-Kirchhoff
stress S, and the body load rs. The Lame´ moduli are denoted by λ and µ, and E
is the Lagrange-Green strain, derived from the Cauchy-Green tensor C, and the
differential operators are in the material frame.
Again here it would be possible to assume other models for the solid, e.g. non-
elastic ones with internal variables such as plasticity or damage, they would still
fit into the general setting introduced in section 2.
3.3 The Interface
On the coupling boundary Γc let a unique normal n be defined in the spatial frame.
Then the coupling conditions may be expressed as requiring the velocities to coin-
cide at the location χ(t) = χ0 +u(χ0, t) and the tractions from fluid and structure
to balance each other:
v(χ(t), t) = u˙(χ0, t),(30)
(σ − pI) · n = − 1
J
FSF T · n , J = detF .(31)
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4 FSI as a Coupled DAE
We shall further assume that the fluid — described by Eqs.(26,27), the structure
— described by Eqs.(28,29), and the interface — described by Eqs.(30,31), have
been discretised; each one may use her favourite discretisation, e.g. finite ele-
ments, finite volumes etc., e.g. [11, 44, 45].
4.1 Discrete Form of FSI
Up to now we have only hinted at how to move the reference coordinate system
in the fluid domain. Several possibilities exist [46, 47, 48, 7], here we have fol-
lowed [49] and modeled the connections between the nodes in the fluid domain as
elastic springs. This fictitious inertia-free elastic body has displacement loading
from the moving structure, on the outer boundaries it is fixed. The traction bal-
ance Eq.(31) introduces additional forces on the fluid, and the reaction force on
the solid. Hence for the fluid the complete discrete equations of motion are [25]:
M f v˙ +N (v − χ˙)v +Kfv +Bfp = rf + T Tf τ ,(32)
BTf v = 0 ,(33)
Kgχ = Au .(34)
The terms in Eq.(32) are the discrete analogues of those in Eq.(26), the term rf
includes the prescribed boundary stresses, and the additional term T Tf τ comes
from the interaction with the structure, where τ is the stress on the fluid-structure-
interface. In Eq.(33) we may recognise the discrete form of the incompressibility
condition, and Eq.(34) describes the movement χ(t) of the fluid domain, driven
by the structure displacements u.
In a similar vein we obtain for the structure
(35) M su¨+Ks(u)u = rs − T Ts τ .
To this we add the discrete coupling condition for the velocities,
(36) T fv = T su˙ .
This combined set, Eqs. Eqs.(32,33,34) and Eqs.(35,36), is a system of differential
algebraic equations (DAEs) in the time variable t of index 2, as can be easily
verified. In order to allow an easier numerical treatment and to make them fit
the general formulation in subsection 2.2, they will be converted to index 1 by
differentiation [25].
There are quite a few items we have glossed over in our quick description, as
these are not central to our issue. Nevertheless, for a proper implementation of
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FSI they have to be dealt with. This includes, but is not limited to, the problem
of non-matching grids for fluid, structure, and possibly interface, and the ALE-
fluid domain. There are different possibilities to tackle those problems, such as
consistent interpolation and mortar elements, to name but a few [50, 51, 52, 53].
Another problem is a kind of consistency when moving the ALE-fluid mesh; the
numerical time stepping algorithm together with the spatial discretisation has to
satisfy a special property, referred to as the geometric conservation law (GCL) [46,
54].
4.2 Index and Order Reduction
First we will reduce the index of the fluid system by differentiation. Differentiat-
ing Eq.(33) once gives BTf v˙ = 0. As M f is non-singular, we may solve for v˙
from Eq.(32) and insert this into the above relation, giving
(37) BTfM−1f (rf + T Tf τ −N f (v −ψ)v −Kfv −Bfp) = 0 ,
where we have set ψ := χ˙ for the grid velocity. In the same manner we differen-
tiate equation Eq.(34) for the grid movement
(38) Kgψ −Aw = 0 ,
where we have at the same time introduced the new variablew := u˙, the structural
velocities.
With this relation the structural equation Eq.(35) can be reduced to first order
in a standard manner:
(39) M sw˙ +Ks(u)u = rs − T Ts τ .
4.3 The DAE Correspondence
For our concrete application, the abstract Eqs.(17,18) may now be identified with
the following terms [25]:
x1 =
[
v
χ
]
, y1 =
bp
ψ
 , f 1 = [bψ
]
, z = τ ,(40)
g1 =
 M fb+N f (v −ψ)v +Kfv +Bfp− rf − T Tf τ−BTfM−1f (−N f (v −ψ)v −Bfp−Kfv + rf + T Tf τ )
Kgψ −Aw
 ,(41)
so the first subsystem is the fluid with the ALE-grid. In Eq.(40,2) we have intro-
duced the new variable b := v˙, the fluid acceleration.
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The second subsystem is the structure,
x2 =
[
u
w
]
, y2 = a , f 2 =
[
w
a
]
, z = τ(42)
g2 = M sa+Ks(u)u− rs + T Ts τ ; ,(43)
where no index reduction, but only a standard order reduction of the differential
equation was needed. In Eq.(42,2) we have introduced the new variable a := w˙ =
u¨, the structural acceleration.
The final item to identify is the global coupling condition,
(44) h = T fb− T sa ,
which expresses the equality of the accelerations at the fluid-structure interface.
Let us remark that in the chosen formulation the differential equation only
gives the definition of the various variables, whereas the equilibrium equations
have gone into the algebraic conditions. What is still left is to verify the index 1
conditions Eq.(22). This is a lengthy calculation [25], but the index 1 conditions
are indeed satisfied as long as Kg, M f , and M s are regular — in our case they
even can be assumed to be symmetric positive definite.
5 Numerical Procedures for Partitioned Methods
In section 2 we have already tried to give an overview on how this might be pos-
sible. We also see that the computational procedures are very dependent on the
formulation chosen for the global system. If, as we have done here, the coupled
system is formulated as a differential-algebraic equation, we are almost inevitably
led to an at least partly implicit formulation, and such mixed time-discretisations
have also been investigated [55, 56]. For our example this problem already comes
within one subsystem, namely the fluid. Here we have an incompressibility con-
straint, and practically all discretisations have some implicit elements [45].
For our problem we now have
• the fluid problem with the components
1. the Navier-Stokes equation Eq.(26) — a partial differential equation
in space and time, or its semi-discrete form Eq.(32), an ordinary dif-
ferential equation in time.
2. the incompressibility constraint Eq.(27) — a partial differential equa-
tion in space, or its discrete form Eq.(33), an algebraic constraint.
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3. the ALE-grid movement, here only formulated in discrete form as an
additional algebraic constraint Eq.(34).
• the structure problem, a partial differential equation in space and time, and
of second order in time Eq.(28), or in its semi-discrete form Eq.(35) a sec-
ond order ordinary differential equation in time.
• the coupling condition, a partial differential equation Eqs.(30,31) on the
spatial interface between the fluid and the structural domain, or in its dis-
crete form Eq.(36) an algebraic constraint.
The grid movement could very well be taken as a subsystem in its own right, but
because it is so intimately connected to the fluid problem, it is customarily treated
simultaneously.
Through index and order reduction the above problems have been reduced to
the abstract coupled DAE system Eqs.(40–43). We assume that at least — as it is
otherwise trivial — both subsystems have some implicit parts; something which
is true for our example and also in line with common numerical wisdom for the
discretisation of DAEs. In our partitioned and modular approach this also means
that we have solvers for each subsystem, we write them here in fixed point form,
as they may be used during the iterative solution process for each subsystem. This
certainly includes also direct solvers, they may be simply regarded as very fast
convergent iterative solvers — they only need one iteration.
After discretisation in time, we then arrive at the concrete versions of our
abstract Eqs.(23-25). The first Eq.(23) solves for the variables (x1,y1)T =
(v,χ, b,p,ψ)T assuming the others are given, the second Eq.(24) solves for
(x2,y2)
T = (u,w,a)T assuming the others are given, and the last Eq.(25) solves
for z = τ assuming the others are given. For simplicity, and as it is also custom-
arily done that way, when solving we shall include the discrete coupling condition
with one of the other two subsystems, i.e. either with the fluid, meaning that on
the coupling interface the velocities are prescribed (Dirichlet data), and the in-
terface tractions are passed from the fluid to the structure (Neumann data); or
the other way around. In the first case we shall jointly denote the variables as
ξ := (x1,y1, z)
T = (v,χ, b,p,ψ, τ )T and ζ := (x2,y2)T = (u,w,a)T , and in
the second case the variable z = τ is included in ζ and not in ξ.
As we want now to concentrate on how to solve the coupled Eqs.(23–25), we
shall drop the time step counter, and also suppress the dependence on the previous
time steps. We may assume both iterative solution processes are in fixed point
form, i.e. the iteration
(45) ξκ = F 1(ξκ−1, ζ) , κ = 1, 2, . . . ;
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converges for reasonable starting values ξ0 with given ζ. Similarly, the iteration
process
(46) ζκ = F 2(ζκ−1, ξ) , κ = 1, 2, . . . ;
converges for reasonable starting values ζ0 with given ξ.
5.1 Non-linear Block-Jacobi
The conceptually simplest way to use these two solvers F1 and F2 to solve the
combined system is a non-linear block-Jacobi process, or in the context of domain
decomposition it would be called an additive or parallel Schwarz procedure [36].
Given ξκ−1 and ζκ−1, perform the following iterative step:
ξκ = F
ν1
1 (ξκ−1, ζκ−1) ,(47)
ζκ = F
ν2
2 (ζκ−1, ξκ−1) ;(48)
meaning that in Eq.(47) the iteration Eq.(45) has been performed ν1 times with a
fixed ζκ−1, and in Eq.(48) the iteration Eq.(46) has been performed ν2 times with
a fixed ξκ−1. Very often one takes ν1 = ν2 = 1. The starting values ξ0 and ζ0 are
provided by the extrapolation mapping Eq.(10).
5.2 Non-linear Block-Gauss-Seidel
It is well known, that usually the corresponding Gauss-Seidel process converges
faster [26], and so we are led to: Given ξκ−1 and ζκ−1, do
(49) ξκ = F ν11 (ξκ−1, ζκ−1) ,
and then, with the newly computed ξκ, do
(50) ζκ = F ν22 (ζκ−1, ξκ) .
This uses the new information as soon as it is available, and in the context of
domain decomposition it would be called a multiplicative or serial Schwarz pro-
cedure [36]. Let us remark that this is very similar to the staggering variant
Eqs.(12,14), only that what before was time stepping is now iteration. The starting
values ξ0 and ζ0 are again given by the extrapolation mapping Eq.(10).
Naturally, for both Eqs.(47,48) and Eqs.(49,50) we have to ask the question
whether the iterative process converges. In this situation it is useful to note the
following result [27, 35]:
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Theorem 1 Let
(51) α = max
t∈[0,T ]
‖ (Dy2g2)−1 Dzg2
(
Dy1h (Dy1g1)
−1 Dzg1
)−1
Dy2h‖ ,
and let L be the Lipschitz-constant of the extrapolation Eq.(10). Assume that
α < 1, and that at least κ iterations of the block-Gauss-Seidel scheme Eqs.(49,50)
are performed, such that Lακ < 1, and that ∆t is small enough. Then the global
block-Gauss-Seidel method converges, and the global error in the n-th time step
δ(n) = ‖x(n) − x(tn)‖+ ‖y(n) − y(tn)‖+ ‖z(n) − z(tn)‖
is bounded by
(52) δ(n) ≤ C(µmax{0,κ−2}δ(n)x+ µκ−1δ(n)y) + ε(n)1 + ε(n)2 .
Here ε(n)1 and ε
(n)
2 are the errors incurred by the single system integrators Eqs.(23–
25) and δ(n)y and δ(n)z are the extrapolation errors, and µ = α +O(∆t).
If α < 1 and ∆t is small enough such that µ < 1, the iteration will converge.
We see that the contractivity constant α is crucial, and the convergence depends
strongly on the ordering of the subsystems in the block-Gauss-Seidel solution
strategy.
If enough iterations are performed, essentially only the error components
from the single system integrators remain. If we have ε(n)1 = O((∆t)p) and
ε
(n)
2 = O((∆t)
q) as convergence orders for the single system integrators, we ob-
tain δ(n) = O((∆t)min(p,q)), in contrast to the staggering scheme where we only
have O(∆t).
We now want to summerise for our example of FSI how the solution strategy,
the grouping of the systems and algebraic constraint equations, and the order in
the Gauss-Seidel process determine the contraction constant α. The computations
leading to this are a bit tedious, and details will be given elsewhere.
• Assume that we have the subsystems and ordering
1. Fluid plus coupling conditions,
2. and the structure.
Then the contractivity constant is
(53) α = ‖M−1s T Ts M˜−1τ T s‖ ,
where M˜ τ is some sort of mass matrix acting on the coupling boundary.
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• Assume the subsystems and ordering
1. Structure plus coupling conditions,
2. and the fluid.
Then the contractivity constant is
(54) α = ‖(. . .)M−1f T Tf (T sM−1s T Ts )−1T f‖ ,
where (. . .) is a lengthy but not so interesting expression.
• Assume the ordering and subsystems as
1. The fluid, and
2. the structure and coupling conditions.
Then the contractivity constant is
(55) α = ‖(T sM−1s T Ts )−1M˜ τ‖ ,
with the same M˜ τ as in Eq.(53).
• Finally, assume the following subsystems and ordering
1. Structure plus coupling conditions,
2. and the fluid.
Then the contractivity constant is
(56) α = ‖M˜−1τ T sM−1s T Ts ‖ ,
which is the norm of the inverse of the matrix whose norm is taken in
Eq.(55).
In our view this strong dependence on ordering and grouping in the Gauss-
Seidel process calls for strong or tight coupling methods which will converge
unconditionally provided the time step is small enough; this then would roughly
be a situation similar for the single system implicit integrator. With block-Gauss-
Seidel methods there is no easy way of achieving this, although there are possibil-
ities of preconditioning [27].
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5.3 Block-Newton
The possibility for such an algorithm can be sought in the group of Newton-like
methods, we shall here for the sake of brevity consider the full Newton-Raphson
method. It is also in this context the more challenging, as it requires the solu-
tion of a global system of linear equations in each iteration, and especially as in
the partitioned approach we have no recourse to the cross-coupling parts of the
system matrix. With the Newton algorithm we have a robust method, where the
convergence behaviour does not depend on
• in which subsystem we include the coupling,
• and in which order we solve for the subsystems.
Usually we would start from Eqs.(23–25), the “equilibrium” equations; but it
has been noted [32] that the solutions of Eqs.(23–25) are solutions of the fixed
point equations Eqs.(45,46) and vice versa, but the latter are numerically much
better conditioned as they implicitly already have the effect of the single system
solvers in them. Hence, we perform the Newton-Raphson iteration on the fixed
point equations corresponding to the iteration Eqs.(45,46), with ∆ξκ := ξκ+1−ξκ
and ∆ζκ := ζκ+1 − ζκ, and the iteration counter κ:
(57)
[
I −DξF 1 DζF 1
DξF 2 I −DζF 2
] [
∆ξκ
∆ζκ
]
= −
[
ξκ − F 1(ξκ, ζκ)
ζκ − F 2(ζκ, ξκ)
]
.
We only want to use the existing solvers, i.e. the iteration mappings F 1 and
F 2. In particular, we do not have direct access to the partial derivative cross terms
in the global system matrix in Eq.(57). But if we solve the system Eq.(57) by an
iterative method [34, 25, 30, 31], all we need is a way to compute the product of
the Jacobian matrix in Eq.(57) by an arbitrary vector, at least approximately.
6 Solving the Newton System
As we now want to consider just a single iteration, we drop the iteration index κ,
and only look at computing the vector [∆ξ,∆ζ]T from the right hand side. For a
start, we use — symbolically — block-Gauss elimination [33, 25] on the system
Eq.(57):
(58) ∆ξ = −(I −DξF 1)−1(ξ − F 1(ξ, ζ))−C∆ζ ,
with the multiplier matrix
(59) C := (I −DξF 1)−1[DζF 1] .
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Inserting this into the second equation, we obtain
(60) S∆ζ := (I − [DζF 2]− [DξF 2]C) ∆ζ = −r ,
where S is the Schur complement matrix, and
r := (ζ − F 2(ζ, ξ)) + [DξF 2]q ,(61)
where we have set
q := −(I −DξF 1)−1(ξ − F 1(ξ, ζ)) .(62)
Hence we solve Eq.(60) for ∆ζ, and with this then solve Eq.(58) for ∆ξ. One
step of this Newton-Raphson iteration may now be formulated as follows [25, 29,
30, 31]:
1. From Eq.(62), solve
(63) (I −DξF 1)q = F 1(ξ, ζ)− ξ for q .
2. Solve the Schur-complement system Eq.(60) S∆ζ = −r for ∆ζ with
(64) r = ζ − (F 2(ζ, ξ)− [DξF 2]q)
from Eq.(61).
3. Compute ∆ξ = q−C∆ζ. This involves application of the multiplier matrix
C from Eq.(59).
6.1 Solution of a System with a Diagonal Sub-Block
We look at the first step in Eq.(63): To solve for q, we use the iterative solver
for the first subsystem F 1. The resolution of Eq.(63) can also be seen as one
Newton-Raphson step for the solution q of the equation
(65) ξ − F 1(ξ + q, ζ) = 0
when ξ and ζ are fixed. But Eq.(65) is exactly what the iterative solver F 1 is
designed for. Hence with the iterative solver F 1 we obtain
(66) q ≈ ηm − ξ ,
where ηm is the result of the iterative process
(67) ηj+1 = F 1(ηj, ζ) , j = 0, 1, . . . ,m− 1 > 0 , with η0 = ξ ,
using the solver F 1 of the first subsystem m times.
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Figure 1: Vortex Shedding and Pressure Field.
6.2 Application of the Multiplier Matrix
We shall now next look at the third step, as the techniques used here are needed
also in the second step, which is the most involved. In step 3 the application of the
multiplier matrixC from Eq.(59) is the only point which needs some explanation.
Looking atC in Eq.(59), we see that it needs the solution of a linear system with a
diagonal block (I−DξF 1) — but this is exactly the same task as in the preceeding
section 6.1. The other part is to apply the cross-derivative DζF 1. This we do by
using finite differences. For some arbitrary vector s we want [DζF 1]s, and with
an appropriate small step h we have
(68) [DζF 1]s ≈ 1
h
(F 1(ξ, ζ + hs)− F 1(ξ, ζ)).
This uses the iterative solver F 1 for the first subsystem once.
6.3 Solution of the Schur-Complement System
Now we can look at step 2. It involves two sub-steps: Computation of the vector
r in Eqs.(61,64) and solution of the Schur-complement system Eq.(60).
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Figure 2: Displacement Response for Strong Coupling.
6.3.1 Application of an Off-Diagonal Sub-Block
To apply [DξF 2] in the computation of r in Eqs.(61,64), we use finite differences
as in the preceeding section 6.2, but in a reversed way. From Eq.(64), we have
analogously to Eq.(68):
(69) r = ζ − (F 2(ζ, ξ)− [DξF 2]q) ≈ ζ − F 2(ζ, ξ − q) .
This uses the iterative solver F 2 for the second subsystem once.
6.3.2 Application of the Schur-Complement Matrix
To solve the system with the Schur complement matrix S in Eq.(60), we use an
iterative Krylov method — here BiCGStab — and we only need the action ofS on
some arbitrary vector s, again approximated via finite differences — in a reversed
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way as in the preceeding sub-step — with some (small) step-size h:
Ss =
1
h
S(hs) =
1
h
[(I −DζF 2)(hs)− [DξF 2]C(hs)](70)
≈ 1
h
[hs+ F 2(ζ − hs, ξ −C(hs))− F 2(ζ, ξ)] .
This uses the iterative solver F 2 for the second subsystem once. We need in
Eq.(70) C(hs), but this we know how to compute from section 6.2.
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Figure 3: Displacement Response for Weak Coupling.
Now all steps for the approximative block Newton-Raphson method have been
explained. Convergence of these approximative Newton methods has been inves-
tigated in [38, 39, 33, 34], and we have the following result:
Theorem 2 If the single system solvers are quadratically convergent (or enough
iterations are made in the approximative steps), the global iteration is also
quadratically convergent.
But in our view even more important than the quadratic convergence is the fact
that in this way we have the same convergence characteristics as if we were using
21
the Newton-Raphson method in a monolithic approach, in contrast to theorem 1,
where convergence in the Gauss-Seidel process depends on subsystem grouping
and ordering. Naturally, the numerical work of the block Newton-method will
depend on the subsystem grouping and ordering, as the subsystem solvers are not
used in a symmetric way. The computationally most advantageous ordering has
to be determined according to the effort involved in using each of the subsystem
solvers once.
7 Numerical Examples
The methods presented so far will be demonstrated [25] on a small two-
dimensional example, introduced in [43]. It is a rigid block with a thin elastic
appendage, placed in an incompressible viscous flow coming from the left. The
bluff shape of the square block causes separation and vortices, which are trans-
ported along the elastic appendage. Although the setup is symmetric, the vortices
develop unsymmetrically, alternating from top and bottom. The pressure varia-
tions in the vortices interact with the elastic appendage, which in turn starts os-
cillating. This situation is shown in Fig. 1, together with the pressure field in the
flow.
In Fig. 2 the vertical displacement response of the tip of the elastic appendage
is shown. The computations were performed with the strong coupling algorithm
introduced in sections 2 and 5.3. If we solve this problem with the same time
step but with the staggering or so called weak coupling method — keeping the
same subsystem solvers as before, we observe the response in Fig. 3, and one
immediately recognises the instability of the staggering or weak coupling scheme.
In another test, we compare the block-Gauss-Seidel method as described in
section 5.2 with the block-Newton method from section 5.3. For the same config-
uration as before, we show the number of iterations of either method in each time
step in 4. The superior convergence characteristic of the block-Newton method is
obvious.
As the block-Newton method is more expensive to perform per iteration, this
does not necessarily translate into an overall performance gain — of course apart
from those cases where the block-Newton converges and the block-Gauss-Seidel
method does not. Therefore, as a measure of numerical expenditure, we count the
number of times the subsystem solvers have to be called per time step. This is
shown in 5, and again the advantage is on the block-Newton side.
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Figure 4: Iteration Count for block-Gauss-Seidel and block-Newton.
8 Conclusion
For coupled but partitioned problems, we have proposed a strong or tight cou-
pling method, which achieves the same results as a monolithical approach. We
have formulated this coupling problem as a differential algebraic equation (DAE)
following [35, 27]. As usually appropriate to the numerical treatment of DAEs,
we consider globally implicit methods.
The global system to be solved in each time step is treated with the use of the
solvers for the individual subsystems. The non-linear block-Jacobi and non-linear
block-Gauss-Seidel methods come very naturally, but they are sub-optimal and
not robust. We have discussed the problems which arise with this approach. We
propose to solve the global implicit equations with an approximate block-Newton
method, following [32, 33, 34]. The linear system which arises in each iteration
is solved via the subsystem solvers and a Krylov iterative method.
This iterative method only requires the possibility to use the sub-problem
solvers in an iteration-by-iteration fashion. The computation of the derivatives
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Figure 5: Count of Subsystem Solver Calls for block-Gauss-Seidel and block-
Newton.
is approximated by the sub-problem solvers and by finite differencing. These
methods are faster both in number of iterations and in numerical effort than the
usual staggering methods; additionally they have superior convergence character-
istics independent of sub-problem grouping and ordering, unlike the staggering
resp. block-Gauss-Seidel method. We have demonstrated the methods on a fluid-
structure interaction problem, first fitting it into the general framework, and then
applying the proposed procedures. Needless to say that the general ideas about
formulating and solving coupling problems are not specific to fluid-structure in-
teraction and can be used in other circumstances as well.
The partitioned approach offers modularity both in the formulation and mod-
eling of physical phenomena, and — a point of paramount practical importance
— especially in the implementation of software [57]. This allows the use of ex-
isting software packages for the subsystems, and this was how the computations
presented here were done. The structural solver was FEAP [58, 11], and the flow
solver used was FEATFLOW [59, 60], which could be taken as building blocks
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and only needed a small interface to be able to perform the coupling [25]. Soft-
ware designed to do the clerical work of managing the communication between
different software packets and their meshes [61] has been employed, and was of
great help. With this kind of approach, the effort and special knowledge and tech-
niques which have gone into designing and implementing software for specific
application areas can be re-used, and the coupled simulation can benefit from this,
and things do not have to be designed from scratch.
In closing, we would like to emphasise the fact that it is possible to have the
above mentioned advantages of the partitioned approach, and at the same time the
superior robustness and convergence characteristics of a monolithical approach —
in our view this is the best of both worlds.
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