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Resumen. En este trabajo se propone resolver el problema de cuadra­
dos mínimos, mediante la aplicacián de un algoritmo que combina un 
metodo secante estructurado con una estrategia globalizadora no monáto- 
na, de regián de confianza. La matriz Hessiana para conformar el modelo 
cuadratico, se elige usando un metodo secante que aprovecha la estruc­
tura del problema, y el radio de la regián de confianza se actualiza si­
guiendo una táecnica adaptativa.
La experimentacián numerica preliminar, en la que se comparan diferen­
tes formas de elegir la matriz Hessiana, pone de manifiesto la eficiencia 
del máetodo.
1 Introduccion
En este trabajo proponemos un algoritmo para resolver el problema de cuadra­
dos mínimos no lineales sin restricciones. El problema de cuadrados mínimos 
aparece frecuentemente en diversos campos de la ciencia, como la ingeniería, 
física, etc., en aplicaciones prácticas como estimación de parámetros, ajuste de 
datos, aproximación de funciones y analisis estadísticos.
El problema a considerar es el siguiente:
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( 1)
( 2)
donde J (x ) es la matriz Jacobiana de F  evaluada en x y la matriz Hessiana de 
f  esta dada por
( 3)
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Si bien para resolver el problema (1) se pueden utilizar los métodos clásicos 
de los problemas de minimizacián sin restricciones, se han desarrollado diversos 
algoritmos específicos. Los mas eficientes hacen uso de su estructura especial y 
utilizan algoritmos cuasi-Newton estructurados. En particular, vamos a presentar 
un algoritmo de regioán de confianza no monoátono adaptativo utilizando una 
aproximación secante estructurada de una porcián de la matriz Hessiana.
Este trabajo esta organizado como sigue, en la seccián siguiente presentamos 
la estrategia de regián de confianza no monátona adaptativa, en la seccián 3 se 
definen diferentes aproximaciones secantes estructuradas, el algoritmo propuesto 
se presenta en la seccion 4, en la seccion 5 describimos las experiencias numericas 
y finalmente, en la seccion 6, se plantean el futuro trabajo y conclusiones.
2 Región de Confianza no Monótona Adaptativa
La estrategia claásica de regioán de confianza es un proceso de globalizaciáon ite­
rativo [1] muy popular que requiere, en cada iteracián, obtener la solucián del 
siguiente subproblena
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En lo sucesivo vamos a denotar V / k =  V  / (xk), Jk =  J (xk), Fk =  F (x k),
Sk Xk + 1 Xk .
(4)
Como se observa, m k es un modelo cuadratico de /  alrededor de x k y 5k 
es el radio de la regioán de confianza. Si se consigue suficiente reducciáon de la 
funcioán en el minimizador del modelo cuadraático, se acepta el paso de prueba y 
se obtiene el nuevo iterado x k+1 =  x k +  sk, de lo contrario el radio de la region 
se reduce y se actualiza siguiendo un esquema estandar [2,3].
Debido a la robustez y a las importantes propiedades de convergencia global, 
el máetodo de regiáon de confianza ha sido ampliamente estudiado y aplicado.
Como esta estrategia construye una sucesion de iterados { x k} tales que 
{ / (xk)} es monátonamente decreciente, algunas investigaciones, indican que la 
tasa de convergencia puede ser muy lenta ya que se puede generar páerdida de 
eficiencia cuando la funciáon objetivo desciende en valles muy pronunciados, pues 
pueden realizarse pasos muy cortos y trayectorias zigzagueantes.
En los últimos años, se han propuesto variantes del metodo de modo que 
al relajar el requerimiento de monotonicidad se obtiene un algoritmo máas efi­
ciente. La idea de construir metodos no monotonos se remonta a 1986 donde 
Grippo et al. [4] presentan una tecnica de básqueda lineal no monátona com­
binada con un metodo de Newton para optimizacián sin restricciones. En 1993 
Deng et al. [5] extienden las tecnicas no monátonas de básqueda lineal a algorit­
mos de region de confianza. Posteriormente, numerosos autores han propuesto 
variantes del metodo de region de confianza no monátono [6,7,8,9] y han podido 
mostrar que posee propiedades de convergencia similares al algoritmo de regioán
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de confianza usual. El objetivo básico de estas modificaciones es disminuir el 
número de iteraciones ineficientes, reduciendo la cantidad de subproblemas que 
se resuelven.
Una vez que resolvemos el subproblema (4) con una estrategia double-dogleg y 
encontramos un punto x k+1, necesitamos decidir si el punto hallado es o no acep­
tado. Relajando la condición clásica de aceptación del paso, vamos a comparar 
la reduccián real de la funcián objetivo
aceptamos el paso, de otra manera lo rechazamos. Observemos que este crite­
rio no genera una sucesián { / (xk)}  monátonamente decreciente. Sin embargo, 
cuando N  >  1 , el criterio de aceptacián del paso debería garantizar cierto de­
crecimiento de / (xk +  sk) en comparacián con / (xi(k)). Si N  =  0 se reduce a la 
regián de confianza tradicional.
2.1 Determinación del Radio de la Región de Confianza
Discutimos a continuacián una versián no monotona del metodo de region de 
confianza, en la cual, el radio de la regiáon se ajusta de manera adaptativa. En los 
ultimos años, varios autores, entre ellos [10,11,12,13], han propuesto estrategias 
en las cuales, el ajuste del radio en cada iteraciáon interna, se realiza usando 
alguán procedimiento que involucra valores de la funciáon, del gradiente o de la 
matriz Hessiana en el punto actual.
En este caso proponemos un máetodo que lo ajusta automaáticamente de 
acuerdo a la informacioán que se tiene del punto actual, y el cáalculo de una 
foármula simple que involucra valores de la funcioán objetivo. En nuestro caso, 
para 5k proponemos
(9)
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(5)
(6)
con la reducción predicha
donde
Se construye de esta manera un método adaptativo no monótono de región 
de confianza.
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3 Aproximación Secante Estructurada
Como ya mencionamos, se han desarrollado muchos algoritmos específicos para 
resolver el problema de mínimos cuadrados que explotan su particular estructura. 
Los metodos Gauss Newton y de Levemberg Marquadt [1,14] se basan en la 
observación que la parte de segundo orden de la matriz Hessiana tiende a cero en 
el óptimo cuando los problemas son de residuo nulo. En ese caso tienen una tasa 
de convergencia q-cuadratica, pero su performance es pobre cuando el residuo en 
la solucion es no nulo. Para mejorar esta situación fueron propuestos los metodos 
cuasi-Newton estructurados. A partir de la actualización estructurada BFGS que 
fue propuesta por Al Baali et al. [15], en 1989, Dennis et al. [16] derivaron un 
principio que tiene en cuenta la estructura con el que consiguieron convergencia 
local superlineal. Mas recientemente Huschens [17] propuso un nuevo metodo 
cuasi Newton estructurado que converge cuadróaticamente para problemas de 
residuo cero y superlinealmente para los de residuo no nulo. Otros trabajos han 
sido publicados posteriormente tales como [18,19].
Consideramos la matriz Hessiana compuesta por un tóermino que contiene 
informacioón de primer orden, que es la parte disponible, y otro que contiene la 
informacioón de segundo orden, es decir
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El objetivo es construir una aproximacióon secante de la porcioón que contiene 
la informacioón de segundo orden.
(10)
(11)
(12)
(13)
(14)
(15)
(16)
como la actualización secante estructurada de A.
y entonces es razonable definir
donde
Si utilizamos una actualizacióon secante del tipo BFGS
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3.1 Elecciones de y &
En este trabajo se realizaron evaluaciones numéricas para tres elecciones difer­
entes de yK
Dennis [20] y Bartholomew-Biggs [21] introdujeron independientemente la 
siguiente aproximación
(19)
(20) 
(21)
Por otro lado, en su trabajo Huschens [17], utilizando un escalamiento sobre la 
matriz Hessiana del problema
(24)
(25)
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(17)
(18)
Ellos derivaron esta expresión considerando la ecuación secante de A k+1  y ob­
servando que
para i =  1 , . . . ,  m. Entonces
(22)
(23)
y
mostroó coómo la tóecnica del producto estructurado puede ser explotado para 
obtener valores de y^  que permiten conseguir mejores resultados de convergencia. 
A partir de esta consideracion, en los trabajos de Zhang et al. [18] y el de Zhou 
y Chen [19], se obtuvieron las siguientes aproximaciones:
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5 Resultados Numéricos
A fin de exhibir el comportamiento del algoritmo consideramos un conjunto de 26 
problemas test tomados de la literatura [22,18]. Cada problema fue considerado 
con los puntos iniciales propuestos en [18]. Entre los problemas resueltos, 16 de 
ellos pertenecen al grupo de problemas de residuo no nulo y en la Tabla 1 están 
senalados con (*).
El algoritmo se codificá en Scilab con sistema operativo Linux. El cádigo se 
ha ejecutado en una computadora personal con procesador INTEL Core i3 con 
3.8 Gb de memoria RAM usando Ubuntu 14.04.
El subproblema de regián de confianza se resolviá usando un metodo cuasi- 
Newton con las diferentes aproximaciones de la matriz Hessiana descriptas en 
la secciáon 3. El objetivo de la experimentaciáon numáerica es mostrar el compor­
tamiento del algoritmo con las tres formas de estructurar la matriz.
Los parámetros del algoritmo fueron elegidos de la siguiente manera: c =  0.5, 
ni =  0.01 y n2 =  0.75.
En la tabla 1, el número de variables del problema se indica con n, y m 
es el nuámero de funciones componentes del residuo. Se reportan el nuámero de
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4 Descripción del Algoritmo Propuesto
Paso I. Si x k es un punto estacionario del problema el algoritmo termina, d 
otro modo, ir al Paso II.
Paso II. (Cáalculo del paso de prueba)
Resolver aproximadamente el problema (4) y obtener sk.
Paso III. (Evaluación del paso de prueba)
Calcular Aredk, Ppredk y rk de (5) y (6 ).
Paso IV. (Actualizacion de la regián de confianza)
— Si r k <  ni entonces x k+ i =  x k y actualizar 5k de acuerdo a (9 ).
— Si rk >  n2 entonces xk+i =  Xk +  Sk 4  =  m in (24, 5max).
— De lo contrario xk+i =  xk +  Sk y 4 + i  =  4  .
Paso V . (Actualizacioán de la informacioán)
SIO 2016, 14° Simposio Argentino de Investigación Operativa
iteraciones para cada una de las actualizaciones secantes estructuradas elegidas. 
Con ASDMT nos referimos al algoritmo propuesto con la actualizacioón secante 
de Dennis, Martínez y Tapia [16] que corresponde a la elección de y ft (17), ASZXZ 
corresponde a la propuesta de Zhang, Xue y Zhang [18], con y ft de acuerdo a (24), 
y, finalmente, ASZCH indica que la actualizacióon secante estructurada utiliza la 
expresión (25), propuesta por Zhou y Chen [19]. Hemos señalado con ( - )  cuando 
el problema no pudo ser resuelto por el algoritmo usando una actualizacioón 
determinada para el nómero móximo de iteraciones establecido.
Para visualizar el comportamiento de las distintas versiones del algoritmo 
hemos usado, ademós, gráficos de perfiles de rendimiento [23], donde la cantidad 
de iteraciones externas ha sido el paróametro de contraste.
Claramente, sobre los problemas de residuo no nulo, el algoritmo ASDMT es 
el maós eficiente, mientras que sobre los de residuo nulo resulta que ASZCH es el 
mós eficaz: resuelve con menor o igual nómero de iteraciones en el 90% de los 
casos.
Si el usuario desconoce a priori si el problema es de residuo nulo o no nulo, 
la fig. 3 muestra que ASDMT es el algoritmo mas confiable para resolverlo.
F ig .1. Perfil de rendimiento para los problemas de residuo nulo
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Tabla 1. Problemas test considerados
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6 Conclusiones y Futuro Trabajo
En este trabajo hemos presentado un algoritmo para resolver el problema de 
cuadrados mínimos no lineales. Se utiliza una estrategia de región de confianza 
no monótona y un metodo cuasi Newton con diferentes elecciones de la estructura 
de la matriz Hessiana. Los resultados numericos iniciales muestran que la tecnica 
es eficiente para resolver tanto problemas de residuo nulo como no nulos.
El algoritmo se usó para resolver un conjunto de problemas test, que si bien 
puede considerarse pequeno, permite conjeturar que el metodo propuesto resulta 
eficiente.
Continuando con esta investigación, pretendemos realizar una discusión de 
los resultados teóricos y propiedades de convergencia del algoritmo y extender 
el móetodo, de modo tal de poder abordar problemas con restricciones.
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