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Abstract: Demand response (DR) involves economic incentives aimed at balancing energy demand
during critical demand periods. In doing so DR oers the potential to assist with grid balancing,
integrate renewable energy generation and improve energy network security. Buildings account
for roughly 40% of global energy consumption. Therefore, the potential for DR using building
stock oers a largely untapped resource. Heating, ventilation and air conditioning (HVAC) systems
provide one of the largest possible sources for DR in buildings. However, coordinating the real-time
aggregated response of multiple HVAC units across large numbers of buildings and stakeholders
poses a challenging problem. Leveraging upon the concepts of Industry 4.0, this paper presents
a large-scale decentralized discrete optimization framework to address this problem. Specifically,
the paper first focuses upon the real-time dispatch problem for individual HVAC units in the presence
of a tertiary DR program. The dispatch problem is formulated as a non-linear constrained predictive
control problem, and an ecient dynamic programming (DP) algorithm with fixed memory and
computation time overheads is developed for its ecient solution in real-time on individual HVAC
units. Subsequently, in order to coordinate dispatch among multiple HVAC units in parallel by a DR
aggregator, a flexible and ecient allocation/reallocation DP algorithm is developed to extract the
cost-optimal solution and generate dispatch instructions for individual units. Accurate baselining at
individual unit and aggregated levels for post-settlement is considered as an integrated component of
the presented algorithms. A number of calibrated simulation studies and practical experimental tests
are described to verify and illustrate the performance of the proposed schemes. The results illustrate
that the distributed optimization algorithm enables a scalable, flexible solution helping to deliver the
provision of aggregated tertiary DR for HVAC systems for both aggregators and individual customers.
The paper concludes with a discussion of future work.
Keywords: industry 4.0; digitalization; demand response; HVAC control; dynamic programming;
nonlinear optimization
1. Introduction
1.1. Context and Motivation
With improved connectivity, dramatically increased access to low-cost computational power
and recent advances in data science, many industries are currently on the verge of a second digital
revolution known as ‘Industry 4.0’ [1]. Of the many challenges which can be addressed by Industry
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4.0, concepts of sustainable, highly available plants and fully integrated renewable energy are
prominent [1,2]. This involves aspects of industrial digitalization related to real-time, distributed and
robust system-wide optimization methods coupled with the tighter integration of control, scheduling,
planning and demand-side management for industrial production systems and energy networks [1,2].
The focus of this paper lies in the use of HVAC and/or refrigeration systems within buildings to
provide aggregated energy-shifting services for demand response (DR) purposes within an Industry
4.0 framework. Building stock is estimated to account for around 40% of global energy consumption,
exceeding that of othermajor sectors like industry and transportation [3,4]. As such, buildings represent
the sector with both the largest energy saving and energy shifting potential for DR applications [3,4].
DR is the generic title given to a range of options customers have to reduce costs and/or generate
profits by changing their pattern of consumption; economic benefits can be leveraged by deliberately
moving consumption away from peak/critical times, or deliberately moving consumption onto
o-peak/critical times [4–6]. Figure 1 illustrates the concept of DR. Heating, ventilation and air
conditioning (HVAC) of buildings provides the largest possible source for this energy saving and
energy shifting potential [4,5]. The opportunities for realizing demand response vary across Europe,
as they are dependent on the particular regulatory, market and technical contexts in dierent European
countries [4]. Nevertheless, successful DR programs are becoming increasingly common for large
industrial customers. However, DR programs aimed at small and medium scale customers have mostly
failed to meet their expected potential. Previous research has identified that blocks (or groups) of
buildings oer more flexibility for the provision of DR than single buildings, the latter of which are
generally too limited in capacity to operate individually in power markets [4–9]. As such, researchers
and the energy industry are beginning to consider how blocks of buildings can operate collectively
within energy networks to enhance the eectiveness of DR programs. The potential value of DR in
blocks of buildings depends on the telemetry and control technologies embedded in the building
management systems currently deployed at any given site and the potential revenue sources: both of
which can vary significantly according to specific local and national conditions [4]. In this context,
to encourage the growth of DR services and reap the potential benefits of DR, it is necessary for current
research to demonstrate the economic and environmental benefits of DR for the dierent key actors
required to bring DR services in blocks of buildings to market.
Energies 2019, 12, x FOR PEER REVIEW 2 of 20 
 
4.0, concepts of sustainable, highly available plants and fully integrated renewable energy are 
prominent [1,2]. Thi  involv s aspects of industria  digit lization rela d to real-time, distributed and 
robust system-wide optimization metho s coupled with the tighter integration of control, 
scheduling, planning and demand-side management for industrial production systems and energy 
networks [1,2]. The focus of this pap r lies in the use of HVAC and/or refrigeration systems within 
buildings t  provide aggregated energy-shifting services for demand response (DR) purposes within 
an In ustry 4.0 framework. Building stock is estimated to account for around 40% of global energ  
consu ption, excee  that of other major se t rs like industry and transportation [3,4]. As such, 
buildings represent the sector with both the largest energy saving and energy shifting potential for 
DR applications [3,4]. 
  t  i  titl  i  t   ra  f o ti s c st r   t  re  c st  a /   
fi       ;  fi    l   li t l  
i  consu ption away from peak/critical times, or deliberately moving consumption onto off-
peak/critical times [4–6]. Figure 1 illustra es the concept of DR. Heating, ventilation and i  
i i i  (   il i  i   l  i l    i   i   
 i i  i l , . e rt ities for realizing de and response vary across Europe, 
 they are dependent on the particular regulatory, market and te h ical contexts in differ nt 
European countries [4]. Neverthele s, successful DR programs are becoming increasingly c mmon 
for large industrial cust mers. However, DR program  aimed at small and medium scale customers 
hav  m stly failed to m et their expected potential. Previous research has identified that bl ck  ( r 
groups) of buildings offer more flexibility for the provision of DR than si gle buildings, the latter of 
which are generally too limited in ca acity to operate individually in power markets [4–9]. As such, 
research rs and the energy industry are beginning to consider how blocks of buildings can operate 
collectively within energy n tworks to nhance the effectiveness of DR programs. The potential value 
of DR in blocks of buildi g  depends on the telemetry and o trol technologies embedded in the 
building management systems currently deployed at any giv n site and the potential revenue 
sources: both of which can vary significantly according to specific local and national conditions [4]. 
In this context, to encourage th  growth of DR services and r ap the potential benefits of DR, it is 
n c ssary for current research t  de onstrate the economic and environmental benefits of DR for the 
different key actors required to bring DR services in blocks of buildings to market. 
 
Figure 1. Demand response concept. 
There are several established and emerging DR archetypes suitable for use with individual 
buildings and blocks or groups of buildings, e.g., see [4,6,7]. This paper is principally concerned with 
explicit (surgical) DR, in which prior notification is given to the DR participant of a pending event 
and its requirements for down-regulation or up-regulation of demand during a specified future time 
window. In the UK market, for example, the DR archetypes of short-term operating reserve (STOR) 
and demand turn up (DTU) are employed [6]. For both STOR and DTU events, enrolled participants 
are notified of an upcoming event and its requirements typically between 30–240 min before the 
required time of delivery (although day-ahead notice is sometimes given), and event durations are 
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There are several established and emerging DR archetypes suitable for use with individual
buildings and blocks or groups of buildings, e.g., see [4,6,7]. This paper is principally concerned with
explicit (surgical) DR, in which prior notification is given to the DR participant of a pending event
and its requirements for down-regulation or up-regulation of demand during a specified future time
window. In the UKmarket, for example, the DR archetypes of short-term operating reserve (STOR) and
demand turn up (DTU) are employed [6]. For both STOR and DTU events, enrolled participants are
notified of an upcoming event and its requirements typically between 30–240 min before the required
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time of delivery (although day-ahead notice is sometimes given), and event durations are of at least 120
min [6]. STOR and DTU event windows occur at diering periods during the day (peak and o-peak,
respectively) and require an aggregated minimum of three MW to be available. This latter restriction
is also a motivating factor for considering blocks of buildings. In general, STOR and DTU can be
considered as tertiary forms of reserve DR (ancillary services), which can be integrated alongside
emerging fast-acting and very fast-acting decentralized approaches for providing secondary and
primary frequency regulation services using HVAC systems, e.g., see [7,9].
1.2. Related Work
There is a growing body ofwork studying direct load control (DLC) techniques forHVACunits and
other thermostatically controlled loads (TCLs) such as refrigerators. The fundamental requirements of
DLC are outlined in an earlier work, which presents a general optimization framework for feeder-scale
load reduction [10]. A priority-based control scheme for TCLs to participate in grid frequency regulation
has also been developed [11]. A two-stage dispatch method has been demonstrated for TCLs in which
a day-ahead scheduling model is solved to determine the optimal TCL dispatch, and then a real time
control model allocates the desired setpoints to individual TCLs [12]. The use of a Markov transition
matrix to model the populated TCLs to carry out non-disruptive load reduction underpins other
work [13]. Previous work also makes use of thermal inertia models to control TCL in smart homes [14],
and research has been conducted to propose a model for coordinated dispatch of TCLs and thermal
generation units [15].
Motivated by the observation that users are not immediately convinced that replacing existing
thermostats by an intelligent controller is worth the investment, a ‘reference governor’ approach for
optimizing performance and energy consumption of building thermostatically controlled loads was
developed in an earlier work [16]. In this research, a model predictive control (MPC) supervisory
unit adjusts the temperature setpoints for a relay controlling the on/o load. The MPC problem is
converted into a mixed-integer linear programing (MILP) problem, which is dispatched in real-time.
Although the method is shown to be eective, it is restricted to a single heating/cooling zone, and little
consideration is given in the earlier research to implementation details such as communication or
computation overheads.
In all the above research and technical developments, the on/o control actions of individual TCLs
are driven by the thermostat settings and DR actions are principally achieved by varying setpoints
within pre-set temperature ranges. However, other work has sought to aggregate TCLs in numerous
buildings. For example, Luo et al. [8] presented a framework for aggregating TCLs in a rolling-horizon
framework, aimed principally at the Nordic electricity market. Standard thermal comfort models
described by International Organization for Standardization (ISO) standard ISO 7730 are adopted to
estimate occupant thermal comfort in a representative model for TCL dispatch. To avoid the technical
intractability of dispatching TCLs individually in a large-scale centralized model, similar TCLs are first
grouped based on feature similarities using a clustering technique and an averaged TCL model for
each group is then created. A randomized meta-heuristic technique named the natural aggregation
algorithm (NAA) is then employed to dispatch the averaged TCLs in each combined group. Since both
the number of groups and the number of NAA iterations can be pre-selected, the computation time
can be tailored to suit available resources; however, this is at the expense of solution sub-optimality.
Although the technique is shown to give good results on practical examples, the optimal solution
cannot be guaranteed [8].
Callaway [17] also describes a statisticalmodel for aggregating TCLs such that frequency regulation
services can be provided in the presence of generation variability. This work presents a newDRmethod
to provide load following services by controlling the aggregated TCLs under Fokker–Planck diusion
models [17]. A minimum-variance (MV) statistical control law is derived to follow a one-step-ahead
load signal and is demonstrated to perform well under simulation with 10,000 TCLs. Zhou et al. [18]
developed a change-time-priority-list method to control power output taking into account customers’
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satisfaction for the aggregation ofmultipleHVAC systems to provide demand-side frequency regulation
services, to support intermittency of renewable generation, e.g., in the presence of fluctuating wind
power. The aggregation unit employs simple approximations for on/o change times in the HVAC
units to prioritize their dispatch in order to follow load control signals. Simulations verify the tracking
ability of the system when connected to 6000 TCLs.
In the earlier works discussed above, the proposed methods are shown to perform favorably,
but large numbers of aggregated units (>1000) are needed for the statistical approximations to be
accurate; this limits their down-scalability and they cannot be applied to situation of, say, ten HVAC
units. In addition, the lack of a rigorous baselining scheme for participant settlement—and potentially
high communication load between an aggregator (providing themeans bywhich individual HVAC unit
owners can participate in DR) and individual units—are major drawbacks from a practical perspective.
1.3. Contributions
In this paper, an ecient and partially decentralized approach to aggregated tertiary DR schemes
for individual or blocks of buildings is proposed. As with other Internet-of-Things and Industry 4.0
applications, large-scale DR implementation across multiple HVAC units across dierent geographic
locations results in large volumes of high-velocity real-time data, and very large optimization and
scheduling problems that must be solved centrally. It is beneficial to run local processing of these data
at the edge of the network (on ‘edge devices’) to reduce the frequency and real-time requirements of
communication to core devices in such situations [2]. In addition, in an Industry 4.0 context, it makes
sense to distribute the optimization and resource scheduling problems between the network edges and
core as much as possible. This is the approach taken in the research presented here.
Initially, the paper focuses upon the dispatch problem for individual TCLs in the presence of
a tertiary DR program. The dispatch problem for an individual HVAC zone is formulated as a
non-linear constrained predictive control problem, which manipulates on/o controls to optimize
thermal comfort and electricity consumption across a future time horizon. A dynamic programming
(DP) algorithm is developed to solve the dispatch problem with fixed memory and computation time
overheads, rendering it suitable to be implemented as an intelligent thermostat unit (ITU), which can
be implemented on an edge device with IP communications. A key factor of the implementation is the
exposure of adjustable constraints, which can be used to enforce a minimum and/or maximum level of
control activity during a specified window of time. This allows electricity consumption to be increased
(or decreased) during a specified DR window. In the absence of DR signals, the DP solution defaults to
a simple thermostat with adjustable deadzone; this allows the ITU to calculate an accurate baseline in
the presence of active DR signals to ensure consumption is surgically reduced (increased) to a specified
level during a DR event, and post-settlement can be eectively handled.
The paper also presents an ecient unit allocation/reallocation scheme (UAS) for aggregated
explicit DR employing multiple ITUs. The UAS is employed by an aggregator to allocate individual DR
targets to individual zones based upon advertised price/energy relationships. It can also be employed
to reallocate targets should an individual unit drop out from, or drop in to, an upcoming DR event,
or should environmental conditions indicate that a previously allocated target for a unit cannot be
achieved. The UAS is formulated as a modified knapsack algorithm, which can be eciently solved
using DP techniques, and is designed to be cloud-based and hosted in the network core. As such,
the proposed ITU/UAS overall exhibits low bandwidth requirements—as only elementary data need
to be periodically exchanged between the aggregator and ITUs. Additionally, the computational load
is distributed evenly across the core and network edges and optimization workloads are executed in
parallel for each of the ITUs.
A number of computational simulations and a large-scale experimental test are then described to
verify and illustrate the performance of the proposed schemes. It is argued that the ITU optimization
algorithm for individual HVAC zones, combined with the centralized UAS procedure, enables a
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scalable, flexible solution helping to deliver the provision of aggregated tertiary DR for HVAC systems
in distributed environments for both aggregators and individual customers.
1.4. Structure
The remainder of this article is structured as follows. In Sections 2 and 3, the main technical
developments are described in detail, including the assumed HVAC thermal dynamic model and the
ITU/UAS optimization schemes. In Section 4, calibrated simulation studies and experimental results
from practical tests are presented to illustrate the performance of the proposed schemes. Section 5
provides conclusions and suggestions for future areas of work.
2. Models and Assumptions
In this paper, the focus is principally upon explicit (surgical) DR events involving HVAC units.
For ease of exposition, for the remainder of this paper it is assumed that the DR events to be handled
are characterized by STOR-type events, in which prior notification of an upcoming event is given and
the goal during the event is to reduce demand by a pre-agreed or negotiated amount. Since STOR-type
events and DTU-type events are mutually exclusive, it is a relatively straightforward matter to modify
the basic approach to handle DTU-type DR events, in which prior notification is again given but the
goal during the event is to increase demand by a pre-agreed or negotiated amount. Figure 2 shows the
assumed temporal relations between the key events in a STOR DR situation.
Energies 2019, 12, x FOR PEER REVIEW 5 of 20 
 
1.4. tr ct re 
e re ain er of this article is structured as follows. I  cti s  a  3, the ain technical 
evelop ents are described in etail, i cl i g t e ss e  AC ther al dyna ic odel and the 
I / S opti ization sche es. I  ecti  , c li r te  si l ti  st ies a  ex eri e tal results 
fro  practical tests are presented to illustrate the performance of the proposed schemes. Secti  5 
provides conclusions and suggestions for future areas of work. 
2. l   ti s 
In t is a er, the focus is ri ci ll   li        
For ease of ex osition, for t e re ainder of this paper it is assu ed that the  events to be a le  
are characterized by ST R-type events, in hich prior notification of an upco ing event is given and 
the goal during th  event is to reduce demand by a pre-agreed or negotiated amount. Since STOR-
type events and DTU-type events are mutually exclusive, it is a rela ively straightforward matter to 
modify the basic approach to handle DTU-type DR events, in which prior notific tio  is again given 
but the goal during the event is to increase demand by a pre-agreed or neg tia ed amount. Figure 2 
shows the assumed temporal relations between the key events in a STOR DR situation. 
 
Figure 2. Timeline of events in a short term operating reserve (STOR) demand response (DR) event. 
A variety of different modelling approaches (of varying complexity) for HVAC and building 
thermal dynamics can be found in the literature (see, e.g., [19]). Most models are based on physical 
principles related to mass, energy and momentum transfer and consist of complex partial differential 
equations that capture the building thermal and physical characteristics. Although the optimization 
to be developed in Section 3 allows for the use of complicated non-linear models, in practice 
simplified first-order models can typically perform just as well as more complicated models [17,20]. 
The descriptions and technical development henceforth consider the linear case for ease of exposition. 
In addition, for simplicity the assumption is also made that the unit in question delivers heated or 
cooled water to the building radiators, but may be applied to other configurations (e.g., hot air 
delivery) with an appropriate change of variables and/or model. Assuming continuous time indexed 
by the variable t, the linear dynamic relationship between the HVAC control signal u(t) ∊ {0, 1}, which 
switches electrical power delivery to the electro-thermal converter, the circulating water temperature 
delivered to the building T(t) and the (ambient) inlet water temperature TA(t) is assumed to be well 
approximated by a first-order differential equation, as follows: 
( )1( ) ( ) ( ) ( )A TT t T t T t u t D Kτ= − + − ⋅ , (1) 
where the dot above a variable represents its first derivative (d/dt), D ≥ 0 represents any dead-time in 
the converter dynamics, τ is the thermal time constant of the converter and KT is the equivalent 
thermal gain of the converter. A model such as this has previously been studied in the context of 
HVAC control for demand response applications, and time constants of 10–30 min and dead-times 
between 0–5 min are typical of most buildings [17–20]. In Equation (1), the sign of KT distinguishes 
between a heating (positive) or cooling (negative) application. Neglecting the standby power 
i r . i li f ts i s rt ter o erati reserve (ST R) de and response (DR) event.
A variety of dierent modelling approaches (of varying complexity) for HVAC and building
thermal dynamics can be found in the literature (see, e.g., [19]). Most models are based on physical
principles related to mass, energy and momentum transfer and consist of complex partial dierential
equations that capture the building thermal and physical characteristics. Although the optimization
to be developed in Section 3 allows for the use of complicated non-linear models, in practice
simplified first-order models can typically perform just as well as more complicated models [17,20].
The descriptions and technical development henceforth consider the linear case for ease of exposition.
In addition, for simplicity the assumption is also made that the unit in question delivers heated or
cooled water to the building radiators, but may be applied to other configurations (e.g., hot air delivery)
with an appropriate change of variables and/or model. Assuming continuous time indexed by the
variable t, the linear dynamic relationship between the HVAC control signal u(t) 2 {0, 1}, which switches
electrical power delivery to the electro-thermal converter, the circulating water temperature delivered
to the building T(t) and the (ambient) inlet water temperature TA(t) is assumed to be well approximated
by a first-order dierential equation, as follows:
.
T(t)

(T(t)   TA(t) + u(t D) KT), (1)
where the dot above a variable represents its first derivative (d/dt), D  0 represents any dead-time in
the converter dynamics,  is the thermal time constant of the converter and KT is the equivalent thermal
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gain of the converter. A model such as this has previously been studied in the context of HVAC control
for demand response applications, and time constants of 10–30 min and dead-times between 0–5 min
are typical of most buildings [17–20]. In Equation (1), the sign of KT distinguishes between a heating
(positive) or cooling (negative) application. Neglecting the standby power consumption, the variable
electrical power consumption of the HVAC unit E(t) is determined by the state of the control signal
and the electrical gain of the converter KE, such that E(t) = u(t) KE. Hence, as is well known, the HVAC
unit may participate in STOR and DTU DR programs by modulating the electrical power consumption
through deliberate under- or over-supply of thermal power, at the possible expense of some thermal
comfort of the building occupants. Digitizing the Equation (1) for a time-step of Ts seconds, using k as
the (integer) discrete-time index, yields:
T(k) = a  T(k  1) + (1  a)  [u(k  d) KT   TA(k  1)], (2)
where the real parameter a = exp( Ts/) > 0 and the integer d = 1 + (D/Ts), which if fractional is assumed
rounded to the nearest whole integer. For the thermal model, Equation (1), it is suggested that the
time step be chosen to be not more than 5% of the time constant . The reasoning behind this is that
basic systems theory gives the open loop rise time of the model, Equation (1), as 2.2, and hence
choosing Ts as suggested gives at least 44 time steps in the rise time, which should be adequate for
good on/o control without leading to excessively short time steps (which could be problematic from
an implementation viewpoint). For example, a 30-min time constant gives step times of not more than
90 s. The digitized model, Equation (2), provides a means in which the temperature evolution may
easily be predicted over a future time horizon, enabling predictive optimization to be applied at each
time step. The proposed optimization approaches are described in the following section.
3. Technical Development
The main technical development consists of three main elements: firstly, the ITU dispatch
algorithm for an individual HVAC unit (Section 3.1); secondly, the approach to generate predictions of
baseline and reduced consumption for an individual HVAC unit (Section 3.2); and thirdly, the UAS
optimization approach for aggregated units (Section 3.3).
3.1. Individual Unit Dispatch
The legacy mode of operation of an HVAC unit for temperature control is typically through
thermostat type controls, i.e., setting the control signal u(k) according to the simple ‘relaywith hysteresis’
control law [7,17,18]:
u(k) =
8>>><>>>:
1, T(k)  TR(k)   D;
u(k  1), TR(k)   D  DT(k)  TR(k) + D;
0, T(k)  TR(k) + D;
, (3)
where TR(k) represents the temperature setpoint at time step k, and the deadzone of the relay (during
which the output is held at its last value) is given by 2D. Such a mode of operation is simple to
implement; in the following, it is wished to extend the basic relay-based approach to situations in which
pre-heating (cooling) can be optimally managed for explicit DR events. For this, a rolling-horizon
non-linear MPC employing a finite discrete input set is developed [20]. The optimization problem
to be solved at each discrete-time step k is the minimization of the following multi-stage quadratic
cost function:
Minimize:
J(k) =
MX
i=0
(T(k+ i+ d)   TR(k+ i+ d))2 + 
M 1X
i=0
Du(k+ i)2 (4)
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with respect to:
u(k+ i), 0  i M  1; (5)
subject to:
T(k+ i+ d+ 1) = a  T(k+ i+ d) + (1  a)  (u(k+ i) KT + TA(k+ i+ d)),
0  i M  1; (6)
u(k+ i) 2 f0, 1g, 0  i M  1; (7)
UL 
M 1X
i=0
(u(k+ i) w(k+ i))  UU, (8)
where T(k) represents the zone temperature at time slot k, TR(k) represents the zone temperature
reference (setpoint) at time slot k and TA(k) represents the ambient temperature at time slot k. The binary
decision variable u(k) represent the control input at time slot k and D is the dierence operator such
that Du(k) = u(k)   u(k   1). The scalar term  is used to penalize changes in the control input and
can be considered a ‘move suppression’ or regularization term. Integer d  1 represents the time
delay and w(k) 2 {0, 1} are indicator variables for defining a demand response window, such that
DR is active during time slot k if w(k) is ‘1’ and not active otherwise. The integer M represents the
length of the prediction horizon, and integers UU and UL represent upper and lower bounds on the
allowed input activity during a defined DR window. Henceforth in this paper, only an upper bound on
control activity (e.g., for handling STOR-style DR events) is considered, with the understanding that
adding the lower bound (e.g., for DTU-style DR events) follows directly from the described methods.
As with other predictive control problems, an appropriate length for the prediction horizon would be
the number of samples required to capture the open-loop setting time of the process [21]. However,
with reference to Figure 2, this should be extended somewhat to allow for preparatory control actions
to also take place. For the thermal model, Equation (1), basic systems theory gives the settling time as
4.6, giving a suggested horizon length M =

(4.6+W)/Ts

, where W is the length of time required
for preparatory control. For example, a 30-min time constant and preparatory window W of one hour
with time step of 90 s gives a horizon length M of 132 steps.
The first component of the objective function in Equation (4) is the sum of squared errors between
the actual building temperature and its setpoint. A quadratic penalty term is appropriate as it
approximately captures the relationship between temperature error and thermal comfort (see, e.g., [22]).
During working hours, this will be typically 22.0 C in winter and 24.5 C in summer [22]. The second
component is the sum of squared control moves weighted by the scalar term , which is used to
suppress excessive switching of the controls. The indicator weights w(k) and bound UU are used in
combination to penalize electricity consumption during a specific defined window of the prediction
horizon (corresponding to DR events). DR events are enabled for a particular stage by setting the
indicator variable w(k) equal to ‘1’. As with all rolling horizon predictive control schemes, once the
optimization has been solved for the current time step, only the first control (corresponding to u(k)) is
applied. At time step k + 1, the process is repeated with repeated measurement information.
It is quite straightforward to see that for all but prediction horizons of one or two steps in length,
and in the absence of any DR activity over the horizon (implying no constraint bounds in Equation (8)),
then the control law resulting from the solution of Equations (4)–(7) is a switching surface dependent
upon two factors. The first is the predicted dierence between the reference temperature TR(k + d) and
actual temperature T(k + d) and the second is the previous state of the control input, u(k   d   1). In this
situation, the control defaults to a predictive relay-based controller with deadzone D  p(k). In the
presence of upcoming DR events, however, the eective switching surface can change considerably
to provide optimal pre-heating (or cooling). In addition, the solution of the optimization problem
contains useful predicted quantities regarding upcoming DR events. In particular, since the future
control signals can only be ‘1’ or ‘0’, the predicted electricity consumption of the HVAC unit during
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any upcoming DR event—denoted as URC(k)—is easily derived from either inspection of the solution
vector, or from the left hand side (l.h.s.) of constraint (8), as follows:
URC(k) = KE  Ts 
M 1X
i=0
(u(k+ i) w(k+ i)). (9)
For upcoming DR events, the integer UU on the right hand side (r.h.s.) of constraint (8) can
be used to limit URC(k) and specify a load curtailment/reduced consumption from the HVAC unit.
These observations will be exploited in the sequel, during which the DR allocation mechanism will
be presented. The optimization problem of Equations (4)–(8) is easily formulated as a mixed-integer
quadratic program (MIQP), or alternatively as an approximate mixed-integer linear program
(MILP) [16,21]. In order to improve the run-time eciency of the approach (and enable bounded
worst-case execution times), the DP method is chosen. DP (see Bellman, [23]) is a computational
method for solving optimal control problems with separable additive performance indices. It is based
on the recursive application of Bellman’s ‘Principle of Optimality’ [23,24]:
‘An optimal policy has the property that whatever the initial state and the initial decision are,
the remaining decisions must form an optimal policy with regard to the state resulting from the
first decision.’
The mathematical form of this idea can be expressed as a backwards sequence featuring the
solution of simpler optimization problems at each stage. Continuing backwards from the end stage
N to the current stage k—and applying the principle of optimality at each stage—will result in the
following recurrence relations for discrete DP [24]:
JN(xN) = gN(xN);
k = N   1, N   2, ..., 1, 0 :
Jk(xk) = min
uk2Uk(xk)
fgk(xk,uk) + Jk+1( fk(xk,uk))g;
(10)
where Jk(xk) is the cost of entering stage k with state xk, gk(xk) is the cost for entering stage k with state xk,
Uk(xk) is the set of allowed controls for the input uk when the state xk is entered at stage k, and fk(xk, uk)
is a function which maps the state xk onto state xk+1 when control uk is applied at step k. In discrete DP
(DDP), the state vector is mapped onto a grid of size S and the controls onto a grid of size U. By iterating
through the recursion and trying all admissible control values at each admissible set of state values,
a vastly reduced search space is explored when compared to a pure brute-force search; at the end of the
minimization, a solution grid is obtained and the optimal control is obtained from the position in the
grid corresponding to the current state. In the current context, the state variable is the temperature T(k)
plus the previous applied control u(k   1). The admissible controls are the current control u(k), having
two possibilities (U = 2) at each stage in the absence of DR, but some possibilities may not be admissible
if they invalidate constraint (8) when DR is active. In the approach taken in this paper, constraint
(8) is translated into a penalty function inserted into the objective; with an iterative tightening of an
applied weight upon constraint violation (a maximum of 10 iterations is employed). The temperature
is mapped into a discrete grid of over a suitable working range, e.g., 10–30 C; the control is already
discrete in nature. The transition function fk(xk, uk) is given by the linear Equation (6). In the case that
the HVAC dynamics are actually non-linear, then this can easily be captured by an appropriate choice of
transition function. During the recursion, the minimal cost function is stored for each admissible state
along with the corresponding partial sum of the l.h.s of constraint (8). After the recursion, the value
of UDR(k) is readily computable using Equation (9) and the final value of this partial sum. In many
situations, temperature sensors either have 10-bit resolution—or can easily be cast or truncated into
this range—giving a full state size S = 211. As the run-time complexity of the DDP algorithm is given
by O(M.U.S), the algorithm runs eciently even for a relatively large prediction horizon M, which may
be needed for best results. During the backwards recursion, only the current and next stage costs and
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the partial l.h.s. of constraint (8) are actually required, reducing the memory requirement to O(U.S). As
sampling time requirements of approximately one minute are sucient in many instances (due to the
comparatively slow thermal dynamics), then the algorithm is clearly suitable for deployment without
undue problems in a small/low-cost embedded system.
3.2. Generation of Predicted Baseline and Reduced Consumption
As discussed earlier, the eective practical implementation of a DR scheme requires the generation
of both an accurate and reliable predicted baseline and an accurate and reliable predicted reduced
consumption [25]. As shown in Figure 3, the baseline represents a counterfactual prediction (either
forecast or backcast, generated on-line or o-line) of electricity consumption for targeted assets during
the time-period corresponding to a DR event, under the assumption that no corrective DR action
will be/had been taken. As also shown in Figure 3, the reduced consumption represents a prediction
(forecast, generated on-line) of electricity consumption for targeted assets during the time-period
corresponding to a DR event, under the assumption that corrective DR action will be taken. Note that
although the observed reduced consumption in Figure 3 is always lower than predicted, this is not
necessarily the case generally, and the accuracy of prediction depends heavily upon the models and
methods employed.
Energies 2019, 12, x FOR PEER REVIEW 9 of 20 
 
dynamics), then the algorithm is clearly suitable for deployment without undue problems in a 
small/low-cost embedded system. 
3.2. eneration of Predicted Baseline and educed onsu ption 
s discussed earlier, the effective practical i plementation of a DR scheme requires the 
generation of both an accurate and reliable predicted baseline and an accurate and reliable predicted 
reduced consumption [25]. As shown in Figure 3, the baseline represents a counterfactual prediction 
(either forecast or backcast, generated on-line or off-line) of electricity consumption for targeted 
assets during the time-period corresponding to a DR event, under the assumption that no corrective 
DR action will be/had been taken. As also shown in Figure 3, the reduced consumption represents a 
prediction (forecast, generated on-line) of electricity consumption for targeted assets during the time-
period corresponding to a DR event, under the assumption that corrective DR action will be taken. 
Note that although the observed red ced co sumption in Figure 3 is always lower than predicted, 
this is not necessarily the case generally, and the accuracy of prediction depends heavily upon the 
odels and methods employed. 
 
Figure 3. Concept of predicted baseline, predicted reduced consumption and reduced consumption. 
Both the predicted baseline and predicted reduced consumption are also dependent upon many 
factors including occupancy, ambient temperature and weather conditions, and it has proved a 
challenging and ongoing task to select suitable methods for their implementation [25]. The baseline 
consumption is needed to gauge performance of controlled assets during a DR event and for post-
event financial settlement, where it is compared to the actual measured consumption. Therefore, the 
baseline should be accurate as possible. In the context of the research presented here, it is required to 
generate a reliable baseline across the rolling horizon for an HVAC unit in an on-line fashion. The 
methodology proposed is illustrated in Figure 4. 
Figure 3. Concept of predicted baseline, predicted reduced consumption and reduced consumption.
Both the predicted baseline and predicted reduced consumption are also dependent upon many
factors including occupancy, ambient temperature and weather conditions, and it has proved a
challenging and ongoing task to select suitable methods for their implementation [25]. The baseline
consumption is needed to gauge performance of controlled assets during a DR event and for post-event
financial settlement, where it is compared to the actual measured consumption. Therefore, the baseline
should be accurate as possible. In the context of the research presented here, it is required to generate a
reliable baseline across the rolling horizon for an HVAC unit in an on-line fashion. The methodology
proposed is illustrated in Figure 4.
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As can be seen in Figure 4, the controlled asset is driven by input u(k) and produces output
y(k), and consumption E(k) is derived as a function of the input signal f (u(k)). The controlled asset
is also driven by a disturbance sequence d(k) which impacts the output y(k); this sequence may
consist of partially known (measured) values along with unmeasured or stochastic values. The asset
input signal u(k) is generated by closed-loop feedback controls, which are also driven by external
DR signals represented by r(k). The baseline is generated on-line (in real-time) by the components
contained within the dashed red box; the asset model represents a discrete-time dynamic model of the
controlled asset, hile the asset odel input signal u’(k) is given by the sa e closed-loop feedback
algorith which drives the actual controlled asset. However, the DR signals r(k) are suppressed
from the control law in the baseline case to ensure the counterfactual sequence of inputs is generated.
The baseline consumption sequence E’(k) is derived as a function of the baseline input signal f (u’(k)).
Since the disturbances d(k) and plant-model mismatch can both impact upon the baseline accuracy,
the counter-factual baseline output is generated on-line as follows. The actual nominal control input
u(k) is first subtracted from the baseline input u’(k) to generate an input deviation signal Du’(k), which
acts as input to the asset model to produce an output deviation signal Dy’(k). The baseline output y’(k)
is then produced by adding the deviation signal Dy’(k) to the easured output y(k). This ensures that
the eects of disturbances and plant- odel is atch on the actual output y(k) are contained within
the baseline output y’(k), which also captures the impact of the baseline control sequence u’(k) to ensure
accuracy of the baseline. In the context of the current work, the controlled asset is the HVAC system,
the controlled asset model is represented by Equation (2) with the measured part of the disturbance
sequence being the ambient temperature, and the control law is the rolling-horizon non-linear MPC
procedure given by Equations (4)–(8).
For the eective application of aggregated DR, it is required to generate both a predicted baseline
and a predicted reduced consumption across the rolling horizon for each individual HVAC unit in
an on-line fashion. At each timestep k, let the baseline consumption of the HVAC unit during an
upcoming DR window be denoted as UBL(k) and the reduced consumption of the HVAC unit during
an upcoming DR window be given as URC(k). Computation of this latter quantity as a by-product
of the application of the DP algorithm was detailed in the previous Section. In order to compute the
former quantity UBL(k), the DP algorithm can be applied to solve the optimization problem using
baseline input u’(k) and output y’(k) as input data and setting constraint (8) r.h.s. UU =1. As discussed
in the previous section, the control law resulting from the solution of Equations (4)–(8) in the absence
of any DR signals is a predictive relay-based controller. Therefore to simplify the process of generating
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the baseline controls u(k + i|k) and y(k + i|k) (i.e., i-step predictions of the asset input and output,
incorporating measured disturbances such as weather forecast), Equation (3) may be employed at each
stage with deadzone D = 2/2. Thus, both quantities can be computed in a straightforward procedure
integrating both unit DR controls and unit baseline/reduced consumption predictions in an ITU-based
edge device.
3.3. Coordinated Dispatch Scheme
Consider the arrangement of HVAC units (with their edge-based local dispatch optimizers) in the
presence of a (cloud-based) aggregator at the network core, in the presence of a wider DR marketplace
as shown in Figure 5. Assume that a flexible IP-based communications infrastructure is employed to
interconnect the core and network edges (e.g., using Web Services, OpenADR protocol, etc.), and to
provide loose synchronization of their clocks (e.g., using Network Time Protocol (NTP)).
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For the aggregated DR coordination scheme, the following approach is employed. In a
multiple-zone scenario, let the predicted electricity consumption at time step k for an upcoming
DR event involving HVAC unit j be given as URCj(k). Similarly, let the predicted baseline electricity
consumption at time step k for an upcoming DR event involving HVAC unit j be given as UBLj(k).
This quantity is computable as detailed in the last section. Since for each HVAC unit j and for every
time step k it must hold that UBLj(k)  URCj(k) (i.e., the predicted unit baseline consumption is not
less than the unit DR consumption during a DR event), at step k the explicit unit predicted reduction
in load—denoted as UPRj(k)—for an upcoming DR event is given by: UPRj(k) = UBLj(k)   URCj(k).
This quantity is easily computed in each ITU as detailed in the previous section. Then the predicted
aggregated explicit reduction in load for an upcoming DR event at time step k—denoted APR(k)—for
N participating HVAC units can be computed by the aggregator as:
APR(k) =
X
j=1
UPR j(k). ( 1)
Let the target aggregated electricity reduction consumption for an upcoming DR event be given
as ATR(k)  0, and the target reduction in load for individual HVAC unit j be given as UTRj(k). Since it
has been assumed that the HVAC controls are binary in nature, in a given DR window the available
load curtailment is limited between zero and the maximum available from the predicted baseline in
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discrete steps. As such, assume that each HVAC unit j 2 N oers an agreed price-schedule for load
curtailment Xj, such that a specific load Lj,l may be reduced for a price pj,l by selecting one of l 2 Xj
dierent discrete price/curtailment options. Only one (or none) of the price/curtailment options can
be selected for a given HVAC unit, for any given DR event. The objective for the DR coordinator is
then to (i) at the start of a preparatory event, allocate individual HVAC unit load curtailments to meet
the aggregate DR requirements; and (ii) should an HVAC unit opt-out or become unavailable—or
environmental/pricing conditions otherwise change leading to an invalid initial allocation—reallocate
curtailments to best suit the new conditions. The allocation/reallocation problem for N available units
at time-step k can be written as a variant of a standard integer knapsack problem, as follows:
Minimize:
NX
j=1
X
l2X j
p j,l x j,l (12)
subject to:
NX
j=1
UTR j(k)  ATR(k) (13)
UTR j(k) =
X
l2X j
L j,l x j,l, 1  j  N; (14)
UTR j(k)  UBL j(k), 1  j  N; (15)X
l2X j
x j,l  1, 1  j  N; (16)
x j,l 2 f0, 1g, 1  j  N; l 2 X j. (17)
where xj,l 2 {0, 1} are binary variables that indicate whether load reduction level Lj,l is active for
HVAC unit j. Equation (12) defined the main objective, to minimize DR costs while meeting the target
reduction in demand (constraint (13)). Constraint (14) allocates load reduction level to individual
unit targets, while constraint (15) ensures that individual unit load reductions are not greater than
the individual unit baselines for the upcoming event. Constraint (16) enforces mutual exclusion in
the choice of load reductions to individual units based upon the available price/curtailment options
for that unit. Note that the presence of this constraint allows that any costs for activating a particular
HVAC unit for DR purposes can be added into the corresponding costs for discrete load curtailment.
The presence of the constraints also suggests that the problem can be eciently solved using standard
DP techniques, using a slight variant of the standard knapsack DP approach [26]. The time and
space complexity of this approach is O(N.D.X), where N is the number of participating units, D is the
level of load curtailment requested and X is the largest cardinality of curtailment choices among the
participating units [23,24]. Alternatively, ecient Branch-And-Bound techniques are known and can
be applied [26]. Should the problem defined by Equations (12)–(17) prove infeasible, this will be due
a violation of constraint (13), indicating that there is not enough capacity to achieve the aggregated
DR value. In this case, either further units should be brought into the DR scenario, or the aggregator
should report that it might not be able to deliver the required target to the market.
4. Evaluation
In this section, the design and results obtained from both a computational study and experimental
test are reported in order to illustrate the proposed approach and to provide validation of its eectiveness
in providing explicit DR in an aggregated environment.
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4.1. Computational Study
For the computational study, five HVAC units are considered. The thermal dynamic model chosen
for each unit represented a typical heating/cooling zone with thermal time constant 20 min, sized with
a 200 kW direct expansion air conditioner heat pump. The dispatch algorithm was configured to
have a setpoint of 22 C and deadzone D = 1 C. An ambient temperature profile was generated from
recorded winter seasonal data in the UK in each simulation run, with the units configured for heating
purposes. The five HVAC units oer DR reductions as follows: Four of the units (A–D) oer 0–100 kWh
in 3.3 kWh steps @ 0.25¿/kWh, and 103.3 kWh to 160 kWh in 3.3 kWh steps @ 0.35¿/kWh EUR/kWh.
The final unit (E) oers 0–160 kWh in 3.3 kWh steps @ 0.2¿/kWh. The example considers the case of an
aggregate load curtailment (STOR request) of 500 kWh being required for an event lasting one hour.
Application of the modified knapsack DP algorithm (Equations (12)–(17)) yields the simple
minimum-cost solution as 160 kWh from HVAC unit E, 40 kWh from HVAC unit D and 100 kWh
each from units A–C, giving the required 500 kWh at a total cost of ¿117. Four simulation runs were
thus considered for an HVAC unit in the presence of the STOR event: (i) no DR activated (baseline);
(ii) 40 kWh reduction through DR; (iii) 100 kWh reduction through DR; and (iv) 160 kWh reduction
through DR. The responses obtained are given in Figures 6–9. Each figure indicates zone temperature
in C (red trace), HVAC on/o status (black trace) and temperature setpoint in C (dashed blue trace)
plotted versus time, in minutes. The figures also indicate the location of the DR window on the time
axis. The DR window commences after 380 min for a duration of 60 min; the notification of the
upcoming DR event occurs after 140 min.
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In the baseline case, with zero DR activity, after initially heating to the setpoint the temperature
cycles 1 C around the setpoint, and continues to do so during the DR window, with the HVAC
unit operating as normal. After initially achieving setpoint, the maximum, minimum and average
temperatures recorded were 23.0, 21.2 and 22.2 C respectively. In this case, 160 kWh is consumed
during the DR window. In the 40 kWh STOR case, after initially heating to the setpoint the temperature
again starts to cycle 1 C around the setpoint; but after approximately 290 min, deviations from
the regular cycle can be observed as the unit prepares for DR activity during the DR window. After
initially achieving setpoint, the maximum, minimum and average temperatures recorded were 23.0,
20.6 and 22.1 C respectively. In this case, 120 kWh is consumed during the DR window. Focusing
now upon the 100 kWh STOR case, after initially heating to the setpoint the temperature again starts
to cycle 1 C around the setpoint. After approximately 290 min, deviations from the regular cycle
can be observed as the unit prepares for DR activity during the DR window, during which 60 kWh
is consumed. A distinct period of pre-heating can be observed prior to this window. After initially
achieving setpoint, the maximum, minimum and average temperatures recorded were 23.9, 18.7 and
22.0 C respectively. Finally, concerning the 160 kWh STOR case, the unit again starts to cycle the
temperature 1 C around the setpoint after initially heating. A pronounced period of pre-heating
begins at the 260-min mark as the unit prepares for DR activity during the DR window. In this case,
zero kWh is consumed during the DR window, i.e., the unit remains in the ‘o’ state. After initially
achieving setpoint, the maximum, minimum and average temperatures recorded were 24.5, 16.1 and
21.7 C respectively.
As can be observed in Figures 8 and 9, the proposed dispatch strategy is eective in producing the
DR actions required in order to surgically reduce consumption during DR events. Although this has
some negative impact upon the zone temperature, this impact is minimized through the optimization
which has been developed. Accurate baselining and optimal activation of the unit both prior to and
during the DR window itself are evident. Figure 10 plots the electricity consumption (in kWh) for all
five HVAC units over the duration of the simulation time in both the DR and no DR (baseline) cases.
The aggregated consumption for the no-DR case during the DR window was found to be 833.3 kWh,
while the aggregated consumption for the DR case during DR window was found to be 333.3 kWh.
The commanded reduction of 500 kWh has clearly been achieved, and an accurate baseline provided
for settlement purposes. Figures 6–10 also clearly indicate that consumption has been shifted away
from the DR window to occur both before and after the window itself.
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4.2. Experimental Evaluation
For the experimental evaluation, testing was performed at an experimental site on the Teesside
University campus in Middlesbrough, UK, within the context of the Demand Response in Blocks of
Buildings (DR-BoB) Horizon 2020 project. The experiment was undertaken on four HVAC/AHU (air
handling units) providing both heating and cooling services to a large building housing oce spaces
and lecture rooms. Figure 11 shows a photograph of the locations on the rooftop at the demonstration
site building. The units were configured to operate in cooling mode, with circulating water setpoint set
at 5.25 C with deadzone D = 1.25 C. The cooled water feeds into individual room heat exchangers to
provide air conditioning and cooling in the oce spaces and lecture rooms.
To provide remote override and operation of the HVAC controls, and provide an interface to
measured temperatures, a BACNet connection to an additional programmable control device was
employed. This device represented the ITU, and allowed the implementation of the dispatch controls.
An internet connection to a cloud-based coordination application sending the simulated DR signals
was also implemented over a secured public IP connection. The HVAC dynamics are non-linear in the
HVAC units, being partially dependent upon the thermal demand. This demand is predictable and
manifests as a time varying coecient a(k) in Equation (2). In addition, a small transmission zero is
present and was included in the model, which provides a very good fit (90%) to historic recorded data.
The experimental test was carried out on the afternoon of the 1st of September 2017, during which
a DR event requiring a reduction of 200 kWh was simulated between the hours of 12:30 and 15:30.
Results for the response of HVAC/AHU #1 are shown in Figures 12 and 13. Figure 12 displays the
chiller return temperature (in C) for the unit during the course of the day, with the actual temperature
displayed in red and baseline temperature displayed in black. The ambient temperature outside the
building is displayed in green and the setpoint in blue. The unit is activated at approximately 09:30
and the water temperature is brought towards the setpoint. The disturbance at approximately 10:00 is
best attributed to a load change as internal heat exchangers are switched on as the building becomes
occupied. Pre-cooling of water temperature begins at 12:00 prior the DR event itself. The electricity
consumption of the unit is shown Figure 13. The red trace displays the actual (metered) consumption of
the unit, while the black trace displays the baseline (counterfactual) consumption of the unit. Figures 12
and 13 show evidence of pre-cooling, and the generation of an accurate baseline indicating a post-event
reduction in electricity consumption from the unit of 54.13 kWh. The overall aggregated reduced
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consumption obtained from HVAC units #2, #3 and #4 were at similar levels, meeting the aggregated
target of 200 kWh. Overall, these results provide a practical, experimental and real-world validation of
the techniques described in this research.
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5. Conclusions
This paper argues that since energy consumption is estimated to be about 40% accountable
to buildings, sustainable demand side management is one possibility to mitigate the dependence
of buildings on the electrical grid. As such, a novel approach to coordinated demand response
(DR) for aggregated HVAC is presented to support surgical (explicit) DR in buildings and blocks or
groups of buildings, which are possibly spread across multiple geographic locations. This approach
presents a large-scale decentralized optimization framework that leverages concepts of Industry 4.0,
incorporating distributed DP solutions for individual unit dispatch with a centralized DP allocation
procedure. In addition, an accurate baselining procedure to enable eective calculation of reduced
consumption and post-event settlement at the individual unit level has been proposed. The approach
has been validated using calibrated simulation studies and experimental tests, and it is demonstrated
that surgical DR can be eected by a number of coordinated units. Future work includes further
representative testing of the proposed approach and its commercialization. In addition, future work
will also investigate the integration of other forms of DR assets (e.g., combined heat and power (CHP)
plant [27] and smart home appliances [28] under rolling-horizon techno-economic optimization) into
the aggregated DR framework.
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