Abstract. The duality theorem for Coleff-Herrera products on a complex manifold says that if f = (f 1 , . . . , f p ) defines a complete intersection, then the annihilator of the Coleff-Herrera product µ f equals (locally) the ideal generated by f . This does not hold unrestrictedly on an analytic variety Z. We give necessary, and in many cases sufficient conditions for when the duality theorem holds. These conditions are related to how the zero set of f intersects certain singularity subvarieties of the sheaf O Z .
Introduction
Let f = (f 1 , . . . , f p ) be a tuple of holomorphic functions on an analytic variety Z, where we throughout the article will assume that Z has pure dimension. The Coleff-Herrera product of f , as introduced in [9] , can be defined by
Here, ϕ is a test form, and the integral on the right-hand side is analytic in λ for Re λ ≫ 0, and has an analytic continuation to λ = 0, and | λ=0 denotes this value. We will also denote the Coleff-Herrera product of f by µ f . The definition (1.1) is different from the original one, but in the case we focus on here, that f defines a complete intersection, i.e., that codim Z f = p, various different definitions including this definition and the original definition by Coleff and Herrera coincide, also on a singular variety, see [16] .
If f defines a complete intersection, the duality theorem, proven by Dickenstein and Sessa, [11] , and Passare, [18] , gives a close relation between the Coleff-Herrera product of f and the ideal J (f 1 , . . . , f p ) generated by f . This is done by means of the annihilator, ann µ f , of µ f , i.e., the holomorphic functions g such that gµ f = 0. Theorem 1.1. Let f = (f 1 , . . . , f p ) be a holomorphic mapping on a complex manifold defining a complete intersection. Then locally, J (f 1 , . . . , f p ) = ann µ f .
The Coleff-Herrera product of a holomorphic mapping is a current on Z. Currents on singular varieties can be defined in a similar way as on Date: July 2, 2010. 1 manifolds, i.e., as linear functionals on test-forms, see for example [15] . However, currents on Z also has a characterization in terms of currents in the ambient space: If i : Z → Ω is the inclusion, codim Z = k, and µ is a (p, q)-current on Z, then i * µ is a (k + p, k + q)-current on Ω that vanishes on all forms that vanish on Z. Conversely, if T is a (k + p, k + q)-current on Ω, that vanishes on all forms that vanish on Z, then T defines a unique (p, q)-current T ′ on Z such that i * T ′ = T . When we consider the Coleff-Herrera product in the ambient space, i.e., i * µ f , we will denote it bȳ
and in fact, by analytic continuation, it can be defined bȳ
.
On an analytic variety, one can find rather simple examples of functions annihilating the Coleff-Herrera product of a complete intersection without lying in the ideal. However, we have an inclusion in one of the directions, see [9] , Theorem 1.7.7. In this article, we discuss this inclusion, and give conditions for when the inclusion is an equality, and when the inclusion is strict.
Throughout this article, we will only discuss the duality theorem for strongly holomorphic functions on Z, i.e., functions f on Z, which are locally the restriction of holomorphic functions in the ambient space, denoted f ∈ O(Z). When we say holomorphic functions, we refer to strongly holomorphic functions. However, we will sometimes refer to them as strongly holomorphic functions, to make a distinction to weakly holomorphic, which we use in the introduction to provide examples. Recall that a function f : Z reg → C is weakly holomorphic on Z, denoted f ∈Õ(Z), if f is holomorphic on Z reg , and f is locally bounded at Z sing . Recall also that a germ of a variety, (Z, z), is said to be normal if O Z,z =Õ Z,z , and that the normalization of a variety Z is the unique (up to analytic isomorphism) variety Z ′ together with a finite proper surjective holomorphic map π :
One of the reasons we do not have equality in Theorem 1.2 is because of weakly holomorphic functions, namely if f = (f 1 , . . . , f p ) is strongly holomorphic and defining a complete intersection, and g = a i f i is strongly holomorphic while the functions a i are only weakly holomorphic, then by Theorem 4.3 in [15] , gµ f = 0, but it might very well happen that the a i cannot be chosen to be strongly holomorphic. For example, let Z = {z 3 = w 2 } ⊆ C 2 , which has normalization π(t) = (t 2 , t 3 ), and let f ∈Õ(Z) be such that π * f = t. Then f 2 = z and f 3 = w on Z, so that f 2 , f 3 ∈ O(Z) and f 3∂ (1/f 2 ) = 0 (note that since f 2 is strongly holomorphic on Z, we see this as a current on Z, as explained above), while f 3 = gf 2 for any g ∈ O(Z), since f / ∈ O(Z). That f 3∂ (1/f 2 ) = 0 can be seen either by going back to the normalization, where we get t 3∂ (1/t 2 ), which is 0 by the (smooth) duality theorem, or by seeing it as a current in the ambient space, and using the Poincaré-Lelong formula as in Example 1 below.
Let us now consider a germ of a normal variety (Z, z), and the Coleff-Herrera product of one holomorphic function. Assume that g ∈ ann∂(1/f ). Since∂(1/f ) is just∂ of 1/f in the current sense and g is holomorphic, we get that
In the smooth case, by regularity of the∂-operator on 0-currents, g1/f would be a holomorphic function. This will not hold in general on a singular space (as the example above shows). However, we get that
and any function holomorphic on an analytic variety outside some subvariety of codimension ≥ 2 is locally bounded, see [10] , Proposition II.6.1. Thus, g/f is weakly holomorphic, and since (Z, z) is normal, g/f ∈ O Z,z , i.e., g ∈ J (f ). Combined with Theorem 1.2, we get that the duality theorem holds for the Coleff-Herrera product of one holomorphic function on (Z, z) if it is normal. Assume now that (Z, z) is not normal. Then, there exists φ ∈Õ Z,z \ O Z,z . Since weakly holomorphic functions are meromorphic, we can write φ = g/h for some strongly holomorphic functions g and h. Then g∂(1/h) = 0, by Theorem 4.3 in [15] (the analogue of Theorem 1.2 for weakly holomorphic functions). However, since
Hence, in the case of the Coleff-Herrera product of one single holomorphic function on a germ of an analytic variety (Z, z), we get that the duality theorem holds for all f if and only if (Z, z) is normal. The next example shows that this characterization does not extend to tuples of holomorphic functions.
Then Z is normal since Z is a reduced complete intersection with Z sing = {0}, and a reduced complete intersection is normal if and only if codim Z sing ≥ 2. Let µ =∂(1/z k−1 ) ∧ · · · ∧∂(1/z 1 ) (seen as a current on Z). We claim that z k µ = 0 by considering this as a current in the ambient space, i.e., i * (z k µ), and using the Poincaré-Lelong formula,
. . , k, so each such term annihilates the current by Theorem 1.2.
We will show that depending on certain singularity subvarieties of the analytic sheaf O Z , compared to the zero set of f , we can give sufficient (and in many cases necessary) conditions for when the duality theorem holds on an analytic variety. This condition can be seen as a generalization of normality, coinciding with the usual notion of normality in the case p = 1.
Given a coherent ideal sheaf J , there exists locally a finite free resolution
of the sheaf O/J , and this induces a complex of vector bundles
We define Z k as the set of points where f k does not have optimal rank. If Z = Z(J ) and p = codim Z, then [12] , Corollary 20.12. If J = J Z , the ideal of holomorphic functions vanishing on Z, then we define
where p = codim Z. These sets are in fact independent of the choice of resolution by the uniqueness of minimal free resolutions in a local Noetherian ring, and from Remark 1 in [4] , Z k are independent of the local embedding of Z into C n . Hence they are intrinsic subvarieties of Z. We will use the convention that codim Z k refers to the codimension in Z, while by codim Z k , we refer to the codimension in the ambient space. Theorem 1.3. Let f = (f 1 , . . . , f p ) be a holomorphic mapping on a germ of an analytic variety (Z, z) defining a complete intersection. If
The proof of Theorem 1.3 is in Section 3. One might conjecture that this equality of the annihilator and the ideal holds if and only if the conditions in the theorem are satisified. We have not been able to prove this in this generality, but have focused on a slightly weaker formulation of it. To do this, we introduce the notion of p-duality for an analytic variety. 
We believe that the converse of ( * ) holds, and we will discuss this throughout the rest of this introduction. We show that indeed, in many cases, the converse of ( * ) holds, and if the condition in ( * ) is not a precise condition for p-duality, it is at least very close to being so. We saw above that 1-duality is equivalent to that Z is normal. The condition codim Z k ≥ k + 2 in ( * ) is exactly the condition that Z is normal. This is proved in [17] , but can also be seen using the conditions R1 and S2 in Serre's criterion for normality. Indeed, one can verify that the conditions R1 and S2 are equivalent to the condition codim Z k ≥ k + 2. Thus, the converse of ( * ) holds when p = 1.
Recall that a germ (Z, z) is said to be Cohen-Macaulay if the ring O/J Z,z is Cohen-Macaulay. More concretely, this means that O/J Z,z has a free resolution of length p = codim (Z, z). Equivalently,
is CohenMacaulay, the converse of ( * ) holds.
for some w arbitrarily close to z, defining a complete intersection, and
Remark 1. In general, we need to move to a nearby germ in order to find the counterexample, however, if Z sing is a complete intersection in Z, we can take w = z.
In particular, if (Z, z) is a reduced complete intersection, then (Z, z) is Cohen-Macaulay since the Koszul complex is a free resolution of length codim (Z, z).
In Example 1, (Z, 0) is Cohen-Macaulay (since it is a reduced complete intersection) and Z sing = {0}, which has codimension k − 1 in (Z, 0). Proposition 1.4 then says that there exists a complete intersec-
. . , z k−1 ) and g = z k is exactly such an example, while for any complete intersection of codimension < k − 1, the duality theorem holds by Theorem 1.3.
If (Z, z) is not Cohen-Macaulay, we get the converse of ( * ) only for the least p such that the condition in ( * ) is not satisfied.
If p = 1, then the weakly holomorphic functions give rise to counterexamples as described above.
The proofs of Proposition 1.4 and Proposition 1.5 are in Section 6 and Section 7 respectively. To prove Proposition 1.4, we use Theorem 5.3, which says that there exists a tuple ξ of holomorphic (p, 0)-forms such that
where [Z] is the integration current on Z, and
, and the current R Z is defined by means of a free resolution of O/J Z , see Section 2. The existence of such ξ i is proved in [3] , but the tuple ξ is not explicitly given. What we prove in Theorem 5.3 is that if R Z is the current associated with a minimal free resolution, then all ξ i vanish at Z sing . This result can be seen as one generalization of the Poincaré-Lelong formula from the reduced complete intersection case to the Cohen-Macaulay case. In the reduced complete intersection case, the representation (1.4) is given by the Poincaré-Lelong formula, and since in that case, ξ is explicitly given, the fact that ξ vanish at Z sing follows from the implicit function theorem, see the beginning of Section 5.
Summarizing Theorem 1.3 and Propositions 1.4 and 1.5, we get the following. Corollary 1.6. Assume that codim Z k ≥ k + p for all k ≥ 0, with equality for some k. Then (Z, w) has q-duality for q < p and all w in some neighborhood of z, and (Z, w) does not have q-duality for q = p for some w arbitrarily close to z. In addition, if codim Z sing = p, that is, we have equality for k = 0, then (Z, w) does not have q-duality for q > p for some w arbitrarily close to z.
Proof. The only part that does not follow immediately from Theorem 1.3, Proposition 1.4 and Proposition 1.5 is if q > p, (Z, z) is not Cohen-Macaulay but there is equality in codim Z k ≥ k + p for k = 0. However, in that case, codim Z 0 = p and codim
there is some w ∈ Z 0 arbitrarily close to z such that (Z, w) is Cohen-Macaulay (i.e., w ∈ Z 0 \ Z 1 ), and we can apply Proposition 1.4.
Residue currents and free resolutions
We will begin by recalling some facts about residue currents. Let J be a coherent ideal sheaf, and let (E, f ) be a free resolution of the sheaf O/J as in (1.2). We will throughout assume that J has pure dimension, which means that the zero set Z = Z(J ) has pure dimension. Mostly, we will use the case when J = J Z , the sheaf of holomorphic functions vanishing on the analytic variety Z. In particular, if Z is a reduced complete intersection, and J Z = J (f 1 , . . . , f p ), then the Koszul complex of f is a free resolution of O/J Z . In [5] , Andersson and Wulcan constructed a residue current with annihilator equal to J , a current which will be important in the proofs of the theorems above. Theorem 2.1. Let J be a coherent ideal sheaf of pure dimension with a free resolution (E, f ), and let Z = Z(J ). If p = codim Z, then, given Hermitian metrics on E, there exists a current
If Z is an analytic subvariety, we will denote by R Z the current associated with a free resolution of J Z of minimal length. Note that this current is not in general uniquely defined, as it might depend on the choice of metrics.
We will only recall briefly how these currents are defined, see [5] for details. There exists a form u, smooth outside of Z = Z(J ) such that if F = 0 is a holomorphic function vanishing at Z, then R E is defined by
where for Re λ ≫ 0, this is a (current-valued) analytic function in λ, and | λ=0 denotes the analytic continuation to λ = 0. If f = (f 1 , . . . , f p ) defines a complete intersection, the Coleff-Herrera product coincides with the so called Bochner-Martinelli current of f , as introduced by Passare, Tsikh and Yger in [19] in the smooth case. It was also developed in the case of an analytic variety in [7] . If f defines a complete intersection, the Bochner-Martinelli current of f , denoted R f , can be defined as the current associated with the Koszul complex of f . In fact, in [5] , currents associated with any generically exact complex of vector bundles are defined, and not only free resolutions as in Theorem 2.1, and then the Bochner-Martinelli current for an arbitrary f can be defined as the current associated with the Koszul complex of f , see [1] . This equality of the Coleff-Herrera product and Bochner-Martinelli current makes the Coleff-Herrera product fit in the framework of residue currents associated with a free resolution, and this substitution will be used throughout the arguments. The theorem below is Theorem 4.1 in [19] in the smooth case, and Theorem 6.3 in [15] in the singular case. Pseudomeromorphic currents were introduced in [6] . A current of the form 1 z
where α is a smooth form with compact support, is called an elementary current. A current T is said to be a pseudomeromorphic current, denoted T ∈ PM, if it is a locally finite sum of push-forwards of elementary currents. As can be seen from their construction, the Coleff-Herrera product µ f and the current R E associated with a free resolution are pseudomeromorphic. We will need the following property of pseudomeromorphic currents, see Corollary 2.4 in [6] .
Proposition 2.3. If T ∈ PM is of bidegree (0, p) and T has support on a variety of codimension ≥ p + 1, then T = 0.
We will use results from [2] , that one can define products of the currents R f and R Z , and that under certain conditions, the annihilator of the product R f ∧ R Z equals the sum of the ideals J (f ) + J Z . This type of product can be defined more generally for currents R E and R F associated with two free resolutions E and F . If R E is defined by
Remark 2. If we consider R f ∧ R Z , where f = (f 1 , . . . , f p ) is a strongly holomorphic mapping on Z, then this depends a priori on the choice of representatives of f in the ambient space. We will only need that under certain conditions, ann R f ∧ R Z = J (f ) + J Z , which is independent of the choice of representatives. However, one can in fact show that R f ∧ R Z does not depend on the choice of representatives, essentially due to that R Z is annihilated by both holomorphic and anti-holomorphic functions vanishing on Z.
If
0 → E n fn − → E n−1 → . . . 
The following theorem, Theorem 4.1 and Remark 8 in [2] , and its corollary gives conditions for when the annihilator of R E ∧R F coincides with the sum of the annihilators, and when the tensor product of two (minimal) free resolutions is a (minimal) free resolution. 
) is a free resolution of I + J . In addition, if both E and F are minimal free resolutions at some point z, then the tensor product is a minimal free resolution.
To be precise, the last statement is not included in [2] . However, if the tensor product is a free resolution, it follows immediately from the definition of minimality at some z, that Im f k ⊆ m z O(E k−1 ) (where m z denotes the maximal ideal of O C n ,z ), that it is minimal. Corollary 2.5. If f = (f 1 , . . . , f p ) is a reduced complete intersection on Z, and codim Z f ∩ Z l ≥ p + l for l ≥ 1, then ann R f ∧ R Z = J (f ) + J Z , and the tensor product of the Koszul complex of f and a free resolution of J Z is a free resolution of J (f )+J Z . In addition, if the free resolution of J Z is minimal at some point z, then the tensor product is a minimal free resolution.
Proof. If f is a complete intersection, then the Koszul complex of f is a minimal free resolution, and its associated singularity subvarieties Z f k are equal to Z f for k ≤ p, and empty for k > p. Since Z l = Z for l ≤ codim Z, the condition codim Z f ∩ Z l ≥ p + l is automatic for l ≤ codim Z since f is a complete intersection on Z. Thus, the
Proof of Theorem 1.3
The inclusion J (f 1 , . . . , f p ) ⊆ ann µ f follows from Theorem 1.2 (also without the conditions on Z k ∩Z f ), so we only need to prove the reverse inclusion. Assume that Z ⊆ Ω ⊆ C n and that codim Z = q. Then
, where i : Z → Ω is the inclusion, and by Theorem 2.2, 
q is a (0, p + q)-current with support on Z f ∩Z sing , so by Proposition 2.3, it is 0 since Z f ∩Z sing has codimension ≥ p + q + 1.
Outside of Z k+1 , there exists a smooth Hom (E q+k , E q+k+1 )-valued smooth (0, 1)-form α q+k+1 such that R Z q+k+1 = α q+k+1 R Z q+k , see [5] . We will prove by induction that
Above we proved this for k = 0, so let us assume that it is proved for k. Then
has support on Z f ∩Z k+1 which has codimension ≥ p + q + k + 2, and since it is a pseudomeromorphic current of bidegree (0, p + q + k + 1), it is 0 by Proposition 2.3. Thus we have proven that g ∈ ann(R f ∧ R Z ). By Corollary 2.5, ann(R f ∧ R Z ) = J (f ) + J Z , and hence we get that g ∈ J (f ) + J Z .
Complete intersections and choice of coordinates
This section contains several lemmas about choices of coordinates and existence of complete intersections containing a certain variety. They will be used throughout the rest of the sections. This first lemma, which is based on the first lemma in Section 5.2.2 in [13] , is the basis for the rest of them. 
Proof. The set E of a ∈ C m such that (Z, z) ∩ {a · f = 0} = (Z, z) is a linear subspace of C m , and since (Z, z) ∩ {f 1 = · · · = f m = 0} has positive codimension, it must be a proper subspace. If (Z, z) is irreducible, there thus exists a proper subspace E ⊆ C m such that (Z, z) ∩ {a · f = 0} has codimension 1 in (Z, z) if a ∈ C m \ E. If (Z, z) is reducible, then there exists such subspaces E i for each irreducible component (Z i , z) of (Z, z), and thus we can take E = ∪E i .
The following two lemmas are about existence of certain complete intersections containing a given variety, and their existence are the basis for the counterexamples to the duality theorem. 
Proceeding in the same way with (Z, z) ∩ {f
will be the desired complete intersection. This last lemma is about the existence of a certain choice of coordinates, which is used in the proof of Theorem 5.3.
Lemma 4.4. Let (Z, 0) ⊆ (C n , 0) and assume that Z has pure dimension d. Then we can choose coordinates w on C n such that (Z, 0) ∩ {w I = 0} = {0} for all I ⊆ {1, . . . , n} with |I| = d.
Proof. We will choose the coordinates w on C n inductively. By Lemma 4.1, there exists E such that (Z, 0) ∩ {a · z = 0} has codimension 1 in Z if a / ∈ E, and we choose w 1 = a · z for some a / ∈ E. Now, we assume by induction that we have chosen coordinates (w 1 , . . . , w k ) such that (Z, 0) ∩ {w I = 0} has codimension |I| for each I ⊆ {1, . . . , k} with |I| ≤ d. For each I ⊆ {1, . . . , k} with |I| ≤ d − 1, we can then find E I by Lemma 4.1 such that (Z, 0) ∩ {w I = 0} ∩ {a · z = 0} has codimension 1 in (Z, 0) ∩ {w I = 0} if a / ∈ E I . Since each E I is a finite union of proper subspaces of C n , we can find a ∈ C n \ ∪E I , and we then let w k+1 = a · z. Proceeding in this way, w = (w 1 , . . . , w n ) will be the desired choice of coordinates.
Representations of the integration current in the Cohen-Macaulay case
To prove Proposition 1.4, we will use the following representation of the integration current [Z] on Z in terms of the current R Z . Assume that Z is Cohen-Macaulay, and that codim Z = p, so that R Z = R Z p by Theorem 2.1. By Example 1, [3] , there exist holomorphic (p, 0)-forms ξ i such that
where R Z p,i are the various components of R Z , i.e., given a local frame (e 1 , .
If Z is a reduced complete intersection defined by f = (f 1 , . . . , f p ), then R Z = µ f by Theorem 2.2, and by the Poincaré-Lelong formula, see [9] , we have
Thus, we can take ξ = df 1 ∧ · · ·∧ df p , and then it is clear by the implicit function theorem that ξ vanishes at Z sing . We will show that this is the case also when Z is Cohen-Macaulay. This is Theorem 5.3, and the proof will use the following lemmas. Recall that the socle of module M over a local ring (R, m, k) is defined as Hom R (k, M), see [8] . We will use the following characterization of the socle, which is immediate from the definition:
Lemma 5.1. Let q be a germ of an ideal at 0 such that √ q = m, where m is the maximal ideal at 0, and let
Proof. We have
since Tor n (O/m, O/q) is just the n:th homology of the complex (5.3) tensored with O/m. This is C rank En since the free resolution is minimal so that iff 
for some a i ∈ C, where R 0 is the current δ z=0 dz, that is, R 0 .ϕdz = ϕ(0). We thus get a mappingμ Proof. As mentioned in the introduction of the section, the existence of ξ i is Example 1 in [3] , so we only need to prove that ξ i vanish at Z sing if R Z is defined with respect to a minimal free resolution. Assume that 0 ∈ Z sing . We begin by choosing coordinates in C n such that {w J = 0} ∩ Z = {0} for all J ⊆ {1, . . . , n} with |J| = n − p, which is possible by Lemma 4.4. We have
where ξ I,i are holomorphic functions, and we are done if we can prove that ξ I,i (0) = 0 for all ξ I,i . Fix some I ⊆ {1, . . . , n} with |I| = p. Let w ′ = (w J 1 , . . . , w J n−p ), where J = I c . By the Poincaré-Lelong formula applied to w ′ on Z, see [9] , Section 1.9, we have that
for some k ≥ 1. Combined with the Poincaré-Lelong formula applied to w in C n , we get
Since by (5.5)
we get that
for some constant C = 0. We first consider the case when R Z consists of one single component R [10] , since the number of functions needed to generate the maximal ideal at a singular point must be strictly larger than the dimension. Thus there exists a g in
, and hence we must have ξ I (0) = 0. Now we consider the case when R Z p consists of more than one component. By Corollary 2.5, the tensor product of the Koszul complex of w ′ and the minimal free resolution of J Z is a minimal free resolution of q := J (w ′ ) + J Z , and the rank N of its left-most non-zero module is equal to the rank of the left-most non-zero module in the free resolution of J Z since the left-most non-zero module of the Koszul complex has rank 1. By Corollary 2.5, we have 7. Singularity subvarieties and counterexamples in the non Cohen-Macaulay case
We will recall the notion of singularity subvarieties of analytic sheafs from [20] . Let R be a local Noetherian ring and M = 0 a finitely generated R-module. A regular M-sequence in an ideal I ⊆ R is a sequence (f 1 , . . . , f p ) in I such that f i is not a zero-divisor in M/(f 1 , . . . , f i−1 )M for i = 1, . . . , p. The depth of an ideal I on a module M, denoted depth I M is the maximal length of a regular M-sequence in I. By depth R M, we will denote the depth of the maximal ideal m of R on M. This is also called the homological codimension of R. The homological dimension of M, denoted dh R M, is defined as the minimal length of any free resolution of M.
A regular local ring is a local ring R such that the maximal ideal m of R is generated by n = dim R elements, where dim R is the Krulldimension of R, that is, the maximal length of a strict chain of prime ideals in R. In particular, if Z is an analytic variety, then O Z,z is a regular local ring if and only if z ∈ Z reg , see Proposition 4.32 in [10] . The following is Theorem 19.9 in [12] . Proposition 7.1. If R is a regular local ring, and M is a finitely generated R-module, then dh R M + depth R M = dim R.
Let F be a coherent analytic sheaf on Ω ⊆ C n , and let O z denote the ring of germs of holomorphic functions at z in Ω. The singularity subvarieties, S m , of F are defined by
where we use the convention that depth R M = ∞ if M = 0, so that S m ⊆ supp F . We will use the following alternative definition of the sets Z k associated with an analytic sheaf above:
(in the introduction, we defined the sets Z k if F was of the form O/J , where J was an coherent ideal sheaf, but the same definition works for any coherent analytic sheaf). To see this, note first that if rank F k (z) is constant in a neighborhood of some z 0 ∈ Ω, then O(E k−1 )/Im F k is free in a neighborhood of z 0 , and conversely, by the uniqueness of minimal free resolutions, rank F k must be constant in a neighborhood of z if k > dh Oz F z Proposition 7.2. If F is coherent analytic sheaf on some open set in C n , we have S k (F ) = Z n−k (F ).
Let Ω ⊆ C n be an open set, A a subvariety of Ω with ideal sheaf J A , and F a coherent analytic sheaf in Ω. For z ∈ Ω, we define depth A,z F = ∞ if F z = 0 depth J A,z F otherwise . and depth A F = inf z∈A depth A,z F
The following is (part of) Theorem 1.14 in [20] .
Theorem 7.3. Let Ω ⊆ C n be some open set, A a subvariety of Ω, and F a coherent analytic sheaf in Ω. Then for q ≥ 1, we have depth A F ≥ q if and only if dim A ∩ S k+q (F ) ≤ k for all k.
In particular, if we let Z be an analytic subvariety of Ω, F = O Z , and A = Z 1 , where the sets Z k associated with Z are defined as in (1.3), we get the following. Proof. If we apply Theorem 7.3 to A = Z 1 and F = O Z , then we only need to prove that codim Z k ≥ q + k for k ≥ 1 is equivalent to dim Z 1 ∩ S k+q (O Z ) ≤ k. We can write the last condition as dim(Z 1 ∩ Z n−k−q ) ≤ k by Proposition 7.2. If we replace dim V by n − codim V and set k ′ = n−k−q, we get codim (Z 1 ∩Z k ′ ) ≥ q+k ′ . Since Z k = Z for k ≤ p, where p = codim Z, and Z 1 = Z p+1 , this condition for k ≤ p is equivalent to codim Z p+1 ≥ p + q + 1 (in Ω), and since Z k ⊆ Z p+1 = Z 1 for k > p + 1, this is equivalent to codim Z p+k ≥ p + q + k for k ≥ 2.
In C n , it is a standard result that a tuple f = (f 1 , . . . , f p ) of holomorphic functions is a complete intersection if and only if it is a regular sequence. However, Corollary 7.4 says that this is not always the case on a singular variety. We will illustrate this with an example.
Example 2. Let π(t 1 , t 2 ) = (t 1 , t 1 t 2 , t 2 2 , t 3 2 ), and let Z = π(C 2 ). Then Z sing = {0}, because outside of {t 1 = t 2 = 0}, one can construct a holomorphic inverse to π, and we will see that Z is not normal at 0, so 0 ∈ Z sing . The function f such that π * f = t 2 is weakly holomorphic on Z, since when t 1 = 0, f = z 2 /z 1 , and when t 2 = 0, f = z 4 /z 3 , so that f ∈ O(Z reg ), and it is clear that f is locally bounded near Z sing = {0}. However, f is not strongly holomorphic at 0, because if f = h on Z in a neighborhood of 0, where h is holomorphic in a neighborhood of 0 in C 4 , then by taking pull-back by π to C 2 , we get t 2 = h(t 1 , t 1 t 2 , t 2 2 , t 3 2 ), which can be seen to be impossible by a Taylor expansion of h at 0.
Since Z has pure dimension, codim Zfor some k ≤ p. However, by Theorem 1.3, we have equality for k ≤ p − 1. Thus we must have strict inclusion in (7.3) for k = p.
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