This work is devoted to the question of uniqueness and solvability for the linear problem of ship waves, describing the forward motion of rigid totally submerged bodies in an unbounded fluid with a free surface. We discuss the statement of the problem with some attention paid to the conditions at infinity. For the problem we derive Green's identity and boundary Fredholm integral equations on the wetted surface of the bodies. Equivalence of the equations and the boundary problem is proved. New criteria and sufficient conditions of unique solvability are suggested. A uniqueness theorem is proved in the form of simple bounds of parameters of possible non-uniqueness parameters. Algorithms for verification of uniqueness are developed and numerical results illustrating the theoretical considerations are given.
Introduction
In this work we consider the uniqueness and solvability questions for the classical linear problem of ship waves. The problem appears in the framework of surface-wave theory and describes the forward motion of rigid bodies with a constant speed in an unbounded heavy fluid with a free surface. We shall consider the case when the contours of ships are totally submerged in both two and three dimensions. The fluid is assumed to be ideal and incompressible and its motion is steady-state and irrotational. It is known that the motion is described by a velocity potential; derivation of the corresponding boundary-value problem can be found, for example, in the book (1) , which also contains a good review of existing results for the problem under consideration.
It is notable that, despite the problem's long history, there are open questions related to the statement itself. Since an unbounded water domain is considered, the problem should be completed with conditions at infinity and the conditions are not fully understood in the three-dimensional case. The existing variants of the conditions are formulated in an explicit form only for the Green function of the problem (potential of a moving source). It is also known that the conditions in the classical textbook (2) and the new on-line edition of the book are not correct (see (3) ). In a very thorough mathematical investigation of the problem (1) the conditions were formulated in terms of the velocity potential (not of the velocity) which makes unclear their physical interpretation. In this paper we shall use the conditions at infinity suggested for the three-dimensional problem in (3) .
For the considered statement of the problem we derive Green's identity and boundary Fredholm integral equations on the wetted surface of the bodies and prove equivalence of the equations to the boundary-value problem in both the two-and three-dimensional cases. This allows us to use the approaches (4) and (5) (which were suggested for the water wave problem) and to obtain sufficient conditions and criteria of unique solvability for the problem in question. Using the scheme of (4) we prove a uniqueness theorem in the form of simple bounds of parameters of possible non-uniqueness parameters. In particular, the theorem guarantees uniqueness for any system of bodies for submergence larger than a certain value depending on the geometry. The formulation (5) of uniqueness and solvability question in terms of eigenvalues of self-adjoint operators also allows us to formulate sufficient conditions of uniqueness based on approximations of the operator and to obtain a numerical algorithm for verification of uniqueness. It is worth noting that the results are valid for bodies of arbitrary shape, without any assumptions on finiteness of Dirichlet energy integral over the domain occupied by the fluid.
In addition, by using the boundary integral equations and the symmetrization of the integral operators (5) we derive a new criterion of uniqueness which is seemed to be more suitable for finding non-uniqueness for a given geometry of ships and a given value of the forward speed. By using the criterion we work out a numerical algorithm and apply it for some particular geometries of bodies and some ranges of the forward velocity. So far the computations have not lead to finding non-uniqueness examples which may mean that generally examples of non-uniqueness do not exist (which would be in contrast to the case of surface-piercing bodies and the water wave problem for totally submerged bodies, where examples are known, see (6, 7) ). On the other hand, it may mean that we need better understanding of the conditions for which non-uniqueness could manifest itself. To this end, additional physical reasoning and perhaps experimental data would be useful in suggesting geometries and ranges of the forward speed which could then be checked with our numerical algorithm. Now we give a brief outline of the paper. In § 2 we introduce notations and present the mathematical problem; particular attention is paid to the conditions at infinity for the velocity potential. Green's function for the problem is presented in § 3 and in § 4 we derive Green's representation for the solution to the problem. In § 5 we derive and study boundary integral equations of potential theory and prove their equivalence to the boundaryvalue problem. The results of § 5 guarantee solvability of the problem if uniqueness is proved; a number of uniqueness theorems are given in the following sections. In § 6 by using the approach of (4) a uniqueness theorem is proved in the form of simple bounds for the parameters of the problem, corresponding to non-uniqueness. In § 7 we find a criterion of uniqueness based on symmetrization of integral operators and investigation of the spectrum of the resulting self-adjoint operator. A sufficient condition for uniqueness based on the criterion and approximation of the integral operator is found and studied in § 8 where we also present algorithms for verifying uniqueness. Another criterion of uniqueness is suggested in § 9, where we also give sufficient conditions for existence of non-uniqueness examples. Results of numerical computations for the criteria and sufficient conditions of uniqueness are presented in § § 6 and 8. 
Statement of the problem
We shall consider the problem of the horizontal forward motion of submerged rigid bodies B with wetted surface S = ∂B through an unbounded fluid W that has a free surface F (see fig. 1 ). The ships move with a constant speed U , the fluid is assumed to be ideal and incompressible and its motion to be steady-state and irrotational. A Cartesian coordinate system is attached to the bodies; the x-axis is parallel to the direction of motion, z is another horizontal axis, and the y-axis is directed vertically upwards. For the two-dimensional problem W , F and S will denote the cross-sections of the corresponding domains. The mathematical problem of linear surface wave theory consists of finding a velocity potential u : W → R, satisfying the boundary-value problem
1)
2)
where R n − = {y < 0}, n = 2, 3 denotes dimensionality of the problem, ν = g/U 2 is the wave number, g is the acceleration due to gravity, and f = U cos(n, x) if impermeability is assumed. It is natural to assume that u ∈ C 2 (W ), ∂ 2 x u, ∂ y u ∈ C(W ∪ F ) and u has regular normal derivative ∂ n u on S. In (2.3) C 1,α (0 < α < 1) is Hölder's space; the chosen classes are in agreement with potential theory's integral equation method (see e.g. (1, § 2.1)).
As it was mentioned above, since the domain W is unbounded, the problem should be completed with conditions at infinity. A natural assumption which can be used in derivation of the conditions is the absence of fluid motion at infinity upstream (x → +∞). The conditions should be sufficiently strong to remove the eigensolutions in the empty layer (in the absence of bodies) and at the same time they have to allow us to find a non-trivial solution to the problem.
In the two-dimensional case the general form of solution in the empty layer R 2 − is wellknown (see e.g (1)). Namely, the solution u 0 satisfying Laplace's equation in R 2 − , the condition (2.2) on F and submitted to the condition
where W = R 2 − , has the form 5) where k i are some arbitrary complex coefficients. Using the notation η for the free surface elevation η = U g −1 ∂ x u y=0 it is easy to see that the eigensolution u 0 is removed (k 1 = k 2 = k 3 = 0) by the following condition
In the three-dimensional case the general form of solutions in the empty layer was obtained in the paper (3), where it was also shown that the known variants of conditions for the potential of a moving source (see (2) and its new on-line edition) do not remove the eigensolutions appearing in the stream in the absence of body and, thus, do not allow us to define uniquely even the Green function. We shall not reproduce the solution in an empty layer here, however we shall widely use the following assertion which was proved in (3). 
(2.6b)
It is notable that the condition (2.6b) can also be referred as the 'absence of fluid motion at infinity upstream'. However, unlike the two-dimensional case we also demand sufficiently rapid decaying of the velocity field. In (3) it was also shown that (2.6b) can be replaced by a simpler and stronger condition. We can demand
to be fulfilled uniformly in arg(x + iz). Further we shall consider the problem (2.1)-(2.3), augmented by the conditions (2.4) and (2.6). Our purpose is to prove unique solvability of the problem for moving bodies for almost all values of ν and to give criteria and sufficient conditions for proving unique solvability in intervals of ν and for finding examples of non-uniqueness.
Green's function of the problem
We shall denote by G(P, Q) the potential of a source located at the point Q and computed at the point P . (Below we shall use the notations P = (x, y, z), Q = (x 0 , y 0 , z 0 ) for n = 3 and P = (x, y), Q = (x 0 , y 0 ) for n = 2.) Without loss of generality we can give a representation of the Green's function G 0 (P ; y 0 ) = G(P, Q 0 ) for the case when the source is located at the origin of the horizontal coordinates, so that Q = Q 0 = (0, y 0 , 0) (n = 3), Q = Q 0 = (0, y 0 ) (n = 2), where y 0 < 0. The general case of an arbitrary source location is obtained from
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The function G 0 (P ; y 0 ) satisfies
3)
where ∇ P = (∂ x , ∂ y , ∂ z ) when n = 3 and ∇ P = (∂ x , ∂ y ) when n = 2; δ is Dirac's deltafunction, V (Q 0 ) is a neighbourhood of the point Q 0 . In the two-dimensional problem we have (see e.g. (1, § 6.3.1))
where means principal value integration, Z = x+ i(y +y 0 ) and Ei is the integral exponent function (see e.g. (8, ch. 5)).
In the three-dimensional case consider G 0 (x, y, z; y 0 ) = 1 4π
where R ± = x 2 + (y ± y 0 ) 2 + z 2 ,
(H is the Heaviside function) and
The function G 0 satisfies (3.1), (3.2) . In (9, 1) asymptotics of ∇G 0 are obtained and in particular, from the formulae given in (1, § 6.2) it follows that |∇G 0 | decays to zero as R − → ∞, which yields (3.3). In addition, it is established that for (x, y, z) ∈ F and x > 0
when R 0 = x 2 + y 2 0 + z 2 > 1 (here c does not depend on x, z, y 0 ). This means that the function (3.7) also satisfies the condition (3.4), which can also be replaced with the stronger one:
R, for x > 0 and some R > 0.
Comparing the set of equations (3.1)-(3.4) with the statement of Theorem 2.1 it is easy to see that the theorem guarantees uniqueness (up to an additive constant) of the Green function (3.7). Further, we shall need a different representation of the Green's function. We start with the following formula given in (10) (it can also be obtained with simple residue calculus from (3.7)):
As is observed in (10), the integral in the last representation, passing above the pole k = ν sec 2 θ, can be rewritten as
It is easy to check that
and, thus, we get
(which is basically the formula (4) from (10), but for our purpose it is more convenient to use Ei instead of E 1 ). It is also interesting to compare the last formula with the two-dimensional one (see (3.6)).
Green's identity
Our purpose in the present section is to derive Green's identity
both for the two-and three-dimensional problems. As above we shall use notation n for the dimensionality of the problem. We denote for P ∈ S x ± = ± max{±x}, y ± = ± max{±y}, z ± = ± max{±z}.
For p, q ∈ R we consider an infinitely smooth cut-off function such that χ p,q (t) = 1 for p − ε t q + ε, 0 for t < p − 2ε and t > q + 2ε.
We fix sufficiently small ε (0 < ε < |y + |/2) and introduce new potentials
Unlike u the function u 0 is defined everywhere in R n − and the potential u 0 coincides with u in W \ B * , where
Further we shall also use notation S * = ∂B * . We note that due to (2.4) (11)). This yields
where supp σ ⊂ B * and σ ∈ C ∞ (R n − ). Obviously, the function u 0 also satisfies conditions (2.2), (2.6) and, since u 0 ∈ C ∞ (R n − ), taking into account (2.4) we find
Consider now the potential
In view of the properties of the Green function u 1 satisfies (2.2) and (4.4). Hence, the difference u 0 − u 1 satisfies condition (2.2) and Laplace's equation in R n − . Let us show that the potential u 0 − u 1 satisfies the condition
The function G(P, Q) is analytic in P when P ∈ R n − \ {Q}. Moreover, for Q ∈ B * (i.e. y 0 y + + 2ε < 0) Green's function allows analytic continuation to positive values of y < −y + − 2ε (see (3.5) and (3.7)). Thus, from (4.6) it obviously follows that u 1 ∈ C ∞ (W * ∪ {y = 0}), where W * = R n − \ B * . This means that |∇u 1 | is bounded in any compact subset of W * ∪ {y = 0}. At the same time, we have
From the asymptotics of ∇G, given in (1, § 6.2.1), it follows that ∇ P G(P, Q) = o(1) as dist(P, Q) → ∞. Thus, (4.8) and the above remark on boundedness of |∇u 1 | in any compact set of W * ∪ F allow us to conclude that
where E is any compact subset of W which contains B * along with some vicinity of the set. Consider now the kinetic energy integral for ∇(u 0 − u 1 ) over the compact set E ⊃ B * . Since u 0 − u 1 satisfies the Laplace equation in R n − , Green's identity leads us to the equality
Without loss of generality we can assume that the curve ∂E is sufficiently smooth. Then, since u 0 , u 1 ∈ C ∞ (W * ), the integral in the right-hand side is finite and from the latter equality we have
Then, u 0 − u 1 belongs to H 1 (E) and Proposition 8.11, § 8.3, (11) guarantees that u 0 − u 1 ∈ C ∞ (E). This means that sup E |∇(u 0 − u 1 )| < ∞ and, taking into account (4.5), (4.9), we arrive at (4.7).
Let us now prove that u 1 (and, thus, u 0 − u 1 ) satisfies (2.6a) for n = 2 and (2.6b) (and even (2.6c)) for n = 3. Consider first the two-dimensional problem. From (3.6) we can easily derive that
We shall now use the expansion Ei(ζ)
10) given in (4). Then, for x > 0 we find
and by (4.6) for x > x * = x + + 2ε
where |B * | is the area of B * , and y * = y + + 2ε. Consider now the three-dimensional problem, where the condition at infinity upstream (2.6b) (or (2.6c)) is more involved. We have
Then, analogously to the considered two-dimensional case for x > x * we can write with the aid of inequality (3.8)
where z * = z + + 2ε, |B * | is the volume of B * . From the last inequality it follows that u 1 satisfies both (2.6c) and the weaker condition (2.6b). Finally, we have established that the function u 0 − u 1 satisfies conditions (2.2), (4.7), Laplace's equation in R n − , and (2.6a) for n = 2 or (2.6b) for n = 3. Hence, the function is equal to a constant: in the two-dimensional case this follows from the general form of the eigensolutions in the empty layer (2.5), and in the three-dimensional problem it follows from Theorem 2.1.
Thus, we have u 0 − u 1 = c, where c is some constant, and
By application of Green's formula over B * for P ∈ W * we find
where the normal is outward with respect to B * and we also use the fact that ∇ 2 Q G(P, Q) = 0 when P ∈ B * (the latter can be checked directly from the representations (3.5), (3.7) or from (3.1) by using arguments based on the introduction of a problem with opposite direction of the stream; see below).
Taking into account the continuity of u 0 and its derivatives (u 0 ∈ C ∞ (R n − )) and the definition of u 0 (4.2) we find
and from an application of Green's identity over B * \ B it is also easy to observe that for
Since u = u 0 in W * , from (4.12) and (4.13) we find
14)
The right-hand side of the latter equation defines an analytic function on W and since it coincides with u − c on W * , the representation is valid for any P ∈ W . We should recall at this point that a solution to the problem (2.1)-(2.4), (2.6) is defined up to an additive constant. The right-hand side of (4.14) does not depend on the choice of the constant. Thus by replacing u by the potential u − c in the integral in the right-hand side of (4.14) we finally arrive at the identity (4.1), where (and we shall emphasize it when using the identity) u in both sides of the identity is chosen from the family of solutions by fixing the additive constant.
Equivalence of the boundary-value problems and integral equations.
Unique solvability of the problem. In this section we shall prove unique solvability of the problem (2.1)-(2.4), (2.6) for almost every value of the wave number ν. For this purpose we shall consider two problems: we shall name the problem (A) the original set of conditions (2.1)-(2.4), (2.6), and introduce the problem (B) with the opposite direction of the stream. A solution u to the problem (B) satisfies (2.1), (2.2), (2.4) and
For further considerations it will be important to note that
where G is the Green's function for the problem (B). Using the notation Q 0 = (0, y 0 , 0) in the three-dimensional case and Q 0 = (0, y 0 ) in the two-dimensional case, we define G 0 (P ; y 0 ) = G (P, Q 0 ). This function satisfies equations (3.1)-(3.3) and
(5.4) Consider the three-dimensional case (the case n = 2 is analogous). Let us now replace x by −x and z by −z in the problem (3.1)-(3.4). It is easy to see that in this way we obtain the problem for the function G 0 (−x, y, −z; y 0 ) consisting of (3.1)-(3.3) and (5.4), and, hence, taking into account uniqueness of Green's function we find that
where c is an arbitrary constant which can be fixed to be zero.
Consider now an arbitrary source point Q. We have
and also
Comparing (5.5) and (5.6) it is only needed to note that G 0 depends on y and y 0 through the expressions (y − y 0 ) 2 and y + y 0 (see (3.5) and (3.7)) so that the variables y and y 0 can be interchanged. Finally, we arrive at the formula (5.3). Now we prove the following assertion.
Lemma 5.1. Let u and u be solutions to the problems (A) and (B), respectively. Let the Neumann data f , f in the conditions (2.3), (5.1) be orthogonal to constants so that
Then the reciprocity relation
holds.
Proof. In the proof we shall use many arguments applied already in § 4 for the derivation of Green's representation along with the notations introduced therein. We shall define the potential u 0 by formulae (4.2) and
The new potentials u 0 and u 0 coincide with u and u , respectively, in W \ B * , where B * is the domain defined by (4.3). Then, the potentials u 0 and u 0 are defined in R n − = {y < 0} and satisfy
where supp σ ⊂ B * , supp σ ⊂ B * . Following the arguments of § 4 we can also prove that for
where c and c are some constants. With the representations (5.9), Green's identity over the domain B * yields
where the last equality follows from (5.3). Furthermore, application of Green's identity over B * for u 0 and a constant leads us to
where the normal on S * is directed to the exterior of the domain B * . Green's identity over B * \ B for u and a constant gives the equality
Analogous arguments can be used for u and u 0 and, hence, we arrive at
Thus, from (5.10) we find
and applying Green's formula over the domain B * for u 0 and u 0 we have
Finally, we note that application of Green's identity over B * \ B for u and u results in
and, thus, we finally arrive at the identity (5.8).
Consider now boundary integral equations for the problems (A) and (B). Following the usual scheme for potential theory (see e.g. (1, ch. 2, 7)) we shall seek solutions to the problems (A) and (B) in the form of single layer potentials
where 12) and µ and µ are some unknown densities belonging to C(S). Properties of the single layer potentials are described in detail in (1, § 2.1.1.1). By the definition of the Green's functions the potentials u and u given by (5.11) satisfy all conditions of the problems (A) and (B), respectively, except (2.3) and (5.1). By Theorem 2 in (12, ch. 1, § 1), the potentials (5.11) have regular normal derivative on S and by using the jump relationship from the Neumann conditions (2.3), (5.1) we arrive at the equations
where P ∈ S and
We shall also use the operators adjoint to T and T in L 2 (S), which is the real Hilbert space of square integrable functions with the scalar product
Taking into account that the functions G, G are real-valued, in view of (5.3) we can write
and
The adjoint operators appear in the integral equations of the direct method. In order to obtain these equations we consider the Green identity (4.1) for the problem (A) and corresponding identity for the problem (B) and move the point P onto the contour S. By using the jump relationship for the double layer potentials we arrive at the equations
It is known (see e.g. (12) ) that, under the assumption S ∈ C 1,α , 0 < α < 1, integral operators of the equations (5.13), (5.14), (5.15), (5.16) are compact in L 2 (S) and the equations are Fredholm's ones. It is also important to note that the operator T of integral equation (5.13) for the problem (A) is adjoint to the operator T * of integral equation (5.16) for the problem (B) and T in (5.14) for the problem (B) is adjoint to T * in (5.15) for the problem (A).
We also emphasize that if the equation (5.13) is solvable in L 2 (S) and f ∈ C(S), the solution µ belongs to C(S) (see e.g. Theorem 3 in (12, ch. 1, § 1)) and the same remark is true for a solution to (5.14) . For this we can write the equations in the form µ = T µ + 2f and µ = T µ + 2f and use the fact that under the assumption S ∈ C 1,α (S) the operators T , T map L 2 (S) to C(S). So, further we shall look for solutions to (5.13), (5.14), (5.15), and (5.16) in the space L 2 (S). The integral equation (5.13) was studied in (13, 9) (see also (1, ch. 7)), where for two-and three-dimensional problems and arbitrary geometry the unique solvability of the integral equation was proved for all ν except a set of values (unknown, but finite). Further we shall denote Υ the finite (and possibly empty) set of values ν for which the homogeneous equations (5.13) and (5.16) have non-trivial (non-zero) solutions. Let also Υ be the analogous set for the equations (5.14) and (5.15). We also emphasize that in (9, 1) the three-dimensional problem was formulated without conditions at infinity in an explicit form -it was assumed that u(P ) = V ψ (P ). From the consideration below it will be seen that for our statement (2.1)-(2.4), (2.6) the assumption is correct.
To formulate the following assertion we also need to introduce two more sets of exclusive values. We shall name Ξ the set of values of ν, for which the homogeneous (f = 0) problem (A) has non-constant solutions; analogously, Ξ is the set of ν for which the homogeneous (f = 0) problem (B) has non-constant solutions. holds.
Proof. Consider ν ∈ Ξ, i.e. such ν that the homogeneous problem (A) has only constant solution. In this situation a well-known trick of potential theory (see e.g. (1, § 2.1.2.2)) allows us to prove unique solvability of (5.13), (5.16). Namely, suppose the contrary, ν ∈ Υ, which means that the homogeneous equation
has a non-trivial solution µ 0 in L 2 (S). Then we introduce the potential
The function u 0 satisfies (2.1), (2.2), (2.4) and (2.6) by properties of the Green function (it should also be mentioned that µ ∈ C(S)). By the jump relationship and since µ 0 is a solution to (5.18) we also have
Thus, we conclude that u 0 satisfies the homogeneous problem (A) and, since we assume ν ∈ Ξ, u 0 is constant in W . The single layer potential V µ 0 is continuous in R n − and in B it is a solution to the Dirichlet problem with constant boundary data. This means that u 0 is constant in B, its normal derivatives vanish on both sides of S and the jump relationship shows that µ 0 = 0. Thus, we have proved that from ν ∈ Ξ it follows that ν ∈ Υ.
Since the integral equation (5.13) is Fredholm's one, when ν ∈ Υ the equation has a solution for any function f in the right-hand side. Let µ be such (unique) solution. Define now
In view of properties of Green's function the potential u satisfies (2.1), (2.2), (2.4), (2.6) and
Hence, (5.19) is a solution to the boundary-value problem (A). Following (14), we apply Green's identity to u and a hypothetical non-constant solution to the homogeneous problem (B). From (5.8) we find S u f ds = 0 for any f orthogonal to constant. Obviously, the latter relationship means that u = const on S and u = const in W as a solution to the Cauchy problem. Thus, we have also proved that ν ∈ Υ yields ν ∈ Ξ and, finally, Ξ ⊂ Υ ⊂ Ξ. At the point we can return to the beginning of the proof, replacing in the above arguments the problem (A) and the problem (B), along with the corresponding integral equations. In this way we shall prove that Ξ ⊂ Υ ⊂ Ξ . Comparing the latter with the first chain of inclusions obviously leads us to (5.17) and completes the proof.
Remark 5.3. In the proof we see that uniqueness (up to an additive constant) in the problem (A) (problem (B)) yields solvability of the problem for any f (f ). It should also be noted that for ν ∈ Ξ the solvability of the integral equation (5.13) yields existence of a solution to the boundary value problem (A) in the form V µ and the solution to (5.15) is the trace on S of the solution to the problem (A) with some choice of additive constant in the definition of the solution (according to (4.1)). These remarks are also valid for the problem (B) and equations (5.14), (5.16).
We shall show that this connection between spaces of solutions also holds for the case when ν ∈ Ξ and f = f = 0. Let Σ A (Σ B ) be the space of solutions to the homogeneous problem (A) (problem (B)). We shall say that u 1 , u 2 from Σ A or Σ B belong to one equivalence class if u 1 − u 2 = const in W . With reference to (4.1) we define the linear operator
which maps each equivalence class to one its element. Analogously we can introduce the operator
which factorizes the equivalence classes in Σ B . Now we prove the following assertion. . It was observed in the proof of the previous assertion that the potentials
(where V is defined by (5.12)) satisfy the boundaryvalue problem (A) and, thus, span{v
Suppose that the set of potentials Hv (i) contains linearly dependent ones. Then for some c i we have 
Further we note that by Fredholm's alternative the number of linearly independent solutions to the homogeneous equations (5.15) and to the adjoint one (5.14) are equal. Now we can repeat the above arguments starting from the set of solutions µ To conclude the section we emphasize that the above results guarantee existence of a unique (up to an additive constant) solution to the problem (A) (problem (B)) for all values of ν except some set of values Ξ, which is finite according to (13, 9) . However, the method of proof in (13, 9) does not give us any information on the possible values of ν, corresponding to the non-uniqueness cases and, hence, the scheme cannot guarantee absence of values from Ξ in any given interval of ν. In the following sections we shall suggest methods to correct this deficiency.
Uniqueness theorem and bounds for eigenvalues
In this section we shall show that the approach (4), which was suggested for the water-wave problem, is applicable for the problem of forward motion too. We shall discuss the twodimensional case in more detail, because this case has some complications in comparison with the three-dimensional one. The point is that the method (4) involves application of maximum principles for the harmonic potential u and, since the fluid domain W is unbounded, the essential difficulty in the two-dimensional problem is that a solution to the homogeneous problem can have a non-decaying wave pattern at infinity downstream. This is easily seen from the asymptotics which we shall present below. Using Green's identity (4.1) and asymptotics of the Green's function it is not difficult to find the asymptotics at infinity of a solution to the problem (2.1)-(2.4), (2.6). In the two-dimensional case the asymptotics of the Green function can be obtained by using the representation (3.6) and the expansion (4.10). The following asymptotics as |x + iy| → ∞ is well-known (see e.g. (1)): u(x, y) = c + H(−x)e νy A sin νx + B cos νx + Q log(ν|x + iy|) + ϕ(x, y).
Here c is a constant, H is the Heaviside function, ϕ = O |x + iy| −1 , |∇ϕ| = O |x + iy| −2 , the coefficients Q, A are defined by the following formulae πνQ = ν S ∂ n u ds, A = −2 S u ∂ n (e νy cos νx) − ∂ n u e νy cos νx ds, (6.2) and B is obtained from the formula for A by the formal substitution cos → − sin.
We shall not reproduce here the asymptotics at infinity of the Green function for the three-dimensional problem; the asymptotics (9, 1) are very complicated and reveal different behaviour of the Green function inside, outside and near the so-called Kelvin's angle φ 0 = arctan √ 2 4 (measured from the negative half of the x-axis). Writing asymptotics for the potential u could be useful, but we shall avoid it because for the considerations below it will be sufficient to know some basic properties of the asymptotics.
Let u be a non-trivial solution to the homogeneous problem (2.1)-(2.4), (2.6) in the two-dimensional case. In view of (6.2) for this solution the term Q log(ν|z|) in (6.1) is absent. From (4.1) and the asymptotics of the Green's function at infinity upstream we also conclude that the solution defined by (4.1) decays to zero at infinity upstream and, thus, c = 0 in (6.1).
Consider now a domain W R = W ∩ {|x| R} and the maximum value of |u| in W R . This maximum is attained on ∂W R , i. e. either on S or on F R = F ∩ {|x| R} or on one of the two intervals {(x, y) : x = ±R, −a ± y 0}, where, according to (6.1), a ± = O(R −1 ). Further, we remind that the wetted surface of bodies S is assumed to be sufficiently smooth, belonging to the Hölder class C 1,α , 0 < α < 1, so we can make use of G. Giraud's theorem (see e.g. (15), p. 6). Let min W R u 0 (max W R u 0) and u takes this minimum (maximum) value at points M i on ∂W R ; n i is the normal vector at M i directed into W R . The theorem guarantees that at every point M i for any vector m, such that cos(n i , m) > 0, there exists a positive constant L such that for P = M i + tm, P ∈ W R , and sufficiently small t > 0
In view of the homogeneous Neumann condition on S this means that max W R |u| cannot be attained on S. Tending R to infinity we conclude that sup W |u| is attained on F . Now, we return to Green's identity for the solution to the homogeneous problem. Taking into account that the contour is submerged, we find that
is valid for P ∈ W ∪ F . From the latter formula it follows that
Taking into account that max S |u| < sup F |u| we can deduce that u = 0 if the second supremum in the right-hand side is smaller than one.
Recalling that any solution to (2.1)-(2.4), (2.6) differs from the representation given by (4.1) by an arbitrary additive constant we arrive at the assertion. (We recall here that the uniqueness theorem also guarantees solvability of the problem as it was established in § 5.) The assertion is also true for the three-dimensional problem. In this case the consideration is simplified by the fact that the solution to the homogeneous problem with the constant fixed according to (4.1), decays to zero at infinity; this follows from the asymptotics of ∇G given in (1,  § 6.2) .
Following (4) it is also possible to improve the statement of Theorem 6.1 by using auxiliary potentials Φ i , satisfying
and having the behaviour at infinity suitable for the application of Green's identity to u and Φ i , so that S u ∂ n Φ i ds = 0. Then, the absence of non-trivial solutions to the homogeneous problem (2.1)-(2.4), (2.6) is guaranteed if
and c i are some coefficients which can depend on P . More details, in particular, related to derivation of waveless singular potentials, can be found in (4). Further we shall show that the sufficient condition for uniqueness (6.3) is effective for getting bounds for ν i ∈ Ξ. Namely, we shall derive an estimate in the form |∇ Q G(P, Q)| g(y 0 ) for P ∈ F . Obviously, it is guaranteed by (6.3) that ν ∈ Ξ if S g(y 0 ; ν) ds Q 1.
(6.4)
In the two-dimensional case we find by using (3.5)
where Z = i(x − x 0 + iy 0 ). Then by using the expansion of Ei (4.10), where according to (4) the remainder can also be estimated as
, it is not difficult to find that
It is straightforward to show that the coefficients in the bounds of |R N | in the expansion of Ei may be improved slightly to get
Let for example Im{z} 0. We use the integral form of the remainder given in (4, equation (A7)) but in the improved procedure, the range of integration in (6.6) is split at a value τ 0 , say. For Re z, Im z > 0, the bound |τ − iz| 2 −1/2 (τ + Re z + Im z) given in (4, after equation (A4)) is used for the upper part of the range of integration, and |τ − iz| |z| is used for the lower part. The value τ 0 is then chosen to minimise the bound. A similar procedure applies for Im z < 0.
With the bounds (6.5) we have
Computations based on the estimate (6.4) with g given by equation (6.7) are shown in figure 2 for N = 1..4 circles all submerged to the same depth. The domain for which uniqueness is guaranteed lies above the curves and as N increases it becomes smaller. As νa → ∞ the boundary curves asymptote to d/a = √ 1 + 4N 2 . Consider now the three-dimensional case of the problem. For brevity it will be convenient to use dimensionless coordinates chosen by fixing ν = 1. Using a shift of horizontal coordinates in the formula (3.9) we can write
where
Then, we have
where t means transposition. Using the expansion for Ei (4.10), with N = 1, we arrive at the representation
By using (4.10), (6.8) and (6.5) we find
Analogously, we have
The inequalities .10) where we have used the change of variable sec 2 θ = 1 + t 2 and the formula 3.321.3 in (16). We now note that ∂ n(Q)G ∂ x0G + ∂ y0G + ∂ z0G , and make use of the relationship G(P, Q) = ν G(νP, νQ) to return to dimensional variables. Then, taking into account (6.9)-(6.10), we finally arrive at the following estimate for P ∈ F :
Computations based on the estimate (6.4) with g given by equation (6.11) are shown in figure 3 for N = 1..4 spheres all submerged to the same depth. These results are similar to those for circles given in figure 3 in that, as N increases, the domain for which uniqueness is guaranteed becomes smaller. As νa → ∞ the boundary curves for spheres asymptote to
(the same limit is approached as νa → 0). To conclude the section we discuss some features of the obtained bounds. Since g(y 0 , ν) decays in y 0 when y 0 is sufficiently large, the uniqueness is guaranteed by (6.4) for any system of bodies, that are sufficiently deeply submerged. This fact is known (see (1) ), but (6.4) allows us to compute the depth of guaranteed uniqueness for a given geometry. Besides, the obtained bounds contain no dependence on horizontal spacing between bodies and on their positions with respect to the direction of stream. However, a natural consequence of the bounds simplicity is their being rough. For instance, in the three-dimensional case we have
Obviously, there are contours for which the expression in the right-hand side is bigger than one. At the same time, for any geometry the problem (2.1)-(2.4), (2.6) is uniquely solvable for sufficiently large and sufficiently small ν (Ξ is finite and 0 < ν k ∈ Ξ). In the following sections we develop more accurate and more involved methods for investigation of the uniqueness question.
Uniqueness criterion
In the section we shall develop a formalism based on symmetrization of the integral equations (5.13), (5.15) and suggest a uniqueness criterion for the problem (2.1)-(2.4), (2.6).
As it was mentioned above, the operator T of the integral equation (5.13) is compact and its spectrum is a discrete set {α i }, not having accumulation points except, possibly, α = 0 (see e.g. (17, § VI.5)). The property of unique solvability of the problem (2.1)-(2.4), (2.6) is lost if and only if unity is one of the eigenvalues of T . However, this criterion is very inconvenient, in particular, is not suitable for numerical realization because the operator T is not self-adjoint; this results in an essential difficulty in estimating proximity of its eigenvalues to the eigenvalues found by a numerical approximation of the operator.
To overcome this difficulty we shall formulate a criterion for uniqueness in terms of selfadjoint operators. Let us apply the operator of the equation (5.16), namely I − T * , to the homogeneous form of equation (5.13). We obtain
If the equation (5.13) has a non-trivial solution (ν ∈ Ξ), then the solution also satisfies the equation (7.1). The reverse statement is also true: if the equation (7.1) has non-trivial solutions, then ν ∈ Ξ. Suppose the contrary: (7.1) has a non-trivial solution and ν ∈ Ξ. The latter means that the homogeneous equations (5.13), (5.16) have only trivial solutions. By Fredholm's alternative (see e.g. (17, § VI.5)) the operator (I −T * ) −1 is defined on L 2 (S) and bounded. Applying (I − T * ) −1 to (7.1), we arrive at (I − T )µ = 0, where µ = 0, which contradicts our assumption.
Thus, the homogeneous form of problem (2.1)-(2.4), (2.6) has non-trivial solutions if and only if the equation (7.1) has a non-trivial solution. Analogous arguments based on application of the operator I − T to homogeneous form of equation (5.16) leads us to the same assertion for the equation
Two more integral equation similar to (7.1), (7.2) but with operators combined from T and T * could also be obtained starting from (5.14) and (5.15). The operator T is compact and self-adjoint. For finding its (real) eigenvalues λ i ∈ σ(T) we can use variational max-min principles (see e.g. (18)). Furthermore, it can be observed
Thus, Tv, v v, v and all eigenvalues of the operator T are submitted to the inequality λ i 1.
Finally, we arrive at the following assertion The formulation can also be given in terms of operator norms. We make use of the well-known property of self-adjoint operators (see e.g. lemma 4.14 in (19,  § 4.4) )
Since we are interested in the upper point of the spectrum and the supremum can be attained at the lower point, we will use another known relationship (see e.g. lemma 2 in (17, ch. VII)):
where P is a polynomial function. Let us choose P (λ) = λ + T , then for λ ∈ σ(T) we have P (λ) 0 and
Thus, we arrive at the following assertion. and non-uniqueness occurs at points of the set Ξ = {ν : T + T I − T = 1}.
The same arguments would lead us to assertions similar to Theorems 7.1 and 7.2 with T being replaced by T and λ 1 by λ 1 , where λ 1 = max{λ i } and λ i are eigenvalues of T . Below we shall see that λ i = λ i , also we shall find connection between the eigenspaces of T and T .
Sufficient condition of uniqueness and algorithms for verifying uniqueness
It should be noted that in Theorems 7.1 and 7.2 we deal with eigenvalues and norms in the infinite dimension space L 2 (S), which is not suitable for practical application of the result. Therefore, we should consider some approximation T of the operator T; it will be convenient to define
where T is an approximation of the integral operator T . Then, arguments preceding Theorem 7.1 guarantee that λ i 1, where λ i are the eigenvalues of T.
We denote λ 1 = max{ λ i }. Suppose δ is some estimate of λ 1 − λ 1 . Then from (7.3) we obtain the following sufficient condition of uniqueness
In order to estimate λ 1 − λ 1 we can use (7.4) , the similar definition λ 1 = T+ T I − T and the well-known inequality x − y x− y . Simple analysis leads to the inequality λ 1 − λ 1 3 T − T , but a better estimate can be obtained with theorem 4.10 (20, ch. V, § 4.3), which guarantees that
Furthermore, it is easy to find that
and in its turn the norm ε can be estimated effectively using
where K and K are the kernels of the integral operators T and T and
Thus, by using the notations introduced above, we can formulate the following sufficient condition of uniqueness.
Then the problem (2.1)-(2.4), (2.6) is uniquely solvable for any f in (2.2).
Let us discuss a possible approximation of T and specify some important properties and consequences of the latter assertion. We shall make use of an approximation based on replacement of the kernel of T by a piecewise-constant function. We split the wetted surface of bodies S to N parts, in such a way that
and introduce characteristic functions of the sets γ i χ i (P ) = 1 when P ∈ γ i , 0 when P ∈ γ i .
Then the piecewise-constant function K can be defined as follows:
where K = {K ij } is some matrix. Then, we have
where |γ j | = γj ds. Hence, we obtain
The self-adjoint operator T maps L 2 (S) to span χ 1 , . . . , χ N . Therefore its eigenvalues belong to the latter subspace and we shall look for the eigenfunction in the form
where c m are some unknown coefficients. Then, multiplying the spectral equation λv = Tv by χ k and integrating over S, we obtain
By using (8.6), we find
Finally, from (8.7) we come to the matrix spectral problem 8) where c = (
N is the unit matrix of size N × N , and T = {T km } is a symmetric matrix with elements defined as follows:
Thus, when we apply the piecewise-constant approximation (8.5) , the value of λ 1 is found from (8.8) . For other terms in (8.4) we have
, where the last inequality follows from Cauchy-Schwarz inequality.
It is notable that with the approximation (8.5) Lemma 8.1 introduces a family of sufficient conditions of uniqueness: we can use a rough approximation (the simplest case N = 1, then T is an integral operator with constant kernel), or more accurate approximations, which are better for numerical methods.
We shall now show that the sufficient condition of uniqueness (8.4) , at least under some restrictions, is sharp, i. e. it is satisfied for any ν ∈ Ξ for sufficiently small value
Following (5), we define
where {Q j } N 1 is a set of points Q j ∈ γ j . Discretization (8.9) is convenient in the twodimensional case, because then
where H(P, Q) is a function harmonically conjugate to G(P, Q) in the first argument (which can be easily found from (3.6)), and P i , P i are the end points of γ i . Lemma 8.2. Let n = 2 and S ∈ C 3 . The estimate α c h holds for the value α, defined by (8.3), and for any ν ∈ Ξ the inequality (8.4) is satisfied for sufficiently small h.
Proof. Taking into account (8.5) and using Ostrowski inequality (see e.g. (21)), we find for
where K k (P 1 , P 2 ) = ∂ s(P k ) K(P 1 , P 2 ) and the natural parametrization is used, so that s P ∈ (0, |γ i |)
Let us fix s Qj = |γ j |/2. Then, integrating the latter inequality over γ i × γ j and summing up in i, j = 1, 2, . . . , N , in view of (8.3) we find
(8.10) It is easy to see that for S ∈ C 3 the functions |K i |, i = 1, 2, are bounded in S × S. In view of the representation (3.5) this property can be lost only due to the singularity of K 0 (P, Q) = −∂ n(P ) log P − Q . Let P = (x(s), y(s)) and Q = (x(σ), y(σ)) be points on S. We write
For S ∈ C 3 we have at s → σ
where a = 3,
, and formula for ∂ σ K 0 has the same form with a = 6.
Thus, due to the last estimates and (8.2), (8.10) for any fixed value of ν the inequality α c h holds (where the coefficient c do not depend on h). Since λ 1 < 1 when ν ∈ Ξ, the estimate of α and (8.1) guarantee that for sufficiently small h the inequality (8.4) holds.
Presumably, an analogous assertion can be proved for the three-dimensional problem too. In this case for derivation of an analogue of (8.10) multi-dimensional modification of Ostrowski inequality (22) can be used. However this analysis is beyond our scope of this paper.
It is known (see e.g. (20, ch. VII, § 3)), that eigenvalues λ i of a self-adjoint operator, which depends analytically on a parameter ν, are continuous functions of the parameter. In addition, λ i (ν) depends on ν analytically with exception for some isolated values, for which algebraic type splitting of the curves λ i (ν) happens (see also (20, ch. II, § 1)). Between these points multiplicity of the eigenvalues does not change. With the described scheme of approximation, fixed sets γ i in (8.5) and {Q i } in (8.9) the operator T also depends on ν analytically and λ 1 is a piecewise-analytic function of ν.
With account of the continuity of λ 1 we have q :
At the same time 1 − λ 1 ∈ (q − δ, q + δ) in view of (8.1), where δ is the expression in the right-hand side of (8.4). Thus, the condition (8.4) implies q − δ > δ, so that δ < q/2 and we need δ = o(ν − ν k ) as ν → ν k , ν k ∈ Ξ. Hence, though according to Lemma 8.2 theoretically it is possible to establish uniqueness for ν being as close to ν k as we wish, but practically, when approaching ν to ν k the step of discretization h has to decrease to zero. This means that the process is limited by power of computer system and by time.
We give an example of numerical computation of the value λ 1 for the two-dimensional problem describing motion of one totally submerged ellipse with horizontal semi-axis a and vertical semi-axis b, with centre on the depth d. Shown in fig. 4 is the dependence of λ 1 on νa for b/a = 0.5 and three values of d/a. The computations are done with the approximation of operators described above where N = 120 and the change of the curves at increase of N is visually indiscernible. With account to accuracy of computations we can conclude that in the considered range of νa the problem (2.1)-(2.4), (2.6) is uniquely solvable.
It would generally be desirable to avoid computation of α (see (8. 3)) in numerical evaluation of the condition (8.4) (at least when λ 1 is sufficiently far from 1 as in the figure 4), because this computation is quite time consuming, especially in the three-dimensional case. For this purpose, in the presence of estimates of convergence λ 1 (h) → λ 1 as h → 0 (see (8.1)-(8.3), (8.10)) it can be suggested to seek a numerical limitλ 1 with the help of methods based on the Richardson extrapolation scheme (see e.g. (23)). (The methods are now widely used, in particular, for numerical computation of integrals.) The approach allows us to extrapolate λ 1 ≈λ 1 by using values of λ 1 (h) computed for some values of h and to use the inequalityλ 1 < 1 as a sufficient condition of uniqueness in numerical verification of the uniqueness property.
Criterion for uniqueness (II) and sufficient condition for non-uniqueness
We start the present section by mentioning a deficiency in the criteria given by Theorems 7.1 and 7.2. The criteria for uniqueness (7.3) and (7.5) studied in the previous section are not suited for numerically finding ν ∈ Ξ because λ 1 1 and the curve λ 1 (ν) can only approach the line λ = 1 at ν ∈ Ξ; in the absence of an intersection it is impossible to show convincingly that λ 1 = 1.
With the aim of constructing a convincing numerical algorithm, in the present section we shall suggest another criterion of uniqueness based on equations (7.1) and (7.2). We start with the following auxiliary assertion.
Lemma 9.1. Let λ 1 = 1. The operators T and T have the same set of eigenvalues {λ i }. The dimensions N i and N i of eigenspaces E i and E i corresponding to an eigenvalue λ i are equal.
Proof. Consider an eigenvalue λ i of the operator T. From the definition of the eigenvalue and taking into account the definition of T for µ i ∈ E i we have
Applying the operator I − T from the left to the latter equality we arrive at
where u i = (I − T )µ i . The latter means that λ i is an eigenvalue of T and (I − T )E i ⊂ E i . By assumption λ 1 = 1, which means that the operator I − T performs a bijective mapping from L 2 (S) to L 2 (S) and, hence, N N . Applying now I −T * to E i we find (I −T * )E i ⊂ E i and N N and, finally, N = N . Analogously we can apply the above arguments to an eigenvalue λ i of the operator T . Now we can formulate another criterion of uniqueness for the problem (2.1)-(2.4), (2.6). We start with two lemmata. 
Proof. Since it is supposed that λ 1 = 1, we have from (7.1) that
This means that either (I − T )µ
By Fredholm's alternative, the second possibility implies that the subspace Ker(I − T * ) is orthogonal to Im(I − T ); this means that v, v = 0 because v belongs to both subspaces. Thus, we arrive at the first equality in (9.1). Analogously, starting from the relationship (I − T )(I − T * )u 1 (i) = 0 it is easy to obtain the second equality in (9.1). Then from (9.2) we obtain N k=1 c k u 1 (k) , u 1 (j) = 0, j = 1, . . . , N.
Since the functions u 1 (i) are linearly independent, from the latter system of linear equations with the Gram matrix it follows that c k = 0, k = 1, . . . , N , and we have (I − T )µ From Lemmata 9.2 and 9.3 it follows that the conditions (9.2) are necessary and sufficient for existence of non-trivial solutions to the problem (2.1)-(2.4), (2.6).
With account to Theorem 7.1 Lemmata 9.2 and 9.3 (9.2 and 9.4) constitute the following criteria for unique solvability of the problem (2.1)-(2.4), (2.6). We shall make use of the assertions proved above and derive one more sufficient condition of non-uniqueness examples existence. Suppose that λ 1 = 1 is simple and write From formula (9.4) it follows that µ 1 , u 1 = b u 1 , u 1 and, hence, we arrive at the relationship u 1 , u 1 (I − T )µ 1 , µ 1 = µ 1 , u 1 (I − T )µ 1 , u 1 , which, in view of Theorem 9.5, is fulfilled for λ 1 = 1 too (at this both left and right-hand sides are equal to zero). Analogously it is possible to show that µ 1 , µ 1 (I − T * )u 1 , u 1 = u 1 , µ 1 (I − T * )u 1 , µ 1 .
Finally we arrive at the following assertion. An advantage of the functionals (I − T )µ 1 , µ 1 and (I − T * )u 1 , u 1 is the fact that they are defined uniquely provided µ 1 = 1 and u 1 = 1. On the other hand, the functionals (I − T )µ 1 , u 1 and (I − T * )u 1 , µ 1 are defined up to a sign. The above arguments can also be adapted for the water-wave problem and have shown their effectiveness in finding examples of non-uniqueness (see (24) ). However, for the Neumann-Kelvin problem the algorithm so far shows uniqueness for all the ranges of parameters which we have checked (computations are done for the two-dimensional problem and geometry consisting of one or two ellipses and one or two rectangles with rounded corners). We have also attempted to find non-uniqueness examples for submerged bodies by the inverse procedure (7), again without success. Thus we should note that although non-uniqueness examples for the Neumann-Kelvin problem are known in the case of surfacepiercing bodies -found by an inverse procedure in (6) -for the case of totally submerged bodies the question of existence of non-uniqueness examples is still open.
Presumably, if examples of non-uniqueness in the current problem do exist, then further progress in finding the examples will demand better understanding of the conditions under which the non-uniqueness could manifest itself. It is likely that some physical reasoning and experimental data would be useful in finding geometries and ranges of ν which could then be checked using the algorithms suggested in the present paper.
Conclusion
In this work we have studied the question of uniqueness and solvability for the classical linear problem of ship waves, which describes the forward motion of rigid totally submerged bodies in an unbounded ideal heavy fluid with a free surface. In a discussion of the statement of the problem, special attention is paid to the conditions at infinity: in this work we use the conditions suggested for the three-dimensional problem in (3) . For this formulation of the problem we derive Green's identity and boundary Fredholm integral equations on the wetted surface of the bodies. These equations are proved to be uniquely solvable if and only if the boundary problem has this property. This allows us to use the approaches (4) and (5) and to find criteria and sufficient conditions of unique solvability and nonuniqueness. In particular, a uniqueness theorem is proved in the form of simple bounds on the parameters of possible non-uniqueness examples. Examples of numerical application of the proved assertions are given.
