This paper presents a well-balanced two-dimensional (2D) finite volume model to simulate the propagation, runup and rundown of long wave. Non-staggered grid is adopted to discretize the governing equation and the intercell flux is computed using a central upwind scheme, which is a Riemann-problem-solver-free method for hyperbolic conservation laws. The nonnegative reconstruction method for water depth is implemented in the present model to treat the appearance of wet/dry fronts, and the friction term is solved by a semi-implicit scheme to ensure the stability of the model. The Euler method is applied to update flow variable to the new time level. The model is verified against two experimental cases and good agreements are observed between numerical results and observed data.
Introduction
Long waves, such as storm surges, tides, or tsunamis, will cause huge casualties and considerable property damage. So it is important to develop an accurate and robust numerical model to predict and understand the propagation and runup of long wave. The nonlinear shallow water (NLSW) equations are widely employed to model the physical process of long wave [1] [2] [3] [4] [5] . Although the models based on NLSW omit dispersive effects, these models are able to provide the general characteristics of the wave runup process [4] . A good long wave model should have two major properties, which are crucial for the stability of numerical model [6] : 1) The model should be able to be well balanced; 2) The model should preserve the water depth to be nonnegative. Therefore, this paper presents a 2D well-balance shallow water model to simulate the propagation, runup and rundown of long wave. The model is able to preserve the "lake at rest" steady states and guarantee the positivity of the computed water depth.
Governing Equation
The two-dimensional NLSW equations can be written as:
where, q represents the vector of conserved variables; f and g are the flux vectors associated with the conserved variables in the x-and y-directions, respectively. S represents the vector of source terms. t indicates time; x and y are Cartesian coordinates; η is water surface elevation; h is water depth; z b represents bed elevation over the datum where η = h + z b ; u and v are depth-averaged velocity components in the x-and y-directions, respectively; g is the gravitational acceleration; S fx and S fy are the friction source terms in the x and y directions, respectively. In this paper, the friction source terms are estimated by using the Manning's formula:
where n is the Manning coefficient.
Numerical Method

Finite Volume Discretization for NLSW Equations
The discretization of Equation (1) is based on the finite volume method. As shown in Figure 1 , the model adopts the non-staggered structure grids, in which the conserved variables and bottom bed elevation are defined at the cell center and represent the average value of each cell. Integrating Equation (1) over the cell ij and applying Green's theorem yields:
where the superscript k is the time level, subscripts i and j are indices of the cell, Δt, Δx, and Δy are the time step, and cell sizes in the x and y directions, respectively. f i+1/2, j , f i−1/2, j , g i, j−1/2 and g i, j+1/2 are the flux at the interface of the cell ij. S i , j represents the source terms evaluated at the cell center. 
Central Upwind Scheme
In the present Godunov-type framework, the interface fluxes are calculated using a central upwind scheme, which requires the correct reconstruction of the Riemann states at the interface. The method of nonnegative reconstruction of water depth method proposed by Liang [7] is used to calculate the Riemann states. One can refer to [7] for more details. Then the interface flux can be calculated using central upwind scheme [8] : are the one-sided local wave speeds in the x and y directions, respectively, and can be calculated as: 
Discretization of the Source Terms
The source term, as shown in Equation (2), can be split into the bed slope terms and friction terms. It is important to discretize the bed slope terms appropriately to ensure the scheme to be well balanced. Hence, the bed slope terms are approximated as follows:
In general, a simple explicit discretization of friction term may cause numerical instability when the water depth is very small. To overcome this problem, the friction terms are discretized by using the semi-implicit treatment in this study. So the friction terms are discretized as follows: 
Stability Criteria
The current numerical scheme is explicit and its stability is governed by the Courant-Friedrichs-Lewy (CFL) criterion. It had been proved that the model could preserve the positivity of the water depth when the Courant number is less than 0.25. One can refer [8] to for more details. Therefore, the CFL restriction for the current model is:
where N CFL represents the Courant number, and a and b are given by: 
Numerical Results
Run-Up of a Solitary Wave on a Conical Island
A series of experiments were performed by Briggs et al. [9] in a large scale basin at the US Army Engineer Waterways Experimental Station to study the run-up tsunami waves on a conical island. This case has been widely used to validate the wave runup model. The conical island, which had a base diameter of 7.2 m, a top diameter of 2.2 m, and a height of 0.625 m, was located nearly the center of a 30 m × 25 m basin. Planar solitary waves were produced by a directional wave-maker. Since the reflected wave by the wall opposite to the wave makers is not investigated, a simplified 26.0 m × 27.6 m computational domain is selected, as shown in Figure 2 . Five water level gauges G1-G5 are located around the island to record the time histories of water surface elevation and their locations are given in Table 1 . The island is submerged by the still flow with the depth of 0.32m at the beginning. Following Nikolos et al. [10] , the left boundary is set to be wave inflow boundary where the water level η (herein water level is related to the still water) and velocity u are given by 
where H is the amplitude of the incident wave, D is the still water depth, T represent the time at which the wave crest enters the domain and ( ) C g D H = + is the wave celerity. In this study, a non-breaking incident wave is chosen with H = 0.032 m, D = 0.32 m and T = 2.45 s. The rest boundaries are set to be closed as shown in Figure 2 . The computational domain is approximated by 260 × 276 grids with a uniform grid size of 0.1 m. The simulation is carried out until 20s and the time step is determined by the CFL criteria. The computed and measured water levels at five gauges are shown in Figure 3 . It can be found that the lead wave height and arrival time are well predicted by our model in most gauges. Some discrepancies between the simulated and measured water level may be attributed to the three-dimensionality of the wave in reality cannot be exactly captured by a depthaveraged 2D model. Overall the present model is capable to simulate the wave runup over complex topography with a satisfactory accuracy.
Tsunami Runup onto a Complex 3D Beach
This experiment is proposed and suggested as a benchmark test for numerical model in The Third International Workshop on Long Wave Run-up Models in 2004. The experiment was performed in a 1:400 scale wave tank, which approximated the coastline topography near Monai in Japan. As shown in Figure 4 , the tank was 5.488 m long and 3.402 m wide. The incoming wave was generated by the movements of wave paddles and three gauges Ch5, Ch7, and Ch9 (see Figure 4) were setup to record the time history of water elevation.
For this case, the computational domain is approximated by 392 × 243 grids with a uniform grid size of 0.014 m. At the beginning, the tank is filled with a still water of 0.135m depth. The left boundary is wave inflow boundary, in which the time history of measured surface elevation was specified. The other three sides' boundaries are set to be closed. The total simulation time is 22.5 s and the manning coefficient is n = 0.0025. The computed surface elevation at different time is plotted in Figure 4 . Figure 5 shows the computed water elevation at three gauges compared with the observation data. In general, the movement of wave is well predicted by our model. Some discrepancies are found between numerical and experimental results due to the fact that the threedimensionality of the flow cannot be exactly captured by a depth-averaged 2D model. Nevertheless, the lead wave height and arrival times are predicted with a good accuracy at these gauges.
Conclusion
In this paper, a well-balanced numerical model is developed to simulate the long wave runup process. The central upwind scheme, which is a Riemann-problem-solver-free method, is used to calculate the flux at the interface. The model is able to preserve the "lake at rest" steady states and guarantee the positivity of the computed water depth when the Courant number is less than 0.25. The model is validated against a solitary wave runup experiment and tsunami runup experiment. For both experiments, the simulated results agree very well with measurement data, which confirm the applicability of the present model for long wave runup applications.
