Out-of-Distribution Detection with Distance Guarantee in Deep Generative
  Models by Zhang, Yufeng et al.
Out-of-Distribution Detection with Divergence
Guarantee in Deep Generative Models
Yufeng Zhang
College of Information Science and Engineering
Hunan University
Changsha, China
yufengzhang@hnu.edu.cn
Wanwei Liu
College of Computer Science
National University of Defense Technology
Changsha, China
wwliu@nudt.edu.cn
Zhenbang Chen
College of Computer Science
National University of Defense Technology
Changsha, China
zbchen@nudt.edu.cn
Ji Wang
College of Computer Science
National University of Defense Technology
Changsha, China
wj@nudt.edu.cn
Zhiming Liu
College of Computer & Information Science
Southwest University
Chongqing, China
zhimingliu88@swu.edu.cn
Kenli Li∗
College of Information Science and Engineering
Hunan University
Changsha, China
lkl@hnu.edu.cn
Hongmei Wei
Department of Compute Science & Engineering
Shanghai Jiao Tong University
Shanghai, China
wei-hong-mei@sjtu.edu.cn
Abstract
It is challenging to detect anomaly (or out-of-distribution (OOD) data) in deep
generative models (DGM) including flow-based models and variational autoen-
coders (VAEs). In this paper, we prove that, for a well-trained flow-based model,
the distance between the distribution of representations of an OOD dataset and
prior can be large enough, as long as the distance between the distributions of the
training dataset and the OOD dataset is large enough. Since the most commonly
used prior in flow-based model is factorized, the distribution of representations
of an OOD dataset tends to be non-factorized when far from the prior. Further-
more, we observe that the distribution of the representations of OOD datasets in
flow model is also Gaussian-like. Based on our theorem and the key observation,
we propose an easy-to-perform method both for group and point-wise anomaly
detection via estimating the total correlation of representations in DGM. We have
conducted extensive experiments on prevalent benchmarks to evaluate our method.
For group anomaly detection (GAD), our method can achieve near 100% AUROC
on all problems and has robustness against data manipulation. On the contrary, the
state-of-the-art (SOTA) GAD method performs not better than random guessing for
challenging problems and can be attacked by data manipulation in almost all cases.
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For point-wise anomaly detection (PAD), our method is comparable to SOTA PAD
method on one category of problems and achieves near 100% AUROC on another
category of problems where the SOTA PAD method fails.
1 Introduction
Anomaly detection is “finding patterns in data that do not conform to expected behavior” [13].
According to the number of test inputs, anomaly detection can be classified into group anomaly
detection (GAD) [70] and point-wise anomaly detection (PAD) [13, 11]. In the unsupervised learning
setting, suppose that the model is trained on a set of unlabeled data {x1, · · · ,xn} which are drawn
independently from an unknown distribution p?, GAD is to determine whether a group of test inputs
{x˜1, · · · , x˜m}(m > 1) are drawn from p?. When m = 1, GAD becomes PAD. GAD can not be
implemented by PAD when the collective behavior of the whole test batch is anomalous but the
individual data point is seemingly regular. In practice, there are many anomaly detection applications
in a wide range of domains [70, 13]. Examples of GAD include discovering high-energy particle
physics such as Higgs bosons [49] anomalous galaxy clusters in astronomy [35, 77], unusual vorticity
in fluid dynamics [76] and stealthy attacks [41]. Examples of PAD include detecting intrusion [13],
fraud [47], malware [78], medical anomalies [15]. In literature, anomalies are also referred to as
outliers, peculiarities, out-of-distribution (OOD) data, etc. In this paper, we mainly use term OOD
data as in the most related works.
Recent research shows that DGMs are not capable of distinguishing OOD data from training data
(or in-distribution (ID) data) according to the model likelihood [50, 66, 16, 67, 51]. For example,
flow-based models including Glow [38, 20] may assign a higher likelihood for SVHN (MNIST)
when trained on CIFAR10 (FashionMNIST). This counterintuitive phenomenon also occurs in VAE
[37] and auto-regressive models [71, 64] [50]. However, we cannot sample out data similar to
OOD dataset. Another similar phenomenon is observed in class conditional Glow, which contains a
Gaussian Mixture Model (GlowGMM) on the top layer with one Gaussian for each class [38, 22, 34].
For example, class conditional Glow only achieves 80+% classification accuracy on FashionMNIST.
This means that one component may assign higher likelihoods for the inputs of other classes. However,
we always sample out images of the correct classes from the corresponding component.
In this paper, we focus on the following two questions: 1. Why cannot we sample new data similar to
OOD data although they have higher likelihoods? 2. How to detect OOD data using flow-based model
and VAE? We start our research from the sampling process. Flow-based model is diffeomorphism
where each input is mapped as a unique representation in the latent space. We should ask why we
cannot sample out the representations of OOD data from prior. In this paper, we reveal the reason
with a theorem that, for a well-trained flow-based model, the distance between the distribution of
representations of OOD dataset qZ and the prior prZ can be large enough, as long as the distance
between distributions of ID and OOD datasets is large enough.
Our theorem also prompts us to detect OOD data according to the divergence between the distribution
of representations and prior. In this paper, we propose using the total correlation of representations
as the criterion for group anomaly detection (GAD). We select total correlation because flow-based
model preserves (h, φ)-divergence, including Kullback–Leibler (KL) divergence which defines total
correlation. However, it is hard to estimate the KL divergence between prior and the arbitrary
unknown distribution of OOD representations. Luckily, we observe surprisingly that under the
flow-based model, the representations of OOD dataset also follow a Gaussian-like distribution. This
allows us to use the fitted Gaussian as the proxy in estimating the KL divergence. Resultantly, the
whole method is analytical and easy to perform. Furthermore, we also improve our method based
on the theory to support point-wise anomaly detection (PAD). The contributions of this paper are as
follows:
1. We theoretically explain why we cannot sample out new samples like OOD data from
flow-based model.
2. We observe that under the flow-based model, the representations of OOD dataset also follow
Gaussian-like distribution.
3. We propose detecting OOD data according to the total correlation based on fitted Gaussian
against the prior in flow-based model and VAE.
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4. Extensive experimental results show the effectiveness and robustness of our method. For
GAD, our method can achieve near 100% AUROC for all the problems encountered in
the experiments and is robust against data manipulation. On the contrary, the SOTA GAD
method is not better than random guessing for challenging problems and can be attacked by
data manipulation in almost all cases. For PAD, our method is comparable to SOTA PAD
method on one category of problems and achieves near 100% AUROC on another category
of problems where the SOTA PAD method fails.
The rest of this paper is organized as follows. Section 2 shows that why model likelihood is not
reliable. Backgrounds of DGM are placed in the Appendix. Section 3 gives out the theoretical
analysis. Section 4 shows the details of our OOD detection method. Section 5 and Section F in the
Appendix report the experimental results. Section 6 discusses the related work. Finally, Section 7
concludes. We give the proof of the theorem, theoretical analysis, and experimental results in the
Appendix due to the limited space.
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Figure 1: Glow trained on FashionMNIST (CIFAR10) and tested on FashionMNIST/MNIST (CI-
FAR100/SVHN).
2 Attacking Likelihood
In the SOTA GAD work [51], Nalisnick et al. conjecture that the counterintuitive phenomena
discussed in Section 1 stem from the distinction of high probability density regions and the typical set
of the model distribution [51, 16]. For example, the typical set of d-dimensional isotropic Gaussian
is an annulus with a radius of
√
d (c.f. Figure 8) [72]. When sampling from the Gaussian, it is likely
to get points in the typical set, rather than the highest density region (i.e. the center). Based on
this explanation, Nalisnick et al. propose using typicality test (Ty-test in short) to detect OOD data
and achieve SOTA GAD results [51]. However, when the likelihood distribution of ID and OOD
datasets coincide, any likelihood/typicality- based methods fail. In the following, we show that we
can manipulate the dataset such that the likelihood of ID and OOD dataset coincide. This makes all
OOD detection simply based on likelihood (distribution) fail.
M1: We train Glow with 768-dimensional isotropic Gaussian prior on FashionMNIST. Figure 1(a)
shows the histogram of log-likelihood of representations under prior (log p(z)) for different datasets.
Note that log p(z) of FashionMNIST are around −768× (0.5× ln2pie) ≈ −1089.74, which is the
log-probability of typical set of the prior [17]. Here it seems hopeful to detect OOD data by p(z)
or typicality test in the latent space [16]. However, we scale each OOD data representation z to
z′ =
√
d× z/|z|, where√d is the radius of the annulus of typical set (c.f. Figure 8 in the Appendix),
and find that z′ corresponds to the similar image with z (c.f. Figure 10 in the Appendix). These
results demonstrate that flow-based model is not able to expel representations of OOD data from
the typical set of the prior. Thus, p(z) or typicality test in the latent space is not qualified for OOD
detection. To the best of our knowledge, we are the first to discover that the latents rescaled to typical
set of prior still can be mapped back to legal images.
M2: Figure 1(b) shows that Glow assigns higher (lower) p(x) for MNIST (notMNIST). Ty-test can
handle problems where the expectations of p(x) of inputs and training set diverge (e.g., Fashion-
MNIST vs MNIST/notMNIST, Figure 1(b)) [51]. However, when the likelihoods of ID and OOD
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datasets coincide, Ty-test fails (e.g., CIFAR10 vs CIFAR100 on Glow, Figure 1(c)). In fact, the
likelihood distribution can be manipulated by adjusting the variance of inputs [50]. As shown in
Figure 9 in the Appendix, SVHN with increased contrast by a factor of 2.0 has coincided likelihood
distribution with CIFAR10 on Glow trained on CIFAR10, so it is impossible to detect OOD data
by p(x) or typicality test on the model distribution. In Figure 29 to 32 in the Appendix, we show a
mount of datasets whose likelihoods are manipulated. Similarly, in VAE, we can also manipulate the
likelihood distribution by adjusting the contrast of images.
In Section 5, we will show that our method is robust to the above manipulations.
3 Divergence Guaranteed
In this section, we explain why we cannot sample out new data similar to OOD dataset, although
they may have higher likelihoods. We reveal that the underlying reason is the divergence between the
distribution of representations of OOD dataset and prior. In our analysis, we use (h, φ)-divergence
which is important to machine learning fields [58]. Many commonly used measures including the KL
divergence, Jensen-Shannon divergence, and squared Hellinger distance belong to (h, φ)-divergence
family (c.f. Table 1 in the Appendix). Many (h, φ)-divergences are not proper distance metrics and
do not satisfy the triangle inequality.
Theorem 1 Given a flow-based model z = f(x) with prior prZ . Let X1 and X2 be two random
variables and Z1 = f(X1), Z2 = f(X2). Suppose that X1 ∼ pX(x), X2 ∼ qX(x), Z1 ∼ pZ(z)
and Z2 ∼ qZ(z). Let D be a proper statistical distance metric belonging to the (h, φ)-divergence
family. Then
(a) Dhφ(pX , qX) = D
h
φ(pZ , qZ) holds.
(b) D(qZ , prZ) can be large enough as long as D(pX , qX) is large enough and D(pZ , p
r
Z) is
small enough.
Proof 3.1 (a) Since Dhφ(p, q) = h(Dφ(p, q)), it suffices to prove Dφ(pX , qX) = Dφ(pZ , qZ).
Dφ(pZ , qZ)
=
∫
φ
(pZ(z)
qZ(z)
)
qZ(z)dz
=
∫
φ
(pZ(f(x))
qZ(f(x))
)
qZ(f(x))
∣∣∣ det ∂f(x)
∂xT
∣∣∣dx
=
∫
φ
(
pZ(f(x))
∣∣∣ det ∂f(x)
∂xT
∣∣∣
qZ(f(x))
∣∣∣det ∂f(x)
∂xT
∣∣∣
)
qZ(f(x))
∣∣∣ det ∂f(x)
∂xT
∣∣∣dx
=
∫
φ
(pX(x)
qX(x)
)
qX(x)dx
= Dφ(pX , qX)
(1)
where the first equality follows from the definition of φ-divergence, the second equality
follows from the change of variables rule in integral, the fourth equalities follows from the
fact that flow-based model is diffeomorphism and pX(x) = pZ(f(x))|det ∂f(x)/∂xT |,
which also follows from the change of variables rule.
(b) Since D is a proper statistical distance metric and satisfies the triangle inequality, we have
D(pZ , p
r
Z) +D(qZ , p
r
Z) ≥ D(pZ , qZ). For any d > 0 and  > 0, if D(pZ , qZ) > d + 
and D(pZ , prZ) < , we have D(qZ , p
r
Z) > d.
SinceD belongs to the (h, φ)-divergence family, from Theorem (a), we know thatD(pX , qX)
equals to D(pZ , qZ) and can be large enough. Thus we have Theorem (b).
Note that, since different distance metric have different domains, we does not use strict
descriptions in Theorem (b). 
Figure 2(a) illustrates how Theorem 1 guarantees that the distribution of OOD data representations
is far enough from the prior, where ID and OOD datasets follow respectively pX and qX , the
representations of ID and OOD datasets follow respectively pZ and qZ , prZ is the prior.
4
 (  ,   )
  
  
  
  
preserving
distance   
 
 (  ,   
 )
 (  ,   
 )
 (  ,   )
visible space latent space
flow-based model
  =  ( )
(a) Overview of the proof of Theorem 1
  
 
  
  
  
  
 
 
 '
 '
 X(  ||  
 )
fitting
fitting  X(  ||  
 )
 X(   || 
 
 )
 X(  ||  
 )
(b) Overview of the algorithm
Figure 2: Theorem and Algorithm.
1. In practice, ID and OOD datasets are distinguishable enough for human. Take the squared
Hellinger distance H2(pX , qX) = 1−
∫ √
pX(x)qX(x)dx as example. When each input
x belongs to only one dataset, pX(x)qX(x) is always negligible. Therefore, H2(pX , qX)
is large enough, no matter what pX(x) and qX(x) are.
2. For a well-trained flow-based model, the represetations of ID dataset nearly follows prZ .
Thus, D(pZ , prZ) is small enough.
3. According to theorem 1, D(qZ , prZ) can be large enough.
Theorem 1 not only explains why we cannot sample out new data similar to OOD dataset according
to prior, but also prompts us that we can detect OOD data by estimating the distance between the
distribution of representations and prior. In fact, under the stronger condition pZ ≈ prZ , we can have
Dhφ(qZ ||prZ) ≈ Dhφ(qZ ||pZ) directly and know that Dhφ(qZ ||prZ) is large enough. Therefore, we can
explore any (h, φ)-divergence rather than only the proper distance metric. In this paper, we explore
the most commonly used (h, φ)-divergence, KL divergence, for OOD detection. More divergence
measures will be explored in future work.
Besides, Theorem 1 relies on diffeomorphisms. According to the Brouwer Invariance of Domain
Theorem [6], Rn cannot be homeomorphic to Rm if n 6= m . So Theorem 1 does not apply to
non-diffeomorphisms, including VAE which reduces dimensionality in the encoder. Neverthelss, our
OOD detection algorithm applies to both flow-based model and VAE (c.f. Section 4.1.2).
4 OOD Detection Method
Now we know that, for inputs whose representations has density pI , the larger the KL(pI ||prZ), the
more like OOD the inputs are. However, it is not easy to estimate the intractable KL divergence
when only samples from pI are available. In principle, we can use existing estimation methods
[60, 73, 54, 48, 62]. In this section, we turn to investigate the representations in flow-based model
and VAE with experiments. The results allow us to use a simple and unified method in estimating KL
divergence for OOD detection.
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4.1 Estimating KL Divergence
4.1.1 Flow-based Model
Flow-based models are usually trained by maximum likelihood estimation. Since maximizing
likelihood equals to minimizing KL divergence [5], KL(pZ ||prZ) is small enough for a well-trained
model. Nevertheless, KL(pZ ||prZ) is still unknown when pZ is unknown. For each dataset of
FashionMNIST/SVHN/CelebA, we train Glow with isotropic Gaussian as prior on the training split
respectively. Then we collect the representations of test split of each data set and fit a Gaussian
Np(µ˜, Σ˜) by maximum likelihood estimation [5], where µ˜ is the sample expectation and Σ˜ is the
sample covariance of the set of representations. We use Glow to generate new images by using the
sampled noises from Np rather than the prior. Resultantly, we can obtain high-quality images like
the datasets. Therefore, it is natural to approximate pZ with the fitted Gaussian Np, so we have
KL(pZ ||prZ) ≈ KL(Np||prZ). This is also the estimated total correlation based on fitted Gaussian
against prior [74, 45]. Note, the KL divergence between two Gaussians has closed form [58].
Figure 3: Glow trained on
CIFAR10. Generated images
from prior (up), fitted Gaussian
from representations of notMNIST
(down).
On the other hand, according to Theorem 1, qZ is far from prZ .
It seems that estimatingKL(qZ ||prZ) is the most difficult part of
our method. Luckily, we have observed that the fitted Gaussin
from the representations of OOD data contains important in-
formation. We train Glow on CIFAR10 and test on notMNIST
(inputs are preprocessed for consistency, c.f. Section 5.1). Then
we replace the prior with fitted Gaussian from representations
of notMNIST and then generate new images. Surprisingly, as
shown in Figure 3, we find that the generated images seem sim-
ilar to notMNIST, although the images are blurred. Similarly,
from a single Glow model trained on CIFAR10, we can gener-
ate images with the style of multiple OOD datasets, including
(not)MNIST, SVHN, CelebA, etc. (Figure 13 in the Appendix).
As far as we know, we are the first to observe this phenomenon.
Importantly, the results shown in Figure 3 and 13 demonstrate
that qZ is also Gaussian-like to some extend. Based on this key
observation, we can use fitted Gaussian Nq as proxy when estimating KL(qZ ||prZ), so the most
difficult part becomes analytical.
In summary, as shown in Figure 2(b), we can use fitted Gaussian uniformly in estimating KL
divergence for arbitrary inputs. Note that, this unification is important because in practice we don’t
know whether the inputs are from ID dataset or not. In fact, we find that for all model-dataset
pairs, the representations of OOD dataset are more correlated than that of ID dataset (c.f. Figure
19, Figure 22 to 26 in the Appendix). This is not surprising because Dhφ(pZ ||prZ) is smaller than
Dhφ(qZ ||prZ). The high correlation of representations also explains why we cannot sample out new
data similar to OOD dataset when prior is factorized. We can treat this as a manifestation of the curse
of dimensionality.
4.1.2 VAE
It is well-known that VAE and its variations learn independent representations [10, 36, 14, 40, 45]. In
VAE, the probabilistic encoder qφ(z|x) is often chosen as Gaussian form NZ(µ(x), diag(σ(x)2)),
where z ∼ qφ(z|x) is sampled representation and µ(x) is mean representation. The KL term in
variational evidence lower bound objective (ELBO) can be rewritten asEp(x)[KL(qφ(z|x)||p(z))] =
I(x; z) +KL(q(z)||p(z)), where p(z) is the prior, q(z) the aggregated posterior and I(x; z) the
mutual information between x and z [32]. Here the term KL(q(z)||p(z)) pulls pZ to the prior and
encourages independent sampled representations. Hence, we can use fitted Gaussion in estimating
KL(pZ ||prZ). On the other hand, there is no theoretical guarantee that KL(qZ ||prZ) is large enough
because Theorem 1 does not apply to non-diffeomorphisms. Furthermore, we cannot conclude that
qZ is Gaussian-like, because we cannot generate OOD dataset-like images by replacing prior with
the fitted Gaussian from representations of OOD dataset. Nevertheless, we cannot say that qZ is
close to prior because the decoder decides the generation process. We tried the SOTA φ-divergence
estimation method applicable for VAE, i.e. RAM-MC [62]. However, we find that RAM-MC can
also be attacked by data manipulation M2 (c.f. Section 2). So we turn to investigate the correlation of
6
represetations. Similar to flow-based model, we observe that the sampled (mean) representations of
OOD datasets are more correlated (c.f. Figure 21, 27,28 in the Appendix). Thus, we propose using
fitted Gaussian as proxy uniformly for estimating KL divergence in OOD detection.
4.2 DOCR: Algorithm for GAD
Algorithm 1 shows the details of our method. Given a group of inputs X = {x1, · · · ,xm}, we
compute the representations of X as Z = {z1, · · · , zm}. We treat Z as m observations of a d-
dimensional random vector v. The function CorrelationEval estimates the total correlation of v as
c. If c is greater than a threshold t, then the input group is determined as OOD data, otherwise, as
ID data. Since the algorithm is based on the evaluation of correlation, we can generalize function
CorreltionEval to other measure methods. In this paper, we select the following two methods
implementing function CorrelationEval.
1. TC: TC returns the estimated total correlation based on a fitted Gaussian from the represen-
tations against the prior as TC = KL(N (µ˜, Σ˜)||prZ), where µ˜ is the sample expectation,
Σ˜ is the sample covariance of representations set Z. TC can be computed analytically.
2. σ-Corr: Let R be the Pearson correlation coefficient of set Z, S be the set of non-diagonal
elements of R. σ-Corr returns the standard deviation of S as the criterion.
We name our algorithm as DOCR for Detecting OOD data by (Total) Correlation of Representaions.
Particularly, we note our algorithm with the two correlation evaluation methods as DOCR-TC and
DOCR-σ-Corr respectively.
Algorithm 1 Out-of-Distribution data detection according to (Total) Correlation of Representations
(DOCR)
1: Input: f(x): a well-trained flow-based model or the encoder of VAE using factorized prior;
X = {x1, · · · ,xm}: a batch of inputs; t: threshold
2: compute Z = {z1, · · · , zm} where zi = f(xi)
3: c = CorrelationEval(Z)
4: if c > t then
5: return X is out-of-distribution data
6: else
7: return X is in-distribution data
8: end if
4.3 DOCR-TC-M: From GAD to PAD
We can use DOCR-TC to perform GAD. However, we still face two problems. The first one is how to
decrease the batch size m. When m is small, it is hard to fit Gaussian precisely. The second problem
is how to perform PAD. We improve DOCR-TC by splitting the dimensions of representation into
groups. This not only increases the number of samples for fitting Gaussian but also makes it possible
to perform PAD. In the following, we call the improved algorithm as DOCR-TC-M.
Given a flow-based model z = f(x), suppose that the i.i.d. training data set are observations of
a random vector X∗ with density p∗X(x), we note Z
∗ = f(X∗) and Z∗ ∼ p∗Z(z). Let prZ(z) be
the prior distribution and random vector Zr ∼ prZ(z). We note the model induced random vector
Xr = f
−1(Zr) and Xr ∼ prX(x).
Generally, we have known that maxmimizing the likelihood function is equivalent to minimizing
the KL divergence KL(p∗X(x)||prX(x)) [5, 56]. Similar to the proof 3.1, we can use the change of
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variables rule and have
KL(p∗X(x)||prX(x))
=
∫
p∗X(x) log
(p∗X(x)
prX(x)
)
dx
=
∫
p∗X(f
−1(z)) log
(p∗X(f−1(z))
prX(f
−1(z))
)∣∣∣det ∂f−1(z)
∂zT
∣∣∣dz
=
∫
p∗X(f
−1(z))
∣∣∣det ∂f−1(z)
∂zT
∣∣∣ log (p∗X(f−1(z))
∣∣∣det ∂f−1(z)
∂zT
∣∣∣
prX(f
−1(z))
∣∣∣det ∂f−1(z)
∂zT
∣∣∣
)
dz
=
∫
p∗Z(z) log
(p∗Z(z)
prZ(z)
)
dx
= KL(p∗Z(z)||prZ(z))
(2)
Therefore, the training objective of flow-based model is also minimizing the KL divergence between
p∗Z(z) and the prior p
r
Z(z). In [56], Equation 2 is also called KL duality.
Here we suppose that prZ(z) is n-dimensional isotropic Gaussian Nn(z). We split random vector
Z∗ into k groups as Z∗1 , . . . , Z
∗
k , each of which is l-dimensional (k = n/l) random vector. We note
the marginal distribution of Z∗i as p
∗
Zi
(z) (1 ≤ i ≤ k). Then we can rewrite KL(p∗Z(z)||prZ(z)) as
follows.
KL(p∗Z(z)||prZ(z))
= KL(p∗Z(z)||Nn(z))
= Ep∗Z(z)
[
log
( p∗Z(z)
Nn(z)
)]
= Ep∗Z(z)
[
log
( p∗Z(z)∏k
i=1 p
∗
Zi
(z)
∏k
i=1 p
∗
Zi
(z)
Nn(z)
)]
= Ep∗Z(z)
[
log
( p∗Z(z)∏k
i=1 p
∗
Zi
(z)
)]
+ Ep∗Z(z)
[
log
(∏k
i=1 p
∗
Zi
(z)∏k
i=1N l(z)
)]
= Ep∗Z(z)
[
log
( p∗Z(z)∏k
i=1 p
∗
Zi
(z)
)]
+ Ep∗Z(z)
[ k∑
i=1
log
(p∗Zi(z)
N l(z)
)]
= Ep∗Z(z)
[
log
( p∗Z(z)∏k
i=1 p
∗
Zi
(z)
)]
+
k∑
i=1
Ep∗Zi (z)
[
log
(p∗Zi(z)
N l(z)
)]
= KL(p∗Z(z)||
k∏
i=1
p∗Zi(z))︸ ︷︷ ︸
A
+
k∑
i=1
KL(p∗Zi(z)||N l(z))︸ ︷︷ ︸
B
(3)
In equation 3, we decompose KL(p∗Z(z)||prZ(z)) into two parts. Part A is the generalized mutual
information between dimension groups [24]. We call part B as group-wise KL divergence. Part B
contains the divergence between the marginal distribution of each Z∗i against prior.
For a well-trained flow-based model, KL(p∗Z(z)||prZ(z)) is small enough, so both part A and B are
small enough. Our aim is to use part B as criterion for OOD detection. Now that each p∗Zi(z) is very
close to N k, we can use a single Gaussian p∗Zs(z) to approximate each p∗Zi(z). Therefore, part B
can be approximated as
B =
k∑
i
KL(p∗Zi(z)||N l(z)) ≈ k ×KL(p∗Zs(z)||N l(z)) (4)
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Figure 4: Train Glow on SVHN training split. We replace prior with Gaussians to generate new
images. The Gaussians used in subfigures are fitted from (a) representations of SVHN testing split;
(b) representations of CIFAR10 test split; (c) representations of SVHN test split but each of which
is split into 48 (4 × 4)-dimensional vectors; (d) representations of CIFAR10 test split but each of
which is split into 48 (4 × 4)-dimensional vectors. We can see that for SVHN (ID data), using a
single Gaussian p∗Zs(z) to approximate each p
∗
Zi
(z) in part B and neglecting part A bearly affects
the image quality. But for CIFAR10 (OOD data), using a single Gaussian qZs(z) to approximate each
qZi(z) in part B
′ and neglecting part A′ could lose important information, so subfigure (d) contains
less information of CIFAR10 style than (b).
Resultantly, we treat the samples of each p∗Zi(z) as samples drawn from p
∗
Zs
(z). In practice, we
can split a representation zi of shape (H × W × C) as H × W C-dimensional vectors or C
(H ×W )-dimensional vectors. Here H,W,C are the height, width, and the number of channels of
zi respectively. So a batch of m representations {zi, . . . ,zm} are treated as m×H ×W or m× C
observations. Then we can evaluate KL(p∗Zs(z)||N l(z)) by using the fitted Gaussian against the
isotropic Gaussian prior.
To investigate the appromixation in Equation 4 empirically, we conduct the following experiment. We
train Glow on SVHN training split and then compute the representations set Z = {z1, · · · , z10,000}
of the test split, which includes 10,000 (4 × 4 × 48 = 768)-dimensional vectors. We split each
zi as 48 16-dimensional vectors and treat set Z as 480,000 16-dimensional vectors. Then we fit a
16-dimensional Gaussian N 16 using maximum likelihood estimate[5]. Nextly, we replace the prior
with N 16 and generate new images. The generated images are shown Figure 4(c). For comparison,
we use original representations set Z to fit a 768-dimensional Gaussian and replace the prior. The
generated images are shown in Figure 4(a). We can see that there are barely any perceptual difference
between Figure 4(a) and 4(c). This indicate that we can use p∗Zs(z) to approximate each p
∗
Zi
(z) in
part B and neglect part A.
9
On the other hand, we suppose that the representations of the OOD dataset are samples of a random
vector Zq with density qZ(z). We also split Zq as k l-dimensional random vector Z
q
1 , . . . Z
q
k(l =
n/k), each of which has density qZi(z). Similarly, KL(qZ(z)||prZ(z)) can be rewritten as
KL(qZ(z)||prZ(z)) = KL(qZ(z)||
k∏
i=1
qZi(z))︸ ︷︷ ︸
A′
+
k∑
i=1
KL(qZi(z)||N l(z))︸ ︷︷ ︸
B′
(5)
According to Theorem 1, KL(qZ(z)||prZ(z)) is large enough. Since part A′ is non-negative, we have
KL(qZ(z)||prZ(z)) > B′. In DOCR-TC-M, we hope the following condition holds
KL(qZ(z)||prZ(z)) = A′ +B′ > B′  KL(p∗Z(z)||prZ(z)) = B +A (A is very small) (6)
In fact, since A is very small, to make condition 6 holds, it suffices to show B′  B. For OOD
datasets, although qZ1(z), . . . , qZk(z) are not close to each other, we still use the approximation as
like Equation 4, so we have
B′ =
k∑
i
KL(qZi(z)||N l(z)) ≈ k ×KL(qZs(z)||N l(z)) (7)
where qZs is the underlying approximator distribution for each qZi . Similarly, the split representations
of OOD datasets can be treated as samples drawn from qZs . Resultantly, B
′ can be evaluated by
using the KL divergence between fitted Gaussian and prior.
Similarly, we conduct experiments to investigate approximation in Equation 7 empirically. We
collect the representations of CIFAR10 test split on Glow trained on SVHN. Then we treat each
representation as 48 (4× 4)-dimensional vectors and get 480,000 16-dimensional vectors. Nextly,
we fit Gaussian using maximum likelihood estimate and replace the prior. Figure 4(d) shows the
generated images. For comparison, we also replace prior with fitted Gaussian from representations of
CIFAR10 test split (not split into subvectors) and generate new images (shown in Figure 4(b)). We
can see that Figure 4(d) contains less information of CIFAR10 style than Figure 4(b). So it seems
that part A′ is larger than part A. However, we can see that part B′ still contains enough information
of CIFAR10 style such that we can distinguish Figure 4(d) from Figure 4(c).
In summary, we use the estimated part B(B′) as a criterion for OOD detection. Figure 2(b) shows the
bird’s-eye view of our algorithm. It worths noting that, the representation z can be split in different
ways. In DOCR-TC-M, since the correlation between groups (i.e., part A (A′)) are neglected, so
a different splitting method may affect condition 6. Therefore, we need to take a balance between
part A and B. On one hand, a larger k may make part A (A′) dominate the whole KL divergence.
When k = n, part A becomes the mutual information between each dimension. On the other hand, a
smaller k may preserve more divergence in part B but decreases the whole batch size. When k = 1,
there are not difference between DOCR-TC and DOCR-TC-M.
In practice, suppose that each representation zi has shape (H ×W × C), where H,W,C are the
height, width and the number of channels of zi.2 We can split zi as H × W observations of a
C-dimensional random vector or C observations of a (H ×W )-dimensional random vector. This
improvement increases batch size m to m×H ×W or m×C, but disregards a portion of correlation
between dimension groups (i.e., part A). Except for this splitting, the DOCR-TC-M is the same as
DOCR-TC. Importantly, when m = 1, DOCR-TC-M becomes point-wise anomaly detection method.
In experiments, we find that the former splitting method is better for GAD and the latter is better for
PAD.
5 Experiments
5.1 Experimental Setting
We conduct extensive experiments to evaluate the effectiveness and robustness of our method.
2In our experiments, H =W = 4, C = 48. See Section C in the Appendix for model details.
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Benchmarks. We evaluate our method with benchmarks used prevalently in deep anomaly detection
research [50, 51, 43, 66, 26, 27], including MNIST [42], FashionMNIST [75], notMNIST [9],
CIFAR10/100 [39], SVHN [52], CelebA [44], TinyImageNet [69], and ImageNet32 [19]. For
grayscale datasets, we replicate channels and pad zeros into 32 × 32 × 3 for consistency. We use
S-C(k) (k ≥ 0) to denote dataset S with adjusted contrast by a factor k (c.f. Figure 33 in Appendix
for examples). The size of each test dataset is fixed to 10,000 for comparison.
Models. For flow-based model, we use OpenAI’s open-source implementation of Glow [55] with
768-dimensional isotropic Gaussian as prior except for CIFAR10. Specifically, for CIFAR10, we also
use the checkpoint released by the authors of [51] for fairness [18], which uses prior with learned
mean and diagonal covariance. For VAE, we train convolutional VAE and use sampled representation
for all problems. Details about the models are described in Section D in the Appendix. See Figure 12
in the Appendix for generated images.
Metrics. We use threshold-independent metrics: area under the receiver operating characteristic
curve (AUROC) and area under the precision-recall curve (AUPR) to evaluate our method [8]. An
ideal detector gives 100% AUROC and a random detector gives 50% AUROC. We treat OOD data as
positive data. For GAD, each dataset is shuffled and then divided into groups of size m. We compute
AUROC and AUPR according to the portion of groups determined as OOD data.
Baseline. For GAD, we use SOTA GAD method Ty-test [51] as the baseline. Since Ty-test
outperforms all other baseline methods in [51], we did not use more baselines for GAD. For PAD, we
use the SOTA method [65] as baseline. Section D in the Appendix discusses more about baselines.
Due to resource limitations, we train each model once and run each method 5 times in evaluation. We
show “mean±std” for each problem.
5.2 Experimental Results
GAD with Unconditional Glow. Table 2 in the Appendix shows the GAD results on Glow trained
on FashionMNIST, SVHN, CIFAR10, CelebA and tested on OOD datasets. For all these problems,
DOCR-TC-M can achieve (near) 100% AUROC/AUPR with batch size 10 and outperforms Ty-test
significantly. Importantly, for different problems, we adjust the contrast with corresponding factors
such that ID and OOD data have coinciding likelihood distributions. For these manipulated datasets,
Ty-test performs not better than random guessing. On the contrary, our method is robust against data
manipulation. Besides, DOCR-TC needs a larger batch size than DOCR-TC-M, but still outperforms
Ty-test. See Section F in the Appendix for results of DOCR-TC.
Table 3 in the Appendix shows the results on CIFAR10 vs CIFAR100 problem, which is not solved
by Ty-test. This is also the hardest problem for our method. DOCR-σ-Corr achieves 92%+AUROC
when the batch size reaches 250 and DOCR-TC(-M) fails. We argue that the main reason is that the
model fails to capture the distribution of CIFAR10 as successfully as other datasets (c.f. Figure 12
in the Appendix). Thus, D(pZ , prZ) is not small enough and Theorem 1 does not fit well for this
problem. We also list results with checkpoints released by OpenAI in the Appendix. As reported by
[51], CelebA vs CIFAR10/100 is also challenging for Ty-test. Our method can achieve near 100%
AUROC. We should point out that, our experimental results on Glow trained on CelebA is not fair for
Ty-test, because we were not able to make the likelihood distribution of CelebA training split and test
split fit well. On the contrary, our method is not affected by possible underfitting or overfitting.
Robustness. The results presented above have shown the robustness of our method against data
manipulation method M2 (c.f. Section 2). Our method is also robust to M1. Experimental results
show that DOCR-TM-M achieves the same performance under attack method M1 except that a
slightly larger batch size (+5) is needed for CIFAR10-related problems.
GAD with GlowGMM Our method on GlowGMM trained on FashionMNIST also achieves near
100% AUROC. The details are discussed in Section F.1 in the Appendix for the sake of space. We also
show how to generate images of other classes from the representations normalized on one Gaussian
component.
PAD with Glow. We cannot replicate the results of the baseline method in [65] using
both model checkpoints released by OpenAI [55] and DeepMind [18] except for CIFAR10
vs SVHN. Importantly, we find that the baseline method performs badly on SVHN vs
CelebA/CIFAR10/CIFAR100/ImageNet32 which are not evaluated in [65]. On the contrary, our
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method achieves near 100% AUROC for these problems. Section F.2 elaborates the details of the
PAD experiments and explains why the baseline method is not a general method.
GAD with VAE. We train convolutional VAE with 8-/16-/32-dimensional latent space on FashionM-
NIST, SVHN, and CIFAR10 respectively. Table 16 in the Appendix shows the results. DOCR-TC
achieves near 100% AUROC when m = 25 for almost problems. CIFAR10 vs CIFAR100 is the most
difficult problem for our method on VAE. As shown in Table 17 in the Appendix, DOCR-TC needs a
batch size 150 to achieve 98%+ AUROC. Nevertheless, DOCR-TC still outperforms Ty-test. Again,
Ty-test can be attacked by data manipulations M2 for almost all problems. We failed to attack Ty-test
by grayed notMNIST, because notMNIST with even a zero contrast factor still have lower likelihoods
than FashionMNIST. In Figure 18 in the Appendix, we also list the results of using reconstruction
probability for OOD data detection[2]. These results indicate that for vanilla VAE the reconstruction
probability is not a reliable criterion for OOD detection.
6 Discussion and Related Work
We discuss our method and related work briefly. See Section D in Appendix for more discussions.
Theory. Previous works [56, 57] also utilize diffeomorphism to analyze the training objective of
flow-based model in KL divergence form. Before our work, the question proposed in [51] is not
answered satisfactorily. Our theorem provides a novel perspective on revealing why we cannot sample
out new data similar to OOD dataset, and also allows a wide range of divergence estimation methods,
which are left to be the future work.
OOD detection. In [70], Toth et al. gives a survey on GAD methods and list plenty of real-world
GAD applications. In [11], a wide range of deep learning based GAD and PAD methods are surveyed.
Generally, it is straightforward to use model likelihood p(x) of a generative model to detect OOD
data [59, 70]. However, these methods fail when OOD data has a higher likelihood. Choi et al.
propose using the Watanabe-Akaike Information Criterion (WAIC) to detect OOD data [16]. WAIC
penalizes points which are sensitive to the particular choice of posterior model parameters and hence
needs multiple models. Recently, Nalisnick et al. [51] point out that WAIC is not stable. In [16],
Choi et al. also proposes using typicality test in the latent space to detect OOD data. Our results
reported in section 2 demonstrate that typicality test in the latent space is inadvisable. Sabeti et
al. propose detecting anomaly based on typicality [63], but their method is not suitable for DGM.
Nalisnick et al. propose using typicality test on model distribution (Ty-test) for GAD [51]. Ren et
al. proposes to use likelihood ratios for OOD detection[61]. Serrà et al. proposes using likelihood
compensated by input complexity for OOD detection [65]. Before this writing, [51] and [65] are the
SOTA GAD and PAD methods applicable to flow-based models respectively.
We emphasize that the success of our method relies on two important factors: D(pZ ||prZ) is small
enough and both pZ and qZ are Gaussian-like. These two factors require that the model succeeds to
capture the distribution of training data. In our experiments, our method achieves very strong results
on problems where the model succeeds to generate high-quality images. For CIFAR10 vs CIFAR100,
DOCR-TC(-M) is not satisfying, and DOCR-σ-Corr outperforms DOCR-TC. This indicates that a
more sensitive dependency measure may improve our method. In DOCR-TC-M, we only use part B
as the criterion (c.f. Section 4.3). It is also possible to estimate part A using existing methods [24].
Nevertheless, we find that part B is qualified for many problems.
Besides, Ty-test applies to flow-based model, VAE, and auto-regressive model. Our method applies
to models which learn independent or disentangled representations [12, 29, 21, 30, 36, 14, 40].
7 Conclusion
In this paper, we prove that, for a well-trained flow-based model, the distance between the distribution
of representations of an OOD dataset and prior can be large enough, as long as the distance between
the distributions of ID and OOD datasets is large enough. We also observe that, in flow-based
model, the representations of OOD dataset follow Gaussian-like distribution. Based on our theorem
and observation, we propose an easy-to-perform OOD detection method both for GAD and PAD.
Experimental results demonstrate that our method can achieve near 100% AUROC for all problems
on GAD and robust against data manipulation. On the contrary, the SOTA GAD method performs
12
not better than random guessing for challenging problems and can be attacked by data manipulation
in almost all cases. For PAD, our method is comparable to SOTA PAD method on one category of
problems and outperforms SOTA PAD method on another category of problems.
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A Background of Flow-based Model and VAE
Flow-based generative models construct diffeomorphism f from visible space X to latent space Z .
The model uses a series of diffeomorphisms implemented by multilayered neural networks
x
f1←→ h1 f2←→ h2 · · · fn←→ z (8)
like flow. The whole bijective transformation f(x) = fn ◦ fn−1 · · · f1(x) can be seen as encoder,
and the inverse function f−1(z) is used as decoder. According to the change of variable rule, the
probability density function of the model can be formulated as
log pX(x) = log pZ(f(x)) + log
∣∣∣∣det ∂z∂xT
∣∣∣∣
= log pZ(f(x)) +
∑n
i=1
log
∣∣∣∣det ∂hi∂hTi−1
∣∣∣∣ (9)
where x = h0, z = hn,
∂hi
dhTi−1
is the Jacobian of fi.
Here prior pθ(z) is chosen as tractable density function. For example, the most popular prior is
isotropic multivariate Gaussian N (0, I), which makes log pθ(z) = −(1/2) ×
∑
i z
2
i + C. After
training, one can sample noise  from prior and generate new samples f−1().
Variational Autoencoder (VAE) is directed graphical model approximating the data distribution p(x)
with encoder-decoder architecture. The probabilistic encoder qφ(z|x) approximates the unknown
intractable posterior p(z|x). The probabilistic decoder pθ(x|z) approximates p(x|z). In VAE, the
variational lower bound of the marginal likelihood of data points (ELBO)
L(θ, φ)
=
1
N
N∑
i=1
Ez∼qφ [log pθ(x
i|z)]−KL[qφ(z|xi)||p(z)]
(10)
can be optimized by stochastic gradient descent. After training, one can sample z from prior p(z)
and use the decoder pθ(x|z) to generate new samples.
B Divergences
In our theorem, we use φ-divergence (also called f -divergence) defined by:
Definition 1 (φ-divergence) The φ-divergence between two densities p(x) and q(x) is defined by
Dφ(p, q) =
∫
φ(p(x)/q(x))q(x)dx, (11)
where φ is a convex function on [0,∞) such that φ(1) = 0. When q(x) = 0, 0φ(0/0) = 0 and
0φ(p/0) = limt→∞ φ(t)/t[1].
φ-divergence family is used widely in machine learning fields. As shown in Table 1, many commonly
used measures including the KL divergence, Jensen-Shannon divergence, and squared Hellinger
distance belong to φ-divergence family. Many φ-divergences are not proper distance metrics and do
not satisfy the triangle inequality.
Specially, the KL divergence between two n-dimensional multivariate Gaussians has closed form
KL(N (µ1,Σ1)||N (µ2,Σ2)) = 1
2
{
log
|Σ2|
|Σ1| − n+ tr(Σ
−1
2 Σ1) + (µ2 − µ1)TΣ−12 (µ2 − µ1)
}
(12)
where tr is the trace of matrix. Additionaly, when N (µ2,Σ2) = N (0, I),
KL(N (µ,Σ)||N (0, I)) = 1
2
{− log |Σ| − n+ tr(Σ) + µ>µ} (13)
We also use (h, φ)-divergence defined by:
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Table 1: Examples of φ-divergence family
φ(x) Divergence
x log x− x+ 1 Kullback-Leibler
− log x+ x− 1 Minimum Discrimination Information
(x− 1) log x J-Divergence
1
2 |1− x| Total Variation Distance
(1−√x)2 Squared Hellinger distance
x log 2xx+1 + log
2
x+1 Jensen-Shannon divergence
Definition 2 ((h, φ)-divergence) The (h, φ)-divergence between two densities p(x) and q(x) is
defined by
Dhφ(p, q) = h(Dφ(p, q)), (14)
where h is a differentiable increasing real function from [0, φ(0) + limt→∞ φ(t)/t] onto [0,∞) [46].
(h, φ)-divergence includes a broader range of divergences than φ-divergence. For example, Rényi
distance belongs to (h, φ)-divergence family.
C Model Details
We use both DeepMind and OpenAI’s official implementations of Glow model. The model consists
of three stages, each of which contains 32 coupling layers with width 512. After each stage, the
latent variables are split into two parts, one half is treated as the final representations and another half
is processed by the next stage. We use additive coupling layers for grayscale datasets and CelebA
and use affine coupling layers for SVHN and CIFAR10. All priors and standard Gaussian except
for CIFAR10, which use prior with learned mean and diagonal covariance. All models are trained
using Adamax optimization method with a batch size of 64. The learning rate is increased from 0
up to 0.001 in the first 10 epochs and keeps invariable in remaining epochs. Flow-based models are
very resource consuming. For the sake of resource limitation, we use the checkpoints released by
DeepMind [18] and OpenAI [55] for CIFAR10. Besides, Glow uses multiscale architecture [20] and
produces representations in multiple stages. In our experiments, we use three stages and only use the
output of the last stage with shape (4,4,48) as representation.
We train Glow on FashionMNIST/SVHN/CelebA32 for 130/390/320 epochs respectively. We need
to point out that, in the released first version of this paper, we train Glow on SVHN only with 130
epochs. Although there is no obvious perceptual difference in the generated images, the model with
fewer epochs reaches only 80+% AUROC for PAD on SVHN vs CIFAR10 (GAD result is still near
100%). In the second time, we train Glow on SVHN for 390 epochs with the same script and find that
the model achieves near 100% AUROC for SVHN vs CIFAR10. We believe that our method can be
improved furtherly with more epochs.
For VAE, we use convolutional architecture in the encoder and decoder. The encoder consists three
4 × 4 × 64 convolution layers. On top of convolutional layers, two dense layer heads output the
mean µ(x) and the standard variance σ(x) respectively. The decoder has the mirrored architecture
as encoder. All activations are LeakyReLU with α = 0.3. For FashionMNIST, SVHN, and CIFAR10,
we use 8-, 16- and 32-dimensional latent space respectively. Models are trained using Adam without
dropout. The learning rate is 5× 1−4 with no decay.
D More Discussion
Theory. In fact, we can treat our method in a divergence estimation perspective. In principle, given a
training dataset S and a group of inputs T . An ideal divergence estimation method can determine
whether T is anomaly data or not. However, when only samples of two densities are available,
divergence estimation problems are provable hard and the estimation error decays slowly in high
dimension space [33, 53, 62]. This brings difficulty in applying divergence estimation for anomaly
detection where the batch size is small. We can treat the flow-based model f as a transformer which
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makes divergence estimation easy to perform. Model f maps random variables in visible space to the
hidden space with preserving the divergence. In the hidden space, f(S) follows a Gaussian which is
close to prior, and f(T ) also follows a Gaussian-like distribution, whenever T are ID or OOD data.
In such setting, we can use fitted Gaussian as proxy to estimate KL divergence for OOD detection.
We also should note that we are not pursuing a precise divergence estimation. The experimental
results in this paper show that such estimation is qualified at least for many OOD detection problems.
Benchmarks. In our experiments, we find that the same model may behave very differently from
dataset to dataset. Up to now, there does not exist a unified benchmark for anomaly detection. We
select the most prevalent datasets in this area and use plenty of dataset compositions for evaluation.
Since flow-based models are known to be resource consuming, we leave more evaluation work in the
future.
Baselines. As far as we know, before this submission, there exist five methods that handle OOD data
with higher likelihood in DGM:
1. WAIC [16]. In [51], Nalisnick et al. state that they are not able to replicate the results of
WAIC. We also do not use WAIC as baseline.
2. typicality test in latent space [16]. We have shown in Section 2 in the main body that
typicality test in latent space is not qualified.
3. typicality test in model distribution (Ty-test) [51]. Ty-test is the only GAD method among
the five methods. We use it as the baseline for GAD.
4. input complexity compensated likelihood [65]. We use this method as the baseline for PAD.
5. likelihood ratios [61]. In [65], Serrà et al. interpret their method as a likelihood-ratio test
statistic and achieve better performance than method 5. Therefore, method 5 can be seen
as an instance of method 4. Besides, the authors of method 5 did not report results on flow
models. So we do not use method 5 as the baseline.
Besides, it is unfair to compare with supervised learning based OOD detection method, because there
are no labels available in unsupervised learning.
Models. We did not conduct more experiments on flow models with various architectures as well as
other training methods. Nevertheless, our theory guarantees that the (h, φ)-divergence between the
distribution of representations of OOD dataset and the prior is large enough. We can use this property
for any (h, φ)-divergence measure. For VAE, our method is affected by the model architecture and
training method. Both of high dimensional latent space and dropout used in training lead to nearly
dead neurons in latent space. Dimensions with small variance can lead to strong correlation and hence
reduce the performance of our method. We did not conduct experiments on other VAE variations,
e.g., β-VAE [30], FactorVAE [36], β-TCVAE [14], DIP-VAE [40]. These variations add more
regularization strength on disentanglement. Resultantly, the representations are more independent
than that of vanilla VAE [45]. We also did not conduct PAD on VAE because the VAE models used
in our experiments are small. We have not enough latent variables to split into multiple groups. In the
future, we will conduct experiments on larger VAE models and variations.
Divergence estimation. Although flow-based model is usually trained using KL divergence, Theorem
1 states that the model preverves all (h, φ)-divergence family. Furthermore, it is possible to train
flow-based model with other divergence [56]. Hence, it is possible to explore more divergence
estimation methods [62, 7, 28] for GAD.
Style Transfer. In our experiments, we use fitted Gaussian to approximate the distribution of
representations of OOD datasets. We also generate new images similar to OOD datasets to some
extend. Such similar phenomenon is also reported by a similar but different work [23], which is
released contemporaneously with the first edition of this paper. In [23], the authors replace the prior
with factorized posterior. However, we replace the prior with nonfactorized distribution. Performing
style transfer with flow-based models is beyond the scope of this paper. We will explore this direction
in the future.
E Limitations
The first limitation is that our method relies on that the model succeeds to capture the distribution
of training data. Firstly, a successful model can make D(pZ ||prZ) small enough and fits Theorem 1
better. However, modeling data is a long-standing goal of unsupervised learning [5]. Secondly, we
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observe that both pZ and qZ are Gaussian-like only in well-trained flow-based models. This is why
we can use fitted Gaussian as proxy to estimate KL divergence. Therefore, when the model fails to
capture the distribution of training data, our method is also affected. For example, our method on
CIFAR10 vs CIFAR100 both on GAD and PAD is not satisfying. From the generated images from
Glow, it is hard to determine that the model is trained on CIFAR10 or CIFAR100. There are two
possible solutions to handle CIFAR10 vs CIFAR100. The first one is to improve the model. Up to
now, we have not tried more advanced flow models [31, 4]. We are not aware of any unconditional
flow-based model that can model CIFAR10 satisfactorily. The second possible solution is to use more
advanced KL divergence estimation methods [60, 73, 54, 48, 62]. We leave this as future work.
The second limitation is that the performance of our method for PAD may (not always) decrease when
OOD dataset has a very low contrast (e.g., SVHN vs CelebA-C(0.08)/CIFAR10-C(0.12)/CIFAR100-
C(0.12)/ImageNet32-C(0.07)) (c.f. Table 15). The reason is that a very low contrast decreases the
variance of representations. In such a case, it is hard to extract strong correlation between dimensions
only from one sample. But if we increase the batch size, i.e., in GAD, our method is not affected by
the low contrast. Nevertheless, our method is still comparable with SOTA PAD method when OOD
data has very low contrast (c.f. Table 15).
F Experimental Results
F.1 GAD Results on Glow
DOCR-TC-M on Unconditional Glow. Table 2 shows the results of DOCR-TC-M on unconditional
Glow trained on FashionMNIST/SVHN/CIFAR10/CelebA. Our method achieves near 100% AUROC
for all problems and robust to data manipulation. The baseline method Ty-test can be attacked by
data manipulation for almost all cases.
Table 2: Results on Glow trained on FashionMNIST (Fash.), SVHN, CIFAR10 and CelebA.
ID OOD
Batch size m=5 m=10
Method DOCR-TC-M Ty-test DOCR-TC-M Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
Fa
sh
. MNIST 100.0±0.0 100.0±0.0 95.5±0.2 92.1±0.6 100.0±0.0 100.0±0.0 99.4±0.1 99.3±0.2
MNIST-C(10.0) 100.0±0.0 100.0±0.0 75.7±0.2 66.6±0.4 100.0±0.0 100.0±0.0 84.5±0.4 77.0±1.2
notMNIST 100.0±0.0 100.0±0.0 83.9±0.3 82.1±0.3 100.0±0.0 100.0±0.0 92.5±0.3 91.8±0.5
notMNIST-C(0.005) 100.0±0.0 100.0±0.0 9.8±0.4 32.3±0.1 100.0±0.0 100.0±0.0 6.7±0.4 31.7±0.1
SV
H
N
CelebA 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.08) 100.0±0.0 100.0±0.0 50.7±0.8 47.1±0.5 100.0±0.0 100.0±0.0 54.8±0.3 49.1±0.2
CIFAR10 99.7±0.0 99.7±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR10-C(0.12) 99.1±0.1 99.2±0.1 31.9±0.3 38.0±0.1 100.0±0.0 100.0±0.0 25.0±0.5 35.6±0.1
CIFAR100 99.7±0.1 99.7±0.1 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR100-C(0.12) 99.0±0.1 99.0±0.1 35.2±0.7 39.3±0.3 100.0±0.0 100.0±0.0 27.2±0.5 36.3±0.1
ImageNet32 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
ImageNet32-C(0.07) 100.0±0.0 100.0±0.0 45.3±0.7 45.8±0.4 100.0±0.0 100.0±0.0 42.4±0.3 43.9±0.3
C
IF
A
R
10
CelebA 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.3) 98.3±0.2 98.4±0.2 28.5±0.3 36.7±0.1 100.0±0.0 100.0±0.0 22.9±0.3 35.0±0.1
ImageNet32 97.5±0.1 97.8±0.1 99.2±0.0 99.4±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
ImageNet32-C(0.3) 89.3±0.3 89.7±0.6 40.9±0.3 43.2±0.2 99.3±0.0 99.3±0.0 31.5±0.4 38.2±0.1
SVHN 99.0±0.0 99.6±0.0 98.6±0.1 99.3±0.1 100.0±0.0 100.0±0.0 99.9±0.0 100.0±0.0
SVHN-C(2.0) 100.0±0.0 100.0±0.0 33.6±0.4 61.0±0.1 100.0±0.0 100.0±0.0 26.1±0.5 57.8±0.1
C
el
eb
A
CIFAR10 91.6±0.3 91.9±0.4 5.7±0.2 31.2±0.0 99.2±0.1 99.3±0.1 0.9±0.1 30.7±0.0
CIFAR100 93.6±0.5 94.0±0.5 7.8±0.2 31.5±0.0 99.5±0.1 99.5±0.1 2.0±0.1 30.8±0.0
ImageNet32 99.9±0.0 99.9±0.0 79.8±0.3 84.0±0.3 100.0±0.0 100.0±0.0 87.8±0.5 90.4±0.3
ImageNet32-C(0.07) 99.9±0.0 99.9±0.0 30.5±0.2 40.4±0.3 100.0±0.0 100.0±0.0 22.8±0.2 36.2±0.3
SVHN 100.0±0.0 100.0±0.0 83.1±0.3 80.1±0.8 100.0±0.0 100.0±0.0 91.6±0.2 90.5±0.6
SVHN-C(1.8) 100.0±0.0 100.0±0.0 6.3±0.1 31.4±0.0 100.0±0.0 100.0±0.0 1.4±0.1 30.8±0.0
DOCR-TC-M on CIFAR10 vs CIFAR100. Table 3 shows the results of Glow on CIFAR10 vs
CIFAR100 problem.
Table 3: Glow trained on CIFAR10 and tested on CIFAR100. Each row is for one batch size.
Method DOCR-σ-Corr Ty-test
Metric AUROC AUPR AUROC AUPR
m=50 69.2±0.9 68.7±2.7 61.0±0.4 63.7±1.3
m=100 78.9±3.6 78.7±3.7 65.7±1.5 67.1±1.7
m=150 86.0±1.6 85.4±1.0 70.2±2.4 70.2±2.7
m=200 88.0±3.1 88.8±1.8 73.0±1.6 70.6±2.7
m=250 92.7±2.5 92.6±2.5 74.6±0.7 74.7±1.7
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DOCR-TC. Table 4 shows the results of DOCR-TC on CIFAR10 vs others problems using the model
checkpoint released by DeepMind. Compared to DOCR-TC-M, DOCR-TC needs a slightly larger
batch size but still outperforms Ty-test significantly.
Table 4: Results of DOCR-TC on Glow trained on FashionMNIST (Fash.M), SVHN, CIFAR10 and
CelebA respectively. We use different contrast factor to attack Ty-test. Each row is for one problem.
DOCR-TC needs a larger batch size than DOCR-TC-M, but still outperforms Ty-test significantly.
ID OOD↓
Batch size m=10 m=25
Method DOCR-TC Ty-test DOCR-TC Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
Fa
sh
.M
MNIST 100.0±0.0 100.0±0.0 99.2±0.1 98.8±0.1 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
MNIST-C(10.0) 100.0±0.0 100.0±0.0 84.9±0.3 77.6±1.3 100.0±0.0 100.0±0.0 94.7±0.3 92.4±1.0
notMNIST 100.0±0.0 100.0±0.0 92.7±0.5 92.0±0.6 100.0±0.0 100.0±0.0 98.9±0.2 98.8±0.3
notMNIST-C(0.005) 100.0±0.0 100.0±0.0 7.0±0.6 31.8±0.1 100.0±0.0 100.0±0.0 2.7±0.2 31.0±0.0
SV
H
N
CelebA 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.08) 100.0±0.0 100.0±0.0 54.7±0.5 48.8±0.3 100.0±0.0 100.0±0.0 58.2±0.3 51.1±0.3
CIFAR10 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR10-C(0.12) 100.0±0.0 100.0±0.0 54.7±0.5 48.8±0.3 99.1±0.3 99.4±0.4 12.6±0.9 32.6±0.2
CIFAR100 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR100-C(0.12) 95.5±0.4 95.8±0.5 26.9±1.3 36.2±0.4 97.2±0.2 97.6±0.0 12.0±1.1 32.4±0.2
Imagenet32 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Imagenet32-C(0.07) 100.0±0.0 100.0±0.0 42.6±0.4 44.1±0.2 100.0±0.0 100.0±0.0 35.7±0.3 40.8±0.2
C
IF
A
R
10
CelebA 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.3) 100.0±0.0 100.0±0.0 23.4±5.3 35.1±0.2 100.0±0.0 100.0±0.0 12.6±0.7 32.6±0.1
Imagenet32 99.3±0.0 99.4±0.0 100.0±0.0 100.0±0.0 99.0±0.3 99.2±0.2 100.0±0.0 100.0±0.0
Imagenet32-C(0.3) 94.8±0.3 95.2±0.3 31.7±0.7 38.3±0.2 96.7±0.5 97.4±0.4 15.0±1.0 33.0±0.2
SVHN 99.1±0.0 99.7±0.0 99.9±0.0 100.0±0.0 99.6±0.1 99.9±0.0 100.0±0.0 100.0±0.0
SVHN-C(2.0) 100.0±0.0 100.0±0.0 26.7±0.6 58.0±0.2 100.0±0.0 100.0±0.0 58.2±0.2 60.2±0.8
C
el
eb
A
CIFAR10 99.8±0.0 99.8±0.0 1.0±0.1 30.8±0.0 100.0±0.0 100.0±0.0 0.0±0.0 30.7±0.0
CIFAR100 99.8±0.0 99.8±0.0 2.0±0.2 30.8±0.0 100.0±0.0 100.0±0.0 0.0±0.0 30.7±0.0
Imagenet32 100.0±0.0 100.0±0.0 87.9±0.3 90.5±0.1 100.0±0.0 100.0±0.0 96.7±0.4 97.4±0.2
Imagenet32-C(0.07) 100.0±0.0 100.0±0.0 23.0±0.3 36.4±0.2 100.0±0.0 100.0±0.0 11.7±0.3 32.4±0.2
SVHN 100.0±0.0 100.0±0.0 91.5±0.6 89.9±1.4 100.0±0.0 100.0±0.0 98.6±0.2 98.5±0.2
SVHN-C(1.8) 100.0±0.0 100.0±0.0 1.4±0.2 30.8±0.0 100.0±0.0 100.0±0.0 0.0±0.0 30.7±0.0
Results with model checkpoints from OpenAI. Table 5 and 6 shows the experimental results using
the model checkpoint released by OpenAI. Note that, since the model likelihoods of CIFAR10
training split and test split do not fit very well, so the performance of Ty-test on CIFAR10 vs SVHN
degrades severely. Our method is not affected by possible overfitting or underfitting. We did not
search for more hyperparameters due to resource limitations.
Table 5: Glow trained on CIFAR10, tested on other datasets, using checkpoint released by OpenAI.
EACH ROW is for one DATASET.
Batch size m=10 m=25
Methods DOCR-TC Ty-test DOCR-TC Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
SVHN 100.0±0.0 100.0±0.0 59.6±0.2 52.2±0.3 100.0±0.0 100.0±0.0 64.4±0.4 56.4± 0.7
CelebA 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Imagenet32 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Table 6: Glow trained on CIFAR10, tested on CIFAR100, using checkpoint released by OpenAI.
EACH ROW is for one BATCH SIZE. We are the first to solve CIFAR10 vs CIFAR100 problem
on Glow.
Method DOCR-TC DOCR-σ-Corr Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR
m=25 64.6±0.9 66.0±1.6 77.3±1.4 78.2±1.5 59.2±0.5 60.8±0.9
m=50 68.2±3.2 69.7±3.6 85.9±1.3 86.9±1.0 62.5±0.6 64.1±0.5
m=75 69.1±2.0 70.6±3.2 91.3±1.9 91.9±1.9 65.7±1.5 66.7±1.4
m=100 67.8±3.4 67.7±4.3 93.6±1.8 94.1±1.9 68.2±1.2 70.2±1.2
m=125 67.7±3.8 66.9±3.5 96.2±1.4 96.3±1.6 71.0±1.6 71.2±3.6
m=150 67.7±2.0 67.8±2.5 98.2±0.9 98.4±0.8 73.0±1.0 72.7±1.8
m=175 71.5±5.2 73.4±2.6 98.0±1.0 98.0±1.1 72.2±1.8 74.2±2.3
m=200 68.4±2.6 70.8±2.8 98.9±1.0 99.1±0.7 73.6±2.1 76.3±2.7
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DOCR-σ-Corr. In Table 7 to 11, we report more experimental results of DOCR-σ-Corr. Compared
with DOCR-TC, DOCR-σ-Corr needs slightly larger batch size to achieve the same performance. Both
CTR-σ-Corr and CTR-TC are better than the baseline method [51] and robust to data manipulation.
Table 7: Results of DOCR-σ-Corr. Glow trained on FashionMNIST, tested on other datasets. EACH
ROW is for one DATASET.
Method DOCR-σ-Corr
Batch size m=10 m=25
Metric AUROC AUPR AUROC AUPR
MNIST 85.7±0.5 86.6±0.4 99.8±0.0 99.9±0.0
MNIST-C(10.0) 89.5±0.6 90.2±0.6 100.0±0.0 100.0±0.0
notMNIST 99.9±0.0 99.9±0.0 100.0±0.0 100.0±0.0
notMNIST-C(0.005) 95.5±0.3 96.3±0.2 100.0±0.0 100.0±0.0
Table 8: Results of DOCR-σ-Corr. Glow trained on SVHN, tested on other datasets.
Method DOCR-σ-Corr
Batch size m=10 m=25
Metric AUROC AUPR AUROC AUPR
CelebA 91.8±0.7 92.5±0.6 100.0±0.0 100.0±0.0
CelebA-C(0.08) 98.6±0.2 98.8±0.1 100.0±0.0 100.0±0.0
CIFAR10 87.8±0.7 88.8±0.7 99.2±0.2 99.3±0.2
CIFAR10-C(0.12) 89.4±0.5 90.1±0.4 99.7±0.0 99.7±0.0
CIFAR100 90.1±0.5 91.2±0.5 99.5±0.0 99.5±0.0
CIFAR100-C(0.12) 92.3±0.6 93.3±0.5 99.8±0.0 99.8±0.0
Imagenet32 88.9±0.5 90.0±0.5 99.4±0.2 99.4±0.2
Imagenet23-C(0.07) 97.4±0.3 97.8±0.2 100.0±0.0 100.0±0.0
Table 9: Results of DOCR-σ-Corr. Glow trained on CIFAR10, tested on other datasets.
Method DOCR-σ-Corr
Batch size m=10 m=25
Metric AUROC AUPR AUROC AUPR
SVHN 83.3±0.7 83.3±0.5 99.7±0.1 99.7±0.0
CelebA 87.7±0.1 88.2±0.4 100.0±0.0 100.0±0.0
Imagenet32 75.1±0.5 76.6±0.6 92.5±1.0 93.4±0.8
Table 10: Results of DOCR-σ-Corr. Glow trained on SVHN, tested on other datasets.
Method DOCR-σ-Corr
Batch size m=10 m=25
Metric AUROC AUPR AUROC AUPR
MNIST 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
notMNIST 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA 91.8±0.7 92.5±0.6 100.0±0.0 100.0±0.0
Imagenet32 88.9±0.5 90.0±0.5 99.4±0.2 99.4±0.2
CIFAR10 87.8±0.7 88.8±0.7 99.2±0.2 99.3±0.2
CIFAR100 90.1±0.5 91.1±0.5 99.5±0.0 99.5±0.0
Table 11: Results of DOCR-σ-Corr. Glow trained on CelebA32, tested on other datasets.
Method DOCR-σ-Corr
Batch size m=10 m=25 m=50 m=75
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
CIFAR10 53.6±1.1 52.1±0.7 66.3±0.8 63.4±1.2 86.9±0.8 86.2±1.7 96.7±0.5 96.8±0.5
CIFAR100 60.0±0.8 59.1±0.4 75.7±0.8 73.7±1.2 92.7±1.0 92.6±1.0 98.5±0.6 98.2±1.4
Imagenet32 75.8±0.8 76.8±0.9 90.8±1.2 90.8±0.9 98.5±0.5 98.4±0.7 99.8±0.1 99.8±0.1
Imagenet32-C(0.07) 65.7±0.6 65.0±1.0 82.7±1.6 81.5±1.4 96.3±0.6 96.2±0.7 99.6±0.0 99.6±0.0
SVHN 65.6±1.2 63.6±0.8 95.2±0.8 94.8±0.9 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
SVHN-C(1.8) 77.8±1.0 76.6±1.2 97.5±0.2 97.0±0.5 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
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GlowGMM. We train class conditional Glow on FashionMNIST. For each component, we use
learnable mean µi and diagonal covariance diag(σ2i ). We treat each class as ID data and the rest
classes as OOD data. As shown in Table 12, DOCR-TC-M can achieve near 100% AUROC for all
cases when batch size is 25. On the contrary, Ty-test is worse than random guessing in most cases.
The reason is that the centroids of Gaussian components are close to each other.
Table 13 shows the results of using p(z) for 1 vs rest classification on FashionMNIST with class
conditional Glow. For problem class i vs rest, we use the likelihood under the i-th Gaussian
component as the criterion. Note that we did not tune hyperparameters for class conditional Glow.
Recent works have improved the accuracy of conditional Glow on classification problems [34, 3],
although the accuracy is worse than prevalent discriminative model (e.g. ResNet[25]). However, as
long as class conditional Glow does not achieve 100% classification accuracy, the question proposed
in Section 1 remains.
Figure 5(a) shows the generated images using noise sampled from the Gaussian components
Ni(µi, diag(σ2i )) as prior. The i-th column corresponds to the i-th Gaussian Ni. Figure 5(b)
shows the generated images using the similar operation in Section 4.1.1 in the main body. For each
input x of the ((i+ 1)%10)-th class, we compute the representations z = f(x) and then normalized
them underNi(µi, diag(σ2i )) as z′ = (z −µi)/σi, then we use the normalized representation {z′}
to fit a Gaussian N˜i(µ˜i′ , Σ˜i′), where µ˜i′ is the sample mean and Σ˜i′ the sample covariance Σi′ .
Nextly, we sample i′ ∼ N˜i(µ˜i′ , Σ˜i′), and compute f−1(i′ · σi + µi) to generate new images. As
shown in Figure 5(b), we can generate almost high quality images of the ((i+ 1)%10)-th class from
the fitted Gaussian. The i-th column is from i′ . We notice that the images are not varied as like that
sampled from prior.
Table 12: Class conditional Glow trained on FashionMNIST. Treat each class as ID data and the rest
classes as OOD data.
Batch size m=25
Method DOCR-TC-M Ty-test
Metrics AUROC AUPR AUROC AUPR
class 0 vs rest 100.0±0.0 100.0±0.0 5.4±1.6 31.2±0.3
class 1 vs rest 100.0±0.0 100.0±0.0 15.7±2.4 33.4±4.9
class 2 vs rest 100.0±0.0 100.0±0.0 0.5±0.5 30.7±0.0
class 3 vs rest 99.9±0.1 99.9±0.1 89.6±2.5 91.3±2.3
class 4 vs rest 100.0±0.0 100.0±0.0 0.7±0.6 30.7±0.0
class 5 vs rest 100.0±0.0 100.0±0.0 64.2±1.4 66.4±2.9
class 6 vs rest 99.9±0.1 99.9±0.1 0.0±0.0 30.7±0.0
class 7 vs rest 100.0±0.0 100.0±0.0 31.4±2.8 46.6±3.3
class 8 vs rest 100.0±0.0 100.0±0.0 0.4±0.5 30.7±0.0
class 9 vs rest 100.0±0.0 100.0±0.0 69.0±3.6 76.0±1.7
Table 13: Class conditional Glow trained on FashionMNIST. Use p(z) as criterion for 1 vs rest
classification. For problem class i vs rest, we use the likelihood of the i-th Gaussian component as
the criterion.
Method p(z)
Metrics AUROC AUPR
class 0 vs rest 72.7±1.6 72.0±1.4
class 1 vs rest 85.1±0.6 86.2±0.6
class 2 vs rest 74.8±4.5 76.9±4.0
class 3 vs rest 68.9±4.7 71.2±4.5
class 4 vs rest 77.1±2.1 78.4±3.2
class 5 vs rest 71.7±1.4 71.9±1.2
class 6 vs rest 73.5±7.8 73.7±8.6
class 7 vs rest 86.9±0.4 88.6±0.4
class 8 vs rest 55.5±0.9 53.8±0.5
class 9 vs rest 86.6±0.3 87.1±0.3
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(a) (b) notMNIST
Figure 5: FlowGMM with 10 Gaussians components trained on FashionMNIST. (a) sampling
 ∼ Ni(µi, diag(σ2i )) for 0 ≤ i ≤ 9 and generate images f−1(). The i-th column corresponds
to Gaussian Ni. (b) For the i-th Gaussian Ni, we fit another Gaussian N˜i(µ˜i′ , Σ˜i′)using the
representations of the ((i + 1)%10)-th class inputs normlaized under Ni. Then we generate new
images using noises i′ sampled from the fitted Gaussin N˜i(µ˜i′ , Σ˜i′).The i-th column images are
from i′ .
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F.2 PAD results on Glow
F.2.1 CIFAR10 vs Others
We use the SOTA PAD method applicable to Glow reported in [65] as the baseline. In [65], the authors
also use the official Glow model released by OpenAI [55] except that they use zero pad and remove
ActNorm. The model checkpoint used in the baseline method is not released. In our experiments,
we use the official model [55] without modifying the architecture and the model reimplemented
by DeepMind [18]. For both models, we use the checkpoints released together with the model by
OpenAI [55]and DeepMind [18] to reimplement the baseline method. We also find that using FLIF
[68] as the compressor is better than JPEG2000, so we use FLIF as the compressor. However, for
both model checkpoints, we find that the baseline method did not reach the performance reported in
[65] except for CIFAR10 vs SVHN. We are not aware of why the performance of baseline decreases
on the official Glow model. Table 14 shows the results. Our method outperforms the baseline method
as reported in [65] only for CIFAR10 vs TinyImageNet. But comparing with the reimplementation
using the checkpoints released by OpenAI and DeepMind, our method outperforms the baseline
except for CIFAR10 vs SVHN.
Table 14: Point-wise anomaly detection results (AUROC) on Glow trained on CIFAR10. S: baseline
method results reported by [65], S (OpenAI): the reimplemented baseline method using official model
checkpoint released by OpenAI [55], S (DeepMind): the reimplemented baseline method using the
model checkpoint released by DeepMind.
CIFAR10 vs S([65])
S
(OpenAI)
S
(DeepMind)
DOCR-TC-M
(OpenAI)
DOCR-TC-M
(DeepMind)
CelebA 86.3 75.0 62.1 85.3 85.2
SVHN 95.0 94.5 80.7 89.9 82.6
TinyImageNet 71.6 55.4 56.3 88.8 83.9
CIFAR100 73.6 48.5 50.9 54.3 54.1
F.2.2 SVHN vs Others
In [65], the authors did not report results on SVHN vs others problems. We use the same model as
that in GAD experiments for Glow trained on SVHN. Table 15 shows the results. We can see that for
SVHN vs CelebA/CIFAR10/CIFAR100/Imagenet32, our method can achieve near 100% AUROC
and outperforms the baseline significantly.
We should note that, although we can resolve SVHN vs CelebA/CIFAR10/CIFAR100/ImageNet32
simply according to the log p(x) (c.f. Figure 30 for the histograms), but in practice, log p(x) is not a
general method (c.f. Section 2 in the main body).
Table 15: Point-wise anomaly detection results with Glow trained on SVHN. S: baseline method [65].
We order the problems roughly according to the complexity of OOD datasets. The top four OOD
datasets are more complex than SVHN. The rest OOD datasets are simpler than SVHN. notMNIST is
the simplest. Grayscale images are preprocessed to 32× 32× 3 for consistency.
SVHN vs S DOCR-TC-MAUROC AUPR AUROC AUPR
Si
m
pl
e
←
→
C
om
pl
ex ImageNet32 78.7 88.1 99.9 99.9CelebA 83.1 86.7 100.0 100.0
CIFAR10 43.8 52.7 98.9 99.1
CIFAR100 44.9 56.0 98.8 99.9
CelebA-C(0.08) 81.4 76.7 82.2 80.8
CIFAR10-C(0.12) 75.3 70.6 72.5 71.7
CIFAR100-C(0.12) 75.2 72.1 75.3 75.3
Imagenet32-C(0.07) 99.6 99.7 99.8 99.8
notMNIST 100.0 100.0 99.6 99.7
F.2.3 When and Why the Baseline Method Fails?
Now we explain why the baseline method fails on SVHN vs CelebA/CIFAR10/CIFAR100/Imagenet32
problems. The baseline method [65] uses input complexity to compensate the likelihood as follows.
S(x) = −`M (x)− L(x) (15)
25
where `M (x) is log-likelihood and L(x) is the complexity estimate expressed in bits per dimension.
The baseline method use S(x) as the criterion to detect OOD data. The higher S(x) is, the more
OOD data the input x is. In [65], L(x) is estimated by the length of the compessed input image. For
example, the authors use three compressors (i.e., PNG, JPEG2000 and LFIF) in experiments and find
that LFIF is the best one.
For Glow trained on CIFAR10, suppose that x is from CIFAR10 and x′ is from SVHN. Since
SVHN has higher likelihoods than CIFAR10, so we have `M (x) < `M (x′). Additionaly, images
from SVHN is simpler than that from CIFAR10, i.e., x′ has a lower complexity than x, so we have
L(x) > L(x′). As a result, the increased log-likelihood is compensated by decreased complexity
and finally we have S(x) < S(x′). We can see that when OOD dataset is simpler than ID dataset,
the complexity term L(x) compensates the likelihood term `M (x) and makes S larger finally.
However, when the OOD dataset is more complex than ID dataset, e.g., SVHN vs CIFAR10, S
may be not qualified to detect OOD data any longer. Suppose that x is from SVHN and x′ is from
CIFAR10. We have `M (x) > `M (x′) and L(x) < L(x′). In this setting, the likelihood term `M (x′)
alone makes S larger, but the complexity term L(x′) decreases S back. In [65], although the author
states that the baseline method can detect complex OOD data, but no results are reported on SVHN
vs others problems. In our experiments, since CelebA/CIFAR10/CIFAR100/Imagenet32 are all more
complex than SVHN dataset, so the baseline method fails to detect OOD data. This is also the reason
why the baseline method performs not well on CIFAR10 vs TinyImagenet (c.f. Table 14).
To verify our analysis presented above, we decrease the complexity of OOD datasets by decreasing
the contrast as like in GAD experiments. Figure 6 shows the complexity in the length of compressed
file by LFIF. It is clear that a low contrast will decrease the complexity of dataset. As shown in Table
15, the baseline method performs better when the contrast of OOD dataset is decreased. Compared
with the original OOD datasets, our method degenerates to some extend, because inputs with lower
contrast also have representations with lower correlation between dimensions. Nevertheless, on these
OOD datasets with decreased contrast, our method is still comparable with the baseline. We note that
our method is affected by lower contrast only in PAD setting (m = 1). For GAD, our method is not
affected by data manipulation.
F.2.4 Summary
According to the input complexity, we can classify the problems encountered in our experiments into
three categories:
1. complex vs simple: including SVHN vs notMNIST and CIFAR10 vs SVHN.
2. simple vs complex: including SVHN vs CelebA/CIFAR10/CIFAR100/ImageNet32, CI-
FAR10 vs TinyImageNet.
3. comparable: including CIFAR10 vs CIFAR100/CelebA.
From the experiments, we can see that the baseline method performs well on complex vs simple
problems. However, it seems that the more complex the OOD dataset, the worse the baseline performs.
In Table 15, notMNIST is the simplest OOD dataset, so the baseline method gets the best result. In
the future, we plan to conduct more extensive experiments for evaluation. Note that, in practice, we
don’t know whether an input comes from a simpler or more complex OOD dataset. As shown in
Figure 6, the complexity of ID and OOD datasets vary over a large range. We can also manipulate the
complexity distribution of OOD datasets by using different contrast factor. Therefore, It is infeasible
to decide whether to use the input complexity to compensate likelihood or not.
Our method is more robust to the input complexity. The reason that our method does not perform
well on CIFAR10 vs CIFAR100 is that the model does not capture the distribution of CIFAR10 as
successfully as SVHN (c.f. Figure 12).
F.3 GAD Results on VAE
Table 16 and 17 shows the GAD results on convolutional VAE trained on different data sets. We
place these results here for the sake of space.
Table 18 shows the results of using reconstruction probability Ez∼qφ [log pθ(x|z)] for OOD detection
in VAE.
26
SVH
N
notM
NIST Cele
bA
Cele
bA-C
(0.3)CIFA
R10
CIFA
R10-
C(0.
12)
CIFA
R100
CIFA
R100
-C(0
.12)
Imag
enet
32
Imag
enet
32-C
(0.07
)
Tiny
Imag
eNet
0.0
0.2
0.4
0.6
0.8
co
m
pr
es
se
d 
fil
e 
le
ng
th
 p
er
 d
im
en
sio
n
Figure 6: The complexity estimated by the lengths of compressed files of datasets. We use FLIF as
compressor and compute lengths in bits per dimension. Datasets with decreased contrast has lower
complexity. The number k in the bracket indicate that the contrast is decreased by a factor of k.
Table 16: VAE trained on FashionMNIST (Fash.), SVHN and CIFAR10.
ID OOD
Batch size m=10 m=25
Method DOCR-TC Ty-test DOCR-TC Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
Fa
sh
. MNIST 99.7±0.1 99.5±0.2 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
MNIST-C(0.4) 99.8±0.0 99.8±0.0 39.1±0.7 40.5±0.3 100.0±0.0 100.0±0.0 37.6±1.9 39.8±0.7
notMNIST 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
SV
H
N
CelebA 92.2±0.6 82.3±1.1 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.7) 86.2±0.9 76.5±1.5 39.9±1.2 41.2±0.5 100.0±0.0 100.0±0.0 47.4±1.5 44.3±0.7
CIFAR10 90.9±1.3 81.3±2.3 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR10-C(0.4) 77.6±8.8 69.9±1.3 49.8±0.6 45.8±0.3 99.7±0.2 99.6±0.3 58.8±0.9 50.2±0.4
CIFAR100 90.4±0.4 80.3±0.6 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CIFAR100-C(0.4) 80.5±1.0 73.2±1.8 40.3±0.8 40.7±1.3 99.8±0.0 99.8±0.0 40.5±0.4 41.3±0.2
Imagenet32 89.3±8.6 80.1±1.5 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Imagenet32-C(0.3) 74.6±0.6 67.8±0.7 27.9±1.0 36.5±0.3 99.0±0.0 99.0±0.0 27.9±1.0 36.5±0.3
ID OOD Batch size m=25 m=50
C
IF
A
R
10
CelebA 99.1±0.4 99.1±0.4 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
CelebA-C(0.7) 94.2±0.6 93.8±0.8 42.3±1.1 42.8±0.6 100.0±0.0 100.0±0.0 39.3±2.0 41.1±1.0
Imagenet32 54.0±1.9 53.4±0.7 99.8±0.1 99.8±0.1 94.0±0.6 94.0±0.5 100.0±0.0 100.0±0.0
Imagenet32-C(0.8) 77.4±1.4 77.3±1.8 47.8±1.5 48.0±1.5 98.8±0.5 98.9±0.4 46.4±1.7 46.8±1.2
SVHN 91.8±1.5 91.1±2.3 99.8±0.0 99.8±0.0 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
SVHN-C(1.5) 94.2±1.5 91.1±2.3 60.0±1.7 61.4±1.7 100.0±0.0 100.0±0.0 53.6±2.7 55.7±1.6
Table 17: VAE trained on CIFAR10 and tested on CIFAR100. Each row is for one batch size.
Problem CIFAR10 vs CIFAR100 CIFAR10 vs Imagenet32
Method DOCR-TC Ty-test DOCR-TC Ty-test
Metric AUROC AUPR AUROC AUPR AUROC AUPR AUROC AUPR
m=50 72.9±0.7 73.7±2.1 73.8±0.5 74.3±1.8 94.0±0.6 94.0±0.5 100.0±0.0 100.0±0.0
m=100 90.9±1.0 91.3±1.3 82.6±0.5 83.5±1.1 99.9±0.2 99.9±0.2 100.0±0.0 100.0±0.0
m=150 98.0±0.4 98.1±0.5 88.4±1.3 88.6±2.3 100.0±0.0 100.0±0.0 100.0±0.0 100.0±0.0
Table 18: VAE trained on CIFAR10. Use reconstruction probability for OOD data detection.
Method reconstruction probability
Metrics AUROC AUPR
SVHN 17.6±0.0 34.3±0.0
CelebA 83.1±0.0 82.5±0.0
Imagenet32 72.4±0.2 75.0±0.1
CIFAR100 52.3±0.0 53.6±0.0
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G Figures
In this section, we list out more figures. The captions are self-explanary.
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Figure 7: We train class conditional Glow on FashionMNIST. The log-probabilities of 10 centroids
under each Gaussian are close to 768× log(1/√2pi) ≈ −705.74, which is the log-probability of the
center of 768-dimensional isotropic Gaussian. These results demonstrate that the centroids are close
to each others.
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Figure 8: Typical set of d-dimensional isotropic Gaussian is an annulus with radius
√
d. We can scale
any point z to the typical set by multiplying a scalar
√
d/|z|. The representations of OOD data may
reside in the typical set.
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Figure 9: Glow trained on CIFAR10. Histogram of log p(x) of CIFAR10, SVHN (with adjusted
contrast). SVHN with increased contrast by a factor of 2.0 has the same distribution of log p(x) with
CIFAR10.
(a) MNIST from scaled representations (b) notMNIST from scaled representa-
tions
Figure 10: Attack on log p(z). Train Glow on FashionMNIST and test on MNIST and notMNIST.
We scale the representations of OOD dataset to the typical set of prior Gaussian. The scaled latent
vectors still coresponds to clear (a) hand-writen digits or (b)letters. These results demonstrate that the
typical set of prior may include the representations of OOD data, although these data are not included
in the raw OOD dataset.
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Figure 11: Glow trained on FashionMNIST. Histogram of log p(z) of (a) FashionMNIST vs MNIST,
(b) FashionMNIST vs notMNIST under Glow. The green part corresponds to the log p(z) of noises
sampled from the fitted Gaussian of OOD datasets.
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(a)
(b) (c)
Figure 12: Generated images from Glow trained on (a)FashionMNIST; (b)CIFAR10; (c)CelebA32.
30
(a) (b)
(c) (d)
(e)
Figure 13: Glow trained on CIFAR10. Generated images according to the fitted Gaussian from
representations of (a) MNIST; (b) CIFAR100; (c) SVHN; (d) Imagenet32; (e) CelebA. We replicate
MNIST into three channels and pad zeros for consistency. These results demonstrate that the
covariance of representations contains important information of an OOD dataset.
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Figure 14: Glow trained on FashionMNIST, tested on MNIST/notMNIST. Non-diagonal elements in
correlation of representations of OOD datasets are more divergent from zero.
Figure 15: Glow trained on FashionMNIST. Sampling according to prior (up), fitted Gaussian from
representations of MNSIT (middle) and notMNIST (down).
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Figure 16: Glow trained on FashionMNIST. Heatmap of correlation of FashionMNIST representa-
tions.
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Figure 17: Glow trained on FashionMNIST. Heatmap of correlation of MNIST representations.
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Figure 18: Glow trained on FashionMNIST. Heatmap of correlation of notMNIST representations.
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Figure 19: Glow trained on CIFAR10, tested on notMNIST/SVHN. Histogram of non-diagonal
elements of correlation of representations.
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Figure 20: VAE trained on FashionMNIST. Heatmap of correlation of (a)FashionMNIST (b)MNIST
(c) notMNIST representations.
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Figure 21: VAE trained on FashionMNIST and tested on MNIST/notMNIST. Histogram of non-
diagonal elements of correlation of sampled representations.
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Figure 22: Glow trained on SVHN. Histogram of non-diagonal elements of correlation of representa-
tions.
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Figure 23: Glow trained on SVHN. Histogram of non-diagonal elements of correlation of representa-
tions.
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Figure 24: Glow trained on CIFAR10. Histogram of non-diagonal elements of correlation of
representations.
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Figure 25: Glow trained on CIFAR10. Histogram of non-diagonal elements of correlation of
representations.
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Figure 26: Glow trained on CelebA. Histogram of non-diagonal elements of correlation of represen-
tations.
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Figure 27: VAE trained on SVHN. Histogram of non-diagonal elements of correlation of sampled
representations.
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Figure 28: VAE trained on CIFAR10. Histogram of non-diagonal elements of correlation of sampled
representations.
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Figure 29: Glow trained on FashionMNIST. Histogram of log p(x). We can manipulate the likelihood
distribution of OOD dataset by adjusting the contrast. “-C(k)” means the dataset with adjusted
contrast by a factor of k.
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Figure 30: Glow trained on SVHN. Histogram of log p(x). We can manipulate the likelihood
distribution of OOD dataset by adjusting the contrast. “-C(k)” means the dataset with adjusted
contrast by a factor of k.
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Figure 31: Glow trained on CIFAR10. Histogram of log p(x). We can manipulate the likelihood
distribution of OOD dataset by adjusting the contrast. “-C(k)” means the dataset with adjusted
contrast by a factor of k. For CIFAR10 vs CelebA, the range of log p(x) of CelebA is too large such
that the x-axis scale is distorted.
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Figure 32: Glow trained on CelebA. Histogram of log p(x). We can manipulate the likelihood
distribution of OOD dataset by adjusting the contrast. “-C(k)” means the dataset with adjusted
contrast by a factor of k.
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(a) SVHN (b) SVHN with increased contrast by a factor of
2, have lower likelihood
(c) CelebA32 (d) CelebA32 with decreased contrast by a factor
of 0.3, have higher likelihood
(e) Imagenet32 (f) Imagenet32 with decreased contrast by a factor
of 0.3, have higher likelihood
Figure 33: Examples of datasets and their mutations. Under Glow trained on CIFAR10, these mutated
datasets have the similar likelihood distribution with CIFAR10 test split.
46
(a) (b)
(c)
Figure 34: Glow trained on CelebA32×32, sampling according to (a) isotropic Gaussian; (b) fitted
Gaussian from MNIST representations; (c) fitted Gaussian from CIFAR10 representations.
Figure 35: Glow trained on FashionMNIST, sampling from the fitted Gaussian of notMNIST repre-
sentations. For each row, we use a different temperature (0, 0.25, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0). Images
vary from clothes to letters with the increase of the temperature.
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