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ABSTRACT 
Over the last decade, storage of non text-based data in databases has become an 
increasingly important trend in information management.  Image in particular, has 
been gaining popularity as an alternative, and sometimes more viable, option for 
information storage.  While this presents a wealth of information, it also creates a 
great problem in retrieving appropriate and relevant information during searching.  
This has resulted in an enormous growth of interest, and much active research, into 
the extraction of relevant information from non text-based databases.  In particular, 
content-based image retrieval (CBIR) systems have been one of the most active 
areas of research. 
The retrieval principle of CBIR systems is based on visual features such as colour, 
texture, and shape or the semantic meaning of the images. To enhance the retrieval 
speed, most CBIR systems pre-process the images stored in the database. This is 
because feature extraction algorithms are often computationally expensive. If images 
are to be retrieved from the World-Wide-Web (WWW), the raw images have to be 
downloaded and processed in real time. In this case, the feature extraction speed 
becomes crucial. Ideally, systems should only use those feature extraction algorithms 
that are most suited for analysing the visual features that capture the common 
relationship between the images in hand. In this thesis, a statistical discriminant 
analysis based feature selection framework is proposed. Such a framework is able to 
select the most appropriate visual feature extraction algorithms by using relevance 
feedback only on the user labelled samples. The idea is that a smaller image sample 
group is used to analyse the appropriateness of each visual feature, and only the 
selected features will be used for image comparison and ranking. As the number of 
features is less, an improvement in the speed of retrieval is achieved. From iv 
experimental results, it is found that the retrieval accuracy for small sample data has 
also improved. Intelligent E-Business has been used as a case study in this thesis to 
demonstrate the potential of the framework in the application of image retrieval 
system. 
In addition, an inter-query framework has been proposed in this thesis. This 
framework is also based on the statistical discriminant analysis technique. A 
common approach in inter-query for a CBIR system is to apply the term-document 
approach. This is done by treating each image’s name or address as a term, and the 
query session as a document. However, scalability becomes an issue with this 
technique as the number of stored queries increases. Moreover, this approach is not 
appropriate for a dynamic image database environment. In this thesis, the proposed 
inter-query framework uses a cluster approach to capture the visual properties 
common to the previously stored queries. Thus, it is not necessary to “memorise” the 
name or address of the images. In order to manage the size of the user’s profile, the 
proposed framework also introduces a merging approach to combine clusters that are 
close-by and similar in their characteristics. Experiments have shown that the 
proposed framework has outperformed the short term learning approach. It also has 
the advantage that it eliminates the burden of the complex database maintenance 
strategies required in the term-document approach commonly needed by the inter-
query learning framework. Lastly, the proposed inter-query learning framework has 
been further extended by the incorporation of a new semantic structure. The 
semantic structure is used to connect the previous queries both visually and 
semantically. This structure provides the system with the ability to retrieve images 
that are semantically similar and yet visually different. To do this, an active learning 
strategy has been incorporated for exploring the structure. Experiments have again 
shown that the proposed new framework has outperformed the previous framework. v 
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CONTRIBUTIONS OF THE THESIS 
The main contributions of this thesis are: 
•  A survey of various techniques developed and used in relevance feedback 
CBIR systems. In this study, it is realised that majority of reported literatures 
have made an important assumption that the image databases are mostly 
static. Such assumption is not applicable in a more dynamic environment 
such as the World-Wide-Web (WWW). Thus, it is the focus of this thesis in 
developing frameworks which are more suitable for a dynamic environment. 
This study has been published in conference papers 1 and 2. Conference 
paper 1 was later extended into journal paper 1. This study has been included 
in Chapter 3 of this thesis. 
•  A relevance feedback framework has been developed to improve the 
retrieval accuracy for small amounts of sample data, and to allow the system 
to select the most appropriate visual features for image retrieval. E-Business 
has been used as a case study to demonstrate the application of such 
framework in a dynamic environment. The study has shown the potential of 
such framework in WWW. In addition, this technique has been extended and 
implemented in a parallel computing architecture. The various techniques 
applied in this study have been published in conference papers 3 to 8. The 
practical aspect for commercial applications of this proposal has also been 
discussed and published in journal paper 2. The development of the new 
relevance feedback framework forms a part of Chapter 3. x 
•  A survey of various approaches and techniques developed for inter-query 
learning in a CBIR system. Again, the study has identified that most of the 
reported literatures have based their study on a static environment. These 
reported findings are not suitable for a more dynamic environment. This 
study has been presented as part of conference paper 9 and is included in 
Chapter 4 of this thesis. 
•  An inter-query query framework has been proposed for a CBIR system to 
further improve the retrieval accuracy, based on previous query retrieval 
results. Test results have shown such framework outperformed the short term 
learning framework as proposed in Chapter 3 of this thesis. The findings 
have been presented in conference paper 9, and the practical aspect of the 
proposal has been presented in conference paper 10. Paper 11 is an extension 
of the proposal presented in paper 10. The proposal and the findings are also 
documented in Chapter 5 of this thesis. xi 
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CHAPTER 1 
1  INTRODUCTION 
1.1  Introduction to Content-Based Image Retrieval System (CBIR) 
Over the last decade, there has been an exponential increase in the amount of non-
text based data being generated from various sources. In particular, images have 
been gaining popularity as an alternative and sometimes more viable option for 
information storage. With the introduction of digital cameras, handheld mobile 
devices, scanners, World-Wide-Web (WWW) and cheap data storage, the amount of 
information stored in image format has grown at an unprecedented rate. However, 
while this presents a wealth of information, it also causes a great problem in 
retrieving appropriate and relevant information from the databases. This has resulted 
in a growing interest, and much active research, into the extraction of relevant 
information from non text-based databases. More specifically, researchers have been 
concentrating on different ways of retrieving information or articles based on their 
actual content. In particular, Content-Based Image Retrieval (CBIR) systems have 
attracted considerable research and commercial interest in the recent years. 
A CBIR system is an extension of the traditional text-based information retrieval 
system. However, the techniques and approaches used in CBIR have deviated from 
text-based retrieval systems, and CBIR has now matured into a distinct research 
discipline in its own right. CBIR is a type of system that retrieves images based on 
the content of the image. This image content can be described by using either its 
semantic or its visual information. The retrieval of images based on the semantic 2 
content is mostly done via keywords or a text phrase. This is often achieved by 
applying the traditional text-based retrieval approach to analyse the image content 
through its file name and description tags. This approach is not suitable for large 
existing databases, where text annotations in images are often not available, and the 
image filename rarely reflects the true interpretation of the actual content. For 
instance, images captured by digital cameras are usually named based on the time 
and date that the images were taken. Additional descriptions are normally entered by 
the user after the images have been uploaded to the computer. In most cases, unless 
some form of intelligent technique is applied, these images have to be labelled 
manually. Preparing this type of image database for text-based retrieval will be 
labour intensive and it is clearly not a viable solution. The alternatively is to retrieve 
the images based on their visual contents. 
The visual contents of images are commonly represented by colour, texture and 
shape. An advantage of using visual contents is that the information can often be 
extracted automatically. Unlike text based features, no human involvement is 
required in the extraction of visual contents. In addition, visual contents are objective 
and so without bias or personal perception. This may be perceived as an ideal 
solution for CBIR but, unfortunately, this is not the case. The idea of using visual 
contents is that they are able to capture the unique characteristics of the selected 
images. This process is itself highly subjective. Humans interpret images at an 
abstract level and sometimes the visual features used in CBIR systems are 
insufficient to capture such characteristics. This is commonly known as Semantic 
Gap [1] in CBIR systems. 3 
1.2  Semantic Gap 
Visual contents have been the focus of numerous researchers in the CBIR research 
discipline. The assumption made by many of them in their early works is that if two 
images are visually similar, then they must be semantically similar. To a certain 
degree, this is a valid assumption for domain-specific systems. The reason is that 
domain-specific retrieval systems often only contain images that are closely related 
to their relevant area of application. In most cases, this implies that all images in the 
database share certain common properties and by gaining this knowledge, certain 
assumptions may be made about them. These assumptions are often vital in 
providing the extra information which may assist the visual and semantic analysis to 
produce remarkable results. Automatic diagnostic systems or decision support for 
medical applications are examples of applications where researchers have great 
success in integrating the domain knowledge with the image retrieval techniques. 
However, this is hardly the case for generic systems.  
It is extremely difficult to make any assumptions about the content of images in 
generic systems. Based on generic visual contents alone, it is sometimes difficult to 
establish common relationships that allow the system to link relevant images which 
may be of interest to the user. The term semantic gap in CBIR often refers to the 
inability of the system to bridge between the primitive visual image features and 
human conceptual interpretations of the images. For instance, Figure 1.1 shows four 
images of different kinds of bird. At a conceptual level, humans are able to identify 
the commonality between these images but this is not the case at the visual level. 
These four images do not share any common characteristics. Humans are only able 
to identify these images due to the knowledge gained through previous experiences. 4 
Semantic gap issues have been well studied and discussed by Eakins [2] and 
Smeulders et al. [3]. 
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Figure 1.1. Different Images of Bird. 
How to bridge the semantic gap has been a focus of much research in the past and 
these research efforts have yielded several promising approaches. Two of the most 
promising approaches, which also form the focus of this thesis, are relevance 
feedback and inter-query learning. 5 
1.3  Bridging the Semantic Gap 
1.3.1  Relevance Feedback 
Relevance feedback is a strategy that invites interactive inputs from the user in order 
to refine the query for subsequent retrieval. This approach generally starts by 
prompting the user to initiate a search of the database using keywords, image 
examples or a combination of both. After presenting the initial results, the system 
then prompts the user to select a number of relevant images from the displayed 
outputs. After the user makes the selection, the system will then refine the original 
query by analysing the common features among the selected samples. This process is 
continued iteratively until the target is found. In this approach, the appropriateness of 
selected “relevant” images and determination of the “common features” will be the 
most crucial factors in getting “correct” images from the subsequent search and 
retrieval cycle.  
In a generic CBIR system, it is impossible to know which feature model or models 
should be applied to capture the unique identity of certain groups of images. One 
idea is to employ as many image features as possible, in the hope that at least one 
will capture the unique property of the targeted images. Such an idea introduces 
problems if the image features are treated as a cascade of a flat vector. This 
arrangement may even increase the chances of “diluting” the feature element that 
uniquely identifies the selected image group. This possibility is known as the “curse 
of dimensionality”. The phenomenon arises when the number of training samples is 
smaller than the size of the feature vector and has been an issue for many pattern 
recognition methods. Consequently, a lot of the retrieval systems are restricted to 
using only a handful of features in an attempt to avoid the dimensionality problem.  6 
Feature extraction is generally a computationally intensive process. Most of the 
CBIR systems elect to process and store the extracted image features in the database, 
prior to the retrieval process. This is deliberately done in order to improve the speed 
of the retrieval process. This approach may not be feasible for a dynamic 
environment where images are constantly added or removed from the database. The 
WWW is an example of such environment. In this environment, it is not possible to 
pre-process all the images for obvious reasons. The computation cost of the feature 
extraction algorithms therefore becomes an important factor in determining the 
speed and efficiency of CBIR retrieval. Hence, selection of the most appropriate 
features for the analysis of the images becomes an important process. To improve 
the retrieval feedback time, it is essential to use the minimum number of visual 
models for image comparison. 
In this study, a feature selection framework, based on a small amount of sample data, 
has been proposed, to improve retrieval speed and accuracy for a content-based 
image retrieval system. This framework is specifically designed for a dynamic 
application environment. The idea is to calculate the discriminant ability of each 
image feature by using training samples gathered through the relevancy feedback 
cycles. The discriminant ability of each image feature is calculated by the ratio 
factor, similar to the approach proposed by Wang, Chan and Xue [4]. After the 
feature selection cycle, selected features are then used to analyse the rest of the 
image database, and statistical discriminant analysis is used to adjust the weight of 
each of the selected feature elements. In doing so, insignificant features are removed 
from the comparison, which results in increasing the influence of the dominant 
features. Image comparisons are then performed with a reduced number of visual 
features, thereby resulting in an improvement of the retrieval speed. 7 
1.3.2  Inter-Query Learning 
The relevance feedback scheme discussed in the previous section focuses on query 
fine tuning for a single retrieval session. This is commonly known as intra-query 
learning. In contrast, inter-query learning, also known as long-term learning, is a 
strategy that attempts to analyse the relationship between the current and past 
retrieval sessions. By accumulating knowledge learned from previous sessions, inter-
query learning aims at further improving the retrieval performance of current and 
future sessions. One may take the view that inter-query is an extension of the intra-
query approach. Although intra-query in CBIR has been a topic of research in the 
last decade, inter-query in CBIR has only begun to attract interest recently and is yet 
to be fully explored. 
Most of the studies into inter-query learning for CBIR systems focus on establishing 
the relationships between previous queries, by analysing the image retrieval patterns 
among the queries. This is essentially similar to the term-document approach 
frequently used in the text based information retrieval applications. In this method, it 
is common to assume that if retrieval patterns for two queries are similar, then the 
user must be searching for similar images. To implement this approach, image 
names must be stored in the user log for future analysis. A weakness in doing this is 
that such an approach assumes the database is static. This technique will not be well 
suited to applications where images are frequently added or removed. Furthermore, 
the size of the user log may also become an issue. Without applying any 
compression or data merging techniques, the size of the user log is dependent on the 
number of query entries and the number of images stored in the database. In other 
words, the size of the user log is dependent on the number of images in the database.  8 
Instead of the term-document approach, inter-query learning may be viewed as a 
problem of identifying the common visual properties between queries. In such an 
approach, the size of the user log no longer depends on the number of images in the 
database. Now, it is dependent on the number of visual groups identified among the 
past queries. By modelling visual groups using statistical discriminant analysis [5], 
each visual group can be easily merged with another through simple matrix algebra. 
In this study, a simple and effective cluster merging scheme is important, as it 
provides a relatively quick way of merging clusters without compromising the 
accuracy of the retrieval result. This is essential for systems requiring fast retrieval 
time. 
In addition to the proposed short-term relevance feedback framework, this research 
study also proposes an inter-query learning framework focusing on the analysis of 
common visual properties between queries. This framework is based on the existing 
statistical discriminant analysis for short-term learning. It is designed to further 
improve the retrieval accuracy of the CBIR system while keeping the size of the user 
log under control.  
1.4  Objectives 
The primary objectives of this thesis are the development of a faster and more 
accurate image retrieval system for a dynamic environment such as the WWW. The 
first goal of this thesis is to improve the retrieval speed and accuracy of the image 
retrieval system using relevance feedback scheme. In doing so, the research study is 
then extended to inter-query learning to identify the most appropriate approach to 
further improve the image retrieval accuracy while reducing the size of the user log. 9 
1.5  Outline of the Thesis 
This thesis is organised as follows. Firstly, in Chapter 2, a general overview and 
introduction to CBIR systems is presented. Current research trends into each of the 
important CBIR components are also reviewed. 
Chapter 3 focuses on query processing in a single query session.  The chapter is 
mostly devoted to the use of relevance feedback for query fine tuning in image 
databases. The chapter begins by providing a review study of the different relevance 
feedback techniques that have been reported in the literature, and previously used for 
CBIR systems. The chapter then focuses on the proposal for a new relevance 
feedback framework, designed for faster and more accurate retrieval in a dynamic 
application environment. 
Chapter 4 extends the previous chapter by introducing an inter-query learning 
framework designed to capture retrieval patterns from previous queries. The 
proposed inter-query framework is based on the feature vector space model. Unlike 
the term-document retrieval approach, this does not analyse the retrieval pattern 
between each database image and the queries. Instead, it focuses on the visual 
properties which are common between previously stored queries. This approach is 
better suited to database applications where images are often added and removed. 
In an image retrieval system, an image query with different visual properties triggers 
different retrieval outputs. This can be an issue for the inter-query learning 
framework proposed in Chapter 4. Since this proposal only focuses on the common 
visual properties between queries, it is unable to establish the connection between 
images that are visually different and yet semantically similar.  10 
Chapter 5 extends the proposed inter-query framework by incorporating a semantic 
structure. Using a tree structure, the aim of this is to capture images that are 
semantically similar and yet visually different. In addition, active learning strategy 
has also been applied to the system to further explore the proposed semantic 
structure. 
Finally, the conclusions drawn from the research described in the thesis are 
discussed in Chapter 6. Suggestions for further development of the related research 
fields, and possible extensions of this study, are also discussed in this chapter. 11 
CHAPTER 2 
2  CONTENT-BASED IMAGE RETRIEVAL SYSTEM 
2.1  Overview of Content-based Image Retrieval System 
In today’s world, creating, obtaining and distributing digital images has become 
relatively easy with the advancements of digital image and communication 
technologies. Digital images have now become one of the most commonly utilised 
media formats. This has resulted in research studies into non text-based databases 
receiving growing attention. Over the past few years, researchers have achieved a 
certain degree of success in this field. Examples are the increasing number of 
commercially available internet-based image search engines and some application 
oriented databases. Well known examples are Internet search engines such as 
Google (www.google.com), Yahoo! (www.yahoo.com) and AltaVista 
(www.altavista.com). These systems have all provided users with an image search 
and retrieval functional feature. In these applications, the content of the images are 
analysed via a word texture based approach. Only keywords or phrases are used to 
query the system. The retrieval efficiency of such an approach relies heavily on the 
ability of users to enter the right keywords or phrases. This is not very user friendly, 
as users from different backgrounds may interpret the images differently. Moreover, 
users who speak different languages may have difficulties in searching image 
databases that are based on languages foreign to them. To improve the usability, 
users should also be allowed to query systems using sample image or images. This 
has led to the introduction of content-based image retrieval (CBIR) systems. 12 
A CBIR system is one that retrieves images based on features such as colour, 
texture, shape or even the semantic meaning of the image.  It is a complex system 
that comprises several components which are still under active research and 
development. This chapter presents an overview of CBIR systems. It begins with a 
general description of different types of CBIR systems. This is then followed by an 
overview of the CBIR framework and a discussion about each of the system 
components. Lastly, this chapter concludes by discussing some of the future 
development trends in such systems.  
2.2  Content-Based Image Retrieval System 
CBIR systems can be grouped into two main categories, namely, generic and 
domain-specific systems. Domain-specific retrieval systems contain only images that 
are closely related to a specific application area. The domain knowledge of the 
specific application often provides extra information that may assist the analysis of 
the visual and semantic content of the images with remarkable results. Automatic 
diagnostic systems or decision support for medical applications are areas where 
researchers have had great success in integrating the domain knowledge with image 
retrieval techniques. Unfortunately, there is a weakness in the frameworks of these 
systems. They often need to be fine tuned to yield the best possible results in 
retrieval speed and accuracy. Sometimes, the same framework may not work 
effectively with a different data set, even though it is intended for the same 
application. 
By contrast, generic CBIR systems contain images created or taken from different 
sources. The theme and contents of these images may also cover diverse topics. 
Typical examples of generic domain applications are systems like QBIC [6], GIFT 13 
[7] and PhotoSeek [8]. Generic domain applications generally apply different 
approaches to the processing and analysis of images and do not need to be fine 
tuned. The trade off of using generic approaches is that basic image models are used 
to represent the images. Usually in these systems, only a few selected common low-
level features are used to represent the content of images. Thus, one of the biggest 
issues in generic CBIR systems is their inability to capture the user’s perception of 
the images. 
The following sub-sections provide an overview of three different types of CBIR 
systems: Generic CBIR systems, the World-Wide-Web CBIR (WWW-CBIR) 
systems and the Content-Based Medical Image Retrieval systems (CBMIR). As 
discussed in these sub-sections, each type of system presents unique challenges to 
the research community. 
2.2.1  Generic CBIR 
 QBIC [6] was first proposed in the early 90’s. The aim of the system was to search 
and retrieve images based on their visual properties. Later on, similar ideas were also 
implemented in systems such as GIFT [7], MARS [9], SIMPLIcity [10], PhotoSeek 
image library [8] and others. In these systems, colour is the most commonly used 
visual feature in describing the images. In some cases, simple statistic texture 
analysis, to describe the “smoothness” of an image, has also been a popular choice. 
It is extremely difficult for these systems to apply more complex image analysis 
models, such as shape detection and texture segmentation, to further analyse the 
images. Quite often, parameters for these complex image analysis models need to be 
fine tuned for specific applications or conditions, in order to gain higher efficiency. 
For instance, the texture segmentation algorithm [11, 12] as proposed by Roula et 14 
al., uses a Bayesian classification framework to group windows of pixels into 
different classes. Although such an approach is an efficient way of classifying 
regions, it suffers a weakness that the number of classes needs to be known prior to 
the classification process. Such information is only available if prior knowledge 
about the image to be processed is available. Unfortunately, this is often not the case 
for generic CBIR systems. In addition, such complex image analysis models are 
often relatively computationally expensive. Thus, they are not suitable for systems 
that require fast response time. 
2.2.2  WWW-CBIR 
The WWW-CBIR is an extension of the original CBIR systems. While the original 
systems operate mostly in a closed-environment, WWW-CBIR systems are part of 
the Internet. This difference has several implications. Firstly, unlike most CBIR 
systems, it implies that at the architecture level, the system is no longer in a closed-
environment. It is opened to the Internet where images are constantly added and 
removed. Secondly, the approach for analysing the image contents will also differ 
from the traditional CBIR systems. This is due to the additional information gained 
from the documents such as HTML files that these images are attached to. Lastly, 
the indexing schemes applied to WWW-CBIR systems may also differ from the 
original systems. Due to the additional information gained from the text documents, 
keywords can be also be used as a key for indexing purposes. Hence, the term-
document approach is also associated with such systems. 
Generally, there are two approaches in designing the architecture of WWW CBIR 
systems. Firstly, systems such as PicToSeek [13], WebSeek [14] and ImageRover 
[15] use web-crawler robots to traverse the Internet collecting images. These systems 15 
often align with Internet search engines for image collection. By doing so, they do 
not require large database storage, but collection is done at the expense of 
computation time. The additional computational time is due to the need for 
processing features required for the representation of collected images. Alternatively, 
instead of collecting images from other sources, popular search engines such as 
Yahoo!, Google, AltaVista and Lycos (www.lycos.com) only process images from 
Web sites that are registered with them.  These search engines do not usually allow 
users to query the system via images, and in addition, images registered in the 
database are sometimes not up to date with the most current release. To a degree, 
Web-crawler agents are more similar to traditional CBIR systems, because they 
incorporate visual features in the image similarity comparison process. One may 
view the Web-crawler system as a CBIR system having additional system modules 
to interface with the Internet. Recently, there has also been a trend to design hybrid 
systems [16-19] where the Web-crawler has a database for its downloaded images. 
The design goal of such systems is to balance the cost between retrieval speed and 
the ever expanding size of the database.  Image processing techniques for the 
removal of redundant images are often applied to such systems, thereby minimising 
the size of the database.  
One of the biggest differences between the CBIR systems and WWW-CBIR systems 
is that most images retrieved by the traditional system do not have annotations 
associated with them. However, in WWW-CBIR systems, textual information about 
the images can often be found within the Hyper Text Markup Language (HTML) 
documents that the images are attached to. This environmental difference implies 
that in addition to low-level visual features, one may also use traditional Web textual 
content mining techniques to analyse the content of images. With this additional 
textual information, it is not necessary for the WWW-CBIR systems to deploy 16 
computer vision techniques for the analysis of the image content. This is the case for 
systems such as Google, Yahoo!, AltaVista and Lycos. In addition to the Web 
textual content mining techniques, systems reported in [15-23] have also used 
computer vision techniques to analyse both the semantic and visual content of the 
images. Such systems have the flexibility to allow the user to enter queries in either 
keyword or image formats. Section 2.5 provides a more detailed discussion of the 
analysis of different image features. 
2.2.3  Content-Based Medical Image Retrieval System (CBMIR) 
During the past two decades, the development of new modalities for medical images 
such as Computed Tomography (CT), Magnetic Resonance Imagining (MRI), and 
Picture Archiving and Communication Systems (PACS) has resulted in an explosive 
growth in the number of images stored in medical databases. Until recently, text 
based index entries were mandatory to retrieve medical images from a hospital 
image archive system. However, the development of CBIR techniques has not only 
created new ways of retrieving images, but it also opens up opportunities for other 
related applications. Nevertheless, it is simplistic to assume that approaches used in a 
generic CBIR system could be applied to medical image databases. In fact, it is 
recognised that treatment of medical images is a specialised field which poses its 
unique characteristics and issues. 
One of the major differences between domain specific CBIR systems and the generic 
CBIR systems, is that the domain specific framework uses prior knowledge of 
different medical modalities to determine the content of the images. This mentality 
shift should not be underestimated. The knowledge required to design and 
implement retrieval systems for specialised domain application is the major 17 
difference between the two types of systems.  For instance, medGIFT [24],  a 
CBMIR system used in daily clinical routine at the University Hospital of Geneva, is 
an adaptation from the free of charge CBIR system GIFT (GNU Image Finding 
Tool) [7]. Modification was made mainly to the colour model used in processing the 
images. The modified system reduces the number of colours while increasing the 
number of grey levels to accommodate the predominantly greyscale medical images. 
This small change has resulted in a better retrieval result and is only possible with 
the incorporation of prior knowledge about the images in the database. 
As stated previously, most of the generic CBIR systems have only used simple 
colour and texture features for image comparison and retrieval. It is extremely 
difficult for these systems to apply more complex image analysis models, such as 
shape detection and texture segmentation, to analyse the images further. This is not 
the case for CBMIR systems. It is quite common for these systems to use texture and 
shape features to perform more abstract analysis. By knowing the visual content of 
the images in these systems, accurate segmentation, or even identification of an 
object inside images, is achievable. For example, Liu et al. [25] has used the Fourier 
transform to calculate the texture property and spatial relationship between regions 
of interest for classifying different CT images according to different lung diseases. 
This is feasible because of the prior knowledge about the visual characteristics of the 
lung and the effects of the diseases. 
According to Tagare et al. [26], medical images can be identified with three 
characteristics. Each of these characteristics of the system presents a different 
challenge to the research community. The three are: heterogeneity, imprecision and 
constant change of interpretation of image content. 18 
Medical imaging is only a general phrase and it has been used by many to describe 
images that capture information about the human body. It is actually a broad 
discipline that consists of image classes such as photography (e.g., endoscopy, 
histology, dermatology), radiography (e.g., x-rays), tomography (e.g., CT, MRI, 
ultrasound) and many more. It imposes unique, image-dependent restrictions on the 
nature of features available for abstraction. Each of the image classes possesses its 
unique characteristics in terms of the size, shape, colours and texture of the region of 
interest. Thus, the visual appearance of the same organ or part of the human body 
will be interpreted differently under different image classes. Furthermore, it is 
possible that interest in the same image may depend not only on different users or 
systems, but also on different applications. Thus, it is not difficult to deduce that 
appropriate approaches will be required for different image classes, systems and 
applications. These approaches may include changes in the design of user interfaces, 
indexing structures, feature extraction and query processing units for diverse 
applications. 
Imprecision in CBMIR mostly refers to feature, signal and semantic imprecision. 
Feature imprecision is the inability to agree the observation of an image by different 
observers.  It is quite common for different medical experts to have different 
opinions about a case, based on their areas of expertise and experience. Thus, the 
retrieval of images based on their semantic content becomes relatively subjective. 
On the other hand, signal imprecision is related to the quality of information 
captured by the image. It is important to point out that in this case, it may not be 
caused by the quality or the resolution of the image, but more than likely, is due to 
the nature of the information captured. Quite often, it is rather difficult for systems to 
automatically identify the boundary of the object of interest. For instance, in 
mammograms it is often difficult to identify the boundary of the breast, and a special 19 
approach has to be applied [27] for extracting its shape feature. Lastly, semantic 
imprecision is the inability to precisely articulate medical concepts using medical 
terms. This is sometimes due to the use of a non-standardized dictionary or 
vocabulary within the medical profession, or quite possibly, the use of same term but 
in a different context. Semantic imprecision can be viewed as problems similar to 
polysemy (a word with multiple meanings) or synonymy (different words with the 
same meaning) that occur in text mining. 
Human interpretation of a medical image may vary from person to person. The 
interpretation of an image by the same person may also change as the person gains 
more experience. Thus, the area of interest for the same image may change as the 
interpretation of the image changes. For systems that index images by their semantic 
contents or visual features of the area of interest, such changes may result in a need 
to modify the indexing structure, in order to adapt to the user’s knowledge.  This is 
problematic for traditional indexing structures. It is relatively difficult to 
dynamically change the indexing structure of the database to reflect the users’ 
perception of the grouping of images. The process of re-organizing the indexing 
structure is mostly manually driven and thus a significant overhead is included. 
Ideally, the indexing structure for medical images should be dynamic, while still 
keeping the overhead for re-organizing the indexing structure to a minimum. 
Preferably, very little manual interaction should be required. 
One can see that while CBIR has been successful in a number of reported medical 
applications, the design of these systems is very specific to the users’ requirements. 
In other words, these systems are extremely application oriented. Similar to the 
domain specific CBIR systems, designs and theories developed for these systems 
cannot easily be applied to other systems. Many see this as an important issue 20 
requiring research attention. Tagare et al. [26] are one of the first groups of authors 
who proposed an overall framework for different CBMIR systems.  
2.3  CBIR Components 
 
Figure 2.1. The Overall CBIR Framework. 
A CBIR system is a complex system comprising many different components. Figure 
2.1 is the CBIR framework proposed by Su, Li and Zhang [21]. This framework is 21 
commonly accepted among the CBIR community and it is also the framework that 
this thesis is based upon. The framework consists of five components.  They are: 
user interface, query processor, indexing structure, image similarity calculation and 
image output. Each separate component should be viewed as an independent 
module. This is specifically designed to achieve maximum modularity for each 
component. Having said this, it is sometimes difficult to decouple the dependency 
between one component and another. For instance, the design of the indexing 
structure will be largely influenced by the number of features used to represent the 
images. Indexing structures such as R-tree and R*-tree are popular approaches for 
indexing items. However, they do not perform well in a high dimensional feature 
space, and thus alternative indexing structures may be used in such a scenario. The 
indexing structure of CBIR systems will be discussed in more detail in Section 2.6. 
As shown in Figure 2.1, the arrow in the figure illustrates the interaction and the 
relationship between each module in the system. The dotted line links the rank and 
output results module, and the query processor is optional, since the link acts as a 
user feedback mechanism for query fine-tuning. The feedback mechanism generally 
provides the system with a better retrieval performance. However, such a mechanism 
is only available for some systems. More about the user feedback mechanism will be 
discussed in Section 2.4.2 and subsequent chapters. 
As the CBIR system is a relatively new research field, each module shown in Figure 
2.1 presents different challenges for the research community. These challenges 
include:  
1.  What features should be used to represent the images effectively?  22 
2.  How should the database be indexed so that the images can be quickly 
retrieved?  
3.  How can the similarity between images be measured?  
4.  What mechanisms can the system use to effectively gather information 
from the users? 
These issues will be discussed in more detail in the following sub-sections. 
2.4  Query Processing Module 
Query processing, in any content-based retrieval system, is a module located 
between the user interface and the indexing structure.  It acts as a module to bridge 
the semantic gap between the user’s input and the actual query applied to the 
database.  In short, the query processing module converts the user input into a 
feature vector for use in searching and querying the database. Thus, the design of 
this component is tightly coupled with the design of the user interface and the image 
indexing structure employed by the system.  Hence, issues described in the previous 
section, and problems with keywords and image examples, are mostly handled by 
this module. 
One of the major challenges facing researchers in querying with keywords is the 
ability to accurately represent the user input by the system-constructed query.  One 
of the main reasons for the low accuracy of a search result is misrepresentation of the 
user’s query by the system’s interpretation.  To a large degree, this is due to the wide 
range of expression that is available to users of a human language.  Polysemy, 
synonymy and the context sensitivity of a word or phrase are primary reasons for the 23 
misinterpretation of the user’s inputs.  In a narrow domain, these problems can be 
partially dealt with by applying techniques such as word dictionary, word stemming 
or thesaurus to reduce the ambiguity caused by the keywords. However, a more 
complicated approach is required for application in the generic retrieval system. 
Latent Semantic Analysis (LSA) [28], also known as Latent Semantic Index (LSI), is 
a popular approach for resolving ambiguity in the text of documents. 
In recent years, with the advancement of image processing techniques, querying by 
image example has emerged as a more popular option for constructing searches in 
CBIR systems.  Together with user interactive function features, such an approach 
can avoid the ambiguity issues involved with keyword query.  For instance, some 
systems [13, 20, 29] have provided options for users to specify the relative 
importance of each feature in the image. In addition, some systems [14, 30-33] also 
let users highlight specific regions of images. In the case of C-BIRD [34], users are 
allowed to manipulate the input query image with image editing tools. These 
additional tools include rotation, colour changing, image sharpening, resize and 
various other image processing features.  Lastly, there are yet other systems [29, 35, 
36] that provide tools for sketching images which later serve as a query to the 
database. All these extra options are designed to provide mechanisms for 
constructing queries with a better representation of users’ true intentions. 
The following sub-sections provide discussion of some of the approaches commonly 
used in designing the Graphical User Interfaces (GUI) of CBIR systems. These 
approaches are all designed with the aim of capturing a more accurate representation 
of a user’s true intention. Region of Interest (ROI) is a popular approach for 
capturing important regions of an image. Such an approach relies on the user making 
the necessary decisions in constructing the most appropriate query. However, 24 
sometimes this approach may not be effective for users who are unfamiliar with the 
process. By contrast, relevance feedback and inter-query learning are designed to 
reduce reliance on the users’ inputs while increasing the focus of using the most 
appropriate machine learning technique to improve the retrieval accuracy. 
2.4.1  Region of Interest (ROI) 
In CBIR systems, a common approach to comparing visual similarity between 
images is through the use of global visual features. This can be problematic when the 
object of interest is only a region and not the entire query image. In this case, the 
retrieval accuracy of the system often suffers as a result. One technique is to provide 
users with interactive tools to highlight the region of interest for triggering a more 
refined query search. This approach for the comparison of images through regional 
properties has been reported in various parts of the literature [14, 30-33]. In [34], the 
system also provides additional tools for users to create queries consisting of regions 
from different images. The idea is to allow users to select regions from different 
images and incorporate them by pasting them into a window panel, ready for 
triggering the search process. In this case, the query is no longer the image, but 
rather, segments from different images.  
As will be discussed in Section 2.5.1.4, this approach has fallen out of favour in 
recent reports. A weakness in the method is that it often adds extra burdens on users 
to select the most appropriate regions for comparison. This can be difficult for users 
who are new to the system. A more feasible approach is to apply machine learning 
techniques to estimate the importance of an individual image region. A popular 
technique to resolve the issue that has been applied in recent literature [14, 30, 32, 
33, 37], is to use relevance feedback. In relevance feedback, users only have to select 25 
similar images from the retrieval result. After interacting with the user, the machine 
learning technique is then applied to extract the information necessary to highlight 
the regions common to the selected images. Relevance feedback is briefly discussed 
in the next sub-section. A more in-depth discussion can be found in the next chapter. 
2.4.2  Relevance Feedback 
The interpretation of an image can often be very abstract and it relies heavily on a 
user’s personal experience and cultural background. Thus, one idea is to provide 
sample images and prompt users to select as many images as possible with the same 
semantic meaning. The theory is that by gathering enough samples, a better 
estimation of the true target of the user’s search can be obtained. This intention can 
be elegantly captured by the use of relevance feedback [38]. 
Relevance feedback is a semi-supervised approach for gathering responses from 
users in order to fine tune the query. It is an iterative approach which interacts with 
users in each search and retrieval cycle with the aim of gathering more image 
samples for the next retrieval cycle. This approach is designed to improve 
performance in each subsequence search and retrieval cycle. Starting around the mid 
1990’s, relevance feedback has gained enormous interest as a tool for use in CBIR 
systems. Various research works [39-41] have reported improvements in retrieval 
accuracy from the application of relevance feedback in CBIR systems. Chapter 3 
provides a more comprehensive review of the various techniques used in applying 
relevance feedback to CBIR systems. 26 
2.4.3  Inter-Query Learning 
Inter-query learning is a long term learning approach that records and analyses the 
similarity between the content of the current query and past queries. The idea is to 
use the previous search results to assist and fine tune the current query. This 
approach may be viewed as a way of mining the user log to identify similar retrieval 
patterns within queries. Like any data mining or pattern recognition problems, inter-
query learning is only effective if it has enough samples. Thus, the integration of 
relevance feedback into inter-query learning has been a popular approach in CBIR 
systems. Inter-query learning will be discussed in more detail in Chapter 4 and 
Chapter 5.   
2.5  Feature Extraction Model 
Feature extraction is the core of any CBIR system.  This module is either directly or 
indirectly related to all the different components in a CBIR system. In fact, both the 
selection of the indexing structure and the design of the query processing unit are 
directly affected by this module.  This can be due to the number of features used in 
image comparison, or the layout of the feature structure. A more detailed discussion 
of the indexing structure can be found in Section 2.6. 
In the general CBIR system, the standard approach for feature extraction is to extract 
such visual features as colour, texture and shape, or such semantic features as word 
tags.  In more advanced systems, the visual geometry information of the objects in 
the image can also be extracted and analysed.  The indexing structure is then 
constructed based on combinations of these features.  In a general domain system, 
these features have to be extracted and analysed using generic image processing 27 
techniques.  At minimum, these image processing approaches have to be robust and 
insensitive to the image size, viewing orientation and in some cases, object 
occlusion.  For each of these features, there are various representations that capture 
the human perception of that feature from different perspectives.  This is commonly 
known as the descriptor of the feature. Which features and descriptors to use will 
depend on the application, and sometimes, the selection process can be an art form in 
itself. In the following sub-sections, attention is focussed on the discussion of some 
of the common features used in CBIR systems. 
2.5.1  Visual Features 
The simplest visual features are directly based on the actual pixel value of each 
image. This kind of feature, however, is not very efficient. Firstly, it is sensitive to 
variances in image properties such as noise, image dimensions, resolutions and the 
slightest degree of image transformations. Furthermore, if one is to represent such 
features using the vector space approach for image similarity comparison, the size of 
the feature vector will be an issue. If one is to represent an m x n sized grey-level 
image by features, a feature vector of n * m dimension will be needed. Not only 
does such a representation require massive storage, it is also computationally 
intensive. Thus, one can see that actual pixel value is rarely used in practice for 
describing the characteristics of an image. Instead, it is more efficient to represent 
characteristics via features that are more abstract.  
Visual features of an image are generally obtained by the use of appropriate 
computer vision or image processing techniques. If an appropriate technique is 
applied, the original dimensionality of the feature vector should reduce significantly 28 
but the unique characteristics of the selected image will still be maintained. 
However, as discussed in Section 2.2, it is often not enough to simply use one type 
of visual feature to capture the unique characteristics of a group of images.   
Sometimes, the image representation has to be captured via a combination of several 
different types of visual features. This need is more apparent in a generic system. 
In a generic system, at minimum, several different visual features are required for 
identifying the unique properties of selected images. The two most common features 
are the colour and the texture of the images. The shape properties of an image are not 
as commonly used, but with the progress of recent research work, this is becoming 
increasingly popular. These different feature types have been extensively treated in a 
lot of the literature reviewed, as well as in textbooks [42-44]. The following sub-
sections provide a brief background study carried out on some of the more 
prominent and promising visual features used in CBIR systems. 
2.5.1.1  Colour 
Colour is the most important feature in the analysis of colour images. This is true for 
several reasons. Firstly, it is easier for humans to note any changes in a colour 
image, than note the differences in the intensity of a grey scale image. In addition, 
from the computational perspective, the richness of information contained in the 
colour model provides a better discrimination capability than single grey scale 
intensity. Comparing it to the use of textures and shapes, it is also cheaper in 
computing cost to use the colour as the basis of analysis. The process needed to 
represent the extracted colour information is also simpler than other feature 
extraction algorithms. Lastly, the colour feature is also commonly used together with 
other features, such as texture and shape, to capture the unique common 29 
characteristics of a group of selected images. The combination approach has been 
applied in many CBIR systems [6, 7, 9, 10]. 
The colour feature may be viewed as a combination of three components. They are: 
colour space, quantization level and descriptor. The colour space is the 
representation of different colour components in the feature space. The colour 
quantization level is the specification of the number of units used to represent the 
colour space. Finally, colour descriptor is the actual information representing the 
characteristics of the images. A histogram is a popular example of the colour 
descriptor. It should also be noted that the selection of the colour space and colour 
descriptor can be independent from each other. Depending on the requirements, an 
image can be represented in a colour space but the information can be captured using 
various colour descriptors. Vice versa, a colour descriptor can also be applied to 
different colour spaces. Having said this, only a handful of colour spaces are 
commonly used in image analysis.  
Colour space is generally represented in a three dimensional feature space where 
each dimension can be viewed as a basic channel of the colour model. For instance, 
the colour channels for RGB will be red, green and blue and for HSV, the colour 
channels will be hue (colour), saturation (lightness) and value (brightness). Some of 
the other commonly used colour spaces include CMY, CIE L*a*b*, CIE L*u*v* 
and component colour space. Each of these colour spaces is created for different 
applications and purposes. For instance, RGB is used for graphical display, while 
cyan, magenta and yellow (CMY) is used for hard copy printing. Both RGB and 
CMY are device dependent and perceptually non-uniform. This means display of the 
same colour may appear differently on different devices. Thus, neither of these 
colour spaces is suitable for the application in image analysis. On the other hand, 30 
CIE L*a*b*, CIE L*u*v* and HSV are all device independent and perceptually 
uniform, and hence, they are more suitable for CBIR applications. Alternatively, 
component colour space, which is a derivation of the RGB colour space, may also be 
used for image analysis. 
Colour quantization is a technique used in specifying the number of unique colours 
in each feature dimension. It is a way of reducing the computational complexity of 
the feature extraction process, and also the dimensionality of the resulting feature 
vector. It is often a fine art trying to reduce the dimensionality of the feature vector 
while maintaining enough information to characterise the selected images. One 
solution to this issue is to apply non-uniform quantization to the colour space. This 
implies the creation of an uneven colour space, where more feature elements will be 
used for representing the important parts of the colour spectrum, and the 
insignificant parts are treated as less likely, with fewer feature elements. This is 
supported by various research reports found in the literature [45-47].  These suggest 
that human vision is more sensitive to certain colour regions, and vice versa, changes 
in other regions can often go unnoticed. For instance, Smith and Chang [46] have 
unevenly partitioned the HSV colour space by placing more feature elements on the 
hue (H), than the saturation (S) and value (V) of the colour space. Likewise, Sural et 
al. [47] have only used the hue and value of the HSV colour space. It is argued in 
both reports that the impact of saturation in human vision often goes unnoticed, and 
thus was ignored in both of their proposals.  
Once the colour space and quantization levels have been selected, the image can then 
be represented by different colour descriptors. Common colour descriptors include 
colour moments [48], colour histogram [49], Colour Coherence Vector (CCV) [50] 
and colour correlogram [51]. The length of the feature vector representing colour 31 
moments [48] is relatively compact when compared to other colour descriptors. In 
colour moments, image is represented by the first order (mean), the second order 
(variance) and the third order (skewness) of the pixel value moments. Thus, if one is 
to use colour moments on all three channels of a colour space, only a maximum of 
nine variables are required to capture the whole image representation. Due to the 
compactness of the representation, the discrimination power of colour moments is 
also known to be lower than the other colour descriptors. However, it can be used as 
a first pass filter for narrowing the search space for a large image database.  
Compared to colour moments, the histogram [49] approach generally requires more 
variables to fully capture the characteristics of an image. The histogram approach is 
a representation of the distribution of the number of pixel values for each quantized 
level. It is effective if the colour pattern of the image is unique in comparison to the 
rest of the images in the database. One of the advantages of colour histogram is that 
it is insensitive to transformations such as translation and rotation. It is also invariant 
to a certain degree of occlusion. A weakness in this approach is that the spatial 
information for the pixels is not represented in the histogram. As a result, this 
technique is not able to differentiate between images that are visually different and 
yet similar in the colour value distribution.  
In resolving this issue for the colour histogram, Pass et al. [50] proposed CCV, 
which extends the idea of the histogram by incorporating the spatial information. To 
do this, only an image region with more than a certain number of connected pixels 
having a similar value, may be added to the histogram. Such an approach reduces 
effects from the insignificant regions, and in turn, reduces the chances of falsely 
matching two visually different images having similar colour distribution. The report 
shows that the retrieval accuracy of CCV outperformed the colour histogram 32 
approach. However, this was done with additional computational cost. The 
additional cost is due to the overhead involved in locating the connected pixels 
within a region. 
In [51], Huang et al. have shown that the colour correlogram provides better retrieval 
results than both the colour histogram and CCV. In addition to the distribution of 
colour, the colour correlogram also contains the spatial correlation of different pairs 
of colours. This can be viewed as a three dimensional histogram with the first two 
dimensions containing the different combinations of colour pairs, and the third 
dimension containing the spatial distances between the pairs. The richness in data 
representation comes at the cost of additional storage and computation power. Due 
to the high dimensionality of the data representation, the number of feature elements 
to be compared has also subsequently increased. This, in turn, results in an increase 
in computational cost. Generally, it is not feasible to apply this approach to situations 
where the number of images to be compared and processed is relatively large. In 
such a situation, it may be better suited to apply colour moments for filtering the 
irrelevant images before this descriptor is applied. 
2.5.1.2  Texture 
One may view the colour features of an image as representing the visual content of a 
point in an image. Texture features, on the other hand, are the representations of 
visual content over a region of pixels. In a way, texture features are the descriptions 
of the repeated patterns of the pixel arrangement. Despite the concept of visual 
texture being clear and intuitive, the definition of visual texture is vague. Humans 
can usually recognise the texture pattern, but it is often difficult to provide an exact 
description of this pattern. This vague definition of texture leads to many different 33 
ways of analysing it. To summarise the different approaches, parts of the literature 
[52-54] have grouped these analysis techniques into three classes, namely, structural 
texture measures, stochastic texture modelling and statistical texture measures. 
Structural texture is an approach that measures the texture pattern, based on a set of 
primitives, which is defined by a certain placement rule. The placement rule may 
include various shapes such as circles, cubes etc. The information captured in the 
structural texture measures approach often includes the orientation of the primitives 
within an image, and locally in an image region, with respect to each other. A 
weakness in this approach is that the primitives defined by the approach are often 
difficult to identify in the first place. A survey of the structural approach for texture 
analysis can be found in [55, 56].  
Stochastic texture modelling, also known as the model based method, is an approach 
that attempts to capture the texture pattern by parameters used in the model. The idea 
is that parameters in mathematical models such as the Gauss Markov random field 
[57], or Wold-based representation [58], can be used to approximate the texture 
pattern of the selected image. The estimated parameters can then be used as the 
texture features for similar calculations between images. Like the issue described in 
the structural texture approach, it is often difficult to find any model to describe the 
natural textures captured by images taken in the real world. 
Lastly, one may also capture the texture pattern using the statistical approach. This 
approach represents texture pattern by their underlying statistical properties. The two 
most commonly known properties used in this approach are the co-occurrence 
matrices [54] and the autocorrelation features [54].  The popular Gabor filter [59] 
and wavelet transform [60] features are also related to such an approach. The 34 
statistical approach is more adaptive in describing the real world texture. Thus, this 
approach is more suitable to generic CBIR systems. 
2.5.1.3  Shape 
Shape [61, 62] is another important feature in the analysis of image content. 
However, it has not been as commonly used as colour and texture in the application 
to CBIR systems. This is mostly due to the inability of current research work to 
formulate mathematical expressions for capturing the human perception of shape. 
For instance, the image of an object can often be viewed as a projection of a three 
dimensional real world object onto a two dimensional view. In this scenario, the 
shape of the projected two-dimensional object is strongly dependent on the angle and 
distance of the projection. As a result, recognising or comparing the similarity of the 
same object with different projections, is an extremely difficult problem, and is 
beyond the development of the current technologies. In addition, the actual detection 
of the shape is also strongly dependent on the identification of the existence of the 
actual object within an image. In most cases, the boundary of the object has first to 
be identified before the object can be detected. This boundary is also difficult to 
detect in an image captured naturally from the real world. Hence, it is not difficult to 
see that the use of shape features is often only effective in special applications, 
where domain knowledge is applied. Depending on the content of the images, the 
analysis of shape in a generic database is often ineffective. Shape has, nevertheless, 
presented an enormous potential in CBIR systems. 
In CBIR systems, the analysis of shape features is generally done via two 
approaches, namely, region-based and boundary-based methods. The region-based 
method is an approach that captures the properties of shapes over the whole area of 35 
the object. The statistical moments method [63-66] has been the most well-known in 
this approach.  The method is based on the idea that the statistical moment of the 
object area is invariant to transformations such as translation, rotation and scaling. 
However, as discussed in the previous paragraph, such an approach is only effective 
if the shape of the object can be identified. This restriction severely limits the scope 
of its application. 
As the name suggests, the boundary-based approach captures the boundary 
properties of the shape. The basic idea of this approach is to trace the curvature of 
the object and describe that curve using various methods such as Fourier descriptors 
[67-69], or wavelet descriptors [70, 71] etc. However, these methods are dependent 
on the traceability of the curve. In certain images, the boundary of the object may not 
be easily traced and this may simply be due to the nature and background of the 
image taken.  
It has been argued that while it is sometime difficult to trace the entire boundary of 
the object, it is relatively easier to detect edges. Thus, one of the recent trends in 
research work [72-75] has been to study the possible use of the structure properties 
of the edges, for capturing information about objects of interest. In [74], the shape 
properties are extracted by first sub-dividing the selected image into small blocks. 
Different “direction of edge” detectors are then used to determine the main direction 
of the edge in the block. These detectors are next used to detect edges having 
possible horizontal, vertical and diagonal directions. This information is then 
recorded in an edge histogram for similarity comparison.  The approach proposed by 
Zhou and Huang [75] is likewise focused on capturing structure properties, such as 
the maximum length of a detected edge, number of intersections between edges, total 
length of an object, number of loops detected in an object etc. This approach is 36 
reported to be superior to the wavelet descriptors [71] proposed by Smith and Chang. 
Similar ideas have also been reported by Gagaudakis and Rosin [72], and Jain and 
Vailaya [73].  
Although an improvement in accuracy has been reported for the approach described 
in the previous paragraph, it is commonly agreed that the performance of current 
techniques are dependent on the ability of the chosen edge detection algorithm. It is 
also recognised that the performance of the edge detection algorithm is dependent on 
the surrounding environment and the time the image is taken or created. Fine tuning 
is often needed to yield the best result. 
2.5.1.4  Region-Based Visual Features 
In the mid 90’s, when QBIC [6] and other CBIR systems [8, 48, 76] were first 
introduced, the analysis of image content was mostly focussed on the global visual 
features. This approach lacks the ability to highlight image regions which are 
important to the user. In a way, these systems are only performing image similarity 
comparison at the lowest level. They lack the capability of allowing users to search 
by individual objects. To resolve this issue, region-based comparison has been 
suggested. Conceptually, this region-based feature is important, as it provides a level 
more abstract than simple visual features comparison. Many see this as a right step 
towards the narrowing down of the semantic gap. From the implementation 
perspective, such a concept presents a very challenging problem in the research field. 
In implementing region-based comparisons, it is first necessary to define the actual 
process of measuring the similarity between image regions. To do this, one can 
either provide users with functional features to select interested regions manually, or 37 
to allow the system to do this automatically. In the first approach [14, 30, 32, 33, 
37], the system has to force users to manually select image regions to trigger the 
query session. As discussed in [10], a consistent and precise segmentation of any 
object in generic images is still beyond the state-of-the-art computer vision 
technology. Therefore, such approaches tend to sub-divide the image into equal 
regions, without the application of any object segmentation techniques. In these 
systems, users are required to select regions obtaining objects of interest. This 
presents a usability issue when the object of interest does not have a clear cut 
boundary. In this scenario, it is not uncommon for users to mistakenly select wrong 
regions. Furthermore, it is often difficult for users to select the most appropriate 
regions to trigger the query process. Selection of the most appropriate regions thus 
places an additional burden on users of the system.  
Recognising this issue, the recent literature [10, 31, 77-84] tends to use the relevance 
feedback mechanism to gather samples from the combination of all the regions, for 
measuring the similarity between the images. For instance, the Integrated Region 
Matching (IRM) approach in the SIMPLIcity system [10, 79] allows many-to-many 
regions matching between two images. This means a region of one image is allowed 
to be matched to several regions of the other image. In addition, weights are given, 
in order to increase the importance between similar regions, and to reduce the 
influence of inaccurate segmentations. This approach was later extended by Chen 
and Wang [31] by allowing for blurred boundaries, and is called Unified Feature 
Matching (UFM). Similar to IRM, Earth Movers’ Distance (EMD) [78] has also 
been used in CBIR systems [80-84] for many-to-many regions matching between 
images. Both IRM and EMD are discussed in more detail in Section 2.7.2.  38 
The extraction of region-based visual features in CBIR systems has progressed from 
naive equally divided regions to the more complicated region segmentation 
approach. The more recent approach is closer to the goal of searching images via the 
object. However, without any further information about the image, the current 
approaches can only perform segmentation based on the colour, texture, and shape 
properties of the selected images. They are unable to differentiate two regions of 
images if both regions contain similar visual properties. Having said this, a recent 
attempt by Fu et al. [85] has shown promising results by incorporating spatial 
information for the differentiation of objects in different regions. In their approach, 
an object of interest may consist of several different regions. The differences 
between regions of interest and adjacent regions are then used to identify the object 
of interest. According to the same report, any object of interest should have three 
properties. Firstly, the difference within the regions of interest should be small. 
Secondly, the difference among the regions’ surroundings should be small. Lastly, 
the difference between the regions and their surroundings should be large. This 
approach is reported to yield very promising results, having better retrieval accuracy 
performance than the IRM [10, 79] technique. However, the same report also states 
that the performance of the proposed approach is still heavily dependent on the 
performance of the segmentation algorithm. 
The region-based match is considered by many as a bottom-up approach in bridging 
the semantic gap. As an alternative, the gap may also be bridged through a top-down 
approach. This can be done through text annotation, where the actual annotations can 
be used as the semantic features of the images. The incorporation of text-based 
semantic features, along with the traditional visual features, has the potential of 
further bridging the semantic gap. The subsequent sub-section will provide more 
detailed discussion of the extraction of the semantic features of images. 39 
2.5.2  Semantic Features 
Visual features are properties used for measuring the similarities between images. In 
essence, these features are used to judge if two images look alike. Without any 
further processing, these features do not provide any mechanisms for the comparison 
of the semantic similarity between images. As discussed in Section 1.2, capturing the 
semantic content in generic CBIR systems is by no means easy. To do this, one has 
to first identify recognisable objects in the images. However, it is often impossible to 
apply any domain knowledge to the generic system. Without such domain 
knowledge, it is beyond the means of current technologies to detect regions of an 
image as recognisable objects. Nevertheless, semantic features have intrigued 
researchers and many attempts have been proposed for narrowing the semantic gap. 
Semantic classification is an example of an approach intended to organise images 
based on the semantic content of the images. It can be seen as a very crude form of 
semantic content analysis. It is a type of CBIR system that uses specific classifiers to 
categorise images into different classes. In most cases, only a specific two-class 
classifier is used for categorising images into two groups. WebSeer [20] is one of the 
early examples of semantic classification, in that it organises images into two such 
classes, namely, computer-generated and naturally captured “real” images. In 
addition, there are also prototyping systems with similar application. These two 
systems are used for differentiating city from landscape images [86], and, 
identification of indoor and outdoor images [87]. The system proposed in [86] was 
later extended in [88] by adding a hierarchical structure, where the landscape images 
can be further classified into image groups, such as sunset, forests, mountains and 
other themes. 40 
The systems described in the previous paragraph are all based on certain sets of 
heuristic rules set by the systems. These systems do not provide the ability to learn 
new semantic concepts. A more flexible approach is to use the combination of visual 
features and keywords or phrases, to estimate the semantic content of the images. 
This can be done in two ways. Firstly, one may gather the additional information 
from descriptions embedded in the images, or the text documents that the images are 
attached to. The second way is to gather such information through interaction with 
users. Commercially available image databases such as medical and art image 
databases often come with descriptions of the images. 
Images stored in libraries, such as art gallery, medical databases and other 
commercial image libraries, often contain manually entered descriptions or 
annotation of images. Descriptions of images provide valuable information about the 
semantic interpretation of images, and text mining techniques may be applied to 
extract the keywords from them. In turn, the combination of mined keywords and 
low level visual features can be used to organise images. For instance, Cha and 
Chung [89] have proposed an approach that allows an image to be indexed by three 
separate indexing trees, namely: visual features, semantic indexing and keyword 
indexing. Visual features are the combination of shape, colour and texture. Semantic 
features of the system consist of a set of predefined attributes, and keyword features 
are texts that are entered by users.  The values of these attributes are stored in 
metadata format. These separate indexing structures provide users with the 
flexibility to construct very complex queries. Another example is PicSOM [90], 
which also uses annotated keywords as the top layer for indexed elements in its 
hierarchical structure.  41 
As an alternative to the image embedded description, annotations can also be found 
from the text documents to which the images are attached. The texts presented in 
these documents can then be used for the extraction of keywords. The WWW-CBIR 
system is one example of an application with such an environment. Standard mark-
up language such as HTML, Cascading Style Sheet (CSS) and Extensible Markup 
Language (XML) are all semi-structured languages and it is relatively easy to 
identify the keywords from them. For instance, HTML uses tags to highlight 
information such as headings, hyperlink, bullet points etc. Such information provides 
the importance of certain keywords within the textual document or attached images. 
Knowing this information, one may choose to assign weights to keywords found in 
headings, as they often summarise the important ideas in the document passage. This 
method may be seen as a marriage between traditional text mining and CBIR 
applications.  
In the case of [19],  Yanai et al. have adopted a similar approach to determine the 
content of images. This system first uses different search engines to gather a large 
number of varied images related to the input keywords.  Based on the text content of 
these HTML pages, the system uses a scoring mechanism to predict the relevancy 
between images and keywords. The system then outputs images with scores above a 
certain threshold. For the remaining images, the system uses a clustering technique 
to compute the similarity between each image and the output images. A remaining 
image is considered relevant if its visual features are similar to the output images. In 
[91], analysis of the semantic content of images is done by a combination of visual 
properties, word textual information and page link information from the Web page. 
Similar approaches can also be found in [15, 20, 22]. Kherfi et al. [92] provides a 
comprehensive review of the techniques applied in WWW-CBIR systems. In related 
research fields, projects have already been undertaken for extending the current 42 
WWW to a more semantic based Web. W3C (www.w3c.org) may be consulted for 
the current status of such developments. 
Instead of gathering keywords from embedded descriptions or surrounding text 
annotation, this information may also be obtained through the use of relevance 
feedback, by interaction with the user. Using relevance feedback, the system can 
easily identify images that are semantically similar from the user’s perception. Thus, 
a small subset of annotated images, together with a relevance feedback mechanism, 
may be used to assign keywords to other unmarked images. This is commonly 
known as annotation propagation. This approach has been reported in Han et al. 
[93] and has also been applied to iFind [21, 23], a WWW-CBIR system. In addition 
to relevance feedback, some proposed approaches [32, 94, 95] have also provided 
tools for manual annotation of the images. 
2.5.3  MPEG-7 Descriptors 
In discussing image features, one should also discuss MPEG-7 [96] MPEG-7 is a 
multimedia content description standard which provide a standard interface for 
describing the semantic and visual contents of images among different application 
systems. The standardised interface is achieved with the use of XML to store the 
extracted image contents. Such interface provides an efficient mechanism to 
compute and store image contents that can be used for future application purpose. 
Thus, one can see that MPEG-7 provides a convenient way for CBIR to construct the 
indexing structure for the system to efficiently search and retrieve images. PicSOM 
[97, 98] is one of the well known examples in incorporating MPEG-7 into the CBIR 
system. 43 
2.6  Indexing Scheme 
In order to make any CBIR system truly scalable for large image databases, images 
must be indexed in a systematic manner.  In a traditional database system, the data is 
indexed by a search key, or combination of keys, that uniquely identify an individual 
record.  Often, a simple one dimensional data structure is adequate enough for 
indexing the data in such systems.  However, images are more complex.  Attempts to 
reflect this complexity usually result in images being represented by a set of values 
or attributes, commonly known as the feature vector.  When represented in this 
manner, each value in the set becomes a point in an n-dimensional space, implying a 
multi-dimensional structure is required. So far, research efforts into indexing 
structures applied to CBIR systems have mostly revolved around two issues. These 
are: 
•  What data needs to be indexed? 
•  How is the data to be organized? 
These two issues are rather common in database and data structure communities.  
However, with the complexity of images and the high dimensionality of the visual 
features, the answers to these two questions may not be as trivial as they are for 
traditional text database systems. 
Indexing structure has been an interest for researchers for many y e a r s .   T h i s  i s  
mostly because it is essential to have a fast and efficient indexing structure for the 
database system to be scalable.  However, many researchers have since added two 
additional requirements to the system’s indexing structure:  the indexing structure 
also has to be both multi-dimensional and dynamic. 44 
A multi-dimensional index is a structure that is often used in indexing large and 
complex data. These data include audio, video, images etc. The indexing tree is the 
most commonly used indexing structure for image databases, and there are different 
types of indexing trees designed to accommodate different query requirements. A 
comprehensive review of the different tree-based indexes available for multimedia 
databases may be found in [99].   
One of the issues in applying an indexing tree is the dimensionality of the index. The 
performance of a multi-dimensional indexing structure such as the popular R-tree 
and R*-tree, degenerates drastically with an increase in the dimensionality of the 
underlying feature space. This is mostly because the trees’ fan-out decreases in 
inverse proportion to the dimensionality.  To solve this problem, one promising 
approach is first to perform dimension reduction and then to use appropriate 
multidimensional indexing techniques for searching and retrieving the images. 
Even though the dimension of the feature vectors in most of the image retrieval 
systems is very high, not all the features possess sufficient power of discrimination 
to uniquely identify images.  There are various approaches to identifying the 
importance of an attribute in the feature space.  The Karhunen-Loeve Transform 
(KLT), also known as Principal Component Analysis (PCA), can be applied to 
identify the importance of the features in the principal component space. This 
approach is similar to data compression in that the dimensionality of the data will be 
reduced and only the more representative data will be retained after the 
transformation. Instead of the KLT, Park et al. [100] used the Quasi-Gabor Filter to 
reduce the dimensionality of the texture features.  Again, the aim is to filter the less 
significant features out while retaining the more import feature elements. 45 
Clustering is another powerful tool in performing dimension reduction. This 
approach clusters similar features together to perform recognition or grouping.  This 
type of clustering is called row-wise clustering.  In a similar way, Zhang and Zhong 
[101] used the Self-Organization Map (SOM) neural net as the tool for constructing 
the tree indexing structure. This approach provides the advantages of unsupervised 
learning ability, dynamic clustering nature, and the potential for supporting arbitrary 
similarity learning.  
In [97, 102], the SOM framework was further extended by introducing a tree-
structure SOM (TS-SOM). The advantages of using this tree structure are that it 
reduces the search time complexity from O(N) to O(logN). This may be considered 
to be a top-down structure, where feature vectors extracted from the images are used 
to train the top level node of the TS-SOM. Since TS-SOM is merely a combination 
of different SOM’s organised in a hierarchical manner, the algorithm for training the 
TS-SOM at each level will be the same as used in a standard SOM. When the tree 
level has been organised, the modelled vectors will be stabilised and the self-
organisation process will progress to the next level. The parent node will then be 
used as a search tree for limiting the search to a subset of data on the current level. 
As a consequence, this will result in a reduction in search time complexity. In 
addition to SOM, there are many other methods that have been proposed for 
clustering image databases. These methods include agglomerative hierarchical 
clustering [103], k-means clustering [104] and competitive learning [105]. 
The application of vantage points in CBIR systems has also been studied recently by 
Natsev and Smith [106] and Vleugels and Veltkamp [107]. In the traditional vector 
space query-centric approach, the query point is positioned at the centre of vector 
space and only one reference point is used for measuring the distance. The vantage 46 
points approach is an extension of the traditional vector space approach. The unique 
characteristic of this approach is that instead of using a single reference point, it uses 
multiple reference points. During query time, similar images to the query can be 
obtained by calculating the similarity of the query points and all the images, to all 
the vantage points. Images are then selected if the results of the distance measures 
are similar to the query points. For the purposes of indexing, one may use the 
distance calculated to all the vantage points, as the index entry to the image database. 
In doing so, the feature dimensionality and the complexity of the computation for the 
images are reduced. 
Lastly,  inverted file [108] has also been used in CBIR [83, 109] for indexing 
purposes. Inverted file is one of the most popular techniques applied by the Internet 
search engines in document retrieval. One may view the inverted file as a term-by-
document matrix. The table entry typically contains the number of occurrences of a 
specific term in a document. This information is then used for measuring the 
relevance of documents to a term. In the application to CBIR systems, the terms are 
replaced by the visual features and the documents become the actual images. In 
using the inverted file, one may not be able to directly apply the extracted visual 
features to the term-by-document matrix. The visual features may need to be 
modified to fulfil this condition. 
2.7  Similarity Measures 
Similarity measurement is a fundamental database operation. It consists of 
comparing the database items with the current query and deciding how closely these 
items are related to the query. Similarity in an image retrieval system is generally 
calculated in two ways, namely, the probability model or the vector space model. 47 
The probabilistic method calculates the likelihood that an image belongs to the 
classes of relevant and non-relevant images. This approach is discussed in more 
detail in Section 3.3.1.  
The vector space model is essentially a geometric method where each selected item 
is equivalent to a range or point in the space dimensions. The position of items is 
generally represented by a set of extracted features. In turn, these features can be 
viewed as a set of coordinates in the geometric space addressing the position of the 
items. A query range is a range of accepted values provided for each feature. The 
representation of a selected item in a query range is not suitable for applications 
where exact matching is required. Thus, the query range method is more suitable for 
applications such as object recognition and image classification.  
In the query point method for the vector space model, each selected item is treated as 
a point in the geometric space. The similarity between two selected items is 
determined by calculating the geometric distance between the two items. This is 
sometimes known as the feature-wise distance. Distance measures can be generally 
categorised into several ways, namely, distance measure, region-based and global 
similarity measurement. The details of these approaches for distance calculation are 
discussed in the following sub-sections. 
2.7.1  Distance Measures in Vector Space Model 
As stated in the previous paragraphs, distance measure is often used to measure the 
similarity between two items by comparing their respective position in the vector 
space. A popular approach to calculating the feature-wise distance is known as the 
Minkowski-form distance measure, based on the  λ L  norm. In this method, the 48 
calculated distance fa and fb, which are the extracted feature sets of A and B can be 
mathematically expressed as: 
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where the parameter i =(1, 2, …, I) is the i
th component of the feature vectors fa and 
fb. By setting λ equal 1, Equation (2.1) becomes what is known as the Manhattan or 
city-block distance. For Manhattan distance, the equation can be re-written as: 
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Essentially, one may view the Manhattan distance as two points in the vector space 
with  Cartesian coordinates, where the actual distance is the summation of the 
differences on each coordinate axis. A related approach is to set λ equal to 2. The 
equation then becomes what is commonly known as the Euclidean distance. It is the 
direct distance between two selected points in the vector space. It can be expressed 
as: 
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The  Minkowski-form distance is mainly used for measuring the difference or 
similarity of two vectors by vector length. The difference in direction of the two 
vectors can also be measured by computing the cosine distance, as expressed in 49 
Equation (2.4). However, this measure does not take the vector length into 
consideration. 
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The distance measures that have been discussed so far only take account of the 
relationship between each individual dimension. These distance measures do not 
make use of information across dimensions. To take this information into account, 
Niblack et al. [6] introduced quadratic distance to capture the relationships across 
dimensions. One may see quadratic distance measure as an extension of the 
Minkowski-form measure that can be mathematically expressed as: 
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where parameter A is an I * I matrix and the matrix elements in A are often the 
similarity coefficient between dimensions. The Mahalanobis distance is a special 
case of the quadratic distance measure, in that the matrix A is given by the inverse of 
the covariance matrix of feature vectors fa and fb. This approach is useful in limiting 
the effects of correlations. For instance, when two feature components are strongly 
correlated, the similarity of the features will have a stronger effect on the outcome of 
the general quadratic equation. The similarity measure is essentially taken twice into 
the calculation and this is not desirable. The inverse covariance matrix within the 
Mahalanobis distance can be applied to normalise component-wise correlation. 50 
Over the past few years, various studies [110, 111] have been conducted on the 
performance of the different distance similarity measurements in image retrieval 
systems. Of all the distance measurements, Manhattan distance measure has been 
reported to yield the best performance. It is marginally better than the Euclidean 
distance measure. In the literature [110, 111], it is found that the performance of the 
quadratic distance measure is significantly lower than the Manhattan and Euclidean 
distance measures. This is largely due to weights associated with the quadratic 
measurement. Sometimes, these weights do not necessarily reflect the true 
significance of a specific vector element. The outcome of the weight matrix is 
dependent on the local difference between the two feature vectors. The issue in 
utilising the local information is that it does not possess the global view of the 
relationship between the selected data. There are two ways to resolve this issue. 
Firstly, weights associated with the quadratic measurement can be better 
approximated by using sample learning. Relevance feedback is a special field of 
sample learning. Chapter 3 will provide a more detailed discussion on the use of 
different relevance feedback approaches to better approximate the weights of the 
distance measurement. Alternatively, this issue can also be resolved by globally 
calculating the differences of all feature vectors. This method is discussed in more 
detail in Section 2.7.3. 
2.7.2  Region Based Similarity Measurement 
The feature based distance measurements discussed in the previous section have all 
been based on single dimension vector space calculations. However, as discussed in 
Section 2.5.1.4, some image retrieval systems [10, 83] have been using region-based 
visual features for the analysis of image similarities. In these systems, instead of 51 
organising visual features in a flat feature vector structure, those features may often 
be organised in a multi-dimensional feature vector structure. This is done to reflect 
the structure and the relationship of visual features within the image. This structure 
can be viewed as a two dimensional matrix and it can be seen that the distance 
measurements discussed previously cannot be directly applied to it. To solve this 
issue, Integrated Region Matching (IRM) [10] and Earth Mover’s Distance (EMD) 
[78] have been proposed.  
IRM [78] can be treated as a greedy problem where the first task is to perform the 
distance measurements between the two images for all the regions. For instance, if 
image A has two regions, while image B has three regions, a table with dimensions 
of two by three will be generated as the result. Each entry within the table is the 
actual distance between the selected regions. After calculating the distances between 
all different regions, each calculated distance is then ranked and weighted 
accordingly. In doing so, the effects of the non-relevant regions will be minimised. 
In this method, the similarity between two images can then be calculated by the 
summation of all the weighted distances. This idea is later extended in [31] by the 
inclusion of blurring boundaries. 
The concept of EMD [78] is very similar to IRM. Both approaches apply weights to 
the distance measure between the extracted regions. The similarity between the two 
images are then calculated by the summation of all the weighted distances between 
regions. The calculation weights for the distances are based on the transportation 
problem [112], and can be solved by treating it as a linear optimization problem. The 
application of EMD has also been reported in Jing et al. [80]. 52 
2.7.3  Global Similarity 
All the distance measurements discussed previously can be considered as measuring 
the local similarity between two elements. This means that in such approaches, only 
the local distance between the two elements is considered. The biggest difference 
between the local and global similarity calculation is that the former is based only on 
the pair-wise relationship between two points. Quite often, the local measurement 
method oversimplifies the relationships between all the data in the database. Thus, 
its effectiveness is limited. On the other hand, the global approach tends to analyse 
the relationships between the query points and the data as a whole. Hence, it is more 
capable of reflecting the overall relationship.  
In [113], Jin et al. proposed a similarity framework called manifold ranking to 
calculate the similarity between the query points and other data, by analysing the 
connectivity and local distances between each point. This is done by first 
constructing a weighted graph that takes each data point as a vertex. The graph then 
assigns a positive ranking score to each query, and zero to the remaining points. The 
scores on these points are then spread to the nearby points by using a weight 
function based on the Radial Basis Function (RBF). This process is then continued 
until a global stable state is reached, or alternatively, a fixed number of iterations has 
taken place. This method is reported in [113, 114] to yield more accurate results than 
the traditional local approach. However, it can be computationally intensive to 
achieve convergence of the weight for each point. The response time may become an 
issue for a database which consists of tens of thousand of data. More studies maybe 
required for improvement of its effectiveness in a large database. 53 
2.8  Conclusion and Future Development Trends 
Despite the considerable progress of research into CBIR systems, and with 
exceptions in domain specific applications, the impact of this technology has not 
been significant. This is due to several factors. Firstly, the indexing structure in 
CBIR systems remains a largely unresolved issue. One of the main problems is that 
the currently proposed indexing structures do not necessarily reflect the users’ 
personal interpretation of the grouping of the images. Images are often grouped in 
different categories which may lead to false retrieval. SOM [97, 102] has been 
proposed to solve this issue. However, the proposals in the literature have assumed 
that an image will only belong to one semantic group. In practice, this is not 
necessarily true. An image can be interpreted differently under different contexts. 
Further extension of the existing frameworks is needed to fulfil such requirements. 
Secondly, due to the demands for computation power by the feature extraction 
algorithms, most CBIR systems have elected to extract and store the pre-calculated 
image features to improve the retrieval speed of the systems. However, this is not 
feasible for systems where images are constantly inserted or removed from the 
database, which is a typical scenario for images in the World-Wide-Web. Under 
these conditions, most of the proposed CBIR systems will not be applicable because 
the retrieval speed will not be fast enough to retain users’ interest. 
In addition, despite the fact that considerable progress in research into CBIR systems 
has been made, the retrieval accuracy of these systems has only marginally 
improved. The reasons can be further broken down into two factors. Firstly, it is due 
to the inability of the currently available visual features to capture the unique 
properties of the image. Although recent developments [10, 31, 77-84] in region-54 
based feature analysis have shown encouraging signs, the successes are still limited 
in generic applications. Secondly, and more importantly, the semantic gap between 
users’ intention and low level features have only partially been dealt with by query 
processing tools such as relevance feedback and inter-query learning. Although, 
recent reports have shown great promise in these approaches, these techniques are 
mostly designed for CBIR systems with a static database. They are less useful for a 
more dynamic image database. 
The following chapters will mostly focus on the application of relevance feedback 
and inter-query learning to CBIR systems. More suitable frameworks will be 
proposed for the application of both approaches to a more dynamic environment 
where images are constant added and removed. 55 
CHAPTER 3 
3  RELEVANCE FEEDBACK IN INTRA-QUERY LEARNING 
3.1  Introduction 
Recently, relevance feedback in Content-Based Image Retrieval (CBIR) systems has 
gained much attention from the research community. It is a strategy that invites 
interactive inputs from the user to refine the query for subsequent retrieval. This 
approach generally starts by prompting users to search the system via keywords, 
image examples or a combination of both. The system then prompts the user to 
select the relevant images from the search results. After the user has selected the 
images, the system will refine the original query by analysing the common features 
among the selected images. This process is continued iteratively until the target is 
found. The selection of the common features will be those most appropriate for  
applications incorporating intelligent technologies, such as statistical   
machine learning, neural network and fuzzy logic. This is due to the need for fine-
tuning and modifications to the process using human input.  
In a generic CBIR system, it is impossible to know what feature model/s should be 
used to capture the unique identity of certain groups of images. Hence, one idea is to 
employ as many image features as possible with the assumption that one will have 
the ability to capture the unique features of the targeted images. This idea presents 
several problems. Firstly, since most of the image features are treated as a cascade of 
one flat vector, such an arrangement may increase the chances of “diluting” the 
feature element that uniquely identifies the selected image group. This is also known 56 
as the curse of dimensionality. Secondly, depending on the nature of the feature 
extraction algorithm, the computational cost of extracting different visual features 
from an image can be expensive. It is not unusual for the computational cost of a 
feature extraction algorithm to be more expensive than the actual machine learning 
algorithm. Thus, one can see that it is not feasible to include too many feature 
extraction algorithms for applications where images have to be extracted and 
processed in real time. In this scenario, the selection of the most appropriate visual 
features becomes crucial. 
Inspired by the kernel based discriminant analysis introduced by Zhou and Huang 
[115] and Wang, Chan and Xue [4], this chapter proposes a feature selection 
framework for statistical discriminant analysis in a CBIR system. The idea is to 
calculate the discriminant ability of each image feature by using the training samples 
gathered through the relevancy feedback cycle. The discriminant ability of each 
image feature is calculated by the ratio factor proposed by Wang, Chan and Xue [4]. 
After this feature selection cycle, the important features are then used to analyse the 
rest of the image database, and discriminant analysis is used to adjust the weight of 
each of the selected feature elements. 
This chapter will first provide a description of the characteristics of relevance 
feedback and the background to the theory. This is followed by a description of the 
proposed framework. The chapter will then look at the experiments conducted on the 
proposed method and lastly, conclusions will be drawn based on the experimental 
findings. 57 
3.2  Factors in Designing Relevance Feedback 
Relevance feedback is an approach designed to learn from a user’s behaviour 
through feedback and in an interactive manner. There are three factors to be 
considered in designing relevance feedback. These factors are:  
Small sample data - Typically, users do not have the patience to iterate through 
many cycles of retrieval results to fine tune their query. Furthermore, the size of 
training data for each retrieval cycle is generally small. Hence, the technique used to 
implement relevance feedback has to be able to handle a small set of training data. In 
addition, the size of positive label samples is typically smaller than the negatively 
labelled samples. This further complicates the issue as the positive label samples are 
the focus of the learning strategy. Singularity is often an issue for CBIR with a 
relevance feedback mechanism. This issue arises when the number of training 
examples is smaller than the dimensionality of the feature space. As can be seen in 
Section 3.3, this factor has a profound impact on the design of the relevance 
feedback algorithm. In fact, recent studies [116-119] have all reported an 
improvement in the retrieval accuracy by applying techniques that are more suited 
for small and biased sample data. 
Type of training sample - Different techniques may require different types of training 
data, but the techniques can still be grouped according to the way the sample data is 
labelled. In general, one can either label the data in a yes/no fashion, more 
commonly known as binary data, or rank the data via certain criteria. In binary input, 
some techniques only require the binary feedback for positive examples. In some 
others, negative examples are also required. Alternatively, the data can also be 
ranked according to the degree of relevancy to the targeted image. For instance, 58 
“image A is more relevant to the target image than image B and C.” In general, the 
label of the training samples should be as simple as possible to minimise the pressure 
exerted on the user. 
Real time processing - For practical reasons, the techniques applied to the analysis of 
the input images and the feedback result have to be fast enough to allow the user to 
interact with the machine on a real time basis. 
3.3  Background Study 
Relevance feedback was originally introduced for textual document retrieval [120]. 
In the mid 1990’s [9, 32, 76], relevance feedback was introduced into CBIR systems. 
Since then, relevance feedback in CBIR systems has matured and it is now a 
separate research discipline from the textual retrieval systems. A comprehensive 
review of relevance feedback in CBIR systems can be found in [39]. 
In relevance feedback, query ambiguity can be minimised by refining the query 
through user interaction. In general, there are several ways of refining the query. The 
following subsections provide a more detailed description of these approaches. 
3.3.1  Probability Estimation 
The probabilistic model has been one of the most commonly used models in text 
document retrieval systems [120, 121]. In information retrieval systems, this 
probabilistic model may be thought of as a multistage random experiment, where 
each item in the database is associated with an estimated probability of a certain 
condition. During each stage of retrieval, the probabilities associated with each 59 
database item change according to the results obtained from previous stages. This 
can be described as a form of conditional probabilistic model. In relevance 
feedback, the conditional probabilistic model can be generalised to the question: 
“Given the history of conditions H, what is the probability of an item I being close to 
the ideal target T.” 
In CBIR, PicHunter by Cox et al. [76] was the first to use a probabilistic model in 
relevance feedback to capture the information from the retrieval pattern. The 
approach employed in the PicHunter system was based on modelling of the history 
of the system image display patterns, Dt, and the user’s response, At, to each display. 
Using Bayes’ theorem and the sequences of the retrieval stages, Cox et al. expressed 
their probability formula as: 
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where Ht is the history of the previous retrieval iterations, consisting of sequences of 
display patterns and the user’s responses. The above expression may be viewed as an 
incremental process and is designed to estimate the similarity of an image to the 
user’s target image using his/her image labelling patterns. This is known in Cox et 
al. as the user model.  In the user model, the estimation of the user’s judgement of 
the similarity of images is based on the relative distance measure [122] between the 
images in the database and the user labelled images. Similar approaches have also 
been applied by Vasconcelos and Lippman [123]. 
Yin et al. [124] state that one of the shortfalls of the Bayesian inference approach is 
that it requires more feedback iterations or sample data to accurately approximate the 60 
probability distribution of the samples, but this is not often available in real time 
retrieval systems. Thus, they suggest that this technique should be integrated with 
other approaches to gain more accurate results with less feedback iterations. Yin et 
al. have proposed a framework for integrating the probability approach together with 
point movement and re-weighting approaches. The latter two methods will be 
discussed in more detail in the following sections. 
3.3.2  Point Movement  
The basic idea of this method is to move the query point closer to the target and 
away from the non-relevant examples. This is essentially re-adjusting the distance 
function for the query point. In image retrieval systems, it can be seen as 
transforming the original query point to a virtual query point that is closer to the 
targeted feature space. In general, most of the point movement theories are all 
derivations of the Rocchio’s formula [38]: 
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where qn is the query point for n
th round of the search cycle; parameters α, β and γ 
are the suitable constraints, also commonly known as the weight parameters; Jrel is 
the number of relevant images in Xj and Jnon_rel is the total number of non-relevant 
images in Yj. Depending on the nature of the data samples, the parameters β and γ 
can be adjusted to be more biased towards one sample group. For CBIR systems, it 
is often necessary to favour the positive sample group, as the size of the positive 
sample group is generally smaller than the negative sample group. It should be noted 
that the negative sample may totally ignored if variable γ is set to zero, and the 61 
previous history of the query point can also be disregarded by setting variable α to 
zero. 
Celentano and Di Sciascio [125] is one of the first groups of researchers to adapt the 
query point movement approach to the CBIR system. In their approach, the 
parameters  Xj  and  Yj of expression (3.2) are the positive and negative images 
selected by the user. However, the selection of the values for the weight parameters 
is based only on a trial and error approach. A similar approach has also been adopted 
by Muller et al. [126]. Huang et al. [51] also employed this method, except, they did 
not consider negative images for the query tuning process. They claimed that the 
addition of negative samples to their proposal has negligible effect on the retrieval 
accuracy. 
Instead of directly adapting expression (3.2), Rui et al. [9] further improved the 
formula by introducing an extra weight parameter, W, to the equation. The extra 
parameter is used to convert the original feature vector into a weighted feature 
vector, before (3.2) is applied. One may rewrite expression (3.2) as: 
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and the weight can be mathematically expressed as: 
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where ci is the factor for the component importance and ici is the factor for the 
inverse collection importance. This idea is very much like the idea of inverse 
document frequency as applied in text retrieval systems. The component importance, 62 
variable ci, is determined by the actual extracted value of the feature element over 
the average value of this feature element on the positively selected images. The 
inverse collection importance, ici, is determined by inverting the standard deviation 
of the feature element obtained over all the images in the collection. The idea behind 
this approach is intuitive: if the variance of the good examples is high along an axis, 
then any value on this axis is acceptable. This implies that the axis should have a low 
weight. Again, the weight parameters specified in expression (3.2) are obtained 
through a trial and error approach. However, the experimental results reported in [9] 
did indicate an improvement in accuracy when the weight parameters of expression 
(3.2) are included in the equation. 
3.3.3  Re-Weighting Scheme 
This approach is to cover the target images by increasing the value, i.e. the weight, 
of the important features, while reducing the value of the non-relevant feature.  If a 
vector is used to represent the feature space, then the re-weighting scheme merely 
becomes parameter adjustment along the line of independent axis in the feature 
space. As an example, the general form of the Euclidean distance measure between a 
feature vector extracted from an image and the positive centroid of an image group 
becomes: 
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where  { } K k ,..., 3 , 2 , 1 =  is the length of the vector. Vectors  i f  and  c f are the new 
feature vector and the positive centroid of an image group respectively. Determining 63 
the weights of the feature vector has been a focus of many research reports. The 
following provides some examples of the different approaches. 
3.3.3.1  Frequency-based Weighting Scheme 
The formula shown in expression (3.5) is commonly used in the vector space model. 
Instead of using the vector space model, Squire et al. [7] have proposed a frequency-
based weighting scheme for the CBIR system. In their proposal, the images in the 
database are ranked by the scores calculated by the system. The calculation of the 
score is based on both the frequency of occurrence of the visual features and the 
features’ relevancy, which is determined by users. In the proposal, this is done by 
explicitly prompting the user to label the relevancy of the images. The relevancy of 
the represented visual features can then be derived by knowing the actual relevancy 
score of the images.   
This approach may avoid the issue of the curse of dimensionality commonly faced 
by techniques derived from the vector space model. However, all visual features 
used in this approach have to be converted into binary features for the calculation of 
the occurrence. For the system to perform efficiently, the decisions about data 
quantization and resolution have to be handled with care. In the case of Squire et al. 
[7], the level of data quantization is manually fine tuned through trial and error. 
3.3.3.2  Statistical Learning Approach 
Huang et al. [51] is one of the first groups of researchers who adapted the re-
weighting scheme to CBIR systems. In their approach, the weight of the feature 
vector was determined by the distance of the samples to the mean of the positive 64 
samples. The idea is that the feature elements contributing to a relatively large 
difference in distance calculation from the mean value, should be considered less 
important. Vice versa, features with relatively smaller differences are understood to 
be more important. In this method, one can see that the weight is inversely 
proportional to the standard deviation. The relationship between standard deviation, 
σ, and the weight, w, of the feature element can be mathematically expressed as: 
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Section 3.3.2 noted that Rui et al. [9] have been one of the first groups of researchers 
implementing the relevance feedback approach in CBIR systems. In [40], Rui et al. 
have further extended their previous work by adapting a multi-layer similarity 
calculation and the inverse standard deviation framework to their original re-
weighting approach. In their new approach, similarity is calculated at two levels: 
intra and inter feature level. Similarity is first calculated within the same image 
model, and the resulting differences are then used as an input for another similarity 
calculation.  This takes place at the inter-feature level and produces the final 
outcomes. Again, the inverse standard deviation is used for determining weights 
within an image model. At the inter-feature level, weights are calculated by the 
summation of relevance scores. In turn, relevance scores are then given by the user 
him/herself. The framework is based on the assumption that each image feature is 
independent of any other. This multi-layer framework has also been adopted by 
Fournier and Cord [127]. 
Variations of the standard deviation re-weighting schemes have also been proposed 
in these publications [128-130]. In [128], Aksoy et al defined the weight of a feature 
element by calculating the standard deviation of the whole database over the 65 
standard deviation of the relevant images. Brunelli and Mich [129] argued that the 
standard deviation framework would yield more accurate results if the positive 
image samples are separated into groups in which each group member is linearly 
related. In their proposal, the clustering of the positive image samples is based on the 
distance calculation between the positive samples.  
Inspired by Rui et al. [9, 40], Ishikawa et al. [131] further improved the approach by 
incorporating query point movement into the system. The idea is to optimise the 
problem: 
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subject to the constraint: 
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where  () []
T
n N v v ,..., 1   is a vector containing the user’s relevance scores for the 
labelled images. The same paper has also proved that the standard deviation 
framework proposed by Rui et al. [9, 40] produces the optimal solution to expression 
(3.4) providing matrix M is diagonal. However, when the number of feedback points 
is less than the size of the feature dimension, matrix M becomes singular and non-
invertible. This is a common problem in relevance feedback as the sample size is 
generally small. In the same paper, the Moore-Penrose pseudo-inverse matrix was 
used to solve the problem. The pseudo-inverse matrix solution is not ideal as 
information may be lost due to the nonlinear estimation of the inverse matrix. 
Encouraged by the framework proposed in [131], Rui et al. [132, 133] further 
extended their existing works [9, 40] by applying the Lagrange Multiplier to derive 66 
an explicit optimal solution for both the query vector and the weights associated with 
the two-level image model. In this approach the maximum weights at the intra-
feature level are found to be: 
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where r, s = 1, …, Ki ,  n π  is the degree of relevancy for sample xn and q is the 
positive centroid of the selected images. In this approach, the technique will 
dynamically switch between a diagonal matrix and a full matrix, depending on the 
relationship between the sample size and the size of the feature vector. A diagonal 
matrix is formed when the sample size is smaller. On the other hand, a full matrix is 
formed when the feature vector is smaller than the sample size. At the inter-feature 
level, the Lagrange Multiplier shows that the optimal weight, u, is found to be: 
∑
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where  i f  is distance measure of feature i. 
The inverse standard deviation weighting schemes discussed so far have all 
neglected the negatively selected sample. This can be seen as not fully utilizing the 
available information, thus, some reported literatures [134-136] have extended the 67 
inverse standard deviation framework to include the negatively selected images. In 
[134], the weights of the feature vector are dependent on the difference between the 
inverse variances of the positive and all shown images. Doulamis and Doulamis 
[135] introduced a weighting scheme where the weight of each feature element is 
calculated by maximising the correlation between the query point and positive 
samples, while the correlation between negative samples is minimised. Lastly, in 
[136], weights were determined by the distribution pattern of the positive and 
negative samples. The analysis of the distribution pattern was based on statistical 
discriminant analysis with the Fisher criterion [5]. 
Approaches so far described in this sub-section can all be effective for positive 
sample data that are linearly related. However, a weakness in these approaches is 
that they are unable to capture the relationship of data samples that are non-linearly 
related. 
3.3.3.3  Self-Organizing Map (SOM) 
Minka and Picard [32] are another early group of researchers who used a re-
weighting scheme for fine tuning the query in the CBIR system. Minka and Picard 
realised that it was impossible to use one image model to capture the common 
relationships among a chosen group of images. Some image models will be more 
effective in describing certain groups of images, while the same image models may 
not be as effective when describing others. In their approach, a hierarchical tree 
structure is used in classifying the images into different groups. First, each image 
model is used to construct a tree for possible grouping of the images. The system 
then chooses the combination of different tree nodes that best represent the user’s 
preference. A weighting scheme is used to neutralise the bias effect that image 68 
groups containing a large sample size would have, compared to small sample 
groups. The calculation of the weights is done via a self-organizing map (SOM). A 
limitation of this approach is that the organisation of the image arrangement is not 
controlled by the user. The spatial arrangement of the images may not fully reflect 
the user’s interpretation of the relationship between the images. 
3.3.4  Classification Approach 
3.3.4.1  Support Vector Machine (SVM) 
In the last few years, the kernel method [137] has emerged as a popular technique for 
classification problems. This is mostly due to its ability to analyse non-linearly 
related data with a small data sample size. The idea of the kernel method is first to 
project the data from their original feature space into a new feature space, so the data 
with different labels can be easily separated. The process of the non-linear data 
feature transformation is called kernel transformation. The matrix for performing the 
kernel transformation is called the kernel matrix. In this kernel method, Support 
Vector Machine (SVM) [138] and the kernel-based statistical discriminant analysis 
[115] in particular,  have been popular as machine learning tools for CBIR systems. 
SVM [138] is based on the idea of performing a non-linear data transformation to the 
data, so that the labelled data can be linearly separated. In [139], this technique is 
used to classify the labelled images into two groups, namely, relevant and non-
relevant. The classification is based on a linear function expressed as: 
0 = +b x w
T
  
(3.12) 69 
where the parameter w is the weight vector, x is the input vector and b is the bias 
factor. In SVM, w  is also known as the vector normal to the hyper-plane that 
separates the different labelled samples. According to Vapnik [138], by using 
Lagrange multipliers, the decision function for optimal classification can be 
expressed as: 
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where  i α   is the Lagrange multiplier that is used to separate the two labelled 
samples. The parameter  i y   is the actual label for each sample. For a two class 
classifier,  y is usually takes the form of -1 or 1. Lastly,  () x x K i,   is the kernel 
function in the input space that computes the dot product of the two samples in the 
feature space. 
The input data sample is said to be relevant when expression (3.12) yields a result 
greater than or equal to 1, otherwise, the input data is said to be irrelevant. 
Intuitively, the greater value expression (3.12) yields, the more distinguishable the 
input data is from the negative samples. A similar approach has also been reported in 
[140]. This method has been commonly accepted as yielding good generalisation for 
the analysis of the images. 
Using SVM as a two-class classifier in RF for CBIR is generally not very suitable. 
The reason is that the training samples are far too few to represent the distribution of 
the positive samples. The assumption made in the two-class classifier is that the 
sample sizes for the two classes are generally very similar, and so equal treatments 70 
are given to both classes. Due to the nature of image retrieval systems, the positive 
sample size is generally smaller than the negative sample size. This means the equal 
treatment applied by the two-class classifier will result in favouring the negative 
samples. This issue was dealt with by Tao and Tang [141] using a random subspace 
method [142]. Their approach reduced the negative sample size to balance the two 
sample sizes. In addition, the random subspace method was also used to avoid the 
problem of over-fitting. The over-fitting scenario occurs when the feature dimension 
is much higher than the size of the training set. Although such an approach is an 
improvement over the previous two-class approach, the accuracy performance is 
dependent on the size of the positive samples. Using this technique, the size of the 
negative samples is always dependent on the positive sample size. Thus, a relatively 
small positive sample size will result in excessively reducing the number of negative 
samples. In turn, the small number of negative samples may no longer reflect the 
true distribution of the labelled samples. A more viable method is to re-formulate the 
classification criteria expression so that it is biased toward the positive samples. This 
approach is discussed in the following paragraphs. 
While it is reasonable to assume that the positive samples will cluster in one way, 
this assumption is not applicable to the negative samples. It is almost impossible to 
estimate the true distribution of the negative samples in the database, based on the 
traditional relevance feedback scheme. It is for this reason that one-class SVM (1-
SVM) [119] has been proposed. The basic idea of 1-SVM is to minimise the area of 
the hyper-sphere while trying to include most positive samples. In this technique, 
negative samples are totally neglected. Thus, the problem of imbalance between 
image samples that was discussed in the previous paragraph, is no longer an issue. 
This approach may be viewed as a density estimation technique. Other density 
estimation techniques will be discussed in more detail in section 3.3.5. 71 
The Biased Support Vector Machine (BSVM) [143] method extended the 1-SVM by 
including negative samples in the analysis. BSVM solves the problem of sample 
imbalance by favouring the positive samples over the negative samples. The idea is 
to minimise the hyper-space area of the positive samples, while pushing the negative 
samples as far away from the positive samples as possible. Experiments reported in 
[143] have shown that the retrieval accuracy of this approach is superior to the two 
previously discussed approaches. The idea of BSVM is very similar to the statistical 
biased discriminant analysis [115] which will be discussed in more detail in Section 
3.4.2.1. 
The SVM approaches discussed so far are all based on the assumption that the 
positive sample labels can be captured by one distribution function. However, if the 
image database is relatively small, it is quite possible to gather samples which may 
be more suitable, by using multiple distribution functions. Xie and Ortega [144] have 
developed a kernel function for SVM based on the distribution of the training 
samples. This approach makes no assumptions about the distribution of the samples, 
and so can use multiple distribution groups to classify the positive image samples. 
Wu and Yap [145] have also proposed a SVM framework based on a similar 
concept. Once again, this may be viewed as a density estimation problem, and the 
relevant discussion of multi-modal density estimation techniques can be found in 
Section 3.3.5. 
3.3.4.2  Statistical Discriminant Analysis 
As an alternative to SVM, statistical discriminant analysis [5] has also been a 
popular classification tool for image retrieval systems. In [146], a linear Multiple 
Discriminant Analysis (MDA) along with Expectation Maximisation (EM) [147] are 72 
used to learn and classify the unlabeled images. In this proposal, a comment was 
made that the performance of the retrieval accuracy is often hindered by the lack of 
data samples gathered in the user feedback cycle. Thus, EM is introduced as an 
unsupervised tool that can use the unlabeled data to improve the retrieval accuracy of 
the system. The method was later extended by the same group of authors [148] to 
use kernel based discriminant analysis techniques in the object recognition 
discipline. The use of different statistical discriminant analysis techniques, such as 
Fisher discriminant analysis [136], bias discriminant analysis [115] and 
nonparametric discriminant analysis [117], have also been applied to image retrieval 
systems. More details of statistical discriminant analysis will be given in Section 
3.4.2.  
All of the classification approaches reviewed so far have been focused on the 
classification of positive samples, while paying little attention to the distribution 
pattern of the negative samples. Zhang and Zhang [149] have argued that one may 
further improve retrieval accuracy by organizing the negative samples into 
appropriate visual groups. This is done by treating each negative sample as a 
possible new visual group. Two negative groups are only merged if the groups’ 
centroid points are physically close to each other. Like the positive images, the 
distribution of each of the negative visual groups is captured by use of the Gaussian 
distribution model. By identifying all the different visual groups, one may estimate 
the likelihood that an image has been selected as positive, by calculating the 
probability that the image belongs to all the different visual groups. 
Other methods such as decision trees [150], boosting technique [151, 152] and RBF 
network [153] have also been used as classification tools in image retrieval systems. 73 
3.3.5  Density Estimation 
As stated in Section 3.3.4, relevance feedback can also be viewed as a density 
estimation problem.  The assumption made in this approach is that the positive 
selected images are often visually similar. This implies that these images can be 
grouped by a unimodal distribution function. Thus, the problem can be stated as 
follows: given a set of positive samples provided by the user, and using the 
probability density estimation method, estimate the probability density of relevant 
images. Gaussian distribution is commonly used to describe the distribution of the 
samples and so the task can often be simplified to estimating the density parameters, 
also known as the distribution parameters, of the estimation function. In [154], the 
feature components are assumed to be independent and the distribution of the 
positive samples are again assumed to be unimodal and Gaussian. The images are 
ranked using a modified maximum likelihood estimation function, which 
incorporates the set of negative labelled samples. This work was later extended by 
Meilhac and Nastar [155]. In their study, the positive labelled samples are no longer 
constrained by a single Gaussian distribution. The distribution function is replaced 
by non-parametric and multimodal density estimation. This is done with the use of 
Parzen windows. In this approach, each positive sample becomes the centre of a 
Parzen window, and the distribution of the samples within a Parzen window is 
modelled by a Gaussian distribution function. 
Instead of using Parzen windows, the Gaussian Mixture Model (GMM) is another 
alternative for estimating multimodal distribution. In [156-158], the parameters for 
the selected statistical model are estimated by using Expectation Maximization (EM) 
[147]. In this approach, the number of the distribution modals has to be pre-set, and 
is done by trial and error. 74 
Alternatively, in [159] the parameters for the selected statistical model are estimated 
based on a heuristic rule, which is developed as reported in the literature. The 
heuristic rule is based on hyper-sphere coverings of the relevant images in the 
feature space. This approach also provides a way of estimating the number of 
distribution modals used for presenting the positively labelled samples. The 
estimation is done by using a local grouping strategy. This strategy is based on 
calculations of the distance between the positive centroid of one cluster and the 
furthest positive sample, and the distance between the same positive centroid and the 
closest negative sample. Again, like many machine learning approaches, this 
approach is only effective if enough samples are available. A similar technique has 
also been proposed by the author and the result is reported in [160]. 
3.3.6  Hybrid Framework 
Most of the literature reviewed so far has relied on a single relevance feedback 
technique alone. In other words, most of the reported work has formulated the 
relevance feedback problem as either a form of query point movement, or re-
weighting scheme, or probability inference etc. Yin et al. [124] have argued that 
while these techniques may excel in certain conditions, the same technique may not 
be suitable for other applications. Thus, Yin et al. have suggested that one should 
utilize the strength of each technique by using combinations of different approaches 
to improve the search accuracy. The different techniques are integrated in two ways, 
namely, by combination and by hybridization. Combination is a scheme that uses 
different techniques on separate feedback iterations. By contrast, hybridization is a 
scheme that uses different techniques simultaneously to strengthen the retrieval 
accuracy of the system. The selection of the integration schemes and techniques are 75 
based on the retrieval performance of each action, given the current labelled image 
samples. 
3.3.7  Regional Based Approach 
As described in Section 2.5.1, visual features of an image can be represented in two 
ways:  globally and locally. The local approach is also commonly known as the 
region-based approach. Whereas most of the relevance feedback research reported 
has been primarily designed for global visual features, the region-based approach 
provides the ability of capturing, as well as representing, the focus of the user’s 
perceptions of image content. Jing et al. [80, 83] were one of the first groups to use 
relevance feedback for fine tuning queries comprised of region-based visual features. 
The weights in each region were estimated, based on a frequency weighting scheme 
similar to that described in section 3.3.3.1. The similarity between two images is 
then calculated by the summation of the differences in the weighted regions between 
the two images. In [82], the idea was further extended with the use of SVM and the 
detailed description of the overall framework has been presented in [81]. Neural 
Networks [161] have also been proposed for relevance feedback in the regional 
based approach.  
While much of the reviewed literature has reported a general improvement in 
retrieval accuracy by using a region-based approach, it can be problematic for certain 
images where their different components cannot be easily segmented. Some images 
may require complicated image segmentation techniques. These techniques may also 
need manual fine tuning of the parameters to yield the best results. Thus, the region-
based approach is often not as robust as the global approach. 76 
3.3.8  Manifold Ranking 
Recently, manifold ranking [113] has also been applied to relevance feedback in 
image retrieval systems. As already stated in Section 2.7.3, this provides the added 
advantage of analysing the relationship between the query points and the images in 
the database, using a global view. Experimental results have shown that this 
approach yields more accurate results than the traditional local distance measure. 
However, a comparison of the computation time needed for the different similarity 
measurements was not available in the same literature. By inspecting the algorithms  
proposed in  [114, 162], it can be seen that the approach is relatively more 
demanding computationally than the standard visual space distance calculation. 
3.3.9  Display Strategy 
In displaying images for image retrieval systems, one may classify the display 
strategies into two schemes, namely, the most probable and the most informative 
strategy. Selection of the most probable images means that those with the highest 
similarity are retrieved and displayed to the user. However, this strategy often 
restricts image selection to a narrow region near the query images and prevents the 
system from exploring images with different visual characteristics. This is not ideal 
for images that are semantically similar and yet visually different. 
In contrast, the most informative strategy is based on selecting images in the 
unexplored region. One way to look at this is that the system purposely retrieves 
images from different visual regions in the feature space. This is also known as 
active learning and is often done with a goal to clarify the user’s true intention. It 
may be viewed as a type of classification problem, similar to the approaches 77 
discussed in Section 3.3.4, but with a different criterion for sample selection. This 
approach has been applied in [158, 163-167].  
In [158], active learning is embedded into the image display calculation. This is done 
by summing the similarity of an image towards a positive centroid and the visual 
differences of selected images. In [158], the selected images are often visually 
different from the positive centroid. This approach is specifically designed to explore 
images with other visual characteristics. Thus, an image will only be displayed if it is 
very close to a positive centroid, or vice versa, visually very different from other 
displayed images. A variable factor is introduced to determine the “mixture of image 
ratio” between the two types of images. A similar display function has also been 
applied in [165]. In [165], the approach is to select images that can minimise the 
number of future iterations required by the query.  
Recently, active learning using the Support Vector Machine (SVM) has been a 
popular approach in image retrieval systems [82, 144, 166, 168]. In [166], Tong and 
Chang have argued that the boundary of the classification scheme is often not well 
defined. Hence, active learning can be used to prompt users to select the boundary 
images, to further consolidate the boundary of the classification scheme., Xie and 
Ortega [144] have likewise been using a similar approach in their reported work.  
The approach introduced by Tong and Chang [166] works with an important 
assumption. The assumption is that a SVM boundary can always be clearly 
identified. However, this is not often the case. The estimation of the boundary is 
dependent on the sampling size. This estimation may not be trivial when the 
sampling size is small. The issue was later resolved by Gosselin and Cord [168] who 
found a threshold value which allows the system to display an equal number of 
relevant and irrelevant images to the user. Gosselin and Cord have suggested that the 78 
actual boundary is no longer needed, if one is able to identify an area where the 
images cannot be clearly identified. A similar approach has also been applied in 
[82]. 
Active learning often requires a standard set of retrieval cycles before an 
improvement in the retrieval accuracy of the system is visible. Realising this 
problem, a new kernel function called mean version space [114] has been developed 
to improve the shrinkage rate of the version space. This is achieved by incorporating 
a function to capture the distribution of the labelled samples as a posterior function 
for the active learning image selection criterion. 
Other methods such as Query by Committee (QBC) [164] and the maximum entropy 
principle [167] have also been applied in active learning.  
3.4  Proposed Framework 
3.4.1  Problem Background 
All the relevance feedback techniques reviewed in this chapter have made one 
important assumption. It is that all of the images are already stored in a database and 
the visual features needed for the similarity analysis have already been extracted and 
stored. Although this assumption is valid for some applications, it is not always 
suitable for others. For instance, if one is to retrieve the most up-to-date images from 
the World-Wide-Web (WWW), it is almost impossible for any system to have an up-
to-date database containing all the images from the WWW. One alternative is 
therefore to employ web-crawler techniques to search for the most up-to-date images 
through search engines. In this scenario, a large database is no longer required. 79 
However, the computational cost of a feature extraction algorithm becomes an 
important factor to consider. With the computation power available in today’s 
computer hardware, most of the feature extraction algorithms only require a fraction 
of a second to process an image with sizes ranging from 240,000 pixel
2 to 1,000,000 
pixel
2. However, this becomes a significant factor in determining the system 
response time, if it is to process tens of thousands of images in real-time. System 
response time is an important factor in determining the viability and usefulness of a 
CBIR system. Thus, one of the goals of this thesis is to design a CBIR framework 
suitable for a dynamic environment such as the WWW. 
One can reduce the response time for the feedback cycle considerably, if one is able 
to select the most appropriate feature extraction algorithms prior to the similarity 
computation process. In addition, by reducing the number of features for the 
similarity measurement, the retrieval system may further benefit by minimising the 
effects of the curse of dimensionality. This results in improving the retrieval 
accuracy of the system when the sample size is relatively small. To the author’s 
knowledge, with the exception of MARS [9] and Fournier and Cord [127], all of the 
reported relevance feedback CBIR systems have treated the input as a cascade of a 
flat vector. In this configuration, it is rather difficult to determine the discriminant 
ability of each extracted feature, since they all are being treated in the same manner. 
In the MARS system, each feature is configured in a hierarchical manner, and the 
similarity measure is performed at the inter and intra feature level. The similarity is 
first computed within each feature and this information is then used to calculate the 
similarity at the feature level. This configuration performs well if the targeted group 
of images can be identified by one of the included features. However, the system 
assumes that all features are independent from each other. Thus, the configuration is 80 
not as effective if the targeted group of images can only be captured by a 
combination of different features.  
The following sub-sections provide a proposal for a feature selection framework 
which is a modification of the existing MARS framework. It first provides a brief 
description of statistical discriminant analysis and its development trend in content-
based image retrieval systems. It then discusses how the statistical discriminant 
analysis approach can be used for feature selection. Lastly, a proposal for a 
framework intended for WWW applications is presented. 
3.4.2  Statistical Discriminant Analysis 
Statistical discriminant analysis is a pattern recognition approach that attempts to 
maximize the distances between different labelled data samples. This is achieved by 
calculating the scatter matrix of the inter- and intra-classes of the different data 
samples. The scatter matrix is represented in the form of a covariance matrix. The 
goal of the discriminant analysis is to find a weight matrix such that the distances 
between the two scatter class matrices are maximized. The problem can be expressed 
as: 
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The above expression can be viewed as a problem of generalized eigen-analysis, 
where the optimal eigenvectors associated with the largest eigen-values are the 
weight factor for the new feature space. By knowing the value of the weights, one 
can project the new input pattern z onto the new space: 81 
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The inner-class matrix is often expressed as: 
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where  } { x i N x ,..., 1 =   denotes the positive examples, and, m represents the mean 
vector of the positive samples. For the inter-class matrix, different types of 
discriminant analysis approach will have their own corresponding inter-class scatter 
matrix. Over the past years, there have been numerous discriminant approaches 
proposed in the literature. This chapter will only provide the definition of the inter-
class matrix for the Nonparametric Discriminant Analysis (NDA) and the Kernel 
Bias Discriminant analysis (KBDA).  This is simply because they have been shown 
to be effective in CBIR systems. 
The approaches for SVM and statistical discriminant analysis are very similar. Both 
require the samples to be transformed into another feature space, so that the labelled 
samples are linearly separable. However, this chapter has selected statistical 
discriminant analysis as the machine learning tool for the proposed feature selection 
framework. The decision about the selection of the machine learning tool is largely 
based on the proposed inter-query learning framework, which will be discussed in 
the later chapter. 
3.4.2.1  Kernel Bias Discriminant Analysis (KBDA) 
KBDA [115] is the kernel version of the Bias Discriminant Analysis (BDA) [1]. It is 
based on the (1 + x) class biased learning problem, implying that there is an 82 
unknown number of possible classes, however, the learning algorithm is only 
interested in the positive labelled class. It is assumed that the positive labelled 
training samples are all visually related and they can be classified into one image 
group. With this assumption, the objective of the intra covariant matrix of BDA is to 
maximise the distances of the negative training samples from the positive centroid. 
Thus, the intra covariant matrix of BDA can be expressed as: 
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where  } { y i N y ,..., 1 =  denotes the negative examples, and again, m represents the 
mean vector of the positive samples. 
There are two major drawbacks to the approach proposed in [115]. Firstly, the 
regularization approach used by [115] to avoid the matrix singularity problem is 
often unstable. Secondly, the parameters used in the kernel function need to be 
manually tuned for maximum retrieval accuracy. To solve the first issue, Tao and 
Tang [117] reported a full rank null-space method for calculating the eigen-values 
and vectors of the inter and intra covariant scatter matrix. For the second issue, 
Wang, Chan and Xue [4] have very recently suggested that the accuracy 
performance of the kernel approach can be optimised by maximising the 
discriminant ratio of the inter and intra covariant matrix. The optimization of the 
ratio is solved by applying the Broyden-Fletcher-Goldfarb-Shanno (BFGS) Quasi-
Newton method. This is simply a method of using the gradient information for 
locating the turning point of a curve. The proposed approach has been shown to be 
very close to providing the maximum accuracy KBDA can possibly achieve by 
manually tuning the kernel parameter. However, this comes with the additional 
overhead cost of optimising the discriminant ratio.  83 
Alternatively, Tao and Tang [117] have suggested the use of the NDA approach, in 
which kernel transformation is not required. However, this approach can only barely 
match the accuracy performance of KBDA. The following section provides a brief 
description of the NDA approach. 
3.4.2.2  Nonparametric Discriminant Analysis (NDA) 
In the nonparametric discriminant analysis approach, the inter-class scatter covariant 
matrix is derived from the distances obtained from the vectors pointing to the 
centroid of another class of the sample data. The main advantage of NDA over other 
statistical discriminant analyses, such as the Linear Discriminant Analysis (LDA) [5] 
and BDA [115], is that NDA does not require all positive samples to be based on a 
single Gaussian distribution. Hence, NDA does not require an additional kernel 
transformation matrix in order to transform the non-linearly related data to a new 
feature space for analysis. It therefore eliminates the use of extra parameters. This 
scatter inter-class matrix for NDA is normally expressed as: 
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The inner-class scatter matrix of the NDA is very similar to the other discriminant 
analysis methods expressed in (3.17). It is expressed as: 
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where k is the k
th nearest samples to the input  i x . According to the study done by 
Tao and Tang [117] the value of k has little impact on the retrieval accuracy. 84 
3.4.3  Feature Selection Framework 
 
Figure 3.1. Proposed Relevance Feedback Framework. 
Figure 3.1 illustrates the abstract architectural model of the proposed method. It is 
essentially a simple statistical discriminant framework, with the addition of the 
feature selection process utilising relevance feedback from users, as described in this 
chapter. After the relevance feedback cycle, the discriminant ability of each feature 
is analysed individually. Only the selected features will be used for performing the 
similarity measurement in the next retrieval cycle. The discriminant ability of each 
feature can be analysed separately using the ratio shown in expression (3.20): 
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The parameters Dr and Dir are the summation of the distances of the positive, R, and 
negative, IR, samples toward the positive centroid R . Parameters M and N are the 
total number of positive and negative given samples, respectively. 
With the use of the ratio calculated from expression (3.20), the feature selection 
process becomes rather simple. Using the training samples, the system first 
calculates the ratio. The selection process is then based on the threshold value pre-set 
by the system. A feature is selected when its calculated ratio value is over this 
threshold value. After selection, the selected features are then once again cascaded 
into a flat feature vector, ready for another retrieval cycle. 
The main task of the feature selection module is to determine the discriminant ability 
of the feature, given the training samples. Since different statistical discriminant 
methods are based on different assumptions, they all yield different results. The 
logical choice for the analysis tool used in the feature selection module, therefore, 
will be the same as the one used in calculating the similarity of the images.   86 
3.4.4  An Application for the World-Wide Web 
From the previous discussion in Section 2.2.2, it is known that WWW-CBIR can be 
classified into two types of systems, namely, the web-crawler and the register web 
portal such as Yahoo! and Google. These systems usually require a large and 
efficient database system to ensure the search and response time is acceptable to the 
user. Thus, in general, such systems are financially expensive to maintain and 
operate compared to the agent based system. By contrast, pure web-crawler agents 
may not require a large database if images are to be retrieved from the WWW in real 
time, but this may come at the cost of a slower search and retrieval response time.  
The proposed system is an extension of the web-crawler agent architecture. It acts as 
an agent independent of the major search engines. Instead of storing images in a 
database, the system only has to analyse the collected images from other search 
engines and only output those that are relevant. Like any other search engine, the 
retrieval process is triggered by a query entered by the user. This system does not 
require a large database, but this is at the cost of slower feedback response time. To 
accelerate the retrieval process, feature selection becomes a crucial factor in this 
system. This proposal has been reported and presented in [169, 170]. 
Figure 3.2 is the flow diagram for the proposed WWW CBIR system. It shows that 
the retrieval process begins with the user entering search phrases or keywords into 
the system’s user interface. The system next aligns with Internet search engines to 
download all the images related to the search phrase. Using the rank provided by the 
search engines, the system will then retrieve the first batch of images and after that 
the user selects the relevant images. From the labelled samples, the system will 
select the appropriate features for classifying the positive and negative images. 87 
These selected features will be used to process and rank all the downloaded images, 
and the user can again select the appropriate images to trigger the next retrieval 
process. This process will refine subsequent searches and provide the most 
appropriate images. 
 
 
Figure 3.2. Flow Diagram for the Proposed CBIR System. 
The system discussed in this section is designed to be a light weight software 
application resident in the personal computer of the individual user. The main 
advantage of such a design is that it does not require a central server system. Thus, 
the huge costs involved in the implementation, operation and maintenance of a 
central server system can be avoided. 88 
3.5  Experimental Results 
3.5.1  Prototype System 
 
Figure 3.3. The User Interface of the Prototype System. 
To evaluate the performance of the proposed approach, a prototype CBIR system 
using Matlab has been designed and implemented. The user interface of the 
prototype system is shown in Figure 3.3. The prototype runs under the Microsoft 
Windows operating system with hardware specifications: Pentium IV 3.00 GHz and 
1 Gigabyte of memory. The design of the prototype system can be found in 
Appendix I of this thesis. 
This prototype system provides the user with the ability to query the image database 
with an image sample. After the first retrieval iteration, users can select the relevant 
images, while ignoring the non-relevant images. The system will label the selected 89 
images as positive and treat the ignored images as negative. The retrieval procedure 
of the prototype system is as follows: 
1.  User inputs a query image. 
2.  The visual features of the query are extracted by the system. 
3.  All images in the database are sorted in ascending order, based on the distance of 
dissimilarity. 
4.  The top 20 images with the highest rank are displayed. 
5.  User selects the positive images and the rest will be automatically labelled as 
negatives. 
6.  Using the labelled images, the system performs the proposed feature selection 
process and selects the features accordingly. 
7.  The images in the database are queried and projected into a transformed space 
based on the discriminant analysis approach using the selected features. 
8.  The top 20 images that have not been labelled by the user are ranked and 
displayed. 
9.  The system goes back to step 5 for the next retrieval cycle. 
3.5.2  Test Environment 
The NDA and KBDA machine learning algorithms have been implemented in order 
to test the proposed feature selection framework. These statistical approaches are 
compared with and without the incorporation of the feature selection framework. 90 
The test environments for the comparison of the two approaches are made as close as 
possible to each other. The image features, the generalised eigenvector calculation 
method and the kernel transformation algorithm for KBDA, are all maintained the 
same. The purpose is to evaluate the accuracy of the performance of the two systems 
under the same test environment.  
For testing purposes, the selection criterion expressed in (3.20) for both the NDA 
and KBDA feature selection frameworks is set to 1. In other words, the average 
distance of the negative samples is greater than the positive samples. 
3.5.3  Test Environment Preparation 
To evaluate the performance of the proposed feature selection framework, this study 
has selected the following features for the system: water-filling edge histogram 
algorithm [75], HSV colour coherent vector [50], HSV histogram, global edge 
detection algorithm [74], HSV colour moments [48] and colour intensity histogram. 
Each feature comprises a number of elements. A total number of sixty-six feature 
elements have been used for this testing. It is intended that as many features as 
possible are used, with the expectation that at least one feature will possess the 
characteristic that can uniquely describe the selected positive label images. This test 
environment is also specifically designed to demonstrate the proposed framework’s 
feature selection capability. 91 
3.5.4  Retrieval Evaluation Criteria 
Two factors are selected for evaluating the performance of the proposed framework. 
They are the retrieval accuracy and the actual response time of the retrieval system. 
In these tests, the retrieval accuracy is defined as: 
i
i
T
N
accuracy =  
(3.23) 
where Ni is the number of relevant images selected for theme i, and, Ti is the total 
number of relevant images for the same theme. This is also commonly known as the 
precision. 
The response time is the actual retrieval time recorded within each feedback session. 
It may be mathematically expressed as: 
s e r t t t − =  
(3.24) 
where, tr is the actual response time determined by the parameters te and ts , which 
are respectively the end and start times of a feedback session. 92 
3.5.5  Test Results and Discussion 
 
Figure 3.4. Retrieval Results for KBDA With and Without Feature Selection. 
 
Figure 3.5. Retrieval Results for NDA With and Without Feature Selection. 
Figure 3.4 and Figure 3.5 show the test results from KBDA and NDA, with and 
without the feature selection framework. The retrieval results are generated from 93 
2000 images in the Corel image database. The images were retrieved and classified 
into four different themes, namely, flower, landscape, fish and bird. Each theme is 
visually different from the others. This is specifically done so that each theme is 
identified by different set of visual features. The aim is to test and compare the two 
frameworks under four different themes that come with distinct visual features. This 
is done to ensure that the proposed framework is adaptable across different visual 
features. During each trial, 500 images were selected for testing with 50 of them 
labelled as positive and test rest negative. The test was carried out by using each 
positive labelled image as an input entry point to the system. The retrieval precision 
is then recorded for the first seven relevance feedback cycles. The result shown is the 
average retrieval precision of all 200 inputs of the first seven feedback cycles. 
The results as depicted in Figure 3.5 show that during the first few feedback cycles, 
the feature selection approach is more accurate than the non selection approach. 
However, the non selection approach of KBDA becomes more accurate than its 
feature selection approach from the sixth cycle onward. This illustrates that the 
feature selection approach is superior when the training samples are small. However, 
as the system gathers more training samples, a statistical discriminant approach such 
as KBDA may become more stable and any data filtering will result in lost of 
potential valuable information and hence a decrease in accuracy. 
In addition to the accuracy test, the retrieval time of the prototype has also been 
recorded. Table 3.1 records the average time of the relevance feedback cycles for 
each input sample. This table records the average time for KBDA and NDA, with 
and without the feature selection framework. Also recorded is the calculation time of 
the distance measure for each of the input images, after the nominated statistical 
discriminant analysis approach is performed. From the table, it can be seen that the 94 
feature selection framework is more expensive in computation time than the normal 
approach. However, judging from the huge differences in time between the KBDA 
and NDA results, it is obvious that the additional computation cost of the feature 
selection module is largely dependent on the nominated statistical discriminant 
method. It may also be observed that the feature selection framework incurs 
approximately double the computational cost of the normal approach. But having 
said this, since the computation time is in seconds, the additional overhead cost is 
still acceptable. Furthermore, this additional cost is negligible when compared to the 
computational cost of processing an image using the feature extraction algorithm 
described in Section 3.5.3. Table 3.2 shows the average computation time needed by 
the system to process the image using the feature extraction algorithms listed 
previously. Since it is possible for the architecture proposed in Section 3.4 to process 
over hundreds of images, the image processing time becomes the dominant factor in 
determining the retrieval time for the system. The proposed feature selection model 
will only help in reducing the retrieval time for such an architecture model. 
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Cycle  Image 
Ranking 
(sec) 
KBDA (sec) KBDA with 
Selection (sec) 
NDA (sec)  NDA with 
Selection 
(sec) 
1  0.1  0.4 0.8 0.1  0.3 
2  0.1  0.3 0.4 0.1  0.1 
3  0.1  0.4 0.8 0.1  0.2 
4  0.1  0.3 0.8 0.1  0.2 
5  0.1  0.6 1.5 0.1  0.2 
6  0.1  0.7 1.7 0.1  0.2 
7  0.1  0.9 2.0 0.1  0.3 
 
Table 3.1. Average Time, in Seconds, of Each Input Sample for the Relevance Feedback Cycles. 
 
Feature  Time (Sec) 
Water-Filling Edge Histogram [75]  0.61 
HSV Colour Coherent Vector [50]  13.0 
HSV Histogram  0.23 
Global Edge detection Algorithm [74]  0.43 
HSV Colour Moments [48]  0.32 
Colour Intensity Histogram  0.13 
 
Table 3.2. Average Time Taken by Each Feature Extraction Algorithm to Process a 128 * 192 
Image. 96 
3.6  Practical Implications 
The proposed system discussed in Section 3.4.4 will become feasible, provided that 
the system can process all the images in a relatively short time frame. By using the 
figures shown in Table 3.1 and Table 3.2, it may be seen that, excluding the 
hardware specifications, the response time of the proposed system is affected by 
three modules. These modules are image ranking, image analysis and the visual 
feature extraction module. It should be noted that the response time of the image 
analysis module is independent of the number of images available in the database. It 
is only dependent on the number of training samples provided through the relevance 
feedback framework. It takes less than 0.5 second to analyse the images accumulated 
after 7 relevance feedback cycles, which is equivalent to 140 image samples. By 
contrast, the response time of the image ranking module is dependent on the number 
of images in the database. However, Table 3.1 has also shown that it only requires 
0.1 second to process 500 images, which can be considered as acceptable. Lastly, the 
response time of the feature extraction module is dependent on the number of images 
in the database and computation intensity of each feature extraction algorithm.  
Based on the results shown in Table 3.2, for a 128 * 192 image, the system requires 
an average total time of 14.73 seconds to extract all the visual features listed in the 
table. It should also be noted that the majority of that time is due to the CCV 
algorithm which takes up to 13 seconds. If the CCV algorithm is ignored, the total 
time is reduced dramatically. In a way, this is a challenge for the designers, if the 
system is required to process hundreds or even thousands of images in real time. The 
feature selection module proposed in this chapter will partially solve this issue. 97 
3.7  Conclusion 
The application of different relevance feedback approaches to CBIR systems has 
been studied extensively. In this study, it has been found that all the reports in the 
literature assume that the visual features used are sufficient to identify the 
uniqueness of the common characteristics of the positively selected images. 
However, this is often not the case. Depending on the nature of the application, 
certain visual features will be more effective than others in identifying the selected 
image samples. The idea proposed in this chapter is to use a small group of samples 
to identify the most appropriate visual feature algorithms. These selected visual 
feature algorithms are then used to analyse and rank the rest of the images. A new 
feature selection framework for the relevance feedback CBIR system has been 
introduced in this chapter.  
The proposed framework combines the statistical discriminant approach with a 
multi-layer analysis framework. Using this framework, an improvement in the 
retrieval speed has been shown when compared to the original framework in which 
the input was treated as a flat vector. In addition, the newly proposed framework has 
also been shown to be superior in retrieval accuracy when the sample data size is 
smaller than the original feature vector length. 
Such a framework can also be applied to image retrieval systems for the WWW 
environment. This proposed WWW-CBIR system is a web-crawler agent which acts 
as a common gateway and proxy to the current search engines, such as Google and 
Yahoo!. With the proposed feature selection framework, the suggested WWW-CBIR 
system can be designed to retrieve images from the WWW with user acceptable 
response time, and without the need for a large database system. The test results 98 
have demonstrated the potential of this framework for use in WWW applications 
where only the raw images are stored in the database. 
In addition, since the proposed framework is based on statistical discriminant 
analysis, the appropriateness of SVM has also been studied. Since both the statistical 
discriminant analysis and SVM approaches are based on transformation of samples 
into another feature space, the machine learning algorithm for the proposed 
framework can also be replaced by SVM. However, as will be explained in the 
subsequent chapter, SVM may not be the most suitable technique for inter-query 
learning in feature vector space. 
This chapter uses retrieval accuracy as the feature selection criteria, but one can also 
incorporate more complex feature extraction algorithms into the feature selection 
decision making. For instance, the computation cost may be used as an additional 
feature selection criterion. In doing so, preference is naturally given to the feature 
extraction algorithms with a cheaper computation cost. 
Lastly, the method described in this chapter has used positive sample images which 
belong to the same visual group. Like most of the other approaches discussed earlier 
[4, 115, 117], the proposed method is unable to handle images that are semantically 
similar but visually different. Furthermore, the image retrieval pattern contains 
valuable information. This information should be captured in such a way that it can 
subsequently be used for future retrieval sessions. As a solution to the issue of 
semantically similar but visually different images, it is possible to apply techniques 
such as the Gaussian Mixture Model (GMM) and Parzen window to represent the 
multiple visual groups of images; however, to be effective, these techniques often 
require a lot of manual fine tuning. Furthermore, all these techniques require 99 
substantial modifications in order to capture the knowledge gained from the current 
retrieval session for future use.  
The course of this research is now directed to the study and development of inter-
query learning which has the ability to capture previous user retrieval patterns, and 
can also be configured for multiple visual query points. The theoretical development, 
implementation and testing of inter-query learning techniques applied to image 
retrieval systems, are dealt with in the following chapters. 100 
CHAPTER 4 
4  RELEVANCE FEEDBACK IN INTER-QUERY LEARNING 
4.1  Introduction 
From the last chapter, it can be seen that query tuning using Relevance Feedback 
(RF) has gained much attention in the research and development of Content-Based 
Image Retrieval (CBIR) systems. This is largely due to RF’s ability to refine the user 
query through a sequence of interactive sessions. In [39], various approaches have 
been introduced for RF in CBIR systems. They have all yielded success to a certain 
degree. However, most of the researches have focused on query tuning in a single 
retrieval session. This is commonly known as intra-query learning. In contrast, inter-
query learning, also known as long-term learning, is a strategy that attempts to 
analyse the relationship between the current and past retrieval sessions. The user’s 
retrieval pattern can be stored in a “user log” for further processing. By 
accumulating knowledge learned from the previous sessions, inter-query learning 
aims at further improving the retrieval performance of the current and future 
sessions. Inter-query may be viewed as an extension of the intra-query approach. 
Although intra-query in CBIR has been a topic of research for the last decade, inter-
query in CBIR has only recently begun to attract interest, and it is yet to be fully 
explored. 
Most of the studies into inter-query learning for CBIR systems focus on establishing 
the relationships between previous queries by analysing the image retrieval patterns 
from those queries. A common approach in the past was to use the term-document 101 
analysis approach. In this method, each query becomes the “term” and each image is 
the “document”. This technique yields a significant improvement in retrieval 
accuracy; however, a weakness of this approach is that it assumes the database is 
static. This method is not well suited to applications where images are frequently 
added or removed. As an alternative, the feature vector model may be a more 
suitable approach for inter-query learning. In this technique, the size of the feature 
vector and number of clusters used for representing the capture information become 
important factors in determining the size of the user log. 
Based on the short-term learning proposed by Zhou and Huang [115], this chapter 
extends their idea by incorporating inter-query into a proposed framework for CBIR 
applications. The chapter begins with a brief review of some of the current 
approaches used in inter-query learning. It then provides a description of the 
proposed framework. Results from experiments conducted on the method 
implemented are then reported. Lastly, conclusions are drawn based on the 
experimental findings. 
4.2  Background Study 
According to the reported literature, inter-query learning can be organised into two 
classes. The first classification is based on the traditional term-document retrieval 
approach that has often been used in text search and retrieval systems. In this 
method, the goal is to establish the relationship between current and previous query 
sessions by analysing the image retrieval pattern between the sessions. It is assumed 
that if two retrieval sessions have similar image retrieval patterns, then the user must 
be searching for similar images. Taking this further, this assumption can be extended 102 
to considering that if two images have similar retrieval patterns, then these images 
must be semantically similar.  
The second classification is based on the feature vector model approach. The 
concept here is to change the scale of the feature vector coordinates in order to bring 
similar images closer to one another. The transformation of the feature vector 
coordinates may be done through a weighting scheme or a kernel matrix 
transformation technique. The following sub-sections provide a more detailed 
description of these two approaches. 
4.2.1  Term-Document Retrieval Pattern 
In this chapter, the term-document retrieval approach has been further classified into 
three more approaches. The first is the basic approach. This method applies the 
term-document retrieval model to the different query sessions, and is comparatively 
easy to implement. However, it does not analyse and explore queries which are 
indirectly related to each other. The second approach is the intermediate way. This 
often analyses the relationship further using a more abstract format. It tries to 
construct the semantic relationship, also known as the hidden relationship, between 
each query. The third approach, also called the hierarchical approach, extends the 
second one by organising into a structured format. This structure can often be used 
to analyse the more complex relationship between each query session. The details of 
each of the three approaches are discussed in the following sub-sections. 103 
4.2.1.1  Basic Approach 
Fournier and Cord [171] is one of the earliest papers reporting the use of long-term 
learning in CBIR systems. In their method, a matrix is generated from the image 
database which lists the semantic relationship between each image in the database. It 
may be viewed as an N * N, table where N is the number of images in the database. 
The table stores a semantic score for each image against each of the other images. 
This semantic score is given manually by the user through the retrieval feedback 
cycles. Using this technique, the semantic relationship between an image and all the 
retrieved images is simply the average semantic score of this image over the scores 
of all the retrieved images.   
In [156], two 2-dimensional matrix tables, namely, positives and negatives, are used 
to represent the user retrieval pattern. In this method, elements in the table are 
indexed using indices of images in the database and different visual models that have 
been pre-set by the system. When an image belonging to a model is labelled positive, 
the score of the respective element will subsequently be increased by one in the 
positive table. Conversely, when an image is labelled as negative, the score for the 
extracted features will be incremented by one in the negative table. By doing so, all 
the previous retrieval patterns will be captured in these two tables. In the report 
[154], the Gaussian Mixture Model (GMM) is used to estimate the user’s retrieval 
pattern. A weakness in using GMM is that it is only effective when its parameters 
are set appropriately. Expectation Maximisation (EM) [147] is often used as a 
method of estimating the parameters used in the GMM models. 
Latent Semantic Index (LSI) is a technique used to analyse the relationships between 
the terms in text-based documents. It has long been a popular method in analysing 104 
text documents. The technique uses Singular Value Decomposition (SVD) to reduce 
the dimension size of the term-document space in order to highlight the important 
relationship between the terms and the documents. In the case of CBIR inter-query 
learning, Heisterkamp [172] has adopted the LSI method to provide a generalization 
of the relationship between the current query and the search history. In this approach, 
images in the database are viewed as “terms” while each query session becomes the 
“document” in the LSI terminology. The relevance feedback result from each query 
is considered as a document composed of many terms (images). This method needs 
no modification to the existing LSI technique. However, one of the weaknesses of 
this approach is that it requires all terms in the system to be normalized to unit 
length. The number of terms will grow as the system gathers more user sessions, 
which may lead to a scalability problem in system storage. A similar approach has 
also been adopted in [90, 173] for long term learning. These are based on the 
assumption that if two images have similar retrieval and labelled patterns (i.e. both 
having the same label in a search session), then the semantic content of these two 
images must be similar. Chen et al. [37] have likewise applied a similar approach for 
region-based feature vectors. The same assumption has also been adopted in [174, 
175]. In [174, 175], statistical correlation is used to analyse the relationship between 
the current retrieval session and the previous sessions in the user log.  
Recently, the traditional statistical classification methods [163, 176, 177] have also 
been applied for analysis of the inter-query relationship. The idea was to capture 
each query’s retrieving pattern by storing the outcome of the classification results. 
Some researchers view this as a form of supervised clustering approach. In [177], 
linear statistical discriminant analysis was first used as a machine learning tool for 
gathering targeted images. The search results were then saved into the user log by 
storing the resulting parameters from the linear discriminant analysis. This 105 
information is then available for use in subsequent retrieval sessions. The cluster 
updating rule was based on a set of heuristic rules and is defined in the report.  
In [163, 176], the semantic clustering was similarly done by using Support Vector 
Machine (SVM) and active learning strategy. In [163, 176], a semantic similarity 
matrix is used to capture the user’s labelling pattern in each query retrieval session. 
The matrix is then viewed as a kernel matrix for the transformation of the images’ 
visual features in similarity calculations. With this approach, SVM is used to update 
the similarity matrix after each feedback session. Scalability is again an issue for 
Gosselin and Cord [163, 176], in that the kernel matrix for the SVM is linearly 
dependent on the number of images stored in the database. To resolve this problem, 
Gosselin and Cord decomposed the kernel matrix by calculating the eigen-values 
and vectors of the kernel matrix. This reduced the size of the user log. The work 
described in [163] is an extension of [176] with the introduction of a merging 
scheme for managing the size of the user log. 
4.2.1.2  Intermediate Approach 
The approaches that have been discussed in the previous section have all captured 
the query session retrieval patterns in “raw” format. Using these methods, a 2-
dimensional table with images stored as rows and retrieval sessions as columns, is a 
common technique for capturing the retrieval patterns. These approaches have not 
taken full advantage of the information available, by learning the hidden semantics 
between each query session. The main advantage of presenting the query 
information at a more abstract level, is that it provides an elegant way of identifying 
relationships between images which are not directly linked in the previous retrieval 106 
sessions. In addition, such an approach also provides the system with a more logical 
way of organizing data into different semantic groups. 
Using an abstract approach, [93, 178, 179] process the query session retrieval 
patterns, before the data is saved in the database. In [179], a system numbering 
scheme, called Virtual Feature (VF), is used for calculating the semantic similarity 
between the images. The basic idea is to encode the retrieved images with a number 
created by the system during each retrieval session. At the initial stage, all images in 
the database will begin with an empty set of VFs. As the retrieval session begins, the 
system will start assigning VF values to the retrieved relevant images.  During the 
feedback process, if the user has selected an image that has an existing VF set, the 
system will append the newly assigned VF to the image’s VF set. In this way, the 
similarity can be calculated simply by analysing the numbering pattern between the 
images’ VF sets. 
Han et al. [93, 178] tried to analyse the relationship between each query session by 
analysing the ratio of the co-positive-feedback frequency to the co-feedback 
frequency. Co-positive-feedback frequency is the number of times that two images 
are jointly identified as positive images and retrieved during the same query session. 
Co-feedback frequency is the number of times when both images are labelled as 
retrieved images, but not necessary positively labelled. The paper refers to the ratio 
between the two factors as the link intensity. In this approach, the centre of a cluster 
of similar images is determined by the link intensity of each image over the entire 
retrieved image set. Images with high link intensity will become the centre of each 
cluster. The K-means algorithm is used to cluster the rest of the retrieved images into 
different semantic groups, based on the link intensity. The relationship strength 107 
between two semantic groups is based on the sum of the link intensity of the images 
that belong to these two groups. 
4.2.1.3  Hierarchical Approach 
Instead of simply analysing the user retrieval patterns and converting the information 
into the intermediate features as described in the previous section,  Jiang, Er and Dai 
[180] have introduced a multi-semantic layer structure into the system. In their 
approach, each user retrieval session is first analysed and converted into a concept. 
In this report, concept is referred to as a group of images with similar retrieval 
patterns. The creation of a new concept, and identification of the relationship 
between concepts, is dependent on whether the query image set is a subset of an 
existing concept. This method provides the system with a more informative way of 
capturing information and possibly also improves the retrieval efficiency. However, 
the paper did not attempt to make any connection between the different levels of 
concept. Without this connection, the system is unable to establish connections 
between different levels of abstract concepts, and relationships between concepts of 
the same level. 
4.2.2  Feature Vector Model Approach 
As discussed earlier, the term-document pattern analysis approach provides an 
excellent way of analysing the semantic relationship between images without 
focusing on the image’s visual features. However, this approach was shown to be 
unsuitable for applications where images were frequently added or removed. A 
better approach is to use the feature vector model to analyse the inter-query 108 
relationship. Study of the literature shows that the image feature driven method has 
been dominated by the SVM approach [118, 181-183]. Gondra, Heisterkamp and 
Peng [183] have used a one class Support Vector Machine (1-SVM) to calculate the 
query point for the search session. This system only stores the positive centroid of 
each query session. The inter-query similarity measure is performed by calculating 
the distances between the positive centroid points of the present and the past query 
sessions. The test results reported in [183] have shown an improvement over the 
term-document pattern approach discussed in some previous papers [174, 179]. In 
[182], Gondra and Heisterkamp have further expanded their work by including 
query point merging policy into the system, based on the K-mean clustering 
technique. This is designed to control the size of the user log by constraining the 
number of clusters. As a result, they have reported an improvement in retrieval 
accuracy over their previous work. 
Instead of  SVM, [98, 118, 181] have used a Self-Organizing Map (SOM) in an 
attempt to cluster images into different groups according to the user driven patterns. 
The aim of the SOM is to modify the weight of the features, so that images selected 
during the same retrieval session stay close together, while images selected from 
different retrieval sessions are moving further apart. In [98], instead of organizing 
the clusters in a flat structure, a Tree-Structured Self-Organizing Map (TS-SOM) is 
used for organizing the image samples in a hierarchical structure. The tree structure 
consists of three levels. These three levels are organised by the visual feature 
elements, feature vectors and at the top, the actual images which are grouped by the 
user through the user feedback sessions. Relevance feedback and SOM together 
provide an elegant way to capture the user’s visual interpretation of the images. 
However, it must be noted that this approach assumes that the user will only ever 109 
interpret the selected image in one specific way. In practice, this is often not the case. 
The interpretation of an image by the same user can vary in different contexts. 
4.2.3  Other Inter-Query Retrieval Examples 
In [184], Yu et al. have reported the application of the inter-query approach to an art 
gallery’s image database.  In this case it was applied in a slightly different manner. 
The inter-query model was used to analyse and capture different user’s preferences 
for the art images, based on the user’s previous retrieval patterns stored in the 
database. In this application, each user’s preference can be viewed as the “query”, 
using the inter-query learning terminology, and the relationship between the current 
user’s preference and other users’ preferences can be modelled by the Bayesian 
framework. This is illustrated as follows: 
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where  { } 1 , 1+ − ∈ i y  is the actual user’s label on the image x. Parameters Dq and θ are 
the training examples and user profile respectively. The probability distribution, 
( ) θ | q D p , is derived from the function ( ) θ , | x y p . The latter function,  () θ , | x y p , is 
the probability of an image belonging to a label y,  based on its visual characteristics.  
One may view this technique as a form of visual feature approach in inter-query 
learning. For the inter-query learning system, each user profile may be treated as a 110 
query session similar to the approaches discussed in Section 4.2.2. However, the 
Bayesian inference framework generally requires comparatively more feedback 
cycles than the statistical machine learning approach, for it to yield more accurate 
predictive results. 
4.3  Proposed Framework 
As stated in Section 4.2.2, one of the major shortfalls in using the term-document 
approach in analysing retrieval patterns, is that it is based on an assumption that the 
databases are static. These methods do not perform well in a dynamic environment 
where users constantly add and delete images from the database. This is typically the 
case for images in the World-Wide-Web (WWW). For example, in an e-commerce 
web site, the images are updated in order to attract customers or to convey sales and 
marketing messages to the prospective target audience. In the case of an information 
service provider such as ESPN (www.espn.com), different images of news 
highlights are posted on its home page on a daily basis to keep readers keen and 
interested. In the context of retail shops, such as Chico’s (www.chicos.com), which 
rely entirely on their online catalogue for sales, images are updated on a regular basis 
to improve attractiveness and to retain the attention of existing customers.   
In these applications, it will be difficult for any CBIR system to keep track and index 
the images. A better way would be to capture the retrieval history via the visual 
features of the retrieved images. An advantage of this approach is that the 
management and tracking of images is no longer required, since the user retrieval 
pattern is now being captured by the visual features common to the selected images. 
One may see this as a framework for “memorizing” the visual characteristics of the 
selected images obtained from the past queries. 111 
The following sub-sections describe the proposal for an inter-query learning 
framework based on the statistical discriminant analysis technique. An overview of 
the proposed framework is first provided, and this is then followed by a discussion 
of the merits of different statistical learning techniques. After this there is a 
discussion about how the statistical discriminant analysis approach can be used in an 
inter-query learning framework. Lastly, an application of this proposed framework 
for the WWW is presented. 
4.3.1  Overall Framework 
Figure 4.1 shows the abstracted logical model of the proposed framework. At the 
beginning of the session, an image query is submitted to the system. Based on the 
visual features, Euclidean distance is used to quantify the similarity between the 
query image and the images within the database. The images are then ranked 
according to the calculated distances. After presenting the top ranked images to the 
user, the system then invites him/her to select the relevant images from those 
displayed. Each selected image is labelled as a positive image by the system, and the 
rest will be negatively tagged. The system will then use the feedback information 
together with both the short-term and long-term learning strategies, to create a new 
query point for the next retrieval cycle. At the end of each retrieval session, the 
retrieval result will be saved and updated in a user log.  
In the user log, each retrieval session is captured by a data cluster that consists of a 
centroid point, a boundary value and the transformation matrix. The matrix is used to 
transform the extracted image feature from the original feature space to a new 
feature space. If an image falls within the boundary, the image is said to be part of 
this group of images. Using this method, the boundary distance is defined as the 112 
distance of the furthest positive sample from the centroid. The inter-query learning 
analysis may be thought of as identifying the data cluster that has the ability to 
include the greatest number of current positive samples. The searching criteria will 
be discussed in more detail in Section 4.3.4.  
Once the cluster within the user log is identified, the system has to decide how the 
information about the cluster can be utilized. The system can either merge the 
feedback samples with the identified cluster to form a new query point, or, it can 
create multiple query points. The multiple query points are based on the short term 
learning strategy using the feedback samples and the query point of the previously 
identified groups in the user log. The decision about whether to create a merged 
group or separated query points will again be based on the criteria described in 
Section 4.3.4. If the values of the criteria are above certain threshold values, then a 
new merge group will be created, or else, two separate queries will be created. This 
is designed to allow the user to further explore other related visual groups that have 
similar semantic content. At the end of the retrieval session, the user log will be 
updated. The user log updating policy is similar to the query expansion policy 
discussed in the previous paragraph. Using the feedback samples, the system will 
first search through the groups to find the most appropriate group. A new group will 
be created if the searching criterion is less than the threshold value, or else the 
current group will be updated with the samples.  113 
 
Figure 4.1. Abstract Logical Model for the Proposed Learning Framework. 114 
4.3.2  Support Vector Machine Vs Discriminant Analysis 
The relationship between images in the visual feature space is often found to be non-
linear. In the statistical machine learning approach, Support Vector Machine (SVM) 
[166] and the kernel discriminant analysis [115, 116, 185] are the two most popular 
methods used to cluster non-linear data. Essentially, both are based on the kernel 
method to handle the non-linear data. In addition, as shown in [115, 183],   
mathematical expressions can easily be derived for both techniques, in order to 
favour the small number of positive labelled data against the large amount of non-
relevant data. This is commonly known as the biased  approach. This biased 
approach is important in the field of CBIR, as most of the sample images are non-
relevant and only a small subset is of interest to users. 
From expression (3.13) in Chapter 3, the decision function of SVM can be expressed 
as: 
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where  i α  is the Lagrange multiplier, used to separate the two labelled samples. The 
parameter  i y   is the actual label for each sample. For a two class classifier, y is 
usually in the form of -1 or 1.  ( ) x x K i,  is the kernel function in the input space that 
computes the dot product of the two samples in the feature space. Lastly, the 
parameter b can be viewed as a bias factor for shifting the support vector used for 
separating the two classes. 115 
From expression (4.2), it may be noted that the Lagrange multiplier  i α , along with 
the kernel function, are the two major factors in determining the discriminant ability 
of the given samples. The actual values of the Lagrange multiplier can be determined 
by minimizing the classification errors of the given samples. The values of the 
multiplier have to be re-calculated every time the contents of the sample change. 
This Lagrange multiplier cannot be updated using a direct matrix algebra calculation 
as the computation of  i α   is often non-linear. A characteristic of non-linear 
transformation is that the process may often result in the loss of information. In turn, 
such computation is usually non reversible. The exact form of the original input data 
may not be recoverable once the data is transformed. 
Pre-image calculation [186, 187] may only provide an approximate solution. This is 
the approach used in [182] for merging the data clusters that are stored in the user 
log. The pre-image estimation often requires a certain number of training samples to 
calculate the approximation. Kwok and Tsang [187] used 60 to 300 training samples 
for estimation, but this may not be feasible for a CBIR system. Lastly, the pre-image 
calculation often introduces extra parameters into the system which result in 
additional complexity. As an alternative to SVM, one may consider statistical 
discriminant analysis. The following section provides a way for the system to update 
the kernel matrix for the statistical discriminant analysis, without applying pre-image 
calculation. 
4.3.3  Kernel Biased Discriminant Analysis (KBDA) 
Kernel Biased Discriminant Analysis (KBDA) [115], as discussed in the previous 
chapter, is a statistical discriminant analysis technique which aims to separate the 
different labelled samples as far apart as possible. By using KBDA as the data 116 
clustering tool, it may be seen that each cluster group contains a centroid point, 
reference distance and the transformation matrix. The transformation matrix of the 
cluster group cannot be directly updated by the feedback result. However, since the 
transformation matrix is derived from the covariance matrix as shown in expressions 
(4.3) and (4.4). 
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the updating can be done through these two equations. Through manipulation of the 
matrix, the two equations can be re-written as: 
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where  my denotes the mean vector of the negative samples, also known as the 
negative centroid. 
By examining expressions (4.5) and (4.6), it is obvious that the covariance matrices 
Sx and Sy are defined by the following expressions:∑
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positive and negative samples, and their centroids. All of these variables can now be 117 
updated from the given sample data. Hence, unlike SVM, no pre-image calculation 
is needed. The parameters can be easily updated with the following equations: 
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where prefix “O_” implies the original variable and prefix “A_” represents the newly 
acquired data.  
It can be seen that the matrix parameters ∑
=
Nx
i
T
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1
 and ∑
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 are symmetry matrices. 
Hence, the matrices only need to be saved in the triangular format to represent the 
entire matrix. This results in reducing the size of the matrix log from N * N to ∑
=
N
i
i
1
. 
In terms of data storage, this is a significant reduction for a large matrix. 
Furthermore, since the two matrix parameters are always positive definite, the eigen-
values for the two matrices will always be real and positive. Hence, one can further 
reduce the size of the matrices by decomposing them using the Singular Value 
Decomposition (SVD) method. 118 
This section has only discussed a way of updating KBDA. Nevertheless, the same 
matrix algebra approach can also be applied to techniques such as Linear 
Discriminant Analysis (LDA) and Nonparametric Discriminant Analysis (NDA). 
This is because these techniques are all based on maximising the differences in the 
covariance matrix Sx and Sy. The only difference is the composition of the two 
matrices. Thus, it can be seen that the covariance matrix updating scheme discussed 
in this section can also be applied to the LDA and NDA techniques. This means that 
such a scheme is sufficiently generic to be used for other statistical discriminant 
analyses. 
4.3.4  Cluster Searching Criteria 
The following sub-sections propose two approaches to determine whether the system 
should explore a cluster which has been extracted from previous user retrieval 
sessions. The searching criteria for both approaches are based on the number of 
image samples that fall into the cluster. A decision is then made based on the 
threshold values relative to the number of samples, in order to determine if the 
selected cluster is going to be explored. Derivation of the threshold values will be 
explained in the following sub-sections. The criteria are designed to accommodate 
those possible scenarios where a user is searching for a semantic image group which 
may comprise multiple visual groups.  In the first approach, the threshold values are 
static and the criterion is determined through trial and error. This approach along 
with the inter-query learning framework has been presented in [188]. In the second 
approach, the threshold values are dynamic and are dependent on the size of the 
samples. The latter approach has been reported in [189]. 119 
4.3.4.1  Static Criteria 
In the first approach, the searching threshold value, Tp, can be defined as: 
p
n
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where Np denotes the total number of positive samples gathered during the feedback 
cycle, and 
i n N  is the number of positive samples that fall within the boundary of 
cluster i. 
The searching criterion at the end of a retrieval session is different from the criterion 
shown in expression (4.11). Negative feedback samples will also be used to 
determine the most suitable data cluster for updating. Negative feedback samples are 
needed because they provide additional information about the discriminant ability of 
a selected data cluster with respect to the feedback samples. This threshold value, Tt, 
is defined as: 
t
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where Nt denotes the total number of samples gathered during the retrieval session, 
and Nsi is the number of positive samples that fall within the boundary of cluster i. 120 
4.3.4.2  Dynamic Criteria 
The static criteria proposed in Section 4.3.4.1 present a few weaknesses. Firstly, the 
threshold values for exploring or merging clusters are determined through trial and 
error. Secondly, the exploring and merging criterion is based on the number of 
samples that fall within the cluster. Since the boundary of the cluster is based on the 
furthest positive sample from the centroid, this may be an issue when the 
discriminant approach cannot clearly separate the furthest positive sample away 
from the negative samples.  
Last and most importantly, the threshold values are constant and they are only based 
on the ratio of the samples that fall within the cluster. The actual sample size is not 
considered but should be an important factor when dealing with any statistical 
analysis. For instance, if the threshold value listed in expression (4.11) is set to 0.5, 
this implies that the cluster will be selected when more than 50% of the positive 
samples fall within the cluster. There is a huge difference in implication between the 
scenarios where “2 samples have been labelled positive, and 1 of them fall within the 
cluster” and “20 samples have been labelled positive, and 10 of them fall within the 
cluster”. Considering these two scenarios, if one is to explore the cluster, the 
preference must be the second scenario. This issue may be resolved by only allowing 
the system to perform a cluster search, after the number of positive samples gathered 
exceeds a minimum pre-set value. However, this will prohibit the system from 
exploring the cluster in the earlier search cycle. 
To resolve the above three issues, the active learning strategy adopted by several 
CBIR systems researchers may be used [166, 168, 190]. However, this strategy often 
requires several feedback sessions to collect enough samples for it to be effective. 121 
This may not be suitable for short retrieval sessions. Alternatively, the criterion may 
be modified as stated in Section 4.3.4.1, by including the sample size as a factor for 
determining the threshold value. This section proposes the expressions listed in 
(4.13) and (4.14) as the replacements for the criteria listed in (4.11) and (4.12).  
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where  α is the misclassification factor, and the parameter Nir is the number of 
negative labelled samples whose Euclidean distances to the positive centroid are 
smaller than the average Euclidean distances of the positive samples. Finally, Nr is 
the number of positive labelled samples whose Euclidean distances are smaller than 
the average Euclidean distances of the positive samples. By doing this, one may 
minimize the effect of the poor discrimination between the furthest positive samples 
and the negative samples.  
Looking at the criterion expressed in (4.14), R is the number of positive samples 
gathered from each relevance feedback cycle, and parameters M and N are the 
boundary sample sizes with the threshold to set to zero or one, respectively. This is 
to say that no classification error is allowed when the sample size is smaller than 
parameter M, and so the system becomes more tolerant to classification error when 
the sample size increases.  122 
By contrast with the previous framework, this newly proposed threshold value is no 
longer a constant. It is now dependent on the sample size. This is designed in such a 
way that the threshold value for exploring the cluster is harsher when the sample size 
is small. As the sample size increases, the rule for exploring the cluster becomes 
more lenient. Figure 4.2 depicts the value of the threshold when the minimum and 
maximum sample sizes are set to 5 and 10 respectively. 
 
 
Figure 4.2. Threshold Value for Mis-Classification When M = 5 and N = 10. 
The decision about whether to explore the cluster can be summarized as: “explore 
the cluster only when the mis-classification factor is smaller or equal to the 
threshold value”. Likewise, the same threshold value is used with the similarity 
Euclidean distance calculation to determine if two clusters are to be merged. 
4.3.5  Cluster Merging Scheme 
As stated in Section 4.3.1, each cluster group in the user log will be updated by the 
feedback samples using the method discussed in the previous section. Since some of 123 
the other clusters have also been updated with the feedback samples, it is possible 
that these clusters are capturing similar data information. If this is the case, the 
updated clusters should be merged together.  A cluster merging scheme has the 
advantage of reducing the size of the user log and consequently will also improve the 
search speed of the clusters.   
The similarity between the clusters can be determined by the Euclidean distance 
between the two positive centroid points. However, merging with the defined 
clusters is not as straightforward. While the transformation matrix for the clusters 
can be updated using the method discussed in the previous section, there is no 
obvious way of determining the reference distance of the newly merged cluster. 
Despite this, the new reference distance can be estimated from the user feedback 
samples. Since the two chosen clusters can discriminate the user feedback samples 
with a certain degree of accuracy, it may be assumed that the newly merged cluster 
also inherits this accuracy. Based on this assumption, the new reference distance can 
be derived through the maximum distance of the provided positive samples to the 
new positive centroid. If the newly merged cluster cannot discriminate the feedback 
samples with 100% accuracy, then the average of the maximum distance of the 
positive samples and the minimum distance of the negative sample may be used as 
the reference distance value.  
In the cluster merging stage, if every cluster is to be compared with every other, it 
will take O(n!) time to perform all the comparisons. That is to say the comparison 
time is the factorial of the number of clusters available. However, this is not actually 
necessary as it is given that only the previously selected clusters may possibly be 
related to each other. Hence, to speed up the cluster merging process, only the 124 
previously selected clusters need to be considered. The cluster comparison and 
merging steps adopted are as follows: 
1.  Compare the two clusters using these steps: 
A.  Transform the positive centroid point of both clusters into the feature 
space defined by their respective transformation matrix. 
B.  Calculate the Euclidean distances between the transformed positive 
centroid points in the respective feature space. 
C.  Merge the two clusters, if either of the resulting distance calculations is 
smaller or equal to the respective threshold values. The threshold value for 
a cluster is set to be the reference distance of the cluster multiplied by a 
constant. In this chapter, the value of the constant is set to 0.1 which has 
been determined by trial and error. The application of fuzzy logic to this 
aspect will be an ideal candidate for continuation of the research. 
2.  Apply the cluster merging scheme using these steps: 
A.  Perform the calculations as listed in expressions (4.6) to (4.9). 
B.  Use the calculation results to calculate the transformation matrix W as 
expressed in (4.15). Section 3.4.2 gives a more detailed explanation of the 
statistical discriminant analysis that the transformation is based on. 
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C.  Use the transformation matrix to calculate the discriminant accuracy of the 
user feedback samples. 
D.  If the discriminant accuracy is 100%, set the new reference distance to the 
maximum distance of the positive sample to the positive centroid. 
Otherwise, set the reference value to the average of the maximum distance 
of the positive sample and the minimum distance of the negative sample. 
4.3.6  An Application for the WWW-CBIR 
The proposed application framework is a continuation of the work previously 
discussed in Section 3.4.4. The newly proposed framework extends the WWW-
CBIR framework proposed in the previous chapter with the inter-query learning 
framework reported in [188].  Figure 4.3 depicts the framework of the newly 
proposed WWW-CBIR system. It shows that the retrieval process begins when a 
user enters a search phrase or keyword into the system. The system then aligns with 
the Internet search engines to download all the images related to the search phrase. 
Using the rank provided by the search engines, the system will then retrieve the first 
batch of images. The user will then select the relevant images. From the labelled 
samples, the system will rank the images based on the short-term learning 
framework proposed in Chapter 3, and the long-term learning framework discussed 
in Section 4.3.1. The ranked images are then merged by selecting the top ranked 
images from each learning framework and the merged results will be displayed to 
the user ready for the next retrieval cycle. At the end of the retrieval session, the 
retrieval information will be captured and saved in the user log file. Since the 
framework is designed as a personal agent that resides on the user’s local machine, it 
is also logical for the user log to be located in the local storage.  126 
 
 
Figure 4.3. Framework for the Proposed WWW-CBIR System.127 
4.4  Experimental Results 
4.4.1  Prototype System 
To evaluate the performance of the proposed approach, a prototype CBIR system has 
been designed and implemented using the Matlab simulation software toolbox. The 
user interface of the prototype system is the same as the one shown previously in 
Section 3.5.1. This system is intended to be an extension of the prototype described 
in Chapter 3 and so the user interfaces for the two systems are identical. The design 
of the system is documented in Appendix I. 
The retrieval procedure for the prototype system is as follows: 
1.  User inputs a query image. 
2.  The visual features of the query are extracted by the system. 
3.  All images in the database are sorted in ascending order based on the 
dissimilarity distances. 
4.  The top ranked 20 images are displayed. 
5.  User selects the positive images and the rest will be automatically labelled as 
negative images. 
6.  The labelled images are processed in the proposed framework described in 
Section 4.3.1 and the appropriate data cluster is selected from the user log. 
7.  New queries for image retrieval are created. 128 
8.  The top 20 images that have not been labelled by the user are ranked and 
displayed. 
9.  The system returns to step 4 for the next retrieval cycle. 
10. At the end of the retrieval session, the user log is updated. 
4.4.2  Data Preparation 
Three systems have been implemented for the evaluation of the performance of the 
proposed system. The three systems are the short term learning system reported by 
Zhou and Huang [115], the proposed system discussed in this chapter and the same 
system but without the cluster merging scheme. The environment and parameters 
used by all three systems are identical. The image features and the generalized eigen-
vector calculation method are the same, and also, for all three systems, identical 
parameters are used in the kernel transformation algorithm. 
In this experiment, six visual features have been selected for the analysis of shape, 
colour and texture of the images. The six features are the water-filling edge 
histogram algorithm [75], HSV colour coherent vector [50], HSV histogram, global 
edge detection algorithm [74], HSV colour moments [48] and colour intensity 
histogram. Each feature comprises a number of elements. A total number of sixty-
five feature elements have been used. Lastly, the Gaussian Radial Basis Function 
(RBF) is selected as the kernel transformation matrix for the KBDA approach. This 
is suggested by the reports in [4, 115], where both claimed that RBF yields the best 
accuracy performance out of all the other kernel transformation approaches. 129 
4.4.3  Test Setup 
The following tests are mainly separated into two different sub-sections. This is 
designed to provide a better structure for the layout of the test results. The first test is 
designed to make external comparisons between different systems, while the second 
test is mainly focused on the internal cluster searching and merging criteria. 
4.4.4  Test (Cluster Merging Vs Non-Cluster Merging) 
4.4.4.1  Aim 
This test is designed to assess the performance of the cluster merging schemes versus 
the non-cluster merging scheme. Comparisons will be made of the retrieval 
accuracy, the retrieval speed and the number of clusters used by the two frameworks. 
4.4.4.2  Experiment Procedure and Data 
In this experiment, 1500 images from the Corel image database were used. Within 
these images, 150 images are classified under three different themes. Each theme 
contains 50 images. Each semantic theme may contain two or more different groups 
of images which are visually different. This is done specifically to capture the nature 
of a user search process where the targeted group of images may often be visually 
different and yet semantically similar. 
The test was carried out by randomly selecting thirty positive labelled images from 
each theme as an input entry point to the system. Each retrieval session is triggered 
by a randomly selected labelled image, and the session goes through four relevance 130 
feedback cycles before the retrieval session is ended. The retrieval accuracy, speed 
and number of clusters used by the system are used as the factors for comparing the 
system performance. The retrieval accuracy is calculated by averaging the retrieval 
result of each feedback cycle within the search session. 
4.4.4.3  Test Results and Discussion 
 
Figure 4.4. Retrieval Results from the Thirty Retrieval Sessions for Each Semantic Group. 
Figure 4.4 shows the average accuracy of the first thirty retrieval sessions for the 
three semantic groups. The result shows that with the exception of the first retrieval 
session, the short term learning has the worst retrieval performance. The results for 
the average retrieval accuracy of the first session are more or less as expected. This 
is because at the beginning of the sessions, without any information stored in the 
user log, the long-term learning framework effectively acts like short-term learning. 131 
The retrieval accuracy results for the long-term learning framework will improve 
after the first retrieval session. This is due to its ability to capture knowledge from 
the previously learned queries. In addition, the multiple query-points strategy also 
improves the retrieval accuracy. 
 
Figure 4.5. Number of Clusters Generated from the Retrieval Sessions. 
In terms of retrieval accuracy, the two long-term learning frameworks show similar 
results. This indicates that no valuable information is lost during the merging 
exercise. By examining Figure 4.5, it can be seen that the long-term learning with 
cluster merging framework used significantly fewer clusters to achieve the same 
retrieval performance as the approach that does not use merging. The number of 
clusters in the non-merging log increases linearly, since each session will increase 
the number of clusters. By contrast, the one with merged clusters has maintained the 
same number of clusters during sessions 10 to 20. 132 
The reduction in the number of clusters also makes the size of the user log for the 
merging framework much less than for the non-merging framework. Since there are 
fewer clusters to search in the cluster merging framework, its retrieval speed will be 
faster than the non-merging framework. This improvement in the retrieval time can 
be observed in Figure 4.6 which shows the actual time spent in the retrieval sessions. 
In addition, Figure 4.5 and Figure 4.6 show that there is a strong correlation between 
the number of clusters used and the retrieval speed of the system. 
 
Figure 4.6. Time Spent from the Retrieval Sessions. 
4.4.5  Test (Different Cluster Searching Criterion) 
4.4.5.1  Aim 
The following test is designed to compare the performance between the clusters 
using the searching criteria described in Section 4.3.4. Retrieval accuracy is used as 133 
the main way of comparing the performance obtained using the two searching 
criteria. 
4.4.5.2  Experiment Procedure and Data 
In this experiment, 500 images from the Corel image database were used. A smaller 
database is used in this experiment, as it was felt that most individuals can only 
manage a smaller set of images when more comprehensive information is required. 
In particular, since the semantic relationships between the images will be 
established, a smaller set will be able to illustrate the relationships more clearly. 
Within these 500 images, 300 images are classified into seven different themes and 
each of these consists of several different visual groups. The inter-relationship of 
each theme is depicted in Figure 4.7. The themes “bird” and “cat” are subsets of 
“animal”, “fish” is a subset for both “animal” and “water”, while “water” also 
comprises “water scene”. Lastly, “yellow flower” is independent from all the other 
themes. The inter-relationship between each theme is designed to emulate the 
complexity of the semantic relationship between each object in the real world. 
 
Figure 4.7. The Relationship between Each Theme in the Test Data Set. 
The retrieval performance of the frameworks was measured via four different tests. 
The first two tests were performed by selecting all the themes that were independent 134 
of each other. Hence, “bird”, “fish”, “cat”, “water scene” and “yellow flower” were 
selected in the first two tests. The tests were generated by randomly selecting 300 
positive labelled images from each theme as an input entry point to the system. The 
same data set was then applied in the second test with a different random sequence. 
This is to ensure the consistency of the test results. The last two tests were carried 
out using all the themes depicted in Figure 4.7. These four tests were designed to 
measure the performance of the two frameworks under both a simple and a more 
complex cluster relationship.  
4.4.5.3  Test Results and Discussion 
 
Figure 4.8. Retrieval Performance of the Three Frameworks with Five Independence Themes.  135 
 
Figure 4.9. Retrieval Performance of the Three Frameworks with more Complex Relationship 
Between Each Theme. 
Figure 4.8 shows the average accuracies of the five independent themes after two 
random sequences of 300 feedback sessions. The result shows that while the short 
term learning has the worst retrieval performance, the test results with the new 
criterion and threshold value is only marginally better than the results with the 
original threshold value. In fact, the framework with the original threshold value has 
the better retrieval performance in the themes “cat” and “yellow flower”. Overall, the 
conclusion may be drawn that the test results generated from the new threshold value 
are consistently better than the results from the short term learning framework. The 
retrieval performance of the framework with the original threshold value is 
compatible in some areas, while it is significantly worse in the others. This is more 
apparent in Figure 4.9 where a more complex relationship between each theme is 
introduced. While Figure 4.9 shows that the framework with the new threshold value 
maintains the advantages over the other two frameworks, the performances of the 136 
framework with the original threshold value in themes “bird”, “water” and “animal” 
are worse than the short term learning framework. 
4.5  Conclusion 
In this study of inter-query learning frameworks for the image retrieval system, it is 
found that most of the reported literature views this as a form of node traversing 
problem, similar to predicting an Internet’s user surfing behaviour in the World-
Wide-Web. The framework is relatively ineffective for applications where images 
stored in the database are constantly added or removed. For such applications, the 
feature vector approach is therefore suggested. From the study of this feature vector 
method, it is found that the statistical discriminant analysis technique is the most 
appropriate one for use with the inter-query learning framework.  
In this chapter, a statistical discriminant analysis framework for inter-query learning 
in a CBIR system has been introduced. The proposed framework is primarily 
designed to capture the relationship between images and previous queries, without 
the need to “memorize” the retrieval relationship between the actual images and the 
previous queries. This is done by capturing the common visual features via a data 
cluster defined by use of the statistical discriminant analysis technique. The 
experiment results have been shown to support this goal.  
By capturing the previous retrieval pattern in clusters, this may also be viewed as a 
cluster searching problem. To search for clusters, two approaches have been 
introduced in this chapter. The first is based on a static threshold value. The second 
is designed to be more flexible than the previous approach, because the threshold 
value is no longer constant. This value is now dependent on the sizes of the positive 137 
samples, which can be different for various cases. The proposed criterion is based on 
the number of samples in which the Euclidean distances to the positive centroid are 
smaller than the average Euclidean distances of the positive samples. This is 
designed to minimize the effect of the poor discrimination between the furthest 
positive samples and the negative samples. The test results have demonstrated that 
the retrieval accuracy performance for the proposed criterion and threshold value is 
better than the original threshold value from the previous proposal. The test results 
given in Section 4.4.5.3 have shown that the retrieval accuracy of the second 
approach is better than the first approach. 
This chapter has also proposed a new approach for reducing the user log size by 
using the cluster merging technique, based on the discriminant analysis and the 
relevance feedback schemes. The test results have demonstrated that the proposed 
cluster merging framework can significantly reduce the size of the user log and 
improve the retrieval speed, while still maintaining the retrieval accuracy 
performance of the system. Although, this chapter has only shown the results of 
cluster merging using the Kernel Bias Discriminant Analysis (KBDA) method, the 
search and merging schemes can easily be modified for any other statistical 
discriminant analysis techniques. These techniques may include the likes of Linear 
Discriminant Analysis (LDA), and Nonparametric Discriminant Analysis (NDA) etc. 
In this chapter, the boundary of the cluster is currently defined by the combination of 
the furthest positive sample and the closest negative sample. The boundary of the 
cluster is important in determining the similarity between the clusters and the current 
feedback results. However, a clear cut boundary can be problematic when the 
applied classification tool cannot clearly separate the two labelled samples. This 
issue can be resolved in two ways. Firstly, a soft boundary, such as the dynamic 138 
criterion proposed in Section 4.3.4.2. can be employed. Alternatively, the image 
clusters may be viewed as a density estimation problem. Using this approach, a 
boundary is no longer required. The examination of these two approaches can be 
considered as a future extension of this research study. 
Currently, all clusters saved in the user log file are independent of each other. No 
semantic relationship has been established between them. Clearly, a more complex 
structure could be used to organize the image groups that are semantically similar 
and yet visually different. This structure might allow the system to explore other 
clusters where the two are semantically similar and yet visually different. Such a 
structure will be discussed in the next chapter. 139 
CHAPTER 5 
5  BUILDING A SEMANTIC RELATIONSHIP IN INTER-QUERY 
LEARNING 
5.1  Introduction 
Chapter 4 has proposed an inter-query learning framework based on the analysis of 
the visual features common to the queries. This framework was based on the use of a 
statistical discriminant technique to capture the visual features common to the 
positive labels of each retrieval session. The parameters used for constructing the 
statistical discriminant analysis are then saved in the user log file. This is known as 
inter-query learning in an image retrieval system. This may be viewed as a way of 
using statistical discriminant analysis to cluster the positive labelled images together. 
As evidenced from the last chapter, this approach has shown an improvement over 
the original Kernel Bias Discriminant Analysis (KBDA) short term learning 
framework that was proposed by Zhou and Huang [115]. 
In the proposed inter-query framework, each cluster is merged, based on the 
Euclidean distance calculation described in Section 4.3. In this framework, two 
clusters will only be merged if the centroids of the two clusters are relatively close to 
each other. This can be seen as a way of measuring the visual similarity of the two 
clusters. However, such a framework lacks the ability to establish the semantic 
relationship between the clusters. This is important, as the semantic relationship 
allows the system to group visual clusters that are semantically related. In turn, this 
allows the system to explore clusters which may be semantically similar and yet 140 
visually different. Thus, more related images will be explored if the system is able to 
establish such relationships. 
This chapter extends the framework presented in the previous chapters by 
establishing semantic relationships between the clusters. The chapter begins with a 
description of the background, followed by a description of the extended framework. 
Results from experiments conducted on the framework implemented are then 
reported. Lastly, conclusions are drawn based on the experimental findings. 
5.2  Background to the Problem 
In Chapter 4, a feature vector based inter-query learning framework has been 
proposed. In the original framework proposed, a cluster is formed after each retrieval 
session. The cluster is described by the feature space created by statistical 
discriminant analysis, and the boundary of the cluster is defined by the furthest 
positive labelled image from the positive centroid. The clusters can be seen as a way 
of storing the visual information common to the previously selected positively 
labelled images. With this knowledge, it may be assumed that the two retrieval 
sessions are similar when the majority of the images gathered from the short-term 
learning algorithm fall within the boundary of a selected cluster. This may be viewed 
as an exercise in selecting the most appropriate cluster by measuring the visual 
similarity between the selected clusters and the short term learning algorithm. The 
experiments described in the previous chapter have shown that this framework 
improves the retrieval accuracy of the system. 
At the end of a retrieval session, a proposed cluster merging policy has been applied 
to update the clusters stored in the user log file. The decision for cluster merging is 141 
based on two criteria. It is based on measurement of the visual similarity, described 
in the previous paragraph, and also the visual similarity between the two positive 
centroid points. Table 5.1 is a summary of the cluster merging policy proposed in the 
previous chapter. From the table, it may be seen that two clusters will only be 
merged when both are semantically and visually similar. While this strategy is 
appropriate for conditions 3 and 4, where clusters are not semantically related, it may 
not be totally suitable for condition 2. In condition 2, it is clear that although the two 
clusters are not visually similar, they are still semantically related. Such information 
can be valuable for future retrieval sessions. Thus, such information should also be 
recorded by the system to enhance the future retrieval performance. 
  Semantic Similarity  Visual Similarity  Merge Cluster 
1 Yes  Yes  Yes 
2 Yes  No  No 
3 No  Yes  No 
4 No  No  No 
 
Table 5.1. Possible Outcomes of the Merging Policy as Proposed in Chapter 4. 
To resolve the issue with condition 2, the same merging algorithm as used in 
condition 1 may be applied, but with a more relaxed merging condition. However, 
this may also give rise to problems. In statistical discriminant analysis, a visual group 
is generally captured and represented by a distribution function. A single distribution 
model, such as the one that has been applied in this thesis, is inefficient in capturing 
image samples that are not visually related. Thus, merging of the two clusters which 
are not visually related may result in losing the visual characteristics of the original 
clusters. This in turn may affect the retrieval performance. 142 
 
 
Figure 5.1. Relationships between different Visual and Semantic Image Groups. 
If a single distribution function is not suitable, an attempt to resolve this issue may 
be made by viewing it as a multimodal density analysis problem [145, 156, 159]. 
Techniques such as Expectation-Maximisation (EM) [156], Gaussian Mixture Model 
(GMM) [159] and recently, Support Vector Machine (SVM) [145] have all been 
reported for modelling multimodal distribution in an image retrieval system. 
However, these approaches can also have problems. This is because multimodal 
distribution is often based on heuristic rules and normally requires manual 
interaction for setting the parameters required to analyse the number of distribution 
models needed. Moreover, these parameter values are usually derived through trial 
and error, and thus the method may not be suitable for a generic database. 
Furthermore, this approach assumes that while a semantic group may consist of 
multiple visual groups, a visual group will only belong to a single semantic group. 
This is not necessary true, a visual group may belong to multiple semantic groups, 
but each semantic group may not be directly related to the others. For instance, 
Figure 5.1 shows that while the semantic groups “Animal” and “Water” both contain 
the visual group “Fish in the Water”, fish is only one kind of animal. Thus, the 
semantic group “Animal” may not be directly related to “Water”. 143 
As an alternative, the semantic relationships of clusters may be record via a semantic 
link. The semantic relationship of the two clusters can be determined through the 
labelled image samples gathered through user feedback cycles. The use of semantic 
relationships has the advantage of recording the relationship of the two clusters while 
preserving their visual characteristics. This technique will be discussed in more 
detail in the following section. 
5.3  Proposed Framework 
5.3.1  Cluster Merging Scheme 
Figure 5.2 depicts the logical flow of the newly proposed cluster merging process. 
This is an extension of the original framework with the addition of a semantic link 
module for establishing semantic links between the selected clusters.  This means 
that the selected clusters are only visually merged, if and only if, both clusters are 
semantically and visually similar.  If the two clusters are only semantically similar 
and yet visually different, then the two clusters will be semantically linked by the 
additional module. 
In this chapter, the proposed semantic structure is represented by a tree hierarchy 
structure and each cluster acts as a visual node in the tree. If a tree contains only one 
visual node, then this node will also be the root node of the tree. A semantic node is 
used if the tree contains more than one visual node. The semantic node is merely a 
connection node which acts as a connection bridge between all the visual nodes that 
are semantically related. This may be viewed as a two layer tree structure framework 
where the semantic and visual nodes are respectively the root and leaves of the tree. 144 
 
 
Figure 5.2. Logical Flow of the Proposed Cluster Merging Process. 
Figure 5.3 presents the logical view of a typical semantic tree structure and also, the 
merging product of the two semantic trees. When two visual nodes are tested and 
found to be semantically similar, such as visual nodes 3 and 4 shown in Figure 5.3, 
the two trees containing these nodes will be merged. The merging process is 
intuitive. A newly merged tree is merely the collection of all the visual nodes under 145 
the two original trees. Such a relationship implies that all the visual nodes under the 
same tree are either directly or indirectly related to each other. 
 
Figure 5.3. The Logical View of the Structure of the Clusters. 
5.3.2  Cluster Search and Explore Schemes 
Figure 5.4 depicts the flow sequence of the proposed cluster searching and exploring 
scheme for the tree-node framework proposed in the previous section. This 
framework is an extension of the existing searching framework with two additional 
modules. These two modules are mainly used for identifying the visual nodes to be 
explored and for the implementation of the visual node exploration strategy. The 
selection strategy is based on the cluster searching criteria described in Section 4.3. It 
is important to note that the two additional modules will only be activated when no 
more visual nodes are selected. This means that the system will always explore the 146 
visual content first before the semantic relationship is considered.  There are two 
reasons to support this design. Firstly, an assumption is made that if certain numbers 
of positive samples fall within a selected node, then it is very likely that the selected 
node contains information related to the searched topic. Secondly, it is necessary to 
gather as many visual nodes as possible, before the system can efficiently select 
visual nodes that are semantically related to the explored nodes. The selection 
strategy for the visual nodes with related semantic content is described in the 
following paragraph. 
To explore the semantic relationship of the visual nodes, the explored trees must first 
be ranked. This is based on the fact that a semantic tree consists of visual nodes that 
are likely to be semantically related to each other. This implies that while all visual 
nodes are semantically related to each other, they are not necessarily interpreted with 
the same semantic content. Thus, it is possible for the system to explore the wrong 
node under the same tree. The ranking of the trees is a mechanism designed to 
minimise the chances of exploring visual nodes with different semantic content. 147 
 
 
Figure 5.4. Flow Diagram for the Proposed Cluster Searching and Exploring Scheme.148 
 
In this chapter, it is proposed that the ranking of the tree is done by employing a 
scoring system. The scoring system is based on the ratio of the number of verified 
visual nodes, 
i V N , in a semantic tree, i, versus the number of visual nodes, 
i E N , 
which were previously explored by the system within the same tree. The 
mathematical expression can be written as: 
i
i
E
V
i N
N
ratio =  
(5.1) 
where 
i i E V N N ∈  
(5.2) 
 
Such a scoring system is used as an indication of how many nodes have been 
explored and within these nodes, how many have been falsely explored. A semantic 
tree with a relatively higher ratio score suggests that less visual nodes have been 
falsely explored than in other trees with lower ratio scores. Thus, a semantic tree 
with a higher score will always rank higher than one with a comparatively lower 
score. For the purposes of consistency, the searching criterion discussed in Section 
4.3.4 is used for node verification.  
Once the explored trees have been ranked, the system will then choose the top trees 
to explore for semantically related nodes. To explore the nodes, a suitable node 
exploration strategy must first be selected. The traditional most probable approach 149 
often results in limiting the selection of the images to a narrow region near the query 
images. This restricts the system from exploring images with different visual 
characteristics, and is in conflict with the goal of the proposed semantic structure. By 
contrast,  active learning is a strategy with the objective of gathering the most 
informative samples from the available data. This implies that instead of selecting a 
narrow region of images, the active learning strategy aims to select images in the 
unexplored regions where they are possibly semantically related. In this framework, 
active learning can be implemented by selecting visual nodes that have the biggest 
visual differences from the gathered samples. This can be determined from the 
number of labelled samples that are clustered by the selected visual nodes. The node 
with the least clustered samples will be the one with the biggest visual differences. 
Section 3.3.9 has provided a more in-depth discussion about the different display 
strategies. 
5.3.3  Parent-Child Relationship between Visual Nodes 
In building the semantic structure of the visual nodes, it is natural to think one can 
construct a more comprehensive semantic structure by incorporating a parent-child 
relationship between visual nodes. The idea is that if the currently gathered samples 
form the subset of a selected visual node, then a new visual node should be 
constructed from the current samples. In addition, this newly created node should 
connect to the selected visual node with a parent-child relationship. In this 
framework the node traversing strategy is based on a form of depth-first search. The 
tree traversing strategy can be written as follows: 
1.  Go to the root of the tree. 150 
2.  While all the child nodes have not been fully explored, do this 
A.   Go to the first unexplored child node. 
B.  If the child node satisfies the node exploring criteria as listed in 
expressions (4.13) and (4.14), then, 
i.  Assign the child node as the selected visual node. 
ii.  Terminate the searching process if the child node is a leaf node, or 
else, go back to Step 2.  
C.  Go back to the parent node. 
The tree traversing scheme is also used for updating the node at the end of the 
retrieval session. Once the node is selected for updating, the tree updating scheme 
becomes: 
1.  Update the selected node with the newly gathered images. 
2.  If there is no parent node, finish the updating scheme. 
3.  If there is a parent node and the parent node is a visual node, go back to Step 1.  
4.  If there is a parent node but it is not a visual node, finish the updating scheme. 
The node updating scheme is designed to ensure the boundary area of the parent 
node is always big enough to cover the child node’s boundary area. Thus, the parent 
node will always be the superset of its child nodes. This structure is designed to 
capture more information and thus, further improve the retrieval accuracy of the 
system. 151 
5.4  Experimental Results 
5.4.1  Experimental Scope 
The semantic framework proposed in this chapter is an extension of the framework 
proposed in Chapter 4. The retrieval accuracy is again used to evaluate the 
performance of the proposed framework and to compare it with previously described 
approaches. The same set of data is used as the benchmark to compare the 
performance between the proposed semantic framework and the previous inter-query 
framework. For convenience sake, the term “independent cluster framework” will be 
used to describe the previously proposed framework in order to differentiate it from 
the semantic approach. 
5.4.2  Experimental Set up 
The test environment, procedures and data preparation described in Chapter 4 are 
again used. The feature vectors used to analyse the images consist of six different 
visual features.  Details of the visual features have been given in Section 4.4.2 and 
the data sets used in Section 4.4.2 are also used. In other words, the performances of 
these systems are tested using two different sets of data. The first data set only 
includes image groups that are independent of each other. The second data set 
includes image groups with a more complex relationship. Like the process in the 
previous chapter, two sequences of random images are generated as test data sets and 
the two approaches are applied to them. This is to ensure the consistency of the test 
results and to make sure that the comparison is unbiased. 152 
5.4.3  Tests Results and Discussion of the Performances of the Semantic 
Framework 
Figure 5.5 and Figure 5.6 compare the retrieval accuracies of the independent 
clusters and the semantic framework using the two data sets. Figure 5.5 depicts the 
retrieval accuracy for the images with simple relationship, while Figure 5.6 contains 
the results for the images with more complex relationship. Figure 5.5 shows that 
neither framework can claim superiority in retrieval performance for the images with 
the simple relationship. This is due to the fact that the user log of the simple data 
relationship can often be represented by the common visual features, and such a 
relationship can be captured by the proposed visual cluster. Since both frameworks 
use the same scheme for the merging of the similar visual clusters, it has the effect 
that the two frameworks will produce comparable retrieval accuracies.  
The comparability of the retrieval accuracy for the simple relationship can also be 
seen in Figure 5.6. In the figure, the “yellow flower” image group is independent, or 
has no semantic relationship with the other groups. As seen from the result, the 
“yellow flower” image group is the only one where the average retrieval accuracy of 
the proposed semantic framework is not necessarily better than the independent 
cluster framework. This is further supported by Table 5.2. This table shows the 
actual retrieval accuracy for the image group “yellow flower” from three separate 
test sequences. Of these three, the performance of the semantic structure in the first 
sequence was better than the visual merging scheme. However, it is the reverse in 
the other two test sequences. From this it may be concluded that the performance of 
the two frameworks on “yellow flower” is comparable. 153 
 
Figure 5.5. Retrieval Accuracy for Independent Themes. 
 
Figure 5.6. Retrieval Accuracy for Themes with More Complex Relationships. 154 
  Visual Merging 
(Retrieval Accuracy) 
Semantic Structure 
(Retrieval Accuracy) 
Random Sequence 1  41% 44% 
Random Sequence 2  45% 41% 
Random Sequence 3  44% 41% 
 
Table 5.2. The Actual Retrieval Accuracy of the Image Group “yellow flower” for the Two 
Frameworks. 
Figure 5.6 shows that the retrieval performance of the newly proposed semantic 
framework, using the sample image set with a more complicated relationship, is 
better than the previously defined framework. With the exception of “yellow 
flower”, all the image sets are either directly or indirectly related to each other. From 
the results, it is observed that the retrieval performance of the newly proposed 
framework for these image sets, is superior to the independent cluster framework. 
5.4.4  Tests and Discussion of Performance of Parent-Child Semantic Framework 
Figure 5.7 compares the average retrieval accuracy of the proposed semantic 
structure and parent-child relationship. From this figure, it may be seen that both 
frameworks are almost identical in term of retrieval accuracy. While the parent-child 
structure is marginally more accurate in some image groups, it is inconclusive to 
claim the superiority of one framework over the other. 155 
 
Figure 5.7. Retrieval Accuracy between the Parent-Child Semantic Structure and the Original 
Semantic Structure. 
After further investigation, it is realised that the inter-query learning framework   
proposed in this thesis is based on the KBDA [115] statistical learning approach. 
This technique is used for modelling non-linear related data with a single 
distribution function.  This means that the technique is only effective in modelling 
data that can be described by a single group of features common to the samples. 
From the image retrieval perspective, this suggests that the clustered images are 
grouped by a very specific set of visual features. Thus, an improvement in retrieval 
performance is unlikely to be gained by further refining the relationship within such 
a specific set of samples. It may be common for users to interpret a group of visually 
similar images differently under different contexts. However, it is rare for the exact 
same group of images to be further separated into different smaller subgroups with 
different user interpretations. 156 
The slight variation in the retrieval accuracy is largely due to the differences between 
the two frameworks in the cluster management process. For instance, the two 
proposed frameworks will act differently in a scenario where the number of images 
gathered from the current retrieval session is marginally more than a selected cluster.  
In the semantic framework, the cluster will merge with the additional samples. As 
for the parent-child framework, a new cluster will be created which will act as a 
parent node to the selected cluster. Thus, in the subsequent retrieval sessions, it is 
likely that the child node will be selected before the parent node. Accordingly, the 
different schemes will result in slightly different retrieval accuracy outcomes. 
5.5  Conclusion 
A semantic structure framework for inter-query learning in CBIR system has been 
introduced. The framework is based on the statistical discriminant framework 
introduced in the previous chapter. The proposed framework provides the building 
block for constructing complicated relationships between visual clusters. The 
complex relationships between different image groups are captured by using a 
semantic structure to connect different visual image groups that are semantically 
related. In addition, active learning has also been introduced as the strategy for the 
selection of visual nodes with related semantic content. The test results have 
demonstrated that while the retrieval performance between the two frameworks is 
comparable for simple data sets, the proposed semantic framework is better in 
handling data sets with a more complex relationship.  
The proposed framework can be easily modified and expanded by associating 
keywords with the selected clusters during the image retrieval session. The keyword, 157 
in turn, may also link to a word dictionary database to further improve the flexibility 
of the keywords used in the search session.  
This chapter has also provided a study into the possibility of constructing a parent-
child visual relationship, as an extension to the semantic framework. The test results 
have shown that such a structure does not necessarily improve the retrieval accuracy 
of the system. This is because it is unusual for a visual group to be further separated 
into image groups with different semantic interpretations. 
In this chapter, the semantic relationship between visual nodes is based on a tree 
structure. This is just one approach. It is also possible to view this as a term-
document problem where each visual node becomes a “document” and each query 
becomes a “term” in the analysis model. With this sort of approach, techniques such 
as Latent Semantic Indexing (LSI) and the statistical correlation method can be 
applied to the framework. A study into the merits of different term-document 
approaches and a comparison between these approaches and the proposed tree 
structure could be considered as one of the future directions for a continuation of this 
research study. 158 
CHAPTER 6 
6  CONCLUSIONS 
Content-Based Image Retrieval (CBIR) is a relatively new research field. With the 
exception of a few application oriented systems, the potential impacts of such a 
technology have yet to be realised. Image retrieval has already been incorporated 
into most of the currently popular search engines such as Yahoo!, Google and MSN. 
However, only the traditional text-based information retrieval techniques have been 
applied. The text-based retrieval techniques only allow users to search the images 
with keywords. Search by visual contents are not allowed. Most likely visual content 
retrieval techniques have not been integrated in these systems. This research is a 
highly challenging field with intense research efforts currently being focused on 
several aspects of image retrieval technology. 
From the literature survey described in the earlier part of this thesis, two issues have 
been identified as major obstacles to the development of CBIR technology. Firstly, 
the semantic gap between the extracted low level visual features and users’ 
conceptual interpretation of images remains a challenging problem. The challenge in 
bridging this semantic gap is one of the most actively studied areas in CBIR 
research. Users of CBIR systems are often only interested in specific regions of the 
image. These regions may capture certain semantic attributes such as scenes, objects 
or events in which the users’ have an interest. Unfortunately, these attributes are 
often not well represented using low level visual features. More information is 
usually required to translate low level features to a more abstract representation 
mirroring a user’s perception. This issue is even more prominent in the generic 159 
system where very little prior knowledge or assumptions can be applied to the 
images. The additional information can be gathered through user interaction or other 
external sources such as text-based documents. 
In addition to the semantic gap, scalability has also been long recognised as an issue 
urgently requiring research attention. Currently, most of the research efforts have 
been spent on the development of various indexing structures to improve the 
retrieval speed of different images from the database. Most of this work is proposed 
under the assumption that the image database is relatively static. Very few have 
considered applications to a more dynamic environment such as World-Wide-Web 
(WWW). Unfortunately, most of these indexing structures are not suitable for 
dynamic environments where images are often inserted or removed. At present, the 
common approach for the WWW applications is to process and compare the images 
sequentially. Using this method, the retrieval speed of such an application will be 
dependent on the number of images and the computational cost of the feature 
extraction algorithm. The use of sequential image comparison, along with the visual 
feature extraction algorithms, is a computationally intensive process and it is not 
suitable for online application.  
This thesis has proposed two frameworks for dealing with the two issues discussed 
in the previous paragraphs. Chapter 3 has introduced a relevance feedback technique 
based on intra-query framework, also known as short-term learning, designed to 
improve the retrieval speed and accuracy of CBIR applications in a dynamic 
environment. Chapter 4 focused on the use of inter-query, known as long-term 
learning, to improve the accuracy of the retrieval system. Lastly, Chapter 5 is a 
further extension of the inter-query framework presented in Chapter 4. This 
framework further improved the retrieval accuracy of the system with the 160 
establishment and incorporation of semantic relationships between the image 
clusters. 
6.1  Intra-Query Learning 
This thesis has proposed a visual feature selection framework for improving the 
retrieval speed of CBIR systems in an application environment where images are 
dynamically added or removed. This is done by using image samples collected from 
relevance feedback, to determine the most appropriate visual features, in order to 
assess the similarity of the image sample to the rest of images. The selection of 
visual features is done via the use of statistical discriminant analysis. Only visual 
features which have satisfied the selection criterion are chosen for comparison 
measurement. In doing so, the rest of images will only be processed by the selected 
visual models. As a result, the overall retrieval speed of the system improves.  
The proposed concept has been implemented and experiments have been carried out 
using sets of images from a publicly available image database. The experimental 
results are shown in Chapter 3. In these experiments, the feature selection framework 
was implemented in two separate ways using Kernel Bias Discriminant Analysis 
(KBDA) and Nonparametric Discriminant Analysis (NDA). The results have shown 
that while the feature selection framework has an additional overhead added to the 
existing framework, the additional computational cost is still relatively cheaper than 
the overall cost of a single feature extraction algorithm. 
Retrieval speed and accuracy are the two most important factors in benchmarking 
CBIR systems. Even though the proposed feature selection framework is primarily 
designed to improve the retrieval speed, it is also necessary for the retrieval accuracy 161 
of the framework to be comparable to the original framework. From the 
experiments, it is found that the retrieval accuracy of the proposed framework for the 
small sample image size was actually better than the original framework. Statistical 
discriminant analysis is less effective when the size of the image samples is smaller 
than the size of the feature vector. By reducing the number of feature vectors used in 
the similarity comparison, the system effectively increases the ratio of the size of 
image samples to the size of the feature vector. As a consequence, the effects of the 
important visual feature elements are enhanced, while the effects of the minor 
feature elements are reduced. 
From the experimental results, the proposed feature selection framework is able to 
improve retrieval speed while still maintaining the accuracy of the system. Such 
findings demonstrate the potential for this framework to be used in a dynamic 
environment. The web crawler for the WWW is a typical example of these 
applications.  
6.2  Inter-Query Learning 
From the literature survey, it was found that the term-document approach has been 
the most commonly used approach in inter-query learning. This approach uses the 
retrieval patterns common to both the images and the queries to analyse the 
relationship between the current and the previously stored queries. The information 
stored in such an approach is often contained in a table format with the rows and 
columns usually consisting of the query indexes and image names, respectively. The 
effectiveness of this approach relies heavily on the stability of the images in the 
database. In other words, the approach may not work well in applications where 
images are constantly added or removed from the database. In order to overcome this 162 
limitation and to utilise information from previous retrieval queries, this thesis has 
focused the analysis of inter-query on the visual properties common to the 
previously stored queries. This approach has the advantage of not needing to store 
the names of images in the user log. Instead, the common features of the images are 
maintained. In doing so, the technique is more flexible than the commonly used 
term-document approach. 
In the proposed inter-query framework, common visual properties of queries are 
captured using statistical discriminant analysis. These common visual properties are 
captured by a data cluster consisting of a transformation matrix, boundary radius and 
a centroid point. Given these parameters, each cluster can be reconstructed as a 
query point for image retrieval. Thus, the inter-query analysis can be interpreted as 
how to find the most suitable cluster. In order to search for the most suitable clusters, 
two different sets of search criteria have been studied and implemented. The first set 
of searching criteria is based on static threshold values, but this approach does not 
take into consideration different sample sizes. It is found that different sample sizes 
may affect the setting of the threshold values, and in turn, alter the retrieval result. 
To resolve this issue, the second set of searching criteria is designed in such a way 
that it can be varied according to the collected sample size. Experimental results 
have shown the latter criterion set has a better performance in the retrieval accuracy.  
Support Vector Machine (SVM) has also been considered as a possible candidate for 
the machine learning tool in the proposed inter-query framework. After comparing 
the two methods, it is found that statistical discriminant analysis provides a more 
elegant way of updating the kernel matrix required for the transformation of the 
feature space. Such a property is vital in cluster merging for the creation of a new 
query point. SVM, on the other hand, requires a more complicated and 163 
computationally expensive process for the update of its kernel matrix. This 
expensive process is not feasible for systems such as CBIR which require quick 
response. 
The effectiveness of the proposed merging scheme for the statistical discriminant 
analysis has been verified experimentally. A non-merging framework has been 
implemented for comparison with the proposed merging framework. Results have 
shown that the retrieval accuracy of the two frameworks is comparable. However, 
the size of the user log for the merge framework is significantly smaller than the 
non-merge framework. This implies that fewer clusters have been used in the 
merging framework and fewer clusters, in turn, lead to an improvement in retrieval 
speed. The improvement in the retrieval speed has also been observed in the 
experimental results. 
The proposed semantic structure is an extension of the inter-query framework. The 
semantic structure is introduced to link the semantically related visual clusters 
together. With the incorporation of active learning strategy, such a framework is able 
to fully explore images that are semantically similar and yet visually different. This 
can be seen in the experimental results, where the performance of the retrieval 
accuracy is comparable for image groups which are semantically independent. In 
other words, the retrieval performance based on semantic structure is comparable to 
the original inter-query framework, when semantically similar images are only 
identified by a set of common visual features, and not by any semantic relationship. 
However, retrieval based on the semantic structure of the images performs better 
when the image groups are connected with a semantic relationship. The proposed 
semantic structure outperformed the inter-query framework in every semantic group 
which consisted of several different visual groups. 164 
6.3  Future Extension of This Research Work 
While the research work reported in this Thesis has proposed several frameworks 
having the capability of enhancing content based image retrieval, this work also 
opens the door to many other challenging and interesting areas for future research. 
One area of interest is image retrieval based on regional features. Image retrieval 
based on the regional features has attracted a lot of interest in the last few years. 
Many of the reports in the literature have already incorporated region-based features 
into the intra-query learning framework. However, incorporation into an inter-query 
learning framework has not been common. This is mainly due to the fact that both 
the region-based features and inter-query learning concepts are relatively new ideas 
in CBIR research. It is one of the future goals of this research study to extend the 
proposed inter-query framework by the inclusion of region-based features. 
This thesis has mainly focused on image retrieval using the visual features. The 
semantic framework proposed in Chapter 5 provides a good foundation for the 
incorporation of semantic features such as keywords and phrases into the system. 
With the semantic links, it is possible for the system to automatically assign various 
keywords or phrases to different clusters through the possible use of relevance 
feedback. This is commonly known as annotation propagation in WWW information 
retrieval systems. Further study of this is valuable for application to WWW-CBIR or 
any other systems which require embedding of keywords or descriptions on to 
images. 
The inter-query learning framework proposed in this thesis has focussed on mining 
the profile for a single user. It will also be useful to study the feasibility of such a 
framework for analysis of the common relationships between multiple users. This is 165 
often known as collaborative-based learning. Collaborative learning has been widely 
used in text-based information retrieval for WWW applications [191], but is yet to 
be fully explored in CBIR systems. 
Finally, a very important and yet underdeveloped area of research is the common 
environment setting for CBIR benchmarking. Unlike many related research fields, 
such as data clustering and classification, there are no standard procedures or 
environment settings for CBIR research studies. This makes the comparison between 
different frameworks or techniques biased, and leads to lack of repeatability. A set of 
well defined benchmarks will be useful to objectively identify the merits and 
deficiencies of reported work. In addition, such benchmarks or measurements may 
also provide a foundation to assess further research results.  166 
APPENDIX I: DESIGN OVERVIEW OF THE PROTOTYPE 
SYSTEM 
A1  Overview 
This appendix provides an overview of the prototype system developed for this 
research study. The prototype system is mainly developed in Matlab 6.5.1 and Java 
version 1.4.2. Matlab is chosen for its ability to express matrix algebra operations. 
However, it is found that Matlab is not able to elegantly represent a complex data 
structure. Thus, complex data structures such as inter-query clusters are captured 
using Extensible Markup Language (XML) and Java is selected as a parser for 
XML. The following sections provide the details of the prototype system 
documented in Unified Modelling Language (UML). 
A2  Use Case View 
Retrieve Images
Save User Profile
User
 
Figure I. Use case diagram of the prototype system. 
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A2.1  Retrieve Images 
A2.1.1  Primary Flow 
Step 1. The use case begins when a user inserts an image into the system. 
Step 2. The system activates the “Search” button. 
Step 3. The user clicks on the “Search” button. 
Step 4. The system searches the database. 
Step 5. The system displays the result to the user. 
Step 6. If the user labels displayed images, Alternate A1 is performed. 
Step 7. The user clicks on the “Exit” button to exit the system. 
A2.1.2  Alternative A1: Subsequence Search Cycle 
Step 1. Users click on the “Search” button. 
Step 2. The system displays the result to the user. 
A2.2  Save User Profile 
A2.2.1  Pre-conditions 
This use case can only be started after use case “Retrieve Images” is performed. 168 
A2.2.2  Primary Flow 
Step 1. The use case begins when a user clicks on the “Save” button. 
Step 2. The system saves the user profile into user’s directory with the filename 
“UserProfile.xml”. 
A3 Logical View 
Java Matlab XML
 
Figure II. Component diagram of the prototype system. 
Figure II depicts the component diagram for the prototype systems. Graphical User 
Interface (GUI), visual feature extraction algorithm and machine learning algorithms 
are all implemented in Matlab. XML is used for representing the inter-query cluster. 
Finally, Java acts as the interface between Matlab and the data structure. In doing so, 
the Matlab component is decoupled from the actual implementation of the data 
structure. This design provides the flexibility of easily changing XML to other 
physical data formats such as rational database or text file. A sequence diagram 
illustrating the activity flow of saving data is shown in Figure III. It can be seen from 
the figure that the physical data format of the user profile is hidden away from the 
Matlab component. The DataManager is only responsible for creating the logical 
structure of data clusters. The Java component is responsible for converting the 
logical data structure into the XML data structure before the external XML parser 
library is called to physically write to a file. 169 
 
Figure III. Sequence Diagram of Saving Data Cluster. 170 
 
A4 Data Representation 
<!ELEMENT Database (Tree+)> 
<!ELEMENT Tree (Node)> 
<!ELEMENT Node    (FeatureList?, PositiveSum*, NPositive?, PositiveCPoint*,  
NegativeSum*, NNegative?, NegativeCPoint*, ReferenceDistance?, SpreadFactor?, Node*)> 
<!ELEMENT FeatureList (Feature*)> 
<!ELEMENT PositiveSum   (Point*)> 
<!ELEMENT NegativeSum   (Point*)> 
<!ELEMENT PositiveCPoint   (Point*)> 
<!ELEMENT NegativeCPoint   (Point*)> 
<!ELEMENT TransformationMatrix (Matrix*)> 
<!ELEMENT ImageIndexes  (#PCDATA)> 
<!ELEMENT Matrix (#PCDATA)> 
<!ELEMENT Point (#PCDATA)> 
<!ELEMENT NNegative (#PCDATA)> 
<!ELEMENT NPositive (#PCDATA)> 
<!ELEMENT SpreadFactor (#PCDATA)> 
<!ELEMENT ReferenceDistance (#PCDATA)> 
<!ELEMENT Feature (#PCDATA)> 
<!ATTLIST FeatureList Length CDATA #REQUIRED> 
<!ATTLIST Feature Index CDATA #REQUIRED> 
<!ATTLIST Tree Name CDATA #REQUIRED> 
<!ATTLIST Node Type (Semantic | Visual | Both) "Semantic"> 
<!ATTLIST Node Name CDATA #REQUIRED> 
<!ATTLIST PositiveSum Cols  CDATA #REQUIRED> 
<!ATTLIST PositiveSum Rows  CDATA #REQUIRED> 
<!ATTLIST NegativeSum Cols CDATA #REQUIRED> 
<!ATTLIST PositiveCPoint Rows CDATA #REQUIRED> 
<!ATTLIST PositiveCPoint Cols CDATA #REQUIRED> 
<!ATTLIST NegativeCPoint Rows CDATA #REQUIRED> 
<!ATTLIST NegativeCPoint Cols CDATA #REQUIRED> 
<!ATTLIST NegativeSum Rows CDATA #REQUIRED> 
<!ATTLIST Matrix Col CDATA #REQUIRED> 
<!ATTLIST Matrix Row CDATA #REQUIRED> 
<!ATTLIST Point Col CDATA #REQUIRED> 
<!ATTLIST Point Row CDATA #REQUIRED> 
 
Figure IV. The Actual Data Structure of the Inter-Query Cluster as Represented in DTD. 
Figure IV is the actual data structure of the inter-query cluster. It is captured in DTD 
format which is commonly used for XML for defining the layout of the data. 171 
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