Abstract. In this work, a Recursive
I. Introduction
The development of adaptive control schemes using Artificial Neural Networks (ANN) has become more popular in intelligent control and artificial intelligence applications. That is why there is a growing necessity for training algorithms that have good performance and reliability, with a trade-off of computational cost and complexity. The second order minimization algorithm of Levenberg-Marquardt (LM) is well compared against the first order gradient descent methods, and the second order Gauss-Newton methods. The LM algorithm has a better convergence time and performance than the Back-propagation (BP), and lower computational cost and more robustness than the traditional Gauss-Newton learning [1] .The use of Complex-Valued Neural Networks (CVNN) has an advantage over their counterparts in the real domain, given that certain natural phenomena are better described using complex numbers. Examples of these phenomena include electromagnetism, optics, mechanics and other physical systems with oscillatory behavior (see [2] , [3] , [4] ). In this article we develop a Complex-Valued Levenberg-Marquardt (CVLM) learning algorithm using a diagrammatic approach, and then we apply this algorithm on an adaptive control scheme built by Complex-Valued Recurrent Neural Networks (CVRNN). Furthermore, we test the performance of said adaptive neural controller applied to a nonlinear, oscillatory mechanical plant with a series of simulations. This follows the work in previous articles where we used first order gradient descent optimization methods and the Complex-Valued Back-propagation (CVBP) learning algorithm (see [5] and [6] ). The proposed paper is an extension of the paper [7] , presented at the SAI conference.
II. Topology and LevenbergMarquardt Learning Algorithm of Complex-Valued Recurrent Neural Networks
CVRNN topology. Let us consider a CVRNN, [7] , with a structure described by the following equations:
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This is an extension of the Real-Valued Recurrent Neural Network topology given in [1] . Its graphic representation is given by the block-diagram shown on figure 1. The matrices B ∈ C n×m and C ∈ C L×n , which are the input and output weight matrices respectively; its elements also come in pairs of complex conjugate numbers or single real numbers, and its positions are related to the positions of the elements of J. The diagonal elements of the matrix must meet the local stability condition:
The activation function Γ ∈ C n×n , used in (2), is constructed by the map ( ) ( )
⋅ , which is a complex-valued constructed vector function. This activation function is described by the following equation:
We choose to use this constructed activation function over a natural one because it has no singular points in its domain and is similar to the one proposed in [5] and [6] .The activation function Φ ∈ R L×L , Φ(⋅) = tanh(⋅), [5, 6] , is a real-valued vector function, so the product CZ(k) is a real-valued vector. Thus the Jordan canonical topology CVRNN represents one input layer, one output layer, one hidden layer with a recurrence, which means that it has minimum number of weight parameters subject to training as well as completely parallel integration. It also presents controllability and observability properties of dynamical systems, as well as stability conditions [1] . CVBP learning algorithm. We define the CVRNN described by equation:
The complex-conjugate pairs presented in the weight matrices produce a real-valued output signal of the neural network, so the error signal given in (7) is also real-valued. Let us now to define the performance index to be minimized by the learning algorithm as a Mean Squared Error (MSE), which is described by the following equation:
Where: N e is the number of time steps in one training epoch. The instantaneous MSE ζ(k) is used in on-line applications, while the total MSE ζ is used in off-line applications. The CVBP learning algorithm (see [5] , [6] ) that minimizes (8) is given by the following weight update equation with momentum term:
It is applied for any weight matrix W (such as J, B, C), where: DY[W] is the local gradient component of the output of the network Y with respect to W, η > 0 , is a diagonal constant learning rate matrix, α > 0 is a diagonal constant momentum term matrix and W 0 is a restricted region for the j-th weight of the given weight vector under training.
The gradient terms can be easily derived using the diagrammatic method proposed in [8] , which consists in reversing the signal flow of every branch of the blockdiagram topology, interchanging input nodes with output nodes, delay operators with forward operators, sum points with junctions, vectors or matrices with their complex-conjugated transpose, and activation functions with their derivatives. By applying this method to the diagram in figure 1 , we obtain the adjoint CVRNN topology, shown in figure 2 . Then the local gradient components used in the learning algorithm are described by the equations: information technologies and control
where D is the input of the adjoint network and the (*) superscript is the complex-conjugated transpose operator of a vector or matrix. For the CVBP learning algorithm we used
CVLM learning algorithm. The CVLM learning algorithm (see [1] ) that minimizes (8) is given by the following weight update equation:
It is applied for any weight matrix W, where: DY [W] is the local gradient component of the output of the network with respect to W, and W 0 is a restricted region for the j-th weight of the given weight matrix. To derive the gradient terms used in this algorithm, we use the same equations used for the CVBP algorithm, (10)- (14), with D = I, where I is a real-valued identity matrix of appropriate dimension.
The matrix P is an approximation to the inverse Hessian matrix used in the second order Newton optimization algorithm, and it is computed recursively using the following Riccati difference equation:
Where the matrices Ω W and S W are given by where ρ is an adequately small parameter that guarantees the non-singularity of the matrix P; α is a forgetting factor and P(0) is the initial condition for the Riccati equation (16). The first detail one can note is that the CVLM algorithm presented here only needs to invert the S W (2 × 2) non-singular matrix, given that the Λ matrix prevents it to be singular. This is a great improvement in comparison to other second order methods, where the inversion of the Hessian matrix is not guaranteed, or it has higher computational cost [1] .
We use the CVRNN topology represented by (1)-(4) with a constructed activation function (6), the CVBP learning algorithm described by (9) , the CVLM learning algorithm described by (15)-(21) and the gradient terms derived with the diagrammatic method, described by (10)- (14), to solve identification and control problems applied to a nonlinear, oscillatory mechanical system.
Identification and Control of Dynamical Systems Using CVRNN
Plant identification. The plant identification problem consists of the approximation of the output response of an unknown plant with the output of an identification RNN model by means of identification error minimization, using the BP or LM learning algorithm. The identification error Ei is defined by the difference between the outputs of the real plant Y P and the approximated plant Y N , and it goes to zero during the learning.
As identification model, we use a CVRNN connected in parallel to the unknown plant. The identification is made in two steps: a training step and a generalization step.
In the training step, a known input signal U is fed to the plant and the neural network simultaneously, producing the plant output and neural network output respectively, with which the identification error is computed, and it is used to adjust the weight parameters of the CVRNN until the identification error reaches zero.
The generalization step consists in fixing the weight parameters of the CVRNN obtained, and applying a different input signal U, to validate the training of the neural network. The identification scheme used is shown in figure 3 . Adaptive neural control with state feedback and feedforward term. A direct adaptive neural control using three CVRNN trained with the CVLM learning algorithm is applied to a nonlinear, oscillatory mechanical plant. This control scheme is given by the block-diagram of figure 4.
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It consists of three neural networks, each with a specific function:
CVRNN-1. Is used as a plant model neural identifier, as described in the previous section.
CVRNN-2. Is used as a state feedback controller. This CVRNN is fed with the internal states X i of the model identifier to produce a state feedback control signal U fb . This neural network is trained with the control error signal E C , which is the difference between the reference signal R and the output signal of the plant Y P , defined as
Is used as a feedforward controller. This CVRNN is fed with the reference signal R to produce a feedforward control signal U ff . This neural network is trained with the control error (23) and converges to the inverse model of the closed loop plant [1] .
The three CVRNN used have the same topology and are trained with the same learning algorithm, whether it be the CVBP or CVLM. The control signal for this scheme is the sum of the feedforward and feedback control signals, as (24)
Linearizing the non-linear plant model, and the activation functions near the origin of each one of the CVRNN, we obtain the global system response, given by the following equation: In this case, the three CVRNN from the previous control scheme are used in the same way: as system model identification, state feedback controller and feedforward controller.
An integral term V of the error is added, which eliminates the steady state error that can be present in the plant output signal. This integral term is described by the following equation:
where K i is the integral-action gain and τ is the sampling time. Then, the total control signal U is the sum of the three control signals produced by the two CVRNNs and the integral term, described by the following equation:
This control scheme forces the plant to follow the reference with zero steady-state error.
Given that the introduction of the integral term adds a zero at the origin for the linearized closed loop system, we assume that the linearized model of the plant to be controlled has no other zero at the origin, as a necessary condition for global stability.
In general, the whole system stability is assured by the stability condition of the individual CVRNN given in equation (5), and the boundedness of its activation functions.
III. Simulations and Results
Nonlinear plant model description. The nonlinear, oscillatory mechanical plant model used as an example in this work is a flexible-joint robotic arm with two degree of freedom (DOF) like the one shown in figure 6 .
Each joint consists of an actuator connected to a load through a torsional spring representing its flexibility. The flexibility at the joint is caused by a harmonic drive, which is a type of gear mechanism with high torque transmission, low backlash and compact size.
To get a simplified mathematical model of the plant, we assume that the rotor inertia of each joint is symmetric about its rotation axis so that the gravitational terms of the model, the rotor velocity, and the center of mass of each link are independent of the rotor position. We also assume that the kinetic energy acting on the rotor is due to its own rotation, and the motion of the rotor is a pure rotation with respect to the inertial frame.
Under these assumptions, we obtain the equations of motion of our plant, given by the following equations: Defining an extended vector , we can rewrite equations (28) and (29) in the following matrix form: This plant presented is a sub-actuated, nonlinear system with an oscillatory behavior, described by four second order differential equations [9] , [10] .
Control scheme simulation and results. We tested the CVBP and CVLM learning algorithms applied to both neural adaptive control schemes proposed in this work using MATLAB. The reference signal used for both control schemes is given by the following vector function: 0.5sin 0.3sin 0.2 sin 0.6sin
For both simulations, a run time of T = 400 s , sampling time of τ = 0.01 and activation functions Γ (⋅) = Φ (⋅) = tanh (⋅) were used. For the control scheme with integral term of the error, an integral gain of K i = 0.005 is used. The parameters of the CVBP learning algorithm Figure 6 . Two DOF robotic arm , and P J (0) = P B (0) = P C (0) = 1 × 10
5
. The parameters used for the mechanical plant are:
81. For the CVRNN-1,3 the topology dimensions used are n 1,3 = 3, m 1,3 = 2, L 1,3 = 2; for the CVRNN-2 the topology dimensions used are n 2 = 3, m 2 = 3, L 2 = 3. Figure 7 gives the graphical identification results of application of the CVBP learning of CVRNN-1 inside the first control scheme. figure 8 showed the same variables as figure 7 for the identification phase of the second control scheme. The graphical identification results of figure 9 and figure 10 showed the same information as figure 7 and Table 1 shows the final plant identification MSE for each of the performed simulations.
These results showed that the identification process made by the CVRNN-1 has a good performance, validating the use of its internal slates which are used for the feedback control signal. The simulations includs also experiments of generalization with good results, which are skipped here.
For the control task using the CVBP learning algorithm, figure 11 shows, a) and b) , the output signal of the plant Y P for both degrees of freedom, compared to the reference signal R and c) shows the MSE of control schemes learning. For the second control scheme, with integral term, figure 12 shows the same information as figure 11 when the first control scheme without I-term is applied. information technologies and control Figure 13 and figure 14 showed the same information as figure 11 and figure 12 , respectively, but when the CVLM learning algorithm is applied for both control schemes of learning. Table 2 shows the final control MSE for each of the simulations and each control scheme.
The control experiments includes also good results of generalization which are skipped here.
From these graphs we observe that, in general, both control schemes have a good performance in driving the mechanical plant to the reference signal. The control scheme with integral term showed a better performance than the scheme with no integral term, showing that it eliminates the tracking error presented in the plant response. Furthermore, we observe that the plant response shows a better performance when the CVLM learning algorithm is applied for the neural networks learning, for both control schemes.
IV. Conclusions
In this work we used an array of Complex-Valued Recurrent Neural Networks to construct an identification and control scheme applied to a nonlinear, oscillatory mechanical plant. These neural networks were trained using a complex-valued version of the Back-propagation learning algorithm, and the Recursive Levenberg-Marquardt learning algorithm, where the local gradient terms were easily obtained from an adjoint topology constructed with diagrammatic rules, instead of using an algebraic approach.
Both adaptive neural control schemes presented yielded good results, while the second control scheme, which adds an integral term of the error, gave a better performance given that it eliminated the steady-state error present in the plant response.
We used the Means Squared Error as a performance index for both control schemes, when using both Backpropagation and Recursive Levenberg-Marquardt learning algorithms, giving better results when using the later, given that it is an approximation of second order optimization algorithms and gives a faster convergence for the weight parameters of the recurrent neural networks used.
The graphs and numerical results showing the final MSE for each one of the simulations give us validation of the use of the Recurrent Neural Networks with both learning algorithms. It is good to point out that, although the CVLM outperforms the CVBP learning algorithm when applied both for identification and control, the former algorithm is much more computationally expensive than the latter, in terms of CPU time, which has to be taken into account when integrating this kind of solution using microcontrollers for a real plant. Yet the CVLM learning algorithm has lower computational cost in comparison to other second order optimization algorithms like the Newton method, and has the advantage that the computation of the weight matrix is assured to yield a non-singular matrix.
The generalization step has also produced good results for the identification and control.
The applications of this kind of adaptive neural control schemes can be extended to any other kind of systems, whether be mechanical, electrical or of any other nature; and provides an available solution for the control problem involving nonlinear systems that may present oscillatory behaviour.
