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ABSTRACT We introduce dual-color time-integrated ﬂuorescence cumulant analysis (TIFCA) to analyze ﬂuorescence
ﬂuctuation spectroscopy data. Dual-color TIFCA utilizes the bivariate cumulants of the integrated ﬂuorescent intensity from two
detection channels to extract the brightness in each channel, the occupation number, and the diffusion time of ﬂuorophores
simultaneously. Detecting the ﬂuorescence in two detector channels introduces the possibility of differentiating ﬂuorophores
based on their ﬂuorescence spectrum. We derive an analytical expression for the bivariate factorial cumulants of photon counts
for arbitrary sampling times. The statistical accuracy of each cumulant is described by its variance, which we calculate by the
moments-of-moments technique. A method that takes nonideal detector effects such as dead-time and afterpulsing into account
is developed and experimentally veriﬁed. We perform dual-color TIFCA analysis on simple dye solutions and a mixture of dyes
to characterize the performance and accuracy of our theory. We demonstrate the robustness of dual-color TIFCA by measuring
ﬂuorescent proteins over a wide concentration range inside cells. Finally we demonstrate the sensitivity of dual-color TIFCA by
resolving EGFP/EYFP binary mixtures in living cells with a single measurement.
INTRODUCTION
Fluorescence ﬂuctuation spectroscopy (FFS) examines the
ﬂuctuating ﬂuorescence signal from a small illumination
volume ,1 ﬂ created by modern two-photon or confocal
microscopy (1,2) to characterize the behavior of ﬂuorophores.
Statistical analysis tools such as ﬂuorescence correlation
spectroscopy (3) and photon-counting histogram (PCH) or
ﬂuorescence intensity distribution analysis (4,5) are required
to extract static and dynamic information from the stochastic
ﬂuorescence signal. Fluorescence correlation spectroscopy
uses the correlation function to capture the temporal in-
formation of the physical process, while PCH uses the
amplitude distribution of the ﬂuctuations to characterize the
concentration and brightness of each ﬂuorescent species.
Fluorescence intensity multiple distribution analysis (6) and
photon arrival-time interval distribution (7) have been de-
veloped to take both temporal and amplitude information
into account. A PCH theory that incorporates diffusion has
also recently been described (8).
Moment analysis is an alternative technique for studying a
ﬂuctuating ﬂuorescence signal and was originally developed
in the late 80s and early 90s (9–12). Fluorescent cumulant anal-
ysis (FCA) (13) and time-integrated ﬂuorescence cumulant
analysis (TIFCA) (14) represent a further development of
moment analysis. Cumulants are a special representation of
moments that possess mathematical properties particularly
suited for statistical analysis. For example, cumulants of
independent random variables are additive. We previously
discussed the advantages of using cumulants in analyzing
ﬂuorescence ﬂuctuation data (13,14). FCA uses simple
analytical expressions that relate the factorial cumulants of
the photon counts to the molecular brightness and occupa-
tion number in the observation volume. TIFCA generalizes
the cumulant analysis to arbitrary sampling times, which
makes it able to determine the dynamics as well as the con-
centration of ﬂuorescent species. The exact theoretical treat-
ment of TIFCA also allows the optimization of signal
statistics in the analysis of FFS experiments.
In conventional FFS, all light is collected by a single
detector. In most two-channel FFS experiments, the ﬂuores-
cent signal is split by a dichroic mirror into two different
detectors based on the color of the ﬂuorophore. Two-channel
FFS offers the possibility to resolve ﬂuorophores according
to their emission spectra, thus offering a method for detecting
the association and dissociation between different species of
biomolecules (15–17). The sensitivity of two-channel FFS in
resolving species is dramatically improved over conven-
tional single-channel FFS. In this article, we extend the
theory of TIFCA to two-channel FFS experiments. A simple
expression for the bivariate factorial cumulant of photon
counts is derived for arbitrary binning times. Theoretical
models are used to ﬁt the experimental cumulants of the
photon counts as a function of sampling time, which simul-
taneously determines the molecular brightness in each
channel, the occupation number, and the diffusion time of
each species from a single measurement. The statistical error of
factorial cumulants is also derived and experimentally veriﬁed.
The relative error of cumulants measures its statistical
signiﬁcance and provides weighting factors for data ﬁtting.
Nonideal detector effects cause artifacts in the analysis of
FFS data (18,19). These effects, if not accounted for, may
lead to erroneous interpretation of the experimental data and
therefore severely limit the practical use of the analysis
technique. We develop in this article a theoretical model of
nonideal detector effects on the factorial cumulants of photon
counts and verify it experimentally.
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The new technique is then applied to study EGFP and
EYFP in living cells. We ﬁrst measure EGFP and EYFP
alone to demonstrate the validity of the theory in this
challenging environment. The EGFP/EYFP pair exhibits
strong spectral overlap, which poses a serious challenge for
resolving species by FFS (17). Based on the parameters
determined from the single-species measurements of EGFP
and EYFP, we investigate the resolvability of the two
proteins theoretically. Our results show a dramatic improve-
ment of resolvability compared to conventional PCH
analysis. Finally, we apply dual-color TIFCA to resolve for
the ﬁrst time binary mixtures of EGFP and EYFP over a wide
concentration range from single measurements in living
cells.
THEORY
Cumulants for arbitrary binning times
The derivation of dual-color cumulant analysis closely follows that of
regular TIFCA (14). Since regular TIFCA theory only considers a single
detection channel, we also refer to it as single-color or single-channel
TIFCA. In the dual-color case, the ﬂuorescence light is split into two
different detectors with a dichroic mirror. A theory that describes the
bivariate factorial cumulants of photon counts detected in two channels is
needed. Here, we use the labels A and B to distinguish the two detection
channels and the subscript Q refers to any one of the two channels. As a
convention in this article, channel A always refers to the red channel and
channel B to the blue channel. The probability distribution function
P(kA,kB;T) of detecting kA photons in channel A and kB photons in channel B
is related to the probability distribution function P(WA,WB) of the integrated
light intensity WA and WB, according to Mandel’s formula (20),
PðkA; kB;TÞ ¼
Z N
0
Z N
0
PoiðkA;hAWAÞPoiðkB;hBWBÞ
3PðWA;WBÞdWAdWB; (1)
where hA and hB are the detection efﬁciencies of the photon detectors and
T is the sampling time. For convenience, we set hA ¼ hB ¼ 1, which is
equivalent to measuring the intensity in counts per second (cps). As a
convention, we use km,n as a symbol for the (m,n)
th cumulant and k[m,n] for
the (m,n)th factorial cumulant. An up-carat (^) over a symbol indicates that it
represents an experimentally measured physical quantity. Mandel’s formula
implies that the bivariate cumulant generating function of (WA,WB) equals
the bivariate factorial cumulant generating function of (kA, kB). In other
words, the cumulant km,n(WA,WB) of the integrated intensity (WA, WB) is
determined experimentally by measuring the corresponding factorial
cumulant k[m,n](kA, kB) of the photon counts (kA,kB),
km;nðWA;WBÞ ¼ k½m;nðkA; kBÞ: (2)
Next, we calculate the theoretical expression of km,n(WA,WB) for arbitrary
sampling times T. Assume that a single molecule is diffusing in a large, but
closed volume V illuminated by focused laser light with a normalized point
spread function (PSF) given by PSFðr~Þ. The experimental PSF is
approximated by a model function. Usually a three-dimensional Gaussian
is used in the literature to describe the PSF of ﬂuorescence ﬂuctuation
spectroscopy,
PSF3DG ¼ exp 2sðx
21 y2Þ
w2
 2sz
2
w2z
 
; (3)
where s refers to an s-photon (s ¼ 1,2. . .) excitation experiment. The same
PSF can be used for both detection channels since the ﬂuorophores are
coexcited by the same laser. When the molecule is located at position r~ at
time t, the ﬂuorescence intensity IQ in channel Q (Q ¼ A, B) is given by
IQðtÞ ¼ lQPSFðr~ðtÞÞ; (4)
where lQ (measured in counts per second per molecule, i.e., cpsm) is the
brightness of ﬂuorophores in channel Q. The integrated intensity WQ within
the sampling time T is
WQðTÞ ¼
Z T=2
T=2
IQðtÞdt: (5)
With the above deﬁnition, the (m,n)th bivariate raw moment of (WA,WB) is
easily calculated as
ÆWmAW
n
Bæ ¼ lmAlnB
Z T=2
T=2
  
Z T=2
T=2
ÆPSFðr~1; t1Þ   
PSFðr~m1n; tm1nÞædt1    dtm1n: (6)
The above integration has been solved and is expressed in terms of binning
functions Bm1n(T;td) in Wu and Mu¨ller (14),
ÆWmAW
n
Bæ ¼ gm1nlmAlnB
VPSF
V
Bm1nðT; tdÞ; (7)
where VPSF is the reference volume conventionally used in ﬂuorescent
ﬂuctuation experiments,
VPSF ¼
Z
V
PSFðr~Þdr~: (8)
and the coefﬁcient gs is called the s
th g-factor and deﬁned as
gs ¼
R
V
ðPSFðr~ÞÞsdr~
VPSF
: (9)
According to Wu and Mu¨ller (14), the binning function only depends on the
diffusion time td ¼ w2/4sD for a molecule with diffusion constant D in a
focused laser beam with beam waist w. The binning function depends on the
choice of PSF and has been previously determined for a three-dimensional
Gaussian PSF (14). Because the excitation proﬁle of both detection channels
overlaps, only a single PSF is needed.
The (m,n)th bivariate cumulant k
ð1Þ
m;nðWA;WBÞ of (WA,WB) can be
expressed as a series of terms of raw moments up to (m,n)th order, where
k
ð1Þ
m;nðWA;WBÞ denotes the (m,n)th cumulant for a single molecule. In the
thermodynamic limit V / N, all terms except the (m,n)th raw moment
vanish (13),
k
ð1Þ
m;nðWA;WBÞ ¼ ÆWmAWnBæ: (10)
Now suppose there are Ntotal noninteracting, diffusing molecules in the
volume V, such that in the thermodynamic limit V/N, the concentration
c ¼ Ntotal/V is kept constant. We deﬁne the average occupation number N in
the observation volume VPSF,
N ¼ cVPSF: (11)
Since the ﬂuorescence emitted by different noninteracting molecules is
statistically independent from each other, the cumulant of the total integrated
ﬂuorescence intensities in the two channels is given by summing up the
corresponding cumulant of all individual molecules,
km;nðWA;WBÞ ¼ Ntotalkð1Þm;n ¼ Ngm1nlmAlnBBm1nðT; tdÞ: (12)
In the short sampling time limit T  td, the binning function Bm1n(T;td) is
approximated by Tm1n (14). In this limit the bivariate cumulant simpliﬁes to
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km;nðWA;WBÞ ¼ Ngm1nðlATÞmðlBTÞn: (13)
The cumulants of a mixture of noninteracting ﬂuorescent species are given
by the sum of the cumulants of each individual species according to the
additive property of cumulants for independent random variables,
km;n ¼ gm1n+
i
Nil
m
Ail
n
BiBm1nðT; tdiÞ: (14)
Experimentally, photon counts are observed instead of integrated intensities.
Equation 2 allows us to measure the cumulants of the integrated intensities
km,n(WA,WB) by calculating the experimental estimates kˆ½m;nðkA; kBÞ of the
factorial cumulant of the photon counts k[m,n] (kA, kB).
Variance of the bivariate factorial cumulants
The variance of an experimental quantity is an important measure of its
statistical accuracy. In ﬂuorescence cumulant analysis, the variance of the
factorial cumulant is used as the weight in the nonlinear least-squares ﬁt to
the theoretical model. The variance is also a good indicator of how many
statistically signiﬁcant cumulants are present in the data. It is difﬁcult to
exactly calculate the variance of multivariate factorial cumulants of
experimental photon counts with a ﬁnite number of correlated data points.
We use a technique called moments-of-moments, which ignores the
correlation in the data, to calculate the variance of the factorial cumulant.
A detailed discussion of the limitations of this technique has been presented
for the univariate case, where we also introduced correction terms that
account for correlations (14). This approach is directly applicable to
cumulants like k[m,0] and k[0,n], which are essentially univariate in nature.
Thus we concentrate on cross-bivariate factorial cumulants. Since all cross
cumulants are of order equal to or larger than two, the effect of correlations is
negligible. The formulation we propose here also works for the univariate
case, which constitutes a good validation of the method.
Because there is very little literature on the variance of multivariate
factorial cumulants, we have to derive the formulas directly. We illustrate the
process by deriving the variance of the ﬁrst nontrivial cross-factorial
cumulant k[2,1]. First we express the factorial cumulant of photon counts in
terms of cumulants of photon counts using the software MathStatica
(MathStatica, Sydney, Australia). Generally, k[m,n] is a linear combination of
ki,j with i # m, j # n. For example, the cross-factorial cumulant k[2,1] is
given by
k½2;1 ¼ k2;1  k1;1: (15)
Next, each cumulant ki,j is replaced by its unbiased estimator k-statistic
ki,j (21) to construct the unbiased estimator of the factorial cumulant. In the
case of k[2,1], we get kˆ½2;1 ¼ k2;1  k1;1, where kˆ½2;1 represents the unbiased
estimator of k[2,1]. The next task is to calculate the variance and covariance
of ki,j. We apply the tensor representation technique of Kaplan (22). The
algorithm in Kaplan’s article is implemented in Mathematica (Wolfram
Research, Champaign, IL). For example, the variance and covariance of k2,1
and k1,1 are
Var½k1;1 ¼ 1
n
ðk21;11 k0;2k2;01 k2;2Þ;
Var½k2;1 ¼ 1
n
4k
2
1;1k2;01 2k0;2k
2
2;01 5k
2
2;11 4k2;0k2;21
4k1;2k3;01 4k1;1k3;11 k0;2k4;01 k4;2
 !
;
Cov½k2;1; k1;1 ¼ 1
n
ð2k1;2k2;01 3k1;1k2;11 k0;2k3;01 k3;2Þ;
(16)
where n is the total number of data points. To obtain this result, we take the
large sample limit where n/N. The variance and covariance of ki,j is now
plugged into the variance of kˆ½m;n and results in the expression
Var½kˆ½2;1 ¼ Var½k2;11Var½k1;11 2Cov½k2;1; k1;1: (17)
Finally, the cumulants are transformed back to factorial cumulants by
MathStatica,
Other variances of factorial cumulants are calculated in the same manner.
We realize from this example that the resulting formulas are very long and
cumbersome. However, all expressions are just simple polynomial and very
easy to implement on computer. Here, for reference, we also list the variance
of kˆ½1;1. The factorial cumulant k[1,1] and cumulant k1,1 are equal by deﬁ-
nition. The unbiased estimator for kˆ½1;1 is thus given by the corresponding
k-statistics k1,1. The variance Var[k1,1] is given by the ﬁrst line in Eq. 16.
Again the cumulants k1,1, k0,2, k2,0, and k2,2 are transformed back into
factorial cumulants. Evaluating the expression results in
Var½kˆ½1;1 ¼ 1
n
ðk½1;11 k2½1;11 k½1;21 ðk½0;11 k½0;2Þ
3ðk½1;01 k½2;0Þ1 k½2;11 k½2;2Þ: (19)
Nonideal detector effect
Up to this point, the theory of factorial cumulants of the photon counts
(Eq. 14) assumes that the photodetectors are ideal. Real detectors are never
ideal and this needs to be taken into account in the theoretical description
of photon count statistics. Particularly, dead-time and afterpulsing cause
signiﬁcant changes in the photon count statistics of PCH (18,19). An
afterpulse is a fake pulse after the detection of a real photon count. Dead-
time describes a period of time after the registration of a photon in which the
detector is unable to generate photon signals. The dead-time of non-
paralyzable detectors, such as an actively quenched avalanche photodiode
(APD), is unaffected by photons reaching the detector during the dead-time.
A detailed description of these nonideal effects on ﬂuorescent ﬂuctuation
experiments, especially PCH analysis, can be found elsewhere (18,19). Here
we discuss the effect of nonideal detectors on the factorial cumulants of the
photon counts. In the following, primed quantities are used to represent
physical quantities measured with a nonideal detector.
Var½kˆ½2;1 ¼ 1
n
4k½1;0k½1;11 4k
2
½1;11 4k½1;0k
2
½1;11 4k½1;0k½1;21 12k½1;1k½2;01 4k
2
½1;1k½2;01
12k½1;2k½2;01 2k½2;11 4k½1;0k½2;11 16k½1;1k½2;11 4k½2;0k½2;11 5k
2
½2;11
2k½2;21 4k½1;0k½2;21 4k½2;0k½2;21 4k½1;1k½3;01 4k½1;2k½3;01 4k½3;11
4k½1;1k½3;11 4k½3;21 k½0;1ð2k2½1;01 2k½2;01 4k½1;0k½2;01 2k2½2;01 4k½3;01
k½4;0Þ1 k½0;2ð2k2½1;01 2k½2;01 4k½1;0k½2;01 2k2½2;01 4k½3;01 k½4;0Þ1 k½4;11 k½4;2
0
BBBBBBB@
1
CCCCCCCA
: (18)
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The factorial-moment-generating function FkA ;kB ðu; vÞ (23) is an impor-
tant theoretical tool for treating nonideal photodetector effects of factorial
cumulant. It is based on the probability-generating function (23), which for a
bivariate distribution P(kA,kB) is deﬁned as
GkA ;kBðu; vÞ ¼ +
N
kA ;kB¼0
PðkA; kBÞukAvkB : (20)
The factorial-moment-generating function is given by
FkA ;kBðu; vÞ ¼ GkA ;kBð11 u; 11 vÞ: (21)
When FkA ;kB ðu; vÞ is expanded in a Taylor series, the coefﬁcient of the
umvn/m!n! term describes the factorial moment m[m,n] (23).
Now let us ﬁrst treat the effect of afterpulses, which has an analytical
solution. Assume that after detecting a real count, there is a probability of
PQ, (Q ¼ A, B), to observe a fake count. In addition, we postulate that
different afterpulses are statistically independent from each other. Now
suppose there are kQ real counts detected in channelQ. The output counts k9Q
of the detector include afterpulses. We deﬁne a set of binary random
variables XiQ (i ¼ 1, . . ., kQ) with a probability distribution
PrðXiQÞ ¼
PQ; X
i
Q ¼ 1
1 PQ; XiQ ¼ 0
:
(
(22)
The deﬁnition of an afterpulse event leads to the following relation between
kQ and k9Q,
k9Q ¼ kQ1 +
kQ
i¼1
X
i
Q: (23)
The probability-generating function of (k9A,k9B) is given by
G9k9A ;k9Bðu; vÞ ¼ +
N
k9A ;k9B¼0
P9ðk9A; k9BÞuk9Avk9B ; (24)
where P9 (k9A,k9B) is the probability distribution of afterpulse-inﬂuenced
photon counts. With the help of a conditional probability distribution, we
can relate P9 (k9A,k9B) to the distribution of real photon counts P (kA,kB),
P9ðk9A; k9BÞ ¼ +
kA ;kB
Pðk9A; k9BjkA; kBÞPðkA; kBÞ: (25)
The conditional distribution can be written as the product of afterpulse
probabilities
Pðk9A; k9BjkA; kBÞ ¼
akA
i¼1
akB
j¼1
PrðXiAÞPrðXjBÞ; (26)
since different afterpulses are statistically independent from each other. Thus
G9k9A ;k9B ðu; vÞ is given by
G9k9A ;k9Bðu; vÞ ¼ +
N
kA ;kB¼0
PðkA; kBÞukAvkB
akA
i¼1
akB
j¼1
+
1
X
i
A ;X
j
b
¼0
u
X
i
Av
X
j
BPrðXiAÞPrðXjBÞ: (27)
Notice that we plugged Eq. 23 into the exponent of u and v. Carrying out the
products and the second summation results in
G9k9A ;k9Bðu; vÞ ¼ +
N
kA ;kB¼0
PðkA; kBÞðuð1 PA1 uPAÞÞkA
3ðvð1 PB1 vPBÞÞkB
¼ GkA ;kBðuð1 PA1 uPAÞ; vð1 PB1 vPBÞÞ;
(28)
where GkA ;kB ðu; vÞ is the probability-generating function for an ideal
detector. Once the probability-generating function is known, the factorial-
moment-generating function in the presence of afterpulsing is readily
derived,
F9k9A ;k9Bðu; vÞ ¼ FkA ;kBðð11 uÞð11 uPAÞ; ð11 vÞð11 vPBÞÞ:
(29)
Taking derivative on both sides of the above equation, we obtain the relation
between the afterpulse-inﬂuenced factorial moments and the ideal factorial
moments. Since factorial cumulants can be expressed in terms of factorial
moments, we established a relationship between the afterpulse-inﬂuenced
factorial cumulant and the ideal factorial cumulant. The above algorithm is
programmed in Mathematica and provides a convenient method to express
the afterpulse-inﬂuenced factorial cumulant in terms of ideal factorial
cumulants. A few simple cases are listed below,
k9½1;0 ¼ k½1;0ð11PAÞ;
k9½2;0 ¼ k½2;0ð11P2AÞ1 2PAðk½1;01 k½2;0Þ;
k9½1;1 ¼ k½1;1ð11PAÞð11PBÞ: (30)
To calculate the dead-time effect on factorial cumulants, we also consider
the factorial-moment-generating function. We deﬁne the dead-time param-
eter as dQðTÞ ¼ tyQ=T; ðQ ¼ A;BÞ, where tyQ is the dead-time of the detector
in channel Q and T is the sampling time. We only consider the case where
dQ(T) is a small parameter. In this case the dead-time inﬂuenced probability-
distribution function of photon counts can be expanded in a Taylor series of
the dead-time parameters (19). We explicitly consider the ﬁrst-order
expansion,
P9ðkA; kBÞ ¼ PðkA; kBÞ1 dAðkAðkA1 1ÞPðkA1 1; kBÞ
 kAðkA  1ÞPðkA; kBÞÞ1 dBðkBðkB1 1Þ
3PðkA; kB1 1Þ  kBðkB  1ÞPðkA; kBÞÞ:
(31)
The dead-time affected factorial moment generating function is
F9ðu; vÞ ¼ +
N
kA ;kB¼0
P9ðkA; kBÞð11 uÞkAð11 vÞkB : (32)
Plugging Eq. 31 into Eq. 32 and carrying out the summation, we obtain
F9ðu; vÞ ¼ Fðu; vÞ  dAuð11 uÞ @
2
@u
2Fðu; vÞ
 dBvð11 vÞ @
2
@v
2Fðu; vÞ: (33)
Expanding both sides of the above equation in a Taylor series and comparing
the coefﬁcients of u and v, we obtain a relation between dead-time inﬂuenced
factorial moments and ideal factorial moments. As was done in the case of
the afterpulse effect, the factorial moments are used to express the dead-time
inﬂuenced factorial cumulant in terms of ideal factorial cumulants. A few
examples are listed below,
k9½1;0 ¼ k½1;0 dAðk2½1;01k½2;0Þ;
k9½2;0 ¼ k½2;0 dAð2k2½1;012k½2;014k½1;0k½2;013k½3;0Þ;
k9½1;1 ¼ k½1;1 dAð2k½1;0k½1;1 k½2;1ÞdBð2k½0;1k½1;1 k½1;2Þ:
(34)
Higher-order expansions can be performed in a similar way and allow us to
express the dead-time inﬂuenced moments in terms of ideal moments, but
the results becomes more cumbersome and a simple analytical expression
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like Eq. 33 is not available. We explicitly treated the expansion up to the
second-order and used it to correct for dead-time effects in the experimental
data. Note that the derivation of the dead-time corrected cumulants is
approximate. The maximum number of photon counts kMAX received during
the sampling time T by a nonparalyzable detector with dead-time ty is
kMAX ¼ T/ty, but the theory sums photon counts from 0 to inﬁnity. We have
found that this approach describes ﬂuorescence ﬂuctuation data with Ækæd #
0.1, which translates into an intensity of 23 106 cps for a dead-time of 50 ns
(19,24).
MATERIALS AND METHODS
The instrument for the two-color ﬂuorescence ﬂuctuation experiments
consists of a Zeiss Axiovert 200 microscope (Thornwood, NY) and a mode-
locked Ti:Sapphire laser (Tsunami, Spectra-Physics, Mountain View, CA)
pumped by an intracavity-doubled Nd:YVO4 laser (Millennia Vs, Spectra-
Physics). A 633 Plan-Apochromat oil immersion objective (NA ¼ 1.4) is
used to focus the laser and collect the ﬂuorescence. The light passes through
an optical ﬁlter and is split into two channels. Photons counts are detected with
an avalanche photodiode (APD) (SPCM-AQ-14, Perkin-Elmer, Dumberry,
Que´bec). The output of the APD, which produces TTL pulses, was directly
connected to a two-channel data acquisition card (FLEX02, Correlator.com,
Bridgewater, NJ). The recorded photon counts were stored and later
analyzed with programs written for IDL version 5.4 (Research Systems,
Boulder, CO). A program written in Fortran with a nonlinear least-squares
optimization routine from the Port Library (available at http://www.netlib.
org) is used to ﬁt the theoretical model to the experimental cumulants.
pEGFP-C1 and pEYFP-C1 plasmids were obtained from Clontech
(Mountain View, CA). COS cells were obtained from ATCC (Manassas,
VA) and maintained in 10% fetal bovine serum (Hyclone Laboratories,
Logan, UT) and DMEM media. Cells were subcultured into an eight-well
cover-glass slide (Naglenunc International, Rochester, NY) and then
transiently transfected using Polyfect (Qiagen, Valencia, CA) according to
manufacturer’s instructions. Before conducting measurements, the grow
media was removed and replaced with Leibovitz L15 (Invitrogen, Carlsbad,
CA). All in vivo experiments are performed at an excitation wavelength of
960 nm, and a 515-nm dichroic mirror is used to separate the ﬂuorescence
into two detection channels.
In the dye experiments, Rhodamine 6G (Acros Organics, Morris Plains,
NJ) and Rhodamine 110 (Molecular Probes, Eugene, OR) were dissolved in
ethanol, and Alexa 488 (Molecular Probes) was dissolved in water. The
stock solutions are diluted to appropriate concentrations for FFS experi-
ments before each measurement. The dyes are excited at 780 nm. The
Rhodamine 6G and Rhodamine 110 experiments employ a dichroic mirror
with a transition wavelength of 544 nm and the Alexa 488 experiments use a
515-nm dichroic mirror.
We use the softwareMathStatica to derive formulas of factorial cumulants
up to the eighth-order. The variance of the factorial cumulants is calculated up
to the fourth-order by the technique of moments-of-moments with programs
written in Mathematica. These formulas are implemented into an analysis
program written in IDL (RSI, Boulder, CO) to calculate the experimental
factorial cumulants and their errors.
We rebin the data to determine the factorial cumulants for different sam-
pling times. The procedure is performed as follows: The recorded sequence of
photon counts is fed into software to calculate the experimental factorial
cumulants of photon counts of sampling time T. To get cumulant for a sam-
pling or binning time of 2T, we add neighboring photon counts together to get
a new sequence of photon counts with binning time 2T. We apply the same
software algorithm on the rebinned data to get the cumulants for a binning
time of 2T. This process is repeated to calculate the cumulants for binning
times of speciﬁc integermultiples ofT. By rebinningwe calculate the factorial
cumulants over sampling times that cover three orders of magnitude.
We ﬁt the experimentally determined factorial cumulants kˆ½r;sto theoret-
ical cumulants k[r,s] determined by Eq. 14 with a nonlinear least-squares
ﬁtting program. The reduced x2 of the ﬁt is given by
x
2 ¼ 1ðK  pÞ+T
+
r0 ;s0
r;s
ðkˆ½r;sðTÞ  k½r;sðTÞÞ2
Var½kˆ½r;sðTÞ : (35)
The value of K is the total number of cumulants used in the ﬁt and p is the
number of free ﬁtting parameters of the model.
RESULTS AND DISCUSSION
Single dye experiment
To test the dual-color TIFCA theory we perform experiments
on simple ﬂuorescent dye solutions. Each species is charac-
terized by four parameters, its molecular brightness in each
channel (lA and lB), the diffusion time td, and the average
occupation number N in VPSF. For simplicity, we deﬁne the
order of a bivariate cumulant by the sum of its indices. For
example, the factorial cumulant k[i,j] is of (i 1 j)
th order. We
ﬁt cumulants with order smaller or equal to four simulta-
neously. Fig. 1 shows these cumulants as a function of
binning time for Rhodamine 6G. The data was taken with a
sampling time of 20ms and a total measurement time of 130 s.
The reduced x2 of the ﬁt is 0.85 with a recovered brightness
of lA ¼ 34,000 cpsm, lB ¼ 9600 cpsm, a diffusion time of
td ¼ 44 ms, and an occupation number of N ¼ 2.7.
We now investigate the variance of the factorial cumulants
as a function of binning time. The relative error dkˆ½r of the
factorial cumulant kˆ½r is given by dkˆ½r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Varðkˆ½rÞ
p
=kˆ½r
and characterizes the noise/signal ratio. The experimental
variance of kˆ½r is determined by the moments-of-moments
method from the experimental factorial cumulants kˆ½r. We
FIGURE 1 Dual-color cumulant analysis of a Rhodamine 6G solution.
The data were taken with a sampling time of 20 ms and a total acquisition
time of 130 s. Each cumulant kˆ½i;j is divided by T
r, where r ¼ i 1 j is the
order of the cumulant. The cumulants with the same order are plotted in the
same panel. The best ﬁt to a single species model is shown as lines. The ﬁt
determined lA¼ 34,000 cpsm and lB¼ 9600 cpsm, a diffusion time of td¼
44ms, and an occupation number of N¼ 2.7 with a reduced x2 value of 0.85.
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previously divided a long data set into shorter segments to
directly calculate the measurement-to-measurement uncer-
tainty of single-channel TIFCA and found that the moments-
of-moments technique accurately reﬂects the experimental
uncertainty of cumulants with order .1 (14). We veriﬁed
using the same approach that the experimental uncertainty of
cross cumulants is determined by the moments-of-moments
technique (data not shown). We investigated the binning-
time behavior of dkˆ½r in the single-color case and found that
dkˆ½r initially decreases as a function of sampling time, but
increases for long sampling times, which results in a
minimum at some intermediate sampling time. This effect
has been described in detail (14). It is interesting to explore
the behavior of dkˆ½n;m for the bivariate case. In Fig. 2 we
plotted the relative errors of the ﬁrst few important cross
cumulants kˆ½1;1, kˆ½2;1, kˆ½3;1, and kˆ½2;2. Not surprisingly, all
relative errors have minima with respect to the binning time.
In other words, rebinning allows us to maximize the signal/
noise ratio of factorial cumulants, just as in the single-color
case. There is some small deviation in dkˆ½3;1 and dkˆ½2;2
between theory and experiments at very short and very long
sampling times. This is caused by the large error in
determining dkˆ½n;m. Note that the deviation occurs where
theory predicts a noise/signal ratio of ;1, which indicates a
large uncertainty in the experimental cumulant itself and
leads to scattering of dkˆ½n;m around the theoretical value. We
also notice that the signal/noise ratio of cumulants decreases
rapidly with its order. For example, the relative error of the
cumulants in Fig. 2 increases by approximately one order-of-
magnitude for each increase in order. Thus, this particular
data set only contains statistically signiﬁcant cumulants up to
fourth-order.
The moments-of-moments technique assumes statistically
independent variables and ignores correlations between data
points. The photon counts, however, are correlated with each
other. We have discussed the effect of correlations on the
variance of factorial cumulants (14). We concluded that
the moments-of-moments technique is suitable to calculate
the variance of the higher-order cumulants, but correction
must be applied for the ﬁrst-order. Because the order of all
cross cumulants is larger than one, correlation effects can be
safely ignored, which was conﬁrmed by comparing with
experimentally determined variances as discussed above.
Nonideal detector effects
Nonideal detector effects can pronouncedly affect data
analysis of ﬂuorescence ﬂuctuation experiments. We now
consider their inﬂuence on cumulant analysis. The normal-
ized second-order factorial cumulants kˆ½i;j=T2(with i 1 j ¼
2) are plotted in Fig. 3 as a function of sampling time T for a
concentrated Alexa 488 sample. The dashed line is a ﬁt to the
ideal model, which neglects nonideal detector effect. In this
case, the quantity k½i;j=T2(with i 1 j ¼ 2) should decay
monotonically since it is proportional to the normalized
binning function B2/T
2, which we have shown to be a
monotonically decreasing function (14). The ideal model
fails to describe the data. This is especially noticeable for
short sampling times T, where the dead-time parameter d ¼
ty/T is large and the dead-time effect is strong. The solid
line in Fig. 3 shows the theoretical ﬁt to the cumulants
while taking nonideal detector effects into account and
FIGURE 2 The relative error dkˆ½n;m of factorial cumulants determined by
the moments-of-moments analysis as a function of binning time. The
diamonds represent the relative error calculated from the experimental data.
We also calculated theoretical cumulants from the ﬁt parameters and
determine the relative error using the moments-of-moments variance (solid
lines). The data were taken with a sampling time of 10 ms and a total data
acquisition time of 130 s.
FIGURE 3 The dead-time effect on the second factorial cumulant. A
concentrated Alexa 488 solution was measured with a sampling time of
10 ms for 60 s. The average intensity measured is 817 kHz in channel A and
324 kHz in Channel B. The normalized second-order factorial cumulants
kˆ½i;j=T2(with i 1 j ¼ 2) are plotted as a function of sampling time T. The
dashed lines represent a ﬁt to the data with the ideal model. Without dead-
time effects, k[i,j]/T
2 should decay monotonically. The dead-time strongly
inﬂuences the cumulant in the short sampling time limit, making the
experimental cumulants smaller than the ideal ones. The ﬁt to the nonideal
model is shown as solid lines.
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demonstrates that the corrections successfully model the
data. Another interesting feature is that the cross-cumulant
kˆ½1;1 is much less inﬂuenced by nonideal detector effects
than the univariate cumulant kˆ½2;0 and kˆ½0;2. This is
explained by looking at Eq. 34. The dead-time effect will
always decrease the value of the univariate cumulants. In the
short sampling time-limit T  td, the cumulant k[r,s] is
proportional to T r1s (14). The ﬁrst-order correction to kˆ½2;0
and kˆ½0;2 thus scales as T
2. However, the correction to kˆ½1;1 is
proportional to T3 and the sign of the correction term can be
positive or negative. So, for short sampling times (T/ 0),
the correction to kˆ½1;1 is much smaller than that to kˆ½2;0and
kˆ½0;2. When the sampling time is large, the dead-time
parameter is small and the correction is small for both
univariate and cross cumulants. Similar arguments apply to
higher-order cumulants.
The factorial cumulants are used to determine the
molecular brightness. Brightness is a molecular property,
which has to be independent of the concentration of the
ﬂuorophore. Nonideal detector effects, however, destroy this
independency (18,19). We perform a dilution experiment on
an Alexa 488 sample to check the concentration-dependence
of the brightness in dual-color cumulant analysis. A con-
centrated Alexa 488 sample was successively diluted by
factors of two and measured after each dilution step for 60 s
with a sampling time of 20 ms. Fits of the data to the ideal
model recovered a biased brightness shown as triangles in
Fig. 4 that depends on the intensity and therefore on the
concentration of the sample. Next we ﬁt the factorial
cumulants of all data globally to the nonideal model by
linking the g3 and g4 parameters across all data sets while all
other parameters are free to vary. The g3 and g4 parameter
reﬂect the shape of the PSF and have to be the same for all
data sets. From the ﬁt, it is determined that g3 ¼ 0.242 and
g4 ¼ 0.196. The brightness in each channel is plotted as
diamonds in Fig. 4, A and B. Comparison of the brightness
values recovered from the ﬁt to the ideal and nonideal model
shows that the brightness is concentration-independent only
by accounting for dead-time and afterpulsing. Afterpulsing
mainly inﬂuences data analysis when the intensity is low and
it increases the brightness value, while the effect of dead-
time is most dramatic at high intensities and decreases the
brightness as previously discussed (19,24). Fig. 4 C graphs
the number of molecules determined from a ﬁt to the nonideal
model as a function of the ﬂuorescence intensity. A straight
line describes the data, as expected, because the intensity is
proportional to the concentration. Neglecting nonideal detec-
tor effects leads to a deviation of the data from a straight line
(data not shown). This example serves to highlight the
importance of accounting for nonideal detector effects to
recover unbiased brightness and concentration values. The
intensity of the photon counts in this experiment runs from
one thousand to two million counts per second, which means
the algorithm used for correcting nonideal effects covers the
useful intensity range of photon-counting experiments.
Binary dye mixture
Resolving a binary mixture in dual channel experiments
requires the determination of eight parameters: the molecular
brightnesses (lAi, lBi), the diffusion time tdi, and the number
of molecules Ni of each species i. Stock solutions of
Rhodamine 6G and Rhodamine 110 are mixed together and
measured for 130 s. Fig. 5 shows a two-species ﬁt to the
factorial cumulants up to fourth-order. The reduced x2 is
FIGURE 4 Alexa 488 was diluted repeatedly in water by factors of two
and the cumulants of each sample were ﬁt using the ideal and nonideal
model. The sampling time is 20 ms and the data acquisition time is 60 s. In
panel A (B) the molecular brightness of channel A (B) is plotted. The
uncorrected brightness recovered by the ideal model, plotted as triangles,
depends on the concentration of the sample. The brightness decreases at
higher concentration due to the inﬂuence of dead-time and increases at lower
concentrations due to afterpulses. The nonideal model is used to correct for
nonideal detector effects and recovers a concentration-independent bright-
ness, which is plotted as diamonds. The lines represent the average value
measured in each channel. (C) The number of molecules (diamonds)
recovered from the ﬁt to the nonideal model is plotted as a function of
intensity. The graph is well described by a ﬁt to a straight line as expected.
The dead-time and afterpulse parameters of our APDs have been determined
previously (19) and are ﬁxed during the ﬁt of the data. Their values for both
instruments are: Instrument 1, tyA ¼ 50 ns, tyB ¼ 48 ns, PAA ¼ 0.002, and
PAB ¼ 0.003; and Instrument 2: tyA ¼ 50 ns, tyB ¼ 51 ns, PAA ¼ 0.007, and
PAB ¼ 0.0046.
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0.93, which indicates good agreement between model and
experimental data. A ﬁt to a single species model fails to
describe the data (x2 ¼ 478). The parameters recovered from
the two-species ﬁt are: lA1 ¼ 34,000 cpsm, lB1 ¼ 9300
cpsm, td1 ¼ 48 ms, and N1 ¼ 1.07, which nicely agree with
the values recovered from an independent measurement of a
Rhodamine 6G solution (see Fig. 1). For the second species
we determined lA2 ¼ 11,000 cpsm, lB2 ¼ 24,000 cpsm,
td2 ¼ 49 ms, and N2 ¼ 1.58. These parameters agree well
with an independent measurement of a Rhodamine 110
solution, which resulted in lA ¼ 11,000 cpsm, lB ¼ 26,000
cpsm, and td ¼ 47 ms (data not shown).
Next, we perform a dilution experiment of a binary dye
mixture to judge the robustness of the technique. The con-
centrated stock solutions of Rhodamine 6G and Rhodamine
110 were mixed together and diluted successively. Each data
set is ﬁt to a two-species model. The reduced x2 of the ﬁts
varied between 0.75 and 1.7. The ﬁtted molecular brightness
of Rhodamine 6G and Rhodamine 110 is shown in Fig. 6,
A and B. The brightness is concentration-independent as
expected. The diffusion time recovered for Rhodamine 6G
varied from 44 ms to 48 ms with an average of 45 ms,
whereas the diffusion time of Rhodamine 110 varied from 48
ms to 52 ms with an average of 50 ms. The average diffusion
time of the two species agrees within 5% with the values
determined from measurements of the individual dye
solutions. Fitting the number of molecules of both species
shown in Fig. 6 C to a straight line yields a slope of 1.45,
which characterizes the concentration ratio of the two
ﬂuorophores in solution.
EGFP and EYFP in living cell
FFS is a powerful tool for studying protein function in living
cells. Brightness can be used to probe protein association and
dissociation in cells (25). Here we demonstrate that dual-
color TIFCA is sufﬁciently robust to be applied in living
cells. The brightness of ﬂuorescent proteins, such as EGFP
and EYFP, in living cells is low. In addition, the concen-
tration of ﬂuorophores is often quite high. To demonstrate
the feasibility of dual-color TIFCA in this challenging
environment we ﬁrst show that the brightness of each FP is
concentration-independent. We transiently transfect COS
cells with EGFP or EYFP, perform FFS measurements, and
ﬁt the cumulants to a single-species model. The brightness
of Channel A (diamonds) and B (triangles) of EGFP and
EYFP is plotted in Fig. 7, A and B. Their brightnesses are
concentration-independent as expected. Note that without
correcting for nonideal detector effects, the brightness of
each channel would display a concentration-dependent
behavior similar to that shown for Alexa 488 in Fig. 4.
EGFP and EYFP: resolvability study
It is known that for two-channel FFS experiment, each
species is characterized by four parameters lA, lB, td, and N.
The diffusion time td is determined from the shape of the
time-dependent cumulant function k[m,n](T). Therefore three
cumulants are needed to identify the remaining three
parameters of each species. For example, a binary mixture
requires the knowledge of six cumulants. If the experimental
FIGURE 5 A binary mixture of Rho-
damine 6G and Rhodamine 110 re-
solved by dual-color TIFCA. A 544-nm
dichroic mirror was used to separate the
emission into two detection channels.
The data was taken with a sampling
time of 20 ms for 130 s. Fitting the
cumulants up to fourth-order to a sin-
gle-species model (data not shown)
returns a reduced x2 value of 478. A
two-species model ﬁts the experimental
cumulants within error (x2 of 0.93). The
parameters recovered from the two-
species ﬁt are: lA1 ¼ 34,000 cpsm,
lB1 ¼ 9300 cpsm, td1 ¼ 48 ms, and
N1 ¼ 1.07 for Rhodamine 6G and
lA2 ¼ 11,000 cpsm, lB2 ¼ 24,000
cpsm, td2 ¼ 49 ms, and N2 ¼ 1.58 for
Rhodamine 110.
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data only contain statistically signiﬁcant cumulants up to
second-order, only ﬁve cumulants are known, which is
insufﬁcient for resolving two species. However, if the third-
order cumulants are statistically signiﬁcant, a total of nine
measurable cumulants are present: k[1,0], k[0,1], k[2,0], k[1,1],
k[0,2], k[3,0], k[2,1], k[1,2], and k[0,3], which opens up the
possibility to directly resolve two species in a cell with a
single measurement. Fig. 8 shows the relative error of kˆ½2;1
and kˆ½1;2 of EGFP measured in a living cell. A relative error
,1 indicates that the cumulant is statistically signiﬁcant. For
this data, all third-order cumulants are statistically signiﬁ-
cant. Since the data contain nine signiﬁcant cumulants, it is
possible to directly resolve species in the living cell. Again,
we ﬁnd that rebinning helps to optimize the signal/noise
ratio, which increases the sensitivity of our data analysis.
FIGURE 6 Dual-color TIFCA analysis of a binary dye mixture of
Rhodamine 6G and Rhodamine 110. The mixture was repeatedly diluted and
measured for 130 s after each dilution. Each data set is ﬁt to a two-species
model. The brightness recovered from the ﬁt is plotted in panels A and B for
Rhodamine 6G and Rhodamine 110, respectively. The brightness in channel
A is shown as diamonds, while the brightness in channel B is graphed as
triangles. The number of molecules is plotted in panel C. The numbers of
molecules of both species are linearly related as expected, because the
concentration ratio remains constant during dilution. A ﬁt of the data to a
straight line recovers a slope of 1.45, which reﬂects the concentration ratio of
the dyes in the mixtures.
FIGURE 7 The brightness values of EGFP and EYFP as obtained from
dual-color TIFCA analysis of cellular measurements is shown in panels A
and B. Nonideal detector effects are taken into account during the analysis.
The brightness in channel A is graphed as diamonds and that of channel B is
shown as triangles. Each data point represents the measurement of a different
cell. The sampling and data acquisition time for eachmeasurement was 50ms
and 120 s. Since EGFP and EYFP are monomeric in cells, their brightness
remains constant as the concentration increases. The solid and dotted lines
indicate the average brightness measured in each channel.
FIGURE 8 The relative error of third-order cumulants measured for
EGFP in a living cell. The data is taken with sampling time of 50 ms and a
total acquisition time of 330 s. The relative errors of kˆ½2;1(A) and kˆ½1;2 (B)
are plotted as a function of binning time. The symbols are experimental data
and the solid lines represent the theoretical curve calculated from the
parameters recovered by the ﬁt.
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The error analysis of cumulants allows experimentalists to
predict whether species can be resolved based on measured
properties of ﬂuorophores. To illustrate this point, we apply a
similar strategy as used in Mu¨ller et al. (26). Theoretical
factorial cumulants of two species are calculated with Eq. 14.
The variances of the cumulants are calculated using the
moments-of-moments technique. A ﬁt of the two-species
cumulants by a single-species model will result in a misﬁt,
which gives rise to systematic residuals. The magnitude of
these residuals tells us whether it is feasible to distinguish
the binary mixture from a single species. The reduced x2 is a
convenient measure of this systematic deviation induced
by the forced ﬁt to a single species. A reduced x2 value
#1 indicates that the data is not sufﬁcient to resolve the
species, while a x2 . 1 indicates that more than one species
is present.
We now study the concentration-dependence of the x2
describing the misﬁt for an EGFP/EYFP mixture. In Fig. 9 A,
the emission spectra of these two proteins are plotted
together with the transmission curve of the 515-nm dichroic
mirror used in the experiments. The strong spectral overlap
poses a challenging problem for resolving these two proteins
by FFS (17). We took the average brightness and diffusion
time of EGFP and EYFP measured earlier (see Fig. 7) and
plugged them into a two-species cumulant model, while
the number of molecules of EGFP and EYFP is varied
systematically. Cumulants and their variances are calculated
assuming a sampling time of 50 ms and a data acquisition
time of 300 s. The cumulants are ﬁt to a single-species model
and the x2 value describing the misﬁt is recorded. A contour
plot of the x2 value versus the number of molecules best
illustrates the concentration-dependence of the resolvability.
To our surprise, the misﬁt x2 value depends essentially only
on the concentration ratio of the two ﬂuorophores, but is
largely independent of the overall concentration. This is
drastically different from a similar single-color (26) and
dual-color PCH study (data not shown), where the optimal
concentration for resolving species is typically on the order
of one molecule in the observation volume. This constitutes a
clear advantage of dual-color TIFCA for cellular application,
where the concentration of ﬂuorophores is usually very high.
Note that this simulation neglects some of the experimental
complications encountered in cells. Autoﬂuorescence adds
a background signal that limits the resolvability at low
concentrations, while photo detectors introduce complexity
that cannot be described by our simple model when the
intensity is extremely high.
Resolving EGFP/EYFP binary mixtures
in living cells
To test the robustness of dual-color TIFCA for resolving a
binary mixture of ﬂuorescent proteins, we cotransfect COS
cells with EGFP and EYFP. Each cell is measured for 5 min
with a sampling time of 50 ms. The single-species ﬁt to these
data depends on the cotransfection ratio of the two proteins
and returns reduced x2values that range from 10 to 100,
which indicate that we are dealing with mixtures. Different
cells have different protein concentrations and cotransfection
ratios. However, because brightness is a molecular property,
it should not change with concentration and must be inde-
pendent from the cell measured. Fig. 10 A shows the molec-
ular brightness in each channel recovered from a two-species
model as a function of the total number of EGFP and EYFP
molecules. The lines represent the average brightness of
EGFP and EYFP reported in Fig. 7. It is clear that the param-
eters recovered from the ﬁt closely resemble the EGFP and
EYFP brightness values from the single-species experi-
ments. Fig. 10 B shows the number of molecules of EGFP
and EYFP for each measured cell. The concentration of
EGFP and EYFP varies widely from cell to cell as expected
for a transient transfection. For our experimental conditions
one molecule corresponds to a concentration of 4.5 nM.
FIGURE 9 Resolvability study of EGFP and EYFP in living cell. (A) The
emission spectra of EGFP and EYFP are plotted together with the
transmission curve of the 515-nm dichroic mirror used in the experiments.
(B) The contour plot shows the reduced x2 value when ﬁtting a single-
species model to the theoretical cumulants of the two-species model. See text
for a description of the method. The experimentally determined brightness
and diffusion time of EGFP and EYFP are used as inputs for calculating the
theoretical cumulants. The concentration of EGFP and EYFP are varied
logarithmically. The sampling time for this simulation is 50 ms and the data
acquisition time is 300 s. The x2 value depends mainly on the ratio between
the concentrations of the two species and only weakly on the absolute
concentrations.
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Thus, we are able to resolve the two ﬂuorescent proteins
from nanomolar tomicromolar concentrations. Dual-color PCH
analysis is applied to some of the data, and ﬁts to a single-
species model returned reduced x2 values close to one,
which indicates that PCH is unable to resolve the mixture.
CONCLUSION
We developed the theory of dual-color time-integrated
ﬂuorescence cumulant analysis to extract information from
bivariate factorial cumulants of the photon counts. This
theory is in contrast to PCH since it is exact for all sampling
times. The error analysis of cumulants allows experimental-
ists to predict in advance whether the experimental condi-
tions are sufﬁcient for resolving species and helps in
identifying optimal experimental conditions. The dead-time
and afterpulsing effect of the photo detector are also taken
into account in the theory, which allows one to recover
consistent parameter over a concentration range of approx-
imately three orders of magnitude. The theory is tested with
simple dye experiments to determine the brightness, the
number of molecules, and the diffusion time of ﬂuorophores
from a single measurement. We recover brightness values of
ﬂuorescent proteins in living cells to demonstrate that the
technique is sufﬁciently robust for cellular applications.
Finally, we demonstrated the power of dual-color TIFCA by
resolving binary mixture of EGFP and EYFP over a wide
concentration range in living cells.
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