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Magnetization dynamics in an artificial square spin-ice lattice made of Ni80Fe20 with magnetic
field applied in the lattice plane is investigated by broadband ferromagnetic resonance spectroscopy.
The experimentally observed dispersion shows a rich spectrum of modes corresponding to different
magnetization states. These magnetization states are determined by exchange and dipolar interac-
tion between individual islands, as is confirmed by a semianalytical model. In the low field regime
below 400 Oe a hysteretic behavior in the mode spectrum is found. Micromagnetic simulations
reveal that the origin of the observed spectra is due to the initialization of different magnetization
states of individual nanomagnets. Our results indicate that it might be possible to determine the
spin-ice state by resonance experiments and are a first step towards the understanding of artificial
geometrically frustrated magnetic systems in the high-frequency regime.
Frustrated magnetic systems, such as spin ices, have
been of scientific interest for a long time due to their
highly degenerated ground states, which result in com-
plex magnetic ordering and collective behavior [1–5]. In
contrast to the prototypical crystalline materials that
started the exploration of spin-ice systems, such as the
pyrochlores Dy2Ti2O7, Ho2Ti2O7 and Ho2Sn2O7 [6, 7],
artificially structured spin-ice lattices offer the unique op-
portunity to control and engineer the interactions be-
tween the elements by their geometric properties and
orientation [1, 8, 9]. Another outstanding advantage
of artificial spin ices is that the magnetization state of
each individual spin (i.e., macrospin/single domain mag-
netic particle) is directly accessible through magnetic mi-
croscopy (e.g., scanning probe, electron, optical or X-ray
microscopy). The 16 possible magnetization configura-
tions of a square spin ice are shown in Fig. 1(a).
Spin dynamics in magnonic crystals, materials with pe-
riodic perturbations or variations in one of the magnetic
properties of the system, have been extensively investi-
gated [10–13]. One- and two-dimensional magnonic crys-
tals were studied and the research community paid par-
ticular attention to nano-structured materials [10], such
as chains of dots or arrays of discs [14], antidot lattices
with different shapes and alignments [15–17], gratings or
nanostripes [18], etc.
Although artificial spin ices offer a fascinating play-
ground to investigate how specific magnetization states
of individual islands or defects can affect the collective
spin dynamics, there are only very few works on dynam-
ics in the GHz-regime [19, 20] reported. Sklenar et al.
show broadband ferromagnetic resonance (FMR) mea-
surements on an artificial bicomponent square spin-ice
lattice utilizing a macroscopic meanderline approach and
find a field-dependent behavior in remanence where in-
teractions between individual elements presumably play
a less important role. Furthermore, the geometrical ar-
rangement of the structures in the artificial lattice leads
to frustration by design and it was shown by micromag-
netic simulations that Dirac strings between topological
defects in these systems are expected to exhibit complex
magnetization dynamics and characteristic signatures in
the mode spectrum [20].
FIG. 1. (Color online) (a) Illustration of the 16 possible
moment configurations of a square spin-ice lattice. (b) Illus-
tration of the experimental setup and measurement configu-
ration. The artificial spin ice is patterned on the signal line.
The bias magnetic field is oriented along the long side of the
CPW (x-direction). The inset shows a sketch of the artifi-
cial square spin-ice lattice. The islands have the dimensions:
a = 300 nm and b = 130 nm, thickness 20 nm.
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2FIG. 2. (Color online) (a) AFM and (b) corresponding
MFM image. The sample was saturated at −3100 Oe before
the MFM characterization.
In this Letter, we present results on magnetization dy-
namics of an artificial square spin ice characterized by
broadband FMR spectroscopy. These observations are
confirmed by a semianalytical model where each element
is divided in three exchange coupled “macrospins”. Fur-
thermore, a hysteretic behavior of modes in the low bias
magnetic field regime is found, where the system is not
in remanence. In order to interpret our results, we link
our findings to micromagnetic simulations and find that
the hysteresis in the mode spectrum relates to the mag-
netization configuration of particular islands that evolves
from specific applied field routines. Comparing the ex-
perimental results with simulations, we find evidence to
determine the spin-ice state [Fig. 1(a)] from the reso-
nance spectra. Additionally, the simulations corroborate
the experimentally found spectra and the results of the
semianalytical model.
Figure 1(b) illustrates a sketch of the experimental
setup. The spin-ice lattice was patterned by electron
beam lithography on a coplanar waveguide (CPW). The
external magnetic field is aligned in the x-direction. Fig-
ure 2 shows the actual spin-ice lattice made of 20 nm
thick permalloy (Py, Ni80Fe20). Details about the sam-
ple fabrication can be found in the supplementary ma-
terials (SM). In Fig. 2(a) the topography of the sample
measured by atomic force microscopy (AFM) is depicted
and Fig. 2(b) shows the corresponding magnetic force mi-
croscopy (MFM) image. Individual islands have lateral
dimensions of ∼ 300 × 130 nm2 and are separated by a
gap of approximately 30 nm, see SM.
The measurement configuration is shown in Fig. 1(b).
The microwave driven Oersted field is aligned perpen-
dicularly to the external magnetic field and the spin-ice
lattice is oriented parallel to the signal line, as shown
in Fig. 1. We employ a broadband vector network ana-
lyzer FMR (VNA-FMR) technique [21] to measure the
dynamics response. For each magnetic field step, an
averaged VNA spectrum is recorded. The spectrum is
shown in a false color-coded image in Fig. 3(a). Here,
the magnetic field was swept from negative to positive
magnetic fields. From the spectrum we can draw several
conclusions: First of all, we observe a rich mode spec-
trum. Secondly, at high frequencies above 6 GHz multi-
FIG. 3. (Color online) (a) Ferromagnetic resonance measure-
ment on artificial square spin ice, shown in Fig. 2. The back-
ground signal is taken at −3100 Oe and subtracted from the
spectrum. The magnetic field is swept from negative to the
positive field direction. (b) Field-dependent modes obtained
from the semianalytical model. The islands are artificially
magnetized parallel to a negative field.
ple modes are detected, which will be identified below as
Kittel-like modes using a semianalytical model and mi-
cromagnetic simulations. Thirdly, an asymmetry of the
spectrum around zero-field is found. If the field is swept
from positive to negative fields rather than from nega-
tive to positive fields, the spectrum is mirrored around
zero-field (not shown).
Further insight can be gained from a semianalytical
model of our structure. Following the method outlined
in Ref. [22], it is possible to find the eigenvalues excited
in a magnetized square ice taking into account the effect
of external fields, shape anisotropy, and dipolar coupling.
This is accomplished by reducing the structure to a unit
cell composed of two magnetic elements in case of the
remanent state with nonzero magnetization (apply field
along (1,1) direction, then reduce field to zero) where
Bloch waves are excited. Contrarily, the spin ice ground
state (type I) has four magnetic elements per unit cell.
In order to better represent the dynamics, the model as-
sumes that each magnetic element in the structure is di-
vided in three exchange-coupled “macrospins” with an
effective coupling strength proportional to their volume
and the exchange stiffness of Py, A = 1 µerg/cm. Con-
sequently, we introduce six degrees of freedom and hence
six possible eigenvalues. Setting a magnetized state, i.e.,
all spins pointing along the direction of a negative field,
we obtain the field-dependent frequencies of the coher-
3FIG. 4. (Color online) Observation of FMR spectra in the low magnetic field regime. After saturating at −3100 Oe, the
initialization field Hini is applied and then the spectrum is recorded starting at 0 Oe while gradually increasing the applied
field. (a)-(d) Hini was varied from 300 Oe to 340 Oe. The static equilibrium magnetization states at zero-field are shown next
to each spectrum. The color coding indicates the horizontal component of the magnetization going from blue (left or negative
x-direction) to red (right or positive x-direction). The arrows next to each island indicate the average magnetization direction
in the island.
ent spin-wave mode (~k = 0) shown Fig. 3(b). We find
an excellent qualitative agreement to experiments using
this simplified model without any fitting parameters. In
particular, the semianalytical solution correctly repro-
duces the spectrum hysteresis, the qualitative form of
the field-dependent frequencies, and the existence of two
bands split at non-harmonic frequencies. From this ap-
proach, it is possible to spatially locate the modes. We
find that the higher frequency branch (A) corresponds to
the mode dominated by magnetic elements whose easy
axis lies parallel to the applied field whereas the lower
band (C) corresponds to elements magnetized perpen-
dicular to its easy axis. This agrees with the fact that
the anisotropy field in the hard axis opposes the applied
field and therefore reduces the frequency. Furthermore,
the higher frequency mode of branch (A) is identified as
a bulk or Kittel mode while the lower non-harmonic fre-
quencies are identified as predominantly edge modes. In
the case of the branch (C), all modes are found to have
mixed or hybrid bulk and edge characteristics.
The calculated edge modes below the Kittel mode are
not detectable experimentally since their absorption is
substantially weaker than that of the uniform mode.
The experimental observation of edge localized modes is
highly dependent on both the feature shape and edges
as well as on pinning effects [23–26]. The experimen-
tally measured faint high frequency mode above the bulk
mode [Fig. 3(a)] cannot be found in the results of the
semianalytical model [Fig. 3(b)]. However, as we will see
below, it also appears in the micromagnetic simulations
suggesting that more complicated dynamics have to be
taken into account.
Next we will focus on the low field regime where a hys-
teresis in the dynamic response is observed. Before the
spectra were recorded, the following routine was used:
First, the sample is saturated at a bias magnetic field
of H = −3100 Oe in −x-direction. Then the magnetic
field is reversed to a specific initializing field Hini. The
final step is a lowering of the magnetic field to H = 0 Oe
and recording spectra while increasing the field gradually
from 0 Oe to 1000 Oe. The corresponding viewgraphs are
shown in Fig. 4. As is apparent from Fig. 4 (a), the two
strong modes labeled as (A) and (B) do not coexist at
zero field. This result agrees with the spectrum shown in
Fig. 3, where no specific magnetic field-history procedure
was applied. As the initialization field Hini is increased,
however, mode (B) starts to appear at smaller applied
fields H, see Fig. 4 (b-c). At Hini = 330 Oe, Fig. 4 (c),
both modes (A) and (B) do coexist at H = 0 Oe. Increas-
ing Hini even further leads to a disappearance of mode
(A) at H = 0 Oe and only mode (B) persists. This result
clearly shows the existence of field-dependent hysteresis
in the spin-ice system.
In order to understand this behavior better, we carried
out micromagnetic simulations using the experimental
sample dimensions and separations. Details about the
simulations can be found in the SM. The insets in Fig. 4
show the micromagnetic static equilibrium magnetization
at zero-field, following the protocol described above. We
can clearly identify differences in the static equilibrium
4magnetization at H = 0 Oe which concur with the exper-
imentally observed appearance and coexistence of modes
(A) and (B): Below 320 Oe [Fig. 4 (a)] the magneti-
zation of the vertically oriented islands is not perfectly
aligned to the easy axis. A formation of vortices and
S-shaped magnetization configurations is found, which
precludes the use of the simplified semianalytical treat-
ment outlined above in the low-field regime. The hori-
zontal islands are aligned in −x-direction; Hini was not
high enough to reverse the magnetization in those ele-
ments. Above 320 Oe [Fig. 4 (c,d)], however, the situa-
tion changes drastically: The vertical elements are per-
fectly aligned to the easy axis and the horizontal islands
have partially flipped in the +x-direction. This field
range where a change in the static equilibrium magne-
tization at zero-field occurs, agrees well with the experi-
mentally observed onset of hysteresis in the dynamic re-
sponse of the spin ices and a change in the mode structure
at zero-field.
Figure 5 shows the simulated magnetization dynam-
ics spectrum at H = 0 Oe for (a) a type I spin ice,
which is equivalent to the ground state of the system
and (b) a type II spin ice. In general, three sets of even
modes, two edge modes and one bulk-like (Kittel) mode
can be observed. For the type I (type II) state, the mode
at f = 2.3 GHz (3.9 GHz) is the lowest edge mode,
f = 6.9 GHz (6.7 GHz) corresponds to a higher edge
mode and f = 8.5 GHz (8.2 GHz) is the Kittel mode, in
agreement with the experiment [Fig. 3(a)]. Details about
the time-dependent simulations are presented in the SM.
For the the type I state the horizontal islands are equiv-
alent and, therefore, the spectrum is degenerate. This
degeneracy can be lifted by applying a magnetic field in
horizontal direction (y-direction). In this case, the modes
split off and modes with a dynamical magnetization com-
ponent in x-direction (vertically) in islands with a equi-
librium magnetization in −y-direction will have a smaller
resonance frequency with increasing magnetic field, see
Fig. 5(c). On the other side, modes with an equilibrium
magnetization direction in +y-direction show an increase
of frequency with magnetic field. In contrast to the type
I state, the type II state is non-degenerate since none
of the islands are equivalent, see Fig. 5(b): The solid
line represents islands with a dynamical component in
x-direction and the dashed-dotted line is attributed to
islands with a dynamical component in y-direction. As
can be seen from Fig. 5(d), the frequency of all modes in-
creases with increasing magnetic field. Furthermore, we
find higher frequency modes in the spectra for the type
II state [Fig. 5(d)] corresponding to hybrid edge localized
modes. This resembles the high frequency mode above
the Kittel bulk-like mode found in experiment [Fig. 3(a)].
However, this mode is not visible in the minor loop ex-
periment [Fig. 4] in agreement with the simulation results
for the ground state, see Fig. 5(a).
In experiment (Fig. 3 and Fig. 4), we only observe an
FIG. 5. (Color online) Simulated magnetization dynamics.
(a) Spectra of the type I state and (b) of the type II state.
The horizontal islands are equivalent for the type I state at
H = 0 Oe and, thus, the spectrum is the same. This de-
generacy can be lifted by applying a magnetic field in the
horizontal direction. For the type II state, the magnetization
components are different at H = 0 Oe. The dashed-dotted
line represents the vertical component of the magnetization.
(c,d) Simulated frequency-field relation of the different modes
for (c) the ground state (type I) and for (d) the type II state.
increase of the strong high-frequency (Kittel) modes with
the field. However, at low frequencies (edge modes), we
find a drop of the frequency with the field. From the
comparison with the micromagnetic simulations, we can
conclude that both states (type I and type II) are present
in the system and contribute to the dynamic response.
As is apparent from Fig. 5(c), the splitting of the modes
degenerate at zero field is largest for edge modes. This
might be a reason why we experimentally only observe
a splitting at low frequencies; for higher frequencies the
absorption is much stronger and, thus, it might be that
the splitting is not visible in experiment. We did not
consider type III and IV spin-ice configurations in the
simulations. However, our results indicate that it might
eventually be possible to determine the spin-ice state by
a resonance experiment.
In summary, we investigated magnetization dynamics
of an artificial square spin-ice system in the GHz-regime
using broadband ferromagnetic resonance spectroscopy.
Complex spectra over the entire field range are found
which are dictated by the magnetization states of individ-
ual islands, as is confirmed by a semianalytical model. An
unusual hysteretic field behavior in the mode spectrum is
found in the low-field regime which was not reported so
far. Micromagnetic simulations reveal that this behavior
originates from the underlying static equilibrium state of
the system. The simulated dynamic magnetization spec-
tra agree well with experiments and indicate that it is
5feasible to identify the spin-ice state by simple resonance
measurements. In a similar manner, it might be possi-
ble to determine the magnetization state in crystalline
spin ices. Furthermore, this work opens up routes for
exploring novel phenomena and effects in artificial geo-
metrically frustrated magnetic systems in the microwave
frequency regime.
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