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ABSTRACT  
In estuaries and natural water channels, the estimate of velocity and dispersion coefficients is critical to the knowledge of 
scalar transport and mixing. This estimate is rarely available experimentally at sub-tidal time scale in shallow water 
channels where high frequency is required to capture its spatio-temporal variation. This study estimates Lagrangian 
integral scales and autocorrelation curves, which are key parameters for obtaining velocity fluctuations and dispersion 
coefficients, and their spatio-temporal variability from deployments of Lagrangian drifters sampled at 10 Hz for a 4-hour 
period. The power spectral densities of the velocities between 0.0001 and 0.8 Hz were well fitted with a slope of 5/3 
predicted by Kolmogorov’s similarity hypothesis within the inertial subrange, and were similar to the Eulerian power 
spectral previously observed within the estuary. The result showed that large velocity fluctuations determine the 
magnitude of the integral time scale, TL. Overlapping of short segments improved the stability of the estimate of TL by 
taking advantage of the redundant data included in the autocorrelation function. The integral time scales were about 20 s 
and varied by up to a factor of 8. These results are essential inputs for spatial binning of velocities, Lagrangian stochastic 
modelling and single particle analysis of the tidal estuary. 
Keywords: Lagrangian drifter, turbulence, single dispersion analysis, integral time scales, estuary, shallow channel 
1. INTRODUCTION  
In estuaries and natural water channels, the estimate of velocity and dispersion coefficients is critical to the knowledge of 
scalar transport and mixing. Estuarine management requires understanding of circulation to predict the transport of scalars 
for water quality monitoring (e.g. salinity distribution), pollution run-off tracking (e.g. waste water discharge) and ecosystem 
monitoring (e.g. larvae transport). These management strategies rely on a combination of historical observations of tide 
and wind quantities, river and ocean conditions, bathymetry and results from numerical modelling. Numerical models 
require velocity fluctuations and dispersion coefficients for parameterising processes occurring at unresolved scales. 
Therefore these quantities are fundamental to estuarine managements. Direct measurement of these quantities is rarely 
available at sub-tidal time scale in shallow water channels where high frequency measurements are required.  
Like other water bodies, dispersion in estuaries can be considered from Eulerian and Lagrangian methods (Ohlmann et 
al., 2012). The Lagrangian method provides a more conceptual means for studying particle transport in turbulent transport 
than the Eulerian method (Yeung, 2002) because observations concentrate along the particles of interest. The use of 
GPS-tracked Lagrangian drifters allows more realistic quantification of fluid motion and dispersion coefficients than 
Eulerian techniques because such drifters are analogues of the particles being analysed. Drifters have been applied to 
study the underlying fluid dynamics and scalar particle dispersion in oceans (Poje et al., 2014; Torsvik and Kalda, 2014; 
Schroeder et al., 2012), lakes (Stocker and Imberger, 2003) and large estuaries (Tseng, 2002). Recent improvements in 
GPS technology have paved the way for the development of high resolution Lagrangian drifters to study dispersion in 
shallow waters (with depth ~ O (few metres)), where processes of interest occur in small scales (O (100 seconds) and O 
(few metres) (Suara et al., 2014b). Therefore, velocity fluctuations and dispersion coefficients and their spatio-temporal 
variations in shallow tidal estuaries can be studied using the Lagrangian method. 
In studying the spatio-temporal variation of velocity using drifter observations, spatial binning is useful. A degree of 
freedom (DOF) of at least five is required for an estimate in a spatial bin to be considered stable where DOF is defined as 
(Swick and MacMahan, 2009);  
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where T
T 
is the total time a single drifter spends in a bin, and N is the number of the drifter sampled within a bin and TL is 
the Lagrangian integral time. Dispersion of particles can be studied by means of single dispersion analysis (LaCasce, 
2008) where Lagrangian integral time scale, TL is a key parameter that depends on the Lagrangian autocorrelation of 
residual velocity, RL. These two key parameters are required inputs for modelling mixing caused by turbulent eddies and 
are therefore required for a valid Lagrangian description. 
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While this research is to study the spatio-temporal variation of velocity and dispersion in a typical shallow water estuary so 
as to improve the current modelling efforts in shallow waters, this paper presents the estimates of RL and TL. In addition, 
the study addresses two major concerns with Lagrangian drifter studies in tidal shallow water at sub-tidal time scales; (i) 
the effect of large velocity fluctuations on the estimate of TL and RL and how best these large fluctuations can be removed, 
and (ii) optimising the effective degree of freedom by using the method of segmentation and overlapping segments.  
2. FIELD EXPERIMENT AND DATA ANALYSIS 
2.1 Field Drifter Observations 
A Lagrangian drifter experiment was carried out on May 22, 2014 at Eprapah Creek, Australia, a site where series of 
Eulerian (Chanson and Trevethan, 2010; Trevethan et al., 2008) and Lagrangian (Suara et al., 2014b; Situ and Brown, 
2013) studies have been previously undertaken. The studies were aimed at understanding the spatio-temporal variation of 
turbulence mixing and dispersion in the shallow water estuary for improved accuracy of transport models used in shallow 
water bodies. Eprapah Creek consists of fairly straight and meandering channels (Fig.1) which are highly inhomogeneous 
resulting from a combination of variable channel cross sectional area, sinuosity and irregular bathymetry. The estuarine 
zone extends to about 3.8 km from the mouth of the estuary and has a maximum depth between 3-4 m mid-estuary. The 
drifter experiment was carried out during a flood tide with tidal range of 1.4 m. An average wind of 1.1 m/s from the North-
North-East direction over the period of the experiment was recorded. The surface waves were calm with low amplitude 
and period about 0.5 s. Therefore, the influence of wave rectification on the drifters was presumably insignificant. 
 
Figure 1. Eprapah Creek estuarine zone, including surveyed cross sections on 29 Sept. 2013; Mean Sea and water levels at high and low 
tides on 22 May, 2014 are indicated on cross sections. 
A fleet of 3 GPS-tracked drifters was deployed at the mouth of the creek during the flood tide. Upon deployment, some of 
the drifters made 1-3 loops about 3 m in diameter as they were trapped in the inlet vortices before being drifted toward the 
river through the flood channel. The drifters, of a high resolution design described in (Suara et al., 2014b), were sampled 
at 10 Hz and have position accuracy in the order of 2 cm, thanks to the GPS real time kinematic (RTK) processing 
technique. The drifters were designed as a cylindrical capsule with only about 3 cm of the total height unsubmerged in 
water to allow satellite communication (Fig. 2). The wind slip estimate, based on the bulk wind data and the average 
speed of the drifters, was about 0.007 m/s, i.e. less than 1% of the wind speed. The deployments lasted for a 4-hour 
period, and the drifters were monitored from canoes at a minimum safe distance of 20 m downstream of the flow. Drifters 
that were caught close to the bank were returned to the channel centre while minimum interference on the experiment was 
ensured.  
Figure 3a shows the trajectories of the drifters, coloured by the time-averaged mean speed estimated using a variable 
interval time average (VITA) technique with a window size of 200 s in an interval of 1 s (Chanson and Docherty, 2012). 
The drifters followed the outer part of the estuary in an effect caused by high tidal momentum. The mean flow showed 
strong tidal dependence and the velocity maxima occurred after a low tide (Fig. 3a), i.e. about 1 hour after deployment. 
This velocity-stage phase was consistent with previous Eulerian observations within the channel (Suara et al., 2014a). The 
drifters captured the mean velocity fluctuations accurately (i.e. large scale fluctuations including tide and external 
resonances), because the length scale of their evolution is larger than the length scale of the position uncertainty of the 
GPS-tracked drifters (Suara et al., 2014b). Position uncertainty has been observed to indicate local dispersion regime in 
the neighbourhood of the length scale of the noise (Haza et al., 2014) and could lead to spurious residual velocity 
statistics. Therefore, further analysis and Lagrangian statistics of the residual velocities discussed in subsequent sections 
are quality controlled. 
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Figure 2. GPS-tracked drifter (a) photograph; (b) elevation; (c) schematic section showing the arrangement of the internal components 
and the water level. 
2.2 Data Analysis 
Data processing involved coordinate transformation, removal of spurious data and filtering. The position time series were 
transformed from local geodetic e-n-u coordinates to channel based s-n-u coordinates using the method described in 
(Legleiter and Kyriakidis, 2006). Herein, ‘s’ represents the streamwise direction +ve in the downstream, n is cross stream 
direction, +ve to left, while ‘u’ is +ve in the upward direction. The data were de-spiked using the velocity and acceleration 
thresholding method, where acceleration points resulting in velocity greater than 0.6 m/s and acceleration greater than 
1.5 m/s
2
 were removed and flagged. The spikes are anomalies of GPS RTK solutions due to challenging observation 
conditions. The process resulted in removal of no more than 3% of samples in the position time series. Gaps less than 
10 s were filled with spline interpolation, while gaps between 10 and 20 s were reconstructed with linear interpolation. A 
gap larger than 20 s was simply removed by splitting a trajectory to two separate short ones. The Savitzky-Golay low pass 
filter (Schafer, 2011) was applied on the position time series to remove the high noise content that dominated the spectral 
at high frequency with cut-off frequency Fc > 1 Hz without distorting the underlying signal. The Lagrangian integral scales 
and the autocorrelation curves mainly depend on the upper low frequency portion of the residual velocity time series, such 
that the high frequency content contributes mainly to sinusoidal oscillation of the autocorrelation function. Hence, the 
position time series were further subsampled to 1 Hz before calculating their derivatives. 
 
 
Figure 3. Drifters’ trajectories coloured by the mean velocity (m/s) in; (a) e-n-u coordinates (b) s-n-u coordinate; Symbols are placed in an 
interval of 30 min; drifter 1(‘o’), drifter 2 (‘◊’) separated into two trajectories; drifter 3 (‘x’) 
2.3  Lagrangian integral time 
The Lagrangian integral time, TL sometimes referred to as the decorrelation time scale, is the time over which Lagrangian 
velocity could be considered correlated with itself. This is estimated as the integral of Lagrangian velocity autocorrelation 
function RL such that (Ohlmann et al., 2012); 
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The autocorrelation function is a normalised covariance of the Lagrangian velocity, computed at each time lag τ as an 
ensemble of trajectories or short realisations for ‘i’ velocity component using: 
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The distribution of residual velocity, viˈ is sensitive to the method by which the mean velocity, iV  is removed from the 
instantaneous velocity iV . The standard approaches for estimating the mean velocity in ocean drifter studies include 
spatial binning, the use of constant velocity equivalent to length of drifter study and spline estimate (LaCasce, 2008). The 
spatial binning approach requires some prior knowledge of the decorrelation time scale for the scale of fluctuation under 
consideration. The use of a constant mean assumes the underlying mean drift is linear, which is not the case with the tidal 
channel, particularly for studying dispersion at sub-tidal time scale, where mean velocity fluctuation is dominated by 
periodic tide and external resonance. Applying this method to this data set resulted in a decorrelation time scale that was 
larger than the scale of interest, particularly in the streamwise direction.  
Herein, by ignoring the inhomogeneity in the flow, the residual velocities were obtained by removing the time varying mean 
iV (t), from the individual drifter trajectories using Equation 4. iV  is obtained by applying variable interval time averaging 
(VITA) with window size T = 200 s in an interval of 1s. The averaging procedure assumes that there is a gap in the velocity 
frequency spectrum which does not exist for the present observation. It will be shown later that the decorrelation time 
scale is less than 40 s. The time T = 200 s ensured that the estimate of iV  has 5 or more degree of freedom (Equation 1). 
Therefore, the statistics of the resulting residual velocity were considered stable. In addition, T = 200 s was similarly 
obtained from a sensitivity analysis on ADV data for extracting turbulent velocity from instantaneous velocity in previous 
studies at Eprapah Creek (Chanson and Trevethan, 2010). 
The presence of low frequency motions often results in an autocorrelation function, which fluctuates with negative lobes 
covering a large area, introducing large error to the estimate of TL. Therefore, the integration is performed up to the time of 
the first zero crossing (Ohlmann et al., 2012). The estimates of RL and TL require a large number of trajectories with 
sufficiently long realisation length TR. In order to maximise the use of a limited number of trajectories, it is common to split 
long trajectories into non-overlapping segments with duration TR (Colin de Verdiere, 1983). The effect of TR on estimates 
RL and TL was examined. The use of overlapping segments to maximise the practical degree of freedom of these 
estimates was also explored. The effect of large scale velocity fluctuations on dispersion within the estuary was studied by 
examining the effect of various values of window size, T, on Lagrangian integral scales. 
3.  RESULTS AND DISCUSSION 
3.1 Basic flow observation 
Figure 3 shows the trajectories of the drifters both in local geodetic and channel based coordinates, coloured by the time 
averaged velocity magnitude. Maximum velocities of about 0.3 m/s occurred during the earlier part of the flood, similar to 
observations made with previous Eulerian studies. After about 4 hours, the drifters’ speed slowed down to velocity less 
than 0.1 m/s at a distance of about 2 km from the mouth. This suggests that the upper estuarine extent of the channel was 
within range. Figure 4 shows some power spectra of velocities average for the 4 independent trajectories, providing 8 
degrees of freedom. The power spectral densities of velocities between 0.0001 and 0.8 Hz were well fitted with slope of 
5/3 predicted by Kolmogorov’s similarity hypothesis within the inertial subrange (Davidson, 2004) and were similar to the 
Eulerian power spectrum (Suara et al., 2014a). The Lagrangian velocity spectra showed energetic events across all the 
frequency range, with some distinctive troughs and peaks in the range 0.001 and 0.1 Hz which were related to turbulence 
fluctuations due to internal resonances. The Lagrangian velocity spectra did not show signs of saturation of energy density 
toward the low frequency when compared with the spectra of ADV data collected over a period of two tidal cycles (Suara 
et al., 2014a). This seems to be a result of the presence of low frequency fluctuations, which were not completely resolved 
due to the short length of the drifter study. 
The largest scales present in the drifter velocity distribution were obtained by ensemble average RL for the residual 
velocity after removing the constant overall mean based on the 4 separate trajectories. This resulted in an integral time 
scale of about 2 orders of magnitude, and about 4 times the values obtained, respectively for streamwise and cross 
stream components using the residual velocity obtained from a running mean of window T = 200 s. In addition, increasing 
the window size T resulted in an increase in the Lagrangian time and length scales without significant increase in the eddy 
speed. This suggests that the dispersion within the channel was highly dependent on the time of evolution of the largest 
scale of fluctuations present in the residual velocity.  
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Figure 4. Average PSD of velocities; average PSD values using 4 independent trajectories providing 8 DOF (a) Raw transformed data 
sampled at 10 Hz (b) Filtered data, down-sampled to 1 Hz; Kolmogorov’s similarity hypothesis shown in black slant lines.  
3.2 Residual velocity 
Table 1 summarises the statistical distribution of the residual velocities from the 3 drifters. The mean velocities μ, are close 
to zero, while the standard deviation σ, for both the streamwise and cross stream direction was about 0.01 m/s. Figure 5 
shows the streamwise and cross stream residual velocity distribution for track 1 (Table 1) overlaid with the probability 
distribution function, PDF of a Gaussian distribution. The skewnesses (Sk) were approximately zero with the cross stream 
distribution closer to normal distribution than that of the streamwise. The kurtoses (Ku) were slightly larger than the value 
of 3 (i.e. value expected of a normal distribution). This resulted from the flatness of the distribution tails owing to a few 
instances of large amplitudes of fluctuation, some inhomogeneity and the intermittency of the turbulence field. The large 
kurtosis values were indicative of the large distribution size, while smaller values were observed for local temporal 
distribution. The results showed that the statistics of the residual velocity distribution were not significantly deviated from 
Gaussian distribution. This result suggests that the sub-tidal scale dispersion within the system can be modelled using 
Lagrangian stochastic model (LSM) with the accurate information of the spatio-temporal variability of the standard 
deviations and the integral time scales. 
Table 1. Statistical distribution of residual velocity 
Track ID 
Drifter 
time (s) 
Streamwise component, vs̍ Cross stream, vn̍ 
μ (m/s) σ (m/s)  Sk Ku μ (m/s) σ (m/s)  Sk Ku 
1 16601 0.00099 0.0064 -0.121 3.67 0.00076 0.0060 -0.179 4.03 
2a 8451 0.00130 0.0085 0.096 4.62 0.00110 0.0102 0.060 3.53 
2b 4639 0.00006 0.0027 -0.244 3.40 0.00003 0.0023 -0.142 5.82 
3 16437 0.00026 0.0109 0.191 9.64 0.00079 0.0059 -0.035 4.03 
Overall  46128 0.00070 0.0084 0.11 10.9 0.00077 0.0067 0.0519 7.51 
 
 
Figure 5. Distribution of residual Lagrangian residual velocity for drifter 1 overlaid with the PDF of an equivalent Gaussian distribution  
(red) (a) streamwise component (b) cross stream component. 
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3.3 Lagrangian Integral scales 
The Lagrangian integral time scales were first calculated from the residual velocity of the 4 independent trajectories 
(Table 1). The values of TL obtained by separately integrating the ensemble autocorrelation functions for the streamwise 
and the cross stream are 19 and 21 s, respectively. The time of zero crossing for RL for the drifters was about 60 s, which 
implies that the number of uncorrelated samples for the overall was about 760. The method of segmentation (Colin de 
Verdiere, 1983) can therefore be applied, taking advantage of redundant uncorrelated data in the calculation of RL 
However, the RL and TL are sensitive to the length of realisation, TR. Figure 6 shows the results of the sensitivity analysis of 
TR between 200 – 2000 s on the estimate of RL and TL. Despite the increase in the number of realisations from 25 to 100 
for TR = 2000 and 440 s respectively, RL showed no significant change particularly before zero-crossing while the average 
value of TL was stable. This was because the shape of RL, at τ less than the time of zero crossing and the value TL are 
dictated by the largest turbulent scale. However, for TR = 200 s, an order of evolution of largest residual velocity showed 
significantly lower zero crossing hence, lower integral time scales (Fig. 6b). The low frequency fluctuations captured in RL 
for TR = 200 s were smaller than the largest scale in the residual velocity distribution explains this reduction. Therefore, for 
consistency in estimate of TL, TR of at least twice the time evolution of the largest scale in the residual velocity is required. 
In addition, it is recommended that length of short segment TR is chosen to be significantly larger than expected integral 
time scale. 
          
 
Figure 6. (a) Autocorrelation curves for various values of realisation length; (b) Average integral time scales as functions of realisation 
length; (c) The number of realisations obtained as a function of length of realisation. 
Similarly, the effect of using overlapping segments of realisations on the estimates of RL and TL were explored. Figure 7 
shows the distribution of RLs a(streamwise) and TL for degrees of overlapping, ranging from 0 to 80% using a fixed value of 
TR = 600 s. This resulted in an increase in the number of realisations exponentially from 75 to 369. Despite this, the results 
showed that for τ less than the time of zero crossing, RL was not significantly affected by the overlapping of segments, and 
hence distributions of TL (Fig. 7b) were consistent with non-overlapping cases. The use of overlapping segments does not 
amount to an increase in theoretical DOF (upper bound) because the segmented realisations are not totally independent. 
However, segmentation and overlapping utilised the redundant data as a result of the finite limit of the RL to increase the 
stability of the estimate. This can further increase the practical DOF or confidence interval for the estimate diffusivity at 
time lags τ >> TL. 
                                                          
a Subscript ‘s’ represents the streamwise while “n” represents the cross stream here and elsewhere  
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Figure 7. (a) RLs for degrees of overlapping varied between 0 and 80% using a fixed realisation length of TR = 600 s; (b) Average TL as 
functions of TR; (c) The number of realisations obtained as a function of length of realisation. 
3.3.1 Autocorrelation curves and Lagrangian integral scales 
Figure 8 shows the RL curves for the streamwise and cross stream components using non-overlapping segments with 
TR = 600 s. The values of TL obtained by separately integrating the RL curves are TLs = 17.5 s and TLn = 19.5 s, streamwise 
and cross stream, respectively. These values were consistent with estimates made from 4 trajectories (Table 1) and the 
estimate using the methods of segmentation and overlapping of data discussed in previous sections. The TLn value was 
similar to TLn = 15 s while the TLs value was smaller than TLs = 50 s as previously reported for a straight section of Eprapah 
Creek (Suara et al., 2014b). However, Suara et al. (2014b) estimates were based on drifter observations with 4 
independent trajectories tracked over a period of about 60 minutes each. The residual velocities were obtained using a 
constant mean leaving large scale fluctuation in the streamwise residual velocity, which explains the difference. 
 
Figure 8. Lagrangian autocorrelation function for streamwise and cross stream components obtained from ensemble of 75 non-
overlapping realisations with length, T = 600 s.  
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Given the Lagrangian time scale and the overall distribution of the residual velocity, the Lagrangian space scale, LL 
sometimes refers to eddy length scale, and can be estimated as the product of the eddy speed and the TL where eddy 
speed is equivalent to the standard deviation of the overall residual velocity (Table 1). This resulted in an estimate of 
LLs = 0.18 m and LLs = 0.14 m for the streamwise and cross stream components, respectively. These values are of the 
same order of magnitude with the mixing length scale estimate L~ 1 m reported in (Chanson et al., 2014). 
Figure 9 shows the distributions of TL obtained by separately integrating RL with short realisation length TR for streamwise 
and cross stream components. The distributions were not Gaussian but the mean values were consistent with the 
estimate made by integrating the ensemble RL. The results showed that the TL varied by up to a factor of 8. This suggests 
there was a large variability (both spatial and temporal) of scale of dispersion within the channel. This variability can be 
resolved by means of spatial binning and time targeted Lagrangian drifter sampling. Therefore, the results presented in 
this study represent the average Lagrangian integral scales within the channel at sub-tidal scale. 
 
Figure 9. Distribution of Lagrangian time scales for (a) streamwise and (b) cross stream components obtained from an ensemble of 75 
non-overlapping realisations with length, T = 600 s.  
4. CONCLUSIONS  
High resolution drifters have aided the measurement of some sub-tidal scale fluctuation of velocity in a shallow water 
estuary. The power spectral densities of the velocities between 0.0001 and 0.8 Hz were well fitted with slope of 5/3 
predicted by Kolmogorov’s similarity hypothesis within the inertial subrange and were similar to the Eulerian power 
spectrum previously observed within the channel. The results showed that the low frequency fluctuations were turbulent 
and significantly influenced the estimate of integral time scales. Therefore, the use of a running mean with a time 
averaging window is recommended for removing the large scale fluctuations which are not of interest for Lagrangian study 
in shallow tidal estuaries at sub-tidal scales. The method of segmentation produced consistent Lagrangian autocorrelation 
functions for short realisations with a time length at least twice the time of evolution of lowest frequency in the residual 
velocity. The use of overlapping segments provided a further increase in the number of realisations without altering the 
estimates of RL and TL.  
The values of TL obtained by separately integrating the RL curves are TLs = 17.5 s and TLn = 19.8 s streamwise and cross 
stream, respectively. Given the Lagrangian time scale and the overall distribution of the residual velocity, the Lagrangian 
space scale, estimate LLs = 0.18 m and LLs = 0.14 m were obtained for the streamwise and cross stream components, 
respectively. Further field deployments of the developed drifters are being carried out at Eprapah Creek to estimate the 
spatial and temporal variability of dispersion coefficient and residual velocities along the tidal channel. The estimates of 
Lagrangian integral scales are important inputs for spatial binning of velocities, Lagrangian stochastic modelling and single 
particle analysis of the channel.  
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